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Abstract
Longitudinal data are common in biological research. However real data sets vary
considerably in terms of their structure and complexity and present many challenges
for statistical modelling. This thesis proposes a series of methods using random coef-
ficients for modelling two broad types of longitudinal response: normally distributed
measurements and binary recapture data.
Biased inference can occur in linear mixed-effects modelling if subjects are drawn
from a number of unknown sub-populations, or if the residual covariance is poorly
specified. To address some of the shortcomings of previous approaches in terms of
model selection and flexibility, this thesis presents methods for: (i) determining the
presence of latent grouping structures using a two-step approach, involving regression
splines for modelling functional random effects and mixture modelling of the fitted
random effects; and (ii) flexible of modelling of the residual covariance matrix using
regression splines to specify smooth and potentially non-monotonic variance and
correlation functions.
Spatially explicit capture-recapture methods for estimating the density of animal
populations have shown a rapid increase in popularity over recent years. However,
further refinements to existing theory and fitting software are required to apply
these methods in many situations. This thesis presents: (i) an analysis of recapture
data from an acoustic survey of gibbons using supplementary data in the form of
estimated angles to detections, (ii) the development of a multi-occasion likelihood
including a model for stochastic availability using a partially observed random ef-
fect (interpreted in terms of calling behaviour in the case of gibbons), and (iii) an
analysis of recapture data from a population of radio-tagged skates using a condi-
tional likelihood that allows the density of animal activity centres to be modelled as
functions of time, space and animal-level covariates.
v

Acknowledgements
Thanks to my supervisors, Monique MacKenzie and Carl Donovan, for their guid-
ance, support and considerable patience over the past four years. Thanks also to
David Borchers whose collaboration was crucial to the work in Chapters 5, 6 and 7
and who always made time for our many invaluable discussions.
The gibbon survey data in Chapter 5 were provided by Dr Ben Rawson whose
expert knowledge was vital to the applications in Chapters 5 and 6. Cecilia Pinto
also provided the skates data set used in Chapter 7 and made numerous visits from
Aberdeen to discuss data and analysis issues.
It would not have been possible to complete this thesis without the understanding
and generosity of my friends and family, to each of whom I owe an enormous debt of
gratitude: Jon Fraser and Paolo Pizzola, long-suffering house-mates, for their toler-
ance and camaraderie; Dad, Catharene, Sophie, Matthew, Cheryl, George, Isaac and
Florence for being constant sources of comfort, encouragement and entertainment;
and Alice, without whose unfailing support my sanity would have vanished a long
time ago.
vii

Contents
1 Introduction 1
1.1 General background . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Linear mixed-effects models . . . . . . . . . . . . . . . . . . . 2
1.1.2 Spatially Explicit Capture-Recapture . . . . . . . . . . . . . . 4
1.2 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Review of methods 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Regression splines . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 B-splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Linear mixed-effects models . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Conditional model . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.3 Marginal model . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.4 Estimator for the random effects . . . . . . . . . . . . . . . . 14
2.3.5 Subject-level predictions . . . . . . . . . . . . . . . . . . . . . 14
2.3.6 The lme function . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Spatially explicit capture-recapture . . . . . . . . . . . . . . . 18
2.4.1 Detector arrays . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.2 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.3 Likelihood components . . . . . . . . . . . . . . . . . . . . . . 20
2.4.4 Full likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.5 Marginal likelihood . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.6 Supplementary information on animal location . . . . . . . . . 26
2.4.7 Numerical approximation of the marginal likelihood . . . . . . 27
ix
2.4.8 Conditional likelihood . . . . . . . . . . . . . . . . . . . . . . 28
3 Model-based clustering of normally distributed longi-
tudinal data 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Curve clustering procedure . . . . . . . . . . . . . . . . . . . . . 32
3.2.1 Assumptions and limitations . . . . . . . . . . . . . . . . . . . 34
3.2.2 Describing the underlying subject-specific profiles . . . . . . . 34
3.2.3 Mixture modelling of the random effects . . . . . . . . . . . . 37
3.3 Simulation study 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.1 Data generation . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.2 Simulation design . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Simulation study 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5 Analysis of gene expression data . . . . . . . . . . . . . . . . . 47
3.5.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.6.1 Issues and extensions . . . . . . . . . . . . . . . . . . . . . . . 54
4 Modelling residual covariance functions using regres-
sion splines 57
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.1 Semi-parametric models . . . . . . . . . . . . . . . . . . . . . 59
4.1.2 Chapter outline . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.1 Modelling the variance function . . . . . . . . . . . . . . . . . 63
4.2.2 Modelling the correlation function . . . . . . . . . . . . . . . . 65
4.2.3 Fitting procedure . . . . . . . . . . . . . . . . . . . . . . . . . 67
x
4.3 Simulation study 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3.1 Data generation . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3.2 Candidate models . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4 Simulation study 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.1 Data generation . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.2 Candidate models . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5 Simulation study 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5.1 Data generation . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.5.2 Candidate models . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.5.3 Fitting procedure . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.6.1 Issues and extensions . . . . . . . . . . . . . . . . . . . . . . . 81
5 Estimating population density using SECR with esti-
mated angle to detection 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 SECR likelihood with estimated bearings . . . . . . . . . . . 88
5.2.1 Detection function . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2.2 Density surface . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.3 Bearing estimates . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.4 Marginal likelihood . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.5 Approximate log marginal likelihood . . . . . . . . . . . . . . 90
5.3 Cambodia case study . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.1 Survey design . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
xi
5.3.3 Candidate models . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.4 Fitting procedure . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5.1 Case study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5.2 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.5.3 Extensions and applications . . . . . . . . . . . . . . . . . . . 101
6 Estimating availability from multi-occasion SECR data
using random effects 103
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2 SECR likelihood for stochastic availability . . . . . . . . . . . 104
6.2.1 Random effect for availability . . . . . . . . . . . . . . . . . . 104
6.2.2 Detection function . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2.3 Detection surface . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2.4 Expected number of detections . . . . . . . . . . . . . . . . . 107
6.2.5 Capture histories . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2.6 Marginal likelihood . . . . . . . . . . . . . . . . . . . . . . . . 109
6.3 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.3.1 Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.4.1 Wider applications . . . . . . . . . . . . . . . . . . . . . . . . 112
6.4.2 Animal movement . . . . . . . . . . . . . . . . . . . . . . . . 113
6.4.3 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7 Estimating parameters using conditional SECR with
multiple covariates 115
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
xii
7.2 Likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.2.1 Animal location . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.2.2 Capture history given location . . . . . . . . . . . . . . . . . . 120
7.2.3 Marginal likelihood . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2.4 Parameter sub-models . . . . . . . . . . . . . . . . . . . . . . 120
7.2.5 Complete capture histories . . . . . . . . . . . . . . . . . . . . 122
7.3 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.3.1 Data generation . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.3.2 Fitting procedure . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.4 Analysis of radio-tagged skate data . . . . . . . . . . . . . . . 128
7.4.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.4.2 Candidate models . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.5.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.5.2 Skates case study . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.5.3 Extensions and applications . . . . . . . . . . . . . . . . . . . 139
8 Summary and Conclusions 141
8.1 Overall summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.2 Further work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
8.2.1 Clustering dive profiles . . . . . . . . . . . . . . . . . . . . . . 143
8.2.2 GEEs with spline-based covariance functions . . . . . . . . . . 144
8.2.3 SECR software for gibbon surveys . . . . . . . . . . . . . . . . 145
Appendix 147
A.1 Details of the fitting procedure for the gibbons analysis . . 149
A.1.1 Starting values . . . . . . . . . . . . . . . . . . . . . . . . . . 149
A.1.2 Mask . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
A.1.3 Candidate models . . . . . . . . . . . . . . . . . . . . . . . . . 152
A.2 GEE fitting algorithm . . . . . . . . . . . . . . . . . . . . . . . . 152
xiii
Bibliography 154
xiv
Chapter 1
Introduction
1.1 General background
Longitudinal data are common in many areas of biological research and consist of
measurements of variables taken repeatedly over time on each of a set of obser-
vational units or ‘subjects’ (McCulloch, 2008; Diggle et al., 2013). Studies which
give rise to such data are often observational, making it difficult to either control
or observe the full range of variables which may affect a given response. Statistical
models for longitudinal data therefore need to cope with both known and unknown
sources of variability due to observed and hidden covariates.
The sources of variability in longitudinal data can be divided into two main types:
(i) Between-subject variability
This is typically described in statistical models using subject-level random
variables, commonly referred to as random effects1. While fixed effects are
unknown constants that need to be estimated from the data, models using ran-
dom effects require estimation of the parameters which determine the shape of
their distributions rather than estimating them directly. The random effects-
based approach therefore enables inferences to be made about the population
from which the subjects were sampled while offering a more parsimonious so-
1 More generally, where data exhibit a hierarchical clustering structure, random effects can be
associated with any level of the hierarchy.
1
lution than treating the random effects as a series of fixed parameters. One
disadvantage of the random effects approach however is that models must be
expressed in marginal form which requires integration over all possible values
of the random effects. This makes them less tractable theoretically.
(ii) Within-subject variability
This relates to the variability at the level of the measurements themselves with
respect to their expected value, and is typically dealt with by assuming a joint
distribution for the measurement, conditional on the values of the random
and fixed effects. In models for normally distributed data, the within-subject
variability can be represented explicitly by associating a random error term
with each measurement, representing the difference between the measurement
and its expected value at the subject level. The joint distribution for the errors
is often assumed to be multivariate normal and can be modelled independently
of the expected values (in practice, inference is made on the distribution of
the residuals, which are the differences between the measurements and their
predicted values).
In the context of this thesis, random effects and error terms are taken as examples
of random coefficients – i.e. terms whose values are not observed directly but which
are assumed to follow a given distribution.
The focus of this thesis is on the development of new methods within two distinct
modelling frameworks – linear mixed-effects models2 and spatially explicit capture-
recapture – each of which use random coefficients to model longitudinal data.
1.1.1 Linear mixed-effects models
Linear mixed-effects (LME) models for normal longitudinal data (Laird and Ware,
1982; Ware, 1985) are widely used for investigating the changes over time of response
variables. The data in such cases often consist of multiple time series (one per
2 Where ‘linear’ in this context means linear with respect to the parameters of the link function.
2
subject) where each series can be visualised as a curve or profile. Considered in this
way, the fixed effects component of an LME model for longitudinal data is used to
describe the shape of the mean profile for a sample of subjects, while the random
effects describe the differences between the subject-specific profiles and the mean
profile.
A key advantage of LME models when compared with fitting separate regression
models for each subject, is that they allow strength to be borrowed across subjects
in the estimation of subject-specific profiles. Consequently LME models have the
potential to provide a more parsimonious description of the data and are better
able to handle missing values. LME models also explicitly partition the within-
and between-subject variance, through the use of separate covariance matrices for
the errors and random effects, which enables a detailed description of the overall
dependence structure in the data. When interest lies in making inference on the
shape of subject-specific profiles, as opposed to the overall mean for example, these
details are necessary.
Appropriate partitioning of variability is therefore key to obtaining sensible results
from LME models. However, two sources of difficulty in this regard are (i) the pres-
ence of unobserved grouping structures in the data and (ii) inadequate modelling
of the covariance matrices. Hidden grouping structures may exist as a result of the
data being collected from unidentified sub-populations of subjects. If subjects from
different sub-populations exhibit systematic differences in their mean profile shape,
then inferences on the overall mean profile could be meaningless and the distribu-
tion of the random effects is also likely to be misspecified. This misspecification may
also cause bias in the estimation of subject-specific profiles (Verbeke and Lesaffre,
1996). Specification of the covariance matrix for the errors (or rather the residu-
als) also needs to be carefully considered in order to avoid biased inference for the
fixed effects. However, currently available methods for modelling residual covariance
structures are fairly limited and may not be flexible enough to model many of the
time-dependent associations exhibited by longitudinal data.
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1.1.2 Spatially Explicit Capture-Recapture
Capture-recapture (CR) studies aim to estimate the abundance of animal popula-
tions. They involve the collection of longitudinal data on detected animals (the
‘subjects’) in the form of capture histories across a series of trapping occasions. CR
studies have traditionally relied on the use of physical traps which detain captured
animals for the remainder of the trapping occasion3. However, the advent of prox-
imity detectors such as microphones and camera traps, which allow detections for
the same animal to be made at more than one detector on a given occasion (since
the detected animals are not physically detained), has enabled abundance estimates
to be obtained from single-occasion recapture data.
The main disadvantage of traditional models for CR data is their inability to esti-
mate population density, which is a more useful currency than abundance for making
comparisons between different regions. The reason for this is that these models ig-
nore the information contained in the spatial location of capture events (assuming
that the locations of detectors are known) and are therefore unable to provide infer-
ence on the effective size of the sampled area. Spatially explicit capture-recapture
(SECR) methods have been developed to address this issue (Efford, 2004; Borchers
and Efford, 2008; Royle and Young, 2008). These models allow direct estimation of
animal density by modelling the recapture data jointly with the unknown ‘locations’
(see Section 2.4.2) of the detected animals and treating the locations as random
effects. The sub-model for the recapture data in SECR also uses a detection func-
tion to describe the relationship between detection probability and distance from
detector, thereby accounting for heterogeneity in capture probabilities due to differ-
ences in animal location, which is known to cause biased inference if left unmodelled
(Borchers and Efford, 2008).
SECR models have been used to estimate population density for a variety of species,
3 These are divided into ‘single-catch’ traps, which can capture a maximum of one individual
per trapping occasion (e.g. Sherman traps), and ‘multi-catch’ traps, which can capture several
individuals per trapping occasion (e.g. pitfall traps).
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including horned lizards from visual trapping studies (Royle and Young, 2008),
minke whales using bottom-mounted hydrophones (Marques et al., 2010) and tigers
from camera traps arrays (Royle et al., 2009a,b). Recent developments have also
allowed the incorporation of supplementary data containing additional information
on animal location – e.g. in the form of received signal strengths, signal arrival
times, and estimated angles or distances to detected animals – in order to produce
more precise density estimates (Dawson and Efford, 2009; Borchers et al., 2014).
However, despite a substantial increase in the uptake of these methods over the past
few years, SECR is still in a relatively early stage of development and modifications
to the general theory are required for many specific applications. Currently available
procedures for fitting SECR models are also fairly limited and a greater degree of
investment is required in terms of software development to enable practitioners to
fully utilise these methods.
1.2 Thesis outline
Chapter 2 introduces the basic form of the likelihoods for linear mixed-effects models
(assuming normally distributed data) and spatially explicit capture-recapture, in
addition to key formulae and notation which are referred to in subsequent chapters.
Chapter 3 presents a procedure for exploring potential sub-populations in normally
distributed longitudinal data. The procedure consists of two steps: (i) an initial
LME modelling step using B-spline design matrices in which model selection is used
to find a model that adequately describes the variation in shapes of the underlying
subject-specific profiles; followed by (ii) a clustering step in which the random effects
of the preferred model are clustered via mixture modelling. The approach aims to
address some of the drawbacks of previous methods for which model selection is
more problematic and consequently often neglected. The procedure is tested by
simulation and applied to a set of gene expression data which has been analysed in
a number of previous studies.
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Chapter 4 describes a method which uses B-splines to construct smooth variance
and correlation functions to address some of the limitations of existing tools for
modelling residual covariance matrices in models for normal longitudinal data. Using
a combination of non-standard link functions and a stabilised numerical optimisation
method the fitting procedure is able to converge on fitted functions which generate
viable covariance matrices. This modelling approach is able to fit smooth correlation
functions which can take negative values – a facility that is lacking in currently
available software. The methodology is first implemented in the context of a general
linear model (i.e. with no random effects) and then in the context of an LME model.
The method is examined in each case through the use of a simulation studies.
In Chapter 5 the focus of the thesis shifts to SECR models. Chapter 5 presents an
adaptation of the general SECR likelihood that permits the inclusion of supplemen-
tary information on animal location. In this case a model for estimated bearings is
formulated and applied to a pre-existing single-occasion data set from an acoustic
survey of gibbons to estimate the density of calling groups. In order to inform future
monitoring strategies, the performance of the model and survey design, in terms of
the precision of the density estimator, are investigated by simulation in comparison
with a selection of alternative designs.
Chapter 6 extends the model used in Chapter 5 for application to multi-occasion
gibbon survey data. Whilst general SECR models for multi-occasion data already
exist, they only offer a partial solution in the case of gibbons since they assume
that all animals are available for detection during each sampling occasion. However
gibbon groups do not call every day and may therefore be unavailable for detection
during a given sampling occasion. This behaviour is modelled by introducing a
random effect for availability which enables the density of groups, as opposed to
calling groups, to be estimated. Estimator properties from this extended form of
the SECR likelihood are tested via simulation.
Chapter 7 builds on the model presented in Chapter 6 and presents a conditional
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form of the SECR likelihood4 which allows various components of the SECR model
– namely the density surface, the detection function parameters and the availabil-
ity parameter introduced in Chapter 6 – to be modelled using linear combinations
of covariates. The covariates for each component were allowed to vary according to
animal-level variables (e.g. body size) and occasion-level variables (e.g. time). Addi-
tionally the density surface was allowed to vary with spatially referenced covariates.
Allowing the density surface to change with time also required a novel reformula-
tion of the SECR likelihood allowing animal locations to change between occasions.
A formulation of the resulting model for situations where the entire population is
observed is tested using a simulation study and applied to a data set collected on a
population of radio-tagged skates.
Finally, Chapter 8 provides an overall summary of the methods presented in this
thesis and discusses ideas for future extensions and improvements.
4 Conditional on sample size.
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Chapter 2
Review of methods
2.1 Introduction
This Chapter introduces some of the statistical theory on which the subsequent
Chapters rely. It is divided into three main parts: Section 2.2 introduces regres-
sion splines, with particular reference to B-splines (Chapters 3 and 4); Section 2.3
describes the basic theory of linear mixed-effects models (Chapters 3 and 4); and
Section 2.4 provides an overview of spatially explicit capture-recapture (Chapters 5,
6 and 7).
2.2 Regression splines
Regression splines1 provide a convenient way of modelling monotonic and non-
monotonic relationships within the framework of linear models2. The general defi-
nition of a regression spline is as follows,
p∑
j=1
Bj(xi)βj, (2.1)
where xi is the ith measurement of a continuous covariate (i = 1, ...n), the Bj are
a set of p basis functions (collectively referred to as a basis) and the βj are a series
1 I.e. splines with no smoothness penalty.
2 ‘Linear’ in this context refers to the manner in which terms are combined – namely as weighted
sums, which allows them to be expressed in matrix form.
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of p coefficients which scale the values of the basis functions. The basis functions
of a spline are locally defined using the support of the explanatory variable – i.e.
they are non-zero over a subset of the values of x (in contrast to simple polynomial
functions which are globally defined). Equation 2.1 can be represented using matrix
algebra as,
B(x)β = Xβ, (2.2)
where x is an n-vector of covariate values, B(x) = X is an n by p matrix whose
columns contain the values of the p basis functions, each of which are evaluated at
x, and where β is a p-vector of basis function coefficients.
2.2.1 B-splines
The B-spline basis (De Boor, 1978) is a popular choice for constructing regression
splines. The basis functions of a B-spline are specified in terms of the degree (1 =
linear, 2 = quadratic, 3 = cubic, etc.) and the number and placement of the knots,
which determine the regions of x where the basis functions have non-zero values.
The knots are divided into two types: (i) boundary knots, which are placed at the
boundaries of the x values; and (ii) internal knots, which are placed between the
boundaries of the x values. The number of internal knots and the degree of the
B-spline basis determine the number of basis functions (for a B-spline that includes
an intercept, the number of basis functions is equal to the number of internal knots
plus the degree plus 1). The number of basis functions is also referred to as the
degrees of freedom of the basis.
The mathematical definition of B-spline basis functions is based on a recursive equa-
tion and is not given here. However, they are easy to construct in R, for example
using the bs function in the splines library (R Core Team, 2013). Figure 2.1 shows
the unscaled basis function values for a degree 3 B-spline with 6 degrees of freedom
and two equally spaced internal knots.
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Figure 2.1: Example B-spline basis with 6 degrees of freedom. Black lines show the individual
basis functions and vertical grey lines show locations of the two internal knots
2.3 Linear mixed-effects models
This section summarises some of the basic theory of linear mixed effects models for
normal data, assuming normal random effects. The material in this section is largely
taken from Pinheiro and Bates (2000) and Verbeke and Molenberghs (2000).
2.3.1 Notation
M the number of subjects
i denotes the ith subject (i = 1, ...,M)
ni the number of response values for subject i
p the number of fixed effects
q the number of random effects
yi a vector of response values (length ni)
X i a design matrix for the fixed effects (ni rows by p columns)
Zi a design matrix for the random effects (ni rows by q columns)
β a vector fixed effect parameters (length p)
bi a vector random effect parameters (length q)
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i a vector of error terms (length ni)
G the covariance matrix for the random effects (q rows by q columns)
Ri the covariance matrix for the errors (ni rows by ni columns)
Σi the covariance matrix for the response data (ni rows by ni columns)
θ a vector of all model parameters (incl. those for the covariance matrices)
2.3.2 Conditional model
The standard formulation of the linear mixed-effects model can be written as follows,
yi = X iβ +Zibi + i, (2.3)
where,
bi ∼MVN(0,G), i ∼MVN(0,Ri), (2.4)
and where bi and i are independent and G and Ri must be positive definite.
The fact that both bi and i follow independent multivariate normal distributions
implies that the distribution for yi, conditional on bi, will also be multivariate
normal,
yi | bi ∼MVN(X iβ +Zibi, Ri). (2.5)
2.3.3 Marginal model
Since the random effects, bi, are unobserved it is necessary to work with the marginal
density function of yi. This is obtained by defining the joint density of yi and bi
and integrating over bi,
f(yi) =
∫
f(yi | bi)f(bi) dbi, (2.6)
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which implies the following marginal distribution,
yi ∼MVN(X iβ, Σi), (2.7)
where,
Σi = ZiGZ
T
i +Ri. (2.8)
This shows that the covariance structure in the marginal model depends on the
random effects in Zi and the covariance matrix for the random effects G, as well
and the covariance matrix for the errors Ri. The covariance matrix Σi therefore
describes the variation in the data about the overall mean (in contrast to Ri which
describes the variation in the data about the subject-level means).
The general form of the likelihood for the marginal model, which allows any positive-
definite specifications of G and Ri, can be written as,
L(θ | y) =
M∏
i=1
∫
f(yi | bi)f(bi) dbi, (2.9)
where,
f(yi | bi) =
exp
(
−1
2
(yi −X iβ −Zibi)R−1i (yi −X iβ −Zibi)T
)
(2pi)
ni
2 |Ri|−
1
2
, (2.10)
and,
f(bi) =
exp
(−1
2
bTi G
−1bi
)
(2pi)
q
2 |G|− 12
. (2.11)
An equivalent form of the likelihood which negates the need for explicit integration
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can be expressed as follows3,
L(θ | y) =
M∏
i=1

exp
(
−1
2
∥∥∥y˜i − X˜ iβ − Z˜ib̂i∥∥∥2)
(2pi)
ni
2 |Ri|−
1
2
abs |∆|√∣∣∣Z˜Ti Z˜i∣∣∣
 , (2.12)
where,
y˜i =
y∗i
0
 , X˜ i =
X∗i
0
 , Z˜i =
Z∗i
∆
 , (2.13)
and,
y∗i =
(
R−
1
2
)T
yi, X
∗
i =
(
R−
1
2
)T
X i, Z
∗
i =
(
R−
1
2
)T
Zi. (2.14)
The matrix ∆ in Equation 2.12 is a re-expression of the covariance matrix G, such
that ∆T∆ = G−1. One possible choice for ∆ is therefore the Cholesky decomposi-
tion of G−1.
2.3.4 Estimator for the random effects
Although the random effects are not estimated by maximum likelihood (see Edwards,
1984), approximations can still be obtained using an empirical Bayes (EB) estimator,
which can be expressed in generalised form as,
b̂i =
(
Z˜
T
i Z˜i
)−1
Z˜
T
i
(
y˜i − X˜ iβ
)
. (2.15)
2.3.5 Subject-level predictions
Predictions for the ith subject are given by,
ŷi = X iβ̂ +Zib̂i. (2.16)
3 Pinheiro and Bates (2000) use the notation σ2Λi = Ri. Equation 2.12 is equivalent by taking
σ2 = 1 and Λi = Ri
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Equation 2.16 can be shown to be equal to a weighted sum of the estimated mean
function X iβ̂ and the observed data yi, with respective weights equal to RiΣ
−1
i
and (Ini −RiΣ−1i ), where Ini is an identity matrix. Consequently, if within-subject
variability (Ri) is large compared to between-subject variability (G), then relatively
greater weight will be given to the mean function (an effect referred to as shrinkage).
2.3.6 The lme function
A popular tool for fitting linear mixed effects models in R, which is used extensively
in Chapter 3, is the lme function in the nlme library (Pinheiro et al., 2013). The
model structure is specified via the following four arguments, each of which takes a
formula object as input:
(i) fixed
This specifies the structure of the fixed effects design matrix (X i) in exactly
the same way as for basic R modelling functions such as lm.
(ii) random
This specifies the structure of the random effects design matrix (Zi). The way
in which the formula is constructed determines the structure of the covariance
matrix for the random effects (G). To give the user more control over this
process the nlme package provides a set of positive definite matrix constructor
functions that can be used when constructing formulas. These include the
following,
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pdIdent multiple of an identity matrixθ 0 00 θ 0
0 0 θ

pdDiag diagonalθ1 0 00 θ2 0
0 0 θ3

pdCompSymm compound symmetryθ1 θ2 θ2θ2 θ1 θ2
θ2 θ2 θ1

pdSymm general symmetricθ11 θ12 θ13θ12 θ22 θ23
θ13 θ23 θ33

pdBlocked block diagonal (blocks can belong to any matrix class)G1 0 00 G2 0
0 0 G3

(iii) correlation
This specifies the structure of the error correlation function used to construct
the error covariance matrix (Ri). The nlme package provides a set of construc-
tor functions for a variety of correlation models, including the following,
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corAR1 autoregressive of order 1 0 ρ1 ρ2ρ1 0 ρ1
ρ2 ρ1 0

corCAR1 continuous autoregressive of order 1 0 ρd12 ρd23ρd12 0 ρd12
ρd23 ρd12 0
 , dij = ‘distance’ between yi and yj
corCompSymm compound symmetry0 ρ ρρ 0 ρ
ρ ρ 0

corSymm unstructured off-diagonals 0 ρ12 ρ23ρ12 0 ρ23
ρ23 ρ12 0

If a formula is not supplied, the argument value defaults to NULL which specifies
independent errors.
(iv) weights
This specifies the structure of the error variance function used to construct the
error covariance matrix (Ri). The nlme package provides a set of constructor
functions for a variety of variance models, including the following,
varIdent constant variance (can be stratified using a factor variable)
varExp exponential function of a user-specified covariate
varPower power function of a user-specified covariate
The covariate for both varExp and varPower defaults to the fitted values, ŷi.
If no formula is supplied, the argument value defaults to NULL which specifies
(unstratified) constant error variance.
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2.4 Spatially explicit capture-recapture
2.4.1 Detector arrays
A key component of the design of an SECR study is the spatial arrangement of the
detectors within the survey region. Previous studies have tended to use either (i) a
single large grid or array of detectors (e.g. Royle et al., 2009b), or less commonly
(ii) a large number of smaller arrays where recaptures are made within each array
but where it is unlikely (or impossible) to identify recaptures between arrays (e.g.
see Efford and Fewster, 2013). Figure 2.2 shows a hypothetical example of the latter
design using twelve 3-detector arrays.
Figure 2.2: A hypothetical arrangement of 12 detector arrays, with each array containing a linear
arrangement of three detectors.
2.4.2 Notation
The SECR likelihood requires the use of the following notation,
n: the number of detected animals
K: the number of detectors per array
S: the number of discrete sampling occasions
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X = (x1, ...,xn): the ‘locations’ of the detected animals
Ω = (ω1, ...,ωn): the ‘capture histories’ for the detected animals
φ: a vector of parameters for the density surface
θ: a vector of parameters for the detection function
The interpretation of animal ‘location’ depends on the nature of the survey and the
behaviour of the study species. If animals can be assumed to be stationary during
the survey, or if the unit of detection is an instantaneous cue, then location can be
interpreted as the physical location of the animal or cue. However, typically animal
movement may be expected to occur during and/or between sampling occasions, in
which case location can be interpreted as the centre of animal activity during the
survey (in some cases it may be appropriate to consider this as an estimate of the
home range centre).
The capture histories are typically represented as a series of binary indicators4, ωisk,
where,
ωisk =
1 if animal i was detected on occasion s at detector k0 otherwise.
When constructing the likelihood it is also convenient to use the following indicator
variables which are functions of the capture history data,
ωis. =
1 if animal i was detected at least once on occasion s0 otherwise,
ωi.. =
1 if animal i was detected at least once during the survey0 otherwise,
4 Other types of data include the frequency of detections, however this thesis only considers models
for binary capture histories.
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2.4.3 Likelihood components
Detection function
The detection function gives the probability that an animal i at location xi is de-
tected by detector k on occasion s as a function of parameters θ,
pks(xi;θ) = P (ωisk = 1 | xi;θ). (2.17)
Specifically, the detection probability depends on the Euclidean radial distance be-
tween animal i and detector k. The detection function pks is therefore implicitly
also a function of the location of detector k.
Detection surface
The detection surface gives the probability that an animal at location xi is detected
at least once during the survey. In the case of proximity detectors this can be
expressed as5,
p.(xi;θ) = P (ωi.. = 1 | xi;θ)
= 1− P (ωi.. = 0 | xi;θ)
= 1−
S∏
s=1
P (ωis. = 0 | xi;θ)
= 1−
S∏
s=1
K∏
k=1
P (ωisk = 0 | xi;θ)
= 1−
S∏
s=1
K∏
k=1
[1− P (ωisk = 1 | xi;θ)]
= 1−
S∏
s=1
K∏
k=1
[1− pks(x;θ)] . (2.18)
assuming independence across occasions and between detectors6. The integral under
5 Strictly, the notation use here should be p..(xi;θ) since the expression averages over both k and
s. However the notation p.(xi;θ) is used in this thesis, regardless of the number of occasions, for
consistency with previously published literature (e.g. Borchers et al., 2014)
6 This assumption only holds for proximity detectors.
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this surface gives the effective sampling area,
ESA =
∫
R2
p.(x;θ) dx. (2.19)
Density surface
The locations of animals in the population are assumed to be generated from a
non-homogeneous point process with intensity,
D(x;φ), (2.20)
which gives the density of locations at x as a function of parameters φ. If a homo-
geneous point process model is assumed (i.e. uniform density) the surface is defined
using a single parameter: D(x;φ) = φ.
The locations of the detected animals are also assumed to come from a non-homogeneous
point process with intensity,
D(x;φ) p.(x;θ). (2.21)
This can be viewed as a filtered version of D(x;φ) and can also be interpreted as a
surface.
Figure 2.3 illustrates the relationship between the three surfaces, D(x;φ), p.(x;θ),
and D(x;φ) p.(x;θ) using a hypothetical example.
If abundance, N , within the survey region is assumed to be a fixed parameter (e.g.
in the case of closed populations), then the density surface is therefore defined over
a finite survey region and its volume is constrained to equal N . In this case the
density surface can be defined as,
D(x;φ) = N pi(x;φ), (2.22)
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Figure 2.3: Hypothetical scenario to illustrate the relationship between the density of locations
for the population, D(x;φ), the detection surface, p.(x;θ), and the density of locations for detected
animals D(x;φ) p.(x;θ).
where pi(x;φ) represents a scaled version of the density surface such that its volume
is equal to 1,
pi(x;φ) =
D(x;φ)∫
R2 D(x;φ) dx
. (2.23)
For uniform density, Equation 2.23 simplifies to pi(x;φ) = 1/A, where A is the
known area of the survey region.
2.4.4 Full likelihood
The standard form of the SECR likelihood is constructed by first deriving an ex-
pression for the joint likelihood of the data (n and Ω) and the locations (X), and
expressing this as a function of the parameters. To distinguish from the marginal
form (see Section 2.4.5) this is referred to as the ‘full SECR likelihood’, and can be
written in compact form as follows,
L(φ,θ | n,X,Ω) = P (n;φ,θ) fX(X | n;φ,θ) P (Ω | n,X;θ), (2.24)
where fX(X | n;φ,θ) is the joint pdf of detected animal locations, given that they
were detected, and P (Ω | n,X;θ) is the joint probability mass function (pmf) of the
capture history data, given the locations and given that the animals were detected
(and where ‘given detection’ means conditional on ωi.. = 1).
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The three components on the RHS of Equation 2.24 are described in turn below.
(i) Number of detected animals – P (n;φ,θ)
When abundance is assumed to be a random variable and not a fixed parameter
(e.g. for open populations), n is generally modelled using a Poisson distribution,
P (n;φ,θ) = Po(n;λ(φ,θ)), (2.25)
where λ(φ,θ) gives the expected value of n as a function of the density surface and
detection function parameters. Alternatively, if N is fixed the Binomial distribution
is often used,
P (n;φ,θ) = Bin
(
N,
λ(φ,θ)
N
)
, (2.26)
An expression for λ(φ,θ) can be derived by calculating the volume contained by the
surface in Equation 2.21,
λ(φ,θ) =
∫
R2
D(x;φ) p.(x;θ) dx. (2.27)
From hereon P (n;λ(φ,θ)) will be used as a generic expression for the model for n
as a function of λ.
Note that N cancels out in the formula for the Binomial probability parameter
in Equation 2.26, since for fixed N we have λ(φ,θ) = N
∫
R2 pi(x;φ) p.(x;θ) dx.
(combining Equations 2.22 and 2.27). In the case of uniform density with fixed N
no density parameters are required in this part of the likelihood, since in this case
pi(x;φ) = 1/A.
(ii) Locations of detected animals – fX(X | n;φ,θ)
Assuming independence between animal locations, the joint pdf of detected loca-
tions, fX(X;φ,θ) can be expressed as a product of pdfs for the individual locations
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of the n detected animals,
fX(X | n;φ,θ) =
n∏
i=1
fX(xi | ωi.. = 1;φ,θ). (2.28)
The pdf for the location of a single detected animal can be derived by normalising
the surface in Equation 2.21 giving,
fX(X | n;φ,θ) =
n∏
i=1
D(xi;φ) p.(xi;θ)∫
R2 D(xi;φ) p.(xi;θ)dxi
,
=
n∏
i=1
D(xi;φ) p.(xi;θ)
λ(φ,θ)
. (2.29)
Note that in the case of uniform density, the parameter φ cancels out of the ex-
pression in Equation 2.29, regardless of whether or not N is fixed. Therefore for
uniform density with fixed N no density parameters are required in any part of the
likelihood (however, when N is a random variable at least one density parameter is
still required in the Poisson model for n).
(iii) Capture histories of detected animals – P (Ω | n,X;θ)
Assuming that detected animals have independent capture histories, the pmf for the
capture history data, conditional on the locations of the detected animals, can be
expressed as a product of pmfs for the individual capture histories of the n detected
animals,
P (Ω | n,X;θ) =
n∏
i=1
P (ωi | ωi.. = 1,xi;θ). (2.30)
By applying Bayes’ theorem, the pmf for the capture history for a single animal can
be expressed as follows (omitting xi and θ for clarity),
P (ωi | ωi.. = 1) = P (ωi.. = 1 | ωi)P (ωi)
P (ωi.. = 1)
. (2.31)
Given that ωi 6= 0 it follows that P (ωi.. = 1 | ωi) = 1. Also, using Equation 2.18
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we can replace the denominator with p.(x;θ) giving,
P (ωi | ωi.. = 1,xi;θ) = P (ωi | xi;θ)
p.(xi;θ)
. (2.32)
The numerator in Equation 2.32 is not conditional on detection, and can therefore be
expressed as a product of Bernoulli random variables, with probability parameters
given by the detection function,
P (ωi | xi;θ) =
S∏
s=1
K∏
k=1
Bern (ωisk, pks(xi;θ)) , (2.33)
assuming independence across occasions and between detectors7.
Combining Equations 2.30, 2.32 and 2.33 leads to the following expression,
P (Ω | n,X;θ) =
n∏
i=1
∏S
s=1
∏K
k=1Bern (ωisk, pks(xi;θ))
p.(xi;θ)
. (2.34)
2.4.5 Marginal likelihood
In the majority of cases the locations of the detected animals are unobserved and the
likelihood in Equation 2.24 cannot be used directly. Instead a marginal likelihood
is obtained by treating X as a random effect and integrating it out,
L(φ,θ | n,Ω) =
∫
R2
P (n;λ(φ,θ)) fX(X | n;φ,θ) P (Ω | n,X;θ) dX. (2.35)
In this formulation, fX(X | n;φ,θ) now represents the joint distribution of the
random effects (given n). By substituting Equations 2.29 and 2.34 and simplifying
we obtain the following expression,
L(φ,θ | n,Ω) = P (n;λ(φ,θ))
n∏
i=1
∫
R2
[
D(xi;φ)
λ(φ,θ)
S∏
s=1
K∏
k=1
Bern (ωisk, pks(xi;θ))
]
dxi.
(2.36)
7 This assumption only holds for proximity detectors.
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The log of the marginal likelihood can then be maximized to obtain estimates for φ
and θ.
2.4.6 Supplementary information on animal location
A more general form of the SECR likelihood which can incorporate sources of supple-
mentary data containing partial information on animal location is given in Borchers
et al. (2014). This formulation requires the following additional notation,
Y = (y1, ...,yn): supplementary data on animal location
γ: a vector of parameters determining the shape of the distribution for Y
The dimension of Y is the same as the dimension of Ω - i.e. each element of Y
corresponds to a unique detected animal-occasion-trap combination.
A generalised form of the marginal SECR likelihood, including supplementary in-
formation on location, can therefore be written in compact form as follows,
L(φ,θ,γ | n,Ω,Y ) = P (n;λ(φ,θ))
×
∫
R2
fX(X | n;φ,θ) P (Ω | n,X;θ) fY (Y |X;γ) dX. (2.37)
Since the elements of Y that correspond to ωisk = 0 (i.e. non-detections) will be
missing, the probability model for fY (Y |X;γ) can be written as,
fY (Y |X;γ) =
n∏
i=1
S∏
s=1
K∏
k=1
fY (yisk | xi;γ)ωisk , (2.38)
assuming independence of the yisk.
Raising the pdf for each yisk to the power ωisk in this way ensures that, when ωisk = 0,
yisk makes no contribution to the likelihood
8.
8 This implies that yisk must be non-missing for all cases where ωisk = 0. However this restriction
could be relaxed by raising fY to the power zero whenever yisk is missing.
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Combining Equations 2.29, 2.34, 2.37 and 2.38 gives the following form for the
general SECR likelihood incorporating (in this case a single source of) supplementary
data on location,
L(φ,θ,γ | n,Ω,Y ) = P (n;λ(φ,θ))
×
n∏
i=1
∫
R2
[
D(xi;φ)
λ(φ,θ)
S∏
s=1
K∏
k=1
Bern (ωisk, pks(xi;θ)) fY (yisk | xi;γ)ωisk
]
dxi.
(2.39)
2.4.7 Numerical approximation of the marginal likelihood
In practice, the integrations in Equations 2.27 and 2.36 are often evaluated numer-
ically using a grid of M points, known as the mask (see Efford et al., 2009, for an
example of this approach). The mask should cover an area sufficiently large so as to
encompass the range of plausible locations for the detected animals, but not with
so many grid points that computation time becomes prohibitive. Approximations
to Equations 2.27 and 2.39 can be summarised as follows,
L(φ,θ,γ | n,Ω,Y ) ≈ P (n;λ∗(φ,θ))
×
n∏
i=1
a
M∑
m=1
[
D(xm;φ)
λ∗(φ,θ)
S∏
s=1
K∏
k=1
Bern (ωisk, pks(xm;θ)) fY (yisk | xm;γ)ωisk
]
,
(2.40)
where a is the area of a single grid cell on the mask and,
λ∗(φ,θ) = a
M∑
m=1
D(xm;φ) p.(xm;θ) ≈ λ(φ,θ). (2.41)
The expression in Equation 2.40 can be simplified by recognising that the constant
a cancels out in the second term on the RHS of the equation.
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2.4.8 Conditional likelihood
As will be discussed in Chapter 7, it is sometimes convenient to work with a form
of the SECR likelihood that is conditional on the sample size n. In this case a
sub-model for n is no longer required and the expression in Equation 2.35 simplifies
to,
L(φ,θ | Ω) =
∫
R2
fX(X | n;φ,θ) P (Ω |X, n;θ) dX.
=
n∏
i=1
∫
R2
[
fX(xi | n;φ,θ)
S∏
s=1
P (ωis | xi, n;θ)
]
dxi. (2.42)
In the case of uniform density, no density parameters are required in the conditional
likelihood, regardless of whether N is fixed.
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Chapter 3
Model-based clustering of normally
distributed longitudinal data
3.1 Introduction
Test subjects in a longitudinal study may come from a number of distinct sub-
populations or clusters. These clusters may differ in terms of their underlying mean
functions and/or the pattern of the subject-specific deviations from their mean func-
tions. If the true classification of subjects is known in advance, then standard linear
mixed-effects (LME) modelling techniques may be sufficient to provide reliable infer-
ence on the structure of the underlying cluster-specific mean functions. This would
require the classification structure to be incorporated as factor variable, or separate
models being fitted for each cluster.
Instances where the true classification structure is unknown however are more prob-
lematic, and arguably more common. In the absence of this information LME models
will only be able to fit an overall population mean across all sub-groups, which may
be of limited use. Another problem this presents in the context of LME models is
the heterogeneity it may induce in the random effects. For example, if the random
effects from K clusters each follow a multivariate normal distribution, then the fitted
random effects will follow a mixture of K multivariate normal distributions (Verbeke
and Molenberghs, 2000). In this case the pattern in the random effects will reflect
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the systematic information in the subject-specific mean functions not accounted for
by the estimate of the overall mean.
If the distribution of the random effects is of direct interest (e.g. for the purposes
of detecting unusual subjects) then this situation is far from ideal. Furthermore,
in cases where measurement error variance is relatively large, violation of the nor-
mality assumption may result in poor estimation of the random effects (Verbeke
and Lesaffre, 1996) and therefore poor estimation of subject-specific functions (this
issue is discussed in more detail in Section 3.2). Estimates of variance for the fixed
effects may also be biased if the covariance model for the residuals is unable to com-
pensate for misspecification of the distribution of the random effects (see Equation
2.8). Estimation of the fixed effects is robust for normal errors models under certain
conditions even if the distribution of the random effects is misspecified (Verbeke and
Molenberghs, 2000), but this will be of little consolation if the overall mean function
is largely uninformative (since it will be unlikely to resemble the mean functions
of any of the individual clusters). Determining the presence of clusters is therefore
likely to be useful in terms of model diagnostics.
Several previous approaches to clustering longitudinal data have used the hetero-
geneity model of Verbeke and Lesaffre (1996). This assumes that the random effects
come from a mixture of K multivariate normal distributions,
bi ∼
K∑
k=1
pkMVN(µk,G), (3.1)
where pk is the proportion of subjects belonging to cluster k (or the probability that
subject i belongs to cluster k), which leads to the following marginal model,
yi ∼
K∑
k=1
pkMVN(X iβ +Ziµk,Σi). (3.2)
Parameter estimates under this approach are typically obtained using the EM algo-
rithm (Dempster et al., 1977) which treats both the random effects and the unob-
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served classification structure as missing data. This method requires the number of
clusters, K, to be fixed in advance. The optimum number of clusters must therefore
be determined by fitting a series of models, each with a different value for K, and
using some selection criteria (typically BIC) to select the best model.
Variations of the heterogeneity model have been particularly popular in studies of
gene expression data, which aim to reveal the shape of underlying mean expression
profiles for clusters of functionally related genes. Luan and Li (2003) for exam-
ple used a cubic B-spline basis with four equally spaced knots to model both the
cluster-specific mean functions and the random effects. Ng et al. (2006) applied a
similar approach but used a single design matrix constructed from two trigonomet-
ric basis functions along with random intercepts. In contrast, Ma et al. (2006) used
smoothing splines to model the fixed effects components, with the degrees of freedom
selected separately for each cluster-specific mean function to try to avoid making
unrealistic assumptions regarding their underlying form. Ma and Zhong (2008) used
a smoothing approach in conjunction with a functional ANOVA decomposition of
the mean function. Grun et al. (2011) also used a smoothing method for the mean
functions in the form of thin plate splines.
The main drawback common to all the above studies is a general lack of attention to
model selection. For example, Luan and Li (2003) and Ng et al. (2006) both used a
pre-determined design matrix for the fixed effects, which may have compromised the
ability in each case to adequately reflect differences in the shape of the underlying
mean functions. In addition, none of the above studies considered alternative co-
variance structures for the random effects, which may have compromised the quality
of the subject-level predictions (Verbeke and Molenberghs, 2000) and which may
have lead to uncertainty in terms of the outcome of classification. One reason for
these shortcomings may be due to the practicality of using the heterogeneity model
described in Equations 3.1 and 3.2, which would require separate refitting for each
candidate value of K for all candidate covariance structures.
Alternatives to the mixture modelling approach include Leng and Muller (2006) who
31
used functional principal components (FPCs) to model gene expression profiles and a
form of discriminant analysis to predict cluster membership (the optimal number of
FPCs being chosen using leave-one-out cross-validation). FPCs offer advantages in
terms of interpreting differences between clusters, but many real world problems are
unlikely to benefit from supervised classification approaches since training sets (i.e.
subjects whose true classification is known in advance) are often not available. In
contrast, Chiou and Li (2007) used an unsupervised, non-parametric FPC approach,
but one which required the number of clusters to be fixed in advance, therefore
suffering from similar model selection issues to the heterogeneity model approach.
This chapter presents an alternative curve-clustering procedure that includes an
explicit emphasis on model selection and a convenient, model-based approach to
determining the number of clusters at relatively low computational cost. It also
incorporates FPCs in order to minimise the dimension of the preferred model, allow
for locally adaptive spatial smoothing and provide an intuitive interpretation of the
fitted classification structure. Whilst the procedure can be used for the identification
of sub-populations, its advantages over previous approaches are likely to be greater
for exploratory applications. The remainder is divided into four main parts: Section
3.2 describes the proposed procedure, Sections 3.3 and 3.4 present the results of
two simulation studies to investigate the performance of the procedure, Section 3.5
applies the procedure a gene expression data sets, and Section 3.6 discussed the
shortcomings of the approach and possible extensions.
3.2 Curve clustering procedure
The proposed clustering procedure assumes that the response depends on a single
continuous covariate x (such as time) and that observations for each test subject
come from some subject-specific mean function, which from here on will be referred
to as a subject profile.
The procedure consists of two main steps:
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Step 1: Description of the underlying subject-specific profiles:
The first step of the procedure attempts to provide an efficient description of
the shape of the underlying subject-specific profiles using a single LME model.
Fixed effects are used to describe an overall mean profile and random effects are
used to describe the deviations of each subject-specific profile from the overall
mean. The aim is to capture any information on the systematic departures
from the mean that are associated with the underlying clusters using the fitted
random effects.
This step consists of the following stages (the order of which is in accordance
with the general guidance on model building in Section 9 of Verbeke and
Molenberghs, 2000):
(a) Selection of a B-spline basis for constructing the design matrices for both
fixed and random effects
(b) Dimension reduction of the selected B-spline basis using functional prin-
cipal components
(c) Selection of a covariance structure for the random effects
(d) Selection of a covariance structure for the residuals
The preferred model in each of the above stages is chosen using BIC.
Step 2: Clustering of the fitted random effects:
Once a model has been selected, the information on the true classification
structure contained in the fitted random effects is extracted using a normal
mixture modelling approach.
Once the subjects have been allocated to their predicted clusters, an additional
third modelling step could be included in which a final LME model can be fitted
using the predicted classification structure as a factor variable in order to make
inference on the cluster-specific mean profiles. This in turn is likely to require
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appropriate model selection, for example in terms of the structure of covariance
matrices. However, since this represents a standard modelling scenario, which may
not always be required (e.g. if interest lies solely in identifying the clusters), this
aspect of model fitting will not be a focus of this chapter.
3.2.1 Assumptions and limitations
The procedure entails the following key assumptions. Firstly, that the preferred
design matrix used in Step 1 is sufficiently flexible to describe the principal sources
of variation in profile shape which characterise subjects from different clusters. This
implicitly assumes that the effect of ‘shrinkage’ (where the fitted random effects, b̂i,
exhibit less variability that the population random effects, bi – see Section 2.3.5)
is not severe enough to mask the characteristic differences. However, the effect of
shrinkage is likely to be less pronounced when (i) the residual variance is small
relative to the variability of the random effects, (ii) the number of observations
for each subject is relatively large and (iii) observations are spread out over the
range of the x covariate (Verbeke and Molenberghs, 2000). The proposed clustering
procedure is therefore most suited to data sets with the above properties (such
as gene expression data). It is possible that shrinkage may even be beneficial in
some cases – for example it may lessen the influence on the fitted mean function
of subjects whose observations exhibit unusually high levels of noise. Secondly, the
mixture modelling approach in Step 2 assumes that the fitted within-cluster random
effects follow multivariate normal distributions and that the overall distribution of
fitted random effects therefore follows a mixture of multivariate normal distributions
(at least approximately).
3.2.2 Describing the underlying subject-specific profiles
The different stages of the first step of the procedure are described in more detail
below. All LME models are fitted using the lme function from the nlme library (see
Section 2.3).
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Selecting a B-spline design matrix
The first step in the procedure involves the construction of a series of candidate
design matrices using cubic B-splines with degrees of freedom ranging from 4 (the
minimum number for a cubic B-spline that includes an intercept) to some pre-
specified upper limit, using evenly spaced internal knots (in terms of x) in all cases.
Each B-spline basis is evaluated at the observed values of the x covariate to generate
a design matrix.
The candidate design matrices are used to fit a series of LME models to the data,
with the same design matrix used for both the fixed and random effects within
each model. This allows a random effect to be associated with each fixed effect.
The fixed effects therefore describe the overall mean profile and the random effects
describe the differences between this and the subject-specific mean profiles. Hence
the combination of fixed and random effects describes the underlying shapes of the
subject-specific means. At this stage, the structure of the covariance matrix for the
random effects is fixed as a multiple of an identity matrix (using class pdIdent in
the lme function), and the model for the residuals is eij ∼ i.i.d N(0, σ2).
Dimension reduction using functional principal components
Once the preferred B-spline basis has been selected, dimension reduction using func-
tional principal components (FPCs) is applied to try and obtain a more parsimonious
description of the subject-specific profiles and allow locally adaptive smoothing.
FPC analysis is the functional analogue of principal components analysis, in which:
 explanatory variables xk are replaced by functions xk(t) (e.g. fitted functions
from a B-spline basis)
 weights wk are replaced with functions wk(t)
 scores Xwk are replaced with integrals of the inner product of the weights
and basis functions,
∫
wk(t)xk(t) dt
(See Section 8.2 of Ramsay and Silverman (2005) for full details on the mathematical
definition of FPCs.)
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The p-dimensional B-spline basis is converted to a system of p FPCs using the
fda package (Ramsay et al., 2013, 2009), and the FPCs are then evaluated at the
observed values of the x covariate to generate a new design matrix. A new series of
candidate design matrices are then constructed using subsets of the columns from the
FPC design matrix. From an original B-spline basis consisting of p basis functions,
a total of p candidate FPC design matrices can be constructed: the first using the
first FPC, the second using the first two FPCs, etc. The full complement of FPCs
is still considered as a candidate matrix despite containing the same information as
the original B-spline basis, due to its advantages in terms of interpretation. A series
of LME models are then fitted to the data using the candidate FPC design matrices.
Again, the same design matrix is used for both the fixed and random effects in each
model, pdIdent is used for the random effects and the errors are assumed to be
independent with constant variance.
Selecting a covariance matrix for the random effects
Once the preferred design matrix for the fixed and random effects has been selected,
alternative models using different structures for the random effects covariance matrix
(G) are fitted. In addition to the initial model (i.e. independence and constant
variance) three other structures are considered: (i) diagonal (pdDiag), (ii) compound
symmetry (pdCompSymm) and (iii) unstructured (pdSymm).
Selecting a covariance matrix for the residuals
Once a covariance matrix for the random effects has been chosen, alternative models
for the structure of the residual covariance matrix (Ri) are considered. This involves
selecting the optimal combination of models for the residual variance and correlation
structures. Alternative candidate structures considered here are the exponential
variance function (varExp(form = ~ x)), AR1 correlation (corAR1(form = ~ 1))
and compound symmetry correlation (corCompSymm(form = ~ x)).
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3.2.3 Mixture modelling of the random effects
Following selection of the optimal LME model, clustering of the random effects is
achieved using a finite multivariate normal mixture modelling approach based on
Equation 3.1. Estimates of the cluster membership probabilities pk are obtained for
each subject and the cluster with the largest corresponding probability is taken as
the predicted cluster. The Mclust function from the mclust package (Fraley and
Raftery, 2002; Fraley et al., 2012) is used here, which uses the EM algorithm (Demp-
ster et al., 1977) to obtain estimates for pk, using a range of candidate values for
the total number of clusters and a variety of candidate structures for the covariance
matrix. The function is fast, easy to use and provides a facility for choosing the op-
timal number of clusters. This approach therefore avoids the need to refit multiple
models with differing numbers of clusters, as in the heterogeneity model approach
based on Equations 3.1 and 3.2.
3.3 Simulation study 1
A simulation study was performed to assess the performance of the proposed curve-
clustering procedure in terms of the link between the quality of the LME model fit
and the average clustering success rate of the mixture modelling step. The underly-
ing model used to generate the data was based on the design used by Luan and Li
(2003) in their second simulation study. Despite omitting certain details regarding
the models used and only providing an incomplete summary of the simulation re-
sults1, this paper nevertheless represents one of the few published examples where
a clustering procedure using the heterogeneity approach has been tested via simu-
lation and where sufficient details of the clustering success rate have been reported
in order to serve as a benchmark for future studies2.
1 A URL is given in the paper for supplementary details on the results of the simulations. However
this link didn’t work at the time of writing and an email request to the corresponding author
received no response.
2 The only other paper I found with a reproducible simulation study was Ma et al. (2006) who
generated data from underlying clusters whose mean profiles were too distinct to allow a critical
assessment of the performance of the clustering procedure.
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3.3.1 Data generation
A series of 1000 data sets were generated using the same model and parameter values
as used by Luan and Li (2003) in their second simulation study, which were chosen
to mimic gene expression data. Data were generated from the following non-linear
model, in which subjects belong to four distinct clusters (i.e. K = 4),
yij = µij + ij,
µij = (β
(k)
1 + b1i) + (β
(k)
2 + b2i) cos
(
2pixij
T
)
+ (β
(k)
3 + b3i) sin
(
2pixij
T
)
, (3.3)
where,
ij ∼ i.i.d. N(0, σ2), bi ∼MNV (0,G),
and where xij is the jth measurement (j = 1, . . . , ni) of the x covariate for the ith
subject (i = 1, . . . ,M), k indicates the cluster (k = {1, 2, 3, 4}), the fixed effects
are represented by β(k) = {β(k)1 , β(k)2 , β(k)3 }, the random effects for subject i are
represented by bi = {b1i, b2i, b3i} and the T parameter controls the periodicity of the
curves.
The mean profiles for each cluster were defined using the following parametrisation
for the fixed effects,
β(1)
β(2)
β(3)
β(4)
 =

β
(1)
1 β
(1)
2 β
(1)
3
β
(2)
1 β
(2)
2 β
(2)
3
β
(3)
1 β
(3)
2 β
(3)
3
β
(4)
1 β
(4)
2 β
(4)
3
 =

0 0.5 0.87
0 −0.81 0.59
0 −0.81 −0.59
0 0.31 −0.95
 . (3.4)
The residual variance was set to σ2 = 0.09 and the covariance matrix for the random
effects was defined as G = V
1
2CV
1
2 , using the following definitions for the variance
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and correlation matrices parameter values,
V =

0.065 0 0
0 0.073 0
0 0 0.17
 , C =

1 0.70 −0.17
0.70 1 −0.62
−0.17 −0.62 1
 . (3.5)
Measurements for each subject were taken at 18 equally spaced intervals between 0
and 1 on the x covariate (i.e. ni = 18) and 200 subjects were simulated for each
cluster (i.e. M = K × 200 = 800). Luan and Li (2003) did not state the value they
used for the T parameter, so a value of 0.5 was used here which gives a periodicity
of 2 within the range of the x values. An example data set generated in this way is
shown in Figure 3.1.
Figure 3.1: Example data set generated from the model in Equation 3.3 using 200 subjects from
each of four clusters and 18 equally spaced observations per subject. Solid lines show the true
underlying cluster-specific mean profiles.
3.3.2 Simulation design
The simulation study was divided into the following four parts:
(i) Comparison of B-spline design matrices with varying degrees of freedom.
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(ii) Comparison of FPC design matrices, derived from the preferred B-spline basis
in part (i).
(iii) Comparison of random effects covariance matrices, using the best FPC design
matrix from part (ii) for the fixed and random effects.
(iv) Comparison of covariance matrices for the residuals using the best FPC design
matrix from part (ii) for the fixed and random effects and the best random
effects covariance matrix from part (iii).
For each of the above parts, the relative frequency with which each model was
preferred on the basis of both BIC and AIC was recorded.
Measure of model quality
The mean squared error (MSE) of the subject-level predictions was recorded for each
model fit,
MSE =
∑
i
∑
j(µij − ŷij)2∑
i ni
. (3.6)
These were then averaged across all 1000 data sets to give the average mean squared
error (AMSE),
AMSE =
∑1000
v=1 MSEv
1000
, (3.7)
where v denotes the vth data set. Models with lower AMSE scores gave better
approximations to the shapes of the underlying subject-specific profiles and were
therefore judged to be of better quality.
Measure of clustering performance
The predicted classification structure was also recorded for each model fit and a
measure of average clustering success was used which was based on all pair-wise
relationships between subjects. For a pair of subjects in a given data set, a successful
outcome was defined as correctly predicting that the pair belonged to the same
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cluster, or by correctly predicting that they belonged to different clusters. The
overall success rate was then defined as the proportion of successful predictions
from all possible subject pairs.
Figure 3.2 illustrates this measure using a hypothetical scenario with 10 subjects.
Subjects 1 to 5 belong to cluster A and subjects 6 to 10 belong to cluster B. The first
plot shows the true relationships between the 45 unique subject pairs, with white
cells representing pairs belonging to the same cluster. The second plot shows a hy-
pothetical outcome of clustering, where white cells represent pairs that have been
predicted as belonging to the same cluster. In this case, clustering has correctly
predicted the pair-wise relationships between subjects 2 to 9, but has incorrectly
assigned subject 1 to cluster B. The third plot shows the success of each pair-wise
prediction, with white cells representing correct predictions and grey cells repre-
senting incorrect predictions. The grey cells in this plot represent nine incorrect
pair-wise relationships involving subject 1, since subject 1 was incorrectly predicted
to belong to a different cluster to subjects 2 to 5 and incorrectly predicted to belong
to a the same cluster as subjects 6 to 10. The overall classification success rate in
this example is therefore 36/45 = 80%.
Figure 3.2: The outcome of a hypothetical scenario with two underlying clusters each containing
five subjects. The cells in each plot represent the 45 unique subject pairs. The first plot shows
the true classification structure, with white cells indicating subject pairs that belong to the same
cluster. The second plot shows the predicted relationships between subject pairs, with white cells
indicating subject pairs that are predicted to belong to the same cluster. The third plot shows the
success of clustering, with white cells indicating subject pairs that have been correctly predicted
as belonging to either the same or different clusters
41
3.3.3 Results
The results of the simulation study are given in Table 3.1, which is split into four
sections corresponding to the parts described in Section 3.3.2.
(i) Candidate B-spline design matrices
The B-spline basis with 10 degrees of freedom was preferred in approximately 95%
of cases by both AIC and BIC. Figure 3.3 shows that the AMSE values and the
average clustering success rate for this model (see the solid vertical lines) were close
to the minimum and maximum respectively in relation to the other B-spline models.
Figure 3.3 also shows that the consequences of under-fitting (i.e. design matrices
containing too few basis function) appear relatively more severe than for over-fitting
in terms of higher AMSE values and lower average success rates. The average values
for the estimated number of clusters (K̂) in Table 3.1 show that B-spline models with
relatively low degrees of freedom also had a tendency to overestimate the number of
clusters, perhaps due to patterns not described by the mean function being present
in the random effects.
Figure 3.3: Relationship between AMSE (left) and the average clustering success rate (right)
with the number of basis functions used to construct the design matrices. Vertical lines indicate
the models preferred on average on the basis of BIC (solid lines correspond to the B-spline models,
dotted lines to the FPC models).
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(ii) Candidate FPC design matrices
The second section of Table 3.1 shows the results for models using a range of FPC
design matrices derived from a B-spline basis with 10 degrees of freedom. Both AIC
and BIC showed a very strong preference for the model with three FPCs, which had
the lowest AMSE and highest average clustering success rate of all the candidate
FPC models. The superior performance of this model in comparison with the other
FPC models is illustrated in Figure 3.3, which also shows that the model with three
FPCs also had a lower AMSE and a higher average success rate than any of the
candidate B-spline models.
(iii) Candidate covariance structures for the random effects (G)
The third section of Table 3.1 shows that both AIC and BIC exhibited a strong
preference for the diagonal random effects covariance structure (pdDiag). However,
there was little difference between the covariance structures considered here in terms
of their effect of the AMSE or the average clustering success rate.
(iv) Candidate covariance structures for the residuals (R)
The final section of Table 3.1 shows the results of fitting a series of alternative co-
variance structures for the residuals, using different combinations of variance and
correlation functions. Both AIC and BIC show a clear preference for constant vari-
ance and independence, although there was little difference between the models in
this comparison in terms of AMSE or the average clustering success rate. This
is unsurprising given that the data were generated using uncorrelated errors with
constant variance.
3.3.4 Conclusions
The main conclusions from this simulation study are as follows:
1. Subject-level AMSE values are strongly influenced by the choice of design
matrix for the mean and random effects, with under-fitting likely to lead to
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relatively high AMSE values.
2. Classification success rates tend to be higher for models with lower subject-
level AMSE values, with under-fitting likely to lead to relatively low average
classification success rates.
3. Both AIC and BIC appear to be reliable means of choosing models which are
optimal, or near optimal, in terms of the subject-level AMSE values and clas-
sification success rates, relative to competing models. However, BIC appears
to give more consistent results than AIC in terms of model choice, with AIC
appearing to have a higher probability of selecting more complex models than
BIC 3.
It is interesting to note that the choice of the covariance structure for the random
effects and the residuals had less influence on the AMSE and average clustering
success in this study, despite AIC and BIC both showing a very strong preference
for certain candidate structures. It appears that over-fitting of the models for the
covariance matrices, given the chosen structure for the design matrices, had little
effect on the accuracy of the subject-level predictions for these data in absolute
terms, with the random effects for each model being able to adequately model the
differences in shape of the underlying subject-specific profiles.
3.4 Simulation study 2
In order to compare the performance of the curve-clustering procedure with that
of Luan and Li (2003), an additional simulation was performed in which the full
procedure was carried out on each of the 1000 data sets used in Section 3.3. Luan
and Li (2003) used a form of the heterogeneity model with design matrices based
on a cubic B-spline with eight basis functions and four equally spaced knots and
assumed independent errors with constant variance (although they did not state the
3 This property is characteristic of AIC (Burnham and Anderson, 2002)
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structure they used for the random effects covariance matrix).
3.4.1 Results
The results of the second simulation study are shown in Table 3.2. Since Luan
and Li (2003) only analysed a single data set in their simulation the figures given
in Table 3.2 do not allow a direct comparison of the two sets of results. However,
the average minimum and maximum number of successful classifications per group
using the proposed curve-clustering procedure are very close to the figures reported
by Luan and Li (2003).
Table 3.2: Comparison of the proposed curve-clustering procedure using the full model selection
approach with the results of Luan and Li (2003). Figures for the Luan and Li (2003) study show
the results from a single simulation, whereas those for the proposed curve-clustering procedure are
averages from 1000 simulations.
No. successfully assigned subjects per cluster
Minimum Maximum Average
Proposed procedure (average) 189.32 199.84 195.23
Luan and Li (2003) (single simulation) 188.00 200.00 -
3.4.2 Conclusions
The performance of the proposed curve-clustering procedure appears to be approx-
imately equivalent to that of the model used by Luan and Li (2003). The B-spline
basis chosen by Luan and Li (2003) seems likely to have been sufficiently flexible to
describe the differences in shape between subject-specific profiles from the four clus-
ters. However, the proposed curve-clustering procedure tended to select an equally
well-performing model, without making restrictive a priori assumptions regarding
model structure and complexity (e.g. in terms of the number and placement of
knots). Given the results of Section 3.3, which suggest that clustering performance
may be sensitive to such assumptions, the proposed method appears to offer a clear
advantage.
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3.5 Analysis of gene expression data
Gene expression data typically consist of repeated measurements through time of
the expression levels of a large number of genes (e.g. in the form of messenger RNA
concentrations). The identification of clusters of genes with similarly shaped profiles
is often of scientific interest for the purposes of predicting gene function and, since
such data sets typically contain very large numbers of genes, automated clustering
methods are therefore desirable.
Several previous studies in this area have applied clustering techniques to a data set
of 800 genes from the yeast Saccharomyces cerevisiae, first published by Spellman
et al. (1998). This data set contains measurements of the concentrations of gene
products at 18 equally spaced time intervals, although data for 187 of these genes
contained missing values. Figure 3.4 shows the scaled profiles for the 613 genes
with no missing data4. Spellman et al. (1998) originally matched each gene to one
of five previously identified gene groups (referred to as G1, G2, M, M/G1 and S)
using Pearson correlation. However, subsequent analyses of these data have drawn a
range of conclusions regarding the true number of underlying clusters. For example,
Yeung et al. (2001) identified 5 clusters (although they only looked at a subset of
384 genes), Luan and Li (2003) identified 7 clusters using 612 genes with no missing
data, Ng et al. (2006) identified 12 clusters used the same set of 612 genes used by
Luan and Li (2003), and Grun et al. (2011) identified 16 clusters using the 613 genes
shown in Figure 3.45.
3.5.1 Results
The data in Figure 3.4 were analysed using the curve-clustering procedure described
in Section 3.2. The preferred LME model from the model selection step consisted of
four FPCs derived from a cubic B-spline basis with 12 degrees of freedom, a diagonal
4 The data shown in Figure 3.4 were obtained from the kohonen library (Wehrens and Buydens,
2007).
5 It is unclear why 612 genes were used in some cases rather than 613.
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Figure 3.4: Expression profiles for the 613 genes with no missing data from Spellman et al.
(1998). Colours indicate the original classification scheme. Measurements have been scaled by the
standard deviation on a gene-by-gene basis.
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structure for the random effects covariance matrix, an exponential residual variance
function (as a function of time) and a compound symmetry residual correlation
matrix. The Mclust procedure identified a total of 10 clusters using the fitted
random effects from the preferred LME model (see Figure 3.5), which falls roughly
in the middle of the range of predictions from previous studies. The fitted random
effects are shown in Figure 3.6.
The predicted clusters in Figure 3.5 seem to be reasonably distinct, although cluster
2 appears to contain a mixture of profile shapes, while some of the other clusters
appear fairly similar in shape (e.g. clusters 1 and 8 and clusters 3, 4, and 5). The
fitted random effects are illustrated in Figure 3.6 which shows a fairly clear ordina-
tion of the original classification scheme used by Spellman et al. (1998), particularly
in the plot using the first two FPCs. However the fitted clusters do not occupy
distinct regions of multivariate space, which suggests that there may be uncertainty
in terms of cluster membership for several of the genes and also the total number of
distinct clusters.
A plot of the first two FPCs is shown in Figure 3.7, which illustrates how changes
in the value of these components influences profile shape. Together these FPCs
account for approximately 58% of the variation in the data and help to explain much
of differences in shape between groups under the original classification scheme.
3.5.2 Conclusions
An examination of Figures 3.5, 3.6 and 3.7 leads to the following interpretation of
the first two FPCs:
(i) Genes with relatively high scores on the first FPC tend to have a trough at 20
minutes, then a peak at 50 minutes, a second trough at 80 minutes and then
a second peak at 100 minutes. This pattern seems to describe many of the
yellow (G2) and green (M) genes.
(ii) Genes with relatively low scores on the first FPC tend to have a main peak at
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Figure 3.5: Fitted subject profiles for the gene expression data. Panels indicate the predicted
clusters and colours indicate the original classification scheme used by Spellman et al. (1998).
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Figure 3.6: Fitted random effects (corresponding to the four FPCs) for the gene expression data.
Numbers indicate the predicted clusters, elipses indicate the within-cluster covariances and colours
indicate the original classification scheme used by Spellman et al. (1998).
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Figure 3.7: The first two FPCs from the preferred LME model for the gene expression data.
Grey solid lines represent the fitted overall mean profile, black lines represent the change in shape
when the FPC multiplied by the square root of its eigenvalue is added to or subtracted from the
mean function.
20 minutes followed by a trough at 50 minutes and then an additional minor
peak at 80 minutes. This shape seems characteristic of the red genes (G1) but
also some of the blue genes (M/G1). The blue genes with the lowest scores on
the first FPC have been placed in cluster 5 alongside some of the red genes,
which suggests some degree of misclassification in the original scheme.
(iii) Genes with relatively high scores on the second FPC tend to have a peak at 10
minutes, then a trough at around 35 minutes, a second peak at 70 minutes and
then a second small trough at around 90 minutes. This shape is characteristic
of the blue and green genes.
(iv) Genes with relatively low scores on the second FPC tend to have large troughs
at around 5 minutes followed by medium peaks at 35 minutes and then a second
smaller trough at 65-70 minutes. This shape seems characteristic of many of
the pink genes (S) in cluster 6. However, several of the other pink genes appear
to be scattered through out the other clusters, suggesting that they may also
have been misclassified under the original scheme.
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3.6 Discussion
The curve-clustering procedure presented here performed well in the simulation stud-
ies, equalling that of the method proposed by Luan and Li (2003) whilst making
fewer assumptions about the underlying structure of the mean functions. However,
any conclusions regarding clustering performance in general should be made with
caution, since the simulation studies presented here only tested the procedure under
a relative narrow set of conditions. Future studies may therefore benefit from a more
thorough investigation of performance under a range of sample sizes, signal-to-noise
ratios, mean function shapes, cluster numbers, etc.
One of the most appealing aspects of the proposed procedure is the incorporation
of FPCs into the design matrices. Not only do they enable more parsimonious
descriptions of the underlying profiles than the parent B-spline bases, they also allow
convenient interpretation of the differences between predicted clusters in terms of
the shape of subject-specific profiles. The results of Section 3.3 suggest that FPC
design matrices may also lead to better approximations of the underlying profiles and
higher classification success rates. However, general conclusions on the differences
in shape which explain variation in profile shape can still be drawn using FPCs
even when there is uncertainty regarding the predicted classification scheme (as was
the case in Section 3.5). Furthermore, if one of the FPCs happened to relate to a
scientifically uninteresting component of variation (such as vertical shift in the case
of gene expression data) this could be omitted prior to the mixture modelling step
(an option which would not be available under a single-step heterogeneity model
approach). Using FPCs within a two-step procedure in this way offers advantages
over previous approaches in terms of interpretation and flexibility which are likely
to be particularly useful for exploratory applications.
The approach presented here also allows the option of omitting subjects with un-
certain classifications (e.g. subjects with very similar membership probabilities for
each of the clusters) prior to the estimation of cluster-specific mean functions in
subsequent analyses. Uncertain classifications may also be present in the form of
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outliers in the random effects which may be of scientific interest in certain situations.
For example, marine mammal dive track data in the form of depth profiles through
time could be analysed using the method presented here in order to determine the
presence of distinct dive shapes. In this case, outlying subjects may indicate ab-
normal diving behaviour, e.g. due to the presence of acoustic disturbance such as
boat-based sonar (Walker et al., 2011a).
3.6.1 Issues and extensions
A natural extension to the method presented here would be to include an additional
modelling step to estimate the shape of cluster-specific mean profiles. This may be
of interest from an inferential perspective (e.g. for drawing comparisons between
one or more clusters) or for informing future supervised classification methods of
similar data sets. This additional step could be implemented using a common basis
system for all clusters and the fitted grouping structure as a factor variable to allow
clusters to have different mean functions. The covariance matrices for the random
effects and the errors could also be blocked according to the classification factor.
Alternatively, a product of LME likelihoods could be used to allow each cluster to
use a different basis system and set of covariance structures. However, in either
case this additional modelling step would introduce a new set of model selection
issues given the multitude of possible candidate models that could conceivably be
constructed. One option for addressing this issue could be the use of penalised
splines to construct the design matrices and the variance and correlation functions.
Another complication is that the fitted random effects may not conform to a mixture
of multivariate normal distributions. The distribution of random effects in Figure
3.6 for example appears quite spherical, which is likely to be a consequence of scaling
of the data which was carried out prior to the application of the curve-clustering
procedure (since differences in amplitude was not considered an important factor for
differentiating between functional groups of genes). An alternative approach would
be to analyse the unscaled data set and omit any functional principal components
that describe differences in vertical shift or amplitude. However, this raises a more
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fundamental issue, namely that the random effects may come from a mixture of
non-normal distributions. This may be the case for growth data for example, where
profiles are constrained to be non-negative. In such cases the convenience of the
proposed procedure will be compromised since, even if an LME model is still able to
provide reasonable estimate for the random effects, equivalent methods to Mclust
for continuous multivariate non-normal distributions are yet to be developed.
A potential way of generalising the procedure would be to accommodate multivariate
longitudinal data – i.e. cases where two or more response variables are measured
through time on each subject. Examples of such data sets include measurements of
hip and knee angles in the gait cycle of children (Olshen et al., 1989) and marine
mammal depth-tag data which can record simultaneous measurements of depth,
heading and body angle. More generally, a multivariate approach could also be
used to incorporate derivatives of univariate continuous response (e.g. depth data
from marine mammal tags could be converted to accent rate). Multivariate normal
linear mixed effects models can be fitted relatively straightforwardly using the lme
function by treating the combined set of response values as a single vector, y, and
using a factor variable to indicate which response type each measurement belongs
to. The fda package also allows the construction of multivariate functional principal
components (Ramsay and Silverman, 2005) which could be used to construct the
design matrices.
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Chapter 4
Modelling residual covariance
functions using regression splines
4.1 Introduction
The general aim of statistical modelling techniques is to adequately partition the
signal and noise components of the input data in order to draw reliable conclusions
about the underlying processes. For models with normal errors the selection of an
appropriate residual covariance structure is key to this process, since any unmodelled
signal components in the data (e.g. due to the presence of unobserved covariates) will
be expressed as systematic pattern in the residuals. Incorrect assumptions regarding
residual correlation and variance structures are likely to lead to biased inference, for
example in terms of the coverage of confidence intervals for model parameters.
In practice, modelling of the covariance structure is often carried out using ‘menu
selection’, where the investigator chooses from a range of pre-specified parametric
models. For example, the popular nlme package (Pinheiro et al., 2013), which was
used in Chapter 3, allows the user to select from a variety of variance and correlation
structures (see Section 2.3.6 for some examples). However, despite being able to deal
with many real-world scenarios, this suite of models has its limitations. For instance,
there is no facility to deal with non-monotonic variance or correlation functions of
continuous covariates.
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Longitudinal data from observational studies are particularly prone to the influence
of unobserved covariates. For instance, if a continuous covariate has a relationship
with the response and changes systematically with the order of the observations
then it will induce autocorrelation in the residuals. An example of this can be
seen in Figure 4.1 which shows the empirical residual correlation function from an
analysis of environmental survey data (Mackenzie et al., 2013). The response data
were estimated abundances of sea birds from a series of transects and a generalised
estimate equation (GEE) approach (Liang and Zeger, 1986; Hardin and Hilbe, 2003)
was used to model the within-transect correlation (which may have been caused by
systematic changes in unobserved environmental or prey conditions). The residual
correlation structure was clearly a smooth function of the lag and showed negative
values for intermediate lags.
Figure 4.1: Example of a smooth residual correlation function from a GEE analysis of data
from an environmental survey, showing autocorrelation between segments within transect days.
Horizontal bars show 95% confidence intervals (calculated using a bootstrap percentile method).
Reproduced with permission from Mackenzie et al. (2013).
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Given the dangers of misspecification, a large amount of research has been under-
taken to try and develop non-parametric and semi-parametric methods for modelling
the covariance structure for longitudinal data, with residual variance and correlation
modelled as smooth functions of time and separation in time respectively.
4.1.1 Semi-parametric models
One of the main difficulties in modelling the covariance structure in normal errors
models is the requirement that the covariance matrix in the multivariate normal pdf
must be positive definite. In view of this, many previous studies have used a semi-
parametric model for the variance (or more typically the log of the variance) and
either a parametric or independence model for the correlation in order to minimise
numerical complications. Previous approaches for modelling the residual variance
function in a mixed effects model context include the use of penalised regression
splines (Chen and Wang, 2011; Crainiceanu et al., 2007) and kernel estimators (Fan
et al., 2007).
In contrast to assuming parametric models for the correlation, Lesaffre et al. (2000)
used a flexible function composed of a linear combination of fractional polynomials
of separation in time to model serial correlation in a mixed effects model. The fitted
functions were constrained to be lie between 0 and 1 via the use of a link function
based on the general form of the exponential and Gaussian serial correlation models.
Serroyen et al. (2010) extended this approach by using a penalised regression spline
based on the truncated power basis to model serial correlation and used a logit link
to constrain the fitted correlation values to lie between 0 and 1. While flexible,
neither of these approaches permit the modelling of negative correlation, which may
also be present in biological data (as evident from Figure 4.1).
Covariance matrix decomposition
Most previous developments that have directly modelled the correlation function
have tended to rely on the variance-correlation decomposition of the covariance
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matrix, R1,
R = V 1/2CV 1/2, (4.1)
where V is a diagonal matrix of variances,
V =

var(e1) 0 0 · · ·
0 var(e2) 0 · · ·
0 0 var(e3) · · ·
...
...
...
. . .
 , (4.2)
C is a correlation matrix,
C =

1 cor(e1, e2) cor(e1, e3) · · ·
cor(e1, e2) 1 cor(e2, e3) · · ·
cor(e1, e3) cor(e2, e3) 1 · · ·
...
...
...
. . .
 , (4.3)
and where ej is the residual for observation j (i.e. ej = yj − ŷj).
However, one of the drawbacks of the variance-correlation decomposition approach
is that the off-diagonal elements of the correlation matrix, C, must be constrained
to lie between −1 and 1. As a result, direct modelling of the correlation structure
requires a complex constraint to be imposed on the value of the fitted parameters
(via the constraint on the value of the function). Standard link functions do not
present an entirely satisfactory solution to this problem; for example the Fisher z-
transformation which maps unconstrained parameter space to the (−1, 1) scale, and
the logit which maps to the (0, 1) scale, are difficult to use in practice since a value of
1 on the correlation scale (necessary for the diagonals of the correlation matrix) can
1 Exceptions to this include Serroyen et al. (2010) who used a method in which the residual term
is decomposed into a measurement error and serial correlation components
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only be strictly achieved by mapping from a value of infinity on the link scale. Even
in cases where floating point precision allows values less than infinity to be mapped
to 1 using these transformations, the shape of the correlation function on the link
scale can have severe curvature near the intercept and can therefore be awkward to
fit.
As an alternative, Pourahmadi (1999) developed an approach based on the modified
Cholesky decomposition of the inverse of the covariance matrix R,
D = TRT ′ → R−1 = T ′D−1T , (4.4)
where D is a diagonal matrix of residual variances, var(yi − ŷi), and T is a lower
triangular with matrix with elements equal to the negatives of the generalised au-
toregressive coefficients φjk in the following model,
ŷj = E[yj] +
j−1∑
k=1
φjk(yk − E[yk]). (4.5)
Since the autoregressive parameters are unconstrained, they can be modelled using a
linear combination of covariates and the identity link function. However, one draw-
back of this approach is that the autoregressive coefficients are less straightforward
to interpret than correlation values, since their magnitude will depend on the units
of measurement used for the response, and reconstruction of the correlation function
from the parameter estimates is less straightforward (although this may be of less
concern if the correlation structure is not of direct scientific interest). Another less
appealing property of this approach is the fact that the T matrix is banded along the
subdiagonals2. A continuous first order autoregressive process for example is rep-
resented by non-zero values in the first subdiagonal of T , with the elements of the
remaining subdiagonals being zero3. More generally, smoothly decomposing corre-
lation functions are represented by a finite number of non-zero subdiagonals. Direct
2 This is a consequence of R−1 having a banded structure.
3 In the AR1 case R−1 has non-zero elements in the first off-diagonal with the remaining off-
diagonals being zero.
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modelling of the autoregressive coefficients, rather than the correlation values them-
selves, therefore requires a priori decisions regarding the order of the autoregressive
process (i.e. the number of non-zero subdiagonals in T ).
The modified Cholesky decomposition approach has been used in a number of previ-
ous studies. Pourahmadi (1999) considered linear models with multivariate normal
errors and modelled the log of the residual variance and the autoregressive coef-
ficients using polynomials of elapsed time and polynomials of separation in time
respectively. Ye and Pan (2006) extended the same approach within the framework
of GEEs. Leng et al. (2010) also worked in a GEE context and used cubic regression
splines instead of polynomials to model the log of the residual variance, but did not
apply these to the autoregressive coefficients. Huang et al. (2007) and Mao and Zhu
(2011) modelled both the log of the residual variance and the autoregressive coeffi-
cients using separate spline functions for each subdiagonal of the T matrix. Other
previous approaches to modelling the autoregressive coefficients have included the
use of kernel methods (e.g. Li et al., 2007) and penalty terms to shrink the esti-
mated coefficients in order to produce more stable estimators and avoid a priori
assumptions on the order of the autoregressive process (Huang, 2006).
4.1.2 Chapter outline
This chapter demonstrates how a relatively straightforward application of regression
splines can be used to directly and simultaneously model both the residual variance
and correlation functions. The proposed approach is illustrated in both a general
linear model (LM) and linear mixed effects model (LME) modelling framework us-
ing the standard variance-correlation decomposition of the covariance matrix. By
employing simple non-standard link functions and a numerical optimization routine
to obtain maximum likelihood estimates, the pitfalls of non-positive definiteness are
avoided, thereby making inspection and interpretation on the scale of the original
functions more straightforward than for the modified Cholesky decomposition ap-
proach. A single B-spline is used to model the correlation function, offering a more
parsimonious solution than separate modelling of matrix diagonals and making no
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prior assumptions about the order of the autoregressive process. The proposed
approach is able to deal with irregularly spaced observations in time and, in a multi-
subject context, unequal numbers of observations per subject. Using standard tools
available in R, fitting functions are used that enable the user to easily construct and
compare a variety of candidate models.
4.2 Methods
This chapter focuses on linear models where the residuals are assumed to follow the
multivariate normal distribution,
ei ∼MVN(0,Ri) (4.6)
where, i denotes the ith subject, ei is a column vector of ni residual terms, 0 is a
vector of ni zeros and Ri is an ni by ni covariance matrix.
4.2.1 Modelling the variance function
Residual variance is modelled as a function of a continuous covariate (such as time)
using a regression spline basis,
gv(var[eij]) = Bv(tij)βv, eij = yij − ŷij, (4.7)
where gv is a link function, tij is the jth time measurement for the ith subject,
Bv(tij) is a row vector of B-spline basis function values (corresponding to the jth
row of the design matrix Bv(ti)) and βv = {βv1, βv2, ...} is a vector of parameters.
A modified form of the standard B-spline basis is used here where the first basis
function is replaced with a horizontal line (i.e. a conventional intercept term). This
basis system was chosen since it provides a flexible modelling framework which
includes constant variance and the exponential function as special cases when used
with the log link function.
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Constant variance
Modelling constant variance, var(eij) = σ
2, is achieved quite trivially by using a
B-spline basis with one degree of freedom (irrespective of the degree of the basis)
and a single coefficient, βv1. The design matrix is composed of a column of 1s,
Bv(ti) =

1
1
...
1
 , (4.8)
corresponding to an intercept-only model on the link scale. The fitted variance is
given by exponentiating the fitted coefficient, σ̂2 = exp(β̂v1).
Exponential function of time
A model which is equivalent to the exponential function, var(eij) = σ
2 exp(2δtij),
can be derived using a degree-1 B-spline with two basis functions and two coefficients,
βv1 and βv2. The design matrix is constructed as follows,
Bv(ti) =

1 ti1
1 ti2
...
...
1 tin
 , (4.9)
corresponding to a simple linear regression model on the link scale. The fitted value
of σ2 is given by σ̂2 = exp(β̂v1) and the fitted value of the unrestricted parameter δ
is given by δ̂ = β̂v2/2.
Non-monotonic functions of time
The log link is a natural choice for mapping continuous non-negative variables to
the scale of the linear predictor. However, it may not be the ideal choice in all
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situations when modelling variance. For example, consider the case in Figure 4.2
where the true variance function is close to zero along part of its length. In such
cases the log link can produce awkward functions on the link scale which may be
difficult to fit adequately using regression splines with modest degrees of freedom (see
the central plot in Figure 4.2). For this reason an alternative link function is used,
gv(x) = log(x+1), with inverse g
−1
v (x) = exp(x)−1, which avoids this complication.
The drawback of course is that values on the response scale are constrained to be
greater than negative 1. However, as shown in Section 4.2.3, this does not present
major difficulties in terms of the fitting process.
Figure 4.2: The log(x+ 1) link function.
4.2.2 Modelling the correlation function
The pair-wise correlation of residuals is modelled as a function of time separation,
using the same modified B-spline basis system as described above,
gc(cor(eij, eik)) = Bc(dijk)βc, dijk = |tij − tik|, (4.10)
where gc is a link function, dijk is the absolute ‘distance’ between observations yij
and yik in terms of their corresponding values of the time covariate, Bc(dijk) is a row
vector of basis function values and βc = {βc1, βc2, ...} is a corresponding vector of
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parameters. This model can also be described in terms of the design matrix Bc(di)
where di is a vector of distances with rows corresponding to the elements of the
correlation matrix (e.g. for an n by n correlation matrix, di would be a vector of
length n2).
Two functions are used for the link function – log(x) and log(x + 1) – neither
of which are constrained to lie between −1 and 1. However, this does not cause
major problems in model fitting (see Section 4.2.3). When used with the log link,
the general form given in Equation 4.10 provides a modelling framework for non-
negative correlation functions which includes the continuous time AR1 model as a
special case. The use of the log(x+1) link on the other hand provides an alternative
class of functions which allow negative correlations.
Continuous AR1
A model which is equivalent to the continuous AR1 model, cor(eij, eik) = ρ
dijk , can
be derived using a degree-1 B-spline with a single basis function, βc, with design
matrix,
Bc(di) =

1 di11
1 di12
...
...
1 dinn
 . (4.11)
The intercept parameter βc1 is fixed at 0, which constrains the value of the fitted
function to be 1 when distance is zero, and the fitted ρ parameter is given by
ρ̂ = exp(β̂c2).
Non-monotonic functions with lower bound of −1
Any B-spline basis can be used with the log(x + 1) link function, which allows
functions to take negative values (bounded below by −1). The intercept parameter
in this case needs to be fixed at log(2) to ensure that distances of 0 correspond to a
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correlation of 1. It is also possible to constrain the function to decay to zero using
the log(x + 1) link by omitting the last basis function (or fixing it to be equal to
zero).
4.2.3 Fitting procedure
All models in this chapter are fitted via maximum likelihood in R (R Core Team,
2013) using the nlm function from the stats library, which uses a Newton-type
algorithm to minimise a given objective function. The objective function used here
evaluates the log-likelihood within the try function from the base library, for a
given set of parameters. If no error occurs when evaluating the log-likelihood, then
the negative log-likelihood value is returned. However, if an error occurs, e.g. due to
a non-positive definite covariance matrix, then the function returns a log-likelihood
value of −1×1010. This effectively constrains the shape of the likelihood surface such
that any regions of parameter space that produce non-positive definite covariance
matrices have a negligible value. Whilst some iterations in the fitting algorithm
might enter such regions, successful convergence will produce valid estimates. The
fitting algorithm also requires starting values for parameters to be supplied. In
this chapter the simple linear regression estimates are used to initialise the mean
model, and zero is used for the majority of the estimated basis function coefficients
in the variance and correlation spline models4. To make model specification easier,
two fitting functions were developed by the author, glsSplines for general linear
models and lmeSplines for linear mixed effects models, which enable the user to
specify B-splines for the model components in terms of a given time covariate.
4.3 Simulation study 1
An initial simulation study was conducted to test the performance of the model fit-
ting procedure in the context of general linear models where the underlying variance
4 The exceptions being the first variance function parameter which is initialised using the simple
linear model estimate of variance (i.e. log(βv1) = σ̂lm) and the starting value for correlation
models based on Equation 4.11 where a starting value of −10 is used for βc2.
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and correlation functions are non-monotonic (and therefore not directly catered for
by the variance and correlation structures available in the nlme library).
4.3.1 Data generation
A total of 1000 data sets were simulated using the following general linear model,
yij = µij + ij, µij = βµ0 + βµ1tij, i ∼MVN(0,Ri), (4.12)
where yij is the jth observation for the ith subject made at time tij. The corre-
sponding likelihood can be written as,
L(θ;y) =
M∏
i=1
1
(2pi)ni/2 |Ri|1/2
exp
{
−1
2
(yi − µi)T R−1i (yi − µi)
}
, (4.13)
where M is the total number of subjects and θ is a vector of model parameters (and
where the product sign implies no between-subject correlation).
Each data set consisted of observations for M = 100 subjects. For each subject,
responses were generated at 10 unequally spaced time points drawn from a U(0, 1)
distribution. The true underling variance and within-subject correlation functions
were constructed from cubic B-splines with four basis functions and equally spaced
internal knots5. The shapes of the underlying sub-models and an example data set
are shown in Figure 4.3. Missing values were also introduced by deleting observations
with a probability of 0.1.
4.3.2 Candidate models
Eight different candidate models were constructed by varying the degrees of freedom
of the fitted variance and correlation functions. All candidates used the correct
model for the mean function and equally spaced knots in each B-spline. Example
R code for fitting a model with four estimated parameters for each of the spline
5 Variance parameters: βv = {0.9634676,−0.9537435,−0.9537435, 0}. Correlation function param-
eters: βc = {1,−1.25, 0, 0}. The identity link was used for both functions.
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Figure 4.3: The underlying mean, variance and correlation functions used to generate data in the
first simulation study. The plot of the mean function shows an example simulated data set (the
panel structure of the data is not shown).
models, using the custom-made fitting function, is shown below.
> glsSplines(formula = response ~ time, data = data,
+ spline.settings = list(var = var.spline(df = 4),
+ cor = cor.spline(df = 4)))
nobs: 1000
nsubs: 100
Parameters:
lower95 estimate upper95
(Intercept) 0.7450 0.9776 1.2101
time 0.5266 0.9987 1.4708
var1 1.3109 1.5132 1.7156
var2 -1.9763 -1.5487 -1.1211
var3 -1.8548 -1.5598 -1.2648
var4 -0.1522 0.1731 0.4985
cor1 0.6603 0.6672 0.6741
cor2 -2.4653 -2.2849 -2.1045
cor3 0.1334 0.3921 0.6508
cor4 0.0030 0.1407 0.2785
AIC: 890.3208
BIC: 939.3983
logLik: -435.1604
code: 1
iterations: 61
Time taken: 20.4 secs
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The var.spline and cor.spline functions in the code above use cubic splines,
equally spaced knots and the log(x + 1) link function by default. Constant vari-
ance is specified using var.model(df = 1, degree = 1, link = "log"), inde-
pendent correlation structure by cor.model(df = 0) and continuous AR1 struc-
ture by cor.model(df = 1, degree = 1, link = "log"). Upper and lower 95%
confidence limits for parameter values are obtained by assuming normality for the
parameter estimates and using the square roots of the diagonals of the inverse Hes-
sian matrix (supplied by the nlm function) as estimates of the standard errors.
4.3.3 Results
Figure 4.4 shows an example fit to the data shown in Figure 4.3. Table 4.1 shows
the observed coverage rates of the 95% confidence intervals for the mean function
parameters. Interval coverages for βµ0 and βµ1 for the candidate model selected
most frequently by BIC (using four degrees of freedom in both the variance and
correlation functions) were close to 95%, whilst coverages for the remaining models
showed considerable bias.
Figure 4.4: An example fit from the first simulation study. Grey dotted lines show starting
values.
The best performing model was the one with four degrees of freedom for both the
variance and correlation functions. Note that this was not the ‘correct model’, since
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Table 4.1: Results from the first simulation study, showing the observed coverage of estimated
95% confidence intervals for the mean function parameters and the relative frequency with which
each model was chosen on the basis of BIC (from 1000 simulated data sets). Df indicates the
number of estimated parameters used in the spline functions.
Variance Correlation Coverage (%)
BIC (%)
Df Degree Link Df Degree Link βµ0 βµ1
1 linear log(x) 0 – – 71.9 66.5 0.0
4 cubic log(x+ 1) 0 – – 76.4 73.8 0.0
1 linear log(x) 1 linear log(x) 100.0 100.0 0.0
4 cubic log(x+ 1) 1 linear log(x) 100.0 100.0 17.3
1 linear log(x) 4 cubic log(x+ 1) 85.2 84.7 0.0
4 cubic log(x+ 1) 4 cubic log(x+ 1) 94.9 94.6 82.7
1 linear log(x+ 1) 5 cubic log(x+ 1) 44.4 42.6 0.0
4 cubic log(x+ 1) 5 cubic log(x+ 1) 47.4 47.9 0.0
the true functional forms used the identity link.
4.3.4 Conclusions
The main conclusion from this simulation study are:
(i) Coverage achieved by 95% confidence intervals was highly sensitive to the
choice of variance and correlation sub-models.
(ii) The fitting procedure appears to work well, with coverage of 95% confidence
intervals for mean function parameters being close to 95%, provided that suit-
able variance and correlation functions are used. Convergence was generally
achieved relatively quickly, despite the use of link functions which did not
strictly bound the value of the variance and correlation functions to (0,∞)
and (−1, 1) respectively.
(iii) BIC was reasonably consistent at identifying the best performing model in
terms of the degree of bias in confidence interval coverage rates for the mean
function parameters.
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4.4 Simulation study 2
A second simulation study was conducted to test the modelling procedure under a
more realistic scenario, one in which the errors from the true model are independent
and identically distributed, but where residual correlation is induced due to one
of the covariates in the mean model being unobserved. The hypothetical scenario
considered here is that of a marine survey where data are collected from a series of
transects and where interest lies in making inference on the relationship between a
response variable (e.g. animal abundance) and an observable environmental variable
(e.g. depth), but where the response is also related to an unobserved variable (e.g.
prey density) which changes smoothly with time.
4.4.1 Data generation
A total of 1000 data sets were generated from the following general linear model in
which the mean function for response variable, y, was associated with one observed
covariate, x, and one hidden covariate, z,
yij = µij + ij, µij = βµ0 + βµ1xij + βµ2zij, ij ∼ i.i.d. N(0, σ2), (4.14)
where i denotes the subject and j the observation within subject, and with true
parameter values βµ0 = 0, βµ1 = 0.1, βµ2 = 1, σ = 0.05. Interest in this case
was therefore in making reliable inference regarding parameter βµ1. Note that the
model in Equation 4.14 assumes that the response is normal, which is unlikely to
be appropriate for variables such as animal abundance or density – this issue is
discussed further in Section 4.6.
Figure 4.5 shows an example data set generated using the model in Equation 4.14.
Each data set consisted of observations from 10 parallel transects, with each transect
being replicated 10 times. Each replicate was treated as an individual subject, giving
a total of 100 subjects per data set. Ten observations were generated for each subject
at equally spaced points along the transect (with no missing data) – observations
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were therefore equally spaced in time, assuming constant speed of the hypothetical
survey vessel. Values for the observed variable x were taken from a linear surface in
2D space (representing depth) and values for the hidden variable z were simulated
separately for each subject using a normal kernel centred at a random point along the
transect. The location of peak prey abundance was therefore independent between
transects.
Figure 4.5: Covariate values and an example data set from the second simulation study generated
using the model in Equation 4.14. Parallel lines in the first two plots show locations of the ten
transects.
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4.4.2 Candidate models
The candidate models were of the following general form,
yij = µij + eij, µij = βµ0 + βµ1xij, ei ∼MVN(0,Ri), (4.15)
where i denotes replicate transect (i.e. subject) and j denotes observation within
subject, and where the residuals were assumed to be independent between subjects
but correlated within subjects. A total of eight candidate models were fitted to each
of the 1000 data sets, varying in terms of the number of estimated parameters used
to construct the correlation function, with each model assuming constant variance.
4.4.3 Results
The results are summarised in Table 4.2 which gives the observed bias and standard
deviation of the 1000 estimates for βµ1, in addition to the actual coverage of 95%
confidence intervals. The proportion of the 1000 simulations in which each model
was chosen using BIC is also shown.
Table 4.2: Results from the second simulation study, showing the bias, empirical standard error
and actual coverage of estimated 95% confidence intervals for βµ1 and the proportion of time each
model was chosen on the basis of BIC (from 1000 simulated data sets). Df indicates the number
of estimated parameters (not including fixed parameters).
Correlation
Bias (%) Std. Error Coverage (%) BIC (%)
Df Degree Link
0 – – 0.25 0.055 69.8 0.0
1 linear log(x) 1.40 0.078 75.7 0.0
2 quadratic log(x+ 1) -1.41 0.025 95.5 0.0
3 cubic log(x+ 1) -0.56 0.019 94.7 18.0
4 cubic log(x+ 1) -0.68 0.019 93.9 36.5
5 cubic log(x+ 1) -0.85 0.019 92.9 3.5
6 cubic log(x+ 1) -0.72 0.019 93.8 42.0
7 cubic log(x+ 1) -49.36 0.052 54.6 0.0
74
These results suggest that the cubic B-spline correlation models with degrees of
freedom ranging from three to six performed reasonably well, since they each yielded
estimates of βµ1 with low bias and relatively high precision and 95% confidence
intervals for βµ1 with low bias. BIC showed a clear preference for these models over
the remaining models.
4.4.4 Conclusions
The main conclusions from this simulation study are:
(i) Using a B-spline correlation function with a log(x + 1) link it was possible to
adequately model the unknown correlation structure in the data and provide
valid inference for the parameter of interest.
(ii) BIC was a reliable method for selecting models with optimal performance rel-
ative to the available candidate models.
4.5 Simulation study 3
A third simulation study was conducted to assess the performance of incorporat-
ing B-spline models for the residual variance and correlation functions within the
framework of a linear mixed effects model.
Data were generated from a random intercept model used by Chen and Wang (2011)
in their first simulation study, consisting of non-monotonic mean and variance func-
tions and an AR1 correlation structure. Chen and Wang (2011) fitted two different
models to the simulated data using (i) R-splines (regression splines) and (ii) P-
splines (penalized regression splines) to model the mean and variance functions.
Both approaches used an AR1 correlation structure and cubic B-splines with evenly
spaced knots to construct the regression splines (using an unspecified number of
basis functions). For each model, they reported the average mean squared error
(AMSE) for both the mean and variance functions using predictions made over
a one-dimensional grid of time values. The AMSEs for the P-spline method were
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0.0317 for the mean and 0.637 for the variance. The AMSEs for their R-spline model
were higher. However, since the number of basis functions used in the regression
splines was not specified, drawing a comparison between the two approaches based
on these results is fairly uninformative.
This section uses regression splines to model the mean, residual variance and residual
correlation functions and compares the results with those for the P-spline approach
of Chen and Wang (2011).
4.5.1 Data generation
Data were generated from the following model,
yij = µij + bi + ij, µij = sin(2pitij),
(4.16)
ij ∼MVN(0,Ri), bi ∼ i.i.d. N(0, 1),
where yij is the jth response value for subject i, t represents continuous time and
the bi are random intercepts. Since there was only one random effect the covariance
matrix G (which is not shown in Equation 4.16) was effectively a 1 by 1 identity
matrix. The covariance matrix Ri was specified using the following sub-models,
var(ij) = exp(3tij), cor(ij, ik) = ρ
|j−k|. (4.17)
A total of 1200 data sets were generated, each with 200 subjects and 10 observations
per subject, using t values drawn from a U(0, 1) distribution. Following the design
used by Chen and Wang (2011), a discrete AR1 correlation process with ρ = 0.6
was used to generate the error terms (i.e. using distances based on the rank order
of observations) despite the observations being unevenly distributed in continuous
time. Missing values were additionally introduced by deleting observations with a
probability of 0.1. Figure 4.6 shows an example data set generated from this model.
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Figure 4.6: An example data set generated from the model used by Chen and Wang (2011) in
their third simulation study.
4.5.2 Candidate models
A total of eighteen candidate models were constructed by varying the degrees of
freedom used in the splines for the mean, variance and correlation functions. The
within-subject rank order of the observations was used as the distance measure in the
correlation functions (since the data generation process resulted in there being no
relationship between separation in t and residual correlation). Evenly spaced knots
were used for all splines and the log link was used for all variance and correlation
models. AMSE values for the fitted mean and variance functions for each candidate
model were obtained by taking the average of predictions made over a grid of time
points, t = {0.05, 0.06, ..., 0.95}6.
4.5.3 Fitting procedure
All candidate models were fitted in R using nlm inside the lmeSplines function which
implements the linear mixed effects likelihood described in Equation 2.12 and allows
separate B-spline models to be specified for the mean, residual variance, residual
6 These were the values used by Chen and Wang (2011)
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correlation and random effects7. An example model fit using this function is shown
below.
> data = sim.chenwang.data()
> mean.model = set.spline("mean", npars = 4, degree = 3)
> var.model = set.spline("var", npars = 2, degree = 1, link = "log")
> cor.model = set.spline("cor", npars = 1, degree = 1, link = "log",
+ xvar = "index")
> ranef.model = set.spline("ranef", npars = 1, degree = 1)
> lmeSplines(data, spline.settings = list(
+ mean = mean.model,
+ var = var.model,
+ cor = cor.model,
+ ranef = ranef.model
+ )
+ )
nobs: 1778
nsubs: 200
G struct: ident
Parameters:
lower95 estimate upper95
mean1 -0.5967 -0.3457 -0.0948
mean2 3.8348 4.5962 5.3577
mean3 -4.1413 -3.2657 -2.3901
mean4 -0.1330 0.6513 1.4357
var1 -0.2410 -0.0497 0.1417
var2 2.7626 3.0177 3.2728
cor -6.1267 -5.2766 -4.4265
Gvar -0.5373 -0.1064 0.3245
AIC: 7208.777
BIC: 7252.643
Loglik: -3596.388
niters: 57
nlm code: 1
Time taken: 4.3 secs
The spline model for the random effects in the code above was simply a straight
horizontal line and acted as a random intercept. However, any B-spline model
7 The lmeSplines function function also uses the log Cholesky decomposition of G−1.
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could be used for this component of the model. For example, using the same spline
specification for both the mean and random effects would effectively associate a
random effect with each of the basis functions in the mean model. The structure of
the random effects covariance matrix can also be specified via an argument to the
lmeSplines function, in which diagonal elements are modelled via the log link and
off-diagonal elements via the Fisher z transformation.
Table 4.3: Summary of results from the third simulation study showing Average mean squared
errors (AMSE) for model fits to data generated from the model used by Chen and Wang (2011).
Df indicates the number of estimated parameters (not including fixed parameters).
Mean Variance Correlation
AMSEµ AMSEσ BIC (%)
Df Degree Df Degree Df Degree
1 4 cubic 2 linear 1 linear 0.0312 0.465 97.2
2 4 cubic 2 linear 2 quadratic 0.0312 0.666 0.8
3 4 cubic 2 linear 3 cubic 0.0313 0.627 0.0
4 4 cubic 3 quadratic 1 linear 0.0312 0.706 0.4
5 4 cubic 3 quadratic 2 quadratic 0.0312 0.981 0.0
6 4 cubic 3 quadratic 3 cubic 0.0313 0.920 0.0
7 4 cubic 4 cubic 1 linear 0.0313 0.898 0.0
8 4 cubic 4 cubic 2 quadratic 0.0313 1.220 0.0
9 4 cubic 4 cubic 3 cubic 0.0314 1.148 0.0
10 6 cubic 2 linear 1 linear 0.0315 0.472 1.4
11 6 cubic 2 linear 2 quadratic 0.0315 0.685 0.0
12 6 cubic 2 linear 3 cubic 0.0316 0.626 0.0
13 6 cubic 3 quadratic 1 linear 0.0315 0.700 0.1
14 6 cubic 3 quadratic 2 quadratic 0.0315 0.965 0.0
15 6 cubic 3 quadratic 3 cubic 0.0316 0.863 0.0
16 6 cubic 4 cubic 1 linear 0.0316 0.892 0.0
17 6 cubic 4 cubic 2 quadratic 0.0316 1.203 0.0
18 6 cubic 4 cubic 3 cubic 0.0317 1.091 0.0
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4.5.4 Results
Table 4.3 shows the AMSE values obtained for each of the candidate models. The
lowest AMSEµ values were observed for models with four degrees of freedom in the
mean function. However, all candidate models had AMSEµ values which were at
least as low as that obtained by the P-spline approach (0.0317) used by Chen and
Wang (2011). AMSEσ values were lowest for the models using linear splines with two
degrees of freedom (i.e. the exponential function) for the variance. When combined
with correlation functions constructed from linear splines with 1 degree of freedom
(i.e. AR1) the AMSEσ was approximately 0.47, which is substantially lower than
that obtained by the P-spline approach (0.637) used by Chen and Wang (2011). BIC
also showed a clear preference for the model with the best combination of AMSE
values.
4.5.5 Conclusions
The main conclusions from this simulation study are:
(i) Spline-based regression models for the mean, residual variance, residual corre-
lation and random effects can be implemented effectively in the framework of
a linear mixed effects model using standard numerical optimisation routines.
(ii) Model selection from among a modest number of candidate models using regres-
sion splines tended to prefer a model that outperformed the P-spline approach
of Chen and Wang (2011).
4.6 Discussion
The fitting procedures presented in this chapter demonstrate that regression splines
can be used effectively to model non-monotonic variance and correlation functions
of continuous covariates in the context of both general linear models and linear
mixed effects models. This approach has the potential to provide a greater degree
of flexibility when modelling longitudinal data than conventional ‘menu-selection’
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procedures and makes fewer prior assumptions about the functional form of under-
lying relationships (e.g. in terms of monotonicity). When the ‘quasi’ link function,
log(x+1), which constrains function values to lie between (−1,∞), is used to model
the variance or correlation functions, the fitting procedure is still able to converge
on a valid residual covariance matrix (given suitable starting values to ensure that
convergence is achieved in the fitting procedure).
4.6.1 Issues and extensions
Consistent estimates of variance for mean function parameters
An important general issue worth highlighting here, which applies to all general lin-
ear and linear mixed effects models, is the risk that none of the candidate models
may adequately describe the pattern in the residuals. In such cases the covariance
matrix will be misspecified and may lead to biased inference. The use of ‘sandwich’
covariance estimators (Huber, 1967), from which asymptotically consistent standard
error estimators8 can be derived, offer a remedy in such situations. The use of sand-
wich estimates do not negate the need to model the correlation as adequately as
possible however, since misspecified correlation structures may still lead to estima-
tors for mean function parameters that are less precise (Fitzmaurice et al., 2011).
Furthermore, sandwich estimators will be less desirable when interest lies in the
shape of the variance and correlation functions themselves – for example an investi-
gator may wish to know the ‘distance’ between observations at which independence
is reached.
Confidence intervals for fitted functions
The use of ‘quasi’ link functions to model the variance and correlation is unlikely
to lead to problems if interest lies solely in making inferences about the mean.
For example, valid 95% confidence limits for the mean function can be constructed
using the delta method (Casella and Berger, 2002), provided that standard error
8 I.e. estimators which are unbiased for sufficiently large samples.
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estimates for the mean function parameters are valid. However, if interest lies in
making inference about the variance or correlation functions themselves then ‘quasi’
link functions will not guarantee that confidence limits for the underlying functions
will lie within reasonable bounds. In the case of variance this is easily remedied
through the use of the log link. However, for the correlation function bootstrapping
methods may need to be employed to obtain valid confidence limits. This would
require refitting the model to a large number of bootstrap re-samples and the use of
the percentile method to derive 95% limits of predictions at numerous points along
a one-dimensional grid of time values.
Variable knot placement
The use of B-splines with evenly spaced knot locations was sufficient for the data
sets used in this chapter. However, this is unlikely to be appropriate in all situations,
particularly for correlation models, since the time taken for functions to decay (as
a proportion of the total observation time for each subject) may be highly variable.
In cases where the correlation function decays relatively quickly it will be necessary
to place knots at a higher density in regions where separation in time is relatively
small. The ability to re-distribute knots in this way is an advantage of regression
splines, since it allows smoothness to vary over the support of the spline. The
downside is that this complicates the issue of model selection, given the infinite
number of possible locations for a given number of knots. Future analyses may
therefore benefit from the use of knot placement algorithms, such as the spatially
adaptive local smoothing algorithm (SALSA) developed by Walker et al. (2011b),
to address this issue.
Multi-dimensional smooths
Another relatively straightforward extension would be to allow the variance and
correlation to be modelled as functions of more than one continuous covariate. This
approach could be used to model residual correlation function in models for envi-
ronmental surveys data where observations are typically ordered in space as well as
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time, and where unobserved covariates may change systematically on both a spa-
tial and temporal scale. The option of combining two univariate splines in a single
residual correlation model, one as a function of separation in time and the other of
separation in space, could be potentially very useful.
Non-normal data
One of the main shortcomings of the fitting procedures described here, as highlighted
out in Section 4.4.1, is that they only allow modelling of normally distributed re-
sponse variables. Environmental survey data in particular often contain strictly
non-negative response variables, such as animal abundance, for which normal mod-
els are not generally appropriate. Perhaps the most tractable solution for data of
this type would be to use a GEE approach. In this context the variance and corre-
lation functions could be modelled in a similar way to that described here in order
to construct a working covariance matrix, even if the response is non-normal. Care
would need to be taken during the fitting step, for example using the try function
to ensure that fitted variance and correlation functions converge within valid regions
of parameter space.
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Chapter 5
Estimating population density
using SECR with estimated angle
to detection
5.1 Introduction
Population surveys of gibbons (Family Hylobatidae) are an ideal candidate for the
application of SECR methods. Distance sampling is generally inappropriate for these
species since visual detections tend to be rare and a considerable amount of survey
effort is needed in order to yield sufficiently large sample sizes (Rawson, 2010). Since
gibbons form fairly stable family groups and make loud territorial calls that can be
heard over large distances, most previous attempts to estimate the density of gibbon
populations have been based on acoustic surveys (e.g. Brockelman and Ali, 1987;
Brockelman and Srikosamatara, 1993; Phoonjampa et al., 2011).
The design of these surveys has traditionally followed guidance provided by Brock-
elman and Ali (1987). A common approach uses replicate arrays of 3-4 listening
posts manned by human ‘observers’, with listening posts within each array posi-
tioned close enough to allow calling groups to be detected at multiple posts. The
time of the calls and the estimated bearings to the calling groups are recorded; this
information is then used to identify individual groups and map their locations via
triangulation. Density estimates are obtained by dividing the number of detected
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groups by an estimate of the area covered by the survey.
A major difficulty with this approach however lies in estimating the size of the cov-
ered area (Rawson, 2010). Previous surveys have typically estimated this quantity
for each array by defining a circular listening zone around each listening post and
then calculating the area covered by the union of these zones. This approach there-
fore requires a value for the radius of the listening zones. One way of determining this
radius is by estimating the maximum distance over which gibbon calls can be heard
– a common choice being 1.5 km (Thinh and Rawson, 2011). However, this method
is likely to be prone to error. Overestimation of the maximum listening distance,
for example, will result in an overestimate of the covered area and a consequent
underestimate of density. If this source of uncertainty is ignored, then standard
error estimates will be negatively biased and the precision of density estimates will
be overestimated. Furthermore, using the maximum hearing distance in this way
implicitly assumes a relationship between distance from observer and detectability
that is unlikely to hold in reality – i.e. that detection probability is equal to 1 within
the delineated zone and zero otherwise.
A second approach to choosing the listening zone radius is to use a pre-determined
distance within which all groups are assumed to have been detected (which is likely
to be less than the maximum distance over which groups can be heard). Density
is then estimated using the number of detected groups whose locations lie within
the delineated zones. However, there are three main drawbacks with this approach.
Firstly, discarding the information contained in the detections mapped outside the
listening zone will decrease the precision of the density estimate. Secondly, it is
sensitive to errors associated with the bearing estimates, which will translate into
uncertainty in terms of the mapped locations. This may result in groups within the
listening zone being excluded and groups outside the listening zone being included,
two processes that cannot be assumed to cancel out. Thirdly, there may still be im-
perfect detection within the listening zone, introducing negative bias to the density
estimator.
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Recognizing the issue of imperfect detection, Phoonjampa et al. (2011) employed an
alternative technique to estimate the listening radius, which involved the application
of distance sampling methods on distances to the detected groups (estimated by the
observers) in order to obtain an estimate of the effective radius (Buckland et al.,
2001). This represents an improvement on previous methods, since it relaxes unreal-
istic assumptions about the relationship between detection probability and distance
by allowing the detection function parameters to be estimated from the survey data.
However, this approach still has some significant drawbacks. Firstly, no considera-
tion is given to the effect of error in the distance estimation process, which in the
case of acoustic surveys may be large. Secondly, the approach uses an overly sim-
plistic concept of the effective sampling area. This quantity can be thought of as
being equivalent to the covered area from a survey with a step detection function
(i.e. where detection probability is equal to 1 within a certain radius from a given
listening post and 0 beyond) in which the expected number of detected groups is
the same as that from the actual survey. The approach used by Phoonjampa et al.
(2011) is valid for isolated posts, but not for arrays of multiple, overlapping posts.
The effective sampling area for the latter case is more appropriately derived by using
the estimated detection function to construct a detection surface over the listening
post array (which gives the probability of a calling group at a given location being
detected by at least one listening post) and calculating the volume contained by the
surface (see Equation 2.19).
SECR (Efford, 2004; Borchers and Efford, 2008; Royle and Young, 2008) provides a
natural alternative for analysing data of this type (in which individual listening posts
are treated as ‘detectors’) and addresses many of the disadvantages of traditional
estimation methods. Importantly, by accounting for imperfect detection through the
use of a detection function and using the spatial information contained in the capture
histories, it dispenses with the need for precise mapping of group locations and
explicit delineation of the covered area. The ability to incorporate supplementary
information on detection also allows error in the bearing estimation process to be
accounted for via the inclusion of a bearing error model. In addition, being likelihood
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based, it produces model-based estimates of uncertainty for all model parameters
and permits the use of model section criteria such as AIC.
The following section of this chapter presents a form of the SECR likelihood adapted
for the analysis of gibbon survey data, using a circular distribution to model the
bearing estimates. In Section 5.3 this model is then applied to a case study data set
from a single-occasion acoustic survey from a population of gibbons in Cambodia.
Section 5.4 outlines the results of a simulation study to investigate a set of alternative
listening post array designs in the interest of informing future monitoring schemes.
Finally, Section 5.5 discusses the shortcomings of the method and presents some
ideas for future developments.
5.2 SECR likelihood with estimated bearings
Gibbon survey data could be analysed using the standard SECR approach (using the
likelihood in Equation 2.36). However, a model utilising the information contained
in the estimated bearings to detected groups is likely to yield greater estimator
precision. A single-occasion SECR model using supplementary data in the form of
estimated bearings, representing a special case of the general form given in Equation
2.37, was therefore used to analyse the case study data. A summary of the particular
modifications made to the general form of the likelihood is given below.
5.2.1 Detection function
Two common choices for the detection function model were considered in the anal-
ysis,
the half-normal: pk(x;θ) = θ0 exp
(
−dk(x)
2
2θ21
)
, (5.1)
and the hazard rate: pk(x;θ) = θ0
{
1− exp
[
−
(
dk(x)
θ1
)−θ2]}
, (5.2)
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where the distance between the calling group and detector k is represented as a
function, dk, of group location x (and the location of detector k), and where the
parameters θ0, θ1 and θ2 determine the intercept, scale and shape of the detection
function respectively.
5.2.2 Density surface
The density of gibbon group locations was assumed to follow a homogeneous Poisson
process with rate parameter,
D(φ,θ) = φ. (5.3)
This is a reasonable assumption in the case of gibbons since each array of detectors
covers a relatively small geographical area (Borchers and Efford, 2008).
5.2.3 Bearing estimates
Two options were considered for the distribution of bearing estimate y, given location
x,
the von Mises: fY (y;γ) =
exp(γ cos(y − bk(x))
2piI0(γ)
, (5.4)
and the wrapped Cauchy : fY (y;γ) =
1
2pi
sinh(γ)
cosh(γ)− cos(y − bk(x)) , (5.5)
where the expected estimate of the bearing from detector k to a given group is
represented as a function, bk, of group location x (and the location of detector k),
and where γ determines the scale of the distribution (and where I0 is the modified
Bessel function of order zero).
5.2.4 Marginal likelihood
Combining Equations 2.25, 2.39 and 5.3 leads to the following marginal likelihood,
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L(φ,θ,γ | n,Ω,Y ) = Po(n;λ (φ,θ))
×
n∏
i=1
∫
R2
[
φ
λ(φ,θ)
S∏
s=1
K∏
k=1
Bern (ωiks, pks(xi;θ)) fY (yiks | xi;γ)ωiks
]
dxi.
(5.6)
Given the uniform density model this simplifies to,
L(φ,θ,γ | n,Ω,Y ) = Po(n;λ (φ,θ))
×
n∏
i=1
∫
R2
[
1
ESA
S∏
s=1
K∏
k=1
Bern (ωiks, pks(xi;θ)) fY (yiks | xi;γ)ωiks
]
dxi, (5.7)
where ESA is the effective sampling area (see Equation 2.19).
5.2.5 Approximate log marginal likelihood
Parameter estimates are obtained by maximising a numerical approximation of the
log of the marginal likelihood,
`(φ,θ,γ | n,Ω,Y ) ≈ log (Po(n;λ∗ (φ,θ)))
+
n∑
i=1
log
(
a
M∑
m=1
[
1
ESA∗
S∏
s=1
K∏
k=1
Bern (ωiks, pks(xm;θ)) fY (yiks | xm;γ)ωiks
])
,
(5.8)
where summation is over a grid of M points (i.e. the mask), a represents the area
of the grid square associated with each point, λ∗ is defined as in Equation 2.41, and
where ESA∗ is defined as,
ESA∗ = a
M∑
m=1
p.(xm;θ). (5.9)
The expression in Equation 5.8 can be rearranged and simplified, by recognising
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that the constant a cancels out in the second term on the RHS,
`(φ,θ,γ | n,Ω,Y ) ≈ log (Po(n;λ∗ (φ,θ)))− n log
(
M∑
m=1
p.(xm;θ)
)
+
n∑
i=1
log
(
M∑
m=1
[
S∏
s=1
K∏
k=1
Bern (ωiks, pks(xm;θ)) fY (yiks | xm;γ)ωiks
])
. (5.10)
For fitting purposes, it is convenient to re-express the last term on the RHS of
Equation 5.10 to avoid numerical complications when taking products,
n∑
i=1
log
(
M∑
m=1
[
S∏
s=1
K∏
k=1
Bern (ωiks, pks(xm;θ)) fY (yiks | xm;γ)ωiks
])
=
n∑
i=1
log
(
M∑
m=1
[
exp
(
log
{
S∏
s=1
K∏
k=1
Bern (ωiks, pks(xm;θ)) fY (yiks | xm;γ)ωiks
})])
=
n∑
i=1
log
(
M∑
m=1
[
exp
(
S∑
s=1
K∑
k=1
log (Bern (ωiks, pks(xm;θ))) + ωiks log (fY (yiks | xm;γ))
)])
.
(5.11)
5.3 Cambodia case study
5.3.1 Survey design
Acoustic SECR data and estimated bearings were collected by surveyors at listen-
ing posts on a population of northern yellow-cheeked gibbon Nomascus annamensis
(Thinh et al., 2010), in the Veun Sai-Siem Pang Conservation Area in northeastern
Cambodia between February and March 2010. A total of 13 replicate survey loca-
tions were sampled, each consisting of a 3 by 1 linear array of listening posts spaced
0.5 km apart (see Figure 5.1). Each array was surveyed for a single day during the
survey period1, with data being collected between 5.30am and 9:30am. Observers
recorded the timing of calls and an estimated compass bearing to each detected
group. Recaptures within (i.e. detections for the same group at more than one lis-
1 Each array was sampled separately. Therefore no concurrent observations were made at multiple
detector arrays.
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tening post within a given array) were determined post hoc by the field team using
the estimated bearings and detection times. Data from each array was considered
to be independent and no recaptures were identified between arrays2.
Figure 5.1: Locations of the 13 detector arrays for the case study survey. Each array consisted
of a linear arrangement of 3 listening posts spaced 0.5 km apart. Each listening post was manned
by a single human observer.
5.3.2 Data
Detections of solo males were ignored for the purposes of the analysis since it is
difficult to determine whether they represent roaming individuals or members of a
group (Brockelman and Srikosamatara, 1993). Following their removal, the survey
data consisted of 123 separate detections of 77 calling groups, 36 of which were
2 Although recaptures between arrays are possible, they are difficult to determine due to the move-
ment of groups between sampling periods
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detected at more than one listening post (i.e. 41 of the 77 groups were only detected
at a single listening post).
5.3.3 Candidate models
Four candidate SECR models were constructed with different combinations of the
detection function and bearing error submodels described in Section 5.2. All models
entailed the following assumptions:
(i) Detections were made independently between listening posts.
(ii) The shape of the detection function was the same for all listening posts.
(iii) Calling groups at zero distance from a listening post were detected with cer-
tainty (i.e. θ0 = 1 in Equations 5.1 and 5.2).
(iv) Bearing estimation was unbiased for all listening posts (i.e. the expected bear-
ing b(x) was equal to the true bearing).
(v) The precision of bearing estimates was the same at all listening posts.
5.3.4 Fitting procedure
All models were fitted in R (R Core Team, 2013). A function to evaluate the numer-
ical approximation of the log of the marginal SECR likelihood in Equation 5.10 was
developed by the author using the nlm function (which implements a Newton-type
algorithm) to obtain maximum likelihood parameter estimates. For fitting purposes
the data from the 13 replicate arrays were pooled and treated as if they came from
a single array. The estimate of φ therefore needed to be scaled accordingly to trans-
form the results back onto the original scale. Full details of the fitting procedure are
given in Appendix A.1.
A package was developed to facilitate the fitting process; an example fit using this
package is shown below.
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> require(gibbonsSECR)
> data(cambodia)
> fit = fit.gibbons.secr(cambodia, distances.dist = "none")
> fit
--------------------------------------------------
Gibbons SECR Analysis Results
--------------------------------------------------
sample.size = 77
arrays = 13
occasions = 1
detection func. = half normal
bearings dist. = von mises
distances dist. = none
mask points = 12501
mask spacing (km) = 0.1
mask buffer (km) = 6
mask area (km2) = 125.01
Parameters:
lower95 estimate upper95
density 0.2029 0.3195 0.5032
detfunc.scale 1.0164 1.2469 1.5296
bearings.var 0.0038 0.0070 0.0127
Effective area = 18.54 km2 per array
AIC = 575.4846
Time taken: 9.1 secs
Confidence intervals for parameter estimates for the preferred model were derived
using a parametric bootstrap with 999 re-samples.
> para.boot(fit, n.boot = 999, confidence = 0.95)
Parametric bootstrap results (using 999 re-samples):
lower95 upper95
density 0.1916 0.4925
detfunc.scale 1.0095 1.5634
bearings.var 0.0038 0.0118
Time taken: 42.30684 mins
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5.3.5 Results
The candidate model with the half normal detection function and the von Mises
bearing error model had the lowest AIC score. A summary of parameter estimates
for this model is given in Table 5.1, and Figures 5.2 and 5.3 show the fitted sub-
models. Full details of the parameter estimates for all candidate models are given
in Appendix A.1.
Table 5.1: Summary of parameter estimates and parametric bootstrap intervals for the preferred
model. The density parameter φ∗ is the parameter φ scaled by by sampling effort (i.e. φ divided
by the number of replicate surveys).
Parameter Estimate Lower 95 Upper 95
Density of calling groups km−2 (φ∗) 0.3195 0.1916 0.4925
Detection function scale in metres (θ1) 1247 1009 1563
Bearing error scale (γ) 72.09 42.66 132.60
Figure 5.2: Fitted detection function and bearing error distribution for the preferred model.
Dotted lines show upper and lower 95% parametric bootstrap confidence intervals.
The estimated density was approximately 0.32 calling groups km−2 and the detection
function scale parameter was approximately 1.25 km, which is consistent with prior
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Figure 5.3: Fitted detection surface for the preferred model. Axis units are in km.
expert knowledge (Ben Rawson, pers. comm.). The effective sampling area was
therefore estimated to be 18.5 km2 for each 3 by 1 array of listening posts.
5.4 Simulation study
A simulation study was carried out to assess the performance of the density estimator
used in Section 5.3 in comparison with a set of alternative survey designs.
5.4.1 Methods
Separate simulations were conducted for each of the following listening post arrange-
ments:
(i) 3 by 1 linear (as used in the original survey)
(ii) equilateral triangle
(iii) 4 by 1 linear
(iv) 2 by 2 square
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Each arrangement was assessed separately for three different listening post spacing
distances: 0.5 km (as used in the original survey), 0.75 km and 1 km. Each simulation
was performed by carrying out 5000 iterations of the following steps, using the fitted
parameters of the preferred model from the case study analysis as the underlying
truth:
(i) Generate true locations for an artificial population within a sufficiently large
buffer zone around the listening posts (i.e. large enough to contain all plausible
locations for the detected groups).
(ii) Generate a set of single-occasion capture history data and a corresponding set
of bearing estimates from the population.
(iii) Fit the correct model to these data to obtain parameter estimates, using the
true parameter values to initialise the fitting procedure and the same integra-
tion grid as used in the case study analysis.
To investigate the benefit of using the estimated bearings, the simulations were
repeated a second time in which the data were analysed using standard SECR – i.e.
using the capture history data only and ignoring the estimated bearings.
5.4.2 Results
Results from the simulation study are summarised in Table 5.2 and Figure 5.4. The
main conclusions are as follows:
(i) SECR with bearings outperformed standard SECR for all designs. Estimator
coefficient of variation (CV) and estimator bias were both consistently higher
for standard SECR. Observed bias ranged from 0.9% to 2.8% for SECR with
bearings and 2.9% to 76.7% for standard SECR. The distributions for density
estimates for standard SECR in Figure 5.4 were also considerably more diffuse.
(ii) Increasing the listening post spacing reduced the CV for all designs. Increasing
the listening post spacing also reduced the bias for all designs when using
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standard SECR; however there was no discernible effect of post spacing on
bias for SECR with bearings.
(iii) Linear arrays yielded lower CV than non-linear arrays of the same size. For
example, 3 by 1 arrays showed lower CV than triangular arrays at all post
spacings. Linear arrays also yielded lower bias than non-linear arrays of equiv-
alent size for standard SECR; however the effect of array shape on bias for
SECR with bearings was unclear.
(iv) Larger arrays yielded lower bias and CV than smaller arrays at all post spac-
ings, with 4 by 1 arrays outperforming 3 by 1 arrays, and 2 by 2 arrays out-
performing triangular arrays.
Table 5.2: Results from the first simulation study showing percentage bias and % CV (in brackets)
for density estimates.
Model Array
Listening post spacing ( km)
0.5 0.75 1
SECR + Bearings
3 by 1 2.78 (24.360) 1.92 (20.050) 1.99 (19.153)
Triangular 1.82 (27.284) 1.97 (22.937) 1.75 (20.650)
4 by 1 0.96 (17.641) 1.12 (15.138) 0.91 (14.307)
2 by 2 1.08 (20.830) 1.00 (17.445) 1.15 (15.632)
SECR
3 by 1 19.73 (73.335) 6.21 (49.520) 4.19 (36.440)
Triangular 76.73 (102.239) 23.14 (76.925) 10.27 (58.771)
4 by 1 4.42 (45.571) 3.39 (29.353) 2.89 (22.768)
2 by 2 30.29 (81.620) 10.54 (57.120) 3.26 (40.172)
Given the performance of the alternative survey designs when using SECR with
bearings, these results suggest that the design used to collect the case study data
may be slightly suboptimal. Overall, the best listening post arrangement of those
investigated appears to be the 4 by 1 array with a post spacing of 1 km. However,
even at 0.5 km spacing the 4 by 1 array outperformed both the 3 by 1 and triangular
arrays at 1 km spacing, suggesting that increasing array size might lead to a greater
improvement in performance than increasing the within-array post spacing.
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Figure 5.4: Smoothed histograms of density estimates for each survey design in the first simulation
study. Columns indicate listening post spacing within the array and rows indicate array shape.
Vertical lines show the true density (0.32 calling groups km−2) and the limits of the vertical axis
are the same in each plot.
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5.5 Discussion
5.5.1 Case study
To put the estimate of 0.32 calling groups km−2 into context, this result was com-
pared with that of a traditional approach using a listening distance of 1.5 km to
delineate the listening zone around each array. Applying the traditional method
to the case study data lead to an estimated effective sampling area of 10.05 km2
per array, which translates into an estimate of 0.59 calling groups km−2. Based on
the fitted detection function in Figure 5.2, an effective listening distance of around
2.13 km would be more consistent with our survey data. In general, the size and
direction of bias resulting from the listening distance technique will depend on the
true detection function and the size and spacing of the arrays.
A comparison can also be made with the methods of Phoonjampa et al. (2011)
who used distance sampling techniques to estimate the effective detection radius,
which was used to delineate the listening zone around each array. Applying this
approach with the fitted detection function from Figure 5.2 yields an effective radius
of approximately 1.76 km, and using this value to define the listening zones gives an
effective sampling area of 13.25 km2 per array,. This is considerably lower than the
area under the fitted detection surface shown in Figure 5.3 (which was approximately
18.5 km2) and leads to a corresponding density estimate of 0.45 calling groups km−2.
It is reasonable to assume that density estimates calculated using the effective radius
technique will be prone to bias, since this method does not account for the combined
detection probability of the array when determining the effective sampling area (but
instead focusses on the detection probabilities of individual detectors). The degree
of bias is likely to be worse for larger arrays, closer spacings, non-linear arrays and
wider detection functions.
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5.5.2 Simulation
The results of the simulation study suggest that the survey design used to collect
the case study data may exhibit a 2-3% positive bias when estimating calling group
density using SECR with bearings. These results suggest that relatively modest
alterations to this design are likely to improve precision and reduce bias. However,
whether or not these alterations are worth the efficiency gains in practice will depend
on the additional costs involved, e.g. in terms of staff resources.
In general, the optimal spacing of detectors is likely to depend on the detection
function scale parameter. Detectors need to be far enough apart that detection
probability falls off very substantially over their range (otherwise there is insufficient
information in the capture histories about the shape of the detection function). They
also need to be close enough together to generate a sufficient number of recaptures
on different detectors. The optimal arrangement of listening posts may therefore
depend on the characteristics of the habitat being surveyed; for example, if the
range of the detection function is lower for denser habitat, then relatively closer
spacings may be preferred. However, for a detection function scale parameter of
1.25 km, the results of the simulation study suggest that increasing the listening
posts spacing from 0.5 km to either 0.75 km or 1 km would be likely to improve
estimator precision.
Sub-optimal listening post spacing also provides a possible explanation for why the
linear arrays tended to outperform non-linear arrays of the same size in the sim-
ulation study. Since linear arrays have larger maximum distances between posts
they are therefore likely to contain more information on the shape of the detection
function.
5.5.3 Extensions and applications
A useful extension to the approach outlined here would be to include covariates (al-
though these were not available for the case study data). For example, heterogeneity
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in calling probability could be incorporated via an inverse logit transform of a lin-
ear combination of covariates such as site and season. Similar modelling approaches
could be used to estimate detection function and bearing error scale parameters sep-
arately for each observer in order to account for differences in expertise. Estimated
distances could also incorporated in addition to estimated bearings – for example
using a gamma or log-normal distribution – since these data can quite easily be col-
lected in the field. However, the potential improvement this additional information
might confer in terms of the precision of the density estimate will depend on the
precision of the estimated distances.
The methodology used in this chapter provides estimates of density for the covered
area only. Extrapolation to the wider survey area would need to account for the
additional source of uncertainty due to inter-array variation in the encounter rate.
However, methods for incorporating this additional component of variance will de-
pend on the survey design (e.g. in terms of the number and placement of the arrays)
are yet to be developed in the context of SECR models. One approach for achieving
this would be to estimate the variance (and hence the coefficient of variation) of the
estimated effective sampling area using the delta method. This would then allow an
estimate of density to be derived using the following relationship (Buckland et al.,
2001),
[CV (D̂)]2 = [CV (n)]2 + [CV (ÊSA)]2, (5.12)
where CV (n) would be estimated using the empirical variance of the counts from
the separate arrays.
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Chapter 6
Estimating availability from multi-
occasion SECR data using random
effects
6.1 Introduction
A key characteristic of gibbon behaviour which was not addressed by the SECR
model described in Chapter 5 is the fact that gibbon groups do not vocalise every
day (Raemaekers et al., 1984; Brockelman and Srikosamatara, 1993; Cheyne, 2008;
Rawson et al., 2009). Gibbon surveyors have traditionally attempted to derive
estimates of group density either by estimating the calling probability in a separate
study and adjusting the density of calling groups accordingly, or by conducting
surveys over multiple days until all groups present in the area are assumed to have
been detected.
The disadvantages of estimating calling probability from separate studies include,
(i) the risk that the uncertainty associated with the estimate may be ignored when
calculating confidence intervals for the final density estimate, and (ii) that the es-
timated calling probability may not apply to the conditions of the survey and may
therefore be biased. Conducting the survey over multiple days also carries the risk
that some groups may not call at all during the survey period (i.e. the issue of
imperfect detection, as discussed in Chapter 5). However, if such surveys are able
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to record recaptures across occasions, which is achievable for gibbons (Brockelman
and Ali, 1987), then the data will contain information on group calling probability.
Section 6.2 presents an extension of the general SECR likelihood for multi-occasion
data that includes a sub-model for the availability of animals. In general terms, it
models animal availability as a stochastic process in which individuals (or groups
of individuals) are available for detection independently on each sampling occasion
with some constant probability that must be estimated from the data. To derive a
form for the likelihood, animal availability is treated as a binary random effect. In
the context of gibbon surveys, this modification provides an integrated, model-based
solution for estimating the effective sampling area and the daily calling probability
simultaneously. It therefore allows the density of groups to be estimated, which is
a more meaningful quantity than the density of calling groups. Section 6.3 demon-
strates the performance of this new form of the likelihood via a simulation study
using multi-occasion data generated using the preferred gibbon survey design from
the previous chapter. Potential applications and further work are then discussed in
Section 6.4.
6.2 SECR likelihood for stochastic availability
This section presents an extended form of the likelihood described in Section 5.2
that models the stochastic availability of gibbon groups for detection during a multi-
occasion survey. Note that it necessarily requires at least two sampling occasions
(i.e. S ≥ 2) and assumes that recaptured groups can be identified across occasions.
6.2.1 Random effect for availability
To model the availability process the following variable is introduced which repre-
sents the underlying availability of groups for detection,
α = (α11, ..., αnS): a random vector of binary indicator variables (6.1)
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where,
αis =
1, if group i calls on occasion s0, otherwise. (6.2)
The random vector α is therefore partially observed. If group i is detected on
occasion s (i.e. if ωis. = 1) then it must be the case that αis = 1. However, if group
i is not detected on occasion s (i.e. if ωis. = 0) then the value of αis is unknown
since two possible events could have occurred: (i) group i did not call on occasion
s, or (ii) group i did call on occasion s but was not detected at any of the listening
posts.
To model the distribution of the new indicator variable an additional parameter is
also required,
ρ = P (αis = 1): the probability that group i calls on occasion s (6.3)
As a consequence of these additions, the density parameter φ is reinterpreted as the
density of groups, instead of the density of calling groups. Note also that having a
single parameter, ρ, carries the implicit assumption that the calling probability is
constant across groups and occasions.1
When describing the extended likelihood it will also be convenient to use the indica-
tor variable, ωis., which takes the value 1 if group i is heard at at least one listening
post on occasion s, and 0 otherwise (for a full list of standard SECR notation refer
to Section 2.4.2).
6.2.2 Detection function
The introduction of the random vector α requires that the detection function be
redefined to give the probability of a group being detected at detector k on occasion
1 Chapter 7 demonstrates how this assumption can be relaxed through the use of covariates.
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s, given its location xi and given that it calls on occasion s,
pks(xi;θ | αis = 1). (6.4)
6.2.3 Detection surface
The detection surface also needs to be redefined as a function of ρ,
p.(xi;θ, ρ) = 1−
S∏
s=1
P (ωis. = 0 | xi;θ, ρ), (6.5)
where P (ωis. = 0 | xi,θ, ρ) gives the probability that group i is missed by all
detectors on occasion s. An expression for P (ωis. = 0 | xi,θ, ρ) can be derived by
defining the joint probability of ωis. = 0 and the random effect αis and marginalising
over the possible values of αis to obtain the marginal probability,
P (ωis. = 0) =
∑
αis
P (αis, ωis. = 0) =
∑
αis
P (αis)P (ωis. = 0 | αis), (6.6)
where xi, θ and ρ are omitted for brevity. Expanding the expression on the RHS of
Equation 6.6 leads to,
P (ωis. = 0) =P (αis = 0)P (ωis. = 0 | αis = 0) + P (αis = 1)P (ωis. = 0 | αis = 1)
=(1− ρ)P (ωis. = 0 | αis = 0) + ρP (ωis. = 0 | αis = 1). (6.7)
Equation 6.7 can be simplified by recognising that P (ωis. = 0 | αis = 0) = 1, since
a group cannot be detected if it does not call,
P (ωis. = 0) = (1− ρ) + ρP (ωis. = 0, αis = 1). (6.8)
It is also possible to define P (ωis. = 0, αis = 1), the probability that group i calls
on occasion s and is not detected on that occasion, in terms of the newly redefined
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detection function (in Equation 6.4),
P (ωis. = 0, αis = 1) =
K∏
k=1
P (ωisk = 0, αis = 1)
=
K∏
k=1
1− P (ωisk = 1, αis = 1)
=
K∏
k=1
1− pks(xi,θ | αis = 1). (6.9)
Combining Equations 6.5, 6.8 and 6.9 leads to the following form for the detection
surface2,
p.(xi;θ, ρ) = 1−
S∏
s=1
{
(1− ρ) + ρ
K∏
k=1
[1− pks(xi;θ | αis = 1)]
}
. (6.10)
6.2.4 Expected number of detections
Given the new definition for the detection surface, the intensity parameter in the
sub-model for n must also be redefined,
λ(φ,θ, ρ) =
∫
R2
D(x;φ) p.(x;θ, ρ) dx, (6.11)
which simplifies to
∫
R2 φ p.(x;θ, ρ) dx if the density surface is assumed to be uni-
form.
6.2.5 Capture histories
The joint pmf of the capture history data also needs to be reformulated. Firstly
Equation 2.32 can be re-expressed in terms of ρ,
P (ωi | ωi.. = 1,xi;θ, ρ) = P (ωi | xi;θ, ρ)
p.(xi;θ, ρ)
2 Note that the expression inside the braces on the RHS of Equation 6.10 resembles the likelihood
of occupancy models, i.e. Ψ
∏T
t=1(1 − pt) + (1 − Ψ), where Ψ is the probability that a site is
occupied and pt is the probability of detecting a species during the tth search, given that it is
present (e.g. Thompson, 2004, p152).
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=∏S
s=1 P (ωis | xi;θ, ρ)
p.(xi;θ, ρ)
. (6.12)
The following form for P (ωis | xi;θ, ρ), the unconditional probability of the capture
history ωis, can be derived by defining the joint probability of ωis and the random
effect αis and marginalising over the possible values of αis,
P (ωis) =
∑
αis
P (αis,ωis)
=
∑
αis
P (αis)P (ωis | αis)
= P (αis = 0)P (ωis | αis = 0) + P (αis = 1)P (ωis | αis = 1)
= (1− ρ)P (ωis | αis = 0) + ρP (ωis | αis = 1) (6.13)
where xi, θ and ρ have been omitted for brevity. An expression for P (ωis | αis = 0),
which gives the joint probability of the capture history data for group i on occasion
s, given that the group did not call on that occasion, will simplify to either 1 or 0
depending on the value of ωis.,
P (ωis | αis = 0) =
1, if ωis. = 00, if ωis. = 1. (6.14)
In other words, detection is impossible (and non-detection is certain) if the group
did not call.
The specific form of Equation 6.13 therefore depends on the value of ωis.,
P (ωis) =
(1− ρ) + ρP (ωis | αis = 1), if ωis. = 0ρP (ωis | αis = 1), if ωis. = 1. (6.15)
Equation 6.15 can be re-expressed more compactly by using ωis. to switch on or off
the (1− ρ) term,
P (ωis) = (1− ρ)(1− ωis.) + ρP (ωis | αis = 1). (6.16)
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Finally, P (ωis | αis = 1) can be defined as a product of Bernoulli random variables
(assuming independent detections) with probability given by the detection function
in Equation 6.4, which leads to the following expression for P (ωis),
P (ωi | xi;θ, ρ) =
S∏
s=1
{
(1− ρ)(1− ωis.) + ρ
K∏
k=1
B(ωiks, pks(xi;θ | αis = 1))
}
.
(6.17)
6.2.6 Marginal likelihood
Substituting Equations 6.11 and 6.17 into Equation 5.7 leads to the following like-
lihood,
L(φ,θ,γ | n,Ω,Y ) = Po(n;λ (φ,θ, ρ))
×
n∏
i=1
∫
R2
[
1
ESA
S∏
s=1
{(
(1− ρ)(1− ωis.) + ρ
K∏
k=1
B(ωiks, pks(xi;θ | αis = 1))
)
fY (yiks | xi;γ)ωiks
}]
dxi, (6.18)
where,
ESA =
∫
R2
p.(x;θ, ρ) dx. (6.19)
Note that the likelihood described in Section 2.4 is a special case of Equation 6.18,
since if ρ is known in advance to be equal to 1, then Equations 6.4, 6.10 and 6.17
simplify to Equations 2.17, 2.18 and 2.33. Since the estimation of ρ is not dependent
on the presence of supplementary information on the locations, this modification is
also applicable to standard SECR models.
6.3 Simulation study
A simulation study was used to test the SECR estimator with stochastic availability
in the context of a hypothetical multi-occasion gibbon survey.
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6.3.1 Design
The numerical approximation to the likelihood in Equation 6.18 was fitted to 5000
simulated datasets using a similar procedure for data generation and model fitting
to that described in Section 5.4. In this case a single survey design was used,
comprising 13 replicates of a 4 by 1 linear array of listening posts with 1 km spacing.
Since previous research has suggested that the proportion of gibbons groups in a
population that call on a given day is in the region of 50% (e.g. O’Brien et al., 2004;
Rawson et al., 2009; Phoonjampa et al., 2011) a value of 0.5 was used as the true
value of the ρ parameter. Given this value, the true density of groups was set to
twice the density of calling groups used in Section 5.4 in order to generate a similar
mean sample size. The half normal detection function was used with the same scale
parameter as in the Section 5.4 (i.e. θ1 = 1.25km), but with the intercept (θ0) set
to 0.75 in order to demonstrate the general applicability of the likelihood and the
absence of identifiability issues between θ0 and ρ. The same bearing model and
integration grid was used as in Section 5.4 and the true parameter values were used
to initialise the fitting procedure.
A three-occasion capture history was generated from each simulated population.
This was achieved by first simulating a standard capture history from the popula-
tion, assuming that all groups in the population called on each occasion. To simulate
stochastic availability, values for the random vector α were then drawn from a Bi-
nomial distribution (αis ∼ B(1, ρ)) and any capture history elements corresponding
to αis = 0 were set to zero. The locations of gibbon groups were also kept constant
between survey occasions. Whilst this is unlikely to be a realistic assumption in
practice3, it enabled the bias and variance of the parameter estimates to be more
easily determined.
3 Group home range sizes for the majority of gibbon species are thought to be between 0.2 to 0.6
km2, of which an average of approximately 80% is defended for the exclusive use of the group
(Bartlett, 2007).
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6.3.2 Results
Results from the simulation study are summarised in Figure 6.1 and Table 6.1.
The correlation between estimates for the detection function intercept θ0 and the
availability parameter ρ was -0.24 (t = -17.5497, df = 4998, p-value < 2.2e-16). The
main conclusions were as follows:
(i) The observed bias for all model parameters was low – i.e. less than 1%.
(ii) The weak correlation between estimates for the detection function intercept θ0
and the availability parameter ρ did not cause problems in terms of parameter
identifiability.
Figure 6.1: Smoothed histograms of parameter estimates and sample sizes from the simulation
study using the SECR likelihood for stochastic availability. Vertical dashed lines show the true
parameter values (and the expected value in the plot for sample size).
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Table 6.1: Results from the simulation study using the SECR likelihood for stochastic availability.
Parameter Bias (%) CV (%)
Density of groups (φ) 0.931 11.94
Detection function intercept (θ0) 0.162 6.88
Detection function scale (θ1) 0.048 4.63
Bearings scale (γ) -0.256 13.41
Calling probability (ρ) 0.055 9.46
6.4 Discussion
The model presented in this chapter represents an improvement to that used in
Chapter 5 since it allows the estimation of group density rather than calling group
density, provided that groups can be reliably identified across days. Estimating daily
calling probability directly from the data is preferable to obtaining it externally
to the survey, since individual, temporal and spatial variation may render such
estimates unsuitable.
6.4.1 Wider applications
The likelihood in Equation 6.18 is generalizable to any situation in which recaptures
are available across occasions and is applicable to SECR methods in general, with
or without supplementary data on location.
For instance, the introduction of an availability parameter may help in modelling sit-
uations where animals are unavailable due to temporary migration outside the range
of detection. Ivan et al. (2013) for example considered the issue of partially overlap-
ping animal ranges across a geographically open study site and used telemetry data
to estimate the proportion of time animals spent in the study site. In the absence
of telemetry data however, this problem could be addressed using an availability
parameter, subject to recapture data being available in discrete multi-occasion form
and provided that temporal recaptures are identifiable.
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6.4.2 Animal movement
The simulation study in Section 6.3 demonstrated that the detection function inter-
cept and the availability parameter can be estimated simultaneously. The ability to
estimate the intercept is likely to be particularly useful for multi-occasion surveys of
animals that are likely to move between occasions, even if detection at zero distance
is certain. For a multi-occasion SECR model allowing temporal recaptures, animal
location needs to be defined in terms of activity centres rather than fixed physi-
cal locations. This distinction is important in the context of gibbon surveys since
groups are likely to move within their home ranges between sampling occasions. For
a multi-occasion survey the detection function therefore represents a combination
of the detection and movement processes. In this case, θ0 can be thought of as the
detection probability of a calling group whose activity centre is at zero distance from
the listening post, and is unlikely to equal 1.
Movement processes may also necessitate a re-interpretation of the availability pa-
rameter in the context of gibbon surveys, in terms of a combination of daily calling
probability and the probability of a detected group being within the range of detec-
tion on a given occasion during the survey.
6.4.3 Extensions
The assumption of constant calling probability used in Equation 6.18 is unlikely to
hold in practice. Future analyses of acoustic gibbon survey data are therefore likely
to benefit from the inclusion of covariates, such as season and weather conditions,
to model the availability parameter. More realistic simulation studies should also
be performed to investigate the effect of movement between sampling occasions on
estimator precision. For example, physical locations for each occasion could be
drawn from bivariate normal distributions with mean locations equal to the groups’
home range centres.
The assumption that availability is independent between occasions may also be
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unrealistic. This could potentially be remedied by including a model for correlated
availability process, such as a Markov or hidden Markov model where availability
on occasion s could be allowed to depend on availability on occasion s − 1. Other
potential alternative approaches include the use of generalised estimating equations
to model the correlation (e.g. see Akanda and Alpizar-Jara, 2014).
Future modifications might also consider the implications for longer term studies.
Gibbon surveys are typically carried out over 1-4 consecutive days at each detector
array, during which time it is reasonable to assume that groups are demographically
stable (i.e. there are no ‘births’ or ‘deaths’). However, this assumption is likely
to be less appropriate in cases where the unit of sampling is individual animals
and when data are collected from each array over a longer time span. In such
cases the availability parameter will need to be interpreted with care, since it will
be influenced by processes such as the permanent immigration and emigration of
individuals. Previous studies that have addressed this issue in an SECR context
include Gardner et al. (2010) who extended a Jolly-Seber-type model (Jolly, 1965;
Seber, 1965) to estimate survival and recruitment parameters. Robust capture-
recapture designs (Pollock, 1982; Kendall et al., 1995) can also account for temporary
emigration, although they do not utlise spatial information and therefore can only
provide estimates of abundance.
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Chapter 7
Estimating parameters using
conditional SECR with multiple
covariates
7.1 Introduction
The SECR models in Chapters 5 and 6 assumed a uniform density for animal lo-
cations. Whilst the true underlying density gradients are unlikely to be uniform in
reality, this assumption may be adequate if average density is the quantity of inter-
est. This may be sufficient for designs using large numbers of small detector arrays
(such as those used in gibbon surveys), provided that the arrays are positioned in
such a way that differences in local density can be expected to average out (Borchers
and Efford, 2008). However, this assumption is likely to be inappropriate in many
situations. For instance, some designs may use a single detector array that covers
a relatively large geographical area and which may span gradients in environmental
conditions that could influence local density. In such cases, interest is likely to lie
in making inferences on animal distribution, rather than average density. For exam-
ple, conservation managers and environmental regulators may require information
on distributional patterns in both space and time in order to assess the impact of
localised disturbances. Scientific interest may also lie in determining potential dif-
ferential responses of different sub-populations, such as sex or age classes (e.g. in
terms of their home range sizes or movement characteristics).
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More generally, it is often desirable to relate the values of particular model compo-
nents to linear combinations of available covariates. Examples of this in the context
of SECR could include estimating detection function parameters separately for dif-
ferent detectors (e.g. human observers with differing levels of expertise) or allowing
the availability parameter introduced in Chapter 6 to depend on spatial (e.g. habi-
tat) or temporal (e.g. seasonal) effects. Using available covariates to model the
detection function may be particularly important, since unmodelled heterogeneity
in detectability can lead to biased capture-recapture estimators (Borchers et al.,
2002)1. Modelling the detection function may also be of interest in situations where
there is animal movement during the detection process, since it will then repre-
sent the combination of two separate processes: (i) animal movement, and (ii) the
detection properties of the detectors (e.g. Royle and Young, 2008).
Borchers and Efford (2008) discussed general options for the inclusion of observed
covariates in SECR models from a theoretical perspective. They noted that compli-
cations can arise from the fact that the full distribution of the covariates must be
specified in order to use a full likelihood approach. Consider the following expres-
sion for λ(φ,θ), the intensity of a Poisson point process model for the locations of
detected animals, which is a modification of Equation 2.27 where both density and
detection probability now depend on the covariate z,
λ(φ,θ) =
∫ ∫
D(x, z;φ) p.(x, z;θ) dz dx. (7.1)
For some covariates the evaluation of Equation 7.1 is relatively straightforward.
The distribution of spatially-referenced covariates, such as habitat or bathymetry
for example, are often known in advance; appropriate values can then be associated
with each point on the integration grid for fitting purposes. Animal level covariates
however, such as age or body size, are only observed for the detected animals and
their distributions in the population would therefore need to be either estimated
1 In the absence of available covariates this problem could be dealt with via the use of random
effects (Oedekoven, 2013).
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or assumed in advance. One option for circumventing these problems is to use the
conditional likelihood described in Section 2.4.8, which does not depend on λ(φ,θ).
Borchers and Efford (2008) also presented the results of an analysis of data collected
from an array of bird mist-nets over multiple years, where data from each year
consisted of an independent multi-occasion survey. They considered models which
allowed density to change across year (i.e. between, but not within surveys), but not
space. Since the birds were ringed, recapture data between years was available, but
each annual sample was considered as a separate closed population. Any information
contained in temporal recaptures was therefore ignored (but complications such as
the estimation of survival probabilities were avoided).
Although the density surface sub-model, D(x,φ), allows inhomogeneous density
surfaces to be modelled in principle, few previous studies have applied non-uniform
spatial models to real data. The main facility for fitting non-homogeneous density
surfaces to SECR data is the R package secr (Efford, 2013) which allows users to use
mask-level (i.e. spatial), session-level2, detector-level and individual-level covariates
in sub-models for density and also the detection function parameters3. Occasion-
level covariates can also be used for the detection function parameters, but not for
the density surface. Drewry et al. (2013) used the secr package to model black bear
density as a function of habitat covariates using data from DNA traps. They also
considered behavioural response and year as covariates for half-normal detection
function parameters. Efford and Fewster (2013) also used this package to analyse
data on skinks from a pitfall trap study. They considered density surface models
using a habitat covariate and a quadratic trend in the gradient.
Alternative software for producing density surface maps from SECR data is available
in the R package SPACECAP (Gopalaswamy et al., 2012a), which uses the Bayesian
2 This package uses ‘session’ to mean an independent sample. Any animals detected on multiple
sessions are given unique IDs for each session, and consequently any information contained in
recaptures between sessions is discarded.
3 If individual-level covariates are specified then the conditional SECR likelihood is used.
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formulation of SECR based on a data augmentation technique (Royle and Young,
2008). Maps are derived by dividing the survey region into discrete grid cells and
taking the average number of locations within each cell during each MCMC iteration.
For example, Gopalaswamy et al. (2012b) used this method to produce a density
surface map of tiger home range centres from camera trap data, despite only using
a single density parameter in the model (which represented average density).
This chapter presents a general approach for incorporating covariates using a condi-
tional SECR model. The main aspects which distinguish this approach from previous
work are: (i) density is allowed to change over time within a single multi-occasion
session, in contrast to the limitations of currently available software; and (ii) covari-
ates are used to model the availability parameter introduced in Chapter 6. Section
7.2 firsts describes the likelihood in general terms and then presents a reformula-
tion for use with SECR data where capture histories for the entire population are
observed (referred to here as complete capture histories). Section 7.3 outlines the
results of a simulation study designed to evaluate the properties of the complete
capture history likelihood, and Section 7.4 presents an analysis of data collected on
a population of radio-tagged skates.
7.2 Likelihood
We begin with a trivial re-formulation of the conditional form of the marginal SECR
likelihood given in Equation 2.42,
L(β | Ω) =
n∏
i=1
∫
R2
f(xi | ωi.. = 1;β) P (ωi | ωi.. = 1,xi;β) dxi, (7.2)
where β is a vector of all model parameters (i.e. all parameters governing the density
surface, detection function parameters and availability of animals for detection). In
order to allow density to change over time the locations of detected animals must
be allowed to change between occasions. Therefore xi is now interpreted as a vector
118
of S independent locations,
xi = xi1, ...,xiS, (7.3)
where xis is the location of animal i on occasion s and S is the number of sampling
occasions.
7.2.1 Animal location
A general form for f(xi | ωi.. = 1;β) can be expressed as a joint pdf of locations
across the S occasions,
fX(xi) = fX(xi1, ...,xiS)
= fX(xi1)fX(xi2 | xi1)fX(xi3 | xi1,xi2, . . . ) . . . , (7.4)
where β and ωi.. = 1 are omitted for brevity. The usual assumption for multi-
occasion SECR data is that the locations are constant across occasions, in which
case all the conditional pdfs on the RHS of equation 7.4 will be equal to 1. However,
if locations can change across occasions then, assuming independence of locations
between occasions4, Equation 7.4 can be written as a product of marginal pdfs,
fX(xi | ωi.. = 1;β) =
S∏
s=1
fX(xis | ωi.. = 1;β), (7.5)
where,
fX(xis | ωi.. = 1;β) = Ds(xis;β) p.(xis;β)∫
R2
Ds(xis;β) p.(xis;β) dxis
, (7.6)
is similar to Equation 2.29.
4 An exploration into the consequences of violation of this crucial assumption is outside the scope
of this thesis. However, further research should include a simulation study to test the robustness
of estimation to failure of this assumption.
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7.2.2 Capture history given location
A generalised form for P (ωi | ωi.. = 1,xi;β) is obtained via a minor modification of
Equation 2.32,
P (ωi | ωi.. = 1,xi;β) =
∏S
s=1 P (ωis | xis;β)
p.(xi;β)
. (7.7)
7.2.3 Marginal likelihood
Given Equations 7.5 and 7.7, the marginal likelihood in Equation 7.2 can be re-
expressed as,
L(β | Ω) =
n∏
i=1
∫
R2
[
S∏
s=1
Ds(xis;β) p.(xis;β)∫
R2
Ds(xis;β) p.(xis;β) dxis
∏S
s=1 P (ωis | xis;β)
p.(xi;β)
]
dxi.
(7.8)
Equation 7.8 is not a generalisation of the conditional form of the standard SECR
likelihood. Even if Ds(xis;β) is equal for all s this likelihood does not simplify to
the standard form since the model still allows each animal to occupy S independent
locations (whereas the standard approach assumes a single location).
7.2.4 Parameter sub-models
Four separate components of the likelihood are modelled using functions of linear
combinations of covariates: g(0) the intercept of the detection function, σ the scale
parameter for the detection function, ρ the probability of an animal being available
for detection; and D the density of animal locations,
g(0)is = logit
−1
(
z
(g0)
is β
(g0)
)
, (7.9)
σis = exp
(
z
(σ)
is β
(σ)
)
, (7.10)
ρis = logit
−1
(
z
(ρ)
is β
(ρ)
)
, (7.11)
Dism = exp
(
z
(D)
ismβ
(D)
)
, (7.12)
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where z
(q)
ism is a design matrix for model component q for animal i on occasions s and
(for spatially referenced variables) mask pointm, and where β(q) is the corresponding
vector of parameters5.
As an example, consider a model for g(0) using the individual-level covariates sex
and size, but which does not depend on occasion (i.e. constant for all s, all else
being equal). Suppose animal i is male and has a body size of 1.5 m; then if
β̂ = {0.5, 0.8, 0.2} the fitted value of g(0) for animal i on occasion s is,
ĝ(0)is = logit
−1

( sexFi sexMi sizei
0 1 1.5
)
×

sexF 0.5
sexM 0.8
size 0.2


≈ 0.75. (7.13)
In the interest of readability, dependence on z will not be stated explicitly in formulas
from here on, but will be assumed implicitly.
Constraint on density model
Care needs to be taken regarding the parametrisation of the model for D, since
normalisation in Equation 7.6 introduces a constraint (i.e. since fX(xis | ωi.. = 1;β)
is a pdf and must therefore integrate to unity). In this case an intercept is redundant
when using a log link. To illustrate this point, note that β0 cancels out in the
following example,
exp(β0 + β1z1) p.(xis;β)∫
R2
exp(β0 + β1z1) p.(xis;β) dxis
=
exp(β1z1) p.(xis;β)∫
R2
exp(β1z1) p.(xis;β) dxis
. (7.14)
It is therefore not possible to estimate main effects for any covariates which do not
vary spatially since they cancel out during normalisation. However, interactions
5 Alternative link functions to the ones used here are possible, such as the probit (instead of the
logit) or the square root (instead of the log).
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between spatial covariates and non-spatial covariates can be used6.
7.2.5 Complete capture histories
In the case where the complete capture histories for the entire population are ob-
served (i.e. including any instances where ωi = 0) the likelihood in Equation 7.2
becomes,
L(β | Ω) =
n∏
i=1
∫
R2
f(xi;β) P (ωi | xi;β) dxi, (7.15)
where, unlike Equation 7.2, the terms in the integrand are not conditional on ωi.. = 1.
In this case the pdf of locations is,
fX(xi;β) =
S∏
s=1
Ds(xis;β)∫
R2
Ds(xis;β) dxis
=
S∏
s=1
pi(xis;β), (7.16)
where pi(xis;β) is the density surface for animal i on occasion s expressed as a pdf
and evaluated at location xis, and the model for the capture histories is,
P (ωi | xi;β) =
S∏
s=1
P (ωis | xis;β). (7.17)
The likelihood can therefore be expressed as,
L(β | Ω) =
n∏
i=1
S∏
s=1
∫
R2
pi(xis;β) P (ωis | xis;β) dxis. (7.18)
Note that the order of the product and integration signs are different to the case
when locations are fixed across occasions (e.g. see Equation 2.42); specifically the
pdf of xi now depends on s and is no longer outside the product
∏S
s=1.
6 Note that it is possible to estimate main effects in the density sub-model for likelihoods which do
not condition on n, since they will not cancel out in P (n;λ(φ,θ)).
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Similarly the approximate likelihood is,
L(β | Ω) ≈
n∏
i=1
S∏
s=1
a
M∑
i=1
[pi∗(xm;β) P (ωis | xm;β)] , (7.19)
where summation is over a grid of M points with each grid cell having area a and
where,
pi∗(xm;β) =
Ds(xm;β)
a
∑M
m=1Ds(xm;β)
≈ pi(xm;β). (7.20)
By cancelling out a the approximate likelihood can be expressed as,
L(β | Ω) ≈
n∏
i=1
S∏
s=1
M∑
i=1
[
Ds(xm;β)∑M
m=1Ds(xm;β)
P (ωis | xm;β)
]
, (7.21)
and the corresponding approximate log likelihood can be expressed as,
`(β | Ω) ≈
n∑
i=1
S∑
s=1
log
(
M∑
i=1
[
Ds(xm;β)∑M
m=1Ds(xm;β)
P (ωis | xm;β)
])
. (7.22)
Full details of this form of the likelihood requires an expanded expression for P (ωis |
xm;β), taking account of stochastic availability of animals in each occasion (see
Section 6.2.5),
P (ωis | xis;β, ρis) = (1− ρis)(1− ωis.) + ρis
K∏
k=1
Bern(ωiks, pks(xi | αis = 1;β)),
(7.23)
where, ρis is the probability that animal i is available for detection on occasion s
and αis is a binary indicator taking the value 1 if animal i was available for detection
on occasion s and 0 otherwise7.
7 Modelling the ωiks as independent Bernoulli random variables implies the use of proximity de-
tectors.
123
7.3 Simulation study
A simulation study was conducted to investigate the properties of the maximum
likelihood estimates obtained from the likelihood in Equation 7.22.
7.3.1 Data generation
A total of 500 data sets were simulated using the following parameter sub-models,
g(0)is = logit
−1
(
β
(g0)
1 sexMi + β
(g0)
2 sexFi
)
, (7.24)
σis = exp
(
β
(σ)
1 sexMi + β
(σ)
2 sexFi
)
, (7.25)
ρis = logit
−1
(
β
(ρ)
1 sexMi + β
(ρ)
2 sexFi
)
, (7.26)
Dis = exp
(
β
(D)
1 zm + β
(D)
2 zmweeks + β
(D)
3 zmweekssexFi
)
, (7.27)
where,
sexFi = a binary indicator which takes 1 if animal i is female (and zero otherwise)
sexMi = a binary indicator which takes 1 if animal i is male (and zero otherwise)
weeks = sampling occasion (centred)
zm = distance of mask point m along a SE-NW axis through the sampling region
The z variable was defined in this way to mimic the covariate used in the analysis
of skate data in Section 7.4.
Figure 7.1 provides a graphical illustration of the parameter values used in sub-
models 7.24, 7.25 and 7.26, and Figure 7.2 illustrates the density surface model in
Equation 7.27. Figure 7.2 also shows the survey region and the locations of nine
proximity detectors used for the simulation.
Each data set was generated via the following steps:
1. Generate locations within the survey region for a population of 100 individuals
(N = 100), comprising 50 males and 50 females, for each of 10 occasions
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Figure 7.1: Parameter sub-models used in the simulation shown relative to animal body length
(solid lines show the models for males, dotted lines the models for females).
(S = 10) using the model in Equation 7.27 (using rejection sampling).
2. Simulate capture histories using a half normal detection function, constructed
from the parameter sub-models in Equations 7.24 and 7.25, and where avail-
ability for detection determined by the model in Equation 7.26.
3. Set each detector to ‘on’ or ‘off’ by drawing a random binary indicator from a
Bernoulli distribution with p = 0.75. For each instance where the detector is
off, set the corresponding capture histories to zero. Do this independently for
each occasion8.
7.3.2 Fitting procedure
All models were fitted in R (R Core Team, 2013). A function to evaluate the numer-
ical approximation of the log of the marginal SECR likelihood was optimized using
the nlm function to obtain maximum likelihood parameter estimates..
In order to deal with detectors that were ‘switched off’, the binary indicator vari-
able was used as a multiplier for the detection probability for each detector-occasion
combination. Hence, for detectors that were ‘on’ the corresponding detection prob-
abilities were unchanged, but for those which were ‘off’ the detection probabilities
8 This step was designed to simulate non-constant detector usage – as encountered in the skate
data in Section 7.4.
125
Figure 7.2: Density surface sub-model used in the simulation. Males show a tendency to migrate
from SW to NE during the survey period and females exhibit the reverse trend (black squares show
detector locations).
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were set to zero.
An R package was developed by the author to facilitate the fitting process; an ex-
ample fit using this package to an example set of simulated data is shown below (in
which estimates are given on the link scale).
> require(skatesSECR)
> model = list(g0 = list(form = ~ -1 + sex, pars = c(1.4, 1.4)),
sigma = list(form = ~ -1 + sex, pars = c(1.6, 1.6)),
rho = list(form = ~ -1 + sex, pars = c(1.4, 1.4)),
density = list(form = ~ z + z:week + z:week:sex,
pars = rep(0,4)))
> data = simulate.skates.data(N = 100, S = 10, model)
> fit = fit.skates.secr(data, model)
> fit
--------------------------------------------------
Skates SECR Analysis Results
--------------------------------------------------
abundance = 100
occasions = 10
detectors = 9
sample size = 100
ones = 2111 (23.5 %)
zeros = 6889 (76.5 %)
mask points = 992
mask spacing (km) = 0.5
mask buffer (km) = 3
mask area (km2) = 248
Parameters:
lower95 estimate upper95
g0_sexM 0.8877 1.2728 1.6579
g0_sexF 1.1034 1.4635 1.8237
sigma_sexM 1.5599 1.6242 1.6885
sigma_sexF 1.5320 1.5827 1.6335
rho_sexM 0.9079 1.1434 1.3789
rho_sexF 1.2274 1.4607 1.6939
density_z -0.0215 -0.0014 0.0188
density_z:week -0.0122 -0.0014 0.0094
density_z:week:sexF -0.0199 -0.0057 0.0084
AIC = 9015.785
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Time taken: 15.7 mins
Fitting method: nlm
7.3.3 Results
Figure 7.3 summarises the results of the simulation study. Sampling distributions
for all estimated parameters indicate little or no bias.
7.4 Analysis of radio-tagged skate data
7.4.1 Data
The likelihood presented in Section 7.2.5 was used to analyse a set of recapture data
from a sample of 20 common skate (Dipturus batis)9. The sample was composed of
11 males and 9 females. Body lengths for males ranged from 1.14m to 2.22m (with an
average of 1.88m) and body lengths for females ranged from 1.10m to 1.93m (with
an average of 1.56m). Individuals were tagged using acoustic transmitters10 and
recapture data were collected from an array of four bottom-mounted hydrophone
receivers11 located in a coastal region of Western Scotland south of Loch Craignish.
The survey region is shown in Figure 7.4.
The detectors were active for 34 weeks between October 2011 and June 2012 and
collected readings every approximately every 5 minutes, hence the raw data were
effectively continuous in nature. Since the likelihood in Section 7.2.5 only applies
to recapture data collected in discrete time, the data were collapsed into discrete
sampling occasions, with the length of each occasion being chosen as one week (giving
a total of 34 occasions). The length of time used to define an occasion was chosen
to be: (i) long enough to ensure independence of recapture data between occasions,
9 Data were provided by Cecilia Pinto from the University of Aberdeen.
10 Tags were 13mm by 25 mm in size and were supplied by Thelma Biotel AS, Norway.
11 Model VR2W 69 kHz, supplied by Vemco-Amirix Systems, Canada
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Figure 7.3: Results of the simulation study to test the conditional SECR likelihood for complete
capture histories. Solid vertical lines indicate true parameter values and dotted vertical lines show
95% confidence intervals. Estimates for g(0), σ and ρ parameters have been transformed using the
corresponding inverse link functions; given the choice of design matrices the estimates are therefore
directly interpretable on the scale of the parameter values shown in Figure 7.1.
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Figure 7.4: Location of the four bottom-mounted hydrophones used to collect the skate data and
the boundary of the survey region. (Axis units are in decimal degrees.)
and (ii) short enough so as not to unnecessarily degrade the information contained
in the data. Furthermore, since the likelihood used here applies to binary recapture
data, the capture histories were converted to this form, rather than using frequency
data – i.e. if an individual was detected at least once at a given detector during a
given week then the corresponding discretised capture history would be recorded as
a one (and zero otherwise).
All 20 individuals in the tagged population were detected at least once during the
34 sampling occasions. However, since it would have been possible to observe any
‘all zero’ capture histories in this case (had they been present) the likelihood for
complete capture history data is appropriate.
7.4.2 Candidate models
Candidate models were constructed using all possible combinations of the following
parameter sub-models,
Candidate sub-models for g(0), σ and ρ:
1 : Intercept
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2 : Intercept + sex
3 : Intercept + length
4 : Intercept + week
5 : Intercept + sex + length
6 : Intercept + sex + week
7 : Intercept + length + week
8 : Intercept + sex + length + week
Candidate sub-models for D:
1 : (no parameters – i.e. uniform)
2 : z
3 : z + z:sex
4 : z + z:length
6 : z + z:week
5 : z + z:sex + z:length
7 : z + z:sex + z:week
8 : z + z:length + z:week
9 : z + z:sex + z:length + z:week
where,
sex = a factor variable with levels M and F
length = body length in metres (centred)
week = sampling week (centred)
z = distance in km along a SE-NW axis parallel to the angle of the loch
This gave a total of 8× 8× 8× 9 = 4608 candidate models, all of which were fitted
using the procedure described in Section 7.3.2. Note that the null density model
implies a constant density surface.
Model assumptions
All candidate models entailed the following assumptions:
1. None of the animals permanently emigrated from the survey area during the
survey period
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2. The location of activity centres (i.e. the unobserved locations) were are inde-
pendent between occasions
3. The availability of animals for detection was independent between occasions
Interpretation of parameters
The detectors in this case are believed to have a detection radius of approximately
0.5–1.5 km, with detection being near certain within this radius and close to zero
beyond. The fitted detection function can therefore be interpreted as giving the
probability that an animal with activity centre x will move within the detection
radius during a given sampling occasion (i.e. during a given week). The detection
function intercept, g(0), therefore gives this probability for an animal whose activity
centre is zero distance from the detector. The model used for the detection function
will also entail certain assumptions about the shape of animal home ranges – e.g.
for the detectors used here, a half-normal detection function implies a bivariate
normal probability distribution for the locations of an animal about its home range
centre (truncated at the survey region boundaries). The value of the detection
function parameters will also depend on: (i) how fast an animal moves within its
activity range, relative to the length of a sampling occasion; and (ii) the size of an
animal’s activity range. Large values for g(0) and σ could therefore indicate high
levels of mobility and/or large activity ranges. If constant movement is assumed,
then negative covariance would be expected between σ and g(0) across individuals
(Efford and Mowat, 2014).
The interpretation of the availability parameter in this case is the probability that a
given animal on a given occasion will not have temporarily migrated out of the study
area into the open sea (perhaps for feeding) where their probability of detection will
be zero (C. Pinto pers. comm.).
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Inactive detectors
An additional consideration for this data set was the fact that the two southernmost
detectors were inactive from week 18 onwards12. This resulted in detection proba-
bilities being zero for these detectors during the latter half of the survey. In order
to deal with this in the likelihood a binary indicator variable was used to represent
whether or not each detector ‘on’ or ‘off’ and used as a multiplier for detection
probability in the likelihood (see Section 7.3.2).
7.4.3 Results
Table 7.1 shows a summary of the three of the candidate models which had ∆AIC
values less than 2, where the AIC weights are defined as (Burnham and Anderson,
2002),
AIC weightj =
exp(−0.5 ∗∆AICj)∑
j exp(−0.5 ∗∆AICj)
(7.28)
Table 7.1: Summary of the best three models from the skates analysis.
Model 1 Model 2 Model 3
g(0) sex, week length, week sex, length, week
σ length, week sex, length, week sex, length, week
ρ sex, length, week sex, length, week sex, length, week
D z, z:sex, z:length z, z:sex, z:length z, z:sex, z:length
∆AIC 0.377 1.813 0
AIC weight 0.271 0.132 0.328
No. params. 13 14 15
There appears to be agreement between these models in terms of the sub-models for
the availability parameter (ρ) and density. Each model also retains week in the sub-
model for g(0) and both length and week in the sub-model for σ. However, there
12 One hydrophone could not be redeployed due to technical reasons and the second was lost in bad
weather
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appears to be uncertainty over whether sex should be retained in the sub-models
for both detection function parameters. Since Model 1 had the fewest estimated
parameters this was chosen as the preferred model.
The fitted sub-models from the preferred model are illustrated in Figures 7.5 and
7.6, and parameter estimates and confidence intervals are shown in the R output
below.
--------------------------------------------------
Skates SECR Analysis Results
--------------------------------------------------
abundance = 20
occasions = 34
detectors = 4
sample size = 20
ones = 413 (15.2 %)
zeros = 2307 (84.8 %)
mask points = 884
mask spacing (km) = 0.5
mask buffer (km) = 3
mask area (km2) = 221
Parameters:
lower95 estimate upper95
g0_(Intercept) NaN 13.0298 NaN
g0_sexF NaN -2.5332 NaN
g0_week NaN 0.6354 NaN
sigma_(Intercept) 2.1035 2.2144 2.3252
sigma_length -0.2002 -0.0576 0.0850
sigma_week -0.0362 -0.0246 -0.0130
rho_(Intercept) -1.1418 -0.7528 -0.3639
rho_sexF 0.5926 1.0883 1.5841
rho_length 0.2754 0.8943 1.5132
rho_week -0.1149 -0.0772 -0.0396
density_z 18.3302 18.3302 18.3302
density_z:sexF -13.5972 -13.2598 -12.9225
density_z:length -39.3496 -39.3496 -39.3496
AIC = 1542.448
Time taken: 13.5 mins
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Fitting method: nlm
These results suggest the following conclusions (note that these relate to the 20
sampled individuals only, since they were treated as a known population):
Movement / range size
At the beginning of the survey period the shape of the detection function appears to
be relatively wide with a lower intercept (particularly for females), but by the end of
the survey period it appears to be narrower with an intercept very close to 1. This
negative correlation between σ and g(0) would be expected if movement is relatively
constant (Efford and Mowat, 2014) and could therefore be explained by the size
of activity ranges decreasing over time. This would increase the probability of an
animal entering the detection zone of those detectors close to its activity centre, but
reduce the probability for detectors that are farther away. The detection function
scale parameter also appears to be smaller for females and individuals with larger
body sizes, suggesting that range sizes might be larger for smaller males. However,
this conclusion can only be tentative given the model uncertainty regarding the
detection function parameters.
Availability
The probability of being available for detection in a given sampling occasion appears
to be greater for females and larger individuals and to decrease over the survey
period. This suggests that the small-bodied males may have been most likely to
exhibit temporary emigration behaviour and that this behaviour may have been
more pronounced towards the latter part of the survey period.
Density
The distribution of activity centres appears to be predominantly skewed towards the
northern end of the loch, particularly for males. However, the angle of the gradient
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Figure 7.5: Parameter estimates as a function of body length from the preferred model. Solid
lines and filled circles represent males, dotted lines and open circles represent females.
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Figure 7.6: Fitted log density surface from the preferred model.
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is less steep for larger animals, with the distribution of large-bodied females actually
showing a skew towards the southern end of the loch.
7.5 Discussion
7.5.1 Simulation
The results of the simulation study suggest that parameter estimation using the like-
lihood presented in Section 7.2.5 is near unbiased, at least for the model and survey
design used. Future studies however may benefit from using a realistic combination
of animal movement model and detector properties. For instance, locations and
detections could be generated at a finer time scale prior to discretising the capture
history into fewer, longer sampling occasions (as for the case study analysis).
7.5.2 Skates case study
The conclusions from the analysis of the skates data in Section 7.4.3 only relates to
the 20 individuals, since they were treated as a known population. These conclusions
also need to be treated with caution for a number of reasons. Firstly, the spatial
coverage of detectors is very limited, due to there being only a small number of
unevenly distributed detectors which were not all operational for the duration of
the survey. The ability to draw meaningful conclusions regarding the shape of the
density and detection surfaces is therefore limited. Secondly, the parameter sub-
models used in this case may have been overly simplistic. For example, all sub-
models assumed linear (i.e. straight line) associations on the link scale, which may
have been too inflexible to adequately model the underlying relationships. The fitted
density model appears to be particularly unrealistic since it features severe spikes
on the raw scale at the edges of the survey region (for this reason Figure 7.6 uses
the log scale). In addition to data quality, issues such as computation time and the
number of candidate models also precluded the fitting of more complex models in
this analysis.
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7.5.3 Extensions and applications
Future analyses are likely to benefit from the use of more realistic models, provided
data can be collected with adequate spatial coverage. For example, generalised addi-
tive models could be used to model associations between continuous covariates and
parameter values on the link scale, and a wider range of plausible covariates could be
considered when constructing candidate models, (e.g. depth and distance from coast
for density surface models). However, increasing model complexity and the range of
potential candidate models will require issues such as computation time and model
selection to be addressed. Data collected over fine time scales is also likely to benefit
from the application of continuous time models. This would avoid information loss
and circumvent potentially unrealistic assumptions of the discrete approach such
as independence of locations between occasions (this assumption is critical to the
discrete approach outlined here, but may be unlikely to hold in practice).
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Chapter 8
Summary and Conclusions
8.1 Overall summary
The main aim of this thesis has been to develop new methods, or improve on existing
methods, for modelling longitudinal data. The interpretation of longitudinal data
has been deliberately broad, so as to encompass capture-recapture data in addition
to normally distributed responses, with the main focus being on linear mixed-effects
models and spatially explicit capture-recapture.
The proposed two-step curve clustering procedure in Chapter 3 was comparable in
performance to the method of Luan and Li (2003) whilst making fewer initial as-
sumptions in terms of model structure and complexity than previously published
methods. The results from the analysis of the gene expression data from Spellman
et al. (1998) were broadly consistent with previous clustering attempts and illus-
trated how the incorporation of functional principal components allowed a detailed
description of the aspects of profile shape that characterised the different clusters.
Chapter 4 showed that regression splines can be used to directly model smooth
variance and correlation functions, in the context of both general linear and mixed-
effects models, through the use of a flexible fitting procedure and ‘quasi’-link func-
tions. This approach has the potential to offer more parsimonious and interpretable
solutions than previous approaches and can also be used to model smooth correlation
functions with potentially negative values.
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An SECR model allowing the inclusion of estimated angles to detections was devel-
oped in Chapter 5 for application to single-occasion gibbon survey data in order to
estimate the density of calling groups. The analysis of the case study data yielded
plausible estimates of density and detection function parameters and the simulation
study demonstrated that estimators had very low bias. The simulation study also
suggested that the choice of design for the individual listening post arrays is likely to
have an impact on estimator precision, with arrays composed of linear arrangements
of detectors being preferred to non-linear arrays.
Chapter 6 built on the work of Chapter 5 by developing an SECR model for the
analysis of multi-occasion gibbon survey data. Stochastic availability for detection
between sampling occasions was modelled using partially observed binary random
effects (each representing whether or not a given group called on a given occasion),
which is a new development in SECR theory. The simulation study also demon-
strated that estimation of the availability parameter (i.e. the probability of being
available) was not confounded by simultaneous estimation of the detection function
intercept. In the context of gibbon surveys this has the potential to yield estimates
of group density rather than calling group density from a single data set, thereby
avoiding the need for separate estimates of calling probability.
Finally, Chapter 7 incorporated the availability component from Chapter 6 into a
generalised SECR likelihood that allows the values of individual model components
to be determined by functions of linear combinations of covariates. The main element
distinguishing this work from existing SECR theory is that it enables the density
of activity centres to be modelled as a function of occasion-level covariates (in this
case time) via a modification of the standard form of the likelihood.
8.2 Further work
Three main areas of potential future work arising from this thesis are described
below.
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8.2.1 Clustering dive profiles
The methodology presented in Chapter 3 has the potential to contribute to ecological
studies on the diving behaviour of air-breathing marine vertebrates based on high
resolution time-depth recordings from tagged individuals. Previous research in this
area has focused on a wide range of animal groups, including whales (e.g. Alves
et al., 2010; Laidre et al., 2002; Martin et al., 1998), seals (e.g. Baechler et al., 2002;
Gazo et al., 2006; Krafft et al., 2000), walruses (e.g. Jay et al., 2001), dugongs (e.g.
Chilvers et al., 2004), penguins (e.g. Lescroe¨l et al., 2005; Halsey et al., 2007), and
turtles (e.g. Seminoff et al., 2006). Scientific interest in such studies has tended
to lie, at least in part, in discriminating between different behavioural states (such
as feeding and travelling), on the basis of the observed shape of the recorded dive
profiles (e.g. distinguishing between U-shaped and V-shaped dives).
Classification in previous studies has largely been performed either by visual in-
spection alone (e.g. Seminoff et al., 2006; Martin et al., 1998), or via supervised
methods, whereby dive shapes in a small training set are manually identified and
the remaining profiles are classified using methods such as linear discriminant anal-
ysis (e.g. Baechler et al., 2002) or principal components analysis (e.g. Krafft et al.,
2000; Gazo et al., 2006) on the basis of dive-level variables, such as duration, bottom
time and average ascent rate. Few studies have attempted to apply an unsupervised
procedure, with perhaps one exception being Halsey et al. (2007) who used cut-
points of an index describing the shape of the bottom phases of dives as the basis
for classification, without relying on a training set or using dive-level variables (al-
though the cut-points were chosen subjectively after a visual inspection of the data).
The majority of previous studies have therefore chosen a classification scheme in-
volving some degree of subjective decision making, either in terms of the selection
of the dive-level variables or pre-conceptions regarding the number and/or shape of
possible dive types.
The clustering procedure presented in Chapter 3 could provide an objective, data-
driven alternative to previous dive profile classification methods, since it relies on
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the multivariate structure of the random effects to summarise differences in profile
shape and BIC to determine the preferred model, with relatively little decision mak-
ing required from the user. However, its application to dive profiles would be less
straightforward than for gene expression data in two main respects. Firstly, each
dive would need to be standardised in terms of the time axis in order to apply the
same B-spline basis across all dives. This would necessarily change the relative shape
of the dives, e.g. in terms of the gradient of the ascent and descent phases, which
could influence the outcome of clustering. One way to remedy this however could be
to use first derivatives as the response instead of raw depth data. Secondly, data sets
with high temporal resolution may be difficult to model due to fine scale patterns
in animal trajectories. As a result, it may be necessary to set un upper limit on the
number of B-spline basis functions in order to model the differences in the overall
shape of the dives using the random effects, and to model the fine-scale departures
from the subject-specific profiles using an autoregressive correlation process.
8.2.2 GEEs with spline-based covariance functions
A natural extension to the work of Chapter 4 would be to incorporate spline-based
correlation models within the context of a GEE. The GEE approach allows the use of
covariance matrices to model the dependence structure in data from any distribution
from the exponential family, and therefore presents an opportunity to extend the
methods developed in Chapter 4 for use with non-normal data.
Options for specifying the correlation structure are fairly limited in currently avail-
able fitting software for GEE models. For example, neither the GENMOD procedure
in SAS (SAS Institute Inc., 2013) or the R package geepack (Halekoh et al., 2006)
allow the use of continuous AR1 correlation models for data with unevenly spaced
observations. For certain data sets the use of spline-based models for the correlation
function could therefore lead to better approximations of the underlying dependence
processes and improved precision in estimators for the mean function parameters
than existing procedures.
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The GEE fitting algorithm, as shown in Appendix A.2, consists of a two-step pro-
cess that alternates between: (i) updating the correlation matrix parameters, given
current estimates for the mean function parameters, and (ii) updating the mean
function parameters, given current estimates for the parameters of the correlation
matrix. Equation A.1 could be solved by taking the square of the LHS and using the
nlm function in R to find the minimum. This would permit the use of the try func-
tion (as in Section 4.2.3) to ensure that the parameters of the correlation function
are constrained so that the resulting covariance matrix is invertible (for example,
this could be achieved by setting the value of the squared expression to some very
large number if the covariance matrix is not invertible).
In addition to spline-based correlation functions, this approach could be further
generalised by replacing the dispersion parameter and the mean-variance relationship
with a spline-based variance function (this could be a function of the mean and/or
any other continuous covariate). The parameters of the variance component could
then be estimated via an additional estimating equation (see Ye and Pan, 2006, for
an example of this approach).
8.2.3 SECR software for gibbon surveys
The methodologies presented in Chapters 5 and 6 have the potential to provide a
means of obtaining reliable density estimates for a variety of vocally territorial pri-
mate species in addition to gibbons. For example, previous population assessments
involving the mapping of estimated locations via triangulation of calls have been
previously for Dian’s tarsier Tarsius dianae (Merker et al., 2005), indri Indri indri
(Glessner and Britt, 2005), black howler monkey Alouatta pigra (Estrada et al.,
2004) and the Andean titi monkey Callicebus oenanthe (Aldrich et al., 2008).
However, in order to facilitate uptake among conservation practitioners, user-friendly
software for fitting these models will need to be developed (Ben Rawson, pers.
comm.). One solution to this would be to create a graphical user interface to allow
users to access the SECR fitting tools used in this thesis, enabling users to import
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data, specify models and visualise results, without requiring advanced programming
skills (for example using the tcltk package, which is part of the base distribution
in R).
In order to maximise the utility of future software, the methods presented in this
thesis could be extended in the following ways:
1. Including a sub-model for estimated distances. Auxiliary data of this type
is often also collected in acoustic gibbon surveys in addition to estimated
bearings to assist in the mapping of group locations and in the identification
of recaptures. If estimated with reasonable precision, its inclusion could help
improve the precision of density estimates (despite the consequent need to
estimate additional parameters). Models for both continuous and interval data
could be made available, e.g. using gamma and/or log-normal distribution.
2. Allowing the parameters for the detection function, availability, and the distri-
butions for estimated bearings and distances to depend on covariates. In the
context of gibbons the relevant covariates are likely to be listening post-level
(e.g. observer ID) and occasion-level (e.g. weather conditions). This exten-
sion could borrow aspects of the fitting procedure used in Chapter 7, although
since it is doubtful that group-level covariates will be observed for gibbons,
the conditional SECR likelihood (Section 2.4.8) is unlikely to be required.
3. Implementing a ‘multi-session’ approach in which data from each array is
treated independently, instead of collapsing data onto a single array and back
transforming the resulting density estimate (as in Section 5.3.4). The advan-
tage of this would be that differences in detector layout and usage between
the individual arrays could be accommodated and array-level covariates (e.g.
habitat or season) could also be incorporated into the various sub-models.
4. Implementing a design-based method to provide robust inference on density
for the wider survey area. This would require omitting the density parameter
from the SECR likelihood and instead using a Horvitz-Thompson-like estima-
tor (Borchers and Efford, 2008) based on the observed counts and estimated
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effective sampling area at each array. Variance estimates for density would
need to be calculated using the delta method, as for distance sampling (see
Buckland et al., 2001) or bootstrapping.
5. Implementing a model-based method to provide inference on density using a
density surface model. This would require the incorporation of spatial (i.e.
mask-level) covariates (e.g. latitude, longitude, elevation, habitat) in the den-
sity model and would enable likelihood-based estimates of variance. Contin-
uous spatial covariates could be included as simple linear terms, polynomials
or smooths (e.g. using B-splines or tensor-product regression splines).
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Appendix
A.1 Details of the fitting procedure for the
gibbons analysis
A.1.1 Starting values
The nlm optimization algorithm required the selection of starting values for all esti-
mated parameters. Starting values for the detection function were chosen to reflect
prior knowledge of the observation process gained in the field, such that the majority
of calling groups with radial distances in the range of 0-1 km would be detected and
that detection probability for calling groups at or beyond 3 km was virtually zero. A
plausible starting value for calling group density was thought to be 0.5 km−2. Since
the data from the 13 arrays were collapsed onto a single array, the starting value for
φ was set to 0.5 km−2× 13. The scale parameters for the bearing error distributions
were chosen such that the majority of values fell within within approximately ± 60
degrees from zero. Figure A.1 provides an illustration of the detection and bearing
error starting values and Table A.1 gives a list of starting values for all candidate
models.
Table A.1: Starting values for candidate model parameters. The density parameter φ∗ represents
the parameter φ scaled by the number of replicate arrays (i.e. φ∗ = φ/13). Density units are the
number of calling groups km−2 and the units of the detection function scale parameter θ1 are in
metres.
Detection function Bearings model φ∗ θ1 θ2 γ E[n]
Half normal von Mises 0.5 1000 - 10.0 78.9
Half normal wrapped Cauchy 0.5 1000 - 0.8 78.9
Hazard rate von Mises 0.5 875 3 10.0 78.4
Hazard rate wrapped Cauchy 0.5 875 3 0.8 78.4
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Figure A.1: Fitting procedure starting values for candidate submodels.
A.1.2 Mask
Numerical approximations to the integrations in Equation 5.7 were carried out by
summing over a grid of points, referred to as the ‘mask’. The mask is typically spec-
ified using two parameters: (i) the buffer distance around the edge of the detector
array, and (ii) the spacing between neighbouring grid points. Collapsing the data
from the 13 arrays onto a single array enabled the size of the mask to be considerably
reduced.
Since estimates and computation time may be sensitive to the choice of mask, the
performance of a selection of mask designs was assessed. Figure A.2 shows the
parameter estimates obtained from fitting the preferred candidate model using a
series of different mask sizes and resolutions. Parameters estimates and AIC values
appear to stabilise for spacings of 0.1 km or less and buffer sizes of 5 km and above
appear to be sufficiently large to avoid introducing bias (the noticeable bias when
using a buffer of 3km is due to underestimation of the effective sampling area). For
the final analyses a buffer distance of 6 km and a mask point spacing of 0.1 km,
which resulting in a grid of approximately 12500 points.
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Figure A.2: Results from fitting a model using the half normal detection function and the von
Mises bearings distribution to the case study data for a variety of integration grids.
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A.1.3 Candidate models
Table A.2 shows the full set of parameter estimates for the candidate models fitted
in the real data analysis.
Table A.2: Parameter estimates for candidate models. The density parameter φ∗ represents the
parameter φ scaled by the number of replicate arrays (i.e. φ∗ = φ/13). Density units are the
number of calling groups km−2 and the units of the detection function scale parameter, θ1, are in
meters.
Detection function Bearings model φ∗ θ1 θ2 γ ∆AIC
Half normal von Mises 0.3195 1247 - 72.09 0
Hazard rate von Mises 0.3235 1285 3.604 49.97 10.6
Half normal wrapped Cauchy 0.2848 1323 - 0.9462 15.7
Hazard rate wrapped Cauchy 0.2845 1336 3.439 0.9382 26.6
A.2 GEE fitting algorithm
The following is taken from Diggle et al. (2013).
1. Compute initial estimates β using a GLM (and therefore assuming indepen-
dence).
2. Compute estimates for α (given current estimates for β) by solving,
M∑
i=1
(
∂ηi
∂α
)T
H−1i (W i − ηi) = 0 (A.1)
3. Compute estimates for β (given current estimates for α) by solving,
M∑
i=1
(
∂µi
∂β
)T
Σ−1i (yi − µi) = 0 (A.2)
4. Repeat steps 2-3 until convergence
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where,
β: the parameters for the mean function
α: the parameters for the correlation matrix
Σi: the covariance matrix
W i: the set of all products of pairs of residuals and squared residuals
H i: a diagonal matrix with elements var(W i)
η: E[W i]
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