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ABSTRACT 
Let A denote an n x n matrix with all its elements real and non-negative, and let ri 
be the sum of the elements in the ith row of A, i = 1,. . . ,n. Let B = A - D( rl,. . . ,rJ, 
where D(r, , . . . ,rn) is the diagonal matrix with ri at the position (i, i). Then it is proved 
that A is irreducible if and only if rank B = n - 1 and the null space of B T contains a 
vector d whose entries are all non-null. 
1. INTRODUCTION 
Matrices whose entries are non-negative (positive) real numbers are called 
non-negative (positive). They arise naturally in many areas-for instance, the 
incidence matrices of statistical designs and finite projective planes, the 
incidence and adjacency matrices of graphs, the matrices of transition 
probabilities in Markov chains, matrices connected with network flows and 
other combinatorial problems. 
A square matrix M is said to be reducible if there exists a permutation 
matrix P such that 
where N and R are square matrices and 0 is a matrix with all its elements 
zero. If no such permutation matrix P exists, M is said to be irreducible. It is 
also called unreduced and indecomposable in the literature. 
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It is well known ([3], p. 20) that an n x n complex matrix M is irreducible 
if and only if its directed graph G(M) is strongly connected. 
Let A denote an n X n square matrix with all its entries uii real and 
non-negative. Let D(r) denote the diagonal matrix D(r,,r,, . . . ,T,,) with ri at 
position (i,i), where r,= i a+ i=l,2 ,..,, n. Let B denote the matrix 
i=l 
A -D(r). 
It is well known ([l], p. 75) that a square non-negative matrix A is 
irreducible if and only if its largest eigenvalue r is simple and the eigenvec- 
tors of A and A T corresponding to T are positive. 
Let A(h) = ]hI - A I= A” - p,A n- ’ - * . . - p, denote the characteristic po- 
lynomial of a square non-negative matrix A, and G(X) denote the adjoint of . 
the matrix hI - A. Then it is known ([l], p. 53) that if A is irreducible there 
exists a polynomial 
f(X)=Xn-l+(r-ppl)Xn-2+(?-p,r-p2)x”-3+ *. . 
+(T”-l-plln--2-. . . -p”_l), 
such that 
f(A) = G(r) =uzT 
is a positive matrix of rank one, r > 0 is the largest real eigenvalue of A and 
A T, and u and z are the positive eigenvectors of A and AT respectively, for 
the eigenvalue r. It is easy to see that the converse also holds. 
If A > 0 is irreducible and Aj, = rj,, =A ‘jn (that is, A is generalized 
doubly stochastic), it follows that 
f(A)=G(r)=j,jz=J. 
Here j, is an n X 1 column vector with unity at every position, and J is an 
n X n matrix with all its entries unity. On the other hand, if there exists a 
polynomial f(x) such that f(A) = J, it follows [2] that A is irreducible and 
Aj,=ATj,=rj,. 
In the special case where it is assumed that A is symmetric and all- its 
diagonal elements are zeros and its off-diagonal elements are zeros and ones, 
then A becomes the adjacency matrix of an unoriented graph G on n 
vertices without loops or multiple edges. Hoffman [2] has shown that there 
exists a polynomial P(x) such that P(A) = J if and only if the matrix A is 
irreducible and ri = r, = . . . = r,, (that is, the graph G is connected and 
regular). 
In the next section, we prove two theorems which give a new characteri- 
zation of a non-negative irreducible matrix and generalize Hoffman’s result. 
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2. MAIN RESULTS 
LEMMA 1. For a non-negative square matrix A, 0 is the largest real 
eigenvalue of B = A - D(r) and B T, and the eigenvectors of B and B T for the 
eigenvalue 0 are non-negative. 
Proof. We can choose X, > 0 such that M = B +&I is a non-negative 
matrix. 
Then it is well known ([l], p. 62), that M and MT will have a largest real 
non-negative eigenvalue r (say) and non-negative eigenvectors for the ei- 
genvalue r. Let z > 0, z # 0 be an eigenvector of MT for the eigenvalue r. 
Thus, 
But 
BTz=(MT-&,Z)z=(r--&,)z. 
Bj,=O.j,. 
Hence 
j:B Tz = 0 = (r - X,)jzz. 
Since jzz>O, it follows that 
r-&=0. 
Hence r = A, is the largest real eigenvalue of M and MT, 0 is the largest real 
eigenvalue of B and B T, and j, and z are respective non-negative eigenvec- 
tors of B and B T for the eigenvalue 0. n 
THEOREM 1. Zf the non-negative n x n matrix A is irreducible, the 
matrix B= A -D(r) must have rank n - 1, and the null space of BT must 
contain a vector d whose entries are all positive. 
Proof. Let j, be an n X 1 column vector with unity at every position. 
Then j, is in the null space of A - D(r) = B. Suppose that the rank of B is less 
than or equal to n - 2. Hence besides j, there will exist at least one more 
vector c such that Bc = 0 and cTjn = 0. Then we can find a positive number m 
such that mj, + c = 1 is non-negative with at least one entry 0. 
Without loss of generality, suppose that the first u elements of 1 are 
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positive and the remaining n - u elements are zeros. Hence, 
But then partitioning 
we have 
Al= 
which implies that 
A= 
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Hence 
A,, = 0. 
Thus A is reducible, which is a contradiction. Hence rank B = n - 1. 
Further, since A > 0 is irreducible, we can choose a ha > 0 such that 
M=A-D(r)+X,Z=B+h,Z 
is non-negative and irreducible. Then it follows from Lemma 1 that ha is the 
largest eigenvalue of M and MT, and 0 is the largest eigenvalue of B and BT. 
But MT is irreducible; hence its eigenvector d for the eigenvalue 0 is 
positive. But d is also an eigenvector of B ’ for its eigenvalue 0. n 
Since rank B ’ = n - 1, the null space of B T consists of all multiples of the 
positive vector d. 
We now prove the second theorem, which is the converse of the first 
theorem. 
THEOREM 2. A non-negative n X n matrix A is irreducible if rank B 
= n - 1 and a vector d with all its entries non-zero belongs to the null space 
of B T. 
Proof. From Lemma 1 we have that BT has a non-negative eigenvector z 
for its eigenvalue 0. Since rankB ’ = n - 1 by hypothesis, non-zero multiples 
of z are the only such eigenvectors. Hence d, whose entries are all non-null 
by hypothesis, must satisfy z= cd, where c is some non-zero scalar. Thus z 
must be strictly positive, or equivalently, all the entries of d, which are 
non-null, must have the same sign. 
Let q(r) be the minimal polynomial of the matrix B. Since rankB= n - 1, 
zero is a root of 4(x). Hence q(x) can be written in the form 
4(4=X+(~). (2.5) 
Since every matrix satisfies its minimal polynomial, 
$(B)=B+(B)=O. (2.6) 
Since the row sums of B are all zero, j, is an eigenvector of B for the 
eigenvalue 0. Since the rank of B is n - 1, multiples of j, are the only such 
eigenvectors. The matrices B and G(B) commute, so that $(B)B = 0. From 
108 
these observations we conclude that 
I. M. CHAKRAVARTI 
= Aj “dT, (2.7) 
where X is a non-zero scalar. But cdi (i = 1 , . , . ,n) are strictly positive, where c 
is a non-zero scalar; hence 9(B) is a matrix with all its entries non-zero and 
of the same sign. Note that g(B) = cj,dT is a positive matrix of rank one, 
where g(r) = (c/X)+(x). 
Now expanding the polynomial 4(B) = +(A - D(r)), we get 
c,D’l(r)Ail. ..oh(r)Ail=Ajj,dT, (2.8) 
u==o i,+"'+j,=k-u 
i,+...+i1=u 
where k is the degree of the polynomial G(X). 
Hence for a given position (i, i) there must be at least one matrix in the 
sum on the left-hand side with a non-zero element in the position (i, Z). 
Suppose that 
Dil(r)Ailgi2(r)Ai2. . . Dit(r)Ail (2.9) 
is such a matrix. Then it is clear that the element at the (i, j) position of the 
matrix 
obtained by replacing the diagonal matrices Ok(r) by I is also a non-zero 
element. 
So for every position (i,i) of the matrix +(B), we are able to find a matrix 
A ‘, t < k, that has a positive number at the position (i,Z). Hence the matrix A 
is irreducible. n 
Theorems 1 and 2 can be stated in an alternative but equivalent form. 
THEOREM 3. A non-negative square matrix A is irreducible if and only if 
there exists a polynomial g(x) such that g(B)= cj,dT, a positive matrix of 
rank one. 
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Proof. If A > 0 is irreducible, it follows from Theorem 1 that rankB 
= n - 1 and that there exists a positive eigenvector d of B ’ for the eigenva- 
lue 0. From (2.7) it follows that there exists a polynomial g(x) such that 
g(B) = cj,,dr. w 
The converse is easy to prove. 
COROLLARY 1. Suppose that the non-negative square matrix A has the 
property Aj,=r=ATj,. Such a mutrix A is irreducible if and only if 
rankB=n-1. 
Proof. Now B=A-D(r) and BT=AT-D(r). Hence Bi,=O=BTjn. 
Hence the result follows from Theorems 1 and 2. n 
If A is a symmetric non-negative matrix it follows that B = B T. Hence we 
have 
COROLLARY 2. A symmetric non-negative matrix A is irreducible if und 
only if rankB=n-1. 
COROLLARY 3. For a non-negative square matrix A there exists a po- 
lynomial f(x) such that f(A) = kl if and only if A is irreducible and 
Aj, = rj” = A ‘j,. 
Proof. Already proved in the Introduction. The first part also follows 
from Corollary 1 and Theorem 2. n 
Hoffman’s characterization thus holds for a larger class of non-negative 
matrices. 
Thanks are due to Paul Camion for stimulating discussions. 
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