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Classification tasks are an integral part of science, industry, medicine, and
business; being such a pervasive technique, its smallest improvement is valuable.
Artificial Neural Network (ANN) is one of the strongest techniques used in many
disciplines for classification. The ANN technique suffers from drawbacks such as
intransparency in spite of its high prediction power. In this dissertation, motivated by
learning styles in human brains, ANN’s shortcomings are assuaged and its learning
power is improved. Self-Organizing Map (SOM), an ANN variation which has strong
unsupervised power, and Feedforward ANN, traditionally used for classification tasks,
are hybridized to solidify their benefits and help remove their limitations. These benefits
are in two directions: enhancing ANN’s learning power, and improving decision-making.
First, the proposed method, named Self-Organizing Error-Driven (SOED) Artificial
Neural Network (ANN), shows significant improvements in comparison with usual
ANNs. We show SOED is a more accurate, more reliable, and more transparent
technique through experimentation with five famous benchmark datasets. Second, the
hybridization creates space for inclusion of decision-making goals at the level of ANN’s

learning. This gives the classifier the opportunity to handle the inconclusiveness of the
data smarter and in the direction of decision-making goals. Through three case studies,
naming 1) churn decision analytics, 2) breast cancer diagnosis, and 3) quality control
decision making through thermal monitoring of additive manufacturing processes, this
novel and cost-sensitive aspect of SOED has been explored and lead to significant
quantified improvement in decision-making.
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CHAPTER I
INTRODUCTION
1.1

Chapter Structure
This chapter introduces the research motivation, research significance and goals.

Much of the information included in this chapter are the same or similar to the material in
the document that proposed this research. The reason for this inclusion is that
understanding the motivation, significance and goals of the research will undoubtedly
help the understanding of various parts of this dissertation.
1.2

Research Motivation
The process of learning in the human brain entails both self-organizing and error-

driven learning. Learning in natural neural networks is the modification of synaptic
weights between neurons. Error-driven learning is the weight manipulation of neural
networks to cause more similarity between the expectation and outcome for better future
expectations. Self-organizing is the weight modification with the purpose of solidifying
the existing neuron activities to achieve longer time-scale statistics and generalizations
about the environment. Each area of the brain has a combination of both types of learning
based on the task they are in charge of. There is almost never one area of the brain that is
just self-organizing or error-driven (O'Reilly, Munakata, Frank, & Hazy, 2012).
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It is interesting to notice that in the world of data analysis, self-organizing
learning and error-driven learning have counterparts named, respectively, supervised and
unsupervised learning. Classification is an example of supervised learning, and clustering
is an unsupervised learning technique in the realm of data analysis. Different
classification techniques use a dataset which has a target attribute to reveal the existing
hidden patterns and construct a systematic way to predict the target attribute according to
the independent attributes. If classification and error-driven learning are compared, then,
in classification, prediction of a target column is the expectation, and the target value is
the outcome. Alternatively, clustering does not have the luxury of target values, which
reduces the technique to generalizations.
Motivated by biological self-organizing and error-driven learning processes and
the fact that the agglomeration of both has lead human brains to be better adjusted and
have better functionality, we are investigating the possibility of a more efficient data
analysis by neural networks entailing both self-organizing and error-driven learning
styles. Customarily, these two styles are exploited separately in various areas of the
artificial intelligence of ANN.
Classification tasks provide a challenging testbed for this research. The reason
behind this choice is that there is a very powerful classification technique that is
biologically motivated: Multi-Layered Perceptron (MLP) (also known as Feedforward
ANN). Second, ANN has a variation that is used for unsupervised learning tasks, mainly
clustering, named Self-Organizing Map (SOM). This research began with our interest in

2

knowing how the combination of both learning styles – Feedforward ANN and SOM –
can improve the classification performance of Neural Networks.
1.3

Research Significance
Classification challenges are ubiquitous in different disciplines and areas of

science, business, medicine and industry. To name just a few, we have looked at
healthcare and pharmaceuticals (Hunger & Mullighan, 2015; Xu, Xu, & Wunsch, 2009;
Belacel, 2000) artificial intelligence and pattern recognition (Nieddu & Patrizi, 2000;
Lee, Anaraki, Ahn, & An, 2015; Zehtaban, Elazhary, & Roller, 2016), and business,
marketing, finance, and management (Keramati et al., 2014; Lima & De Castro, 2014;
Baier & Decker, 2012). Understandably, the efforts to improve the performance of the
existing classification techniques such as semi-supervised classification method (Fouss,
Francoisse, Yen, Pirotte, & Saerens, 2012), imbalanced data classification (Datta & Das,
2015), or even introduce new methods such as Clustering-based ensembles (Krawczyk,
Woźniak, & Cyganek, 2014) and generalized classifier neural network (Ozyildirim &
Avci, 2013) are many. An improvement of even one percent accuracy in the prediction of
classes is a considerable achievement in the information age. Looking at all these efforts
to bring about the smallest possible improvement shows that the research on the
enhancement of classification tasks is still progressing at a fast pace.
Among other techniques, Artificial Neural Network (ANN) is considered to be
one of the most powerful predictors when it comes to regression or classification analysis
(N. Gupta, 2013). It is known by many as the paramount technique for different real
world classification challenges (Lisboa & Taktak, 2006; Arulampalam & Bouzerdoum,
3

2003; Melin, Amezcua, Valdez, & Castillo, 2014; Yusoff, Chrol-Cannon, & Jin, 2015).
Nevertheless, ANN has its drawbacks too. It is notorious to be an intransparent technique,
referred to as a “black box” in the literature (Guo, Li, & Kuo, 2006), when the purpose of
study is to gain insight about the existing patterns in datasets. On the other hand, we see
in many cases that ANN prediction power is important to achieve high hit rates (Keramati
et al., 2014; Manolopoulos & Iliadis, 2015). These are all pieces of evidence that show
the research in improving Artificial Neural Networks is important, and the improvements
in this state of the art are valuable.
From another perspective, although the research for finding new methods to
achieve higher accuracy is valuable, it should not be forgotten that data analysis can only
find the pattern existing in the data. If the pattern that leads to 100% prediction accuracy
is nonexistent in the dataset, a perfect prediction is impossible. In other words, the
prediction power can only be as good as the hidden pattern in the dataset used for
prediction. While it is arguable that the existing methods, SOED included, might not have
found all the hidden pattern in the accessible datasets, there is no way to prove or refute
this unless a better method comes to light. Nevertheless, this should not prevent
attempting to improve other aspects of classification prediction rather than pure
prediction accuracy. One of these directions is attempting to discover a method that
captures the individuality of each row of the data before arriving at a prediction decision.
The existing data analysis techniques only extract different patterns existing in datasets
and apply them to perform classification prediction for all of the rows of the data in the
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same manner. In reality, every row is different and has various level of importance when
the purpose is making a final decision.
Before making a classification decision about each and every row of data,
knowing more about each row of the dataset than just the fact that it is another row of the
dataset will make a difference in the decision making. This can become as tedious as
moving away from the automatic decision-making that is possible when exploiting
methods such as ANN, and moving toward single-case decision-making where the output
of more automated methods are given to an expert. Only then, they will be able to take
the uniqueness of each case along with the output of these methods and make a final
decision. As a matter of fact, there are cases that this slow process is justified, such as
when the life of a patient is at risk as a consequence of the decision. When a cardiologist
looks at the results of a patient’s different tests and history before recommending a course
of treatment or a surgery, this type of decision making is performed. In these cases, the
decision maker is concerned not with the higher classification accuracy, but with lower
misclassification costs.
Classification accuracy will come into the picture, when each and every row of
the data is recognized and valued as the same. The misclassification of one will not be
more or less important as misclassification of the other. On the other hand,
misclassification cost is of importance to the decision maker when the uniqueness of each
case is taken into consideration.
Consequently, another direction in the development of classification techniques
can be striving after lower misclassification cost instead of higher classification accuracy.
5

Not only does this statement acknowledge the existence of misclassifications in
classification prediction, it also supports the ideology that if uniqueness of each row of
the data and their costs of misclassifications were available, classification prediction can
be improved by minimization of misclassification costs regardless of churn prediction
accuracy. For instance, in the case of breast cancer diagnosis, positive misclassifications
are rarely as costly as negative misclassifications. The reason is that positive
misclassification may lead unnecessary further testing. On the other hand, a negative
misclassification might cost a human life. Having access to the misclassification costs
(false positive or false negative) in case of each row of the data can help a method
optimally use data analysis techniques prediction powers to minimize misclassification
costs based on the extracted patterns from the dataset.
The methodical realization of this idea, where the uniqueness of each row of the
data does not have to be studied by an expert of the relevant field of study, is challenging.
This research has moved toward taking the distinctiveness of each row of a dataset into
consideration for training a classification prediction system by the hybridization of a
supervised and an unsupervised learning style, where different cases of a dataset are
distinguished and differentiated without the purpose of classification.
1.4

Research Goals
The goals for this dissertation are two-fold. First, the two forces, error-driven and

self-organizing learning types of ANN, are combined to enhance a classification
technique. In other words, the synthesis of MLP and SOM is used to tackle classification
challenges. Both techniques have their own advantages and capabilities and the proposed
6

technique lines up the two in a way that each magnifies the other’s benefits. This effort
involves and exploits SOM’s generalization power from all the features of a dataset,
rather than just focusing on the target, to help Feedforward ANN’s classification. By
experimenting, we can show Self-Organizing Error-Driven (SOED) ANN is more
accurate and more reliable than Feedforward (MLP) ANN and enjoys more graphically
informative tools for gaining insights. This way, not only do we completely cope with the
“black-box” issue of ANNs in classification tasks, but we also enhance its capabilities in
regard to accuracy and reliability.
Secondly, the hybridization of a supervised and an unsupervised technique can
take the method beyond pure data analysis, which is only concerned with accuracy, and
include the improvement of decision making by seeking optimization of misclassification
costs. Unlike the first goal, which can be explored through benchmark dataset to show the
superiority of the proposed method over the current ANNs in terms of accuracy,
reliability and transparency, the realization of the second goal is only possible by
including real case study analysis. The implied differentiation is that improvement of
decision-making rather than classification accuracy needs more of subject matter
knowledge.
To realize this goal, three case studies have been performed in this dissertation:
customer churn decision analytics, breast cancer diagnosis and data-driven qualitycontrol decision making for additive manufacturing processes. Each case study will have
its own introduction, literature review and problem definition. The performance of the
proposed method to improve decision-making is gauged using some conventional
7

measures, such as accuracy, F-Score and our proposed measure that is misclassification
cost.
1.5

Dissertation Structure
Except for the introduction, this document has five more chapters. Chapter Ⅱ,

titled Background and Literature Review, introduces the techniques and literature review
that are relevant to the whole dissertation and all the case studies. Chapter Ⅲ is titled
Self-Organizing Error-Driven (SOED) Artificial Neural Networks (ANNs), which is the
general method proposed in this dissertation. Chapters Ⅳ, Ⅴ, and Ⅵ, are each dedicated to
a case study. In each of these chapters, a similar structure is maintained: introduction,
specific literature review, specific edits to SOED decision making framework,
experiments and results, discussion and chapter highlights. Three cases studies are churn
decision analytics, breast cancer diagnosis, and quality control decision-making through
thermal monitoring of additive manufacturing processes. Lastly, Chapter Ⅶ is dedicated
to concluding remarks and offering future research directions and plans.
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CHAPTER II
BACKGROUND AND LITERATURE REVIEW
2.1

Artificial Neural Networks
Artificial Neural Networks are mathematical techniques, motivated by how the

brain works, that address a wide range of tasks. In today’s research, ANNs are employed
for tasks such as pattern recognition, data mining, classification, forecasting, and process
modeling. ANNs are well-known for many positive features: fast learning ability, stable
generalizations, parallel processing and error endurance (Azadeh et al., 2013). These
advantages have made them extremely popular. Nevertheless, ANNs are notorious for
their intransparency after the training process. To contrast, in a classification task as
specified by (Keramati et al., 2014), decision trees and ANNs are two ends of the
transparency spectrum, with decision trees being very graphical and transparent and
ANNs being “black boxes.” Transparency alludes to the potential capability of classifiers
to display the data attributes importance in their training. For instance, after a decision
tree is trained, one can just look at the first branch of the tree and recognize the most
influentially distinguishing attribute. In contrast, owing to the nature of ANNs, drawing
such conclusions by looking at the weights between neurons in a trained network is
impossible.
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2.1.1

Feed-Forward ANN (Multi Layered Perceptron)
There are many variations to ANNs that fit the purpose of different tasks.

However, Multi-Layer Perceptron (MLP) is the one which is mostly used for
classifications. This variation simply maps an input layer (predicting attributes) to an
output layer (target attributes) using heavily connected hidden layer(s). Figure 2.1
illustrates an MLP network with one hidden layer. In a classification task, each neuron in
the input layer represents one of the predicting attributes in the dataset, whereas each
neuron in the output later represents the target attribute in the data. For instance, if a
binary classification task with five predicting attributes is being solved by ANN, the input
layer will have five neurons and the output layer only one. The hidden layer needs to
have more neurons and perhaps more levels as the complexity of the problem arises. A
very common practice is to use as few neurons and levels possible to accomplish a task.
There are two reasons. First, an unnecessarily complicated hidden layer component will
be computationally more expensive. Second, if the complexity and intricacy of the
neurons in hidden layers is not just right it might, will, in most cases, lead to overfitting
of the network when it is trained (Ripley, 2007).
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Figure 2.1

Feedforward ANN Sample

(Keramati et al., 2014)
The training process of a neural network contains seemingly complicated
mathematical formulas – the backpropagation process. However, the ideas behind these
formulas are very simple. The network will be presented with each and every data row in
the dataset. In fact every row might be presented more than once to the network on a
different epoch. On each epoch, the network will be exposed to all rows in the dataset.
Using the formulas, every time a neural network is presented with a row of data, the
weights between the neurons will change so as to move the output layer predicted value
closer to what the dataset has in the target column.
The origin of backpropagation may be traced back to Werbos’s PhD dissertation
(Werbos, 1988). The introduction of the method hugely benefitted the course of
computational intelligence (Ojha, Abraham, & Snášel, 2017). The core of
backpropagation process lies on the partial derivative of the error of the network based on
each neuron’s weight. If the derivative is positive, adding a small negative value, and if
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the derivative is negative, adding a small positive number, to the specific neuron’s
weight, will decrease the network’s error. The reason is that the opposite of the sign of
partial derivative shows the increase or decrease of the network’s error with respect to the
neurons’ weight. Since the process of changing the weights starts from the output layer,
moves toward the hidden layer and ends in the input layer, the method is called
backpropagation. The backward movement of weight changes is necessary, as the weight
change of neurons on the back has an impact on the possible change of the neurons on the
front (Abraham, 2005).
Equation below shows how each weight change is calculated based on the partial
derivative value and the neurons weight change in the previous epoch. Here, E, ωij, η, α,
and n are, respectively, the average of all the squared errors, the weight of jth neuron in
the ith layer, the learning rate, the momentum rate, and the epoch number.
𝛿𝐸

∆𝜔𝑖𝑗 (𝑛) = −𝜂∗ 𝛿𝜔 + 𝛼 ∗ ∆𝜔𝑖𝑗 (𝑛 − 1)
𝑖𝑗

(2.1)

If MLP is used for predicting more than one target column, the average of all the
squared errors will be used instead of having multiple backpropagations. The reason is
that different backpropagations for each variable could not train MLP network with one
direction. Additionally, Learning rate and momentum rates are behavioral parameters that
can influence the training behavior of MLP. Learning rate determines the speed of
network change in training, while the momentum rate decides how much the past weight
changes will influence on the direction that the weight change will have in the space.
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2.1.2

Self-Organizing Map (SOM)
The SOM (Self Organizing Map) Neural Network, commonly known as Kohonen

Neural Network System, is one variation of Artificial Neural Networks which works best
for unsupervised learning tasks. SOM’s strongest suit is its visual presentation of the
data. It maps the entering data to a map on which the cases of the data will reside. In
other words, SOM generally defines a mapping from the higher dimension of input data
space onto a common 2-D mapping array (Pratiwi, 2012). This map, in fact, is the output
layer of the neural network. This is shown in Figure 2.2. Figure 2.2 represents an SOM
network for a dataset with three attributes. The output layer after the network is trained is
the most important outcome of the network. On this layer, each case of data will only
activate one of neurons in this layer. There are connections between neurons in the output
layer of SOM’s network unlike most variations of ANNs. These connections could be
quadrilateral or hexagonal. The type is quadrilateral in the case of Figure 2.2 since there
are, at most, four connections for each neuron with its neighbors.
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Figure 2.2

Self-Organizing Map Neural Network sample

SOM’s training has outwardly involved formulas similar to the training of all
other Neural Networks variations, but the logic behind them is simple. SOM Network,
after the initialization and the assignment of random weights to the neural connections in
the network, is exposed to each row of data at least once, as many as the number of
epochs, for learning. Every time that a new row of the data is presented to the input layer
of the network, a neuron at the output layer will have a higher value than others
according to the weights of the connections that exists between the neurons. Based on
this outcome, the weights will be updated to solidify the case placement. The exposure of
the network to the cases in the dataset will stop when the change caused by the entering
cases of data is infinitesimal.
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Figure 2.3

SOM Flowchart

Figure 2.3 shows SOM’s flowchart. At the initialization of SOM, before a
network has been randomly constructed, five different concepts need to be determined:
SOM topology, neighborhood radius, ordering phase, distance measure, and stoppage
criteria. SOM topology may be altered by its dimension and its types. Any dimension of
choice can be used for different problems. For instance, in Figure 2.2, output layer of
SOM has 3×4 dimension. The type of topology can be quadrilateral or hexagonal.
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Additionally, neighborhood radius and ordering phase are connected concepts. Each time
that a new case will recognized its winning neuron, based on these two concepts, the
neuron might have different number of neighboring neurons. Right after the initialization,
only the neighborhood radius will determine the number of neighboring neurons. For
instance, if the neighborhood radius is 2, not only the neighbors of the winning neurons
will be in the neighborhood radius but also the neighbors of the immediate neurons will
be considered as “neighbors” and their weights will be updated along with the winning
neurons. However, as one epoch comes to an end (i.e. all cases in the dataset are
presented to the network once) the neighborhood radius decreases based on the
determined length of the ordering phase. The ordering phase is presented to SOM by the
number of epochs. At the start of the ordering phase, the determined neighborhood radius
will start decreasing and by the end of the ordering phase it will reach to a number less
than 1. This will indicate that, as far as updating process is concerned, after the ordering
phase is over, the winning neurons will not have “neighbors” and only the winning
neurons will be updated.
Distance measure is a parameter that needs choosing in almost any clustering
technique. Distance measure identifies the function or the way the similarity between
each two cases are determined. Euclidian distance is the most prevalently used measure;
however, there are many other metrics that can be used as distance measure such as
Squared Euclidean, Normalized Squared Euclidean, Manhattan, Chessboard, BrayCurtis,
Canberra, Cosine, Correlation, Warping, and Canonical Warping. Lastly, stoppage
criteria will determine when the algorithm will stop. There are different types of stoppage
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criteria for SOM. The most famous one is when the entering cases will not change the
weights significantly (Tan et al., 2006). This normally shows that the network has been
sufficiently trained. However, this way of stopping the algorithm might become very
subjective as the question of what insignificant change is might differ case by case. For
this reason, in practice many simply use a number of epochs that the algorithm goes
through before stopping.
2.2

Fluid Genetic Algorithm (FGA)
Fluid Genetic Algorithm is a new variation of the famous genetic algorithm in

which there is not a one-to-one relationship between a chromosome and an answer to the
problem. Rather a chromosome is simply a presentation of a propensity of answers.
Jafari-Marandi and Smith (2017) showed the superiority of FGA regarding, specifically,
smarter diversity of populations and more controllable convergence. Figure 2.4 and Table
2.1 Highlights the differences between GA and FGA. Within the process of each
algorithms a randomly generated population of solutions will evolve together to move
towards optimality. The optimality derive of FGA is crossover operator where the
essence of two selected chromosomes will be mixed with the hope for improvements.
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Table 2.1

Highlighted difference between FGA and GA
GA

FGA

Chromosome



Changed

Individual (answer)



Changed

Fitness value





Decoding function





Fitness value





Crossover



Changed

Mutation



×

Selection function





Stoppage criteria





Individual Learning

×



Global Learning rate

×



Diversity rate

×



Born an individual

×



Generation blueprint

×



rate
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Stop?

Terminate

FGA

GA and FGA flowcharts

Literature Review
Different conceptualizations might exist in mind when it comes to the term

‘classification’. There are two versions of classification that are prominently thought of.
In the first, and older version, classification is seen as assigning entities to indiscernible
classes in which entities of the same class are somewhat similar to one another. This
school of thought has also defined three types of classifications: hierarchical, partitioning,
and clumping (Cormack, 1971). The second view, which aligns more with this paper and
is supported by the pioneers of data analysis in the literature such as Tan (Tan, Steinbach,
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& Kumar, 2006) and Han (Han, Kamber, & Pei, 2011) is the process of educated and
evidence-based assignments of cases to predefined categories. It is noteworthy that the
latter school of thought conceptualizes the former understanding of classification by the
term clustering.
Neural Networks are among the most popular tools of the data analysis trade
among many techniques that have been used for different classification challenges (Zhao,
Zhang, Chow, & Li, 2014). Further evidence of ANN being a success in tackling
classification is well documented. For instance, ANNs are statistically more effective
when there is a small training set (Foody, McCulloch, & Yates, 1995). However, there is
not a mathematical or hard science proof as to why. An intuitive reason could be put
forward by the origin of Artificial Neural Networks. ANNs are inspired by the human
brain and in neuro-cognition literature we see evidence associating the brain’s
functionality to classification and binary competitions (O'Reilly et al., 2012).
Research seeking to improve classification effectiveness and efficacy has never
died down. This also applies to the efforts of researchers seeking ANN’s improvement
for classification tasks. As presented and predicted by (Zhang, 2000), many researchers
have tried the popular hybridization paradigm to enhance ANN’s capability. For instance,
authors (Gorzalczany & Piasta, 1999) mixed fuzzy logic with ANN to develop a neurofuzzy classifier to better the decision making and support systems in the field of
medicine. This hybrid started a very strong surge in the literature by many more studies
trying to 1) have a better comprehension about the hybrid, 2) analyze its behavior in
different settings, and 3) find its capabilities and potential in approaching different
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challenges (Pal & Mitra, 1999). Furthermore, Genetic Algorithm (GA) and genetic
programing have also been synthesized with ANN. Tsakonas 2006 (Tsakonas, 2006)
instilled genetic programing into Feedforward ANN, along with three other techniques, to
improve general classification. Nourmohammadzadeh and Hartmann (2015) proposed
hybrid GA-ANN and GA-SVM (SVM: Support Vector machines) to improve fault
classification of a centrifugal pump. Additionally, Gómez et all (2013) also used Genetic
Algorithm in the training of ANNs to better predict and classify the combustion process
of flame. Similarly, Gupta et al (2017) merged ANN with GA to improve the
measurement performance of plate-fin compact heat exchanger.
Customarily, Feedforward Neural network is the ANN method of choice for
classification challenges (Zhang, 2000). Nevertheless, it has been shown that there are
many variations of Neural Networks that can at least approach the task of classification
(Lippmann, 1989). For instance, SOM, one of the most powerful variations of ANNs, has
sometimes been used to approach classification. This is because the technique’s
capabilities and specificities are more in line with the clustering task. Although not
directly, Olawoyin et al (2013) employed SOM in a classification task by taking
advantage of its powerful graphical capability to explore and investigate the hidden
features in the categorization task of water, soil, and sediment quality.
SOM has also directly been adapted to address classification tasks. Supervised
Self-Organizing Map (SSOM), coined by Dr. T. Kohonen himself (Kohonen, 1990),
happens when the class membership data is included in input vector for training a
network. Hagenbuchner and Tsoi (2004) argue and show there are cases in which this
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inclusion will impair the success of pattern recognition. To remedy and also to add
classification capability of SOM, different types of SOM driven by a cost function have
been proposed. To build the necessary foundations, every neuron in an SOM network is
assigned to one of the classes. The best-matching neuron in every network exposure
might not comply with the neurons class assignment. The cost function is defined in
different ways to capture the extent of the irreconcilability. For instance, Majumder,
Behera, & Subramanian (2014) uses a logistic sigmoid function to transform the output of
SOM to binary variables thus enabling them to define the cost function as the difference
between the known classes and the output of sigmoid functions. The cost function
definition enables the authors to perform emotion recognition by SOM and even beat
MLP in performance. Similarly, SOM is directly employed (Konaté et al., 2015) to
address the classifications of geophysical log data. The authors show that SOM proves to
be a highly transparent technique outputting many graphical results that increase the
insight about the underlying hidden patterns in the data, but SOM does not manage to
statistically beat Feedforward ANN in terms of classification accuracy. However, in an
effort to improve Supervised Self-Organizing Map, aiming for general applications,
Hagenbuchner and Tsoi (2004) introduces a novel procedure: rejection. The process
precludes the network weight changes that create incompatibility between the class of
exposing case and its neuron membership. Although, the inclusion of rejection has been
successful at enabling SOM to classify, the proposed SSOM did not manage to
outperform MLP in classification. To contrast, this paper is suggesting another alternative
rather than defining a case-reliant cost function or the process of rejection. Although the
22

case dependency of SOM driven by a cost function has been assuaged by the rejection
concept, the change will constrain the generalization power of SOM. The suggested
alternative in this paper is the training of another ANN (MLP) to predict the SOM’s
recognized pattern by the input variables. The downside of this alternative is the increase
in the computational costs.
The two methods, SOM and MLP, in different disciplines, have been paralleled
for comparisons. Hu & Weng (2009) compared the performance of SOM and Multi
Layered Perceptron (MLP) to classify impervious surfaces imaginary to conclude SOM
can provide a more promising alternative. In (de Albuquerque, de Alexandria, Cortez, &
Tavares, 2009) another comparative analysis between the two variations of Neural
Networks is done in the case of microstructure segmentation from metallographic images.
Unlike the previous study, the conclusion was MLP is the better approach for the
problem. In addition, Kalteh & Berndtsson (2007) compare the performance of MLP with
two different SOMs to find out, when regionalization properties of SOM are included, if
SOM performs better to interpolate precipitation data in space and time.
While most of the studies that feature SOM and MLP at the same time are more
focused on comparisons of their performances of the same task, they have also been
hybridized to improve language related classifications. Kuang and Kuh (1992) first
trained SOM to exploit as a sequential mapping function which made it easier for MLP to
perform the task of classifying the trajectories that each word in the vocabulary
corresponds to. SOM is used to transform acoustic vector sequences of speech signals
into trajectories and that help MLP in connecting the trajectory patterns to vocabulary
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words. Similarly, Eng and Ahmad (2005) use SOM to transform the acoustic vector
sequences of speech signal into a 2D map of 1 and 0 that presents the speech content. The
experiments proved that the map simplifies the classification task of MLP to recognize 15
Malay syllables. These efforts have proven significant improvement in using SOM to
provide more digestible acoustic preprocessing levels of data for MLP’s classification
power. The fact that SOM’s job is to make the output of MLP better connectable to the
input columns is similar in paper as well. However, there are major differences. First, this
study does not associate a map of 0 and 1 binary to each case of the data, but based on the
SOM’s output a location on a map. Secondly, SOED is being suggested as general
methodology with the capability of being applied in any classification task rather than
just speech recognition. Finally, and most importantly, the overridden output, unlike the
two studies cited here, is prepared using both input and output columns of train set. The
last point is especially very significant because SOM’s role in SOED is more than a
coding technique so the immense acoustic data could be handled better by MLP. In fact,
SOED uses SOM to change the already binary coded output layer of an MLP task to a
location on a 2D map.
The strong and growing literature of semi-supervised classification (aka semisupervised learning) is also relevant to this study. The surge of semi-supervised learning
has been very strong (Bustillo, de Lacalle, Fernández-Valdivielso, & Santos, 2016;
Dehdarbehbahani, Shakery, & Faili, 2014; Peng, Lu, & Wang, 2015). In semi-supervised
learning, the lack of adequately labeled data and, consequently, significantly biased
estimations are remedied by joining forces of supervised and unsupervised learning
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(Tseng, Aleti, Hu, & Kwon, 2016). Although many assumptions are made to consider the
labeled and unlabeled dataset in the same par, semi-supervised learning has been very
successful in increasing the classification accuracy in many cases. The main reason
behind this contributory mixture is exploiting the existing datasets (labeled or unlabeled)
to a point that all the hidden patterned and extracted insights are playing a role in
predicting classes (Qi, Tian, & Shi, 2012). This paper is suggesting a similar but
distinguishable hybridization paradigm from semi-supervised classification. Unlike semisupervised, we are proposing that extracted insights and learned hidden patterns from a
same labeled dataset by both supervised and unsupervised learning can increase the
accuracy of classification prediction. To emphasize, the key difference is that both
learning forces extracts insights from the same dataset.
2.4

Cost-sensitive classification
Much of classification literature regards the notion of misclassification as

uniform. The viewpoint is apparent in the definition of various performance metrics that
compare different classifiers. Metrics such as the number of misclassifications and
accuracy treat all misclassifications as equally undesirable. However, in reality, different
types of misclassifications, in various cases, have different levels of undesirability. For
instance, for churn prediction (a binary classification task), because of the costly nature
of customer acquisition, false-positive (predicting a non-churning customer as churning)
misclassifications tend to be less undesirable than false-negative (predicting a churning
customer as non-churning) misclassifications. A classification method that takes the level
of the undesirability of misclassifications into account is cost-sensitive. Data scientists
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inculcate cost-sensitivity at different stages of a classification experiment: sampling,
thresholding, and learning (Han, Yuan, & Liu, 2009). Also, the literature shows the
application of different cost-sensitive performance metrics: area under receiver operating
curve (AUC), sensitivity, specificity, recall, precision, and f-Score.
The application of cost-blind classifiers over a resampled train set creates a costsensitive classifier at the sampling stage (B. Zhu, Baesens, & vanden Broucke, 2017). For
instance, in the case of churn prediction, if false-negatives are five times as undesirable as
false-positives, the resampled train set should have five times more rows of data with the
label churn than non-churn. Also, a cost-blind classifier can be used for a cost-sensitive
classification decision if the threshold of ultimate decision making for churn prediction is
manipulated so the costlier misclassifications happen on fewer occasions. The threshold
can be chosen naively (in between), based on the studied ratio of different
misclassifications (for instance 1 to 5), or optimized using preliminary experiments
(Glady et al., 2009). Moreover, the literature includes cases of alteration of the learning
process to create cost-sensitive classifiers. For example, Bahnsen et al. (2015a) include
cost-sensitivity in the impurity criteria and pruning of the decision tree, and thus create a
cost-sensitive classification at the stage of learning.
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CHAPTER III
SELF-ORGANIZING ERROR-DRIVEN (SOED) ARTIFICIAL NEURAL
NETWORKS (ANN)
3.1

Core Idea
Self-Organizing Error-Driven Artificial Neural Network uses both SOM and

MLP’s pattern recognition power in order to create a better classification method. Figure
3.1 depicts the idea in comparison with how MLP (Feedforward ANN) would approach a
classification task. In the left part of Figure 3.1, a general MLP classification is presented.
In this example, there are 12 independent columns that are used to predict the target
(dependent) column. MLP is trained by being exposed to the independent columns as
input and the target column as output. This is shown in the left bottom corner of Figure
3.1. In the testing process, the trained MLP is used to predict the target column of some
rows of the data whose independent columns has not been exposed to MLP. The
comparison of predicted target and actual target values of those rows of the data shows
how well MLP can perform the classification task. This is shown in the top left corner
of Figure 3.1. Also, top right corner present the dataset sample that shows the four
segmented part of a dataset that are used for training and testing process. The four
segments are presented by different colors and lines. It is important to pay attention to
what part of dataset is used at training or testing of MLP.
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In the middle part of Figure 3.1, SOED training and testing is shown. The training
of SOED has two parts. First an SOM is trained using both independent and target
columns of the dataset. Regardless of the number of target columns, which is only one in
the case of Figure 3.1, a new set of target columns based on the location of each row of
the data on the map will be created. Since the location on the map can be presented in an
XY coordinates, the target column(s) regardless of how many they are can be show in
two target columns. Also, since the two columns are showing a location on the map, even
the decimal changes of these target values will have a meaning which gives the MLP
more chance to pick up on. The second part of SOED training is for MLP. MLP is trained
to find the regression connection between the independent columns and the two location
target columns. MLP later is used to find a location for the test rows of the data. The
found locations will be compared to the SOM map and consequently the original target
columns are predicted. As for MLP, the comparison of the target columns and their actual
value will show how well SOED can perform the classification task.
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3.2

SOED at a glance

The procedure
The proposed SOED classification technique simply uses both Self-Organizing

and Error-Driven potential of artificial neural networks to better its classification
performance. Self-Organizing Map (SOM) and Feedforward Artificial Neural Network
have been used to include both. Figure 4 and Figure 5 represent, respectively, the
stepwise procedure and flowchart for SOED.
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Step-0 Transform all the attributes to be between -1 and 1; Initialize W = 1
(clamping weight)
Setp-1 Use SOM to cluster the train set
Setp-2 Check if the SOM output is clamped, NO: Increase W by 1 and go to
step-1, Yes: carry on
Step-3 Identify the clusters with different classes in the map outputted form
SOM: Map of decisions
Step-4 Define two new targets for train set – x and y coordinates of the cluster
each data falls between
Step-5 Train Feedforward ANN with train set for the two new defined targets
Step 6 Use the trained ANN net to predict where each case in test set would
land
Step 7 Compare the location of each case in the test set and decide about its
classification based on map of decisions step 2.
Figure 3.2

Stepwise SOED Procedure
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SOED Flowchart

In the first step, the train set will simply be used to plot the data in an SOM map.
Except for the dimensions of SOM map, other behavioral parameters of SOM are also set
to be constant across the experiments in this paper. For replication purposes, Figure 3.1
presents these set parameters. Choosing the size of the topology is a subjective issue that
can vary from one case to the other; the general guideline for picking a good size is
running multiple SOMs on different sizes and finding the one that fits the purpose. The
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greater size of an SOM topology affords the technique better distinguishing power;
however, an oversized topology is difficult to comprehend and be further analyzed
(Kohonen, 2013).
Table 3.1

SOM parameters
Parameter

set

Map Topology

Quadrilateral, hexagonal

Neighborhood Radius

3

ordering phase

100 epochs

distance measure

Euclidian

Stoppage criteria

1000 epochs

In the context of decision tree classification, there is a concept called impurity
(Keramati et al., 2014). We will borrow the term purity from the source to explain the
idea of a clamped map. It is essential for the output of step one of this procedure to have
pure neurons. A neuron is pure when all of its members are from the same class. To
clarify, a row of the data being a member of a neuron means that the row if presented to
the trained SOM will activate that neuron the most. Therefore, a clamped map in SOM
can be defined by a map in which all of its neurons are pure and may only have one pure
neuron neighbor that has members of other classes. In other words, a clamped map has
clear cut regions specific for each class of the data. For instance, Figure 3.5 a) shows a
clamped SOM map for Iris data. The data has three classes and we can see that every
class has its own part of the map. To make sure that the output map of Step 1 is clamped,
there is a checking loop: Step 2. If the map is not clamped, the procedure will run Step 1
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again with a higher clamping weight. Clamping weight is simply an integer positive value
starting from 1 that gives more importance to the class attribute in the process of SOM
training. SOM does not normalize the input attributes for its training; therefore, if one of
the inputs are multiplied by an integer value, that input will have more role in specifying
the boundaries of the map. Step 2 will keep increasing clamping weight until the output
map is clamped.
This output leads to a simpler Step 3 which is the identification of the parts of the
SOM maps that correspond to each class. We call this map of decision as we will use this
map in Step 7 to find the classes for our new cases (test set). In Step 3, a very critical
matter is to draw a separating line between each part of the map. This will be done by
making sure each class will have a fair region in the areas that are inconclusive in terms
of classes. For instance, Figure 3.5 a) shows this identification and the separating line for
iris data.
Step 4, in fact, is changing the classification task from predicting the class of
cases to predicting what part of the map each class would fall in. To this end, the center
XY coordination of each neuron on the SOM map will be associated with all of their
belonging cases. A classic Feedforward ANN classification, in step 5, uses the intricacy
of the hidden layers to map input features of the dataset to predict the target class
memberships. In effect, step 4 is defining the “cost function” that normally studies in
which SOM that is driven by a cost function is employed. The cost function is the
difference between the expectation of Feedforward ANN for the location of each row of
data on the map of decision and the actual location of the row of the data. SOED uses the
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predicating power of Feedforward ANN to minimize this cost function. The procedure
will continue to Step 6 with using the trained ANN to predict the location of cases on the
test set on the map of decisions. Accuracy measures will be calculated in Step 7 by
checking if the test set cases have landed on their corresponding areas of the map of
decisions.
Throughout this study the Feedforward ANNs that are used in SOED uses a
MATLAB built-in function with Levenberg-Marquardt backpropagation (Demuth, Beale,
De Jess, & Hagan, 2014) training function. However, before the final usage the number
of hidden layers and neurons are tuned in a tuning process. In this process, first 15% of
the trainset is held for validation purposes. Using the remaining 85% of the trainset,
ANNs with different layers and different hidden neurons with 5 replications are trained.
Using the 15% hold-out part of the trainset, every one of these ANNs are compared and
the fittest network is selected for the further training and usage.
3.3

Theoretical Background
The heuristic reason that why Feedforward ANNs work well in extracting

information from a dataset is that through each layers of neurons the data and patterns are
coded differently that how they are hidden in the dataset. Therefore, the existence of
multiple layers will facilitate finding a regression type connection within the given
weight (Ripley, 2007). However, the output layer of a classification task is always
presented by digital coding or binary coding. The coding bears no relevance to the other
parts of network or the Feedforward network has any chance to mold it for better
performance. Even worse, in many practices of ANNs, it is common to present the class
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integer coded. Doing so is not statistically correct and uses ANN’s capabilities in finding
the patterns that only exist in the wrongly coded dataset. SOED by using SOM to map the
training set before applying ANN actually contribute in pattern recognition in this
respect. The position of each data on the map is relevant to the patterns existed in data as
those pattern were used for their placements. SOED instead of using irrelevant and
sometimes wrong coding of the output layer (classes) has managed to put forward a way
to bring the projection of the hidden patterns in the data at the output level as well. This
fact alone can facilitate a better and easier process of finding a connection.
From another point of view, SOED is using more insight and information than
what MLP alone would have used. When MLP is applied to the reformed classification
problem, with the new classification target, the position of cases on the SOM, there is no
information lost. The same independent variables are still going to be used to predict
coded dependent variables. The coding of dependent variable is not causing loss of any
information but leading to addition of some. The binary coded target values that are used
as the output value of a MLP is plain and free of knowledge or information. However,
when the position of the map is used instead of the binary coding the placement the cases
on the map has relevant and meaningful information that MLP can pick up on.
Moreover, other reason that is the fact that any other number coding of categories
for the purpose of using MLP is problematic. ANN (MLP) only uses number, and the
inclusion of numbers are inevitable. The most problematic way of category coding, seen
in the literature and practice, is using integer numbers. For instance, in the case of Iris
classification (Section 3.4.1), assigning one, two and three respectively to Iris Setosa, Iris
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Versicolor and Iris Virginica, will undoubtedly focus the learning power of ANN in a
wrong direction. This is a common mistake in the practice of data mining, and happens
due to the lack of proper understanding of data types. While categories of Iris Setosa, Iris
Versicolor and Iris Virginica are of nominal type of data, the codded integer is of ratio.
ANN treats the number as ratio data types, meaning that assumes Iris Virginicas has two
more values than Iris Setosa, and if the category value of Iris Virginica is divided by
three, the category value of Iris Setosa is achieved.
There is a less erroneous number codding of categories for the purpose of using
ANN as classification technique: binary codding for each category. For instance, for Iris
classification (Section 3.4.1), three binary columns will be predicted by ANN, instead of
on integer column. This way of codding still has its drawbacks as ANN deal with the
three columns at the same time. While only (0, 0, 1), (0, 1, 0), (1, 0, 0) has meaningful
significance for use any other combination of numbers such as (0.5, 1.2, 1) might be
predicted. This irrelevance at the codding that is impossible to be translated to ANN is a
source of systematic error. Instead, SOM coding has removed this irrelevance between
the two numbers that indicate a location on SOM.
3.4

Experiments
Experiments and comparisons are the best way to capture how SOED

classification can improve a typical ANN classifier. To this end, we use five famous and
public datasets to run experiments. These datasets are introduced in the next section. To
compare the performance of Feedforward ANN and SOED ANN in tackling
classification tasks, the simple train-test classification procedure is used. A good part of
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the dataset, usually 70%, are normally used to train the classifier. This means the
classifier will use the train set to learn about the hidden pattern in the dataset. In the case
of ANNs, the networks are exposed to this data repeatedly to update their weights. When
the classifier is trained, its accuracy and performance are tested by using the remaining
part of the dataset that the classifier has never been exposed to: the test set. The
comparison between the predicted classes of the test set instances and their actual class
provide a testbed comparison. The reason is that the classifier has not seen or been
exposed to the instances in the test set, and if it is successful at predicating their class, it
is a great achievement. There are many different measures that are used to compare
predicted and actual classes, but the simplest is the number of misclassifications. The
fewer misclassifications a classifier has, the better.
It was laid out that in SOED’s steps, Feedforward ANN is used. In fact, this study
has hypothesized that inclusion of SOM in the process of Feedforward prediction can
achieve better results. With the purpose of keeping the experiments justifiable, replicable,
and adjustable in all of the experiments, be it for SOED or Feedforward ANN itself, a
Feedforward ANN is tuned for each experiment. The tuning process separate the training
set in two parts: train set and validation set. Validation set is a different concept than test
set. Validation set is used to tune network parameters before the real training takes place.
We use 15% of training set for validation set. Using the validation set, different networks
with different initialization of weights are used to find the best network for each
experiment before actual training and testing process. Networks that have between one to
two hidden layers, each layer including between two to twelve neurons, goes through this
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process of tuning. Also, since neural network is largely dependent on its weight
initialization, each network structure is given five different chances of initialization to
reveal its fitness regarding the validation set. The network structure with the weight
initialization that leads to the best fitting of the validation set will be used for the real
training and test procedure.
3.4.1

Datasets
UCI machine learning repository (Asuncion & Newman, 2007) was used to

handpick five datasets that provide a sufficient classification testbed for comparing
SOED and Feedforward ANNs. These five datasets are named Iris, Acute Inflammations,
Credit Approval, Heart SPECTF, and Mushroom. Table 3.1Table 3.2 displays a summary
of these datasets. The selection of dataset in this paper has been performed with the
purpose of giving SOED enough room for improvement against the existing methods.
However, SOED, as presented in this paper, requires graphical mappings so bigger
datasets was not used for experiments.
Table 3.2

Summary of datasets used for experiments

D1 – Iris
D2 - Acute
Inflammations
D3 - Credit Approval
D4 - Mushroom (M)
D5 - Heart SPECFT
(HS)

N. Instances

N. attribute

N. classes

150

4

3

Missing
data
No

120

6

4

No

690
8124

15
22

2
2

Yes
Yes

367

44

2

Yes
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Iris data presented by Fisher (Fisher, 1936) is one of the classic datasets used for
pattern recognition and classification. The dataset has 150 instances of Iris plants divided
equally for three types: Iris Setosa, Iris Versicolor and Iris Virginica. The result of
Fisher’s study (Fisher, 1936) shows that one class is linearly distinguishable from the
other two; the other two are more challenging to be separated. Each observation in the
dataset has four attributes named septal length, septal width, petal length, and petal width.
To use the dataset, two transformations were performed on the data. First, the class
column in the data, which is nominal (categorical) data, was coded with three binary
columns. Each column will exclusively represent the presence of one of the three classes.
Second, all the data was scaled to be between -1 and 1. It is noteworthy that the second
transformation is highly suggested when using SOM (Keramatia et al., 2014) and it has
been done for all of the other datasets as well. Lastly, we set 127 cases of the Iris dataset
for the training set (85%) and 23 for the test set (15%). Moreover, the Acute
Inflammations dataset has been collected solely for the purpose of constructing expert
systems to diagnose two diseases of the urinary system (Czerniak & Zarzycki, 2003).
This dataset has 120 instances represented by six predictive and two decision attributes.
These predicting attributes are 1) temperature of patient (35 °C-42 °C), 2) occurrence of
nausea, 3) lumbar pain, 4) urine pushing (continuous need for urination), 5) micturition
pains, and 6) burning of urethra, itching, or swelling of urethra outlet. The dataset in a
normal setting, 85 percent train set and 15 percent test set, does not raise a challenge for
powerful classifications such as Feedforward ANN. Feedforward ANN and SOED can
predict 25 to 75 percent ratio of train set to test set with 100 percent accuracy. To use the
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dataset as a comparison testbed, we manipulated the train and test sets ratio to 17 percent
for train set and 83 percent for test set.
The credit approval dataset was first introduced for constructing a decision tree
for better and faster decision making of credit applications (Quinlan, 1987). The dataset
introduced a challenge for its preparation. It has six categorical attributes with more than
two values, thus requiring binary transformation for all of those attributes. Also, because
the data has so many instances (653 after removing instances with missing values), the
train to test set ratio was set 95 percent to 5 percent for the sake of simplicity of further
analysis. The Mushroom dataset is a classification task of predicting if a mushroom is
poisonous or not by their appearance related features. The dataset has many instances, but
hidden patterns in the dataset are not challenging enough, so the ratio for this dataset was
set 13 to 87 percentages. Additionally, it has 22 categorical attributes, some of which
needed binary coding transformation. On the other hand, for the Heart SPECFT dataset,
the only categorical attribute was its class, so no transformation was needed. However,
Heart SPECFT along with Credit Approval and Mushroom datasets suffered from
missing values. To address missing values in this study, a deletion strategy was
employed. Put simply, all the instances having missing values are removed from the
experiments. The reason behind choosing this strategy is that these datasets are only
being used as testbeds, so the basis is the fact that even without missing values, all
techniques in this study will be using the same data.
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3.4.2

Results
Figure 3.4 represents the output from Step 1 of the SOED procedure (Figure

3.2). Figure 3.4 (a) is the SOM hit rate representation showing the membership count of
each neuron in the map. For instance, the neuron at the bottom left of the map has three
members associated with it. As we suspected, by the inclusion of classes in the training
set of the procedure and the clamping weights, SOM has been able to separate between
the three classes perfectly. The three regions shown in Figure 6 correspond 100 percent to
each class in the dataset. In other words, the output map is clamped. In the top left region
of the map, only Iris Virginica resides; the top right region is exclusively occupied by Iris
setosa; and finally, the bottom part of the map is filled by Iris Versocolor cases. In the Iris
dataset, we didn’t have to clamp the classes and, without increasing the value of clamping
weight, SOM distinguished between different classes completely.

(a)
Figure 3.4

(b)

SOM’s output for Iris dataset first run (step 1)
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Figure 3.5 (a) displays the map of decisions drawn for the Iris data. One can see a
fair dividing line has separated different areas of the map. As delineated by SOED’s
procedure (Figure 2.2), this map will be used at Step 7 to specify the class membership of
the cases in the test set. Step 4 will prepare the new target column for next steps by taking
the position of neurons in the map of decision and train set membership. For example, for
each of the three cases at the bottom left neuron in the map, the two target columns will
be 0.5, 0.5. All the target columns for other neurons in the map are presented in Figure
3.5 (b). After Step 5 ANN training, the test set is presented to the trained ANN, and the
position of the cases in the test set is calculated. Figure 3.6 illustrates these calculated
positions for the test sets. It is clear that SOED has had 100 percent success on the
classification of the test set. Additionally, some other graphical outputs of SOED for
other runs and datasets are presented in the APPENDIX A.
0.5,6.5 1.5,6.5

3.5,6.5 4.5,6.5 5.5,6.5 6.5,6.5

0.5,5.5 1.5,5.5

3.5,5.5 4.5,5.5 5.5,5.5 6.5,5.5

0.5,4.5 1.5,4.5 2.5,4.5

0.5,3.5 1.5,3.5

5.5,4.5 6.5,4.5

3.5,3.5 4.5,3.5

6.5,3.5

2.5,2.5 3.5,2.5 4.5,2.5 5.5,2.5

0.5,1.5 1.5,1.5 2.5,1.5 3.5,1.5 4.5,1.5 5.5,1.5 6.5,1.5

0.5,0.5 1.5,0.5 2.5,0.5 3.5,0.5 4.5,0.5 5.5,0.5 6.5,0.5

(a)
Figure 3.5

(b)

SOED’s procedure steps 3 and 4 for Iris dataset first run
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Figure 3.6
3.4.2.2

SOED’s procedure’s results step 7 for Iris dataset first run
Accuracy comparison

To compare the performance of SOED ANN and Feedforward ANN in
classification, for all of the five datasets, five randomly shuffled blocks were prepared.
The results for both types of ANN on all of the datasets and all of the blocks with three
replications are presented in Table 3.3. The first bracket below the name of each dataset
in Table 3.3 is the train set and test set ratios respectively. The second bracket is also the
number of rows in the train set and test set. For instance, in the case of D1 (Iris data) all
the blocks have 85% of the dataset which is 127 rows of data as train set and 15% of the
dataset which is 24 rows of data as test set. To check if there is a statistically significant
difference between the performance of SOED and Feedforward ANNs, five randomized
block design ANOVAs are studied for each dataset. The results in Table 3.4 suggest that
the performance of SOED ANN for four out of five datasets are significantly better than
Feedforward ANN (p-value < 0.01). In the case of mushroom dataset (D4), even though
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the null hypothesis of the two ANNs with the same average performance could not be
rejected even at the confidence level of 0.1, one can see that SOED still has smaller
average for the number of misclassifications. Overall, it is fair to conclude SOED has
improved the accuracy of ANN classification.

Table 3.3

SOED and Feedforward (FF) ANNs’s number of misclassification for 5
blocks of the 5 datasets
Block 1

Block 2

Block 3

Block 4

Block 5

SOED

FF

SOED

FF

SOED

FF

SOED

FF

SOED

FF

D1

1

2

2

2

1

1

1

1

0

0

[85-15]

0

1

1

2

0

1

1

1

0

0

[127-23]

0

1

1

2

0

0

0

1

0

0

D2

0

15

1

9

0

28

0

19

0

5

[17-83]

0

9

0

6

0

19

0

15

0

0

[20-100]

0

0

0

0

0

5

0

0

0

0

D3

2

6

5

6

3

6

3

4

7

11

[95-5]

1

2

4

6

3

4

3

2

6

11

[620-33]

0

1

3

5

2

4

2

1

5

7

D4

24

27

6

11

34

34

17

22

21

40

[13-87]

6

16

5

11

14

8

14

15

16

28

0

14

2

0

5

0

0

8

7

27

D5

2

2

2

5

2

4

2

4

5

5

[95-5]

2

2

1

3

1

4

2

3

3

4

[255-12]

2

2

1

2

0

3

1

2

3

4

[11007024]
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Table 3.4

Randomized block design ANOVAs for five datasets
Dataset
D1
D2
D3
D4
D5

3.4.2.3

SOED
Average
0.533
0.067
3.267
11.4
1.933

FF
Average
1
8.667
5.067
17.4
3.267

P-value
0.009
0.001
0.003
0.113
0.001

Computational comparison
The performance of computation methods such as Artificial Neural Networks

should be compared for computational complexity in addition to accuracy. While in the
age of information, the importance of computational complexity falls under the
significance of how accurate a method can be, a complete comparison is only done when
the complexities are compared as well. In the case of Artificial Neural Networks,
comparing computational complexities is challenging as the nature of these methods are
completely random. Additionally, the comparison procedure of this paper has been in the
way that makes the computational complexity even more difficult. Before choosing a
network for prediction, the procedure gives all one layer and two layers, each layer
having at most 12 neurons, 5 chances to initiate a random network that would perform
better than other network structures. This is done by the validation process explained
earlier. While this is essential to the comparison of the accuracy of the two methods, it
prevents us from having the same baseline for comparison of the computational
complexity of the two. Artificial neural network computational complexity tremendously
hinges on the structure of the networks and also how fast the network happened to meet
the stoppage criteria in place. These two factors create a lot of variation in the behavior of
ANNs, causing challenges toward comparisons for computational complexity. Table
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3.5, Figure 3.7, Figure A.6, Figure A.7, Figure A.8, and Figure A.9 are efforts to parallel
the computational differences between the two ANNs: SOED and MLP. In Table 3.5, the
computational performances of MLP and SOED are compared to one another only for the
first block of each of the 5 datasets. Showing an average for all the blocks would not be
meaningful, as the computational complexity of ANNs are significantly impacted by the
selected structure of ANNs for prediction. The columns total number of multiplications
for MLP is calculated by the multiplications of the number of input neurons (the number
of dataset’s independent variables), the number of neurons on each hidden layer, the
number of output neurons (the number of classes in the dataset), the number of instances
in the dataset and the number of epochs spent for training. For instance, 1,350,000 for D1
is calculated by 4×2×3×3×150×125. Also, the total number of multiplications for SOM is
calculated by the number of input neurons (the number of dataset’s independent
variables), the number of rows and the number of columns in the SOM’s topology, the
number of instance and the number of epochs spend for training SOM. For example,
5,880,000 for D1 is calculated by 4×7×7×150×200. SOED’s total number of
multiplications as shown Table 5 is calculated by the summation of SOM’s
multiplications and that of the MLP which is used to map the input variables to the
location of SOM. All MLPs in this studies stopped after 100 epoch of no validation
improvements. This can be seen in Figure 3.7 which shows the error reduction for both
MLP and SOED for the first run of the first block of Iris dataset. Figure A.6, Figure
A.7, Figure A.8, and Figure A.9 in APPENDIX A present the same figures for the other
four datasets in the paper. Table 3.5, Figure 3.7 and the mentiond figures in APPENDIX
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A show that SOED has a higher computational complexity than MLP. The underlined
values in 3.4.2.3 show the less usage of computational resources in the comparison
between MLP and SOED.
Table 3.5

Computational Complexity comparison between SOED and MLP
MLP (Feedforward)

SOED

MLP

MLP

MLP

MLP

MLP

Selected
MLP
Structure

Numbers
of
Epochs
spent

Total number
of
Multiplications

Total
Time
spent
(s)

Selected
MLP
Structure

D1

[2,3]

125

1,350,000

0.976

[1,2]

D2

[1,4]

120

1,382,400

0.806

[2,6]

D3

[8,3]

105

9,936,000

3.417

[10,4]

D4

[2,3]

415

890,065,440

8.791

[2,8]

D5

[1,1]

104

3,358,784

1.061

[1,1]
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MLP+
SOM

MLP+SOM

MLP+
SOM

Numbers
of
Epochs
spent

Total number
of
Multiplications

Total
Time
spent
(s)

172 + 200
=
372
51 + 200
=
251
112 + 200
=
312
38 + 200
=
238
120 + 200
=
320

412,800 +
5,880,000 =
6,292,800
881,280 +
1,296,000 =
2,177,280
92,736,000 +
101,430,000 =
194,166,000
217,333,248 +
8,042,760,000 =
8,260,093,248
3,875,520 +
80,740,000 =
84,615,520

2.016
1.756
6.511
15.661
2.134

a) ANN

b) SOED

Figure 3.7

3.4.2.4

SOED and ANN error reduction figures for IRIS dataset (D1)

Comparison with other state of the art classification techniques
The performance of SOED in Table 3.6 is compared with three other famous

classification methods: Supervised Vector Machine (SVM), K- Nearest Neighbors
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(KNN), and Decision Trees (DT). The behavior parameters of SVM and KNN influence
their performance, therefore, both were tuned to find the best possible classifiers. Table 6
shows the parameters used for KNN and SVM after the tuning process which is
experimenting with the different methods to find its best performance based on its
different parameters. For SOM, Kernel type, and KNN, distance measure and number of
neighbors are reported in Table 3.7.
Unlike Table 3.3, the values in Table 3.6 are presented as accuracy. Also, for each
classifier, there are two values reported - best and average. In the case of SOED and FF,
the methods are randomized, so reporting a best and an average performance are more
common. For these techniques, the best and average are over the 15 experiments for each
classifier that was performed on each dataset – three replications on every block.
However, for SVM, KNN, and DT, the performance based on the same input of the
dataset will stay the same. Therefore, the best and average for these techniques are over
the five different blocks for each dataset. It should be known that SVM is inherently
designed to tackle binary classification. The first and second datasets have more than two
target classes which makes them not binary classifications. To tackle this shortcoming, as
suggested by (Hsu & Lin, 2002), we used the “one-against-all” approach in which more
than one binary SVM classifiers are combined to distinguish different classes from all the
other classes one by one. The results reveal that SOED showed superiority against all
other techniques except for Mushroom data (D4), that KNN has 0.09 better accuracy
average than SOED.
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Table 3.6

The comparison of the average and best performance of SOED and FF with
other famous classification methods
SOED

FF

SVM

DT

Best

Ave

Best

Ave

D1

100

97.68

100

95.65 91.30

D2

100

99.93

100

91.33 79.51 75.42

D3

100

90.10 96.97 84.64 90.90 83.63 81.81 73.93

D4

100

99.83

99.89

100

99.94 99.91 99.66

D5

100

83.38 83.33 72.77 83.33 66.67

75

68.33 83.33 66.67

Table 3.7

100

99.75

Best

KNN

100

Ave

Best

Ave

Best

Ave

80

100

96.52 95.65 97.78

83

78.8

73

54.2

87.8

77.75

SVM and KNN tuning parameters
SVM

KNN

D1

Linear

Cosine, k=7

D2

Linear

Cosine, k=2

D3

Linear

City-block,
k=6

3.5

D4

Polynomial

Euclidean, k=2

D5

Linear

Euclidean, k=9

Discussion
The synthesis, Self-Organized Error driven (SOED) Artificial Neural network,

while increasing the computational complexity, shows significant improvements in
dealing with five classification challenges. The contributions of this innovative mixture
are discussed further in detail.
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3.5.1

More Accurate
As it was statistically proven in the experiments conducted and results displayed

in Table 3.3 and Table 3.4, SOED ANN has higher accuracy than Feedforward ANN. In
addition, Figure 3.8 is the comparison of SOED ANN and Feedforward ANN for all of
the five datasets used in the paper based on the average number of misclassifications for
each of their blocks, and sorted by the blocks’ challenge level. Figure 3.8 illustrates, in 23
out of 25 experience blocks, SOED performed with fewer misclassifications. In all the
plots in Figure 3.8, the y-axis is the number of misclassifications and x-axis is the index
of each dataset. Furthermore, SOED was compared with 3 other famous classification
methods: SVM, KNN and Decision Tree. The results, Table 3.6, again show a significant
superiority of SOED over the experienced techniques.
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Figure 3.8

3.5.2

SOED ANN and Feedforward comparison – the average number of
misclassifications

More Reliable
The nature of Neural Networks makes them behave in a random way. In other

words, Neural Networks might, and most of the time will, have different outputs on
multiple runs. The measure of reliability for classification techniques, such as ANNs, is
how often they can stretch to their fullest potentials. As shown by Table 3.8, for all of the
datasets SOED was more successful at reaching to the best possible classification
outcome. Table 3.8 has three types of rows. “Fewest MS” represents the fewest
misclassifications possible found on all of the trials in the study. SOED and Feedforward
show the number of times that each of those methods succeeded in reaching that
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potential. Moreover, SOED achieved the best classification seen 53% of the time whereas
Feedforward only had a 20% hit rate.
Table 3.8

Experiments reliability

B1
B2
B3
B4

Total

B5

3.5.3

Fewest MS
SOED
Feedforward
Fewest MS
SOED
Feedforward
Fewest MS
SOED
Feedforward
Fewest MS
SOED
Feedforward
Fewest MS
SOED
Feedforward
SOED
Feedforward

D1
2
2
0
1
2
0
0
2
1
0
1
0
0
3
3
13
4

D2
0
3
1
0
2
1
0
3
0
0
3
1
0
3
2
15
5

D3
0
1
0
3
1
0
2
1
0
1
0
1
5
1
0
4
1

D4
0
1
0
0
0
1
0
0
1
0
1
0
7
1
0
3
2

D5
2
3
3
1
2
0
0
1
0
1
1
0
3
2
0
8
3

More Transparent
Neural networks, especially their unsupervised types, are notorious for being non-

transparent. However, the SOED hybrid has brought in a graphical method (SOM) into
the mix. If one were interested to find out what makes the difference between each class
and what the impurifying attributes in the data are, all they need to do is to investigate
around the dividing lines between each class at the map of decision in Step 3 (Figure 3.2).
This is done by choosing a prototype for each of the cluster (neurons) in the map. This
prototype, more often than not, is the average values of all the members of that cluster.
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To show how this analysis can be done, a color map of decisions for each of the attributes
in the Iris data for the experiment of Block 1, Run 1 is presented in Figure 3.9. This
figure is associated with Figure 3.4 and Figure 3.5 in the sense that each displays the
results from the same experiment. The value in each cell is the average value of the
attribute for the members of the corresponding neuron. The color of each cell is the result
of color-scaling the value against other values in every color map. It is important to note
that each color map of Figure 3.9 has a color bar next to it. The last three color maps
of Figure 3.9 - Setosa, Versicolor, and Verginica - are actually the target classes of the
classification task, and what they are showing corroborate with Figure 3.5 (a) and is
actually the direct result of clamping the map (Step 2 of the SEOD procedure - Figure
3.2). Moreover, Figure 3.9 suggests that Petal width and Petal Length have more
distinguishing power than Sepal Length and Sepal Width. Virginia has the highest Petal
values, followed by versicolor, and last is Setosa. In the case of Sepal Length and Sepal
Width, one can still see meaningful trends in the figure whose contemplation is surely
worthwhile for the experts of the field.
Furthermore, SOED has case-based graphical tools that can be very helpful in
understanding the puzzling side of each problem by recognizing and looking at the
challenging cases of data for classification. For instance, in Figure 3.6, the green triangle
placed at the borderline between all the clusters is a good representation of how the casebased graphical tools may be valuable. Analysis of these types of cases that were
misclassified, or almost misclassified, and their placement in the map of decision can
help gain many insights and intuitions.
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Sepal Length

Sepal Width

Petal Length

Petal Width

Setosa

Versicolor

Verginica

Figure 3.9

Color scaled map of decisions for each attribute in Iris Data – Block 1 run 1
(Figure 3.4 and Figure 3.5)
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CHAPTER IV
CASE STUDY Ⅰ: CHURN DECISION ANALYTICS
4.1

Introduction
Churn refers to customers ceasing use of services provided by a firm and

beginning use of the same service from one or more competitors. Churn prediction is a
valuable capability for companies that are competing in saturated markets. A very good
example of a saturate market is that of telecommunication. Telecommunications
customers serve as the base for this study. The telecommunications industry has two
characteristics that give rise to the competitive application of data analysis for churn
prediction. First, companies store and utilize different types of customer data, perhaps
more than any other business. Second, owing to the saturated telecommunications
market, the heat of competition to win customers is fierce.
Telecommunication companies prefer to retain customers than to acquire new
customers due to the relatively high cost of customer acquisition in comparison to
customer retention (Gupta, Lehmann, & Stuart, 2004). Although customer retention is a
long-established concept for many businesses, it is only recently that churn prediction in
the telecommunications industry has received much attention (Neslin, Gupta, Kamakura,
Lu, & Mason, 2006), churn being a customer ceasing to buy services from a company
only to receive the same services from the competition. Many studies focus on improving
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the accuracy of churn prediction for telecommunications customers, for instance,
(Keramati et al., 2014) reported above 90 percent accuracy. While the major part of the
literature focuses on improving the accuracy of churn prediction, it is essential that
telecommunication companies aim to apply churn models from a financial perspective
(Verbeke, Dejaeger, Martens, Hur, & Baesens, 2012). Since profit is often the highest
priority in business environments, churn models need to move from applying standard
classification techniques towards incorporating revenue gain or loss depending on the
action of the firm in more comprehensive models (Glady, Baesens, & Croux, 2009).
Churn prediction, in different disciplines, depends on various statistical and data
analytic methods. Although research efforts to develop more accurate data analytic
models is valuable, it is easy to forget that churn prediction can only use the discovered
existing patterns in the data. If the pattern that leads to 100% prediction accuracy does
not exist in a dataset, achieving a perfect prediction is impossible. In other words, the
prediction power can only be as good as the hidden patterns in the dataset used for
prediction. Nevertheless, it is valid to argue that the existing methods might not be able to
capture all the hidden patterns in the available datasets. However, the argument cannot be
refuted unless someone discovers a more successful method of finding those patterns.
One approach is to accept the existence of misclassifications and move toward the
smaller misclassification cost rather than focusing on obtaining a fewer number of
misclassifications. In other words, we are after a churn classifier that may prefer more
misclassifications with lower misclassification costs over a fewer number of
misclassification with higher misclassification costs. The existing data analysis
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techniques only extract the patterns to apply churn prediction for all customers in the
same manner. Before making a final churn decision about customers, applying a
systematic knowledge to their values has the potential to significantly decrease
misclassification cost. For instance, the misclassification of a highly valuable customer as
non-churn is much costlier than the misclassification of a normal customer as churn.
Generally, mistaken churn classifications are less costly as they only incur an
unnecessary retention expenditure compared to mistaken non-churn classifications that
may lose the company its valuable customers. Having systematically calculated the
misclassification costs (false positive or false negative) in the case of each customer helps
focus the prediction power of data analysis techniques to minimize misclassification
costs.
This chapter presents the adaptation of SOED that systematically leverages the
information extracted from SOM to calculate the value of each type of customer and
employ those values in the supervised learning (MLP) of a churn classification task. This
new extension of the presented method is called cost-sensitive Self-Organizing ErrorDriven (SOED) Artificial Neural Network.
4.1.1

Chapter structure
The general structure of the chapter is as follows. Section 4.2 presents the relevant

literature review of churn decision making, and more importantly discuss where this
study is contributing to the literature. Section 4.3 explain the adaptation of SOED for the
purpose of cost-sensitive classification. Section 4.4 presents the results of the performed
experiments. Section 4.5 discusses the results from different perspectives, and section 4.6
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offers concluding remarks and highlights the difference of SOED decision-making
present in this chapter.
4.2

Churn Prediction Literature Review
An important part of the literature is the introduction and improvement of

different data mining techniques for better predictions (García, Nebot, & Vellido, 2016).
Specifically, Wei and Chiu (2002) use call pattern changes and contractual data for
developing a new churn-prediction technique with a data mining approach. Similarly,
Keramati et al. (2014) propose a hybrid technique using decision trees, ANN, SVM and
KNN to improve the quality of extracted patterns and accuracy of prediction. Lin et al.
(2014) employ a boosting algorithm to separate the customer base and increase the
accuracy of logistic regression for churn prediction. Additionally, Chen, Fan, and Sun
(2012) and Chen and Fan (2012) propose two methods naming Hierarchical Multiple
Kernel Support Vector Machine (H-MK-SVM) and Collaborative Multiple Kernel
Support Vector Machine (C-MK-SVM) for multi-level, multifaceted, and longitudinal
behavioral datasets including telecommunications. Moreover, van Wezel and Potharst
(2007) incorporate ‘Bagging,' ‘Boosting’ and ‘MultiBoosting’ as ensemble techniques
with base statistical and machine learning methods such as logistic regression and
decision trees to improve customer choice predictions.
The literature also offers the researchers and practitioners specific guidelines
toward data feature selection and the relevant techniques. Specifically, Tang, Thomas,
Fletcher, Pan, and Marshall (2014) employ an orthogonal polynomial approximation
analysis with the purpose of deriving hidden information before churn classification and
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then shows that the inclusion of the derived information in a probit–hazard rate model
can increase model accuracy and interpretability. Furthermore, B. Huang, Kechadi, and
Buckley (2012) contribute to the literature of churn prediction by finding the best feature
sets through experimenting with different feature subsets and seven prediction
techniques. Their new suggested set of features are the aggregated call details, Henley
segmentation, account information, bill information, dial types, line-information,
payment information, complaint information, and service information. Similarly,
Keramati et al., 2014 apply a heuristic dimension reduction method to conclude that
Frequency of use, Complaints, Time of use, Status, and Subscription length are the best
churn predictors. Moreover, the literature depicts that the integration of feature selection,
sample selection, and a strong classifier can significantly increase the accuracy of churn
prediction (Idris, Rizwan, & Khan, 2012). Idris, Khan, and Lee (2012) and (2013) use an
mRMR and GA-based feature selection approach to improve the RotBoost-based
ensemble and Adaboosting based classifiers to tackle churn prediction challenges more
effectively.
Different clustering methods have been used to create more control in the
decision-making process of churn management in other ways than just increasing the
accuracy; a data-driven study with this goal is the effort of Liu and Zhuang (2015) that
incorporates customer segmentation and classification cost in improving the churn
decision making process. K-Means is first used to segment the customers into three
groups, and then a decision tree is employed for churn prediction using the results of the
grouping and their associated misclassification costs. Similarly, Lu, Lin, Lu, and Zhang
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(2014) employ a boosting algorithm to separate the customer base and increase the
accuracy of logistic regression for churn prediction. The weight of the boosting resulted
in separating the dataset into two clusters which contributed to a better classification of
the dataset. Y. Huang and Kechadi (2013) integrates supervised and unsupervised
techniques (K-means and FOIL) to improve the accuracy and interpretability of existing
models: decision tree, logit regression, KNN, SVM, OneR, PART. Additionally, Verbeke
et al. (2012) develop a profit-centric performance measure with the purpose of including
only the optimal fraction of customers with the highest predicted probabilities for a
customer-retention campaign. Furthermore, Bi, Cai, Liu, and Li (2016), with the goal of
bringing marketing strategies at the level of data analysis, proposed a sematic-driven
subtractive clustering method to improve customer churn management within a big data
environment.
The application of cost-sensitive classifiers on churn datasets is an effort to
include the cost of misclassifications for improving churn decision making. Glady et al.
(2009) propose a comprehensive churn study using cost-sensitivity toward customer
lifetime value. Also, the authors in their definition of the loss function do not assume
equal misclassification costs for all customers, which leads to cost-sensitive classification
experiments showing significant improvements. We have taken one step further by
including the individuality of each customer towards optimum classification decisions.
To contrast, Glady et al. (2009) propose adjusting a cut-off point based on the maximized
cumulative profit for all predictions, and our paper introduces a computationally frugal
approach to adjust individual cut-off points for each customer. Bahnsen, Aouada, and
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Ottersten (2015a) incorporate cost-sensitivity in the impurity criteria and pruning method
of decision trees and creates a classification that that is capable of including the costsensitivity in the process of method training. Later on, Bahnsen, Aouada, and Ottersten
(2015b) apply the developed cost-sensitive techniques on churn prediction to show
around 120,000 Euros more savings than cost-insensitive approaches.
4.2.1

Chapter Contributions to the Specific Literature
This study is contributing to the literature from different perspectives. From a

method development perspective, while the success of Artificial Neural Networks (ANN)
and other data mining techniques in dealing with churn prediction are proven, SOED
ANN is adapted and applied to show its superiority. Furthermore, the study also improves
on and brings together two existing parts of the literature: the usage of cost-sensitive
techniques for profit-driven churn prediction and the application of unsupervised learning
to enhance churn classification. SOED has become cost-sensitive at the intersection of
supervised (error-driven) and unsupervised (self-organizing) learning of the proposed
method. Because of this, unlike the cost-sensitive methods used in the literature, the
method is not confined to having to adjust only one decision-making cut-off point for all
customers. The method is capable of optimally specifying different cut-off points for
separate clusters of customers through a line adjustment procedure. Furthermore, the
paper shows and discusses the line adjustment procedure has created an opportunity to, in
conjunction with churn decision making for customers, include an optimum strategy
decision making for each cluster of customers. Moreover, in the literature of profit-driven
churn decision making, the definition of the cost function ignores the possibility of
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customers churning despite retention plans; however, this chapter includes that possibility
in the cost function definition by a retention probability calculation. It appears logical to
assume that the more retention expenditure spent on a churning customer leads to the
higher possibly of their staying. Lastly, results suggest the nature of SOED has dealt with
one of the challenges of working with churn datasets due to the imbalance ratio of churn
and non-churn customers.
4.3

Cost-Sensitive SOED for churn decision making
The power of SEOD stems from combining two powerful ANNs in a way that the

two complete one another for smarter classifications. The original SOED classification
method has seven steps. This adapted cost-sensitive SOED introduces three more steps to
tailor the method for an optimum cost-sensitive SOED churn prediction. These new steps
are step-3, step-4, and step-9. Figure 4.1 and Figure 4.2 present the updated stepwise
procedure and flowchart for cost-sensitive SOED. For this version of the method, costsensitivity is included in the training stage of SOED; the proposed method is cost
sensitive at the stage of learning. Furthermore, the proposed method is also customersensitive as the misclassification cost of each customer is incorporated in the training
step. The sensitivity to customers has created more space for the method to move toward
optimal decision making. It is important to know, for the sake of computational
experiments, that the dataset is divided into three parts: train set, validation set, and test
set. Train set and validation set are applied to train SOM and ANN; validation set is used
to find the optimum dividing line (Step-9), and finally, the test set is saved for examining
and evaluating the procedure. From another perspective, validation set is a part of train
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set as it helps SOED train better. However, validation set is identified differently for
presentation reasons.
Step-3 finds a value for each cluster that compared to other clusters stands for the
worth of each customer in the cluster. Customer Lifetime Value (CLV) is a perfect
candidate metric for this value. CLV is the worth of an entire customer lifetime with a
business. To calculate customer lifetime value, one projects the net future cash flows of a
given customer over time (Berger & Nasr, 1998). While having a well-defined CLV for
all the customers of a company is invaluable, its correct calculation heavily hinges on the
type of available data (Ekinci, Ülengin, Uray, & Ülengin, 2014). Typically, the time
aspect of this calculation is determined, since the dataset used in this paper does not allow
for cost calculations, Customer Lifetime Revenue (CLR) substitutes for CLV. It is true
that in a given application, CLV is a more precise and preferable metric; however, CLR
is still valuable and is relevant for stock price and customer satisfaction (Gruca & Rego,
2005). Step-4 is concerned with the calculation of misclassification costs, and it is
dependent on two distinct pieces of knowledge about the customers: a relationship
between retention expenditure and retention success rate for each cluster, and a value that
represents each customer’s worth (provided in step-3). The combination of the two leads
to finding two types of misclassification costs for every cluster. This requires a way to
calculate the probability of a potential-churn customer being retained based on the cost
we are willing to accept as retention expenditure. This relationship can be constructed
using the data from previous retention plans of customers in each cluster.
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Step-0
Step-1
Step-2
Step-3
Step-4
Step-5
Step-6
Step-7
Step 8
Step 9
Step 10
Figure 4.1

Transform all the attributes to be between -1 and 1; Initialize W = 1 (clamping
weight)
Use SOM to cluster the train set
Check if the SOM output is clamped, NO: Increase W by 1 and go to step-1, Yes:
carry on
Find (estimate) the customer value (revenue) for each cluster profile
Formulate a relationship between retention expenditure and retention success rate
for each cluster
Identify the two regions of the SOM map: churn – not churn
Define two new targets for train set – x and y coordinates of the cluster each data
falls between
Train a feedforward ANN with train set for the two new defined targets
Use the trained ANN net to predict where each case in validation set would land
Use the line adjustment procedure to find the best dividing line of the two regions
of map of decision (MOD) using the information from step 3 and 4
Use the trained ANN net to predict where each new case would land in the updated
MOD and according to the MOD decide for their churn prediction
Cost-sensitive SOED procedure of churn prediction
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Figure 4.2

Flowchart for churn optimum cost-sensitive SOED next to graphical
abstract of the paper
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4.4

Experiments and results

4.4.1

Dataset
The dataset used in this paper is randomly collected from an Iranian

telecommunication company’s database over a 12-month period (Keramati & Ardabili,
2011) (Keramati et al., 2014). 3150 rows of data, each representing a customer bearing
information for 12 columns. Table 4.1 shows the 12 columns and the abbreviations used
for them throughout this study. The dataset is randomly divided into three different sets:
train set 2205 customers (70%), validation set 473 customers (15%), and test set 472
customers (15%). The ratio of churn in the dataset is 15.7%. The low ratio is expected
and is known as a churn class imbalance problem (B. Zhu et al., 2017).
Table 4.1

Dataset columns summary and abbreviations

Column name

Abb.

Column name

Abb.

Call Failure

CallF

Frequency of SMS

FreSMS

Number of Distinct Calls

NCall

Number

of NCo

Complaints

4.4.2

Subscription Length

SubLen

Age Group

AgeG

Charge Amount

ChaAm

Type of Service

TySer

Seconds of Use

SecUSE

Status

Stat

Frequency of use

FreUSE

Churn

Chu

Assumptions
Two assumptions are the foundation of the calculation of misclassification costs

in this study. First, when a customer classified as churn, the telecommunication company
is willing to spend a fraction of the customer revenue as retention expenditure to prevent
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churn. Retention Expenditure Ratio (RER) and Retention Steady Expenditure (RSE) are
the two names for this idea. RER uses a ratio of the value of customers to spend on
retention offers, whereas RSE has a uniform retention plan for all customers. Customarily
it is assumed that customers will not churn if offered a retention plan (Glady et al., 2009),
(Bahnsen et al., 2015b). However, in reality not every churn retention plan will be
successful. This paper formulates the second assumption, which is about the effectiveness
of retention expenditures, to be more realistic. The assumption is that retention
expenditure has a constant Success Rate (SR). SR should correlate with the amount of
retention expenditure. The more spent for the customer who is about to churn, the less
probable that they will churn because retention efforts reduce the likelihood of a churn
event (Risselada, Verhoef, & Bijmolt, 2010). The relationship is unlikely to be linear, but
we suspect that it exists. There are many different retention efforts a company may make,
the paper, later on, discusses the proper mix of strategies for a given industry, firm, or
customer.
4.4.3

Procedural output
Figure 4.3 a) represents the output from Step 1 of the procedure. It is the SOM hit

rate representation that shows the membership count of each neuron in the map. For
instance, the neuron at the bottom left of the map has 78 members associated with it.
After checking the types of customers residing in each cluster, we observe that in no
cluster do both churn and non-churn customers reside. Also, all of the clusters with only
churn customers and all of the clusters with only non-churn customers exist on a specific
part of the map. The two regions shown in Figure 4.3 a) corresponds 100% to each class
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in the dataset with color green (non-churn) and red (churn). In other words, Figure 4.3 a)
shows a clamped map (Step 2 in Figure 3).

Figure 4.3

SOM hit rate and customer revenues for all clusters

CLR is calculated based on certain variables from the dataset and pricing
estimations informed by online telecommunications pricing. For step 3, to generate the
average monthly revenue of a cluster, Equation 4.1 is employed. Equation 4.1 contains
FreSMS, SecUse, PriSMS, and PriUSE which respectively present the average frequency
or the number of text messages sent per month, the average seconds of call usage, the
price per text message, and the price per second of call usage.

𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑅𝑒𝑣𝑒𝑛𝑢𝑒 = 𝐹𝑟𝑒𝑆𝑀𝑆 × 𝑃𝑟𝑖𝑆𝑀𝑆 + 𝑆𝑒𝑐𝑈𝑆𝐸 × 𝑃𝑟𝑖𝑈𝑆𝐸
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(4.2)

The time aspect of this calculation may be determined by a few different methods
(Ekinci et al., 2014): average life of existing accounts as an expected time horizon
(Reinartz & Kumar, 2003), or an infinite time horizon (Fader, Hardie, & Lee, 2005)
(Gupta et al., 2004). In telecommunications, the possible user base ranges in age from
quite young to past retirement age. Moreover, it is desirable for a company to retain
customers as long as possible, barring any great costs somehow incurred. Therefore, an
estimated time horizon as the time span over which future cash flows will happen is the
average age of the cluster subtracted from 65. Age 65 is still slightly lower than many
countries average life expectancy (Organization, 2010). Finally, to calculate the average
remaining customer lifetime revenue in a given cluster, the monthly customer revenue
average of each cluster is transformed into an average annual revenue and then multiplied
by the calculated expected lifetime remaining for the cluster. Figure 4.3 b) presents the
estimated customer revenues for all clusters in Figure 4.3 a). One may notice while there
are some clusters in Figure 4.3 a) without members, Figure 4.3 b), regardless, has
customer values for them. Those customer values are an average of the customer values
of their non-empty neighbors. For instance, the average of 25,811, 6,620, and 15,165 is
15,745 in Figure 4.3 b) (from the bottom third row, from the left second column).
Although step-4 is a procedural key element of the method, the dataset in this
paper does not have enough information for finding such relationships. To find these
types of relationships, one needs to have access to the data of previous retention efforts.
However, we still can show the strength and power of the proposed method by assuming
some relationships between these entities. The literature has recognized this relationship
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(Risselada et al., 2010), and this is not the core of contribution in this paper. Section 4.4.4
explains more about these assumptions. In fact, Section 4.4.4 studies the impact of the
combination of relationships between the two.
Step-5 identifies the different regions of the map. In Figure 4.3 a)
and Figure 4.4, green squares are the clusters where customers have not churned, and the
red squares are the clusters that their cases have churned. As one can see in the map of
clusters, there is a division: churn and non-churn. There are seven neurons in the map that
no case is occupying. Three of them are not in the dividing part of the map. The other
four are actually the main focus of step 9 because they give SOED a chance to adjust a
dividing line for optimum cost-sensitive classifications.

Figure 4.4

SOM’s map codings

Step-6 seeks to change the target column for classification of MLP. MLP in a
standard binary classification strives to map the predicting attribute of the dataset with
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the binary value of the target. However, here SOED employs MLP to map the same
predicting attributes to a location in the map shown in Figure 4.4 b). The new target
columns assume the position of neurons in MOD. For example, for each of three cases at
the bottom left neuron in the map, the two target columns are 0.5, 0.5. Figure 4.4 b)
depicts all the target columns for other neurons in the map.

Figure 4.5

The predicted coordination of validation set with their known labels (step 8) and
its misclassification projection

Step 7 and 8 apply Feedforward ANN (MLP) to predict the positions of the
customers on MOD for the train and validation sets using the predicting attributes. Figure
4.5 a) shows the predicted coordination of cases of the validation set. Since the map is
clamped, the plot could segregate between the two by filled green circles for non-churn
and red stars for churn cases. Also, there is a basic dividing line between the two areas of
the map. Based on this line, the misclassifications can be recognized. With this dividing
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line, the green circles on the right side of the dividing line are false positives, and the red
stars before the dividing line are false negatives.

N1
11 A

N2

11 B
21 A
11 C
21 B
11 D

C1

N3
31 A

31 B

31 C

21 c

31 D

31 E

C2

N4
42 A

42 B

42 C

42 D

53 A

53 B

53 C

53 D

42 E

53 E

64 A

64 B

64 C

C3

N5

N6
N7

C4
C5

75 A

Figure 4.6

11 E

75 B

75 C

Line adjustment possibilities

The application of this basic dividing line is the counterpart of using the
same naïve cut-off point for churn decision from churn probability prediction (Glady et
al., 2009). However, the mapping of SOED and the customer value associated with each
cluster have created the foundation for an optimum cost-sensitive churn classification.
The outputs of steps 3 and 4, customer revenue and a relationship between retention
expenditure and success rate, afford a minimizing line adjustment for the cost of
misclassifications based on the cases on the validation set. Step 9 introduces a procedure
to that end. Figure 4.6 shows different possibilities for adjustment of different lines. The
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dividing line connects some chosen points that are named with numbers and a letter; the
first number of the coding comes from the number with N clusters and the second
number comes from C clusters, and the letter makes a distinction between points in the
same situation. There are two distinct types of situations. The first type is when there is a
gap between the two clusters that the dividing line needs to separate (in Figure 4.4 a) N1C1, N3-C1, N4-C2, N5-C3). In these situations, five different points are devised starting
from least-false-positive to least-false-negative. For instance, the dividing line for
situation N1-C1 has to start from one of the points from the point 11A to point 11E. The
11C point is the middle ground, not preferring false negative or false positive. The second
type of situation is where there is no gap between the two neurons. The same idea
applies, here only for three points. These situations are N2-C1, N6-C4, and N7-C5.
A dividing line forms by sequentially connecting to one of the points in the next
situation. The same line as presented in Figure 4.5 a) forms by connecting 11C, 21B,
31C, 42C, 53C, 64B, and 75B. This line is also in Figure 4.6 with the color green. Since
there are seven situations with four of them having five possible points and three having
three possible points, there are 16,875 possible dividing lines – 54×33. Figure 4.6, beside
the middle ground possible dividing line (green), also shows three of these possibilities.
The blue line connecting all the A points in all the situations leads to the least number of
false positives. The purple line connecting all the E or C points, on the other hand, if
used, minimizes the number of false negatives. Finally, the red dividing line shows the
possibility of choosing different points and how that could appear.

74

The procedure in step-9 calculates the misclassification costs of the train and
validation set for each of 16,875 line possibilities. The line that leads to the least
misclassification cost is the best choice for the final MOD. Using the assumptions, laid
out in section 4.4.2, the misclassification cost for each dividing line alternative is
calculated using Equations 4.2 or 4.3. In these formulas i, j, NFP, NFN, CRi, CRj, RER,
RSE, and SR respectively represent index for false positives, index for false negatives,
number of false positive cases, number of false negative cases, customer revenue value of
customer i (false positive), customer revenue value of customer j (false negative),
retention expenditure ratio, retention steady expenditure, and success rate. The only
difference between the two is the assumption behind the formula. Using Equation 4.2
includes the assumption that the retention expenditure is a fraction of customer revenue
for each cluster. On the other hand, Equation 4.3 uses a steady retention expenditure
which is irrelevant to the customer revenue.

𝑁

𝑁

𝐹𝑃
𝐹𝑁
𝐶 = ∑𝑖=1
𝐶𝑅𝑖 × 𝑅𝐸𝑅 + ∑𝑗=1
𝐶𝑅𝑗 × (𝑆𝑅 − 𝑅𝐸𝑅)

𝑁

𝑁

𝐹𝑃
𝐹𝑁
𝐶 = ∑𝑖=1
𝑅𝑆𝐸 + ∑𝑗=1
[𝐶𝑅𝑗 × 𝑆𝑅 − 𝑅𝑆𝐸]

(4.2)
(4.3)

Figure 4.5 b) helps clarify the formulas. All the stars shown in the figure are cases
that have been misclassified based on the blue line (one dividing line alternative): reds
are false negatives and greens are false positives. The misclassification costs of all the
green cases are summed using the first sigma and the second sigma sums the
misclassification costs of red cases. The reason that the second sigma of the above
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formulas is using success rate is that if the false positive cases had been classified
correctly only the retention of so many of them would have been possible. The procedure
recognizes the misclassification cases (false positive or false negative) for every possible
dividing line and calculates the misclassification costs. Video 1 shows the coded
procedure of step-9 that recognizes misclassifications for different dividing lines.
4.4.4

Assumptions Relevance
To observe the significance of the proposed method and the influence of

assumptions, two sets of experiments investigate the impact of different values for RER,
RSE, and SR. Figure 4.7 and Figure 4.9 a) illustrate the result of the combinatory changes
of RER and SR. Similarly, Figure 4.8Figure 4.9 b) show the result of experiments with
changing of RSE and SR. Across all the experiments, SR may assume four different
values: 0.05, 0.1, 0.3 and 0.6. For instance, SR having the value of 0.3 means the
retention expenditure has 30 percent probability of convincing the churning customer to
stay. The combination of some of the success rates and retention expenditures is not
logical, for example, the combination of having 60 percent success rate for only spending
1 percent of customer revenue as retention expenditure. In other words, the cost of buying
churning customers back is so low that even the slightest indication of a customer
churning leads to retention prevention plans. Even though, many of these combinations
are not realistic, they are included to show the flexibility of the proposed method and
different projections of the dividing line based on the different settings.
The following four paragraphs discuss Figure 4.7, Figure 4.8 and Figure 4.9.
Dividing lines resembling the blue line in Figure 4.6 are indicative of problem settings
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that the optimum classification setting prefers the least number of false positives (wrong
churn prediction). In these cases settings, usually, the misclassification costs of false
positives are comparatively high so that the line is adjusted to prevent their happening.
On the other hand, the dividing lines similar to the purple line in Figure 4.6 are indicative
of classification settings that false negatives (wrong non-churn prediction) are costlier.
The higher misclassification cost of false negatives over that of false positives makes the
classifier attempt to avoid them by pulling back the dividing line. In Figure 4.6, Figure
4.7, Figure 4.8 and Figure 4.9, the more pushed-out lines (blue line in Figure 4.6) lead to
a fewer number of false positives, and the more pulled-back lines (purple line in Figure
4.6) result in a fewer number of false negatives.
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Figure 4.7

Experiments with rate-base expenditure assumptions (RER)
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Figure 4.8

Experiments with steady-base expenditure assumptions (RSE)
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Figure 4.9

Total cost variation of experiments with RER and RSE

Keramati et al. (2014) have studied these two extreme cases before. They devised
φ variable manipulating which enables the hybrid methodology to move from fewer false
positives (and therefore more false negatives) to fewer false negatives (and therefore
more false positives). However, the contribution of this study is where the method is
capable of adjusting the dividing lines based on the different characteristics of each
cluster. For instance, looking at Figure 4.7 (SR=0.6) we can see setting retention
expenditure rate (RER) to be 0.01 when success rate of retention strategy is 0.6 yields a
pushed-out dividing line; this is not surprising as retention expenditure is low. One can
see in Figure 4.7 (SR=0.6), increasing RER to 0.05 makes the dividing line to pull back
at certain spots. It is interesting to notice that increasing the rate to values 0.25 – 0.6
makes the dividing line push out in some spots and pull back for some others.
Figure 4.8 is related to experiments similar to that of Figure 4.7. The difference is
the experiments performed for Figure 4.8 are working under a different assumption –
retention expenditures are not calculated based on the clusters (Retention Steady
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Expenditure - RSE). Nonetheless, the behavior reflected in Figure 4.8 has similarity to
that of Figure 4.7. Figure 4.8 (SR=0.6) represents that increasing retention expenditure
from $25 to $5000 transforms the dividing line from being almost all the way pushed out
to nearly all the way pulled back. The middle retention expenditures, although not
completely, showed similar behavior (compare Figure 4.7 (SR=0.6) with Figure 4.8
(SR=0.6)).
Figure 4.7 and Figure 4.8 reveal different settings based on the values of SR,
RER, and RSE lead to different dividing lines. The projection of these differences is
owing to the differences that exist between the customer revenue of each cluster. On the
other hand, Figure 4.9 a) and b) show the optimum total cost trend of these different
settings. Figure 4.9 a) corresponds to Figure 4.7, whereas Figure 4.9 b) corresponds
to Figure 4.8. The trend of the total optimum cost is consistent. Increasing SR for both
parts in Figure 4.9 will lead to the rise of the total optimum cost. However, for higher
Success Rates (SR=0.6 and SR=0.3), the slope of the increase as shown in Figure 10 is
greater.
4.4.5

Comparison
To demonstrate the superiority of the proposals in this study, they are compared

with the recent state of the art cost-sensitive classification techniques and the recent
profit-driven churn decision making techniques.
4.4.5.1

Ground for Comparison
All the methods use the same proportions of the data for training and testing

purposes. Train set (70%) and validation set (15%) of the data are used to train and
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improve each method. All the methods, without having been exposed to the test set
(15%), have predictions about its members. The computed comparison between the
predictions and the actual churn occurrence based on the defined evaluation metrics is the
performance of each method. There are three performance metrics employed: accuracy,
F-score, and misclassification cost. Accuracy is a cost-blind, class-imbalance-blind
metric. While F-score is a cost-blind metric, it takes the class imbalance nature of churn
datasets into account.
In the context of cost-sensitive classification, comparisons require more
assumptions. For instance, Glady et al. (2009) assume a loss function which accumulates
the costs for the occurrence of the two types of decision-making errors: false positive and
false negative. The defined loss function is kept constant for all their experiments, thus
giving the study a common ground for comparisons to be made. In this study, SOM
output is the necessary assumption after being exposed to the train set and validations set.
Since every single customer, in all three sets (train, validation, and test sets) can have a
cluster membership on the SOM map, the calculated customer value for each cluster is
assumed to be the customer values of all the members. Training of SOM uses both train
and validation sets. However, the assumption is if the test set is also involved in the
training of the SOM, the cluster membership of the test set does not significantly
change. APPENDIX B presents a hypothesis test for the relevance of this assumption.
Moreover, it is important to know a relationship between SR and RER or RSE for
each cluster. We were not able to estimate such relationships due to not having access to
the data of previous retention attempts. We suspect that such estimated relationship
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would be different from one cluster to another. However, for experimentation, it is
assumed that companies only can adopt 1% for RER and that leads to 30% customer
retention success rate (SR). Of course, in reality, RER can be any percentage that a
company wants to choose. However, consistency of this assumption throughout the study
provides another ground for comparison.
4.4.5.2

Methods specificities
This section introduces the experimental settings of all the applied methods:

Multi-Layered Perceptron (MLP) (Feedforward ANN), decision tree (DT), AdaCost, selforganizing error-driven ANN (SOED), and optimum cost-sensitive SOED. There are
common concepts used in the training of all classifiers: Cost-Sensitive (CS), Accuracy
Driven (AD), and F-Score Driven (FSD). They imply the method either already has the
feature or has been adapted to move toward having that feature. For instance, CS
Decision Tree suggests that decision tree has been adapted to become cost-sensitive.
Accuracy Driven (AD) signifies that the method quests to perform the best regarding
accuracy. Likewise, F-Score Driven (FSD) specifies that the method outputs trained
classifiers with high F-Score performance. It is noteworthy that even though only in the
training or validation process of the classifiers which are cost-sensitive (CS) the
calculated customer revenue of each member is used, for all classifiers the calculated
customer revenue is utilized in the calculation of the performance measure cost in Table
4.2.
Except for OCS SOED that cost-sensitivity is imparted using the line adjustment
procedure, other cost sensitive experiments, such as decision tree, MLP or AdaCost, may
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have used one of the renowned cost-sensitive strategies: Resampling Ratio (RS) and
Thresholding (T). Table 4.3 presents the specific tuning of RS and T related for each
method to reach the best Accuracy, F-Score, and Cost. Equation 4.4 shows the definition
of RS. N.Chunrs and N.NonChurns respectively stand for the number of customers that
are labeled churn and the number of customers that are labeled non-churn in a resampled
train set. Equation 4.5 presents how the churn decision is made based on a defined
threshold (T). Here, predict_value is the value predicted by a regression-based predictor.
In short, Equation 4.5 is how the regression predictors are transformed to churn binary
classifiers.
𝑁.𝐶ℎ𝑢𝑟𝑛𝑠

𝑅𝑆 = 𝑁.𝑁𝑜𝑛𝐶ℎ𝑢𝑟𝑛𝑠
𝐶ℎ𝑢𝑟𝑛
{
𝑁𝑜𝑛𝐶ℎ𝑢𝑟𝑛
4.4.5.2.1

𝑝𝑟𝑒𝑑𝑖𝑐𝑡_𝑣𝑎𝑙𝑢𝑒 ≥ 𝑇
𝑝𝑟𝑒𝑑𝑐𝑖𝑡_𝑣𝑎𝑙𝑢𝑒 < 𝑇

(4.4)
(4.5)

MLP

The learning force of MLP originates from the weight changes between neurons
due to the backpropagation of the errors. MLP is trained to output a churn expectation
based on the input values of each customer. The difference between the expectation and
the churn reality is the error. The churn reality either happens (1) or doesn’t happen (-1).
However, MLP outputs a value that is calculated solely based on the existing weights. In
other words, MLP is not accuracy or cost driven but attempts to bring the output value of
the network closer to the 1 or 0 of the churn reality. That is the reason behind the
threshold definition in Equation 4, so MLP can distinguish between distinct classes.
Naively, in many MLP applications for binary classifications, where the classes are
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denoted by -1 and 1, zero is considered for T. However, the process of validation and
power of randomization are used to give MLP more focused learning forces at the
validation level. These learning forces are named Accuracy Driven (AD) and F-Score
Driven (FSD).
For all the presented MLPs in Table 4.2, each row represents 1000 experiments.
The best and average columns are over 20 best-selected networks from a 50-run
validation process. In each validation process, 50 random networks learn to show their
performance when predicting the validation set. All the networks use LevenbergMarquardt backpropagation and Mean Squared Error and six validation checks. However,
at each 50 network initiation, a random 2 or 3 layered network is assigned. The network
that has performed the best among the 50 networks based on either one of the learning
forces (AD, FSD) will learn using both train and validation sets with 500 validation
checks. Setting the validation check of an ANN high gives confidence that the network
reaches its fullest potential. The selected retrained network is used for churn prediction of
the test set, and Table 4.2 reports the average and the best of all performance measures
for all 20 best-selected networks. Also, APPENDIX C presents the performance of all 20
best-selected networks.
4.4.5.2.2

SOED

Table 4.2 includes seven different rows related to the performance of SOED.
SOED and AD SOED are not cost-sensitive, i.e. Customer Revenues (CR) in the process
of training, validation or line adjustment is not used. While SOED is adopted from
(Jafari-Marandi et al., 2017), AD SOED (Accuracy Driven SOED) is the alteration of
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SOED where the line adjustment procedure has found the optimum line by which the best
accuracy occurs. Using the red line in Figure 4.10 instead of using the middle ground
dividing line (the green line in Figure 4.6) is the key difference between using a normal
SOED and the AD SOED. Similarly, the blue line in Figure 4.10 is employed to move
toward cost-sensitivity (Optimum Cost-Sensitive SOED). The inclusion of customer
revenue calculations and assumptions for the relationship between retention plan
expenditure and customer retention success make it possible to adjust the line for
minimum misclassification cost. In other words, OCS SOED uses the line adjustment
procedure to find the line that leads to the least misclassification cost possible among all
the presented line assortments.
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Figure 4.10

SOED line adjustments based on Accuracy, Precision, Recall, F-Score and
Misclassification Costs

On the other hand, CS SOED 1 to CS SOED 4 are cost-sensitive ANNs that at the
level of validation use the calculated customer revenues. At the validation level, CR is
used to derive the misclassification cost of the trained network. Similar to the MLP rows,
CS SOED 1 to CS SOED 4 rows in Table 4.2 represent 1000 experiments. The best and
average columns are over 20 best-selected networks from a 50-run validation process. In
each validation process, 50 random networks learn to show their performance in
predicting the validation set. CS SOED 1 will choose the network that outputs the
smallest misclassification costs. CS SOED 2 assigns, at the same time as randomly
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initiating a 2 or 3 layered network, a random Resampling Ratio (RS) between 0.1 and 10.
RS can randomly take values 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 2, 3, 4, 5, 6, 7, 8,
9, and 10. CS SOED 3, instead of a random RS, assigns an arbitrary threshold (T). T can
randomly take any value between -1 and 1 with 0.05 increments, for instance -0.75 or 0.3.
CS SOED 4 is the random combination of CS SOED 2 and CS SOED 3 where each
experiment is randomly assigned a 2 or 3 layered network, a Resampling Ratio (RS) and
Threshold (T). To clarify, none of the CS SOEDs use any line adjustment procedure. The
reason they are named SOED is the fact that MLP is using the result of Self-Organizing
Map and the estimated customer revenues (CR) in the process of validation for
improvement. APPENDIX C presents all of the CS SOEDs 20 validation runs.
4.4.5.2.3

Decision Trees

Decision trees are one of the most popular and transparent supervised learning
techniques. Keramati et al., (2014) reported 14 different decision tree induction methods
in three different software packages. After applying all them on the same dataset as this
study, it was reported that Matlab’s decision tree is only second best to the Random
Forest induction algorithm. However, under F-Score metric MATLAB proved to be more
stable than Random Forest.
This study adopts two of MATLAB R2017a decision tree functions: fitctree and
fitrtree. Function fitctree is a classification based decision tree, and its branches only
conclude in either one of the defined classes. On the other hand, function fitrtree is a
regression-based decision tree with branches that have numeric values. DT row in Table
4.2 shows the result of the classification decision tree (fitctree) after being trained using
88

train and validation sets. Since decision tree is not a random process, unlike many
of Table 4.2’s rows, DT is only representing one experiment.
Cost-Sensitive Decision Tree (CS TD) employs the regression-based
function of DT (fitrtree) in conjunction with a validation process tuning of resampling
ratio and thresholding. Similar to other cost-sensitive rows in Table 4.2, the row of CS
TD represents 1000 different experiments. The bests and averages are over 20 selected
combinations of resampling ratio and adjusted thresholds from a 50-run validation
process. Similar to Cost Sensitive SOEDs, each validation process randomly assigns
resampling ratio and thresholds and employs only the train set to train the decision tree
by fitrtree function (regression-based decision tree) to predict the class of the validation
set. The combination of resampling ratio and threshold that leads to the lowest
misclassification cost of the validation set will be selected in the prediction of the test set
using both the train and validation set. The calculated performance of the test set will be
one of the 20 experiments that CS TD represents (APPENDIX C). It is important to know
that in the training process of decision trees in CS TD, MOD resulting from the SOED
process has been used. In other words, SOED has created the foundation for the decision
tree to become a cost-sensitive classifier.
4.4.5.2.4

Cost-sensitive AdaBoost

Cost-sensitive AdaBoost is an ensemble-based cost-sensitive algorithm where
boosting a weak classifier turns into a strong one. The predefined cost of the two different
types of misclassifications will lead the weight changes toward class predictions with less
misclassification cost (Sun, Kamel, Wong, & Wang, 2007). Therefore, for these types of
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classifications to be applied to churn prediction, there is a need for a misclassification
cost ratio (Burez & Van den Poel, 2009). Equation 4.6 presents this ratio: the
misclassification cost of a false negative, when a customer is wrongly predicted to churn,
over the misclassification cost of a false positive, when a customer is wrongly predicted
as non-churn. Since the cost of acquiring customers is usually higher than retaining them,
we would expect a cost ratio greater than one to yield less misclassification cost.

𝐶𝑜𝑠𝑡 𝑅𝑎𝑡𝑖𝑜 =

𝑚𝑖𝑠𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑖𝑡𝑜𝑛 𝐶𝑜𝑠𝑡 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑚𝑖𝑠𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑖𝑡𝑜𝑛 𝐶𝑜𝑠𝑡 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(4.6)

The validation procedure adjusts the cost ratio along with a resampling ratio.
Similar to OCS SOED and CS decision tree, CS AdaBoost in Table 4.2 represents 1000
experiments. The bests and averages are over 20 selected combinations of resampling
ratio and cost ratio from a 50-run validation process. We utilized MATLAB R2017a
fitensemble function for all the validation predictions and test predictions. The function is
set with 50 as the number of boostings, decision trees as the weak learner, and
classification as the task of learning with the cost ratio definition. APPENDIX C shows
all of these validation runs.
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Table 4.2

DT
MLP
AD MLP
FSD MLP
SOED
AD SOED
CS
SOED1
CS
SOED2
CS
SOED3
CS
SOED4
OCS
SOED
CS DT
CS
AdaBoost

Comparison between MLP, DT, AdaBoost, and SOED
Best
Cost
(thousands)

Average
Cost
(thousands)

Best
Accuracy
(percent)

Average
Accuracy
(percent)

Best
F-Score
(percent)

Average FScore
(percent)

106.23
39.71
41.54
39.71
34.23
20.01

106.23
91.40
102.58
93.08
34.23
20.01

94.49
97.67
98.09
97.67
95.13
97.03

94.49
96.42
96.29
96.18
95.13
97.03

81.16
91.97
93.43
93.53
82.96
90.00

81.16
87.39
87.34
88.62
82.96
90.00

31.44

75.55

98.31

96.24

94.20

88.57

3.10

32.78

97.25

89.52

91.50

74.83

9.05

26.34

97.46

88.36

91.78

74.26

10.72

38.51

95.55

82.57

86.62

65.53

13.75

13.75

95.13

95.13

85.71

85.71

23.01

56.75

91.95

86.29

77.65

66.93

24.25

109.65

92.80

82.03

77.92

60.85
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Table 4.3

Method specific tanning for the best of their Accuracy, F-Score, and Cost
Resampling
Ratio

Threshold

Cost
Ratio

Line Adjustment

[9,11,5]*
[9,11,5]*
[10,5]
[15,15,13]
[13,6]*
[13,6]*
[4,15],
[6,6,15], [8,9]
[13,10]*
[13,10]*

-------

-------

-------

-------

--

--

--

--

---

---

---

[15,12,13]

-

-

-

[15,12,13]

-

-

-

------[9,8,5]*
[9,8,5]*
[9,8,5]*
[6,8,3]*
[8,7,11]
[6,8,3]*
[14,12,2]*
[14,12,2]*
[12,5]
[10,8,1]*
[10,8,1]*
[4,3]

2
2
7
1
1
9
---2*
1
2*
---1*
1*
1

0.2
0.2
-0.05
----------0.55*
-0.55*
-0.85
-0.2*
-0.2*
0.35

---4
6
1
-------------

[15,12,13]

--

--

--

--[3,2,3,3,3,2,2]
Figure 4.6: Green
Line
[4,2,2,4,3,2,2]
Figure 4.10: Red
Line
------------------[4,2,2,5,4,3,2]
Figure 4.10: Blue
Line

Network
MLP

AD MLP

Accuracy
F-Score
Cost
Accuracy
F-Score
Cost
Accuracy

FSD MLP

SOED

AD SOED

CS DT

CS
AdaBoost
CS
SOED1
CS
SOED2
CS
SOED3
CS
SOED4
OCS
SOED

F-Score
Cost
Accuracy
F-Score
Cost
Accuracy
F-Score
Cost
Accuracy
F-Score
Cost
Accuracy
F-Score
Cost
Accuracy
F-Score
Cost
Accuracy
F-Score
Cost
Accuracy
F-Score
Cost
Accuracy
F-Score
Cost
Accuracy
F-Score

Cost
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4.5

Discussion
The study works under the assumption that misclassifications are part of churn

prediction. Our approach accepts their existence while trying to minimize occurrence.
Furthermore, the procedure employs the capability of SOED to incorporate other types of
information such as customer revenue and costs of misclassification to work with the
possibility of misclassifications instead of solely working against them. As such, the
contribution of this chapter of dissertation is finding the best balance for misclassification
costs of false positive and false negative for each cluster of customers. Figure 4.7
and Figure 4.8 illustrate examples of these balances for different assumption settings. In
different settings of RER, RSE, and SR, we can see how the dividing line between
clusters might change with the results of the new balance between the two types of
misclassification costs. Figure 4.11 reflects the significance of this contribution. The only
difference the OCS SOED and AD SEOD has in practice is the fact that OCS SOED has
used the blue line in Figure 4.10 instead of the red line, and that has led to around $8,000
lower cost.
In what follows we will discuss the results shown in Table 4.2Table 4.3 from
different perspectives. In short, cost-sensitive SOEDs show significant superiority over
the other cost-sensitive methods both at best and average performance.
4.5.1

Accuracy driven churn decision making
Keramati et al. (2014) have shown statistically that ANN significantly

outperformed decision tree, K-Nearest Neighbors, and Support Vectors Machine in
dealing with the accuracy driven classification task of this paper. In this study, the
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improved version of ANN which is Self-Organizing Error-Driven ANN (Jafari-Marandi
et al., 2017) is also applied to show that it is a more accurate and consistent
method. Table 4.2 shows while the best of Accuracy Driven MLP is higher than the best
performance of SOED, its average could not stretch to the SOED’s performance. SOED
on average performs 0.72% better in the classification of 472 customers in the test set, i.e.
SOED has four fewer churn misclassifications in comparison to MLP. The average of
Accuracy Driven MLP is more important because, in reality, we are not able to know
which one of the trained networks in the set of 20 will be performing the best. Although
this shows that Artificial Neural Network still has room for improvements regarding
creating a more accurate and reliable predictor for churn classifications, the proven
consistency of SOED at this level of accuracy is more desirable.
4.5.2

Profit driven churn decision making
Table 4.2 validates recent profit-driven churn decision making efforts (Glady et

al., 2009), (Verbeke et al., 2012), (Bahnsen et al., 2015b). Cost-sensitive methods such as
CS DT and CS AdaBoost outperform the best classification techniques (MLP) when the
evaluation metric is misclassification cost. Based on our experience on the same data
presented in (Keramati et al., 2014), we show MLP outperforms DT, SVM, and KNN
regarding accuracy, precision and Recall measures. However, Table 4.2 shows costsensitive DT and cost-sensitive AdaBoost perform better than cost-insensitive methods
(DT, MLP, and SOED). Furthermore, we have learned that the effort to create a costsensitive ANN has improved churn decision making. Based on the decisions made for the
test set which includes only 472 customers, the best CS SOED 2 outperforms the best of
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CS DT and CS AdaBoost by approximately $20,000, and on average OCS SOED
outperforms CS AdaBoost approximately by $96,000 and CS DT by $43,000.
4.5.3

SOED line adjustment
Figure 4.11 illustrates another representation of Figure 4.10. Figure 4.11 depicts

the misclassification occurrence of different SOED line adjustment strategies. For
instance, Figure 4.11 a) shows a selected dividing line which is adjusted to drive the least
misclassification costs using the customers in the validation set. For all parts of Figure
4.11, the chosen dividing line and the misclassification occurrence are presented using
MOD. Also, each cluster on MOD uses a color to show the value of its customers. Figure
4.11 from part a to part d shows the selected dividing line when the line adjustment
procedure has been tuned to move towards, respectively, lowest misclassification cost,
highest accuracy, highest recall, and highest precision. In general, Figure 4.11 expresses,
first, that the line adjustment is powerful and effective as by moving from different
extremes to the others, the value of performance metrics change significantly;
misclassification costs changes by $137,000, accuracy 8 percent, recall 64 percent, and
precision 44 percent. Second, comparing Figure 4.11 parts a (cost driven adjustment) and
c (recall driven adjustment), we can infer that cost-sensitive classification is more than
just preferring one type of error over the other. The comparison shows, based on the
value of the customer revenue, sometimes a false negative (wrongly predicted as nonchurn) should happen so to prevent some false positives (wrongly predicted as churn).
Lastly, the similarity and difference between parts a (cost driven adjustment) and b
(accuracy driven adjustment) of Figure 4.11 are summarizing the similarity and the
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differences between classical churn prediction and recent profit-driven churn decision
making. In Figure 4.11 b) the classifier is adjusted to have the fewest number of
misclassifications possible. In Figure 4.11 a) the constraint of fewer number of
misclassifications is relaxed to let more misclassifications happen, and a profit-driven
constraint is imposed on the classifier to move towards less misclassification cost. The
change of training focus has led to 9 more misclassifications but around $6,000 in
savings.
Table 4.4

Precision and Recall performance of SOED with the hybrid methodology
proposed by (Keramati et al., 2014)
Best hybrid methodology
(Keramati et al., 2014)
SOED

Recall

Precision

97.14%

98.56%

95.71%

100%

Table 4.4 compares the performance of SOED that uses line adjustment for the
two extremes - Precision and Recall - with the performance of a hybrid methodology
proposed before (Keramati et al., 2014). The hybrid methodology uses a control variable
in conjunction with four different classification methods: decision tree, KNN, SVM, and
ANN. The control variable can be adjusted to lead the hybrid classifier for the best
Precision or best Recall. The values present in Table 4.4 for Best hybrid methodology are
the average over the five experiments in the study. The comparison shows that SOED
with line adjustment has been able to perform better for Precision. Also for Recall, SOED
can result in 100% accuracy if it were not for the limitation of line adjustments
possibilities. That is to say, if the line adjustment procedure gives more possibility of
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movements, the dividing line in Figure 4.11 c) could be more pushed out so the two green
misclassifications would not happen. It is noteworthy that it would significantly decrease
the F-Score.

Figure 4.11

Misclassification depiction of SOED based on different line adjustment
strategies (Figure 4.10)
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4.5.4

Cost-sensitive classification
Figure 4.12 presents the misclassifications of all the cost-sensitive methods

in Table 4.2. The misclassifications are depicted using MOD of SOED. The color of the
clusters, ranging from white to black, represent the estimated customer revenue for the
cluster; colors red and black show higher customer values as opposed to colors white and
yellow which show lower customer revenues. Figure 4.12 fully captures the importance
and the essence of cost-sensitive classifications. First, Figure 4.12 reveals the number of
misclassifications is not a realistic measure to evaluate classification decisions. For
instance, even though CS SOED 2 has one more misclassification than CS SOED 1, CS
SOED 2 has a significantly lower misclassification cost: approximately $28,000.
Furthermore, we can see that all the cost-sensitive methods tend to avoid false negatives
(green stars: wrongly predicted non-churn) at the expense of allowing more false
positives (red stars: wrongly predicted churn) to happen. While this logically corroborates
with the fact that losing a valuable customer because their leaving was not predicted is
more expensive than spending unnecessary customer retention expenditures on a
customer that would not leave. The real reason is the assumption of 1% and 30% for RER
and SR. In another level of logic, the real reason connects to the type of cost-sensitivity
strategies used in the training of classifiers. For instance, when a resampling of the train
set gives more room for churn cases, the classifier will consequently prefer red
misclassifications. Also, Figure 4.12 ultimately demonstrates the misclassification cost of
churn decision making is dependent of more than just the type of errors (false positive or
false negative) but the type of customers about whom decision-making errors happen.
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Figure 4.12

Misclassification depiction of cost sensitive methods using MOD of SOED
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4.5.5

Cost-sensitivity strategies
Three different strategies at the validation level are employed to impart cost-

sensitivity to SOED and different methods. Figure 4.13 displays a box plot to compare
the effectiveness of all these strategies. The lowest value of each method and the red line
in the plot respectively indicate the best and average performance of each method (Table
4.2). CS SOED 2, which uses the resampling paradigm, has led to achieving the best
possible performance of SOED. However, its average performance and its variation
which point to its reliability, are lower than CS SOED 3 and CS SOED 4. CS SOED 3
employs the thresholding paradigm for cost-sensitivity, and this suggests that while the
thresholding is not as effective as resampling, it exercises better control over the
reliability of the decision making. CS SOED 4, in which both resampling and
thresholding paradigms are engaged, confirms the previous interpretation as SOED 4
shows more reliability in comparison with SOED 2 at the expense of losing some of its
best performance virtue.
Figure 4.13 and Table 4.2, also, reveal OCS SOED, despite only taking
advantage of the line adjustment procedure to impart cost-sensitivity, is much more
consistent than other CS SOEDs. Therefore, the proposed means of imparting costsensitivity in this paper is the line adjustment procedure (OCS SOED). Even though the
line adjustment based on the trained SOM and consequently trained MLP is a one-time
only procedure, it has outperformed the other paradigms and their combinations 82.5
percent of the time. The reason for this stability and more control over the classification
decision is that of OCS SOED takes better advantage of the result of the supervised
learning force of SOM than other paradigms. CS SOEDs 1-4 only use the customer
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values of each cluster to help move toward less misclassification cost, whereas, in the line
adjustment procedure the position of each customer on MOD is also important and
employed.

Figure 4.13

4.5.6

Boxplot for cost-sensitive SOEDs

SOED’s resilience against imbalance classification tasks
One important observation from Table 4.2 is that normal SOED, and Accuracy

driven SOED which do not use the customer revenues of each cluster in their training still
perform better than the average of cost-sensitive methods (except for OCS SOED) which
do use those values in their training. We suspect the reason for this reliability of SOED is
the change of classification to the prediction of position on the map. As known in the
literature, one of the challenges of churn classification is the class imbalance nature of
churn datasets (B. Zhu et al., 2017). The challenge lies in the possible bias of classifiers
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because of churn datasets tending to have more non-churn cases than churn samples.
Regardless of the nature of the dataset, SOED will never be biased because of the ratio of
classes in any dataset. SOED ultimately predicts the location of each customer on MOD.
As the coordinates of all customers on the map are spread-out, the predictor cannot be
biased based on the ratio of the classes. One may dedicate a study to proving this
hypothesis using multiple imbalance churn datasets.
4.5.7

Role of retention Strategies in SOED
As discussed, to be able to compare different methods with the metric of

misclassification cost, the relevance of our assumptions about retention strategies and
assumed success rates are significant. The comparison assumes there is only one
retention strategy, and it can only lead to the same retention success rate for each cluster.
This assumption is not realistic, but necessary because of the lack of relevant data. A
valuable future research direction ties with this research limitation. Collaborating with, or
having better and more access to the data of a telecommunication company will afford
researchers with more exploration possibilities. We were only able to show the
significance of cost-sensitive SOED in striking a balance between false positive and false
negative costs specific to each cluster. However, cost-sensitive SOED can even go
beyond just decision making and find the set of optimized churn strategies for each
cluster. In other words, if the data of previous churn attempts are available, the presented
framework can find the best strategies for churn retention for each cluster of customers.
After estimating a relationship between all the retention strategies and the success rates
unique to each cluster, SOED can achieve the optimum mix of retention strategies for
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each cluster alongside the adjustment of the dividing line. The requirements for such a
study is access to a dataset of a company that includes both churn related and retentionresponse related data. Furthermore, the inclusion of SOED unsupervised (Selforganizing) types of learning may create the possibility of taking advantage of the
wisdom of the experts and data analysts by profiling the clusters and then introducing a
set of retention strategies. APPENDIX D provides information on the profiling of clusters
of customers using SOED.
4.5.8

Improve cost-sensitivity of SOED
We explored and discussed that resampling proved to be the most efficient, and

line adjustment demonstrated to be the most resilient cost-sensitive strategies. Valuable
research can be conducted to explore how the coexistence of these two strategies could
improve cost-sensitivity of SOED. For instance, we suspect that a resampling strategy
could be significantly successful if the probability of selecting a sample to be used in the
train set is relevant to how close the sample is to the part of the map of SOED that the
class label of member changes to. In this paper, the resampling strategy creates a random
train set given a resampling ratio. This suggestion will keep the benefits of the
resampling paradigm while increasing its reliability. In fact, recently the success of more
focused resampling using simple clustering methods has already been demonstrated in
the literature (Lin, Tsai, Hu, & Jhang, 2017) and (H. Zhu & Wang, 2017).
Furthermore, there is room for improvement of the performance of proposed costsensitive SOED without line adjustment if one imparts cost sensitivity in the error
calculation of MLP before backpropagation. In other words, instead of using mean
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squared error (MSE) to change the weights on the network in the backpropagation
process the misclassification cost can be employed. The suggested substitution of error
calculation is a proven challenge in the literature (Zhou & Liu, 2006) (Mazurowski et al.,
2008), as MLP could only produce values than need recalculations before they lead to a
churn prediction decision. That is the reason we are only able to inculcate the
misclassification cost at the validation level of MLP training. Also, that is the reason why
Zhou and Liu (2006) uses Particle Swarm Optimization (PSO) to tune the thresholding
and the resampling of the train set along with training MLP for each particle at every
evolution of the PSO algorithm. A future effort could be training an MLP with the
location of each case on MOD and, based on a selected dividing line, propagate back the
misclassification cost of the prediction instead of simple MSE. We suspect improvements
in the performance SOED as this forces MLP to focus on decreasing the misclassification
cost. In theory, a profit-driven error calculation can create a cost-sensitive MLP.
4.5.9

Improve line adjustment procedure
The proposed line adjustment procedure in this section, although effective, is

crude and time-consuming. Even though the procedure proved to be limited in reaching
to the extreme of 100% recall (Figure 12 c), each line adjustment procedure for different
SR and RER needs to check 16,875 different possibilities of lines. The many numbers of
possibilities proved to be computationally expensive. It is arguable that since we are only
going to adjust the line one time for having a trained classifier, computational cost is not
of a great concern. Nevertheless, from a research perspective, it can be beneficial to
create a less computationally expensive procedure. Also, if the resolution of SOM map or
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the line adjustment procedure is to increase, the number of possibilities will also be
higher.
We suspect there can be some potential improvements. First, some heuristics can
be proposed to give the search an intuitive advantage. Also, a meta-heuristic algorithm
such as Fluid Genetic Algorithm (FGA) (Jafari-Marandi & Smith, 2017) may be used to
find an acceptable line adjustment quicker than exhaustive search. In fact, the
presentation of different lines in the last column of Table 4.3 may be a candidate for
chromosome representation of the algorithm. After these computational improvements,
an effort may study the impact of line adjustment resolution (the closeness of different
situations in Figure 7), which may create more or fewer possibilities of lines, on the
performance of cost-sensitive SOED.
4.5.10

Other Applications
Many other classification problems whose cost of misclassification are

computable may benefit from cost-sensitive SOED. For instance, in many medical
classification applications cost-sensitive SOED can bring about misclassification cost
savings as the cost of false negative usually are higher than the cost of false positive.
Moreover, classification of online fault detection in laser-based manufacturing
(Khanzadeh et al., 2017) can be a good candidate to take advantage of cost-sensitive
SOED. The reason being, if a false positive detection error happens based on the stage of
production, the misclassification will only incur the cost of stopping production to
readjust the laser machine. However, if a false negative detection happens, the cost will
be more as the finished part will be defective. In fact, the next two chapters of this
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document will discuss the two mentioned possible applications of cost-sensitive SOED
on breast cancer diagnosis and quality control decision making of additive
manufacturing.
4.6

Chapter Highlights
This chapter presents an adapted version of SOED ANN by incorporating the

misclassification costs of two types of binary classification errors (false positive and false
negative) for each cluster of customers. The results support that it is worthwhile to shift
some of the existing efforts from pure prediction accuracy to cost minimization of churn
decision making. The adapted SOED procedure calculates a general customer revenue for
the member of each cluster and uses the calculated value to find the misclassification cost
of false positives and false negatives specific for each cluster. Those values are
eventually used to make decisions about the churn prediction of each case, given their
cluster membership. The cost comparisons performed proves the contributory role of the
suggested perspective and the recommended model for churn prediction in the
telecommunications industry.
The major limitation in this research mostly relate to a lack of access to different
types of data. The presented model in this paper is more comprehensive than just a churn
prediction model in that it presents a management framework for decision and strategy
making. Nevertheless, in this article, we only had enough data access for churn
prediction. For instance, the authors aspire they could have incorporated customer
lifetime value if they had access to more data. However, we only managed to estimate
customer revenue for the paper’s clusters. Additionally, the limitation reduced the authors
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to making assumptions about success rates of different churn strategies to test the
effectiveness of the recommended decision-making framework.
This chapter also stands for showing and validating a development of SOED more
than just a classification tool but as a decision making framework. The suggested
additions to the general SOED shaped the method to be able to focus the learning power
of ANNs on decision making goals. This concentration of efforts revealed their benefits
in the cases that the knowledge extracted from the data was inconclusive. While the
“standard” classification methods seek the highest accuracy in face of inconclusiveness,
the changes suggested to SOED in this chapter made the data analytics able to cope with
the uncertainty in a way that would benefit the decision making goals, instead of
increasing the accuracy.
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CHAPTER V
CASE STUDY Ⅱ: BREAST CANCER DIAGNOSIS
5.1

Introduction
The success of Artificial Neural Networks for breast cancer diagnosis is

undeniable. Abbass (2002) reports 0.981 ± 0.005 accuracy. The research to further
enhance the success of ANNs is ongoing, for instance (Ahmad, Isa, Hussain, & Sulaiman,
2013; Sheikhpour, Sarram, & Sheikhpour, 2016; Ibrahim, Shamsuddin, yahya Saleh,
Abdelmaboud, & Ali, 2015). While the contributions presented in this line of research are
of high importance, this chapter is presenting a change of direction in the efforts for
improvement of data analytics in breast cancer diagnosis.
The objective of this research is to shift the focus of improvement from better
accuracy towards better decision-making. Much of the application of data analytics on
breast cancer concentrates on using the learning power of artificial neural networks to
improve diagnostic accuracy. While valuable, this approach fails to recognize some
essentials. Questing better accuracy in the application ANNs on breast cancer diagnosis
fails to recognize that the ultimate purpose of data analytics is the improvement of
decision-making. Therefore, the efforts do not align with seeking better decisions. While
there are many similarities between the two, the differences are ignored.
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First, the undesirability of different types of error in classifications or decisionmaking is assumed to be equal. There are two types of error in breast cancer diagnosis:
false positives and false negatives. Generally, false negatives (not detecting the cancer
case) are more undesirable than false positives (unnecessary suspicion). A false negative
diagnosis may lead to the omission of necessary treatment, whereas a false positive
diagnosis will only lead to a patient receiving further attention. The literature review
reveals that many researchers have recognized the harm this unchecked assumption may
cause. Many cost-sensitive classification efforts in the literature recognize the unbalanced
undesirability of the two types of misdiagnosis: (Ali, Majid, Javed, & Sattar, 2016;
Krawczyk, Schaefer, & Woźniak, 2015; Li, Santorelli, Laforest, & Coates, 2015). Not
only do these studies use or develop methods that are designed to rectify the unchecked
assumption, but also, they evaluate the success of their methods with measures such as
precision, recall, sensitivity, specificity, f-score, and AUC which are not cost-insensitive.
Second, accuracy-driven data analytics assume all patients are the same, while
every patient is unique. This assumption is also unchecked in the cost-sensitive efforts
presented in the literature. It is true that on average the undesirability of false negatives is
more than undesirability of false positives, however, the balance might be different from
one patient to another. For instance, the level of the undesirability of false negatives for
patients in the age range of 20-29 is higher than the patients in the age range of 50-59.
Moreover, since people have various coping mechanisms, the psychological challenge of
dealing with a false positive will vary across the patients. In other words, while there
might be patients that would prefer not having to deal with the stress of more medical
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tests when there is only 10 percent possibility of breast cancer, existing cost-sensitive
classification methods assume all patients prefer further testing even in the smallest
probabilities.
Third, in most classification improvement efforts, a single fact is normally
forgotten: if the hidden pattern existing in the data cannot lead to perfect diagnosis, 100
percent accuracy is impossible. Failing to acknowledge this limitation of data analytics
may have consequences such as overfitting and losing generalizability. The alternative is
to accept some level of inaccuracy and seek to control misclassifications.
The three above points mold the main contribution of this study. The presented
method in this paper is capable of taking the uniqueness of each patient in terms of the
undesirability of false positives and false negatives into account when the data analytic
results are inconclusive. This perspective is helpful since a patient’s uniqueness is
considered during the process of decision-making. More importantly, because ANNs are
highly influenced and controlled by the error definition, an accuracy-driven error
calculation will focus on the power of ANNs toward better decisions instead of higher
accuracy. The presented method in this paper, cost-sensitive Self-Organizing ErrorDriven (SOED) ANN, is capable of giving the discussed focus to ANN for better
decision-making. The self-organizing part creates a base such that similarities and
differences of all patients, based on the data, are mapped and recognized. SOED uses the
base to focus on the error-driven learning of ANNs toward decision-making goals. In
other words, clarity in decision-making goals and their formulation in error calculation
allows SOED to direct ANN’s learning power toward real decision-making goals.
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5.1.1

Chapter Structure
The rest of the chapter is structured as follows. Section 5.2 presents a literature

review which entails the various studies that feature ANN-based, cost-sensitive, semisupervised, and multi-objective classifiers. In the last paragraph of Section 5.2, we have
outline and highlight the ways this study contributes to the literature. Section 5.3
introduces the changes applied to cost-sensitive SOED specific for the case of breast
cancer diagnosis. Section 5.4 presents the dataset used for analysis, design of experiments
and the results. We discuss the results and put forward future research direction in
Section 5.5, before offering concluding remarks and outlining the highlights of the
chapter in Section 5.5.1.
5.2

Breast Cancer Diagnosis Literature Review
The adoption of machine learning to approach breast cancer diagnosis can be

traced back to the effort of Wolberg and Mangasarian (1990). Their success in achieving
high accuracy (93%) is not far behind the very recent efforts. Ever since, many other
machine learning approaches have been developed and tested on some common datasets.
Among others, Pena-Reyes and Sipper (2000) put forward a fuzzy cooperative
coevolution technique, Fuzzy CoCo, to predict the test set with, on average, 97.5%
accuracy. Bagui et al. (2003) improve k-nearest neighbors (KNN) by introducing rank
nearest neighbors rule and maintaining the prediction accuracy of 97%. Xiong et al.
(2005) adopts a combinatory statistical and data mining approach to find the hidden
patterns, and achieve 96.57% accuracy. Ryu et al. (2007) apply the isotonic separation
technique and report that the method perform better than decision threes, support vector
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machines, adaptive boosting, and linear programing discrimination methods. Akay (2009)
propose a two-step SVM methodology that obtain 99.51% classification accuracy. SVM
classifier with parameters optimized by grid search uses first five discriminative features
identified by F-score technique. With a fuzzy approach, Onan (2015) develops a fuzzy
nearest neighbor classifier with a two-step preparation phase and reports 99.71%
accuracy. Feature subset is selected using a combination of consistency-based subset
evaluation and re-ranking search methods. A weighted naïve Bayesian presented by
Karabatak (2015) that predicts breast cancer status with 99.11% sensitivity, 98.25%
specificity, and 98.54% accuracy. The method uses a heuristic search to allocate different
weights for each input of naïve Bayesian classifier. In addition, Sheikhpour et al. (2016)
implement a non-parametric kernel density estimation (KDE) to optimize feature subset
and kernel bandwidth, utilized by PSO algorithm, for clarifying breast cancer. It is shown
that PSO-KDE outperforms GA-KDE with 97.21% accuracy. Mohebian et al. (2017)
develop a classifier based on ensemble feature selection, bagged decision tree and
Particle Swarm Optimization (PSO) for diagnosing breast cancer in Iranian women. After
identifying the most influential factors, such as age at diagnosis, lymph node involvement
ratio (NR), primary tumor size (TS), number of involved (I. Node) and dissected (T.
Node) axillary lymph nodes, cellular marker for proliferation (Ki67), progesterone
receptor expression (PR: negative /positive), hormone therapy (HRT: negative/positive),
surgery and cancer subtypes, the authors report 85% accuracy.
Many studies have developed ANN-based approaches for breast cancer diagnosis.
Wu et al. (1993) address the problem of classifying benign and malignant cases using
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mammograms with a three layer feed forward neural network which gained more success
than diagnosis made by resident and attending radiologists. Owing to the growth in the
use of ANNs in medical diagnosis, Lisboa and Taktak (2006) present a systematic review
in which they study applications of ANNs in cancer domain. Their investigation, besides
the beneficial role of ANNs, focuses more on some of the drawbacks with the aim of
enhancing acceptance of designed medical software into healthcare systems and practical
use. Their recommendation is that efforts should seek well-structured approaches and
more comprehensible designs towards a more transparent attitude and accurate
parameters tuning for generalizability, repeatability and clinical reliability purposes.
Chou et al. (2004), through a comparative study, analyze the performance of
discriminative analysis, multivariate adaptive regression splines (MARS), ANNs, and a
two-stage hybrid model based on MARS and ANN. Their conclusions are twofold. Both
ANN and their hybrid model show promising results in terms of accuracy, sensitivity and
specificity. Moreover, the hybrid models are less computationally expensive due to the
reduction of input variables. To overcome the limitations of ANNs, Utomo et al. (2014)
present a solution (ELM ANN) based on minimum norm least-squares which led to
improving the performance of conventional ANN yielding 96.4% accuracy. In addition,
Saad et al. [21] compares the performance of ANN and Adaboost classifiers on three
different datasets. The authors report higher accuracy of Adaboost and higher sensitivity
and specificity of ANN. Sun et al. [22] included the application of deep convolutional
neural network incorporation with a semi-supervise algorithm by incorporating unlabeled

113

data through a graph-based co-training algorithm. Taking advantage of unlabeled data,
accuracy of an SVM classifier improved from 82.36 to 85.35%.
A successful surge of research in the improvement of ANNs for breast cancer
diagnosis is the case of multi-objective evolving ANNs. The main difference between
evolutionary ANNs and back propagation ANNs is that an evolution based methods such
as genetic algorithm is used to specify the structure and the connecting weights on ANNs
instead of the conventional backpropagation learning for finding the weights on prespecified network structures. As mentioned before, Abbas (2002) utilizes genetic
algorithm to simultaneously optimize network structure and weights of ANN and achieve
accuracy of 98.1%. Another successful attempt in the optimization of ANN using Paretooptimal solutions of a genetic algorithm is conducted by Ahmad et al. (2013) that repeats
the 98.1% accuracy. Bhardwaj and Tiwari (2015) develop a genetically optimized feed
forward neural network (GONN) that leads to 98.24%, 99.63% and 100% accuracy for
50–50, 60–40, 70–30 training–testing partition. Moreover, Ibrahim et al. (2015) reached
97.51%, 97.07% and 97.74% for accuracy, specificity and sensitivity using multiobjective deferential evolution based ANN. Table 5.1shows a summary of evolving
ANNs with their objectives and their types of classification. Most of the objectives have
either been related to optimizing the structure of the network or minimizing the error of
the classification task.
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Table 5.1

List of objectives from evolving multi objective studies
Network
Objective 1

Objective 2

structure
related

Number of

Abbass (2002)

Accuracy

Ahmad et al.

Number of

Squared error

(2013)

connections

percentage

Bhardwaj and

Network

Mean squared

Tiwari (2015)

structure

error

Ibrahim et al.

Mean

Number of

(2015)

squared error

hidden nodes

Sheikhpour et al.
(2016)

hidden units

Feature

Error

related

related

















Number of
Error Rate

selected





Features

For mainly two reasons, many cost-sensitive classification efforts are presented in
the literature: the recognition of the fact that false negatives are often more undesirable
than false positives in the case of breast cancer diagnosis, and the imbalance ratio of
malignant and benign cases. The imbalance ratio of binary classes is not specific to breast
cancer diagnosis and is prevalent in other areas of research such as churn prediction
(Keramati et al., 2014). In the case of breast cancer diagnosis, Krawczyk et al. (2015)
puts forward a cost-sensitive ensemble based classifier whose accuracy and solution
diversity is optimized by a genetic algorithm leading to 83.10% accuracy, 89.44%
sensitivity, and 88.17% specificity. Similarly, Li et al. (2015) consider both feature fusion
and classifier fusion in a cost-sensitive ensemble classifier. The extracted features from
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PCA are fed to a 2v-SVM which can control different types of errors. Ali et al. (2016), to
address the issue of imbalance data, develop a cost-sensitive classifier (CSC) that is
combined with GentleBoost Ensemble. The authors implement a cost matrix which
specifies different penalty costs for misclassifications with more emphasis on false
negative cases. The decision tree based models is reported to produce 15.62%
improvement in terms of sensitivity with just a small reduction in accuracy. He et al.
(2016) present an ANN that tackles imbalance data and cost-sensitive nature of medical
data with the help of a cost matrix in error function and probability-adjusting based on
histogram. The presented approach performs better than SVM, KNN, DT and NB in
terms of cost function. Krawczyk et al. (2016) put forward an ensemble classifier on
biopsy slides to address the problem of imbalance data cases with a combination of under
sampling metaheuristic and boosting.
In many areas of science data-driven unsupervised learning is enhancing decisionmaking, for instance (R. Jafari-Marandi, Hu, & Omitaomu, 2016; Khanzadeh et al.;
Mobin, Li, & Komaki, 2017). Moreover, the unsupervised learning is helping to improve
the performance of supervised learning as well (R. Jafari-Marandi, Khanzadeh, Smith, &
Bian, 2017). Specific to the case of breast cancer diagnosis, also, unsupervised and semisupervised efforts to approach breast cancer diagnosis has made contributions to the
literature. D.-R. Chen et al. (2000) demonstrate that Self-Organizing Map, an
unsupervised method, achieves 85.6% accuracy in distinguishing between benign and
malignant tumors using sonography images. C.-H. Chen (2014) generates a model which
identifies salient features by instance-base nearest farthest (IBNF) neighbors algorithm,
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then feed them into four clustering algorithms. The comparison with methods, including
three filter-based features selection and four wrapper-based feature selection methods,
reveal the superiority of IBNF. Also, Zheng et al. (2014) implement a K-means algorithm
with a membership function to clarify hidden patterns of the benign and malignant
tumors and determine feature subsets that help SVM classifier in achieving 97.38%
accuracy. In another study, Zemmal et al. (2016) show that the combination of a semisupervised SVM classifier and a genetic algorithm for feature extraction achieve 92.1%
accuracy. Additionally, Peng et al. (2016) guides a semi-supervised learning toward more
accurate diagnosis of breast cancer with the help of an artificial immune system
algorithm. In a more recent study, Sun et al. (2016) incorporate a huge amount of
unlabeled data besides the labeled ones through three stage semi-supervised learning
method to enhance the classification of breast cancer.
5.2.2

Chapters Contributions to the Specific Literature
This study contributes to the existing literature in different ways. Most

importantly, we argue and show quantitatively that questing after higher accuracy will
not necessarily improve breast cancer diagnosis. A method, cost-sensitive SelfOrganizing Error Driven (SOED) ANN, that is capable of directing the learning power of
ANN toward decision-making goals, is developed to maximize the collective qualityadjusted life years. Secondly, while there are many cost-sensitive classification efforts
that underscore the importance of acknowledging the different level of undesirability for
false positives and false negative, except the current paper, there is no study that
considers different balance of undesirability specific for each patient. Thirdly, the ANN117

based approach in this model proves that it can take advantage of unlabeled data to
enhance performance.
5.3

Cost-sensitive SOED decision making with the help of FGA
Cost-sensitive Self-Organizing Error Driven (SEOD) Artificial Neural Network

(ANN) is employed for breast cancer diagnosis. In chapter Ⅲ, we show the adaptability
and superiority of the combination of self-organizing and error-drive learning of ANN in
approaching classification tasks. In chapter Ⅳ, we developed the method more by
inculcating two aspects: cost-sensitivity and example-baseness. This part of the study has
taken advantage of these advantages to create a more resilient cost-sensitive method
specifically for breast cancer diagnosis with the help of a meta-heuristic algorithm. One
of the drawbacks of the SOED presented in chapter Ⅳis that the method is not readily
replicable for research purposes. To clarify, the line adjustment method is reliant on the
regions of the SOM that segregates the classes. Since each time SOM runs the
segmentation of these regions might change, a heavy preparation is needed for the line
adjustment procedure. The line adjustment procedure has given its place to a new way of
segregation that uses a meta-heuristic algorithm (Section 2.2).
After MLP predicting the location of each data point in test set, and based on
these locations a zero-one decision for each data point is made. Chapter III only uses a
crude dividing line for this decision-making, while chapter Ⅳtakes advantage of a line
adjustment procedure. The line divides SOM to tow parts, and a zero-one decision is
made by considering where each patient is situated with regard to the two parts. In this
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paper, we are proposing a cost-based meta-heuristic approach in finding the areas of
SOM that indicates different decisions.
There are two cost functions: one for false negative misclassifications and one for
positive misclassifications. These cost functions are used by Fluid Genetic Algorithm
(FGA) to divide SOM for zero-one decision-making. FGA assumes each SOM cell is a
decision-making unite. After evolution, FGA has decided about SOM cell to be the
indicator of malignant or benign labels. For instance, if a cell is labeled benign, a patient
that is predicted to be in the boundaries the cell will be predicted to be benign. Figure 5.1
shows the flowchart of the method and where FGA is contributing in the decision
making.
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5.4
5.4.1

Method flowchart

Experiments and results
Dataset
We use Breast Cancer Wisconsin (Original) Data Set from UCI Machine

Learning Repository to experiment with the presented decision-making framework. This
dataset is also known as Wisconsin Breast Cancer Diagnosis (WBCD). The same dataset
is used in many of other research efforts to improve breast cancer diagnosis. The dataset
contains the data of 699 patients. Sixteen data rows that have missing values. The
literature review revealed many of the other articles adopt a removal approach to tackle
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the missing values (Abbass, 2002). Out of the 683 remaining cases, 458 are labeled
benign and 241 malignant. Moreover, the dataset has 10 independent attributes: clump
thickness, uniformity of cell size, uniformity of cell shape, marginal adhesion, single
epithelial cell size, bare nuclei, bland chromatin, normal nucleoli and mitoses.
There are two types of experiments in this chapter: one that follows the
mainstream path in the literature by eliminating the missing values, the other that
includes the missing values to show the capability of the proposed method in taking
advantage of the insight they could give the analysis.
5.4.2

Cost assumptions and data generation
In order to show the applicability of the paper’s proposals and give an agenda for

future research some assumptions are made, and some data is generated that is not part of
the real dataset. Based on the assumptions, two cost functions are proposed, one for false
positives and one for false negatives. These cost functions are based on quality-adjusted
life year (Vergel & Sculpher, 2008). That is to say, qualitatively or quantitatively false
positive or false negative diagnosis costs a part of patients’ life. In Equation 5.1 and
Equation 5.2, ExpLife, EmoReg, and Res are, respectively, the patient’s expected life
span, a number between zero and one that shows the strength of the patient’s emotional
regulation, and a number between zero and one that shows the strength of the patient’s
resilience. A patient with high emotional regulation will be less affected by psychological
challenge of a false positive diagnosis. If a patient has one for emotional regulation, it is
assumed that she will not be affected by the misdiagnosis. However, if a patient has zero
for emotional regulation, it is assumed psychological challenge of a false positive
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diagnosis is equal to qualitatively having lost it. On the other hand, resilience is the speed
of recovery from psychological pain of having to deal with a misdiagnosis. Similarly, if
the value is higher, the patient is more capable in experiencing a normal life faster.
𝐶𝐹𝑁 = (𝐸𝑥𝑝𝐿𝑖𝑓𝑒/2)
𝐸𝑥𝑝𝐿𝑖𝑓𝑒

𝐶𝐹𝑃 = ∑𝑖=1

(1 − 𝐸𝑚𝑜𝑅𝑒𝑔 ) × 𝑒 −𝑅𝑒𝑠∗(𝑖−1)

(5.1)
(5.2)

To make these calculations possible, three columns randomly are created for the
dataset: age, emotional regulations and resilience. Age is formulated to be a random
integer number between 25 and 80, and both emotional regulation and resilience are
random numbers between 0.25 and 1. To calculate life expectancy, each patient’s
calculated age will be deducted from 80.
5.4.3

Method Tuning
The presented classification method employs three techniques that require

specific tuning. For FGA, after experimenting, it was observed that values of 0.7, 0.3,0,
and 0.001 respectively for crossover percentage, individual learning rate, global learning
rate, and diversity ratio will lead to fast and reliable convergence of the evolution. For
ANN, apart from the structure of the network that is automatically adjusted through the
presented validation procedure, MATLAB’s default feedforward ANN is employed:
feedforwardnet. In the case of SOM, quadrilateral, and Euclidean distance are used
respectively for layer topology function, and neuron distance function. To select the
dimension size of SOM (D), number of training steps for initial covering of the input
space (CS), and initial neighborhood size (IN), we studied the performance of the
proposed method with different values. 0 presents the average accuracy performance of
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SOED based on different values for D, CS and IN. Table 5.4 displays the maximum
accuracy of the same experiments. Each cell of the two tables is summarizing 20
experiments. The possible values for D are 5×5, 10×10, 15×15, 20×20, and 25×25, for
CS are 25, 50, 75, 100 and 125, and for IN are 1, 2, 3, 4, and 5.
To study the influence of the three parameters on the performance of SOED nonparametric, Friedman’s test is performed. The test checks the null hypothesis that there
are no significant difference between the studied groups. In this case, each tuning
parameter is assumed not to influence the performance of SOED. Friedman’s test studies
that assumption. Table 5.2 shows the p-value of the test for the three parameters. It
reveals that only the group similarity of CS could not be rejected. That is to say, the
performance of SOED is significantly influence by D and IN, but not CS. Therefore,
15×15 and 5 are selected respectively for D and IN. The reason 15×15 is selected over
5×5 is that 15×15 shown more capability in reaching higher accuracies (Table 5.4). The
values on 0 and Table 5.4 are from experiments when a fitting MLP with only 10
repetitions is selected. Thus, investing on finding a better fitted MLP will also increase
the average success of SOED. Also, since the selection of CS is not statistically
influencing SOED’s performance the middle value 75 is opted.
We used K-Nearest Neighbors (KNN) and Support Vector Machine (SVM)
methods are also applied to the same dataset for the purpose of comparison. KNN and
SVM are tuned to reach the highest accuracy as well. For KNN, a machine learning
package “sklearn” is used in Python 2.7. The number of neighbors is changed between
two and ten and results are compared. We observed with eight neighbors KNN will reach
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its highest potential. Also, the uniform weighting is used because there is no preference in
classifying the data, which means all points in each neighborhood are weighted equally.
The other choice would have been distance method: weighting points by the inverse of
their distance. In this case, closer neighbors of a query point will have a greater influence
than neighbors which are further away. Based on our experience, choosing distance
weighting will cause more misclassification, thus we opted for uniform weighting.
Moreover, we selected the brute force search algorithm to find the closest neighbors as
the size of our dataset is not of great concern in this research. It is noteworthy, the brute
force search algorithm is the crudest and most computationally expensive approach but
will always find the k intended neighbors. Also, the Minkowski distance metric is used,
instead of Euclidean distance or Manhattan distance, based on our initial experiments
with all of them to pick the one that will lead the highest success. As for SVM, RBF
kernel is used due to our initial experiments. The penalty parameter of the error term is
set to be one which is the default in using RBF kernel.
Table 5.2

Friedman’s test on SOED’s parameters

Dimension size of SOM (D)
Initial covering of the input space
(CS)
Initial neighborhood size (IN)

Accept

N. Blocks

N. Repetition

P-Value

25

20

2.580e-20

×

25

20

0.3434



25

20

0.0012

×
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(α=0.005)

Table 5.3

SOED’s average performance with different values for D, CS and IN over
20 runs

5×5

25

1
2
3
4
5
Average
0.9677 0.9723 0.9648 0.9717 0.9723

50

0.9604 0.9696 0.9587 0.9666 0.9689

75

0.9655

0.965

0.9666 0.9723 0.9682

100 0.9636 0.9717 0.9698

0.968

0.9676

0.9703

125 0.9648 0.9693 0.9671 0.9663 0.9675

10×10

25

0.9634 0.9597 0.9534 0.9585 0.9648

50

0.9606

0.961

0.965

0.9707 0.9664

75

0.9574 0.9592

0.956

0.962

0.9604

0.9617

100 0.9627 0.9608 0.9633 0.9613 0.9647
125 0.9558 0.9633 0.9645 0.9606 0.9663

15×15

25

0.9578 0.9608 0.9562 0.9663 0.9684

50

0.9578 0.9673 0.9599 0.9641 0.9678

75

0.962

0.9557 0.9606 0.9728 0.9712

100

0.965

0.9613

0.961

0.9597

0.9627

0.959

125 0.9641 0.9535 0.9627 0.9643 0.9664

20×20

25

0.9567 0.9608 0.9505 0.9557 0.9645

50

0.9604 0.9542 0.9604

75

0.958

0.956

0.95

0.9615

0.9505 0.9551 0.9587

0.9568

100 0.9472 0.9585 0.9539 0.9551 0.9594
125 0.9576 0.9567 0.9634 0.9578 0.9587

20×20

25

0.9608 0.9571 0.9659 0.9629 0.9569

50

0.9541 0.9648 0.9663 0.9606 0.9648

75

0.9509 0.9622 0.9668 0.9525 0.9631

0.9594

100 0.9479 0.9553 0.9595 0.9599 0.9553
125 0.9601 0.9504
Average

0.961

0.964

0.9604

0.9593 0.9611 0.9611 0.9623 0.9642
125

0.9615

Table 5.4

SOED’s maximum performance with different values for D, CS and IN
over 20 runs

5×5

10×10

15×15

20×20

25×25

Average

1

1
2
3
4
5
Average
0.9894 0.9859 0.9823 0.9894 0.9823

2

0.9788 0.9859 0.9753 0.9859 0.9894

3

0.9859 0.9788 0.9929 0.9859 0.9859

4

0.9859 0.9823 0.9823 0.9859 0.9823

5

0.9859 0.9788 0.9859 0.9894 0.9859

1

0.9788 0.9859 0.9788 0.9788 0.9859

2

0.9823 0.9894 0.9823 0.9859 0.9823

3

0.9753 0.9894 0.9788 0.9823 0.9859

4

0.9859 0.9823 0.9823 0.9823 0.9859

5

0.9788 0.9894 0.9859 0.9859 0.9859

1

0.9823 0.9823 0.9788 0.9859 0.9894

2

0.9859 0.9859 0.9859 0.9859 0.9859

3

0.9859 0.9753 0.9859 0.9894 0.9965

4

0.9859 0.9894 0.9894 0.9859 0.9788

5

0.9929 0.9859 0.9823 0.9823 0.9894

1

0.9788 0.9823 0.9717 0.9859 0.9929

2

0.9823 0.9823 0.9859 0.9823 0.9823

3

0.9823 0.9788 0.9823 0.9823 0.9894

4

0.9788 0.9788 0.9859 0.9682 0.9894

5

0.9823 0.9859 0.9788 0.9788 0.9859

1

0.9823 0.9859 0.9823 0.9894 0.9894

2

0.9894 0.9859 0.9894 0.9859 0.9859

3

0.9753 0.9823 0.9894 0.9859 0.9859

4

0.9753 0.9859 0.9859 0.9823 0.9823

5

0.9788 0.9894 0.9859 0.9859 0.9823
0.9826 0.9842 0.9835 0.9843 0.9863
126

0.9847

0.9834

0.9857

0.9821

0.9849

0.9842

5.4.4

Comparison
Table 5.5 compares the performance of two SOEDs with MLP, KNN and SVM.

The comparison is performed with two different measures: accuracy and misclassification
cost. Each row of the table summarizes 15 different experiments. SOED Cost is the
presented cost-sensitive classification in this paper. SOED accuracy is the same method
with a small alteration. In SOED accuracy, FGA separates SOM with the purpose of
maximizing accuracy instead of minimizing misclassification cost.
Table 5.5

SOED, MLP, KNN and SVM performance based on misclassification cost
and accuracy
Average

Best

SD

Average

Best

Accuracy

Accuracy

Accuracy

Cost

Cost

0.9764

0.9965

0.010

43.42

1.21

24.75

SOED Cost

0.9703

0.9858

0.018

12.60

2.21

7.35

MLP

0.9687

0.9787

0.009

47.39

11.47

34.22

KNN

0.9894

0.9894

--

22.87

22.87

--

SVM

0.9894

0.9646

--

11.30

11.30

--

SOED
Accuracy

SD Cost

Table 5.3 illustrate the role of FGA in separating SOM to find the desired setting
of misclassifications. Part a) displays the case that SOM is separated without FGA’s
optimality force and a simple chess-like separation. Part b) shows SOM after FGA
separates it to achieve the lowest possible misclassification cost. Part c) and part d) are
SOMs after FGA separating them for higher accuracy and higher recall. Comparing part
b) and c), we see the influence of inculcating a misclassification perspective as without
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losing any accuracy the misclassification cost has decreased by approximately 10 years of
human lives.

Figure 5.2
5.4.5

SOED decision-making with FGA’s different objective functions

Missing value inclusion
The dataset used in this paper has 16 patients with missing values. In the

literature, as in the experiments above, these cases are removed from the dataset.
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However, this removal of data is depriving SOED of possible patterns that could be used
in better learning. SOED could take advantage of these 16 cases to improve SOM’s
generalization and MLP’s predictions. To that end, the middle possible value, half of the
maximum deducted by the minimum, is inserted for the missing values. The middle value
will be transformed to zero since SOM performs best when all the input ranges from
negative one and one (Keramati & Jafari-Marandi, 2014). Also, a binary column is added
to the dataset that indicates if the case has had missing values or not. This suggested
preprocessing is not inflicting skewness on the data as the middle value is zero in a
variable that ranges from negative one and one. Table 5.6 compares the performance of
SOED when the missing values are included in the training set. The values in the table
are completely comparable as they summarize the performance of different SOED with
different dataset settings on the same test set.
Table 5.6

SOED’s performance with and without missing values in the dataset

SOED
Accuracy
SOED Cost

5.5
5.5.1

Missing
values
Included

Average
Accuracy
0.9818

Best
Accuracy
0.9930

Average
Cost
30.50

Not-Included

0.9764

0.9965

43.42

1.21

Included

0.9597

0.9858

11.80

3.97

Not-Included

0.9703

0.9858

12.60

2.21

Best Cost
1.44

Discussion
Assumption Relevance
Assumptions in Section 5.4.2 (Cost assumptions and data generation) are

presented with the purpose of forming a test bed to show the importance of taking the
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uniqueness of each patient into account for breast cancer diagnosis. In this paper, we are
arguing that the quality of data analysis itself will be enhanced when decision-making
goals are inculcated at the level of data analytics. The assumptions and the generated data
contributed in quantitatively revealing the significance and validity of this argument. In
fact, one of the purposes of this paper is to call for a comprehensive research to quantify
the uniqueness of patients so data analytics can use them for better decision-making.
5.5.2

Comparing the learning power of the SOED
There are many studies in the literature whose goal is to achieve the highest and

most reliable accuracy. While this is not the main objective of this paper, we have shown
the learning power of SOED when it seeks accuracy is comparable to the other
techniques and very recent efforts. Table 5.5 displays our own experimenters with SOED,
MLP, KNN and SVM. While the best tuned KNN achieved 98.94% accuracy which is
almost near to what SOED can achieve on average (97.64%), SOED’s best performance
is 99.65%. It is noteworthy that, in this paper, KNN and SVM, are tuned with the help of
test-set, therefore showing the fullest but maybe unrealistic potentials. Moreover, even
though MLP has slightly better reliability, SOED performs 0.77% on average and 1.87%
when comparing to the best performances.
Table 5.7 is an attempt to compare the success of different efforts in the
literature. Table 5.7 uses the following acronyms for organization purposes. NK stands
for Not Known and represents the datasets that are only used in one article. 5 CV, 10 CV
and 5x2 CV are respectively signifying 5 points cross validation, 10 points cross
validation and 5x2 combined cross validation. NR stands for not reported, and LOO
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stands for leave one out. Moreover, the parenthesis next to the name of each dataset
reveals the number of malignant and benign cases (the number of malignant, the number
of benign).
The numbers in Table 5.7 are not as comparable as the numbers in Table 5.5
and Table 5.6. The presented values in Table 5.7 are the success of the mentioned
methods on different datasets, with different design of experiments and test set
proportions. As for the dataset, we used the same dataset as 12 other studies: Wisconsin
Breast Cancer Diagnosis (WBCD). Moreover, some of the studies only report their best
achieved results instead of an average due to the nature of their methods. While randomnatured methods are needed to report average and variance of their performance, they
bestow the security of knowing they are less reliant on the structure of the dataset for
success. For this reason, both average and best performance of SOED is included
in Table 5.7. It is noteworthy that, the most similar study in terms of design of
experiments is Abbass (2002) [1], which is also one of the most successful breast cancer
diagnosis in the literature, as we have the same patients in the test set as them. We have
shown SOED that includes the patients with missing values outperforms Abbass’s
method.
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Table 5.7

Comparison of similar works in the literature with accuracy, sensitivity,
specificity and AUC

Bagui et al. (2003)
Zheng et al. (2014)
Sheikhpour et al.
(2016)
Peng et al. (2016)
Pena-Reyes and
Sipper (2000)
Abbass (2002)
Bagui et al. (2003)
Ryu et al. (2007)
Akay (2009)
Ahmad (2013)
Utomo et al. (2014)
Ibrahim et al. (2015)
Onan (2015)
Karabatak (2015)
Bhardwaj and Tiwari
(2015)
Sheikhpour et al.
(2016)
Alwidian et al. (2018)
Our Method Average
Our Method Best
Ali et al (2016)
Ali et al (2016)
Chou et al. (2004)
Krawczyk et al (2015)
Krawczyk et al (2016)
Krawczyk & Schaefer
(2014)
Wolberg and
Mangasarian (1990)
Saad et al. (2016)
Chen et al (2000)
Ryu et al. (2007)
Sun et al (2017)
Zemmal et al. (2016)
He et al. (2016)
Peng et al. (2016)
Wu et al. (1993)
Mohebian et al. (2017)
Tseng and Liao (2009)
Hassanien et al.
(2014)

Method
multivariate kRNN
K-SVM

Dataset

Test set

AC

SE

SP

AUC

WDBC (212, 357)

35%

97

NR

NR

NR

WDBC (212, 357)

10 CV

97.38

NR

NR

NR

PSO-KDE

WDBC (212, 357)

10 CV

97.21

100

98.7

NR

Aisl

WDBC (212, 357)

10 CV

98

95.9

98.7

NR

Fuzzy CoCo

WBCD (239, 444)

NR

97.5

NR

NR

NR

MPANN
multivariate kRNN
Robust LP
F-score + SVM
GA-MOO-NN
ELM ANN
MO-DE & NN
Fuzzy-rough
NN
weighted NB

WBCD (239, 444)

41%

98.1

NR

NR

NR

WBCD (239, 444)

29%

97

NR

NR

NR

WBCD (239, 444)
WBCD (239, 444)
WBCD (239, 444)
WBCD (239, 444)
WBCD (239, 444)

10 CV
20%
25%
5 CV
10 CV

97.78
99.51
98.1
96.4
97.51

NR
100
NR
NR
97.74

NR
97.9
NR
NR
97.1

NR
NR
NR
NR
NR

WBCD (239, 444)

10 CV

99.71

100

99.5

NR

WBCD (239, 444)

5 CV

98.54

99.11

98.3

NR

GONN

WBCD (239, 444)

30%

99.21

99.51

99.2

0.998

PSO-KDE

WBCD (239, 444)

10 CV

96.14

96.84

100

NR

WCBA
SOED
SOED
Can-CSC- GBE
Can-CSC- GBE
MARS-BPN
HCSECOST+DI
V
EUSBoost

WBCD (239, 444)
WBCD (239, 444)
WBCD (239, 444)
NK (191-865)
NK (865-122)
NK (212-357)

NR
41%
41%
10 CV
10 CV
30%

97.4
98.18
99.65
94.41
90.15
98.25

NR
NR
NR
86.39
83.61
NR

NR
NR
NR
96.42
92.51
NR

NR
NR
NR
NR
NR
NR

NK (29-117)

5x2 CV

88.17

83.1

89.4

NR

NK (73,268)

5x2 CV

NR

95.43

NR

NR

HE SVM DIV

NK (29,117)

5x2 CV

89.03

82

90.08

NR

Multisurface
Method
Adaboost
SOM
Robust LP
CNN
S3VM
CS ANN
Aisl
ANN
HPBCR
GA

NK (169-201)

33%

97.9

NR

NR

NR

NK
NK (82,161)
NK (85,201)*
NK (1434,1724)
NK
NK (500-4500)
WBCD (239, 444)
NK (26,34)
NK (112,467)
NK (52-28)

35%
10 CV
10 CV
24%
33%
NR
10CV
LOO
30%
20%

99.03
85.6
71
82.43
92.1
84
98.3
NR
90
80

NR
97.6
NR
NR
NR
NR
94.3
100
81
NR

NR
79.5
NR
NR
NR
NR
99.6
69
98
NR

NR
NR
NR
0.882
NR
NR
NR
0.95
0.9
NR

MLPNN

NK

33%

98

NR

NR

NR
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5.5.3

Decision-making improvement at the level of data analytics
Figure 5.2, among other facts, reveals the importance and influence of a clear and

defined decision-making goals at the level of data analytics. The value of some of the
evaluations metrics based on different objectives have obviously changed. Moreover,
comparing part b) and c) reveals while accuracy did not drop, changing the decisionmaking goal can significantly decrease the misclassification cost: approximately 10 years
of human life. This decrease is due to the fact that SOED allows some other
misclassifications happen to prevent costlier misclassifications. Part d) demonstrates how
the process of learning benefits from clear decision-making objectives. While the
formulated SOED in part d) seeks higher recall, SOED formulate in part c) that seek
higher accuracy has achieve higher recall. Recall is a formulated objective function with
the hope of lower number of false positives, therefore, FGA moves toward finding a
segmentation of SOM map that leads to the higher value of false positive. However, after
comparing part c) and d), it is obvious that the result in part c) is a local optima
comparing to that of part d), as the value of recall is higher in part c). In addition, Table
5.5 alludes to a similar argument: the inclusion of decision-making objectives in the
process of data analytics has achieved better decisions. The SOED that minimizes cost,
on average, save 30 years of human life than the SOED that maximizes the accuracy.
5.5.4

Inclusion of missing values and semi-supervised SOED
Table 5.6 reveals the successful inclusion of patients with missing values in

enhancing the average performance of SOED. This improvement is due to the fact that
SOED has the capability to include the information in the data that would be removed
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otherwise in both supervised and unsupervised learning. Also, it is interesting that both
for accuracy and misclassification cost, the inclusion of these data has weakened the best
performance of SOED. While this could be a chance, we suspect more experiments,
perhaps across different datasets, will show that the reason for this decrease is that the
inclusion of more data will lower the possibility of flukes in reaching over-fitted
classifiers. Also, the presented SOED approach can also take advantage of the
information in unlabeled data at the level of unsupervised learning (SOM), and thus,
improve the diagnosis performance.
5.6

Chapter Highlights
This chapter investigates the question that is how to update SOED decision

making framework to create predictive models of breast cancer diagnoses that are
sufficiently accurate, transparent, comprehensible and prescriptive. The literature reveals
that many prediction models use different performance measurements like accuracy,
sensitivity or specify could produce equally accurate models. However, methods that are
inherently designed for accurate classification cannot be tuned to produce models that are
transparent, comprehensive and prescriptive. The presented SOED ANN provides an
optimum decisions-making framework based on real decision-making objectives through
finding the hidden pattern in the data. Our model matched, and excelled some of, the best
performances in the literature in terms of accuracy. Moreover, we illustrated that an
optimized SOED model that leads to diagnostic decisions may have less accurate
predictions but could collectively save more human lives.
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Beside application of SOED decision making framework and applying a decisiondriven data analytic to the case of breast cancer diagnosis, this chapter develops the
method in two respects. First, while the Cost-sensitive SOED presented in chapter IV is
not suitable for computational research, the presented SOED decision making framework
in this chapter remedied that shortcoming with inclusion of a meta-heuristic algorithm
(FGA). This allowed the method to be compared with MLP from the both validity
(average) and reliability (standard deviation) perspectives. Second, a systematic way that
SOED can take advantage of the missing values to improve data analytic goals has been
proposed and tested.
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CHAPTER VI
CASE STUDY Ⅲ: QUALITY CONTROL DECISION MAKING THROUGH
THERMAL MONITORING OF ADDITIVE MANUFACTURING PROCESSES
6.1

Introduction
Lack of integrated controlling and reliable monitoring techniques and devices for

additive manufacturing (AM) processes has become a barrier in the way of its fast growth
in the industry (Everton, Hirsch, Stravroulakis, Leach, & Clare, 2016). While recently
there have been efforts in anomaly detection and classification of data that predicts
defects in the finished parts (Khanzadeh, Chowdhury, Bian, & Tschopp, 2017; Scime &
Beuth, 2017), a purposeful decision making framework that enables online benefit-driven
decisions is lacking.
The objective of this paper is to introduce a data-driven decision making
framework that uses the in-situ characterization and profiling of melt pools. While the
significant correlation between melt pool characteristics and porosity in finished part is
shown (Khanzadeh, Chowdhury, Tschopp, et al., 2017), and supervised classifications
have shown high accuracy (98.44% Recall) in classifying the melt pool into two groups
(normal and abnormal) (Khanzadeh et. al, 2018), the question on how to use these
information to make quality-control decisions is unanswered. For instance, at the current
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state of research, based on the melt pool characterizations and trained classifier, even if
that we may know that the profile of the current melt pool indicates pore in the part, the
in-situ monitoring system cannot make an intelligible decision that is supported by costbenefit information. The cost benefit analysis before making a decision on corrective
action is relevant because the level of undesirability of each porosity is different. For
instance, a small porosity that is happening at the low importance section of the part can
be omitted. On the other hand even the smallest porosity might be undesirable if it is on a
strategic point of the part.
This chapter proposes a cost-sensitive SOED decision making framework that
connects extracted characterizations and profiles of met pool to the profiles of pore.
Simply put, the data analytic tool presented in this chapter predicts characteristics of the
porosity in the finished part and contributes to make a decision based on the location of
the porosity on the part. While the proposed model can include broad characteristics of
pore, in this study, what distinguishes them in the finished part are only their size.
The cost-benefit analysis is inculcated in the method due to the recognition of
different types of decision errors. At any binary classification, there are two types of
errors: false positives and false negatives. In the case of this study, false positives happen
when the patterns extracted from data mistakenly flag a melt pool profile as abnormal.
On the other hand, false negatives are the cases of mistaken normal detection of melt
pool. There are consequences when each types of these error happen. Based on the
location of melt pool on the part, the predicted size of the porosity and the type of the
error, these consequences are translated to a monetary cost called misclassification costs.
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The method presented in this chapter streamline the learning power of ANN (supervised
and unsupervised) to achieve the lowest misclassification cost, instead of highest
accuracy or recall. It is noteworthy, while efforts in the literature that seek higher recall
have recognized that generally false negatives are more undesirable, they do not
recognize the other situational factors, such as size and location of pore, that might
influence the balance of undesirability between false positive and false negative.
6.1.1

Chapter Structure
The rest of the chapter is structured as follows. Section 6.2 presents a literature

review which entails the various studies that feature different AM process monitoring
approaches. In the last paragraph of Section 5.2, we have outline and highlight the ways
this study contributes to the literature. Section 6.3 introduces the changes applied to costsensitive SOED specific for the case of AM quality control decision making. Section 6.4
presents the dataset used for analysis, design of experiments and the results. We discuss
the results and put forward future research direction in Section 5.5, before offering
concluding remarks and outlining the highlights of the chapter in Section 5.5.1.
6.2

AM process monitoring literature review
The presented literature survey pertains to melt pool monitoring and

characterization as well as the existing porosity detection techniques. As such, this
section is divided into two subsections: (1) melt pool monitoring and modeling (2)
methods for porosity detection.
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6.2.1

Meltpool profiling and classification
Melt pool characterization are performed in two different ways: melt pool

characterization based on morphological characteristics, and melt pool monitoring based
on thermal characteristics. This section introduces the two and discuss their limitations.
In many studies the morphological features of melt pool such as size, length, area
are used to characterize and profile melt pool. Among these efforts, Birnbaum et al.
(2003) investigate the issues on how to control melt pool size in LBAM based with a
process map approach that relates process parameters to the size of melt pools. Also, Qi
et al. (2006) consider various morphological features of melt pool and study physical
phenomena concerning melt pools. The authors propose a model for motion of melt
pool's free surface in uninterrupted cladding, and benchmark the findings against
practical results according to melt pool's width, length, and the height of solidified
cladding track. Similar approaches are performed by Kim and Peng (2000) and Pinkerton
and Li (2004).
Thermal characteristics is also used for the purpose of monitoring and closed-loop
controlling of melt pools (Tang & Landers, 2010). Picasso and Hoadley (1994) present a
Finite Element Method (FEM) to analyze effects of powder injection and thermocapillary
on melt pool shape and fluid movement. Bi et al. (2006) investigate the deposition of thin
walls with constant laser power and different process control strategies. The authors
primarily focus on the emitted signals of melt pool from IR-temperature, and have
concluded both size and temperature are influential factor in the sample’s dimensional
accuracy. They also display that these signals can be used for closed-loop and part quality
control, and process monitoring. Hua et al. (2008) examine the effects of laser processing
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parameters on the temperature of melt pool to output a relationship between melt pool
and thickness of cladding layer. Chandrasekhar et al. (2015) employ IR-thermal images
of weld pool in a hybrid intelligent model, which combines image processing with soft
computing techniques such as adaptive neuro fuzzy inference system and artificial neural
network, to model and estimate the weld beams' penetration.
The limitation of the existing profiling of melt pool models is that they are
primarily developed based on deterministic physics-based differential equations. These
equations cannot capture the variations and uncertainty associated with the underlying
thermo-physical process during the build, and thus tend to deviate from the reality. The
existing melt pool monitoring/modeling approaches focus on simple metrics, such as the
size, length, peak temperature, and others. There is a lack of comprehensive
characterization for the distribution of temperature over the melt pool top surface. As a
result, the extracted features are losing real information of production that exist in the
data. Porosity prediction based on such deterministic metrics may be improved
significantly.
6.2.2

Porosity detection
This section comprises of two parts: post-manufacturing detection and

characterization, and visual based detection.
Ultrasonic and x-ray computed tomography have been used extensively for the
purpose of porosity detection of materials such as stones (Tajeripour & Fekri-Ershad,
2012), ceramic materials (Eren, Kurama, & Solodov, 2012). Ultrasonic methods are
primarily employed to analyze the porous structure, mechanical strength, as well as detect
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internal defects such as voids, cracks, and delamination (O. Abraham, Piwakowski,
Villain, & Durand, 2012; Garnier et al., 2013; Goueygou, Lafhaj, & Soltani, 2009;
Lafhaj, Goueygou, Djerbi, & Kaczmarek, 2006; Soltani, Goueygou, Lafhaj, &
Piwakowski, 2013).
The majority of studies on porosity detection focus on post-manufacturing
characterization using x-ray computed tomography. Among the studies that discuss x-ray
tomography, Kowaluk and Woźniak (2012) investigate the measurement of pore volume
in cast aluminum using a METROTOM 800 Carl Zeiss computer tomography system.
Meola and Toscano (2014) discuss the benefits of using flash thermography against other
approaches such as ultrasonic attenuation estimation. The authors also state that through
flash thermography a part can be inspected while viewing the smooth or the rough side
indifferently and in a non-contact, cost-effective, and fast way.
These techniques refer to the detection of anomalies while building the part with
the hope of taking prompt and corrective steps in real time. Tajeripour and Fekri-Ershad
(2012) employ enhanced version of local binary pattern features to detect porosity.
Porosities that fall within a recalculated threshold from porosity-free images during
training phase are flagged and detected. Schwerdtfeger et al. (2012) presented an in-situ
anomaly detection framework for powder bed, beam based AM process. A number of
infrared (IR) images are taken from different layers during the fabrication of Ti-6Al-4V
parts in a selective electron beam melting system. Later on, metallographic images of the
same layers are taken from destructive material investigation of the produced part. The
authors have observed significant correlation between the patterns visible in IR images
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and metallographic images. Every anomaly visible in the IR images have also been found
in the metallographic images. Moreover, Scime and Beuth (2017) use bag of key points,
which is an unsupervised machine learning algorithm, to showcase the possibility of insitu monitoring and control system in a laser powder bed fusion (LPBF) Additive
Manufacturing. Similarly, Khanzadeh et al. (2017) develop a methodology to
characterize the thermo-physical dynamics of the DED process by melt pool signals, and
predict porosity during the build. They have proposed a porosity prediction method based
on the temperature distribution of the top surface of the melt pool. Self-organizing maps
(SOM) are used to analyze the 2-D melt pool image streams to identify similar and
dissimilar melt pools. X-ray tomography is used to experimentally locate porosity within
the Ti-6Al-4V thin wall specimen, which are then compared to predicted porosity
locations based on the melt pool analysis. Results show that the proposed method based
on the temperature distribution of the melt pool is able to predict the location of porosity
almost 96% of the time.
The limitation of the post-manufacturing characterization approaches is that they
are usually expensive and time-consuming. The accuracy of ultrasonic characterization
depends on the selected layers of inspection. Moreover, post-manufacturing
characterization of porosity does not leverage the unique, layer-by-layer building
mechanism of additive manufacturing that allows for in-process correction/control of
defects before the next layer is built. On the other hand, visual-based detection of
porosity is that they are usually applied to detect pores with large sizes (e.g., diameter at
the scale of hundreds of microns). The detection accuracy tends to be low for the
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detection of pore with small/medium sizes. Most of the visual-based detection approaches
are based-on the images obtained from IR cameras, the accuracy of which is subject to
emissivity and reflection. Extra efforts are required for the purpose of calibration.
6.2.3

Chapter contributions to the specific literature
The main contribution of this chapter is to computationally bridge the gap

between the existing efforts to profile and characterize melt pool and the goal to predict
and avoid porosity in the manufactured part. The presented method in this paper is
capable of benefit and data driven decision making to control porosity based on a profiled
melt pool and situational factors of possible porosity. Moreover, the methods presented in
this research are resulting in better prediction measured by accuracy and misclassification
costs compared with the literature.
6.3

Cost-sensitive SOED for quality control decision making on AM process
The SOED employed for this chapter is similar to that of chapter V but for the

engineering of data inputting. In this chapter two new categorization of data types are
used for this design: Explaining vs. distinguishing data, and pattern recognition vs.
decision-making data. Explaining is the type of data that has more role in mapping the
data row in SOM, while distinguishing is the type of data that contributes more to the
prediction of each data row on SOM. On the other hand, data analysis type of data the
ones that are mainly used for the purpose of extracting hidden pattern and prediction,
whereas the decision-making data (can be) is used for the purpose of decision making.
Figure 6.1 illustrate how these types of data are employed in a SOED decision
making process. Explaining only contributes in training SOM along with the decision143

making data. The distinguishing type of data will only help in training of MLP. Finally,
only the output of SOM and decision making data are used for segmenting SOM for the
purpose of decision making.

Decision making
MLP
Training

Training
Position on the map
New Target Columns

Predicted
Positions

Decisions

SOM
Training

Trained
MLP

MLP
Testing

Train set

Dataset Sample

Test set
Explaining
Data

Distinguishing
Data
Pattern
recognition
Data

Figure 6.1

Decision-making
data

Roles of different types of data in SOED: explaining, distinguishing, pattern
recognition, and decision making data
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6.4

Experiments and results
The section comprise of data collection, preprocessing, cost assumptions, results

and comparison. It is important to know the throughout this chapter each melt pool is
associated with two different kinds of location: one is the location of melt-pool on the
part and the other is the location of melt-pool on SOM.
6.4.1

Data collection and pre-processing
There are two source of data in this paper: thermal in-situ data captured by IR

camera, and microstructure post-production data captured by x-ray CT. The thermal data
is used for profiling, characterization and prediction purposes of our analysis (pattern
recognition). The microstructure data is employed to enable supervised and cost-sensitive
learning (decision-making data). The following two sections will explain the data
collection and preprocessing of both of these sources.
6.4.1.1

Experimental Setup
OPTOMEC LENS 750 machine equipped 1 kW Nd:YAG laser, pyrometer and in-

chamber thermal camera (Figure 6.2) is used to fabricate single track Ti-6Al-4V thin
walls (Figure 6.3). LENS has become a popular means to accomplish powder-based
Direct Laser Deposition (DLD) due to its capability of creating functionally graded
materials (Shamsaei, Yadollahi, Bian, & Thompson, 2015). Table 6.1 provides the
processing conditions of the LENS machine that are used to manufacture the Ti-6Al-4V
thin-wall.
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Table 6.1

LENS processing parameters for AM thin wall
Power

300 W

Substrate (stainless steel)

3.175 mm

Scan speed

30 rpm

Starting offset from substrate

130.391mm

Powder feed rate

0.9 rpm

Determination of layer thickness

0.508 mm

Determination of hatch spacing

0.508 mm

Nozzle diameter

0.889 mm

Figure 6.2

LENS machine used to fabricateTi-6Al-4V thin wall

Figure 6.3

Fabricated Ti-6Al-4V thin wall using LENS machine
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The time-varying evolution of melt pool behaviors is captured by the built-in
thermal imaging system, and then used to predict the porosity distribution based on melt
pool clustering. A dual-wavelength pyrometer (Stratonics, Inc.) and an IR camera (SierraOlympic Technologies, Inc. Viento320) have been used to capture temperature
distribution of the top surface and side view of the melt pool during manufacture
(see Figure 6.4). Since we are using the information from top surface of the melt pool in
this study, data obtained from only dual-wavelength pyrometer is used for porosity
prediction. The advantage of using the pyrometer sensor is that it reduces the risk of
motion blur since the pyrometer has a specified exposure time (2.0274ms) that occurs at a
specified collection rate. The scan rate of the laser is 12.7 mm/s meaning that during the
exposure time the build moves approximately at 26 μm (Marshall, Thompson, &
Shamsaei, 2016). The IR camera is typically used to capture the characteristics of the
melt pool from the side view. Hence, collecting melt pool data from IR camera and its
calibration are not needed in this study. The pyrometer is mounted above the OPTOMEC
LENS™ 750 machine, outside of the inert environment of the chamber and aligned so as
to view down the laser shaft via a series of three, broadband metallic mirrors. A CMOS
detector has been used in the pyrometer with array size and pixel pitch being 752×480
and 6.45 μm, respectively. The temperature range in the pyrometer varies from 10002500℃. Exposure time and pixel clock are set to be 2.0274 ms and 5 MHz, respectively.
The nominal image collection rate of the pyrometer is approximately 6.4 Hz (see Figure
6.5 (b)). The IR camera is oriented at approximately 45° with respect to the sides of the
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CNC stage and is tilted in such a way that the focal plane is rotated 10° from a line
normal to the substrate. The thin wall is constructed at an orientation such that one of its
sides was fully in-view by the IR camera. The nominal image collection rate of the IR
camera is approximately 12.58 Hz. This allows for capturing the melt pool images in real
time. Each melt pool image has a 1.7MB file size. Hence, with such high image
resolution and monitoring frequency, a single thin-wall build (length = 47.81mm, height
=27.56mm, thickness = 1.78mm) results in 4.7GB of image stream data (Marshall et al.,
2016).

Figure 6.4

Images of (a) top view of IR camera and (b) side view of the pyrometer and their
orientation with respect to the substrate and thin wall within the build chamber
(Marshall et al., 2016)

148

Figure 6.5

6.4.1.2

Illustrating instances of x-ray CT scan (a and b) and SEM micrograph (c and d)

Data preprocessing
The original thermal data recorded from thermal imaging system contains a

columns and b rows which determines the resolution of captured thermal image. We
denote the row and column by x and y, respectively, where (x, y) represents coordinates
in the melt pool image that correspond to temperature measurement T(x, y). The melting
temperature is denoted by Tγ, which is pre-specified according to material properties.
The points (x, y) with temperatures greater than Tγ are extracted. The resulting
temperature measurements define the region of the melt pool surface, i.e., M = {(x, y):
T(x, y) ≥ Tγ}.
Next, we employ the aforementioned procedure to t melt pools in thermal history
of the fabricated part to extract all of the region of the melt pool surfaces i.e., Mj.
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Subsequently, we define the Area of Interest (AOI) in such a way that embrace all of the
Mj's. The proposed AOI in this study is the biggest square such that contains all Mj's.
Note that according to the melting temperature Tγ and peak temperature, denoted by Tmax,
we centralize the AOI in peak temperature. Since the collected data for AOI are matrices,
{Mj ∈ Rp×q}i=1K, conventional techniques represent each observation Mj by a long column
vector, denoted by vec (Mj), and construct a design matrix X = [vec (M1),… ,vec (MK]',
which is an K × pq matrix. The vectorization procedure may lead to data analysis in an
extremely high dimensional space due to K ≪ pq. In addition, high dimensionality
phenomenon can be escalated when data are in higher order of arrays. After this
transformation, the thermal data of each melt pool is presented by p×q features. This
number of features, based on our experiments raise computational complexity for all
classification techniques. Therefore, Principal Component Analysis (PCA) is used to
decrease the number of features to a smaller number with only negligible loss of variation
in the data.
The thermal data of each melt pool is presented by 169,000 features. Principal
Component Analysis led to selection of the first 25 components with only losing 9.72%
of the variation in the data. Therefore, in this paper data analysis each melt pool has 25
thermal features, also, the location of each melt pool on thin wall (presented by two
features), the layer number and size of porosity. Since Artificial Neural Networks work
better with data that are evenly distributed around zero, these components are
transformed in a way that their mean is zero and their maximum value is proportional to
their amount of variance they explain. For instance, if the first component explain
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54.64% of the variation in the dataset, and the selected components explain for 90.28% of
the variation in the data, therefore its corresponding column in the transformed data will
have mean of zero and maximum and minimum values of 0.6277 and -0.6277. The
maximum/ minimum value is calculated by division of the amount that the component
explain the variance in the data by the total amount of variance explanation with the
selected components: 0.5464/0.9028. This transformation will allow a proportional role
of each principal component in the data analysis. Also, the temperature, location of melt
pool and microstructure data (porosity label and porosity size) is transformed to fall
between negative one and one.
6.4.2

Data summary
Altogether 30 columns of data represent each melt pool: 25 thermal features

extracted from PCA-processed thermal monitoring of AM process, two location features
representing the location of each melt pool on thin wall, the layer feature which pertains
to the layer number, and the porosity features that explain the size and the label of each
porosity. Table 6.2 specifies the data type category (explained in Section 6.3 and
illustrated if Figure 6.1) of each of the explained features.
Table 6.2

Data summary based on definitions on Figure 6.1

Thermal Features
Location Features
Layer Feature
Porosity Features

Pattern Recognition Data
Explaining Distinguishing
Data
Data
×
×
×
×
×
×
×
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Decision-making data
×
×

6.4.3

Cost assumptions
There are two types of mistakes that can occur in process monitoring practices:

false positives and false negatives. False positives (FP) occur when a healthy melt pool is
flagged as an anomaly. On the other hand, false negatives (FN) occur when the defect
cannot be detected. Since different types of mistakes lead to different consequences for
AM operations: an FP leads to unnecessary process correction or reproduction which is
regarded as a constant value (γ); and an FN results in compromised part quality and
performance, which is highly affected by the location and size of the missed defect in the
part. We have described the FN cost as a function of the porosity’s location in the part
(denoted as (x, y) for a thin wall) and its size (s). Depending on the functional
performance of the final part, the cost for false negatives can be defined either as a
discontinuous or a continuous function with respect to x, y, and s.
For discontinuous cases, FN are represented by thresholding functions. For
instance, in the case of the thin wall presented in Figure 6.6, the FN function can be
represented in two ways. In equations 6.1 and 6.2, de represents the distant from the
porosity to its nearest horizontal or vertical line that passes from the center of the thin
wall. For example, two porosities P1 and P2 are illustrated as two dots in the squared thin
wall shown in Figure 6.6 b), and its location and size are denoted as (x1, y1, s1) and (x2,
y2, c) (s1>T and s2<T), respectively. The cost of misclassifying P1 and P2 as healthy can
be calculated as FN_cost(P1)=β and FN_cost(P2)=α×s2.
As shown in Figure 6.6, we have assumed the thin wall has three parts based on
the quality of production requirements. These parts are presented by three colors: red,
yellow, and green. Red signifies the most important, green is the least. [Color1, Color2,
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Color3, d1, d2] may show different cases of importance distributed across a thin wall.
Color1, Color2 and Color3 may assume one of the values of R (Red), Y (Yellow), and G
(Green). Color1 alludes the importance of the inner part of a thin wall, Color2 the middle
and Color3 the outer. Also, d1 and d2 may take any values between 0 and 30 as long as
d1<d2<L/2, where L is the length of a thin wall. For example, Figure 6.6 a) displays the
importance distribution of the notation [G, Y, R, 10, 20].
The costs of reproduction (β), corrective actions based on the size of porosity
(α×s) and cost of stopping the production (γ) are different for different cases. However, to
show the applicability of the presented method, we are using 2$, 5$ and 0.5$ respectively
α, β, and γ. For instance, if the size of porosity is 0.8 mm the cost of correction actions
will be $1.6. Also, T which is the cut-off point of porosity, is assumed to be 0.3 for the
experiments on this paper.
For the continuous case, any function of the location of melt pool and the size of
porosity may be used. For instance, the following is a function that can be used for false
negatives.

𝐹𝑁 𝑐𝑜𝑠𝑡 = {

0,
𝛼 × 𝑠,
𝛽,

𝐹𝑁 𝑐𝑜𝑠𝑡 = {

0,
𝛼 × 𝑠,
𝛽,
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𝐺𝑟𝑒𝑒𝑛, 𝑎𝑛𝑑 𝑠 ≤ 𝑇
𝐺𝑟𝑒𝑒𝑛, 𝑎𝑛𝑑 𝑠 ≥ 𝑇 𝑂𝑅
𝑂𝑟𝑎𝑛𝑔𝑒 𝑎𝑛𝑑 𝑠 ≤ 𝑇
𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5.1)

𝑑𝑒 < 𝑑1 , 𝑎𝑛𝑑 𝑠 ≤ 𝑇
𝑑𝑒 < 𝑑1 , 𝑎𝑛𝑑 𝑠 > 𝑇 𝑂𝑅
𝑑2 ≤ 𝑑𝑒 < 𝑑1 𝑎𝑛𝑑 𝑠 ≤ 𝑇
𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5.2)

Figure 6.6
6.4.4

Proportioned thin wall

Method Tuning
The presented classification method is employing three techniques that require

specific tuning. For FGA, after experimenting, it was observed that values of 0.7, 0.3,0,
and 0.001 respectively for crossover percentage, individual learning rate, global learning
rate, and diversity ratio will lead to fast and reliable convergence of the evolution. For
ANN, apart from the structure of the network that is automatically adjusted through the
validation procedure (Section 5.4.3), MATLAB’s default feedforward ANN is employed:
feedforwardnet. In the case of SOM, quadrilateral, and Euclidean distance are used
respectively for layer topology function, and neuron distance function. To select the
dimension size of SOM (D) we studied the performance of the proposed method with
different possible dimensions: 5×5, 10×10, 15×15, 20×20, and 25×25.Table 6.3 presents
the average and best accuracy and cost performance of SOED based on different
dimensions. The results on Table 6.3 reveals the 15×15 dimension is the most suitable
choice due to its lowest average on cost and highest accuracy. Moreover, based on our
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experiments, the other SOM’s tuning parameters, the number of training steps for initial
covering of the input space, and initial neighborhood size, are not as influential
(Section 5.4.3). Thus MATLAB’s default values are used: 100 and 3, respectively for the
number of training steps for initial covering of the input space, and initial neighborhood
size.
Table 6.3

SOED performance based on different SOM Topologies with Cost and
Accuracy measures for [RGY1020] cost assumptions and one block data
randomization
Average

Best Cost

Cost

Average

Best

Accuracy

Accuracy

5×5

25.86

12.5

.9668

.9871

10×10

23.75

5.93

.9672

.9839

15×15

20.32

3

.9676

.9807

20×20

26.53

2

.9501

.9871

25×25

27.34

15

.9499

.9807

The tuning process for KNN is done by randomly selecting 84% of data as train
set and 16% as test set. This process is repeated 60 times to select the appropriate
distance method as well as the number of neighbors (K) for each query point of the KNN
classification method. On average, 60 trials performed, the Euclidean distance method
provides the best values for accuracy. After selecting the distance method, the number of
neighbors (k) are chosen. Results shows that when the number of neighbors is set to 4,
the accuracy measures provide the best values.
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6.4.5

Results
Table 6.4 reveals the result of 50 random experimentation to study the

performance of SOED, KNN and MLP. In this table, Acc and SD are short, respectively,
for Accuracy and Standard Deviation. Also, the 4 different cost assumptions are denoted
by [Color1, Color2, Color3, d1, d2] explained in Section 6.4.3. It is noteworthy that KNN
presented in the table shows its best possible performance in terms of accuracy.
Table 6.4

Comparison between the performances of SEOD, KNN and MLP with
randomized experimentations
[Continuous]

[RGY,10,20]

Av.

SD

Best

Av.

SD

Best

Av.

SD

Best

Av.

SD

Best

Cost

Cost

Cost

Acc

Acc

Acc

Cost

Cost

Cost

Acc

Acc

Acc

KNN

2.7e+7

1.3e+7

2.0e+6

0.9703

0.0096

0.9904

41.83

12.37

11.92

0.9698

0.0087

0.9904

MLP

5.6e+6

5.4e+6

0.5

0.9847

0.0064

0.9968

14.56

11.04

0.5

0.9844

0.0078

0.9968

87.39

0.9826

0.0046

0.9936

18.43

7.11

5.5

0.9825

0.0045

0.9936

0.8018

0.1290

0.9485

13.39

4.46

4

0.9677

0.0113

0.9871

Best

SOED
Acc
SOED

8.9e+6

7.0
e+6

56.03

36.67

8

Av.

SD

Best

Av.

SD

Best

Av.

SD

Best

Av.

SD

Cost

Cost

Cost

Acc

Acc

Acc

Cost

Cost

Cost

Acc

Acc

Acc

KNN

20.77

8.80

0.5548

0.9694

0.0107

0.9968

42.06

14.45

10.5

0.9701

0.0093

0.9904

MLP

6.68

4.53

0

0.9831

0.0066

1

16.79

10.36

0. 5

0.9828

0.0075

0.9968

2.27

2.06

0

0.9952

0.0021

1

4.48

3.60

0

0.9960

0.0021

1

1.97

0.80

0

0.9882

0.0048

1

3.11

1.40

0.5

0.9816

0.0082

0.9967

Cost

[Y,R,G,5,25]

SOED
Acc
SOED
Cost

[G,Y,R,20,25]

Figure 6.7 shows four SOM of one of the paper’s experiments. Part a) is the
sample hit rate of the experiment. The numbers and the size of blue squares are pertinent
to the number of melt pools that are associated with the representing cell. For instance,
number 8 at the bottom left cell of Figure 6.7 a) shows that 8 melt pools are member of
that cell. Part b, c and d) show heating color maps of SOM where each cell is colored so
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to represent a quantified quality of the members of the cell. For instance, part b) shows
whether the members of each cell are either normal or abnormal melt pools. Similarly,
the color of cells in Figure 6.7 c) and d) pertains respectively to porosity size and layer
number of the members of each cell. The reason for the high level of resemblance
between part b) and part d) is the two variables are representing similar information. The
information similarity comes from the fact that only if a melt pool is linked with a
detected porosity we have labeled it as abnormal.
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Figure 6.7

Self-Organizing Map Sample Hit rate and Map of Decision (MOD)

Figure 6.8 illustrates the misclassifications for three different SOEDs. The SOED
that led to the accuracy of 0.994 is selected and the three misclassifications out of 311
classifications of melt pool are projected in SOM map and the thin wall in part a). The
figure on left is a segmented SOM map. The gray area represents the part of SOM that if
any melt pool is predicted to fall on will be classified as abnormal. The figure in the
middle is representing the thin wall under continuous cost assumptions (equation 5),
whereas the figure on the right is for cost assumptions denoted by [R, G, Y, 10, 20]. A
small circle (○) all across Figure 9 implies the happening of a false negative, while a
small cross (×) will indicates the occurrence of a false positive. The number on top of
false negatives serve as an index to show the same misclassification on SOM (left
figures) and the thin walls (middle and right figures). On SOM map the number in
brackets are the size of porosity. In case of false positives, as the number in brackets
would be zero, they have been omitted. The numbers on the right side of small circles in
thin walls are the calculate misclassification costs. In the case of crosses, the
misclassification costs for all false positives are the same: 0.5. In Figure 6.8 part b and c,
the same SOED is presented with the difference that FGA has tried to minimize
misclassification costs under new assumptions, respectively, continuous and [R, G, Y, 10,
20]. This comparison bring attention to the importance of benefit-cost perspective and
FGA’s role in optimizing the cost function.
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Figure 6.8

Presentation of Misclassifications on segmented SOM and the thin wall for 3
different SOEDs
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6.5
6.5.1

Discussion
High rate success at Porosity Detection
In a recent study, Khanzadeh et al. (2018) experienced that among techniques

naming Decision Tree (DT), K-Nearest Neighbor (KNN), Support Vector Machine
(SVM), Linear Discriminant Analysis (LDA), and Quadratic Discriminant Analysis
(QDA), KNN can achieve the highest rate of accuracy. To compare the learning power of
our proposed method, the highest achieved rate of accuracy for KNN, SOED and MLP
are compared. The techniques proposed in this chapter, MLP and SOED Accuracy, both
outperformed KNN the best suggested approach in the literature in terms of accuracy. In
fact, it is apparent in Table 6.4, both MLP and SOED Accuracy share success as the best
performance, as for two out of four cost assumptions they have outperformed the other.
However, the reliability of SOED Accuracy in achieving its best has been better than that
of MLP across all the experiments. Even though the objective of this study is not to
achieve the highest possible accuracy, the measure presents an opportunity to benchmark
the learning power of SOED against the other state-of-the-art techniques.
6.5.2

High rate success at Porosity Detection
While Table 6.4 compares the learning power of SOED with other techniques,

and reveals SOED’s comparable performance with MLP and its superiority over KNN, it
also shows SOED’s capability in directing ANN’s learning to improve decision making.
The quality of different decisions are captured by the measure misclassification cost.
Under 4 different cost assumptions, SOED cost has managed to find the set of decisions
that on average will lead to the lowest misclassification costs. Figure 6.8 reveals why an
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improvement in terms of quality of decisions exists between SOED Accuracy and SOED
Cost. SOED Cost (part b and c in Figure 9) will allow more misclassification happens so
to prevent costlier misclassifications.
6.5.3

Role of FGA in controlling misclassifications
Figure 6.8 illustrates the important influence of Fluid Genetic Algorithm (FGA) in

minimizing the cost of possible errors in decision making, as the three parts in the figure
are three different outputs of FGA that optimizes different objectives. Figure 6.8 a) shows
the performance of the classification method when FGA optimizes accuracy, as such the
SOM map is segmented in such way that only 11 misclassifications happen. However,
among these three misclassifications, there are five melt pools whose occurrence of false
negative may have such expensive consequences under the continuous assumption:
2.7E+07. Considering the location of these misclassification on SOM, FGA could have
avoided the misclassification by extending the part of SOM that flags abnormal melt
pool. This doubtless would increase the risk of perhaps more false positives. This is
exactly what happens in Figure 6.8 b) where FGA seeks to minimize misclassification
costs under continuous assumption. While the number of misclassifications has increased,
the costliest one has been avoided. Similarly, Figure 6.8 c) depicts the misclassifications
after FGA’s search for cost minimization under [R, G, Y, 10, 20] cost assumptions.
6.6

Chapter Highlights
Additive manufacturing applications are limited by its lack of repeatability which

calls for advanced quality control approaches. Most current efforts have focused on
improving the overall anomaly detection accuracy based on melt pool images which takes
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no account for the potentially varying loss due to different misclassification types. In this
chapter, a cost-sensitive Self-Organizing Error Driven (SEOD) Artificial Neural Network
(ANN) approach is proposed to account for different misclassification loss for quality
control in laser-based additive manufacturing processes. A case study of thin wall
fabrication using a Laser Engineered Net Shaping (LENS) process is used to illustrate the
effectiveness in both classification accuracy and misclassification cost.
We discuss the limitations of the presented research and tie them future research
directions. First, the presented decision-making framework is designed around production
of a thin wall. While this case study presented a valuable research ground to experiment
with our proposed methods and assumptions, there is a need for a more comprehensive
decision-making framework that accommodates items with more involved details. The
presented methodological approach and tool are capable of such decision-making;
however, a more generalized research approach is prevented due to the lack of concurrent
access to both thermal and x-ray data of more involved AM-manufactured items. A
second research limitation, which again ties with the accessibility of more data, is that the
profiling of predicated porosities are only done based on their size. A more detailed x-ray
data with feature such as shape and type of porosity will enable more educated decisionmaking. Third, the presented has the potential to be used for creating of an online quality
control decision-making unit. One of the restrictions that prevent this valuable
development is the absence of a speedy data-collection unit that captures porosity data.
The cost-sensitive SOED applied in this chapter is similar to that of used in
chapter Ⅴ. However, there are two noticeable highlights in this chapter. First, the chapter
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underscore the research opportunity in streamlining quality-control decision making in
AM processing. This chapter illustrate the fact that inculcating decision-making goals at
the level of data analytics will lead to cost savings, and that has the potential to attract
entities such as the government, military and industry that are involved with AM
production. Second, this chapter also highlights the important recognizing the role of
each column of data in data analytics. Four types of data are introduced: pattern
recognition data vs. decision analytics, and distinguishing data vs. explaining data. Since
SOED decision/data analytic tool is capable of providing specific data mining medium
specific to the type of data – SOM and MLP for pattern-recognition data, SOM for
explaining data, MLP for distinguishing data, and FGA for decision-analytic data. While
more research is needed to showcase the benefits of this segmentation of the data, this
chapter and this dissertation have definitely started the dialogue.
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CHAPTER VII
CONCLUSION AND FUTURE RESEARCH
7.1

Chapter Structure
This chapter completes the dissertation by outlining the research summary, listing

the research contributions, and enumerating the future research directions. Each of the
listed items have a subsection dedicated to them.
7.2

Research Summary
This dissertation offers novel decision and data analytics perspectives,

accompanied by an ANN-based data/decision analytic tools that realizes the outlined
data/decision analytics perspectives. The next two paragraphs, respectively, explain more
about the novel perspective and the developed tool.
The quality of decisions that are made using data analytics will be enhanced if this
dissertation’s proposed engineering of data analytics is employed. The proposed
perspective suggests including decision-making goals at the level of data analytics. The
crux of improvement is due to a more intelligent way of handling data inconclusiveness.
“Standard” data analytics that are used for classification, such as MLP, handle the
inconclusiveness with the purpose of increasing accuracy. The perspective suggest
finding ways to cope with the inconclusive part of data analytics to enhance decision164

making goals. It is important to understand that it is rare that decision-making goals
completely line up with standard data analytics goals that is higher accuracy. This was
shown in the three case studies. In the case of churn decision analytics (Chapter Ⅳ), while
the classification is predicting customers churning, the decision is whether to offer a
retention plan or not. Similarly, in the case of breast cancer diagnosis (Chapter Ⅴ), while
the classification is predicting patients types of cancer, the decision is whether to perform
further testing or not. Lastly, in the case of Chapter Ⅵ, while the classification is
predicting if a melt pool profile indicates normal or abnormal processing, the decision is
whether to stop the AM process or not. In all of these cases, we can see both the
similarity and the differences between the classification and decision-making goals. In
short, this dissertation argues, shows and proves the inclusion of decision-making goals at
the level of data analytics, instead of “standard” accuracy driven ones, will significantly
enhance the quality of the decisions that are made.
This has been done by proposing an ANN-based data/decision-making tool that is
capable of inculcating decision making goals in the process of data analytics. The method
is called Self-Organizing Error-Driven (SOED) ANNs. Similar to the name, selforganizing and error-driven learning types of ANNs are hybridized to bring about the
discussed inclusion of decision-making goals. The inculcation of these elusive goals are
done at the intersection of two variations of ANN that each use different types of learning
– Self-Organizing Map (SOM): self-organizing learning, and Multiple Layer Perceptron
(MLP): error-driven learning. SOM uses different types of data available, including
pattern-recognition data (only explaining data and not distinguishing data) and decision165

making data to create a two dimensional codding of data rows. Whereas in the traditional
ANN classification each category of the data is assigned a number, SOED assign a
specific location to each data point that bears relevance to its type of data point according
to its neighboring data points. Since MLP is used to predict the location of each data
point on SOM, the inconclusiveness of this prediction will be projected on SOM and has
meaningful ramifications. Due to the unique engineering of these data analytics, the
projected inconsistency of data in predicting the location of each data point will be
handled according to decision-making goals instead of common way of seeking higher
accuracy.
Throughout the experiments performed in this dissertation (specifically Chapter
Ⅲ), we have observed even the goal of higher accuracy can benefit from data analytic
engineering of SOED. There could be many reasons for this improvement, but we have
not specifically studied any of them. Some of these reasons are listed throughout this
document in Section 3.3, Section 4.5.6, and Section 5.5.4.
7.3

Research Contributions
There are two types of contributions made in this dissertation: contributions made

to the literature of data analytics and also contributions made to the literature of each case
study. All of this contributions are listed below.


This research showed the importance and benefits of including decision
making goals at the level of data analytics (throughout).



A new Artificial Neural Network classification is presented that is shown
to achieve higher evaluation metrics such as accuracy (Chapter Ⅲ).
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A data/decision analytic tool using SOED ANN is presented that is
capable of inculcating decision making goals at the level of data analytics
(Chapters Ⅳ, Ⅴ, and Ⅵ).



The presented tool is capable of incorporating data points that have
missing values without skewing the data and taking advantage of the
hidden pattern in that data (Chapter Ⅴ).



The presented tool is capable of incorporating different types of data pattern-recognition (explaining and distinguishing) data and decisionmaking data – at their most beneficial place (Chapter Ⅵ).

The following contributions are specific to the literature of Churn decision
analytics (Chapter Ⅳ).


The application of SOED data/decision analytic tool proved most
successful in comparison to other cost-sensitive and cost-insensitive
classification techniques.



For 472 customers, the suggested data/decision analytics led to around
$43,000 cost savings compared to the best cost-sensitive classification
from the literature. Moreover, the comparison between the method and the
best cost-insensitive method from the literature is even higher at $77,000.

The following contributions are specific to the literature of breast cancer
diagnosis (Chapter Ⅴ).
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The application of the SOED data/decision analytic tool proved to match
the state of the art in terms of accuracy.



A new dimension of cost-sensitive research is proposed to the literature of
breast cancer diagnosis. While cost-sensitivity is only applied to deal with
the imbalance nature breast cancer data, and the skewed balance between
the undesirability of false negatives and false positive, this dissertation
includes the uniqueness of each patient to the mix. This has been done by
allowing a different balance of undesirability between the two types of
mistakes for each cluster of patients.



The application of SOED data/decision analytic tool proved to excel the
existing efforts in the literature as SOED decision-making framework lead
to more collective life savings.

The following contributions are specific to the literature of breast cancer
diagnosis (Chapter Ⅵ).


The concept of cost-sensitive classification is introduced to the literature
of monitoring and controlling AM processes.



The gap between melt pool profiling and quality control decision-making
is bridged.



The application of SOED data/decision analytic tool proved to excel the
existing efforts in the literature.
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7.4

Future Research
The presented dissertation is only the beginning for an emerging research trend:

decision-driven data analytics. The very first future research direction ties with this
agenda. Other data analytic techniques can be altered to move toward inculcating
decision-making goals at the level of data analytics so as to address the inconclusive part
of data mining with appropriate care according to decision-making. There is some
evidence in the literature that heralds the inclusion of decision making goals at the
training level of decision trees (Bahnsen et al. (2015a)) and Multiple Perceptron Layer
(Zakaryazad & E Duman, 2016; Oh, 2011).
Moreover, specifically for the development of SOED, there are directions for
more improvement and developments. First, it was shown in Chapter Ⅴ that it is
possible to include the data points that have missing values so as to improve the overall
performance of the method. A research article can comprehensively explore this
possibility while comparing this approach to the others when dealing with missing
values.
Second, while this research uses both supervised and unsupervised learnings of
ANN, the presented method can only deal with labeled data. We delineated the difference
between semi-supervised learning and our proposals in last paragraph of Section 2.3. A
research venture can investigate the capability of SOED in creating a space for unlabeled
data as explaining data type to create a SOED semi-supervised classification. We suspect
improvement as the unlabeled data can improve the data-driven resolution of SOM and
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that can enhances the classification of MLP. We observed a similar happening when data
points with missing values were included in the experiments in Section5.4.5.
Third, we suspect that SOED has the potential to be placed as a classification
method that is resilient toward class imbalance. While we showed instances that reveal
this superiority of SOED and discussed what features of SOED help the data analytic in
this respect in Section 4.5.6, we did not experiment for the purpose of this hypothesis. A
valuable article will be able to show this resilience through testing the hypothesis in the
case of various benchmark datasets.
Lastly, the application of SOED decision-making framework (as well as the
proposed decision-driven data analytics) on various cases will propagate the contributions
in this dissertation throughout engineering, business, medicine and science.
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APPENDIX A
ILLUSTRATIONS FOR MORE GENERAL SOED EXPERIMENTS
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See the Figure A.1, Figure A.2, Figure A.3, Figure A.4, and Figure A.5.
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Iris dataset (D1) – Block 1 – Run 2

186

(a)

(b)

0.5,6.5 1.5,6.5 2.5,6.5 3.5,6.5 4.5,6.5 5.5,6.5 6.5,6.5

0.5,5.5 1.5,5.5 2.5,5.5 3.5,5.5 4.5,5.5 5.5,5.5 6.5,5.5

0.5,4.5 1.5,4.5 2.5,4.5 3.5,4.5 4.5,4.5 5.5,4.5 6.5,4.5

0.5,3.5 1.5,3.5 2.5,3.5 3.5,3.5 4.5,3.5 5.5,3.5 6.5,3.5

0.5,2.5 1.5,2.5 2.5,2.5 3.5,2.5 4.5,2.5 5.5,2.5 6.5,2.5

0.5,1.5 1.5,1.5 2.5,1.5 3.5,1.5 4.5,1.5 5.5,1.5 6.5,1.5

0.5,0.5 1.5,0.5 2.5,0.5 3.5,0.5 4.5,0.5 5.5,0.5 6.5,0.5

(c)
Figure A.2

(d)

Iris dataset (D1) – Block 1 – Run 3
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Acute Inflations dataset (D2) – Block 1 – Run 1
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(d)

Credit Approval dataset (D3) – Block 1 – Run 1
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Mushroom dataset (D1) – Block 1 – Run 1
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a) ANN

b) SOED

Figure A.6

SOED and MLP error reduction figures for Acute Inflammations dataset
(D2)
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a) ANN

b) SOED

Figure A.7

SOED and ANN error reduction figures for Credit Approval dataset (D3)
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a) ANN

b) SOED

Figure A.8

SOED and ANN error reduction figures for Mushroom dataset (D4)
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a) ANN

b) SOED

Figure A.9

SOED and MLP error reduction figures for Heart SPECFT dataset (D5)
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APPENDIX B
HYPOTHESIS TEST: SOM GENERALIZABILITY
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The predicted membership of test set based on the SOM that is trained using train
set and validation set as the test set membership is an important assumption. Therefore it
has been tested by comparing the similarity between the membership of test set cases
when SOM learns with all customers in the dataset and when SOM learns only using
train and validation sets.
In the literature, there are measures for comparing the similarities of two
sets of clusterings. Clustering, unlike classification, does not have the luxury of class
labels and this fact create challenges to compare and evaluate the performance of
different methods. There are two proposed approaches for comparing two sets of clusters
(C and C') on the same set of data points: counting pairs and set-matching (Meilă, 2007).
We only introduce two common measures to compare clusters through counting pairs.
When comparing C and C', each pair of data points falls under one of four cases based on
their memberships in C and C'. These four cases are denoted by ●●, ○○, ●○, ○●. Here,
two filled circles denote that both of the data points are in the same cluster under both C
and C', and two hollow circles signify that under neither C nor C' is the pair in the same
class. These two cases capture the similarities between C and C'. On the other hand, one
filled circle and one hollow circle show that the pair has been the member of the same
cluster under only one of C and C' but not the other. Equations B.1 and B.2 represent
respectively Fowlkes and Mallows and Rand’s measures. In these formulas N●●, N○○, n,
k, k', nk and nk' respectively stand for the number of pairs that fall under the same cluster
under both C and C', the number of pairs that are not the members of the same cluster
under neither C nor C', the number of data points, the number of clusters under C, the
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number of clusters under C', the number of data points which are members of cluster k in
C, and the number of data points which are member of cluster k' under C'.
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(B.1)
(B.2)

Although these measures are capable of comparing two different SOM outputs
(Keramati & Jafari-Marandi, 2014), there is another dimension in the output of SOM
more than clustering that these measures do not capture. In a normal clustering, there is
not a defined relationship between two clusters, however, if each neuron in SOM is
assumed to be a cluster, each cluster has neighboring clusters. In fact, this is the reason
why in step-6 of the SOED procedure (Figure 4.1) XY coordinates are assigned to the
members of each cluster. Measures introduced in equations B.1 and B.2 cannot capture
this added dimension. The base of both of these equations is how similar the clustering
technique has segmented all pairs of data points into different clusters. The proposed
comparison measure, expressly designed for SOM outputs with the same topologies,
captures the same similarity while including the neighboring dimension. In Equation B.3,
n, C, Loc_C(i), dist(P1,P2) are respectively the number of data points, a constant
parameters which falls between zero and the maximum distant possible between any two
clusters in the SOM output, the location of the cluster which has data point i as a
member, and the distant between P1 and P2. Preliminary experiments determine C, so
SOMC returns 0 for the input of two random sets of clustering. Here, C may differ based
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on the different topology of SOM outputs. C is set to be 1.97 in the case of 7×7 SOM
output.

𝑆𝑂𝑀𝐶(𝑂, 𝑂′ ) =

𝑛
∑𝑛
𝑖=𝑗 ∑𝑗=1(𝐶−𝑑𝑖𝑠𝑡(𝐿𝑜𝑐_𝐶(𝑖),𝐿𝑜𝑐_𝐶(𝑗)))

𝐶×𝑛×(𝑛−1)/2

(B.3)

The comparisons between different SOM made by (Keramati & Jafari-Marandi,
2014) revealed that Rand’s measures (Equation B.2) could not be as distinguishing as
Fowlkes and Mallows (Equation B.1). Figure B.1 presents the Fowlkes and Mallows (FM
– Eq. 7) and the proposed measure in Equation B.3 (SOMC) for the output of different
SOM settings: Complete Data (CD), Train Data (TD), 10% TD, Benchmark 1 (B1),
Benchmark 2 (B2). Complete Data and Train Data stand for the experiments that are the
main point of comparison in Table 4.2. Complete Data (CD) is the SOM setting that uses
the complete data (train set, validation set, and test set) to drive the membership vector of
the test set. Train Data (TD) only uses the train set and the validation set for the same
output. Also, 10% TD only uses 10% of the train set for the same output. Moreover,
Benchmark 1 (B1) is a simulation procedure of SOM output which creates a random
membership vector of the test set, whereas Benchmark 2 (B2) is an intentional
membership vector of the test set in which all the cases are the member of cluster 1. B1
and B2 serve as points of reference for the understanding of the range of the applied
measures. FM ranges between 0 and 1: zero being no similarity and one perfect matching.
SOMC ranges between -1 and 1: negative one being negative matching, zero random
matching, and one complete matching. Every cell in Figure B.1is the average of 10
198

experiments to control for the random nature of SOM. On the other hand, every cell
in Figure B.2 is the value of the SOMC or FM for the presented example.

Figure B.1

SOMC and Fowlkes and Mallows measures for different SOM outputs

The comparison between the membership of test set records based on the CD and
TD cases shows there is a meaningful similarity. Based on this similarity, we assume the
validity of the predicted membership of test set based on the SOM that is trained using
train set and validation set. Misclassification cost of the members of the test set is
calculated based on the customer revenue calculated for each cluster in MOD.

199

Figure B.2

SOM hit rate examples for Figure B.1 experiments
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APPENDIX C
SPECIFIC METHDO TUNINGS
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See Figure C.1, Figure C.2, Figure C.3, Figure C.4, Figure C.5, and Figure C.6
respectively representing the 20 validation runs for CS SOED 1 to 4, CS DT and CS
Adaboost.

Figure C.1

CS SOED 1: 20 validation runs
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Figure C.2

CS SOED 2: 20 validation runs

Figure C.3

CS SOED 3: 20 validation runs
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Figure C.4

CS SOED 4: 20 validation runs

Figure C.5

CS DT: 20 validation runs
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Figure C.6

CS AdaBoost: 20 validation runs
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APPENDIX D
SOM PROFILING
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Profiling of clusters of customers is valuable because it creates insights on the
kind of customers that are in the dividing part of SEOD map. Figure 4.4 a) shows these
regions within the employed SOED map. N1 to N7 are the clusters residing non-churn
cases and C1 to C5 are the clusters of churn cases whose profiling are worthwhile for
SOED’s procedure. It is helpful to look at the average value of each attribute with the
help of a color coded map based on all the clusters’ scaled average. Figure D.1 presents
these for all the attributes in the dataset.
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Figure D.1

16 SOED colored map for all the dataset attributes.
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