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Для детектирования наличия скрытой информации в графических файлах рассматриваются методы на
основе технологий машинного обучения. Детектирование ведется с использованием «слепых» методов –
при отсутствии данных об исходном алгоритме, использованном для внедрения скрытой информации.
Для для формирования датасетов, используемых при обучении моделей детектирования, представлены
методы на основе вейвлет-разложения. Приведены результаты испытания обученных моделей на тре-
нировочных наборах данных.
Введение
Потребность скрыть информацию или по-
делиться ею, не привлекая внимания посторон-
них, существовала на протяжении всей истории
общественных отношений. Научное направление,
изучающее вопросы скрытой передачи информа-
ции, известно как стеганография. Наметивший-
ся в последние годы интерес к стеганографиче-
ским методам связан в немалой степени с тем,
что в отличие от криптографии, их использова-
ние практически не регулируется законодатель-
ством.
Современные методы стеганографии широ-
ко используют компьютерную технику для внед-
рения «стегоинформации» в другие цифровые
данные, называемые «стегоконтейнерами», с ка-
честве которых могут выступать цифровые изоб-
ражения, аудио- или видео-данные, пакеты сете-
вого трафика и многое другое.
Одним из ключевых требований к стегано-
графическим алгоритмам является то, что внед-
рение информации не должно заметно изменять
характеристики стегоконтейнера. Поэтому стега-
нографические алгоритмы часто эксплуатируют
ограниченность биологических систем восприя-
тия человека. Например, при сокрытии инфор-
мации в изображениях, стегоалгоритмы изменя-
ют интенсивность цветов так, чтобы, с одной сто-
роны, этими изменениями внедрить стегоинфор-
мацию, а с другой, чтобы эти изменения не вос-
принялись органами зрения человека. В основе
стегоалгоритмов по работе со звуком лежит тот
же принцип – записываемая информация изме-
няет высокие частоты аудиосигнала, что вряд ли
будет заметно при прослушивании [1].
I. Схема и средства сокрытия
информации
Алгоритмически, стеганография состоит из
двух фаз: одна для сокрытия информации, дру-
гая для извлечения. На случай, если всё-таки об-
наружится факт наличия скрытого сообщения, в
большинстве стеганографических программ пе-
ред внедрением сообщения его вначале зашиф-
ровывают. Базовая модель стеганографии пред-
ставлена на рисунке 1.
Рис. 1 – Базовая модель стегонографии
Актуальной задачей является детектирова-
ние наличия внедрённой информации при усло-
вии, что ничего не известно об исходном стегоал-
горитме. В стегоанализе методы, решающие за-
дачи такого типа, принято называть «слепыми».
II. Формирование изображений,
содержащих скрытые данные
Алгоритмы стеганографии формируют раз-
ные типы искажений исходного контейнера. По-
этому написать детерминированный алгоритм
для детектирования наличия стегоинформации
становится едва ли возможным. Именно в та-
ких ситуациях прибегают к использованию мето-
дов машинного обучения. Для обучения моделей
машинного обучения были выбраны 750 графи-
ческих изображений из открытых наборов дан-
ных, предварительно уменьшенные до размеров
от 640х480 до 1147х768 пикселей. Стегоинформа-
ция была внедрена с помощью трех программ:
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– Steganography Software F5 (алгоритм f5) [2];
– StegHide (стеганография на основе теории
графов) [3];
– OpenStego (RandomLSB, модифицирован-
ный алгоритм наименьшего значащего би-
та) [4].
III. Формирование файлов признаков
Для использования моделей машинного
обучения необходимо на основе исходных гра-
фических изображений сформировать датасет –
файл признаков, который бы отражал характер-
ные особенности «чистых» изображений и изоб-
ражений, содержащих стегоинформацию. Дата-
сет представлен в виде файла csv-формата. Каж-
дая запись датасета содержит 84 признака, а
также 85-й классификационный признак: «0»
для «чистого» изображения и «1» в противном
случае. В итоге был сформирован датасет из
3000 записей – 750 записей для «чистых» изоб-
ражений, и по 750 записей для изображений
со стегоинформацией, внедренной программами
Steganography Software F5, StegHide и OpenStego
соответственно.
Для построения по изображению вектора
признаков, поскольку мы имеем дело с цифро-
выми изображениями, имеет смысл применять
дискретные вейвлет-преобразования. Разложе-
ние будем производить по вейвлет-функциям Ха-
ара, db2 и bior1.3.
Так как каждый цветовой канал в изоб-
ражении представляется прямоугольной мат-
рицей, то будем использовать дискретное
вейвлет-преобразование, реализованное методом
wavedec2 модуля PyWavelets языка Python.
Метод wavedec2 возвращает структуру ви-
да [cAn, (cHn, cVn, cDn), . . . (cH1, cV1, cD1)],
где:
– cAn – аппроксимационный коэффициент
разложения n-го уровня;
– cHn – горизонтальный коэффициент разло-
жения n-го уровня;
– cVn – вертикальный коэффициент разло-
жения n-го уровня;
– cDn – диагональный коэффициент разло-
жения n-го уровня.
Признаки, характеризующие графическое
изображение, будем формировать с использова-
нием дискретных вейвлет-преобразований (с раз-
ложением не выше 3-го уровня) и статистических
моментов 1-4 порядков.
IV. Применение методов машинного
обучения
Задача слепого детектирования наличия
стегоинформации в графическом изображении,
рассматриваемая в данной работе, относится к
задачам бинарной классификации и может быть
решена в рамках технологии машинного обуче-
ния с учителем.
Был проведен эксперимент по применению
для решения поставленной задачи следующих
методов, с использованием их реализаций из биб-
лиотеки scikit− learn для языка Python:
– алгоритма К-ближайших соседей;
– наивного байесовского классификатора;
– дерева принятия решений;
– линейной регрессии;
– метода опорных векторов;
– нейронной сети прямого распространения.
Лучшие результаты удалось получить при
использовании метода опорных векторов и ней-
ронной сети прямого распространения с архи-
тектурой «многослойный персептрон» с дву-
мя скрытыми сломи. В случае использования
вейвлет-функций db2 и bior1.3 результаты ока-
зались хуже, чем при использовании вейвлет-
функции Хаара.
Также они хуже при использовании
minmax-нормализации вместо стандартной.
Наиболее существенно влияющим на ре-
зультат было значение признаков, связанных с
моментами 3-го и 4-го порядков. Признаки, свя-
занные с моментами 1-го и 2-го порядка не
оказывали существенного влияния на результат.
Также существенно не повлияли на результат
значения признаков, вычисленных на горизон-
тальных коэффициентах вейвлет-разложения.
Заключение
Можно утверждать, что достаточно эффек-
тивными методами для решения задачи «слепо-
го дектирования» являются метод опорных век-
торов с параметрами C=1000, gamma=0.001 и
kernel=rbf и многослойный персептрон с двумя
скрытыми слоями (90 и 20 нейронов).
В качестве эффективных признаков могут
быть использованы коэффициенты асимметрии
и эксцесса, вычисленные в частотной плоскости
для аппроксимационного, вертикальных и диаго-
нальных коэффициентов двумерного трёхуров-
невого вейвлет-преобразования с использовани-
ем вейвлет-функции Хаара. С помощью обучен-
ных моделей можно с вероятностью, близкой к
0.7, предсказать, содержит ли графическое изоб-
ражение скрытое сообщение или нет.
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