In a simple multivariate normal prediction setting, derivation of a predictive distribution can flow from formal Bayes arguments as well as pivoting arguments. We look at two special cases and show that the classical invariant predictive distribution is based on a pivot that does not have a parameter free distribution -that is, is not an ancillary statistic. In contrast, a predictive distribution derived by a structural argument is based on a pivot with a fixed distribution (an ancillary statistic). The classical procedure is formal Bayes for the Jeffreys prior. Our results show that this procedure does not have a structural or fiducial interpretation.
Introduction
There are a variety of methods for constructing predictive distributions for future observations. Even in the case of a multivariate normal model, a host of proposals have been made. The survey article of Keyes and Levy (1996) is a good review of methodology in a multivariate analysis of variance setting. Some popular approaches include the formal Bayes methods, arguments based on likelihood and appeals to invariance considerations in decision theoretic settings. Some relevant references to these are Geisser (1993) , the review article of Bjornstad (1990) and Eaton and Sudderth (2001) . This paper deals with simple random sampling from a multivariate normal distribution where the problem is to predict the "next observation." In this setting, the current evidence supports the contention that among all fully invariant predictive distributions, there is one that is "best." By fully invariant, we mean predictive distributions that are invariant under all nonsingular affine transformations. The notion of "best invariant" comes from decision theory and is explained in Eaton and Sudderth (2001) . This "best fully invariant" predictive distribution is a formal Bayes rule and is specified in the next section. In what follows, Q 0 denotes this fully invariant rule.
An alternative approach is to look at predictive distributions with less than full invariance. This leads naturally to an alternative to the best fully invariant procedure and indeed yields a pivotal quantity that allows a fiducial construction of a predictive distribution. This is denoted by Q 1 in the sequel. The derivation of Q 1 relies on the ancillarity of the pivotal quantity suggested by invariance and is specified in the sequel.
The main result of this paper shows that in the case of Q 0 , a natural pivotal quantity obtained from an appealing Studentization is in fact not ancillary so that a classical fiducial interpretation for Q 0 is unavailable. Thus the formal Bayes derivation described in Geisser (1993, Chapter 9) yields the best fully invariant predictive distribution, but the usual fiducial interpretation fails. This observation helps explain the dominance of Q 1 over Q 0 in a variety of settings -see Eaton, Muirhead and Pickering (2004) for a discussion.
In brief, this paper is organized as follows. Section 2 contains our basic assumptions and a description of the best fully invariant predictive distribution Q 0 . The alternative proposal Q 1 is derived from invariance considerations in Section 3. In Section 4, the main result is established and this is followed by some discussion in Section 5.
Background
Consider independent and identically distributed X 1 , . . . , X n where each X i has a p-dimensional normal distribution with mean vector µ and positive definite covariance matrix Σ, so each column vector X i is N p (µ, Σ). As usual, the sample mean n −1 n 1 X i is denoted by X and
is the un-normalized sample covariance matrix. It is assumed that n ≥ p + 1 so S is positive definite with probability one. Now consider Z in R p which is also N p (µ, Σ) and is independent of the X i 's. Suppose one is interested in constructing a predictive distribution for Z that is allowed to depend on the data X = (X 1 , . . . , X n ). One method for obtaining such a predictive distribution is to use a formal Bayes argument with the so-called Jeffreys or "uninformative" prior distribution given by
See Box and Tiao (1973, Chapter 8) for a Fisher Information justification of this particular choice. The given model for (X, Z) together with the prior ν and the use of Bayes Theorem yields a predictive distribution that can be described as follows. Consider the density function
and let W ∈ R p be a random vector with the density h 0 . Next, define the statistic W 0 ∈ R p by
where S − 1 2 denotes the inverse of the unique positive definite square root of S. For any µ ∈ R p and the special Σ = σ 2 I p with σ 2 > 0, the sampling distribution of W 0 under the given model has the density h 0 -the proof of this is a routine multivariate calculation. Now, fixing the data X and solving for Z yields
Assume W 0 has the density h 0 . Then for X fixed, Z has the density
where | · | denotes determinant. The resulting predictive distribution is
For a direct formal Bayes derivation of Q 0 using the Jeffreys prior, see Geisser (1993, Chapter 9) . A structural derivation may be found in Fraser and Haq (1969) . The reader will recognize the above derivation as the well known fiducial inversion, assuming that W 0 has the density h 0 . The purpose of this paper is to show that in fact this inversion is not valid, as the distribution of W 0 actually depends on the value of the parameter Σ when p > 1. In other words, the natural Studentized statistic W 0 is not an ancillary statistic so the fiducial inversion is not applicable.
For later reference, note that if W has density h 0 , then the first coordinate of W , say W (1) , has a distribution R 0 that is (n − p) − 1 2 t n−p where t m denotes a Student-t variable with m degrees of freedom.
Invariance Considerations
The problem of predicting the "future" observation Z given the data X and the model in Section 2, is invariant under the following transformations:
where A is a p × p non-singular matrix and b is p-vector. For more details on this invariance, see Eaton and Sudderth (1998, 1999) . In brief, a predictive distribution for Z given the data X is a conditional distribution Q(dz|X) for Z with X fixed. Such a Q is fully invariant if for all sets B ⊆ R P and for all affine transformations g = (A, b) as above, Q satisfies
where gX = (gX 1 , . . . , gX n ) and
Of course, gB = {w|w = gz, z ∈ B} and gz = Az + b. It is not hard to show that Q 0 specified in Section 2 is fully invariant. The arguments in Eaton and Sudderth (2001) show that Q 0 is a "best" fully invariant predictive distribution for a variety of invariant criteria.
In the multivariate normal setting here, Eaton and Sudderth (1998) used the invariance to propose an alternative to Q 0 . Let G + T denote the group of all p × p lower triangular matrices with positive diagonal elements. Since S is positive definite there is a unique element of
The matrix L(S) can be thought of as an alternative to S 1 2 as a square root of S. Now, consider the "Studentized" statistic
That W 1 is an ancillary statistic (the sampling distribution of W 1 does not depend on the parameter (µ, Σ)) is well-known -see Fraser (1968, p. 150) or Eaton and Sudderth (1998) . Standard multivariate calculations show that the sampling distribution of W 1 has a density function on R p given by (p ≥ 2):
where h 0 is given in (1) and
It also follows easily that the first coordinate of W 1 with density (5) is distributed as (n − 1) 1 2 t n−1 . This distribution is denoted by R 1 . The fact that R 0 and R 1 are different when p > 1 is crucial to our arguments.
The difference between W 0 and W 1 is simply the choice of square root of S. The unique positive definite choice yields the "natural Studentized statistic" W 0 while the choice of L as a square root yields the "not-so natural Studentized statistic W 1 ." Some arguments suggesting that W 1 is the better choice can be found in Eaton and Sudderth (1999) and Eaton, Muirhead and Pickering (2004) .
When W 1 given by (4) has the density h 1 in (5), a direct pivoting argument (thinking of X as fixed and Z as random) yields the predictive density
with respect to Lebesque measure dz on R P . This gives the predictive distribution
This predictive distribution is not fully invariant but does have optimality properties that show, within certain frameworks, it is superior to Q 0 -see Eaton and Sudderth (2001) and Eaton, Muirhead and Pickering (2004) ; it does however depend on the order in which coordinates are presented.
The Main Result
In this section, we prove that the statistic W 0 is not a pivotal quantity by showing the the sampling distribution of W 0 depends on the parameters. In the case of p = 2, techniques described in Olkin and Rubin (1964) can be used to convince oneself of the above assertion, but a rigorous proof for p > 2 based on these methods seems elusive. Our proof is by contradiction and is not constructive. Before giving the formal proof which is somewhat involved, we first sketch the main idea. Given the covariance matrix Σ, write Σ = θθ with θ ∈ G + T -the parameter analog of (3). Then let P (·|θ) denote the distribution of the statistic W 0 defined in (2). Our main result is that P (·|θ) is not constant in θ as θ ranges over G + T and correspondingly Σ ranges over all p × p non-singular covariance matrices. The argument is by contradiction. Let 1 denote the vector in R p with a one as the first coordinate and all other coordinates zero. Then 1 W 0 is the first coordinate of W 0 and 1 W 0 has the distribution R 0 when θ = I p . Thus, if P (·|θ) is constant in θ and P
(1) (·|θ) denotes the distribution of 1 W 0 when W 0 has distribution P (·|θ), then P
(1) (·|θ) must be R 0 for all θ ∈ G + T . We will obtain a contradiction by showing there is a sequence {θ n } with θ n ∈ G + T so that P
(1) (·|θ n ) converges to R 1 given in section 3. As R 0 = R 1 , P (·|θ) cannot be constant in θ.
The formal details of the above follow.
Proof. The p × p matrix θ has the form
Fix all the elements of θ except θ 11 , and consider a sequence of θ 11 values increasing to +∞. This gives the sequence {θ n } with θ n ∈ G + T . As argued above, it suffices to show that P (1) (·|θ n ) converges to R 1 .
To this end, let
and is independent of S which is Wishart, W (Σ, p, n − 1), in the notation of Eaton (1983) . Next, let V 0 be N (0, I p ) and S 0 be W (I p , p, n − 1) with V 0 and S 0 independent. With " d =" denoting equality in distribution, it follows that
when Σ = θθ . From the definition of W 0 , we have
where W 1 is defined in (4) and
The p × p matrix τ (S) is orthogonal since
Combining (6) and (7) and using the ancillarity of W 1 ,
where
for each positive definite S 0 . Hence the random variable in (8) converges in distribution to 1 W * 1 . Since 1 W * 1 has R 1 as its distribution the proof is complete.
Lemma 4.1. Equation (9) holds.
Proof. Let · denote the usual norm on R p . It must be shown that
for each positive definite S 0 . Because τ (θS 0 θ ) is an orthogonal matrix, we can equivalently show
Because L(θS 0 θ ) is lower triangular, its (1,1) element is (θ 2 11 s 0,11 ) 1 2 where s 0,11 is the (1,1) element of S 0 . Therefore
By the continuity of the square root mapping on non-negative definite matrices, we have 1 θ 11 (θS 0 θ ) 
Combining (10) and (11) Thus (9) holds and the proof is complete.
Discussion
The implications of Theorem 4.1 are far from clear. The results do suggest that the predictive distribution Q 0 is somehow suspect, in spite of its status as a best fully invariant decision rule. Other examples of questionable "best fully invariant" procedures include the covariance estimation results of Stein in James and Stein (1961) . The validity of Theorem 4.1 continues to hold in a confidence set situation. That is, the suggestive "pivotal" S − 1 2 (X − θ) is, in fact, not an ancillary statistic so cannot be used to construct confidence regions for θ of the form S 1 2 (C) + X for sets C ⊆ R P . However, the quantity (X − θ) S −1 (X − θ) is ancillary and is commonly used to justify the classical confidence ellipses for θ. Also the pivotal quantity L −1 (X − θ) is ancillary so standard confidence set arguments are valid based on this. These results extend routinely to the multivariate regression context. Theorem 4.1 suggests that the appealing Studentization using S − 1 2 should perhaps be replaced by using L −1 for L ∈ G + T . Such L −1 -Studentizations are not invariant under the transformations given in Section 3, although they are invariant when the linear part of the affine transformation A is in G + T . But, different choices of coordinate systems (e.g. permute the coordinates of the data) do produce different predictive distributions -that is, different Q 1 's. This suggests that thoughts about the "right" coordinate system need to precede the data analysis.
