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Notation
• U [z]: polynomials with coefficients in a vector space U .
• U [z, z−1]: Laurent polynomials.
• U [[z]]: formal power series.
• U((z)): formal Laurent series.
• U [[z, z−1]]: bilateral series.
• Z+ = {0, 1, 2, . . .}.
• F: the base field, a field of characteristic 0. All vector spaces are considered over F.
About the LaTeX’ing of these notes
These lecture notes were typeset by Vidas Regelskis (Lectures 1 and 6), Tama´s F. Go¨rbe (2), Xiao He (3),
Biswajit Ransingh (4) and Laura Fedele (5 and 6).
The author would like to thank all the above mentioned scribes for their work, especially Laura Fedele
and Vidas Regelskis for many corrections to the edited manuscript.
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1 Lecture 1 (December 9, 2014)
In the first lecture we give the definition of a vertex algebra and explain calculus of formal distributions.
We end the lecture by giving two examples of non-commutative vertex algebras: the free boson and the free
fermion.
1.1 Definition of a vertex algebra
From a physicist’s point of view, a vertex algebra can be understood as an algebra of chiral fields of a
2-dimensional conformal field theory. This point of view is explained in my book [Kac98].
From a mathematician’s point of view a vertex algebra can be understood as a natural “infinite” analogue
of a unital commutative associative differential algebra. Recall that a differential algebra is an algebra V with
a derivation T. A simple, but important remark is that a unital algebra V is commutative and associative if
and only if
aˆbˆ = bˆaˆ, a, b ∈ V, (1.1)
where aˆ denotes the operator of left multiplication by a ∈ V .
Exercise 1.1. Prove this remark.
A vertex algebra is roughly a unital differential algebra with a product, depending on a parameter z,
satisfying a locality axiom, similar to (1.1). To be more precise, let me first introduce the notion of a
z-algebra. (Sorry for the awkward name, but I was unable to find a better one.)
Definition 1.1. A z-algebra is a vector space V endowed with a bilinear (over F) product, valued in
V ((z)), a⊗ b 7→ a(z)b, endowed with a derivation T of this product:
(i) T (a(z)b) = (Ta)(z)b+ a(z)Tb,
such that the following consistency property holds:
(ii) (Ta)(z) = ∂za(z).
Here and further on we denote by a(z) the operator of left multiplication by a ∈ V in the z-algebra V.
Using the standard notation
a(z)b =
∑
n∈Z
(a(n)b)z
−n−1, (1.2)
we can write
a(z) =
∑
n∈Z
a(n)z
−n−1, where a(n) ∈ EndV. (1.3)
The bilinear (over F) product a(n)b is called the n-th product. Note that a(z) is an EndV -valued distri-
bution, i.e., an element of (EndV )[[z, z−1]]. Moreover, a(z) is a quantum field, i.e., a(n)b = 0 for b ∈ V and
sufficiently large n (depending on b).
Remark 1.1. Axioms (i) and (ii) of a z-algebra imply the following translation covariance property of a(z) :
[T, a(z)] = ∂za(z), i.e., [T, a(n)] = −na(n−1), ∀n ∈ Z. (1.4)
Moreover, the translation covariance of a(z) and either of the axioms (i) or (ii) in Definition 1.1 imply the
other axiom.
Next, we define a unital z-algabra.
Definition 1.2. A unit element of a z-algebra V is a non-zero vector 1 ∈ V , such that
1(z)a = a, and a(z)1 = a mod zV [[z]].
Lemma 1.1. Let V be a vector space, let 1 ∈ V and T ∈ EndV be such that T 1 = 0. Then
(a) For any translation covariant (with respect to T ) quantum field a(z), we have a(z)1 ∈ V [[z]].
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(b)
a(z)|1〉 = ezTa (=
∞∑
n=0
zn
n!
T n(a)), where a = a(−1)1. (1.5)
Proof. For (a) we have to prove that a(n)1 = 0 for all n ∈ Z+. Since a(z) is a quantum field, a(n)1 = 0 for
n ≥ N with some N ∈ Z+. Also by translation covariance we have [T, a(n)] = −na(n−1) for all n ∈ Z. Apply
both sides of the last equality to 1:
[T, a(n)]1 = Ta(n)1− a(n)T 1 = Ta(n)1 = −na(n−1)1. (1.6)
Therefore a(n)1 = 0 for n > 0 implies a(n−1)1 = 0. Hence a(n)1 = 0 for all n ∈ Z+ and a(z)1 ∈ V [[z]].
Now we prove (b). By (a), the LHS of (1.5) lies in V [[z]]. Both sides are solutions of the differential
equation
df
dz
= Tf(z), f(z) ∈ V [[z]]. (1.7)
For the RHS it is obvious, and for the LHS it follows from (1.4) and T 1 = 0:
∂za(z)1 = Ta(z)1− a(z)T 1 = Ta(z)1. (1.8)
Both sides obviously satisfy the same initial condition f(0) = a, hence they are equal.
Since, 1(−1)1 = 1 and T is a derivation of n-th products, we have in a unital z-algebra:
T 1 = 0. (1.9)
Note that Lemma 1.1(a) implies that a(z)1 ∈ V [[z]], and by Lemma 1.1(b) one actually has (1.5). Lemma
1.1(b) implies that
Ta = a(−2)1, (1.10)
so that the derivation T is “built in” the product of a unital z-algebra.
Now we can define a vertex algebra.
Definition 1.3. (a) A z-algebra is called local if
(z − w)Naba(z)b(w) = (z − w)Nabb(w)a(z), for some Nab ∈ Z+(depending on a, b ∈ V ). (1.11)
(b) A vertex algebra is a local unital z-algebra.
A frequently asked question is: why one cannot cancel (z − w)Nab on both sides of (1.11)? As we will
see in a moment, the answer is: due to the existence of the delta function. In fact, the case Nab = 0 for all
a, b ∈ V is not very interesting, since all such vertex algebras correspond bijectively to unital commutative
associate differential algebras, as Exercise 1.2 below demonstrates.
Example 1.1. A commutative vertex algebra, i.e., [a(z), b(w)] = 0 for all a, b ∈ V , can be constructed as
follows. Take V to be a unital commutative associative algebra with a derivation T . Then V is a commutative
vertex algebra with the product a(z)b = (ezTa)b.
Exercise 1.2. Check that the above example is indeed a commutative vertex algebra. Using Lemma 1.1,
prove that all commutative vertex algebras are of the form given in Example 1.1.
Remark 1.2. A unital z-algebra V is a vector space with unit element 1 and bilinear products a(n)b, n ∈ Z.
(Recall that T is obtained by (1.9).) Through these bilinear products we can naturally define z-algebra
homomorphisms/isomorphisms, and subalgebras/ideals. Namely, a homomorphism between two z-algebras
V and V ′ is a linear map f such that f(1) = 1 and f(a)(n)f(b) = f(a(n)b), ∀a, b ∈ V and ∀n ∈ Z. It is an
isomorphism if it is a homomorphism of z-algebras and also an isomorphism as vector spaces. A subalgebra
is a subspace W of V which contains 1, such that a(n)b ∈ W, ∀a, b ∈ W and ∀n ∈ Z. And an ideal is a
subspace I such that a(n)b, b(n)a ∈ I, ∀a ∈ V, ∀b ∈ I and ∀n ∈ Z. Note that both a subalgebra and an ideal
are T -invariant due to (1.9), and if an ideal I contains 1, then it must be the whole vertex algebra V .
4
Now I will give another definition of a vertex algebra, in the spirit of quantum field theory, using language
closer to physics: a unit element is called a vacuum vector, element of a vector space is called a state, etc.
Definition 1.4. A vertex algebra is a vector space V (the space of states) with a non-zero vector |0〉
(the vacuum vector) and a linear map from V to the space of EndV -valued quantum fields (the state-field
correspondence) a 7→ a(z), satisfying the following axioms:
vacuum axiom: |0〉(z) = IV , a(z)|0〉 = a+ (Ta)z + . . . , where T ∈ EndV ;
translation covariance axiom (1.4);
locality axiom (1.11).
Remark 1.1 demonstrates that a vertex algebra defined in the spirit of differential algebra is a vertex
algebra defined in the spirit of quantum field theory. However, in order to prove the converse, one has to
show that axiom (ii) of Definition 1.1 holds. This will follow from the proof of the Extension theorem in
Lecture 3.
Definition 1.5. Given a vertex algebra V , the map of the space of its quantum fields to V , defined by
fs : a(z) 7→ a(z)|0〉z=0 = a(−1)|0〉 = a, (1.12)
is called the field-state correspondence. This map is obviously surjective. If this map is also injective, then
the inverse map
sf : a 7→ a(z) (1.13)
is called the state-field correspondence.
The first fundamental theorem, which allows one to construct non-commutative vertex algebras, is the
so-called Extension theorem.
Theorem 1.1. (Extension theorem). Let V be a vector space, |0〉 ∈ V a non-zero vector, T ∈ EndV and
F =
{
aj(z) =
∑
n∈Z
aj(n)z
−n−1
}
j∈J
(1.14)
a collection of EndV -valued quantum fields indexed by a set J . Suppose that the following properties hold:
(i) (vacuum axiom) T |0〉 = 0,
(ii) (translation covariance) [T, aj(z)] = ∂za
j(z) for all j ∈ J ,
(iii) (locality) (z − w)Nij [ai(z), aj(w)] = 0 for all i, j ∈ J with some Nij ∈ Z+,
(iv) (completeness) span{aj1(n1) · · ·a
js
(ns)
|0〉 | ji ∈ J, ni ∈ Z, s ∈ Z+} = V .
Let Fmax denote the set of all translation covariant quantum fields a(z) such that a(z), a
j(z) is a local pair
for all j ∈ J . Then the map
fs : Fmax → V, a(z) 7→ a(z)|0〉z=0 (1.15)
is bijective and the inverse map sf : V → Fmax endows V with a structure of a vertex algebra (in the sense
of Definition 1.4) with vacuum vector |0〉 and translation operator T .
Remark 1.3. By conditions (ii) and (iii) we have F ⊂ Fmax, hence the name Extension theorem.
Some historical remarks:
• Vertex algebras first appeared implicitly in the paper of Belavin, Polyakov, Zamolodchikov [BPZ84] in
1984.
• The first definition of vertex algebras was given by Borcherds [Bor86] in 1986.
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• The Extension Theorem was proved in [DSK06]. In [Kac98] a weaker version was given.
• Connection to physics (Wightman axioms of a quantum field theory [Wig56] in the 1950’s) is discussed
e.g. in [Kac98].
Remark 1.4 (Super version). A vertex superalgebra V is a local unital z-superalgebra V , cf. Definition 1.3.
Namely V is a vector superspace
V = V0¯ ⊕ V1¯, {0¯, 1¯} = Z/2Z, (1.16)
a(z)b ∈ Vα+β((z)) if a ∈ Vα, b ∈ Vβ , and TVα ⊂ Vα, α, β ∈ Z/2Z. An element a ∈ V has parity p(a) = α if
a ∈ Vα. Finally, the locality axiom (1.11) is written as (z − w)
Nab [a(z), b(w)] = 0, where the commutator is
understood in the “super” sense, i.e.
[a(z), b(w)] = a(z)b(w)− (−1)p(a)p(b)b(w)a(z).
All the identities in the “super” case are obtained from the respective identities in the purely even case by the
Koszul-Quillen rule: there is a sign change if the order of two odd elements is reversed; no change otherwise.
It is a general convention to drop the adjective “super” in the case of vertex superalgebras.
1.2 Calculus of formal distributions
Definition 1.6. Let U be a vector space. A U -valued formal distribution a(z) is an element of U [[z, z−1]]:
a(z) =
∑
n∈Z
anz
n, an ∈ U. (1.17)
The residue of a(z) is
Res a(z)dz = a−1. (1.18)
Most often one uses a different indexing of coefficients:
a(z) =
∑
n∈Z
a(n)z
−n−1, so that a(n) = Res a(z)z
ndz. (1.19)
Note that a(z) is a linear function on the space of test functions F[z, z−1]:
〈a(z), ϕ(z)〉 = Res a(z)ϕ(z)dz ∈ U, ∀ϕ(z) ∈ F[z, z−1], (1.20)
and it is easy to see that one thus gets all linear functions on F[z, z−1].
A formal distribution in two variables z and w is an element a(z, w) ∈ U [[z, z−1, w, w−1]].
Definition 1.7. A formal distribution a(z, w) is called local if (z − w)Na(z, w) = 0 for some N ∈ Z+.
Example 1.2. The formal delta function δ(z, w), defined by
δ(z, w) =
∑
n∈Z
z−n−1wn, (1.21)
is an example of an F-valued formal distribution in two variables. It is local since (z−w)δ(z, w) = 0. In fact,
one can write δ(z, w) as
δ(z, w) = iz,w
1
z − w
− iw,z
1
z − w
, (1.22)
where iz,w denotes the expansion in the domain |z| > |w| and iw,z denotes the expansion in the domain
|z| < |w|, i.e.
iz,w
1
z − w
= z−1
1
1−
w
z
=
∑
n≥0
z−n−1wn, and iw,z
1
z − w
= −w−1
1
1−
z
w
= −
∑
n<0
z−n−1wn. (1.23)
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The following formula, which is derived by differentiating (1.21) and (1.22) n ∈ Z+ times, will be useful:
∂nwδ(z, w)
n!
= iz,w
1
(z − w)n+1
− iw,z
1
(z − w)n+1
=
∑
j∈Z
(
j
n
)
wj−nz−j−1. (1.24)
Let us list some properties of the formal delta function, which are straightforward by (1.24):
(1) (z − w)m
∂nwδ(z, w)
n!
=

∂n−mw δ(z, w)
(n−m)!
if n ≥ m ≥ 0,
0, if m > n,
(2) δ(z, w) = δ(w, z),
(3) ∂zδ(z, w) = −∂wδ(z, w),
(4) a(z)δ(z, w) = a(w)δ(z, w), where a(z) is any formal distribution,
(5) Res a(z)δ(z, w)dz = a(w).
Theorem 1.2 (Decomposition theorem). Any local formal distribution a(z, w) can be uniquely decomposed
as a finite sum of derivatives of the formal delta function with formal distributions in w as coefficients:
a(z, w) =
∑
j≥0
cj(w)
∂jwδ(z, w)
j!
. (1.25)
Moreover
cj(w) = Res a(z, w)(z − w)jdz. (1.26)
Proof. Multiply both sides of (1.25) by (z − w)j and take residues. Using properties of the delta function
listed above we obtain (1.26). To show (1.25) we set
b(z, w) = a(z, w)−
∑
j≥0
cj(w)
∂jwδ(z, w)
j!
(1.27)
with cj(w) given by (1.26). It is immediate that
Res b(z, w)(z − w)jdz = 0 for all j ∈ Z+, (1.28)
hence
b(z, w) =
∑
n≥0
bn(w)z
n. (1.29)
By definition b(z, w) is local, therefore (1.29) implies that b(z, w) = 0.
Remark 1.5. If we have a local pair a(z), b(z) ∈ g[[z, z−1]], where g is a Lie (super)algebra (i.e. [a(z), b(w)]
is a local formal distribution in z and w), then, by the Decomposition theorem, we have:
[a(z), b(w)] =
∑
j≥0
(a(w)(j)b(w))
∂jwδ(z, w)
j!
, (1.30)
where the sum over j is finite, and
g[[w,w−1]] ∋ a(w)(j)b(w) := Res (z − w)
j [a(z), b(w)]dz (= cj(w)). (1.31)
Using (1.24) and comparing the coefficients of zmwn on both sides of (1.30), we find
[a(m), b(n)] =
∑
j≥0
(
m
j
)
(a(j)b)(m+n−j), ∀m,n ∈ Z. (1.32)
7
1.3 Free boson and free fermion vertex algebras
Example 1.3 (Free boson). Let B = F[x1, x2, . . .], |0〉 = 1, T =
∑
j≥2 jxj
∂
∂xj−1
and
F =
{
a(z) =
∑
n∈Z
a(n)z
−n−1
}
, where a(n) =

∂
∂xn
, if n > 0,
−nx−n, if n < 0,
0, if n = 0,
(1.33)
so that
[a(m), a(n)] = mδm,−n, ∀m,n ∈ Z. (1.34)
The quantum field a(z) is called the free boson field. Since (1.34) is equivalent to
[a(z), a(w)] = ∂wδ(z, w), (1.35)
we have
(z − w)2[a(z), a(w)] = 0, (1.36)
i.e., a(z) is local with itself.
The translation covariance of the free boson field a(z), that is [T, a(n)] = −na(n−1), ∀n ∈ Z, can be verified
directly. Vacuum axiom and completeness are obviously satisfied. Locality is (1.36). So, by the Extension
theorem, B carries a vertex algebra structure.
Example 1.4 (Free fermion). Let F = Λ[ξ1, ξ2, . . .] be a Grassmann superalgebra, i.e.,
ξiξj = −ξjξi, p(ξi) = 1¯ .
Let |0〉 = 1 and T =
∑
j≥1 jξj+1
∂
∂ξj
, where ∂
∂ξj
is an odd derivation of the superalgebra F (i.e. ∂(ab)
∂ξj
=
∂a
∂ξj
b+ (−1)p(a) ∂b
∂ξj
), such that
∂
∂ξj
ξi = δij . (1.37)
Set
F =
{
ϕ(z) =
∑
n∈Z
ϕ(n)z
−n−1
}
, where ϕ(n) =

∂
∂ξn+1
, if n ≥ 0,
ξ−n, if n < 0,
(1.38)
then
[ϕ(m), ϕ(n)] = δm,−n−1, ∀m,n ∈ Z. (1.39)
The odd quantum field ϕ(z) is called the free fermion field. Since (1.39) is equivalent to
[ϕ(z), ϕ(w)] =
∑
n∈Z
z−n−1wn = δ(z, w), (1.40)
ϕ(z) is local to itself. As in Example 1.3, the vacuum axiom and completeness are immediate. Translation
covariance follows from the exercise below.
Exercise 1.3. Show that the free fermion field is translation covariant, i.e.,
[T, ϕ(n)] = −nϕ(n−1), ∀n ∈ Z. (1.41)
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2 Lecture 2 (December 11, 2014)
In the first lecture we discussed the two simplest examples of non-commutative vertex algebras (see Examples
1.3 and 1.4). In this lecture we will consider further important examples, among them a generalization of
those two mentioned previously. First, we need to introduce the necessary notions.
2.1 Formal distribution Lie algebras and their universal vertex algebras.
Definition 2.1. A formal distribution Lie (super)algebra is a pair (g,F), where g is a Lie (super)algebra
and F is a collection of pairwise local g-valued formal distributions aj(z) =
∑
n∈Z a
j
(n)z
−n−1, j ∈ J , such
that the coefficients {aj(n) | j ∈ J, n ∈ Z} span g. A formal distribution Lie (super)algebra (g,F) is called
regular if:
(i) the F[∂z]-span of F is closed under all n-th products for n ∈ Z+,
a(z)(n)b(z) := Res (w − z)
n[a(w), b(z)]dw, (2.1)
i.e., if a(z) and b(z) are elements of the form
∑
j∈J fj(∂z)a
j(z), where fj(∂z) ∈ F[∂z ], and only finitely
many fj(∂z) 6= 0, then their n-th product for n ∈ Z+ is still an element of the same form.
(ii) there exists a derivation T ∈ Der g such that
T (aj(z)) = ∂za
j(z), i.e., T (aj(n)) = −na
j
(n−1) ∀j ∈ J. (2.2)
The annihilation subalgebra of g is g− = span{a
j
(n) | j ∈ J, n ∈ Z+}.
Exercise 2.1. Show that g− is a T -invariant subalgebra of g. (Hint : use the commutation formulas (1.32)
and (2.2).)
The following theorem allows one to construct vertex algebras via the Extension theorem. Let U(g)
denote the universal enveloping algebra of g.
Theorem 2.1. Let (g,F0) be a regular formal distribution Lie algebra, and let g− be the annihilation subal-
gebra. Let V = U(g)/U(g)g− (also known as the induced g-module Ind
g
g−
(C)) and let π be the representation
of g in V induced via the left multiplication. Let |0〉 = 1¯ be the image of 1 in V and T ∈ EndV be the endo-
morphism of V induced by the derivation of g. Let F be the collection of EndV -valued formal distributions
F =
{
π
(
aj(z)
)
=
∑
n∈Z
π
(
aj(n)
)
z−n−1
∣∣∣∣aj(z) ∈ F0, j ∈ J}. (2.3)
Then F consists of quantum fields and (V, |0〉, T,F) satisfies the conditions of the Extension theorem, hence
V is a vertex algebra, which we denote by V (g,F0).
Proof. The only non-obvious part is to check that all π
(
aj(z)
)
are quantum fields, i.e., π
(
aj(z)
)
v ∈ V ((z))
for each v ∈ V . Due to the PBW theorem, it is sufficient to check it for vectors of the following form (we
use the same notation for elements in U(g) and their images in V ):
v = aj1(n1) · · · a
js
(ns)
|0〉, where j1, . . . , js ∈ J. (2.4)
We argue by induction on s. For s = 0 we have v = |0〉, hence
π
(
aj(z)
)
|0〉 =
∑
n∈Z
π
(
aj(n)
)
z−n−1|0〉 =
∑
n<0
π
(
aj(n)
)
z−n−1 ∈ V [[z]]. (2.5)
The last equality follows from the fact that aj(n)|0〉 = 0 for n ≥ 0. We proceed by proving the induction step:
π
(
aj(z)
)
aj1(n1) · · ·a
js
(ns)
|0〉 = [aj(z), aj1(n1)]a
j2
(n2)
· · · ajs(ns)|0〉+ a
j1
(n1)
aj(z)aj2(n2) · · · a
js
(ns)
|0〉. (2.6)
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By assumption of induction, the second term in the right-hand side is in V ((z)), so we only need to show
that the first term is also in V ((z)). Now recall the commutation formula (1.32). We have
[aj(z), aj1(n1)] =
∑
m∈Z
∑
k≥0
(
m
k
)
(aj(k)a
j1)(m+n1−k)z
−m−1, (2.7)
where (aj(k)a
j1)(m+n1−k) is the Fourier coefficient of the formal distribution a
j(z)(k)a
j1(z). By the regularity
property, we know that aj(z)(k)a
j1(z) is contained in the F[∂z]-span of F , thus we can assume that
aj(z)(k)a
j1(z) =
∑
l∈J
fkl (∂z)a
l(z). (2.8)
Since aj(z), aj1(z) is a local pair, we know that there exists an integer N ∈ Z+ such that a
j(z)(k)a
j1(z) = 0
for k ≥ N . This allows us to rewrite formula (2.7) as follows,
[aj(z), aj1(n1)] =
∑
0≤k≤N
∑
m∈Z
(
m
k
)(∑
l∈J
fkl (∂z)a
l(z)
)
(m+n1−k)
z−m−1. (2.9)
By assumption of induction, for each k,∑
m∈Z
(∑
l∈J
fkl (∂z)a
l(z)
)
(m+n1−k)
z−m−1aj2(n2) · · · a
js
(ns)
|0〉 ∈ V ((z)) (2.10)
thus the first term in the right-hand side of (2.6) is also in V ((z)).
Remark 2.1. Recall that by the Decomposition theorem for any local pair a(z), b(w) we have
[a(z), b(w)] =
∑
j≥0
(a(w)(j)b(w))
∂jwδ(z, w)
j!
, (2.11)
which is equivalent to the commutator formula
[a(m), b(n)] =
∑
j≥0
(
m
j
)
(a(j)b)(m+n−j), ∀m,n ∈ Z, (2.12)
where (a(j)b)(w) = a(w)(j)b(w) is given by (1.31). This, along with the obvious formula(
∂wa(w)
)
(n)
= −na(w)(n−1), (2.13)
allows us to convert the commutator formula into the decomposition formula, thereby establishing locality.
Let us now discuss the next important example of a non-commutative vertex algebra.
Example 2.1. Let g = Vir be the Virasoro algebra with commutation relations
[Lm, Ln] = (m− n)Lm+n + δm,−n
m3 −m
12
C, [C,Lm] = 0, ∀m,n ∈ Z. (2.14)
Consider the formal distribution
L(z) =
∑
n∈Z
Lnz
−n−2, (2.15)
so that L(n) = Ln−1. Then the commutation relations (2.14) can be written in the equivalent form
[L(z), L(w)] = ∂wL(w)δ(z, w) + 2L(w)∂wδ(z, w) +
C
2
∂3wδ(z, w). (2.16)
Indeed, by (2.16) we have: L(0)L = ∂L, L(1)L = 2L, L(3)L =
C
2 , and L(j)L = 0 for all other j ≥ 0. Hence by
(2.12) and (2.13), (2.16) is equivalent to (2.14). It follows that L(z) is local with itself, hence (Vir, {L(z), C})
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is a formal distribution Lie algebra . Furthermore, it is regular. There are two conditions (i) and (ii) we need
to check: (i) is obvious, for (ii) take T = adL−1, then [L−1, Ln] = (−1 − n)Ln−1, which gives (2.2). The
annihilation subalgebra is
Vir− =
∑
n≥−1
FLn. (2.17)
So, by Theorem 2.1 and the Extension theorem, we get the associated vertex algebra
V (Vir, {L(z), C}), (2.18)
called the universal Virasoro vertex algebra. One can make it slightly smaller by taking c ∈ F and factorizing
by the ideal generated by (C − c). Let V c stand for the corresponding factor vertex algebra, which is called
the universal Virasoro vertex algebra with central charge c.
Remark 2.2. V c can be non-simple for certain values of c. Namely, V c is non-simple if and only if [GK07]
c = 1−
6(p− q)2
pq
, with p, q ∈ Z≥2 coprime. (2.19)
Exercise 2.2. The vertex algebra V c has a unique maximal ideal Jc.
Let Vc = V
c/Jc. Since c in (2.19) is symmetric in p and q we may assume that p < q. The smallest
example p = 2, q = 3 gives c = 0; V0 is the one-dimensional vertex algebra. The next example is p = 3, q = 4
when c = 1/2; the vertex algebra V 1
2
is related to the Ising model. The simple vertex algebras Vc with c of
the form (2.19) are called discrete series vertex algebras. They play a fundamental role in conformal field
theory [BPZ84].
Example 2.2. Let g be a finite dimensional Lie algebra with a non-degenerate symmetric invariant bilinear
form (.|.). Let ĝ = g[t, t−1] + FK be the associated Kac-Moody affinization, with commutation relations
[atm, btn] = [a, b]tm+n +mδm,−n(a|b)K, [K, at
m] = 0, (2.20)
where a, b ∈ g, m,n ∈ Z. Let a(z) =
∑
n∈Z(at
n)z−n−1 and F = {a(z)}a∈g ∪ {K} be an (infinite) collection
of formal distributions. The commutation relations (2.20) are equivalent to
[a(z), b(w)] = [a, b](w)δ(z, w) + (a|b)∂wδ(z, w)K, [K, a(z)] = 0. (2.21)
Hence F is a local family. So (ĝ,F) is a formal distribution Lie algebra. The annihilation subalgebra is
ĝ− = g[t].
Exercise 2.3. Show that the formal distribution Lie algebra (ĝ,F) defined above is regular with T = −∂t.
The associated vertex algebra V (ĝ,F) is called the universal affine vertex algebra associated to
(
g, (.|.)
)
.
Again, it can be made a little smaller by taking k ∈ F and considering
V k(g) = V (ĝ,F)/(K − k)V (ĝ,F), (2.22)
which is called the universal affine vertex algebra of level k. There are certain values of k for which V k(g) is
non-simple (it is a known set of rational numbers [GK07]).
Example 2.3. Let A be a finite dimensional vector superspace with a non-degenerate skewsymmetric bilinear
form 〈.|.〉:
〈a|b〉 = −(−1)p(a)p(b)〈b|a〉, a, b ∈ A. (2.23)
Take the associated Clifford affinization
Aˆ = A[t, t−1] + FK, (2.24)
with commutation relations
[atm, btn] = δm,−n−1〈a|b〉K, [K, at
m] = 0, a, b ∈ A. (2.25)
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Consider the formal distributions
a(z) =
∑
n∈Z
(atn)z−n−1, a ∈ A, (2.26)
and define F to be
F = {a(z)}a∈A ∪ {K}. (2.27)
Then the commutation relations (2.25) are equivalent to
[a(z), b(w)] = 〈a|b〉δ(z, w)K, [K, a(z)] = 0. (2.28)
Hence F is a local family, and (Aˆ,F) is a formal distribution Lie superalgebra. Its annihilation subalgebra
is Aˆ− = A[t]. Furthermore, (Aˆ,F) is regular with T = −∂t and
F (A) = V (Aˆ,F)/(K − 1)V (Aˆ,F) (2.29)
is the associated vertex algebra called the vertex algebra of free superfermions.
Exercise 2.4. (1) If A is a 1-dimensional odd superspace we get the free fermion vertex algebra F = F (A).
(2) If g is the 1-dimensional Lie algebra F, with bilinear form (a|b) = ab and level k = 1, then we get the
free boson vertex algebra B = V 1(F).
Exercise 2.5. Show that the vertex algebra F (A) is always simple.
2.2 Formal Cauchy formulas and normally ordered product
We proceed by proving some statements which are analogous to the Cauchy formula and are true for any
formal distribution. Let U be a vector space and a(z) =
∑
n∈Z a(n)z
−n−1 be a U -valued formal distribution.
We call
a(z)+ =
∑
n<0
a(n)z
−n−1 (2.30)
the creation part or “positive” part of a(z) and
a(z)− =
∑
n≥0
a(n)z
−n−1 (2.31)
the annihilation part or “negative” part of a(z). Note that ∂z
(
a(z)±
)
=
(
∂za(z)
)
±
.
Proposition 2.1. Formal Cauchy formulas can be written as follows:
(a) For the “positive” and “negative” parts of a(z) we have
a(w)+ = Res a(z)iz,w
1
z − w
dz, −a(w)− = Res a(z)iw,z
1
z − w
dz. (2.32)
(b) For the derivatives of a(z)± we have
1
n!
∂nwa(w)+ = Res a(z)iz,w
1
(z − w)n+1
dz, −
1
n!
∂nwa(w)− = Res a(z)iw,z
1
(z − w)n+1
dz. (2.33)
Proof. Use property (5) of the delta function and (1.22) to get
a(w) = Res a(z)δ(z, w)dz = Res a(z)
(
iz,w
1
z − w
− iw,z
1
z − w
)
dz. (2.34)
Collect the (non-negative) powers of w on both sides to get (a). Differentiating (a) by w n times gives (b).
Multiplying two quantum fields na¨ıvely would lead to divergences. The next definition is introduced to
circumvent this problem.
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Definition 2.2. The normally ordered product of EndV -valued quantum fields a(z) and b(z) is defined by
: a(z)b(z) : = a(z)+b(z) + (−1)
p(a)p(b)b(z)a(z)−. (2.35)
It must be proved that : a(z)b(z) : is an “honest” quantum field, i.e., all the divergences are removed.
Proposition 2.2. If a(z) and b(z) are quantum fields then so is : a(z)b(z) :.
Proof. Apply : a(z)b(z) :, defined by (2.35), to any vector v ∈ V :
: a(z)b(z) : v = a(z)+b(z)v + (−1)
p(a)p(b)b(z)a(z)−v. (2.36)
Since b(z) is assumed to be a quantum field, b(z)v in the first term of the right-hand side of (2.36) is a
Laurent series by definition. The creation part a(z)+ has only non-negative powers of z, therefore a(z)+b(z)v
is still a Laurent series. In the second term a(z)−v consists of finitely many terms with negative powers, i.e.,
it is a Laurent polynomial. Now b(z)a(z)−v is a Laurent series multiplied by a Laurent polynomial which is
still a Laurent series. Hence we proved that : a(z)b(z) : is a sum (or a difference) of two Laurent series, thus
it is a Laurent series.
Exercise 2.6. Let a(z) and b(z) be quantum fields. Show that their n-th product a(z)(n)b(z), n ∈ Z+ and
derivatives ∂za(z), ∂zb(z) are also quantum fields.
On the space of quantum fields we have defined a(w)(n)b(w) for n ≥ 0. Introduce
a(w)(−n−1)b(w) =
1
n!
: ∂nwa(w)b(w) :, (2.37)
so that a(w)(−1)b(w) = : a(w)b(w) :. Thus for each n ∈ Z we have the n-th product a(w)(n)b(w). Using the
formal Cauchy formulas above, we get the unified formulas for all n-th products of quantum fields
a(w)(n)b(w) = Res
(
a(z)b(w)iz,w(z − w)
n − (−1)p(a)p(b)b(w)a(z)iw,z(z − w)
n
)
dz, n ∈ Z. (2.38)
Remark 2.3. For a local pair of quantum fields physicists write
a(z)b(w) =
∑
n∈Z
a(w)(n)b(w)
(z − w)n+1
. (2.39)
This way of writing is useful but might be confusing, since different parts of it are expanded in different
domains. Therefore it is worth giving a rigorous interpretation of (2.39) by writing
a(z)b(w) =
∑
n≥0
a(w)(n)b(w) iz,w
1
(z − w)n+1
+ : a(z)b(w) : (2.40)
and
(−1)p(a)p(b)b(w)a(z) =
∑
n≥0
a(w)(n)b(w) iw,z
1
(z − w)n+1
+ : a(z)b(w) : (2.41)
By taking the difference (2.40)–(2.41) we get
[a(z), b(w)] =
∑
j∈Z+
(
a(w)(j)b(w)
)∂jwδ(z, w)
j!
. (2.42)
Conversely, by separating the negative (nesp. non-negative) powers of z in (2.42) we get (2.40) (resp. (2.41)).
We still need to explain (2.39) for negative n. By Taylor’s formula in the domain |z − w| < |w| ([Kac98],
(2.4.3)), we have
: a(z)b(w) : =
∑
n≥0
: ∂nwa(w)b(w) :
(z − w)n
n!
=
∑
n≥0
(
a(w)(−n−1)b(w)
)
(z − w)n, (2.43)
i.e., the n-th products for negative n are “contained” in the normally ordered product.
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2.3 Bakalov’s formula and Dong’s lemma.
Locality of the pair a(z), b(z) of EndV -valued quantum fields means that
(z − w)Na(z)b(w) = (−1)p(a)p(b)(z − w)N b(w)a(z) for some N ∈ Z+. (2.44)
Denote either side of this equality by F (z, w). Then for each k ∈ Z+ we have
ResF (z, w)
∂kwδ(z, w)
k!
dz = ResF (z, w) iz,w
1
(z − w)k+1
dz − ResF (z, w) iw,z
1
(z − w)k+1
dz. (2.45)
The first term of the left-hand side of (2.45) is
Res a(z)b(w) iz,w(z − w)
N−k−1dz, (2.46)
while the second term of the right-hand side of (2.45) is
− Res a(z)b(w) iw,z(z − w)
N−k−1dz. (2.47)
Applying the unified formula (2.38) the sum of (2.46) and (2.47) can be written as
a(w)(N−k−1)b(w). (2.48)
Hence we obtain Bakalov’s formula
a(w)(N−k−1)b(w) = ResF (z, w)
∂kwδ(z, w)
k!
dz =
1
k!
(∂kzF (z, w))|z=w , (2.49)
which holds for each non-negative integer k and sufficiently large positive integer N . The second equality
follows from the first one by properties (3) and (5) of the formal delta function.
Remark 2.4. Since a(z) and b(z) are quantum fields, it follows from (2.44) that F (z, w)v lies in the space
V [[z, w]][z−1, w−1] for each v ∈ V . Hence (2.49) makes sense.
Remark 2.5. It follows from (2.44) that if we replace a(z) in this equation by ∂kz a(z) for some positive
integer k, then it still holds with N replaced by N + k.
Lemma 2.1 (Dong). If a(z), b(z) and c(z) are pairwise mutually local quantum fields, then a(z)(n)b(z), c(z)
is a local pair for any n ∈ Z.
Proof. [Bak15] It suffices to prove that for N and k as in (2.49) we have for some M ∈ Z+ :
(z2 − z3)
M (a(z2)(N−k−1)b(z2))c(z3) = ±(z2 − z3)
Mc(z3)a(z2)(N−k−1)b(z2), (2.50)
where± is the Koszul-Quillen sign, if (2.44) holds for all three pairs (a, b), (a, c) and (b, c). We letM = 2N+k.
By Bakalov’s formula (2.49), the left-hand side of (2.50) is equal to
1
k!
(z2 − z3)
2N+k
(
∂kz1((z1 − z2)
Na(z1)b(z2)c(z3))
) ∣∣∣∣
z1=z2
=(z2 − z3)
2N+k
k∑
i=0
(
N
i
)
(z1 − z2)
N−i(
∂k−iz1
(k − i)!
a(z1))b(z2)c(z3)
∣∣∣∣
z1=z2
=
k∑
i=0
(
N
i
)
(z2 − z3)
N (z1 − z3)
N+k(z1 − z2)
N−i(
∂k−iz1
(k − i)!
a(z1))b(z2)c(z3)
∣∣∣∣
z1=z2
.
Due to (2.44) for the pair (b, c), we can permute c(z3) with b(z2) (up to the Koszul-Quillen sign), and after
that similarly permute c(z3) and the (k − i)-th derivative of a(z1), using Remark 2.5. We thus obtain the
right-hand side of (2.50).
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3 Lecture 3 (December 16, 2014)
In this lecture, we will prove the Extension theorem, the Borcherds identity and the skewsymmetry. We will
also introduce the concepts of conformal vector, conformal weight and Hamiltonion operators. In the end,
we give some properties of the Formal Fourier Transform.
3.1 Proof of the Extension Theorem
First of all, let us give a name for the data which appeared in the Extension theorem.
Definition 3.1. A pre-vertex algebra is a quadruple {V, |0〉, T,F = {aj(z) =
∑
n∈Z a
j
(n)z
−n−1}j∈J}, where
V is z-algebra with unit element |0〉, T ∈ EndV and F is a collection of quantum fields with values in EndV
satisfying the following conditions:
(i) (vacuum axiom) T |0〉 = 0,
(ii) (translation covariance) [T, aj(z)] = ∂za
j(z) for all j ∈ J ,
(iii) (locality) (z − w)Nij [ai(z), aj(w)] = 0 for all i, j ∈ J with some Nij ∈ Z+,
(iv) (completeness) span{aj1(n1) · · · a
js
(ns)
|0〉 | ji ∈ J, ni ∈ Z, s ∈ Z+} = V .
Let {V, |0〉, T,F} be a pre-vertex algebra. Define
Fmin = span
{(
aj1(z)(n1)
(
aj2(z)(n2) · · ·
(
ajs(z)(ns)IV
)
· · ·
)
| ni ∈ Z, ji ∈ J, s ∈ Z+
}
, (3.1)
where IV is the constant field equal to the identity operator IV on V . Let, as in Lecture 1, Fmax be the set of
all translation covariant quantum fields a(z), such that a(z), aj(z) is a local pair for all j ∈ J . The following
is a more precise version of the Extension theorem, stated in Lecture 1.
Theorem 3.1 (Extension theorem). For a pre-vertex algebra {V, |0〉, T,F}, let Fmin,Fmax be defined as
above, then we have,
(a) Fmin = Fmax,
(b) The map
fs : Fmax −→ V, a(z) 7−→ a(z)|0〉
∣∣
z=0
(3.2)
is well-defined and bijective. Denote by sf the inverse map.
(c) The z-product a(z)b := sf (a)b endows V with a vertex algebra structure, which extends the pre-vertex
algebra structure.
Remark 3.1. (1) The map fs is called the field-state correspondence since it sends a field to a vector in
V , called a “state” in physics. Its inverse map, called the state-field correspondence, is denoted by
sf : V → Fmax, a 7→ a(z). (3.3)
(2) Denote by Ftc = {a(z) | [T, a(z)] = ∂za(z)} the space of translation covariant quantum fields. By
Lemma 1.1, a(z)|0〉 ∈ V [[z]] for a(z) ∈ Ftc, hence fs(a(z)) ∈ V is well-defined.
Lemma 3.1. Ftc contains IV , it is ∂z-invariant and is closed under all n-th product, i.e., a(z)(n)b(z) ∈ Ftc
for any n ∈ Z if a(z), b(z) ∈ Ftc .
Proof. Since [T, IV ] = 0 = ∂zIV , we have IV ∈ Ftc. Now if a(z) is translation covariant, we need to show
that [T, ∂za(z)] = ∂z∂za(z) and so ∂za(z) is also tranlation covariant. But
[T, ∂za(z)] = [T,
∑
n∈Z
(−n− 1)a(n)z
−n−2] =
∑
n∈Z
(−n− 1)[T, a(n)]z
−n−2
=
∑
n∈Z
(−n− 1)(−n)a(n−1)z
−n−2
(3.4)
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and
∂z∂za(z) = ∂z(
∑
n∈Z
(−n− 1)a(n)z
−n−2) =
∑
n∈Z
(−n− 1)(−n− 2)a(n)z
−n−3
=
∑
n∈Z
(−n− 1)(−n)a(n−1)z
−n−2.
(3.5)
For the last part of this lemma, let us recall the definition of the n-th product,
a(w)(n)b(w) = Res
(
a(z)b(w)iz,w(z − w)
n − b(w)a(z)iw,z(z − w)
n
)
dz, n ∈ Z. (3.6)
We want to prove [T, a(w)(n)b(w)] = ∂w(a(w)(n)b(w)). Both T and ∂w commute with Res , moreover, ∂w
commutes with iz,w and iw,z. So we have
∂w(a(w)(n)b(w)) = Res
(
∂w(a(z)b(w)iz,w(z − w)
n)− ∂w(b(w)a(z)iw,z(z − w)
n)
)
dz
= Res
(
a(z)(∂wb(w))iz,w(z − w)
n − (∂wb(w))a(z)iw,z(z − w)
n
)
dz
+Res
(
a(z)b(w)iz,w(∂w(z − w)
n)− b(w)a(z)iw,z(∂w(z − w)
n)
)
dz.
(3.7)
Note that ∂w(z − w)
n = −∂z(z − w)
n and −Res a(z)iw,z∂z(z − w)
ndz = Res (∂za(z))iw,z(z − w)
ndz. So
∂w(a(w)(n)b(w)) = a(w)(n)∂wb(w) + (∂wa(w))(n)b(w). (3.8)
This shows that ∂w is a derivation for the n-th product. Now
[T, a(w)(n)b(w)] = Res
(
Ta(z)b(w)iz,w(z − w)
n − a(z)b(w)T iz,w(z − w)
n
− Tb(w)a(z)iw,z(z − w)
n + b(w)a(z)T iw,z(z − w)
n
)
dz
= Res
(
Ta(z)b(w)iz,w(z − w)
n − a(z)Tb(w)iz,w(z − w)
n
+ a(z)Tb(w)iz,w(z − w)
n − a(z)b(w)T iz,w(z − w)
n
− Tb(w)a(z)iw,z(z − w)
n + b(w)Ta(z)iw,z(z − w)
n
)
dz
− b(w)Ta(z)iw,z(z − w)
n + b(w)a(z)T iw,z(z − w)
n
)
dz
= Res
(
[T, a(z)]b(w)iz,w(z − w)
n − b(w)[T, a(z)]iw,z(z − w)
n
+Res
(
a(z)[T, b(w)]iz,w(z − w)
n − [T, b(w)]a(z)iw,z(z − w)
n.
(3.9)
Since both a(z), b(z) are translation covariant, we have
[T, a(w)(n)b(w)] = a(w)(n)∂wb(w) + (∂wa(w))(n)b(w). (3.10)
This completes the proof.
We have inclusions
F ⊂ Fmin ⊂ Fmax ⊂ Ftc. (3.11)
The first inclusion is because for any a(z) ∈ F , we have a(z)(−1)IV = a(z) ∈ Fmin. The second inclusion is
by Lemma 3.1 and Dong’s Lemma (locality). The last inclusion is by definition.
Exercise 3.1. Show that the constant field T is translation covariant, but is not local to any non-constant
field.
Lemma 3.2. Let a(z), b(z) ∈ Ftc, and a = fs(a(z)), b = fs(b(z)). Then:
(a) fs(IV ) = |0〉,
(b) fs(∂za(z)) = Ta,
(c) fs(a(z)(n)b(z)) = a(n)b. Here we write a(z) =
∑
n∈Z a(n)z
−n−1.
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Proof. (a) is obvious. For (b), since a(z)|0〉 = ezTa = a + (Ta)z + T
2a
2 z
2 + o(z2) we have ∂za(z)|0〉 =
Ta+ T 2az + o(z), so fs(∂za(z)) = ∂za(z)|0〉z=0 = Ta. For (c), by definition, we have
fs(a(z)(n)b(z)) = a(z)(n)b(z)|0〉
∣∣
z=0
, (3.12)
and the right hand side, by definition of the n-th product, is equal to
Res
(
a(w)b(z)iw,z(w − z)
n|0〉 − b(z)a(w)iz,w(w − z)
n|0〉dw
)∣∣
z=0
. (3.13)
Now, since a(w)|0〉 ∈ V [[w]] and iz,w(w − z)
n has only non-negative powers of w, we have
Res b(z)a(w)iz,w(w − z)
ndw|0〉 = 0.
For the first term, since b(z)|0〉 ∈ V [[z]], we can let z = 0 before we calculate the residue, which gives
Res a(w)b(z)iw,z(w − z)
n|0〉)dw
∣∣
z=0
= Res a(w)bwndw = a(n)b. (3.14)
This completes the proof.
Lemma 3.3. Let a(z) ∈ Ftc. Then e
wTa(z)e−wT = iz,wa(z + w).
Proof. Both sides are in (EndV )[[z, z−1]][[w]], and both satisfy the differential equation df(w)
dw
= (adT )f(w)
with the initial condition f(0) = a(z).
Lemma 3.4 (Uniqueness Lemma). Let F ′ ⊂ Ftc and let a(z) be some quantum field in Ftc. Assume that
(i) fs(a(z)) = 0,
(ii) a(z) is local with any element in F ′,
(iii) fs(F ′) = V .
Then a(z) = 0.
Proof. Let b(z) ∈ F ′. By the locality of a(z) and b(z), we have (z − w)N [a(z), b(w)] = 0 for some N ∈ Z+.
Apply both sides to |0〉. We get
(z − w)Na(z)b(w)|0〉 = ±(z − w)N b(w)a(z)|0〉. (3.15)
By the property (i) we have a(−1)|0〉 = 0 and a(z) is translation covariant, hence by Lemma 1.1(b), a(z)|0〉 = 0.
Now, by Lemma 1.1(a), b(w)|0〉 ∈ V [[w]], so we can let w = 0 and get zNa(z)b = 0, which means a(n)b = 0
for any n ∈ Z. This is true for any b ∈ V by the property (iii). So in fact, we have a(z) = 0.
Proof of the Extension Theorem. We can get the following two statements about the map fs :
(i) the map fs : Fmin → V defined by fs(a(z)) = a(z)|0〉
∣∣
z=0
is given by
(aj1(z)(n1)(a
j2 (z)(n2) · · · (a
js(z)(ns)IV ) · · · ) 7→ a
j1
(n1)
aj2(n2) · · · a
js
(ns)
|0〉, (3.16)
and it is surjective, by (a), (c) of Lemma 3.2 and the completeness axiom;
(ii) fs : Fmax → V is injective using the Uniqueness Lemma with F
′ = Fmin.
Recall the inclusion Fmin ⊂ Fmax. We now have that fs : Fmin → V is surjective and fs : Fmax → V is
injective, so we can conclude that it is in fact bijective and Fmin = Fmax. This proves (a) and (b) in the
Extension Theorem. For (c), we need to show that a(z) is translation covariant ∀a ∈ V and that each pair
a(z), b(w)∀a, b ∈ V is a local pair. But translation covariance comes from Lemma 3.1 and locality comes
from Dong’s lemma.
Corollary 3.1 (of the proof). (a) sf (aj1(n1)a
j2
(n2)
· · ·ajs(ns)|0〉) = (a
j1(z)(n1)(a
j2(z)(n2) · · · (a
js(z)(ns)IV ) · · · ).
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(b) (Ta)(z) = ∂za(z).
(c) (a(n)b)(z) = a(z)(n)b(z), which is called the n-th product identity.
Proof. (a) is by definition since sf is the inverse of fs , while fs is given by (3.16). Letting s = 1, n1 = −2 in
(a) we get (b). Letting s = 2, n1 = n, n2 = −1 in (a) we get (c).
Remark 3.2. Due to Corollary 3.1(b) and Remark 1.1, the Definitions 1.3 and 1.5 of a vertex algebra are
equivalent.
Remark 3.3 (Special case of (a) in the corollary). For n1, . . . , ns ∈ Z+, we have,
sf (aj1(−n1−1)a
j2
(−n2−1)
· · ·ajs(−ns−1)|0〉) =
: ∂n1z a
j1(z)∂n2z a
j2(z) · · · ∂nsz a
js(z) :
n1!n2! · · ·ns!
. (3.17)
Corollary 3.2 (of the proof). LieV := span{a(n)| a ∈ V, n ∈ Z} ⊂ EndV is a subalgebra of the Lie
superalgebra EndV with the commutator formula
[a(z), b(w)] =
∑
j≥0
(a(w)(j)b(w))
∂jwδ(z, w)
j!
, (3.18)
which is equivalent to each of the following two expressions
[a(m), b(z)] =
∑
j≥0
(
m
j
)
(a(j)b)(z)z
m−j, (3.19)
[a(m), b(n)] =
∑
j≥0
(
m
j
)
(a(j)b)(m+n−j). (3.20)
Moreover, LieV is a regular formal distribution Lie algebra with the data (LieV ,F = {a(z)}a∈V , adT ).
3.2 Borcherds identity and some other properties
Proposition 3.1 (Borcherds identity). For n ∈ Z, a, b ∈ V , where V is a vertex algebra, we have
a(z)b(w)iz,w(z − w)
n − (−1)p(a)p(b)b(w)a(z)iw,z(z − w)
n =
∑
j∈Z+
(a(n+j)b)(w)
∂jwδ(z, w)
j!
. (3.21)
Proof. The left hand side of (3.21) is a local formal distribution in z and w. Apply to it the Decomposition
theorem to get that it is equal to ∑
j∈Z+
cj(w)∂jwδ(z, w)/j! , (3.22)
where
cj(w) = Res
(
a(z)b(w)iz,w(z − w)
n − (−1)p(a)p(b)b(w)a(z)iw,z(z − w)
n
)
(z − w)jdz
= Res
(
a(z)b(w)iz,w(z − w)
n+j − (−1)p(a)p(b)b(w)a(z)iw,z(z − w)
n+j
)
dz
= a(w)(n+j)b(w)
= (a(n+j)b)(w).
(3.23)
The last equality follows from the n-th product formula, all other equalities are just by definition.
Exercise 3.2. Prove that a unital z-algebra satisfying the Borcherds identity is a vertex algebra.
Proposition 3.2 (Skewsymmetry). For a, b ∈ V , where V is a vertex algebra, we have:
a(z)b = (−1)p(a)p(b)ezT b(−z)a. (3.24)
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Proof. By locality, we know that, there exists N ∈ Z, such that
(z − w)Na(z)b(w) = (−1)p(a)p(b)(z − w)N b(w)a(z).
Apply both sides to |0〉; by Lemma 1.1(b) we get
(z − w)Na(z)ewT b = (−1)p(a)p(b)(z − w)N b(w)ezT a. (3.25)
Now use Lemma 3.3:
RHS = (−1)p(a)p(b)(z − w)NezT e−zT b(w)ezT a = (−1)p(a)p(b)(z − w)NezT iw,zb(w − z)a. (3.26)
For N ≫ 0, this is a formal power series in (z − w), so we can set w = 0 and get
LHS = zNa(z)b = (−1)p(a)p(b)ezT zNb(−z)a = RHS, (3.27)
which proves the proposition.
Proposition 3.3. T is a derivation for all n-th products, i.e.,
T (a(n)b) = (Ta)(n)b+ a(n)(Tb), ∀n ∈ Z. (3.28)
Proof. It follows from Remark 3.2.
In view of the n-th product identity, we let : ab := a(−1)b and call this the normally ordered product of
two elements of a vertex algebra.
Proposition 3.4. The n-th products for negative n are expressed via the normally ordered product: a(−n−1)b =
: T
na
n! b : .
Proof. We have (a(−n−1)b)(z) = a(z)(−n−1)b(z) = :
∂nz a(z)
n! b(z) : , where the first equality is the n-th product
identity and the second equality is (2.37). But we also have T (a)(z) = ∂za(z), hence by induction we have
:
∂nz a(z)
n! b(z) : = :
(Tna)(z)
n! b(z) : = (
(Tna)
n! (−1)
b)(z), and by the bijection of the state-field correspondence, we
have a(−n−1)b =
(Tna)
n! (−1)
b = : T
na
n! b : .
Now we take care of the n-th products a(n)b for n ∈ Z+. For this we define the λ-bracket
[aλb] =
∑
j≥0
λj
j!
(a(j)b) ∈ V [λ], for a, b ∈ V. (3.29)
Thus we get a quadruple (V, T, : ab :, [aλb]), which will be shown in the next lecture to have a very similar
structure to a Poisson Vertex Algebra (PVA).
3.3 Conformal vector and conformal weight, Hamiltonian operator
Definition 3.2. A vector L of a vertex algebra V is called a conformal vector if
(i) L(z) =
∑
n∈Z Lnz
−n−2, such that,
[Lm, Ln] = (m− n)Lm+n + δm,−n
m3 −m
12
cIV (3.30)
for some c ∈ F, which is called the central charge,
(ii) L−1 = T ,
(iii) L0 acts diagonalizably on V , its eigenvalues are called conformal weights.
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Since Ln−1 = L(n), using the commutator formula (3.18), we get
[L(z), a(w)] =
∑
j≥0
(Lj−1a)(w)∂
j
wδ(z, w)/j!, (3.31)
which is equivalent to (cf. (3.20))
[L(m), a(n)] =
∑
j≥0
(
m
j
)
(Lj−1a)(m+n−j). (3.32)
So we have
[Lλa] =
∑
j≥0
λj
j!
Lj−1a = Ta+ λ∆aa+ o(λ). (3.33)
Here we assume that a is an eigenvector of L0 with the eigenvalue ∆a. We call L0 the energy operator. It is
a Hamiltonian operator by the definition below and (3.32) for m = 0.
Definition 3.3. A diagonalizable operator H is called a Hamiltonian operator if it satisfies the equation
[H, a(z)] = (z∂z +∆a)a(z) ⇐⇒ [H, a(n)] = (∆a − n− 1)a(n) (3.34)
for any eigenvector a of H with eigenvalue ∆a.
If we write a(z) =
∑
n∈−∆a+Z
anz
−n−∆a, then due to the equality a(n) = an−∆a+1, we have:
[H, an] = −nan. (3.35)
This is an equivalent definition of a Hamiltonian operator.
Proposition 3.5. If H is a Hamiltonian operator, then we have:
(a) ∆|0〉 = 0,
(b) ∆Ta = ∆a + 1,
(c) ∆a(n)b = ∆a +∆b − n− 1.
Proof. To prove (a), we just need to know that |0〉(z) = IV , and we use (3.34) with a = |0〉. Since Ta =
a(−2)|0〉, (b) follows from (a) and (c) with b = |0〉, n = −2. For (c), we have
H(a(n)b) = [H, a(n)]b+ a(n)Hb
= (∆a − n− 1)a(n)b+∆ba(n)b
= (∆a +∆b − n− 1)a(n)b.
(3.36)
Remark 3.4. (a) For a conformal vector L, we have [LλL] = (T + 2λ)L +
λ3
2 c|0〉, which implies ∆L = 2.
That is why we write L(z) in the form L(z) =
∑
n∈Z Lnz
−n−2.
(b) Conformal weight is a good “book-keeping device”, if we let ∆λ = ∆T = 1. Then all summands in the
λ-bracket [aλb] =
∑
j≥0
λj
j! (a(j)b) have the same conformal weight ∆a +∆b − 1.
Remark 3.5. The translation covariance (1.4) of the quantum field a(z) is equivalent to the following
“global” translation covariance:
eǫTa(z)e−ǫT = iz,ǫa(z + ǫ).
Likewise, the property (3.34) of a(z) is equivalent to the following “global” scale covariance:
γHa(z)γ−H = (γ∆aa)(γz), where Ha = ∆aa.
The more general property (3.31) is called the conformal variance. It is the basic symmetry of conformal
field theory.
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3.4 Formal Fourier Transform
Definition 3.4. The Formal Fourier Transform is the map Fλz : U [[z, z
−1]] 7→ U [[λ]] defined by
Fλz a(z) = Res e
λza(z)dz. (3.37)
Proposition 3.6. (a) Fλz ∂za(z) = −λF
λ
z a(z),
(b) Fλz ∂
k
wδ(z, w) = e
λwλk,
(c) Fλz a(−z) = −F
−λ
z a(z),
(d) Fλz (e
zTa(z)) = Fλ+Tz a(z), where T ∈ EndU , provided that a(z) ∈ U((z)).
Proof. (a) Assume a(z) =
∑
n∈Z a(n)z
−n−1, then ∂za(z) =
∑
n∈Z(−n− 1)a(n)z
−n−2. Now
Fλz a(z) = Res e
λza(z)dz
= Res (
∑
i∈Z+
λizi
i!
)(
∑
n∈Z
a(n)z
−n−1)dz
=
∑
n∈Z+
λn
n!
a(n),
Fλz ∂za(z) =
∑
n∈Z+
λn
n!
(−n)a(n−1)
= −λ
∑
n∈Z+
λn
n!
a(n).
(3.38)
(b) Recall that
∂kwδ(z,w)
k! =
∑
j∈Z
(
j
k
)
wj−kz−j−1, so
Fλz ∂
k
wδ(z, w) = Res e
λzk!
∑
j∈Z+
(
j
k
)
wj−kz−j−1dz
=
∑
j∈Z+
λj
j!
k!
j!
k!(j − k)!
wj−k
= λk
∑
j−k∈Z+
λj−k
(j − k)!
wj−k
= eλwλk.
(3.39)
(c) By definition
Fλz a(−z) = Res (
∑
i∈Z+
λizi
i!
)(
∑
n∈Z
a(n)(−z)
−n−1)dz
=
∑
n∈Z+
λn
n!
(−1)n+1a(n)
= −
∑
n∈Z+
(−λ)n
n!
a(n)
= −F−λz a(z).
(3.40)
(d) Since a(z) ∈ U((z)), ezTa(z) ∈ U((z)) is well defined. Now
Fλz (e
zT a(z)) = Res eλzezTa(z)dz
= Res e(λ+T )za(z)dz
= Fλ+Tz a(z).
(3.41)
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Similarly, we can define the Formal Fourier Transform in two variables.
Definition 3.5. The Formal Fourier Transform in two variables is the map
Fλz,w : U [[z, z
−1, w, w−1]]→ U [[w,w−1]][[λ]], (3.42)
defined by
Fλz,wa(z, w) = Res e
λ(z−w)a(z, w)dz = e−λwFλz a(z, w). (3.43)
Proposition 3.7. (α) Fλz,w∂za(z, w) = −λF
λ
z,wa(z, w) = [∂w, F
λ
z,w]a(z, w),
(β) Fλz,w∂
k
wδ(z, w) = λ
k,
(γ) Fλz,wa(w, z) = F
−λ−∂w
z,w a(z, w) provided that a(z, w) is local,
(δ) Fλz,wF
µ
x,w = F
λ+µ
x,w F
λ
z,x.
Proof. Since Fλz,w = e
−λwFλz , (α) and (β) follow from the properties (a) and (b) in Proposition 3.6. (δ) holds
since
ResRes eλ(z−w)+µ(z−w)a(z, w, x)dxdz = ResRes eλ(z−x)e(λ+µ)(x−w)a(z, w, x)dxdz (3.44)
Finally, due to the Decomposition theorem, it suffices to check (γ) (interpretation as before) for a(z, w) =
c(w)∂kw δ(z, w) :
LHS = Res eλ(z−w)c(z)∂kz δ(w, z)dz = (−1)
k Res eλ(z−w)c(z)∂w δ(w, z)dz
= (−1)ke−λw∂kw Res e
λzc(z)δ(z, w)dz = (−1)ke−λw ∂kwe
λwc(w)
= (−λ− ∂w)
k c(w),
using the properties (3) and (5) of the delta function.
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4 Lecture 4 (December 18, 2014)
The Formal Fourier Transform Fλz is very important for us, since the λ-bracket (3.29) is [aλb] = F
λ
z a(z)b, i.e.,
the Fourier transform of the z-product is the λ-bracket. We also note that : ab : (= a(−1)b) = Res
a(z)b
z
dz.
These observations will be important for studying properties of the normally ordered product : : and the
λ-bracket. For simplicity we will further consider vertex algebras V of purely even parity only. The general
case follows by the Koszul-Quillen rule.
4.1 Quasicommutativity, quasiassociativity and the noncommutative Wick’s for-
mula
Lemma 4.1 (Newton-Leibniz (NL) Lemma). For any a(z) ∈ U [[z]], we have
Fλz
a(z)
z
= Res a(z)
dz
z
+
∫ λ
0
Fµz a(z)dµ. (4.1)
Proof. Both sides are formal power series in λ, they are equal at λ = 0, and their derivatives by λ are also
equal, so they are equal.
Proposition 4.1 (Quasicommutativity of : :). The commutator for the normally ordered product and λ-
bracket are related as follows
: ab : − : ba :=
∫ 0
−T
[aλb]dλ. (4.2)
Proof. Apply Fλz to both sides of skewsymmetry, divided by z, and set λ = 0. We get
Fλz
a(z)b
z
∣∣∣∣
λ=0
= Fλz
ezT b(−z)a
z
∣∣∣∣
λ=0
. (4.3)
By definition
LHS = : ab : = a(−1)b. (4.4)
Next, using property (d) of the FFT in Proposition 3.6, we have
RHS = Fλ+Tz
b(−z)a
z
∣∣∣∣
λ=0
(by NL Lemma) = Res z
b(−z)a
z
+
∫ λ+T
0
Fµz b(−z)a dµ
∣∣∣∣
λ=0
(by property (c) of FFT in Prop 3.6) = : ba : −
∫ T
0
F−µz b(z)a dµ
= : ba : −
∫ T
0
[b−µa] dµ
(by skewsymmetry of the λ-bracket) = : ba : +
∫ T
0
[aµ+T b] dµ
= : ba : +
∫ 0
−T
[aµb] dµ.
(4.5)
Next we derive the following important identity.
Proposition 4.2. For a, b, c in a vertex algebra V , we have the following identity in V [[λ,w,w−1]]
[aλb(w)c] = e
wλ[aλb](w)c+ b(w)[aλc]. (4.6)
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Proof. The following identity in V [[z±1, w±1]] is obvious:
a(z)b(w)c = [a(z), b(w)]c+ b(w)a(z)c. (4.7)
Applying to both sides Fλz = e
wλFλz,w, we get
[aλb(w)c] = e
wλFλz,w[a(z), b(w)]c+ b(w)F
λ
z a(z)c = e
wλ[aλb](w)c + b(w)[aλc], (4.8)
where we have used the n-th product formula a(w)(n)b(w) = (a(n)b)(w), n ∈ Z+.
We have the following two important properties of a vertex algebra.
Proposition 4.3. Assume a, b, c in a vertex algebra V . Then we have
(a) Quasiassociativity formula
:: ab : c : − : a : bc ::=:
(∫ T
0
dλa
)
[bλc] : + :
(∫ T
0
dλb
)
[aλc] : . (4.9)
(b) Non-commutative Wick’s formula
[aλ : bc :] =: [aλb]c : + : b[aλc] : +
∫ λ
0
[[aλb]µc]dµ. (4.10)
Proof. (1) Apply Res 1
z
dz to the -1st product identity:
: ab : (z)c =: a(z)b(z) : c = a(z)+b(z)c+ b(z)a(z)−c, (4.11)
and use that
Res
1
z
(: ab : (z)c)dz = (: ab :)(−1)c =:: ab : c : ,
Res
1
z
(a(z)+b(z)c)dz =: a : bc :: +
∑
j∈Z+
a(−j−2)b(j)c
=: a : bc :: + : (
∫ T
0
dλa)[bλc] : ,
Res
1
z
(b(z)a(z)−c)dz =
∑
j∈Z+
b(−j−2)a(j)c
=: (
∫ T
0
dλb)[aλc] : .
(4.12)
(2) Take Res 1
w
dw of both sides of formula (4.6):
Res
1
w
[aλb(w)c]dw = Res
1
w
(ewλ[aλb](w)c+ b(w)[aλc])dw. (4.13)
Since Res b(w)c
w
dw = b(−1)c =: bc :, we have
Res
1
w
[aλb(w)c]dw = [aλ : bc :]. (4.14)
For the second term of the right-hand side of (4.13),
Res
1
w
b(w)[aλc]dw =: b[aλc] : . (4.15)
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Using the NL Lemma 4.1 for the first term in the right hand side of (4.13), we have
Res ewλ
[aλb](w)c
w
dw = Fλw
[aλb](w)c
w
= Res
[aλb](w)c
w
dw +
∫ λ
0
Fµw [aλb](w)cdµ
=: [aλb]c : +
∫ λ
0
[[aλb]µc]dµ.
(4.16)
Remark 4.1. The expression : (
∫ T
0 dλa)[bλc] : should be understood in the following way. We know that
[bλc] =
∑
j∈Z+
b(j)c
λj
j!
, so : a[bλc] :=
∑
j∈Z+
a(−1)b(j)c
λj
j!
. We have
∫ T
0
λj
j!
dλ =
T j+1
(j + 1)!
; letting
T j+1
(j + 1)!
act
just on a we get
(
T j+1a
(j + 1)!
)
(−1)
= a(−j−2), so : (
∫ T
0
dλa)[bλc] :=
∑
j∈Z+
a(−j−2)b(j)c .
4.2 Lie conformal algebras vs vertex algebras.
Let g be a Lie algebra, and let g[[w,w−1]] be the space of all g-valued formal distributions. This space is an
F[∂]-module by defining
∂a(w) := ∂wa(w). (4.17)
It is closed under the following (formal) λ-bracket: for a = a(w), b = b(w) ∈ g[[w,w−1]]. Let
[aλb](w) := F
λ
z,w[a(z), b(w)]. (4.18)
Indeed, by definition of Fλz,w and its property (β), we have:
[aλb](w) = Res e
λ(z−w)[a(z), b(w)]dz
=
∑
j∈Z+
λj
j! Res (z − w)
j [a(z), b(w)]dz
=
∑
j∈Z+
λj
j! (a(j)b)(w) ∈ g[[w,w
−1]][[λ]].
(4.19)
Thus [aλb](w) is a generating series for j-th products of a(w) and b(w). It is a formal power series in λ in
general, but if the pair (a(w), b(w)) is local, [aλb] ∈ g[[w,w
−1]][λ] is polynomial in λ.
Proposition 4.4. Assume a(w), b(w), c(w) ∈ g[[w,w−1]] for some Lie algebra g with ∂ = ∂w defined as
above. Denote a = a(w), b = b(w), c = c(w). Then the λ-bracket defined as above satisfies the following
properties:
(sesquilinearity) [∂aλb] = −λ[aλb], [aλ∂b] = (λ+ ∂)[aλb],
(skewsymmetry) [bλa] = −[a−λ−∂b] if a, b is a local pair,
(Jacobi identiy) [aλ[bµc]] = [[aλb]λ+µc] + [bµ[aλc]].
(4.20)
Proof. The sesquilinearity comes from (α) and the skewsymmetry comes from (γ) in Proposition 3.7 about
properties of formal Fourier transform in two variables. For the Jacobi identity we have:
[aλ[bµc]](w) := F
λ
z,w[a(z), F
µ
x,w[b(x), c(w)]]
= Fλz,wF
µ
x,w[a(z), [b(x), c(w)]]
= Fλz,wF
µ
x,w[[a(z), b(x)], c(w)]] + F
λ
z,wF
µ
x,w[b(x), [a(z), c(w)]].
(4.21)
The last equality comes from the Jacobi identiy in the Lie algebra g. By property (δ) of the formal Fourier
transform in Proposition 3.7, we have:
Fλz,wF
µ
x,w[[a(z), b(x)], c(w)]] = F
λ+µ
x,w F
λ
z,x[[a(z), b(x)], c(w)]
= Fλ+µx,w [F
λ
z,x[[a(z), b(x)], c(w)]]
= [[aλb]λ+µc](w),
(4.22)
while Fλz,wF
µ
x,w[b(x), [a(z), c(w)]] = [bµ[aλc]](w) is just by definition.
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Definition 4.1. A Lie conformal algebra (LCA) is an F[∂]-module R endowed with an F-bilinear λ-bracket
[aλb] ∈ R[λ] for a, b ∈ R, which satisfies the axioms of sesquilinearty, skewsymmetry and the Jacobi identity.
Example 4.1. The Virasoro formal distribution Lie algebra from Example 2.1 gives rise, by Proposition 4.4,
to the Virasoro Lie conformal algebra
Vir = F[∂]L⊕ FC (4.23)
with λ-bracket
[LλL] = (∂ + 2λ)L+
λ3
12
C, [CλVir] = 0 .
Replacing L by L− 12αC, where α ∈ F, we obtain a λ-bracket with a trivial cocycle added:
[LλL] = (∂ + 2λ)L + αλC +
λ3
12
C, [CλVir] = 0. (4.24)
Example 4.2. The Kac-Moody formal distribution Lie algebra from Example 2.2 gives rise to the Kac-
Moody Lie conformal algebra
Cur g = F[∂]⊗ g+ FK (4.25)
with λ-bracket (a, b ∈ g) :
[aλb] = [a, b] + λ(a|b)K, [KλCur g] = 0.
Fix s ∈ g; replacing a by a− (a|s)K, we obtain a λ-bracket with a trivial cocycle added:
[aλb] = [a, b] + λ(a|b)K + (s|[a, b])K, [KλCur g] = 0. (4.26)
Of course, adding a trivial cocycle doesn’t change the Lie conformal algebra. However this will become
crucial in the proof of the integrability of the associated integrable systems.
Due to the n-th product identity in a vertex algebra (Corollary 3.1(c)), we derive from the last proposition
the following.
Proposition 4.5. A vertex algebra V is a Lie conformal algebra with ∂ = T , the translation operator, and
λ-bracket
[aλb] =
∑
n≥0
λn
n!
a(n)b, a, b ∈ V. (4.27)
Proof. The λ-bracket defined by (4.27) is the formal Fourier transform of the z-product in V . V is obviously an
F[T ]-module. Moreover, the Fourier coefficients of the formal distributions {a(w)|a ∈ V } ⊂ EndV [[w,w−1]]
span a Lie subalgebra of LieV of EndV (Corollary 3.2), and they are pairwise local, hence the skewsymmetry
is always satisfied. Thus, (LieV , {a(w)}a∈V ) is a formal distribution Lie algebra. Hence, by Proposition 4.4,
the formal distributions {a(w)}a∈V satisfy all axioms of a Lie conformal algebra. Due to the n-th product
identity, Proposition 4.5 follows.
We thus obtain the following
Theorem 4.1. Let V be a vertex algebra. Then the quintuple (V, |0〉, T, ::, [.λ.]) satisfies the following prop-
erties of a “quantum Poisson vertex algebra”.
(a) (V, T, [·λ·]) is a Lie conformal algebra.
(b) (V, |0〉, T, ::) is a quasicommutative, quasiassociative unital differential algebra.
(c) The normally order product :: and the λ-bracket [·λ·] are related by the noncommutative Wick formula
(4.10).
Remark 4.2. In fact, properties (a), (b), (c) of Theorem 4.1 characterize a vertex algebra structure, i.e.,
a quintuple (V, |0〉, T, ::, [·λ·]) satisfying the above “quantum Poisson vertex algebra” properties, is a vertex
algebra. This is proved in [BK03].
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Example 4.3. (Computation with the non-commutative Wick’s formula) The simplest example is a free
boson. Recall Example 1.3 in Lecture 1. For a free boson field a(z), we have
[a(z), a(w)] = ∂wδ(z, w). (4.28)
In the language of λ-brackets this means for a = fs(a(z)) :
[aλa] = λ|0〉, (4.29)
i.e., a(1)a = 1 and a(n)a = 0 for n = 0 or n ≥ 2.
Now let L := 12 : aa :, then
[Lλa] = (T + λ)a, [LλL] = (T + 2λ)L+
λ3
12
|0〉. (4.30)
Indeed,
2[aλL] = [aλ : aa :] =: [aλa]a : + : a[aλa] : +
∫ λ
0
[[aλa]µa]dµ.
Using (4.29), we obtain [aλL] = λa (since [|0〉λa] = 0). By the skewsymmetry of the λ-bracket, the first
equation in (4.30) follows.
Next we have:
[LλL] =
1
2
[Lλ : aa :]
=
1
2
: [Lλa]a : +
1
2
: a[Lλa] : +
∫ λ
0
[[Lλa]µa] dµ
=
1
2
: ((T + λ)a)a : +
1
2
: a(T + λ)a : +
∫ λ
0
[(T + λ)aµa] dµ
=
1
2
T (: aa :) + λ : aa : +
∫ λ
0
(λ− µ)µ dµ |0〉
= (T + 2λ)L +
λ3
12
|0〉,
proving the second equation in (4.30).
Of course, there is a simpler way of manipulating with free quantum fields, see Theorem 3.3 in [Kac98].
However, exactly the same method as above works well for arbitrary quantum fields (like currents, discussed
below).
The following proposition tells us how to prove that a vector L is a conformal vector, hence how to
construct a Hamiltonian operator H = L0.
Proposition 4.6. Let (V, |0〉, T,F) be a pre-vertex algebra and let L ∈ V be such that for a(z) ∈ F ,
(i) [Lλa] = (T +△aλ)a+ o(λ)
(ii) L(z) satisfies the Virasoro relation: [LλL] = (T + 2λ)L+
λ3
12 c|0〉.
Then L is a conformal vector of the corresponding (by the Extension theorem) vertex algebra.
Proof. L(z) is already a Virasoro field, so we only need to prove that L−1 = T and that L0 acts diagonalizably
on V . By completeness, V is spanned by aj1(k1) · · ·a
js
(ks)
|0〉, where aji(z) ∈ F . Furthermore, property (i) tells
us
[L−1, a(n)] = −na(n−1) and [L0, a(n)] = (∆a − n− 1)a(n). (4.31)
Moreover, letting a = |0〉 in (i), we get
L−1|0〉 = 0 and L0|0〉 = 0. (4.32)
Remember that T also satisfies the first equation in (4.31), so [L−1 − T, a(k)] = 0 for all k ∈ Z. Moreover
(L−1−T )|0〉 = 0, so L−1−T , being a derivation of all n-th products, is zero, i.e., L−1 = T . L0 is diagonizable
by (4.31).
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It follows from Proposition 4.6 and (4.30) that L is a conformal vector for the free boson vertex algebra,
the free boson a being primary of conformal weight 1. Exactly the same method works for the affine vertex
algebras.
Exercise 4.1. Let V k(g) be the universal affine vertex algebra of level k associated to a simple Lie algebra
g. Let ai, bi be dual bases of g, i.e., (bi|aj) = δij with respect to the Killing form. Assume that k 6= −h
∨,
where 2h∨ is the eigenvalue of the Casimir element of U(g) in the adjoint representation (h∨ is called the
dual Coxeter number). Let L = 12(k+h∨)
∑
i : a
ibi : (the so called Sugawara construction). Show that L is a
conformal vector with central charge c = k dimg2(k+h∨) , all a ∈ g being primary of conformal weight 1.
4.3 Quasiclassical limit of vertex algebras.
Suppose we have a family of vertex algebras, i.e. a vertex algebra (V~, T~, |0〉~, ::~, [·λ·]~) over F[[~]], such that
(i) for v ∈ V~, ~v = 0 only if v = 0 (e.g. if V~ is a free F[[~]]-module),
(ii) [aλb]~ ∈ ~V~ for a, b ∈ V~.
Given a vertex algebra (V~, T~, |0〉~, ::~, [λ]~) over F[[~]], satisfying the above two conditions, let V :=
V~/~V~. This is a vector space over F. Denote by 1 the image of |0〉~ ∈ V~ in V and by ∂ the operator on
V , induced by T ∈ EndV~ (~V~ is obviously T -invariant). The subspace (over F) ~V~ is obviously an ideal
for the product : v :~, hence we have the induced product · on V , which is bilinear over F. Finally, define a
λ-bracket {aλb} on V as follows. Let a˜ and b˜ be preimages in V~ of a and b; then we have
[a˜λb˜]~ = ~[a˜λb˜]
′
where [a˜λb˜]
′ is uniquely defined due to (i) and (ii). We let
{aλb} = image of [a˜λb˜]
′ in V .
Obviously this λ-bracket is independent of the choices of the preimages of a and b.
Definition 4.2. The quasiclassical limit of the family of vertex algebras V~ is the quintuple (V , 1, ∂, ·, {·λ·}).
Definition 4.3. A Poisson vertex algebra is a quintuple (V , |0〉, ∂, ·, {·λ·}) which satisfies the following axioms,
(A) (V , ∂, {λ}) is a Lie conformal algebra,
(B) (V , 1, ∂, ·) is a commutative associative unital differential algebra,
(C) {aλbc} = {aλb}c+ b{aλc} for all a, b, c ∈ V (left Leibniz rule).
Theorem 4.2. The quasiclassical limit V of the family of vertex algebras V~ is a Poisson vertex algebra.
Proof. Since V~ is a vertex algebra over F[[~]], due to Theorem 4.1 we have the quasicommutativity formula,
the quasiassociativity formula and the non-commutative Wick formula for representatives in V~ of elements
of V . After taking the images of these formulas in V , the “quantum corrections” disappear, hence V satisfies
properties (B) and (C) of a PVA. Property (C) is satisfied as well since the axioms of a Lie conformal algebra
are homogeneous in its elements.
Exercise 4.2. Deduce from the left Leibniz rule and the skewcommutativity of the λ-bracket of a Poisson
vertex algebra, the right Leibniz rule:
{abλc} = {bλ+∂c}→a+ {aλ+∂c}→b.
Given a Lie algebra g, we can associate to it two structures: the universal enveloping algebra U(g) and the
Poisson algebra S(g). The Poisson bracket on S(g) is the extension of {a, b} = [a, b] for all a, b ∈ g by left and
right Leibneiz rules. In fact, S(g) is the quasiclassical limit of U(g~), where g~ is the Lie algebra F[[~]] ⊗ g
over F[[~]] with bracket [a, b]~ = ~[a, b] for a, b ∈ g. Indeed it is easy to see that the ordered monomials
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in a basis of g form a basis of U(g~) over F[[~]]. Hence U(g~)/~U(g~) = S(g) as associative algebras, and
{a, b} =
[a˜, b˜]~
~
∣∣∣∣
~=0
= [a, b] for all a, b ∈ g defines the Poisson structure on S(g).
Similar picture holds if in place of a Lie algebra g we take a Lie conformal algebra R, and in place of
U(g) we take V (R), its universal enveloping vertex algebra. Recall its construction. We have the “maximal”
formal distribution Lie algebra (LieR,R), associated to R, which is regular (see [Kac98], Chapter 2). Then
V (R) = V (LieR,R) (for another construction, entirely in terms of R, see [DSK06]).
Consider the vertex algebra V (R~) over F[[~]], where R~ = R[[~]] for the Lie conformal algebra R over
F, with λ-bracket defined by [aλb]~ = ~[aλb] for a, b ∈ R. In the same way as in the Lie algebra case,
the quasiclassical limit is the Poisson vertex algebra, which, as a differential algebra, is S(R) (the symmetric
algebra of the F-vector space R) with ∂, extended as its derivation, endowed with the λ-bracket {aλb} = [aλb]
on R, which is extended to S(R) by the left and right Leibniz rules.
4.4 Representations of vertex algebras and Zhu algebra
We have the following diagram
V APV A
AAPA
q.lim
Zhu
q.lim
Zhu
In the diagram, AA means associative algebras, PA means Poisson algebras, V A means vertex algebras and
PV A means Poisson vertex algebras; q.lim means the quasiclassical limit and Zhu means a functor from
vertex algebras to associative algebras (resp. from Poisson vertex algebras to Poisson algebras), explained
below.
Let V be a vertex algebra with a Hamiltonian operator H . Throughout this section we will assume (for
simplicity) that all eigenvalues of H are integers. Recall the Borcherds identity from Section 3.2. For a and
b ∈ V with eigenvalues of H equal ∆a and ∆b respectively, we write
a(z) =
∑
n∈Z
anz
−n−∆a, b(z) =
∑
a∈Z
bnz
−n−∆b .
Then, comparing the coefficients of monomials in z and w in the Borcherds identity we have, for m,n, k ∈ Z:∑
j≥0
(
k
j
)
(−1)j(am+k−jbn+j − (−1)
nbn+k−jam+j) =
∑
j≥0
(
m+△a − 1
j
)
(a(k+j)b)m+n+k . (4.33)
Definition 4.4. A representation of the vertex algebra V in a vector space M is a linear map
V −→ (EndM)[[z, z−1]], a 7−→ aM (z) =
∑
n∈Z
aMn z
−n−△a, (4.34)
defined for eigenvectors of H and then extended linearly to V , such that,
(i) aM (z) is an EndM -valued quantum field for all a ∈ V (i.e., given m ∈M , aM(n)m = 0 for n≫ 0),
(ii) |0〉
M
(z) = IM ,
(iii) Borcherds identity holds, i.e., for a, b ∈ V, c ∈M, m, n, k ∈ Z we have (cf. (4.33)):
∑
j≥0
(
k
j
)
(−1)j(aMm+k−jb
M
n+jc− (−1)
nbMn+k−ja
M
m+jc) =
∑
j≥0
(
m+△a − 1
j
)
(a(k+j)b)
M
m+n+kc . (4.35)
Remark 4.3. Note that (Ta)n = (−n−∆a)an and Ha = ∆aa, hence, ((T +H)a)0 = 0.
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Now assume that our vertex algebra V contains a conformal vector L of central charge c ∈ F (see Definition
3.2), so that L−1 = T and L0 = H is a Hamiltonian operator. Then we have L
M (z) =
∑
n∈Z L
M
n z
−n−2, and
[LMm , L
M
n ] = (m− n)L
M
m+n + δm,−n
m3−m
12 cIM .
Definition 4.5. A positive energy representation M of V is a representation with LM0 acting diagonalizably
on M with spectrum bounded below, i.e., M = ⊕j≥hMj for some h, where Mj = {m ∈M |L
M
0 m = jm}.
By (3.35) (which follows from the Borcherds identity) we have
aMn Mh = 0 for n > 0, a
M
0 Mh ⊂Mh . (4.36)
So we have a linear map with (H + T )V contained in the kernel (by Remark 4.3):
πM : V −→ EndMh, a 7−→ a
M
0 |Mh . (4.37)
Taking m = 1, k = −1, n = 0 in Borcherds identity (4.35) for c ∈Mh, we get, by (4.36),
πM (a)πM (b)c = πM (a ∗ b)c, for a, b ∈ V,
where
a ∗ b :=
∑
j≥0
(
∆a
j
)
a(j−1)b . (4.38)
Thus we get a representation of the algebra (V, ∗) in the vector space Mh. The multiplication ∗ on V is not
associative. However, we have the following remarkable theorem.
Theorem 4.3 ([Zhu98]). (a) J(V ) := ((T +H)V ) ∗ V is a two-sided ideal of the algebra (V, ∗).
(b) ZhuV := (V/J(V ), ∗) is a unital associative algebra with 1 being the image of |0〉.
(c) The map M → Mh induces a map from the equivalence classes of positive energy V -modules to the
equivalence classes of ZhuV -modules, which is bijective on irreducible modules.
Proof. We refer for the proof to the original paper [Zhu98] or to [DSK06] for a simpler proof of a similar
result without the assumption that the eigenvalues of H are integers.
Exercise 4.3. Prove the commutator formula in Zhu algebra:
[a, b] := a ∗ b− b ∗ a =
∑
j≥0
(
∆a − 1
j
)
a(j)b (4.39)
Exercise 4.4. Let V be a Poisson vertex algebra and let H be a diagonalizable operator on V , such that
∆a(n)b = ∆a +∆b − n− 1, ∆∂a = ∆a + 1, ∆ab = ∆a +∆b,
where ∆a is the eigenvalue of a, and
{aλb} =
∑
n∈Z+
λn
n!
a(n)b.
Show that ZhuV := V/((∂+H)V)V is a unital commutative associative algebra with the well defined Poisson
bracket (cf. Exercise 4.3)
{a, b} =
∑
j≥0
(
∆a − 1
j
)
a(j)b. (4.40)
Exercise 4.5. Let V (resp. V) be a vertex algebra (resp. Poisson vertex algebra). Then J =: (TV )V :
(resp. J = (∂V) · V) is a two-sided ideal of the algebra (V, ::) (resp. (V , ·)), and V/J (resp. V/J) is a Poisson
algebra with the product, induced by :: (resp ·), and the well defined bracket, induced by the 0-th product
of the λ-bracket.
Of course, Zhu’s theorem is just the beginning of the representation theory of vertex algebras, which has
been a rapidly developing field in the past twenty years. Some of the most remarkable results of this theory
are presented in the beautiful lecture course by T. Arakawa in this school.
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5 Lecture 5 (January 14, 2015)
Given a vertex algebra V , one can construct its quasiclassical limit. As a result we get a Poisson vertex
algebra (PVA). This can be done both considering a filtration of the vertex algebra V or by constructing a
one parameter family of vertex algebras V~, as previously done in Lecture 4. This construction resembles
the way a Poisson algebra arises as a quasiclassical limit of a family of associative algebras, hence the name
“Poisson” vertex algebra. The reason we are interested in such structures is that the theory of Poisson vertex
algebras has important relation with the theory of integrable systems of PDE’s. This relation is parallel to
(but a bit different from) the relation of Poisson algebras with the theory of integrable systems of ODE’s.
5.1 From finite-dimensional to infinite-dimensional Poisson structures
Let us start by recalling the definition of a Poisson vertex algebra:
Definition 5.1. A PVA is a quintuple (V, ∂, 1, · , {·λ·}) such that:
1. (V, ∂, 1, · ) is a differential algebra;
2. (V, ∂, {·λ·}) is a Lie conformal algebra, whose λ-bracket satisfies the following axioms:
(i) (sesquilinearity) {∂aλb} = −λ{aλb}, {aλ∂b} = (∂ + λ){aλb};
(ii) (skewsymmetry) {bλa} = −{a−∂−λb};
(iii) (Jacobi identity) {aλ{bµc}} − {bµ{aλc}} = {{aλb}λ+µc};
3. {·λ·} and · are related by the following Leibniz rules:
(i) (left Leibniz rule) {aλbc} = {aλb}c+ b{aλc};
(ii) (right Leibniz rule) {abλc} = {aλ+∂c}→b+ {bλ+∂c}→a.
Remark 5.1. We use the following notation: if {aλb} =
∑
n∈Z+
λn
n! a(n)b, then when a right arrow appears it
means that λ + ∂ has to be moved to the right: {aλ+∂b}→c =
∑
n∈Z+
a(n)b
n! (λ + ∂)
nc. However, if no arrow
appears we just have {a−∂−λb} =
∑
n∈Z+
(−λ−∂)n
n! a(n)b.
In the theory of Hamiltonian ODEs the key role is played by the Poisson bracket on the space of smooth
functions F on a manifold. Choosing local coordinates u1, . . . , uℓ on the manifold, we can endow F with a
structure of Poisson algebra, letting
{uj, ui} = Hij ∈ F . (5.1)
By the Leibniz rule this extends to polynomials in the variables ui as follows:
{f, g} =
∂g
∂u
·H
∂f
∂u
, (5.2)
where ∂f
∂u
=

∂f
∂u1
...
∂f
∂uℓ
, u =
 u1...
uℓ
, H = (Hij)ℓi,j=1 is an ℓ × ℓ matrix with coefficients in F , and · is
the usual dot product of vectors from Fℓ with values in F . Formula (5.2) extends to arbitrary functions
f, g ∈ F . This bracket obviously satisfies the Leibniz rule, but it is not necessarily skewsymmetric, neither
it satisfies the Jacobi identity. If the matrix H is skewsymmetric (i.e. HT = −H), then the bracket (5.2) is
skewsymmetric. If, in addition, it satisfies the Jacobi identity (which happens iff [H,H ] = 0, where [·, ·] is
the Schouten bracket), then the matrix H is called a Poisson structure on F .
Definition 5.2. The Hamiltonian ODE associated with this Poisson structure is
du
dt
= {h, u} = H
∂h
∂u
, (5.3)
where the second equality follows from (5.2). The function h ∈ F is called the Hamiltonian of this equation.
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This is a special case of what is called an evolution ODE, that is
du
dt
= F (u), for some F ∈ Fℓ.
In the theory of Hamiltonian PDEs a similar role is played by PVAs. Let us now see how to construct a
similar machinery.
First of all we need to define which kind of differential algebra V we want for our PVA. The basic example
is the algebra of differential polynomials in ℓ variables Pℓ = F[u
(n)
i | i ∈ I = {1, . . . , ℓ}, n ∈ Z+], which is a
differential algebra with derivation ∂, called the total derivative, such that ∂u
(n)
i = u
(n+1)
i .
Definition 5.3. An algebra of differential functions in ℓ variables V is a differential algebra with a derivation
∂, which is an extension of the algebra of differential polynomials Pℓ, endowed with linear maps
∂
∂u
(n)
i
: V→ V
for all i ∈ I, n ∈ Z+, which are commuting derivations of V, extending the usual partial derivatives in Pℓ,
and satisfying the following axioms:
(i) given f ∈ V, ∂f
∂u
(n)
i
= 0 for all but finitely many pairs (i, n) ∈ I × Z+;
(ii) [ ∂
∂u
(n)
i
, ∂] = ∂
∂u
(n−1)
i
(where the RHS is considered to be zero if n = 0).
Which differential algebras are algebras of differential functions? The algebra of differential polynomials
Pℓ itself clearly satisfies these axioms (it suffices to check (ii) on the generatots u
(n)
i ). One can as well
consider the corresponding field of fractions Qℓ = F(u
(n)
i | i ∈ I, n ∈ Z+), or any algebraic extension of Pℓ or
Qℓ, obtained by adding a solution of a polynomial equation. However, if we want both axioms to hold, we
can not add a solution of an arbitrary differential equation: for example, we can add eu, solution of f ′ = fu′,
but we can not add a non-zero solution of f ′ = fu.
Exercise 5.1. Let V = P1[v] with the derivation ∂, extended from P1 by ∂v = vu1 or by ∂v = u1. Show
that the structure of an algebra of differential functions cannot be extended from P1 to V.
The reasons why we want both properties (i) and (ii) to hold will soon be clear.
We also want an analogue of the bracket given by (5.2) and to understand what a Poisson structure is in
the infinite-dimensional case. Recall the following (non-rigorous) formula which appears in any textbook on
integrable Hamiltonian PDE, cf. [TF86]. It defines the Poisson bracket on generators (i, j ∈ I) as
{ui(x), uj(y)} = Hji(u(y), u
′(y), . . . , u(n)(y);
∂
∂y
)δ(x − y), (5.4)
where H = (Hji)
ℓ
i,j=1 is an ℓ × ℓ matrix differential operator on V
ℓ, the ui’s are viewed as functions in x on
a one-dimensional manifold, and δ(x− y) is the usual delta function.
Example 5.1. The first example is given by the Gardner-Faddeev-Zakharov (GFZ) bracket, for V = P1,
and it goes back to 1971:
{u(x), u(y)} =
∂
∂y
δ(x− y). (5.5)
As in the ODE case, we can extend the bracket defined in (5.4) by the Leibniz rule. Then, for arbitrary
f, g ∈ V we have
{f(x), g(y)} =
∑
i,j∈I, p,q∈Z+
∂f
∂u
(p)
i
∂g
∂u
(q)
j
∂px∂
q
y{ui(x), uj(y)}. (5.6)
The basic idea is to introduce the λ-bracket by application of the Fourier transform
F (x, y) 7→
∫
eλ(x−y)F (x, y) dx (5.7)
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to both sides of (5.6):
{fλg} :=
∫
eλ(x−y){f(x), g(y)}dx. (5.8)
Thus, for arbitrary f, g ∈ V, we get a rigorous formula, called the Master Formula:
{fλg} =
∑
i,j∈I, p,q∈Z+
∂g
∂u
(q)
j
(∂ + λ)q{ui ∂+λuj}→(−∂ − λ)
p ∂f
∂u
(p)
i
. (MF)
Here, {uj ∂+λui} = Hij(∂ + λ), where H(∂) = (Hij(∂))i,j∈I is a matrix differential operator with coefficients
in V for which the λ-bracket is its symbol.
Exercise 5.2. Derive (MF) from (5.6).
Note that (MF) is similar to the formula for the Poisson bracket defined by Equation (5.2). In fact, to
go from the former to the latter we just put λ and ∂ equal to 0.
Theorem 5.1 ([BDSK09]). Let V be an algebra of differential functions in the variables {ui}i∈I . For each
pair i, j ∈ I choose {uiλuj} = Hji(λ) ∈ V[λ]. Then
1. The Master Formula (MF) defines a λ-bracket on V which satisfies sesquilinearity, the left and right
Leibniz rules, and extends the given λ-bracket on the variables ui’s. Consequently, any λ-bracket on the
algebra of differential polynomials, satysfying these properties, is given by the Master Formula.
2. This λ-bracket is skewsymmetric provided skewsymmetry holds for every pair of variables:
{uiλuj} = −{uj−λ−∂ui}, ∀ i, j ∈ I. (5.9)
3. If this λ-bracket is skewsymmetric, then it satisfies the Jacobi identity, provided Jacobi identity holds
for every triple of variables:
{uiλ{ujµuk}} − {ujµ{uiλuk}} = {{uiλuk}λ+µuj}, ∀ i, j, k ∈ I. (5.10)
It follows from Theorem 5.1 that, if the corresponding conditions on the variables ui’s hold, the λ-bracket
defined by the Master Formula (MF) endows V with a structure of PVA. As in the finite-dimensional case,
this structure is completely defined by H(λ) = (Hij(λ)) ∈ Matℓ×ℓV[λ].
Definition 5.4. We say that the matrix differential operator H(∂) ∈ Matℓ×ℓV[∂] with the symbol H(λ) is
a Poisson structure if the corresponding λ-bracket defines a PVA structure on V.
Exercise 5.3. The λ-bracket, given by the Master Formula, is skewsymmetric if and only if the matrix
differential operator H(∂) is skewadjoint.
Example 5.2. Let V = P1 = F[u, u
′, u′′, . . .]. From the GFZ bracket defined in Example 5.1 we get the
following λ-bracket: {uλu} = λ. The skewsymmetry and the Jacobi identity for the λ-bracket, given by the
Master Formula, are immediate by Theorem 5.1. The associated Poisson structure is H(∂) = ∂. This PVA
is the quasi-classical limit of the family of free boson vertex algebras B~.
Example 5.3. Let V = P1 = F[u, u
′, u′′, . . .]. The Magri-Virasoro PVA with central charge c ∈ F is defined
by the following λ-bracket:
{uλu} = (∂ + 2λ)u+ cλ
3 + αλ. (5.11)
Of course, it is straightforward to check that the pair u, u satisfies (5.9) and the triple u, u, u satisfies (5.10),
hence, by Theorem 5.1, we get a PVA. It is instructive, however, to give a more conceptual proof. Consider
the Lie conformal algebra Vir from Example 4.1. Then by Theorem 5.1, S(Vir) is a PVA, hence its quotient
Vc by the ideal, generated by C − c, is a PVA, which is obviously isomorphic to the Magri-Virasoro PVA.
The corresponding family of Poisson structures is
H(∂) = u′ + 2u∂ + c∂3 + α∂. (5.12)
These Poisson structures were discovered by Magri; the name is due to its connection to the Virasoro algebra.
Note that Vc is the quasiclassical limit of the family of universal Virasoro vertex algebras V 12c
~
.
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The following exercise shows that the discrete series vertex algebras Vc with c given by (2.19) is a purely
quantum effect.
Exercise 5.4. Show that the PVA Vc is simple if c 6= 0.
Example 5.4. Given a vector space U, denote by P(U) = S(F[∂]⊗U) the algebra of differential polynomials
over U. Let g, (. | .) be as in Example 2.2, let k ∈ F, and fix s ∈ g. Then the associated affine PVA Vk(g, s) is
defined as the algebra of differential polynomials P(g), endowed with the λ-brackets (a, b ∈ g) :
{aλb} = [a, b] + λ(a|b)k + (s|[a, b])1. (5.13)
The two proofs from Example 5.3 apply to show that Vk(g, s) is a PVA. Of course, up to isomorphism, it
is independent of s, but the trivial cocycle is important for the associated integrable system, since we get a
multiparameter family of Poisson structures. Note that Vk(g, s) is the quasiclassical limit of V k
~
(g).
Now we recall how one passes from the definition of a Hamiltonian ODE to that of a Hamiltonian PDE.
The following idea goes back to the 1970′s: in order to get an “honest” Lie algebra bracket, we should not
consider the whole algebra of differential functions V, but its quotient V/∂V, which is not an algebra anymore,
just a vector space. Denote by
∫
the quotient map
∫
: V→ V/∂V. The corresponding bracket is defined by
{∫ f, ∫ g} =
∫
δg
δu
·H(∂)
δf
δu
, (5.14)
where δf
δu
is the vector of variational derivatives of f :
δf
δui
=
∑
n∈Z+
(−∂)n
∂f
∂u
(n)
i
.
Elements ∫ f ∈ V/∂V are called local functionals.
Equation (5.14) is analogous to Equation (5.2), with variational derivatives instead of partial derivatives,
and a matrix differential operator H(∂) instead of a matrix of functions. It is rather difficult to prove directly
that (5.14) is a Lie algebra bracket on V/∂V. The connection to the PVA theory, explained further on, makes
it very easy.
The following exercise shows that (5.14) is well defined.
Exercise 5.5. The variational derivative δf
δu
depends only on the image of f ∈ V in the quotient space V/∂V,
since δ
δu
◦ ∂ = 0. Deduce the latter fact from axiom (ii) in the Definition 5.3 of an algebra of differential
functions.
Given a local functional ∫ h, in analogy with (5.3), one defines the associated Hamiltonian PDE as the
following evolution PDE:
du
dt
= H(∂)
δ ∫ h
δu
. (5.15)
The local functional ∫ h is called the Hamiltonian of this equation.
We shall explain further on how these classical definitions fit nicely in the framework of Poisson vertex
algebras.
5.2 Basic notions of the theory of integrable equations.
An evolution equation in the infinite-dimensional case is quite the same as in the finite-dimensional case,
except it is a partial differential equation.
Definition 5.5. Let V be an algebra of differential functions in ℓ variables u1, . . . , uℓ. An evolution PDE is
du
dt
= F (u, u′, . . . , u(n)), (5.16)
where u =
 u1...
uℓ
 and F =
 F1...
Fℓ
 ∈ Vℓ. Here, ui = ui(x, t) is a function in one independent variable x,
and the parameter t is called time.
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Given an arbitrary differential function f ∈ V, by the chain rule we have
df
dt
=
∑
i∈I, n∈Z+
d(u
(n)
i )
dt
∂f
∂u
(n)
i
. (5.17)
Since, by (5.16), we have
d(u
(n)
i )
dt
= ∂nFi, the function f evolves in virtue of Equation (5.16) as
df
dt
= XF f,
where
XF =
∑
i∈I, n∈Z+
(∂nFi)
∂
∂u
(n)
i
(5.18)
is a derivation of the algebra V, called the evolutionary vector field with characteristic F ∈ Vℓ. It is now clear
why Axiom (i) in Definition 5.3 is important: otherwise, the evolutionary vector field would give a divergent
sum when applied to arbitrary functions f ∈ V.
An important notion in the theory of integrable systems is compatibility of evolution equations:
Definition 5.6. Equation (5.16) is called compatible with the evolution PDE
du
dτ
= G(u, u′, . . . , u(m)) ∈ Vℓ (5.19)
where, as before, u =
 u1...
uℓ
 and G =
 G1...
Gℓ
 ∈ Vℓ, if the corresponding flows commute, that is if
d
dt
d
dτ
f = d
dτ
d
dt
f holds for every function f ∈ V.
By the above discussion, the compatibility of evolution equations (5.16) and (5.19) is equivalent to the
property that the corresponding evolutionary vector fields commute: [XF , XG] = 0, which is a purely Lie
algebraic condition. In fact, we can easily see that the commutator of two evolutionary vector fields is again
an evolutionary vector field. This follows from the next exercise.
Exercise 5.6. Prove that [XF , XG] = X[F,G], where [F,G] := XFG−XGF .
Thus, the bracket [F,G] = XFG−XGF endows V
ℓ with a Lie algebra structure, called the Lie algebra of
evolutionary vector fields.
If two evolutionary vector fields commute, then each of them is called a symmetry of the other. So if
[XF , XG] = 0, F is a symmetry of G and G is a symmetry of F . Note that every evolutionary vector field
commutes with ∂ = Xu′ =
∑
i∈I, n∈Z+
u
(n+1)
i
∂
∂u
(n)
i
.
Let us now introduce the notion of integrability for an evolution equation.
Definition 5.7. Equation (5.16) is called Lie integrable if XF is contained in an infinite-dimensional abelian
subalgebra of the Lie algebra Vℓ.
Remark 5.2. Informally, one says that equation (5.16) is Lie integrable if it admits infinitely many com-
muting symmetries.
Example 5.5. The linear equations over P1:
ut = u
(n), n ∈ Z+,
are Lie integrable. Indeed, Xu(m)(u
(n)) = u(m+n) is symmetric in m and n, hence the corresponding evolu-
tionary vector fields commute.
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Example 5.6. The dispersionless equations over P1:
ut = f(u)u
′, f(u) ∈ P1,
are Lie integrable, since
Xf(u)u′(g(u)u
′) =
∂
∂u
(f(u)g(u))u′2 + f(u)g(u)u′′
is symmetric in f and g, hence the corresponding evolutionary vector fields commute.
The motivation for the definition of Lie integrability of PDE’s comes from a theorem of Lie in the theory
of ODE’s, saying that if the evolution ODE in ℓ variables du
dt
= F (u) posesses ℓ commuting symmetries with
a non-degenerate Jacobian, then it can be solved in quadratures. Of course, in the PDE case the number of
coordinates is infinite, therefore we need to require infinitely many commuting symmetries.
There has been a lot of work trying to establish integrability of various partial differential equations.
One well-known method of constructing symmetries of an evolution equation is called recursion operator ;
however, in all examples the recursion operator is actually a pseudodifferential operator (which is an element
of V((∂−1))), hence it can not be applied to functions, as Exercise 5.1 demonstrates. We will discuss a
different approach, the Hamiltonian approach, which is completely rigorous.
We shall deduce Lie integrability from the stronger Liouville integrability of Hamiltonian PDE, which,
analogously to the definition for ODEs, requires the existence of infinitely many integrals of motion in
involution.
5.3 Poisson vertex algebras and Hamiltonian PDE
In order to translate the traditional language of Hamiltonian PDE’s, discussed above, to the language of
PVA’s, and also, to connect the two notions of integrability, the following simple lemma is crucial.
Lemma 5.1 (Basic lemma). Let V be a PVA. Let V¯ := V/∂V and let
∫
: V→ V¯ be the corresponding quotient
map. Then we have the following well-defined brackets:
(i) V¯× V¯ −→ V¯, {
∫
a,
∫
b} :=
∫
{aλb}λ=0,
(ii) V¯× V −→ V, {
∫
a, b} := {aλb}λ=0.
Moreover, (i) defines a Lie algebra bracket on V¯, and (ii) defines a representation of the Lie algebra V¯ on V
by derivations of the product and the λ-bracket of V, commuting with ∂.
Proof. It all follows directly when we put λ = 0 in the axioms for the λ-bracket {·λ·} of a PVA. First,
both brackets are well defined since sesquilinearity holds for {·λ·}: for every a, b ∈ V we have {∂a, b} =
−λ{aλb}λ=0 = 0 and {a, ∂b} = {aλ∂b}λ=0 = ∂{aλb} ∈ ∂V.
Let us now verify the Lie algebra axioms for the first bracket: note that
∫
{b−λ−∂a}λ=0 =
∫
{bλa}λ=0
since only the coefficients of the 0-th power of −λ − ∂ and λ respectively survive in V¯, and they obviously
coincide. By skewsymmetry of {·λ·} we have
{∫ a, ∫ b} = ∫{aλb}λ=0 = −∫{b−λ−∂a}λ=0 = −∫{bλa}λ=0 = −{∫ b, ∫ a}. (5.20)
Hence, skewsymmetry holds for (i). Similarly, the Jacobi identity for {·λ·} provides that the Jacobi identity
holds for this bracket as well, just putting λ = µ = 0 in the corresponding definitions:
{∫ a, {∫ b, ∫ c}} = {∫ b, {∫ a, ∫ c}}+ {{∫ a, ∫ b}, ∫ c}. (5.21)
Therefore, V¯ is endowed with a Lie algebra structure with the Lie bracket defined by (i).
Next, we have to check that (ii) is a representation of V¯ on V, i.e., that
{{∫ f, ∫ g}, a} = {∫ f, {∫ g, a}} − {∫ g, {∫ f, a}} (5.22)
holds for all
∫
f,
∫
g ∈ V¯, a ∈ V. Again, this is due to the Jacobi identity. Then we have to check that V¯ acts
on V as derivations of the product. For a, b ∈ V and
∫
h ∈ V¯ we have, by the left Leibniz rule:
{∫ h, ab} = {hλab}λ=0 = ({hλa}b)λ=0 + ({hλb}a)λ=0 =
= {hλa}λ=0 b+ {hλb}λ=0 a = {∫ h, a}b+ {∫ h, b}a. (5.23)
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Similarly, by the Jacobi identity, we check that it acts by derivations of the λ-bracket. Finally, we have to
check that the derivations {
∫
h, · } commute with ∂. For every a ∈ V we have
({∫ h, · } ◦ ∂)a = {∫ h, ∂a} = {hλ∂a}λ=0 = ((λ + ∂){hλa})λ=0 = ∂{hλa}λ=0 = (∂ ◦ {∫ h, · })a (5.24)
due to the sesquilinearity of {·λ·}.
Definition 5.8. Given a PVA V and a local functional ∫ h ∈ V¯, the associated Hamiltonian PDE is
du
dt
= {∫ h, u}. (5.25)
The local functional
∫
h is called the Hamiltonian of this equation.
In the case when the PVA V is an algebra of differential functions in the variables {ui}i∈I and the λ-bracket
is given by the Master Formula (MF), we reproduce the traditional definitions:
(i) Hamiltonian PDE: du
dt
= {
∫
h, u} = H
δ
∫
h
δu
;
(ii) Poisson bracket on V¯: {
∫
f,
∫
g} =
∫
δg
δu
·H δf
δu
.
The first claim is obvious, and the second is obtained by integration by parts.
It follows that in this case V¯ acts on V by evolutionary vector fields:
∫
f 7→ XH δf
δu
, and that the following
holds.
Corollary 5.1. We have a Lie algebra homomorphism V¯→ Vℓ,
∫
f 7→ XH δf
δu
.
Thus, in the case when V is an algebra of differential functions with the Poisson λ-bracket given by the
Master formula, the Hamiltonian equation is a special case of the evolution equation with RHS H
δ
∫
h
δu
and
the corresponding evolutionary vector field is XH δh
δu
.
Definition 5.9. A local functional
∫
f ∈ V¯ is called an integral of motion of the evolution equation (5.16)
and f is called a conserved density, if
∫
df
dt
= 0, or, equivalently, if
∫
XF f = 0. Integrating by parts, this, in
turn, is equivalent to ∫
δf
δu
· F = 0. (5.26)
Hence,
∫
f is an integral of motion of the Hamiltonian equation (5.25) if and only if f and h are in involution,
that is if {
∫
f,
∫
h} = 0.
So, we have completely translated the language of Hamiltonian PDEs into the language of PVAs.
Definition 5.10. The Hamiltonian PDE (5.25) is called Liouville integrable if
∫
h is contained in an infinite-
dimensional abelian subalgebra of the Lie algebra V¯. That is, if there exists an infinite sequence of linearly
independent local functionals
∫
hn, such that
∫
h0 =
∫
h and {
∫
hn,
∫
hm} = 0 for all n,m ∈ Z+.
By Corollary 5.1, integrals of motion in involution go to commuting evolutionary vector fields X
H
δ
∫
h
δu
.
Hence Liouville integrability usually implies Lie integrability (provided we make some weak assumption on
H(∂), such as H(∂) is non-degenerate). In fact, in order to check that the local functionals are linearly
independent, it is usually easier to check that the corresponding evolutionary vector fields are linearly inde-
pendent.
Exercise 5.7. Show that the equation du
dt
= u′′ is Lie integrable, but has no non-trivial integrals of motion,
hence is not Hamiltonian. On the other hand the equation du
dt
= u′′′ is Hamiltonian with H = ∂, h = − 12 (u
′)2,
and it is both Lie and Liouville integrable.
Remark 5.3. Let F,G, . . . be a sequence of elements of Vℓ, such that the corresponding evolutionary vector
fields commute, i.e. the corresponding evolution equations are compatible. Then we have a hierarchy of
evolution equations
du
dt0
= F,
du
dt1
= G, . . . , (5.27)
so that the solution of this hierarchy depends now on x and on infinitely many times: u = u(x, t0, t1, t2, . . .).
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5.4 The Lenard-Magri scheme of integrability
There is a very simple scheme to prove integrability, called the Lenard-Magri scheme. Although it is not a
theorem, it always works in practice.
Let V be an algebra of differential functions in ℓ variables u1, ..., uℓ. First of all, introduce the following
symmetric bilinear forms on Vℓ:
(·|·) : Vℓ × Vℓ −→ V¯, (F |G) = ∫ F ·G. (5.28)
Given a matrix differential operator H(∂) ∈ Matℓ×ℓV[∂]
〈·, ·〉H : V
ℓ × Vℓ −→ V¯, 〈F,G〉H = (H(∂)F |G). (5.29)
Note that (H(∂)F |G) = (F |H∗(∂)G), where H∗(∂) is the adjoint differential operator of H(∂). Indeed,
defining ∗ on V[∂] as an anti-involution such that ∗(f) = f and ∗(∂) = −∂, we get (∂f |g) = −(f |∂g)
because (∂f |g) + (f |∂g) =
∫
∂(fg) = 0 in V¯. Hence, if H(∂) is skewadjoint, then the bilinear form (5.29) is
skewsymmetric.
Proof of Liouville integrability is based on the following result.
Lemma 5.2 (Lenard lemma). Let H(∂) and K(∂) be skewadjoint differential operators on Vℓ. Suppose
elements ξ0, . . . , ξN ∈ V
ℓ satisfy the following Lenard-Magri relation:
K(∂)ξn+1 = H(∂)ξn, n = 0, . . . , N − 1. (5.30)
Then, the 〈ξm, ξn〉 = 0 for allm, n = 0, . . . , N , whenever we consider it with respect to H or K: 〈ξm, ξn〉H,K =
0.
Proof. Proceed by induction on i = |m − n|. If i = 0, then m = n and we get 〈ξn, ξn〉H,K = −〈ξn, ξn〉H,K
because the form is skewsymmetric, therefore it is equal to zero. Now let i > 0; by skewsymmetry we may
assume m > n. We have
〈ξm, ξn〉H = (H(∂)ξm|ξn) = −(ξm|H(∂)ξn) = −(ξm|K(∂)ξn+1) = (K(∂)ξm|ξn+1) = 〈ξm, ξn+1〉K , (5.31)
and, by the induction hypothesis, the RHS is zero, since |m− (n+1)| < |m−n|. Similarly we have, assuming
n > m:
〈ξm, ξn〉K = (K(∂)ξm|ξn) = −(ξm|K(∂)ξn) = −(ξm|H(∂)ξn−1) = (H(∂)ξm|ξn−1) = 〈ξm, ξn−1〉H (5.32)
and again, by induction hypothesis the RHS is zero since |n− 1−m| < |n−m|.
This lemma is important since, if we can prove that the elements ξm ∈ V
ℓ are variational derivatives, i.e.
ξm =
δ
∫
hm
δu
for some local functionals
∫
hm, it guarantees that
∫
hm and
∫
hn are in involution with respect
to both brackets on V¯ . Indeed, we know that the bracket on V¯ for the Poisson structure H is given by
{∫ f, ∫ g}H =
∫
δg
δu
·H(∂)
δf
δu
=
(
δg
δu
|H(∂)
δf
δu
)
=
〈
δf
δu
,
δg
δu
〉
H
, (5.33)
therefore, if ξn, ξm are variational derivatives, then by Lemma 5.2 we get
{∫ hm, ∫ hn}H =
〈
δ
∫
hm
δu
,
δ
∫
hn
δu
〉
H
= 〈ξm, ξn〉H = 0, (5.34)
and the same holds for K. In other words, we have the following corollary of Lenard’s lemma.
Corollary 5.2. Let H(∂) and K(∂) be skewadjoint differential operators on Vℓ. Suppose that the local
functionals ∫ h0, ..., ∫ hN satisfy the following relation:
K(∂)
δ ∫ hn+1
δu
= H(∂)
δ ∫ hn
δu
, n = 0, . . . , N − 1. (5.35)
Then all these local functionals are in involution with respect to both brackets {., .}H and {., .}K on V¯.
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In the case when (5.35) holds, and K,H are Poisson structures, one says that the evolution equations
du
dtn
= K(∂)
δ ∫ hn+1
δu
= H(∂)
δ ∫ hn
δu
form a hierarchy of bi-Hamiltonian equations. Note that if the right-hand sides of these equations span an
infinite-dimensional subspace in the space of evolutionary vector fields, then all of these equations are both
Lie and Liouville integrable.
We now must address two issues:
1. How can we construct vectors ξn’s satisfying equation (5.30)?
2. How can we prove that such ξn’s are variational derivatives?
Although the second issue has been completely solved considering some reduced de Rham complex, called
the variational complex, discussed in the next lecture, the first and basic issue is far from being resolved,
though there are some partial results.
We will now see how to construct a sequence of vectors ξn’s satisfying the Lenard-Magri relation.
Lemma 5.3 (Extension lemma). [BDSK09] Suppose that, in addition to the hypothesis of Lemma 5.2,
we also have the following orthogonality condition: assume to have vectors ξ0, . . . , ξN ∈ V
ℓ, satisfying the
Lenard-Magri relation (5.30), such that
Span{ξ0, . . . , ξN}
⊥ ⊆ ImK(∂),
where Span{ξ0, . . . , ξN}
⊥ is the orthogonal complement with respect to the symmetric bilinear form (5.28).
Then we can extend the given sequence to an infinite sequence of vectors satisfying the Lenard-Magri relation
(5.30) for any n ∈ Z+.
Proof. It suffices to construct ξN+1 such that equation (5.30) holds for n = N . In fact, the orthogonal
complement to Span{ξ0, . . . , ξN+1} is contained in the orthogonal complement to Span{ξ0, . . . , ξN}, hence
the orthogonality condition would hold for the extended sequence. By Lemma 5.2, H(∂)ξN ⊥ ξn for every n =
0, . . . , N . Hence, by the orthogonality condition, H(∂)ξN ⊂ ImK(∂). Therefore, H(∂)ξN = K(∂)ξN+1 for
some element ξN+1 ∈ V
ℓ. We can now iterate this procedure to construct an infinite sequence of vectors.
Now, let us address the question why the ξn’s, satisfying equation (5.30), are variational derivatives. Note
that so far we only have used the fact that H and K are skewadjoint, but none of their other properties as
Poisson structures. However, we will need these properties in order to prove that the ξn’s are variational
derivatives. Moreover, we will need the notion of compatibility of Poisson structures :
Definition 5.11 (Magri compatibility). Given two Poisson structuresH andK, they (and the corresponding
λ-brackets) are compatible if any their linear combination αH + βK is again a Poisson structure.
Examples 5.3 and 5.4 provide multiparameter families of compatible Poisson structures.
The importance of compatibility of Poisson structures is revealed by the following theorem.
Theorem 5.2 (see [Olv93], Lemma 7.25). Suppose that H, K ∈ Matℓ×ℓV[∂] are compatible Poisson struc-
tures, with K non-degenerate (i.e. KM = 0 implies M = 0 for any differential operator M ∈ Matℓ×ℓV[∂]).
Suppose, moreover, that the Lenard-Magri relation K(∂)ξn+1 = H(∂)ξn holds for n = 0, 1, and that ξ0, ξ1 are
variational derivatives: ξ0 =
δ
∫
h0
δu
, ξ1 =
δ
∫
h1
δu
for some
∫
h0,
∫
h1 ∈ V¯. Then ξ2 is closed in the variational
complex (discussed in the next lecture).
Theorem 5.2 allows us to construct an infinite series of integrals of motion in involution. In fact, if we
are given a pair of compatible Poisson structures H,K with K non-degenerate and we know that the first
two vectors ξ0 and ξ1, satisfying the Lenard-Magri relation, are exact in the variational complex (i.e. they
are variational derivatives), it would follow that, whenever we can construct an extending sequence of ξn’s,
then all of them would be closed, and hence exact in some extension V˜ of the algebra of differential functions
V (i.e. ξn =
δhn
δu
for some hn ∈ V˜). This is a consequence of the theory of the variational complex, discussed
in the next lecture. Note, however, that ξn ∈ V
ℓ for all n.
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Remark 5.4. Let ξ−1 = 0 =
δ
δu
1. If K(∂)ξ0 = 0, then for Theorem 5.2 to hold it suffices to have only ξ1
such that K(∂)ξ1 = H(∂)ξ0, since the first step is trivial.
Proposition 5.1. Suppose we have two compatible Poisson structuresH and K on V, with K non-degenerate,
and consider a basis ξ10 , . . . , ξ
s
0 of KerK (it is finite dimensional since K is non-degenerate). Suppose that
each ξi0 can be extended to infinity so that equation (5.30) holds for all n ∈ Z+, and hence we have ξ
i
n for all
n ∈ Z+. Assume moreover that all vectors ξ
i
0 are exact: ξ
i
0 =
δ
∫
hi0
δu
for some local functional
∫
hi0. Then all
the hin
′
s are in involution. Hence, we have constructed canonically an abelian subalgebra of the Lie algebra
V¯, corresponding to the pair of compatible Poisson structures.
This proposition holds by the following result.
Lemma 5.4 (Compatibility lemma). Let H(∂) and K(∂) be skewadjoint differential operators. Suppose we
have vectors ξ0, . . . , ξN ∈ V
ℓ such that K(∂)ξ0 = 0 and equation (5.30) holds for n = 0, . . . , N . Suppose
moreover to have an infinite sequence of vectors ξ′0, . . . , ξ
′
M , . . . satisfying equation (5.30). Then all ξi’s are
in involution with all ξ′j’s with respect to both Poisson structures H and K.
Proof. Proceed by induction on i. The induction basis follows by the fact that for i = 0 we have K(∂)ξ0 = 0:
〈ξ0, ξ
′
j〉K = (K(∂)ξ0|ξ
′
j) = (0|ξ
′
j) = 0 (5.36)
and
〈ξ0, ξ
′
j〉H = (H(∂)ξ0|ξ
′
j) = (ξ0|H
∗(∂)ξ′j) = −(ξ0|H(∂)ξ
′
j) =
= −(ξ0|K(∂)ξ
′
j+1) = (K(∂)ξ0|ξ
′
j+1) = (0|ξ
′
j+1) = 0. (5.37)
Now let N > i > 0 and suppose 〈ξh, ξ
′
j〉H,K = 0 for all h ≤ i. We want to prove that 〈ξi+1, ξ
′
j〉H,K = 0. We
have
〈ξi+1, ξ
′
j〉K = (K(∂)ξi+1|ξ
′
j) = (H(∂)ξi|ξ
′
j) = 〈ξi, ξ
′
j〉H = 0 (5.38)
and
〈ξi+1, ξ
′
j〉H = (H(∂)ξi+1|ξ
′
j) = −(ξi+1|H(∂)ξ
′
j) = −(ξi+1|K(∂)ξ
′
j+1) =
= (K(∂)ξi+1|ξ
′
j+1) = (H(∂)ξi|ξ
′
j+1) = 〈ξi, ξ
′
j+1〉H = 0,
(5.39)
where in both cases the last equality is given by the induction hypothesis. Hence 〈ξi, ξ
′
j〉H,K = 0 for all i, j
in question.
In the next lecture we will demonstrate the Lenard-Magri method on the example of the KdV hierarchy,
hence establishing its integrability.
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6 Lecture 6 (January 15, 2015)
6.1 An example: the KdV hierarchy
We begin this lecture with an example.
Consider the PVA P1 = F[u, u
′, u′′, . . .] with two compatible compatible λ-brackets: one is the Gardner-
Faddeev-Zakharov (GFZ) λ-bracket {uλu}K = λ, and the other one is the Magri-Virasoro (MV) λ-bracket
{uλu}H = (∂ + 2λ)u + cλ
3 for some c ∈ F. The corresponding compatible Poisson structures are K(∂) = ∂
and H(∂) = u′ + 2u∂ + c∂3 respectively (see Example 5.3). Note that Ker∂ = F.
We shall use the Lenard-Magri scheme discussed in the previous lecture to construct an infinite hierarchy
of integrable Hamiltonian equations: we want to construct an infinite sequence of vectors ξn ∈ P1, such that
K(∂)ξn+1 = H(∂)ξn, n ∈ Z+, and ξ0 ∈ KerK(∂). We also want to compute the conserved densities hn, such
that ξn =
δhn
δu
.
We can take ξ0 = 1 and, consequently, h0 = u. Taking ξ−1 = 0, h−1 = 0, we can apply Theorem
5.2 to establish by induction on n that all the ξn’s, satisfying the Lenard-Magri relation, are closed in the
variational complex. Since, by Corollary 6.1 from the next section, every closed 1-form is exact over the
algebra of differential polynomials, we conclude that there exist hn ∈ P1, such that ξn =
δhn
δu
.
The first step of the Lenard-Magri scheme:
H(∂)ξ0 = K(∂)ξ1 =⇒ u
′ = ξ′1 =⇒ ξ1 = u =⇒ h1 =
1
2
u2. (6.1)
The second step of the Lenard-Magri scheme:
H(∂)ξ1 = K(∂)ξ2 =⇒ 3uu
′ + cu′′′ = ξ′2 =⇒ ξ2 =
3
2
u2 + cu′′ =⇒ ξ2 =
δ
δu
h2, h2 =
1
2
(u3 + cuu′′). (6.2)
And so on.
Remark 6.1. All ξn’s are defined up to adding an element of KerK(∂), hence, in this case, up to adding a
constant.
The corresponding KdV hierarchy of Hamiltonian equations is given by
du
dtn
= K(∂)ξn+1 = ∂ξn+1,
namely:
du
dt0
= u′,
du
dt1
= 3uu′ + cu′′′, . . . . (6.3)
Note that for n = 1 we get the classical KdV equation, which is the simplest dispersive equation (cf. Example
5.6) .
The hierarchy can be extended to infinity because the orthogonality condition (ξ0)
⊥ ⊂ ImK(∂) holds
(see the Extension Lemma 5.3): since ξ0 = 1 and 1
⊥ = ∂P1 = ImK(∂) (equivalently, if P ∈ (ξ0)
⊥ then∫
1 · P = 0 ⇔ P ∈ ∂P1, therefore P ∈ ImK(∂)). It is easy to show by induction that the differential
order of K(∂)ξn is 2n + 1 (if c 6= 0), hence they are linearly independent, and we consequently have Lie
integrability. Then automatically all the ∫ hn’s are linearly independent, and we have Liouville integrability
as well. Therefore the KdV equation is integrable, as are all the other equations
du
dtn
= K(∂)ξn+1 = H(∂)ξn.
Exercise 6.1. Show that the the next equation of the KdV hierarchy is
du
dt2
= ∂ξ3 =
15
2
u2u′ + 10cu′u′′ + 5cuu′′′,
and the next conserved density is
h3 =
5
8
u4 +
5
3
cu2u′′ +
5
6
cuu′2 +
1
2
c2uu(4).
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6.2 The variational complex
As professor S. S. Chern used to say, “In life both men and women are important; likewise, in geometry both
vector fields and differential forms are important”. In our theory vector fields are evolutionary vector fields
over an algebra of differential functions V:
XP =
∑
i=1,...,ℓ
n∈Z+
∂nPi
∂
∂u
(n)
i
, P ∈ Vℓ, (6.4)
and, as we have already seen in Lecture 5, they commute with ∂ = Xu′ . Differential forms in our theory are
“variational differential forms” which are obtained by the reduction of the de Rham complex over V by the
image of ∂.
Let J = {1, ..., N}, where N can be infinite. Given a unital commutative associative algebra A, containing
the algebra of polynomials F[xj | j ∈ J ] and endowed with N commuting derivations
∂
∂xj
, extending those
on the subalgebra of polynomials, the de Rham complex Ω˜(A) over A consists of finite linear combinations
of the form ∑
i1<···<ik
fi1,...,ik dxi1 ∧ . . . ∧ dxik ∈ Ω˜
k(A), fi1,...,ik ∈ A, (6.5)
so that we have the decomposition
Ω˜(A) =
⊕
k∈Z+
Ω˜k(A).
Moreover, Ω˜(A) is a Z+-graded associative commutative superalgebra with parity given by p(A) = 0¯ and
p(dxi) = 1¯. This is a complex with the usual de Rham differential, namely an odd derivation d : Ω˜
k(A) −→
Ω˜k+1(A) of Ω˜(A) such that
d(dxi) = 0; df =
∑
j∈J
∂f
∂xj
dxj for f ∈ A. (6.6)
It is easily checked that d is a differential, namely that d2 = 0. We will denote this complex by (Ω˜(A), d).
Let us define now an increasing filtration on A by subalgebras:
Aj = {a ∈ A |
∂a
∂xi
= 0, ∀ i ≥ j}. (6.7)
We call A0 the subalgebra of quasiconstants. If
∂
∂xj
Aj = Aj for all j ∈ J , we call A normal. Obviously, the
algebra of polynomials in any (including infinite) number of variables is normal.
Lemma 6.1 (Algebraic Poincare´ Lemma). Let A be a normal commutative associative algebra as above, and
let (Ω˜(A), d) be its de Rham complex. Then
Hk(Ω˜(A), d) = 0, k > 0; H0(Ω˜(A), d) = A0. (6.8)
Proof. Extend the filtration ofA to Ω˜(A) by letting Ω˜j(A) be the subalgebra, generated byAj and dx1, . . . , dxj .
Introduce “local” homotopy operators Km : Ω˜
k
m(A)→ Ω˜
k−1
m (A) by
Km(f dxi1 ∧ · · · ∧ dxis ∧ dxm) =
{
(−1)s(
∫
f dxm) dxi1 ∧ · · · ∧ dxis
0, if dxm does not occur
(6.9)
where i1 < . . . < is < m. Here the integral
∫
f dxm is a preimage in Am of f ∈ Am under the map
∂
∂xm
,
which exists by normality of A.
Let ω ∈ Ω˜km(A). Then it is straightforward to check that
Kmdω + dKmω − ω ∈ Ω˜
k
m−1(A), for m ≥ 1. (6.10)
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Hence, if ω ∈ Ω˜km(A) is closed, then
d(Kmω)− ω ∈ Ω˜
k
m−1(A). (6.11)
Equivalently ω ∈ Ω˜km−1(A) + dΩ˜(A), i.e. we may assume that ω ∈ Ω˜
k
m−1(A) modulo adding an exact tail.
Repeating the same argument we proceed downward in the filtration, and after a finite number of steps we
get 0, hence ω ∈ dΩ˜(A).
Let V be an algebra of differential functions. Consider the lexicographic order on pairs (m, i) ∈ Z+ × I,
and consider the corresponding filtration by subalgebras as above:
Vm,i = {f ∈ V |
∂f
∂u
(n)
j
= 0, ∀ (n, j) ≥ (m, i)}. (6.12)
Hence we can define normality of V as above.
Example 6.1. The algebra of differential polynomials in ℓ variables Pℓ is normal.
The derivation ∂ of V extends to an even derivation of the superalgebra Ω˜(V) by letting ∂(du
(n)
i ) = du
(n+1)
i .
Exercise 6.2. Show that d∂ = ∂d. (Hint: use Axiom (ii) in Definition 5.3.)
Due to this exercise, we may consider the reduced complex
(Ω(V), d) = (Ω˜(V)/∂Ω˜(V), d),
called the variational complex over the algebra of differential functions V.
Exercise 6.3. Show that ∂ is injective on Ω˜k(V) for k ≥ 1.
Theorem 6.1 ([BDSK09]). Let V be a normal algebra of differential functions. Then
Hk(Ω(V), d) = 0, k > 0; H0(Ω(V), d) = F/∂F , (6.13)
where F ⊂ V is the subalgebra of quasiconstants.
Proof. We have a short exact sequence of complexes
0 −→ ∂Ω˜(V) −→ Ω˜(V) −→ Ω(V) −→ 0, (6.14)
which induces a long exact sequence in cohomology:
H0(∂Ω˜(V)) −→ H0(Ω˜(V)) −→ H0(Ω(V)) −→ H1(∂Ω˜(V)) −→ H1(Ω˜(V)) −→ H1Ω(V)) −→ . . . . (6.15)
Since V is normal, by Lemma 6.1 we get
Hk(Ω˜(V)) = 0 for k > 0.
Now note that Hk(∂Ω˜(V), d) = 0 for k > 0. Indeed, take ω˜ ∈ Ω˜k(V) with k ≥ 0. If d(∂ω˜) = 0, then
∂(dω˜) = 0 since d and ∂ commute. So, thanks to Exercise 6.3, we have dω˜ = 0. By Lemma 6.1, since ω˜ is
closed, it is exact: ω˜ = dη˜ for some η˜ ∈ Ω˜(V), hence ∂ω˜ = ∂(dη˜) = d(∂η˜), and
Hk(∂Ω˜(V)) = 0 for k > 0.
Therefore the long cohomology exact sequence (6.15) becomes
. . . −→ H0(Ω(V)) −→ 0 −→ 0 −→ H1(Ω(V)) −→ 0 −→ 0 −→ H2(Ω(V)) −→ 0 −→ 0 . . . , (6.16)
so Hk(Ω(V), d) = 0 for k > 0. When k = 0 we obviously get H0(Ω(V)) ∼= H0(Ω˜(V))/H0(∂Ω˜(V)) = F/∂F .
Let us study the variational complex more closely. We can write down explicitly the first terms of the
complex Ω(V):
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• Ω0(V) = V/∂V;
• Ω1(V) = Vℓ;
• Ω2(V) = {skewadjoint ℓ× ℓ matrix differential operators over V}.
The corresponding maps are
Ω0(V)
d
−→ Ω1(V)
d
−→ Ω2(V) −→ . . . ,
∫
f
d
7→
δ
δu
∫
f
d
7→
1
2
(DF −D
∗
F ) 7→ . . . , (6.17)
where F = δ
δu
∫
f and DF =
∑
i∈I,n∈Z+
∂F
∂u
(n)
i
∂n is the Fre´chet derivative.
The first identification is clear since Ω˜(V) = V. Let us explain how to obtain the identification Ω1(V) = Vℓ.
We have
Ω1(V) =
{ ∑
i∈I,n∈Z+
fi,ndu
(n)
i
}
/∂Ω˜1(V) =
{∫ ∑
i∈I,n∈Z+
fi,ndu
(n)
i
}
=
{∫ ∑
i∈I,n∈Z+
fi,n∂
ndui
}
, (6.18)
where last equality is due to the fact that d and ∂ commute. Integrating by parts, we get
∫ ∑
i∈I,n∈Z+
fi,n∂
ndui =
ℓ∑
i=1
∫ ∑
n∈Z+
(−∂)nfi,n
 dui. (6.19)
Thus the identification Ω1(V)
∼
−→ Vℓ is given by
∫ ∑
i∈I,n∈Z+
fi,ndu
(n)
i 7→
∑
n∈Z+
(−∂)nfi,n

i∈I
(6.20)
and this is an isomorphism of vector spaces. In particular, we conclude that if we take df =
∑
i∈I,n∈Z+
∂f
∂u
(n)
i
du
(n)
i
(in this case fi,n =
∂f
∂u
(n)
i
), then the RHS of (6.20) becomes exactly the vector of variational derivative of f .
It also explains the action of the first differential d : Ω0(V) −→ Ω1(V). Moreover, it is clear that a 1-form
ξ ∈ Vℓ is exact iff ξ = δf
δu
, and it is closed iff Dξ is self-adjoint.
Exercise 6.4. Show that the algebra of differential functions P1[u
−1, log u] is normal. Show that any algebra
of differential functions V can be included in a normal one.
Since the algebra of differential polynomials Pℓ is normal, we obtain the following corollary of Theorem
6.1.
Corollary 6.1. Let V = Pℓ be an algebra of differential polynomials. Then
(a) Ker δ
δu
= F+ Im ∂ .
(b) Im δ
δu
= {F ∈ Vℓ | DF is selfadjoint}.
(c) ω ∈ Ωk(V), k ≥ 1, is closed if and only if it is exact.
Claim (a) is usually attributed to a paper by Gelfand-Manin-Shubin from the 70’s, though it is certainly
much older. Claim (b) is called the Helmholz criterion, and apparently, it was first proved by Volterra in the
first half of the 20th century.
If we know that ξ ∈ Vℓ is a variational derivative: ξ = δh
δu
for some h ∈ V (which is not unique since we
can add to h elements from ∂ V), there is a simple formula to find one of such h :
44
Exercise 6.5. Let
∆ =
∑
i∈I,n∈Z+
u
(n)
i
∂
∂u
(n)
i
be the degree evolutionary vector field, and suppose that ξ ∈ Vℓ is such that ∆(u · ξ) 6= 0. Let h ∈ ∆−1(u · ξ).
Show that
δh
δui
− ξi ∈ Ker(∆ + 1) for all i ∈ I.
Consequently, if Ker(∆ + 1) = 0, then δh
δu
= ξ.
6.3 Homogeneous Drinfeld-Sokolov hierarchy and the classical affine Hamilto-
nian reduction.
The method of constructing solutions of the Lenard-Magri relation, described in Section 5.4, uses Theorem
5.2, which assumes that K is non-degenerate. In this section I will describe the direct method of Drinfeld
and Sokolov on the example of the so called homogeneous hierarchy, which avoids the use of Theorem 5.2.
Consider the affine PVA V = V1(g, s), where g is a reductive Lie algebra with a non-degenerate invariant
symmetric bilinear form (. | .) and s is a semisimple element of g, with compatible Poisson λ-brackets (a, b ∈
g) :
{aλb}H = [a, b] + (a|b)λ, {aλb}K = (s|[a, b]), (6.21)
see Example 5.4. Note that the Poisson structure K is degenerate, as s is a central element of the corre-
sponding λ-bracket.
The Lenard-Magri relation (5.35) for infinite N can be rewritten as follows:
{∫ hn, u}H = {∫ hn+1, u}K , n ∈ Z+, u ∈ g. (6.22)
The Drinfeld-Sokolov method of constructing solutions to this equation is as follows, see [DS85] and [DSKV13].
Choosing dual bases {ui}i∈I and {u
i}i∈I of g, let
L(z) = ∂ +
∑
i∈I
ui ⊗ ui − z(s⊗ 1) ∈ F∂ ⋉ (g⊗ V)[z] .
The first step consists of finding a solution F (z) =
∑
n≥0 Fnz
−n ∈ (g ⊗ V)[[z−1]] of the following equations
in F∂ ⋉ (g⊗ V)((z−1)) :
[L(z), F (z)] = 0, [s⊗ 1, F0] = 0 . (6.23)
Theorem 6.2. Assume that the element s is semisimple, and let h be the centralizer of s in g, so that
g = h⊕ h⊥. Then
(a) There exist unique U(z) ∈ z−1(h⊥ ⊗ V)[[z−1]] and f(z) ∈ (h⊗ V)[[z−1]], such that
eadU(z)L(z) = ∂ + f(z)− z(s⊗ 1).
The coefficients of U(z) and f(z) can be recursively computed.
(b) Let a be a central element of h. Then F a(z) = e−adU(z)(a⊗ 1) satisfies equations (6.23).
Define the variational derivative of ∫ f ∈ V/∂V in invariant form:
δ ∫ f
δu
=
∑
i∈I
ui ⊗
δ ∫ f
δui
.
The second step is given by the following.
Theorem 6.3. Let f(z), a and F a(z) be as in Theorem 6.2. Let ha(z) = (a⊗ 1|f(z)). Then
(a) F a(z) = δ ∫ h
a(z)
δu
.
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(b) The coefficients of ha(z) =
∑
n≥0 ∫ h
a
nz
−n satisfy the Lenard-Magri relation (6.22).
(c) All the elements
∫
han ∈ V/∂V, where n ∈ Z+ and a is a central element of h, are in involution with
respect to both Poisson structures H and K.
For proofs of these theorems we refer to [DSKV13]. Note that the claim (c) of Theorem 6.3 follows from
claim (b) and Lemma 5.4.
Example 6.2. Let s be a regular semisimple element of g, so that h is a Cartan subalgebra, and let a ∈ h.
Then the above procedure gives the following sequence of densities of local functionals in involution, satisfying
the Lenard-Magri relation:
h−1 = 0, h0 = a, h1 =
1
2
∑
α∈∆
α(a)
α(s)
e−αeα,
h2 =
1
2
∑
α∈∆
α(a)
α(s)
e−αe
′
α +
1
2
∑
α∈∆
α(a)
α(s)2
e−αeα[e−α, eα] +
1
3
∑
α,β∈∆
α6=β
α(a)
α(s)β(s)
e−βeα[e−α, eβ], . . . ,
where ∆ is the set of roots of g and the root vectors eα are chosen such that (eα|e−α) = 1.
The corresponding Hamiltonian equations are:
db
dtn
= 0 for b ∈ h, n ∈ Z+,
deα
dt0
= α(a)eα, (6.24)
deα
dt1
=
α(a)
α(s)
e′α +
∑
β∈∆
β(a)
β(s)
e−β[eβ , eα]. (6.25)
The next equation is more complicated, so we give it only for g = sℓ2, a = s, α(s) = 1 :
deα
dt2
= e′′α − (2e
′
αα+ eαα
′)− (α|α)e2αe−α . (6.26)
Note that the elements of h do not evolve since they are central for the Poisson structure K.
In order to construct new PVAs from existing ones, we can use the classical affine Hamiltonian reduction
of a PVA V.
The classical affine Hamiltonian reduction of a PVA V, associated to a triple (V0, I0, ϕ), where V0 is a
PVA, I0 ⊂ V0 is a PVA ideal and ϕ : V0 → V is a PVA homomorphism, is
W = W(V,V0, I0, ϕ) = (V/Vϕ(I0))
adλϕ(V0), (6.27)
where adλϕ(V0) means that we are taking the adjoint action of Vϕ(I0) on V with respect to the λ-bracket.
Remark 6.2. V/Vϕ(I0) is a differential algebra, but the λ-bracket is not well defined on this quotient.
However, the λ-bracket is well defined on the subspace of invariants (V/Vϕ(I0))
adλϕ(V0).
Theorem 6.4. The λ-bracket on W given by
{f + Vϕ(I0)λ g + Vϕ(I0)} = {fλg}+ Vϕ(I0) (6.28)
is well defined and it endows the differential algebra W with a structure of a PVA.
Proof. Let W˜ = {f ∈ V | {ϕ(V0)λf} ⊂ V[λ]ϕ(I0)}, so that W = W˜/Vϕ(I0). It is a subalgebra of the
differential algebra V, and Vϕ(I0) is its differential ideal.
Check that W˜ is closed under the λ-bracket of V (i.e. W˜ is a PVA subalgbra): let h ∈ I0, f, g ∈ W˜, then
by the Jacobi identity
{hλ{fµg}} = {{hλf}λ+µg}+ {fµ{hλg}} ⊂ {V[λ]ϕ(I0)λ+µg}+ {fµV[λ]ϕ(I0)} ⊂
⊂ {V[λ]ϕ(V0)λ+µg}+ {fµV[λ]ϕ(V0)} ⊂ V[λ, µ]ϕ(I0). (6.29)
Finally, by the right Leibniz rule, Vϕ(I0) is a Poisson ideal of W˜: for f ∈ W˜ we have
{fλVϕ(I0)} ⊂ V{fλϕ(I0)}+ {fλV}ϕ(I0) ⊂ V{fλϕ(V0)}+ V[λ]ϕ(I0) ⊂ V[λ]ϕ(I0). (6.30)
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The main example of this construction is the classical affine W -algebra.
Example 6.3. Consider the affine PVA V = V1(g, s) with compatible λ-brackets (6.21). Let f be a nilpotent
element of g and let {f, h, e} be an sℓ2-triple, containing f. Let
g =
⊕
j∈ 12Z
gj
be the 12ad h eigenspace decomposition (so that f ∈ g−1). Assume that s ∈ gd, where d = max{j|gj 6= 0}.
Let V = P(g>0), let ϕ : V0 → V be the inclusion homomorphism, and let I0 ⊂ V0 be the differential ideal,
generated by the set
M = {m− (f |m)|m ∈ g≥1}.
It is easily checked that I0 is a PVA ideal of V0 with respect to both λ-brackets (6.21). Then the classical
affine W -algebra is the corresponding classical Hamiltonian reduction for both λ-brackets:
W(g, f, s) = W(V,V0, I0, ϕ).
Remark 6.3. The same construction does not work for vertex algebras because of the presence of quantum
corrections. However, for the usual associative algebras it actually works. The quantum (finite) Hamiltonian
reduction of an associative algebra A isW = W (A,A0, I0, ϕ) constructed as above, where A0 is an associative
algebra, ϕ : A0 →֒ A is a homomorphism of associative algebras and I0 ⊂ A0 is a two-sided ideal. Thus,
taking A = U(g), A0 = U(g>0) and I0 the two-sided ideal generated by the above set M , we get the quantum
finite W -algebra
W (g, f) = W (A,A0, I0, ϕ). (6.31)
Theorem 6.5 ([DSKV13]). As a differential algebra, the W -algebra W(g, f, s) is isomorphic to the algebra
of differential polynomials on gf , the centralizer of f in g.
In particular, for f principal nilpotent we get the classical Drinfeld-Sokolov reduction.
The problem is, for which nilpotent elements f can one construct the associated with W(g, f, s) integrable
hierarchy of Hamiltonian PDE’s? Drinfeld and Sokolov constructed such hierarchy in [DS85] for the principal
nilpotent f . (For g = sℓn it coincides with the Gelfand-Dickey n-th KdV hierarchy, n = 2 being the KdV
hierarchy.) Their method is similar to that in the homogeneous case. The same method can be extended,
but unfortunately not for all nilpotent elements.
Definition 6.1. A nilpotent element f ∈ g is called of semisimple type if f + s is a semisimple element of g
for some s ∈ gd.
These elements are classified for all simple Lie algebras g [EKV13]. For example, principal, subprincipal
and minimal nilpotent elements are of semisimple type. In exceptional Lie algebras about one third of
the nilpotent elements are of the semisimple type. In sℓN only those elements corresponding to partitions
(n, . . . , n, 1, . . . , 1) of N are of semisimple type.
Theorem 6.6 ([DSKV13]). Let g be a simple Lie algebra. If f ∈ g is a nilpotent element, such that f + s
is semisimple for s ∈ gd, then there exists a bi-Hamiltonian hierarchy associated to W(g, f, s), which is both
Lie and Liouville is integrable.
Remark 6.4. In the recent paper [DSKV15] for any nilpotent element f of gℓN and non-zero s ∈ gd an
integrable hierarchy associated to W (gℓN , f, s) is constructed.
6.4 Non-local Poisson structures and the Dirac reduction
Unfortunately in many important examples the PVA structure is not enough to deal with integrable systems,
as it is in the case of the KdV equation, since in practice most of the Poisson structures are non-local. Thus
we need to consider non-local PVAs, for which the λ-bracket takes value in V((λ−1)). Equivalently, the
associated operator H(∂) ∈Matℓ×ℓV((∂
−1)) is now a matrix pseudodifferential operator.
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Still, we can work with these structures, but we have to check that the axioms for a PVA bracket still make
sense when the λ-bracket is a map {·λ·} : V ⊗ V → V((λ
−1)). Sesquilinearity and the left and right Leibniz
rules are clear. For skewsymmetry we have to make sense of (λ+ ∂)−1: write (λ+ ∂)−1 = λ−1(1 + ∂
λ
)−1 and
then expand in the geometric progression, so we get a Laurent series in λ. More generally, for an n ∈ Z we
let
(λ+ ∂)n =
∑
k∈Z+
(
n
k
)
λn−k∂k. (6.32)
We only have problems with the Jacobi identity, and in order for it to make sense we need the λ-bracket to
satisfy an additional property, called admissibility:
{{aλb}µc} ⊂ V[[λ
−1, µ−1, (λ− µ)−1]][λ, µ]. (6.33)
The fact is that when we consider a term like {aλ{bµc}} we have to take Laurent series in λ and then Laurent
series in µ and these can not be interchanged, since what we get are completely different spaces. So, two
different terms of the Jacobi identity cannot a priori be compared, and we need this admissibility property
in order to do so. If H(∂) = A(∂) ◦ B(∂)−1 is a rational matrix pseudodifferential operator (that is, both
A(∂), B(∂) are ℓ × ℓ matrix differential operators and B(∂) is non-degenerate), then the λ-bracket defined
by the Master Formula (MF) is admissible.
Example 6.4. For V = P1 = F[u, u
′, u′′, . . .] examples of non-local Poisson structures are:
• H(∂) = ∂−1 (Toda)
• H(∂) = u′∂−1u′ (Sokolov).
More information about non-local PVA can be found in [DSK13]. In particular, it is shown there that
the Lenard-Magri scheme can be applied if both K(∂) and H(∂) are rational pseudodifferential operators.
One of the most important examples is the following pair of compatible non-local Poisson structures on the
algebra of differential polynomials in u and v, where κ ∈ F:
K =
(
0 −1
1 0
)
, H =
(
0 ∂
∂ 0
)
+ 2κ
(
u∂−1 ◦ u −u∂−1 ◦ v
−v∂−1 ◦ u v∂−1 ◦ v
)
, (6.34)
which produces the non-linear Schro¨dinger (NLS) equation:
du
dt
= u′′ + κu2v
dv
dt
= −v′′ − κuv2.
(6.35)
An important construction, leading to non-local PVA’s, is the Dirac reduction for PVA’s, introduced in
[DSKV14], which generalizes the classical Dirac reduction for Poisson algebras [Dir50].
Theorem 6.7 ([DSKV14]). Let (V, {.λ.}, ·) be a (possibly non-local) PVA. Let θ1, . . . , θm ∈ V be some
elements (constraints) such that
C(∂) = (({θβ ∂ θα})
m
α,β=1)→
is a non-degenerate matrix pseudodifferential operator. For f, g ∈ V let
{fλg}
D = {fλg} −
m∑
α,β=1
{θβ λ+∂ g}→ (C
−1)βα(λ+ ∂){fλθα} . (6.36)
Then this modified λ-bracket provides V with a structure of a non-local PVA, such that all elements θα are
central. Consequently, the differential ideal of the PVA VD = (V, {.λ.}
D, ·), generated by the θα’s is a PVA
ideal, so that the quotient of VD by this ideal is a non-local PVA.
Proof. Formula (6.36) defines the only λ-bracket, which satisfies sesquilinearity and skewsymmetry, and for
which all the θi are central. The proof of Jacobi identity is a long, but straightforward, calculation.
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Example 6.5. Consider the affine PVA V = V1(sℓ2, s) with the two compatible Poisson λ-brackets {.λ.}H
and {.λ.}K , given by (6.21). As in Example 6.2, choose a basis eα, e−α, s of sℓ2, such that
[eα, e−α] = s, [s, e±α] = ±e±α,
and the invariant bilinear form, such that (eα|e−α) = 1, (α|α) = −κ.
Consider the constraint θ = s (=a multiple of α). This constraint is central with respect to the λ-bracket
{.λ.}K . The quotient of V by the differential ideal, generated by θ, is the algebra of differential polynomials
P2 in the indeterminates u = eα, v = e−α. The induced on P2 λ-bracket by {.λ.}K is given by the matrix K
in (6.34), and the Dirac reduced λ-bracket {.λ.}H on P2 is given by the matrix H in (6.34). The reduced by
the constraint θ evolution equation (6.26) is the NLS equation (6.35).
This approach establishes integrability of the NLS equation, see [DSKV14a] for details. For other ap-
proaches see [TF86] and [DSK13].
Exercise 6.6. Dirac reduction of the affine PVA V1(g, s) by a basis of h, applied to equation (6.25), gives
an integrable Hamiltonian equation on root vectors of the reductive Lie algebra g:
deα
dt
=
α(a)
α(s)
e′α +
∑
β∈∆,β 6=−α
β(a)
β(s)
e−β[eβ , eα],
where a and s are some fixed elements of h, s being regular. Find its Poisson structures.
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