Abstract-This paper presents a performance analysis of soft decision based Lattice Reduction (LR) aided Schnorr-Euchner (SE) multiple-input-multiple-output (MIMO) detection algorithm with that of a hard one. We develop an advanced soft decoding scheme, for 4×4 MIMO with different modulation schemes and it provides 1.3 to 1.5 dB improvement compared to the LR-aided hard decision based detection method. The optimum parameters for K and saturation limit are further derived using extensive simulation. In the conventional K-best algorithm limiting the LLR values is not beneficiary in reducing the optimum size of candidate list, whereas applying the saturation limit on the LLR values in LR-aided algorithm will result in more than 8x reduction in list size as well as in the complexity of detector and LLR calculation unit.
, [7] .
The LR-aided K-best tree search algorithm was first proposed in [8] and [9] and improved in [10] . Compared to a conventional K-Best search, the LR-aided K-best algorithm has no boundary information about the symbols in the lattice-reduced domain. Practically, this means that the set of children in a given layer is infinite, as it is unconstrained. This infinite set is replaced by a finite subset in [8] and [9] developing a so-called "on demand" child expansion based on the Schnorr-Euchner (SE) strategy [10] for reducing the complexity of generating the subset. The algorithm is further improved by the addition of a priority queue and on demand child expansion in [11] . Then it is extended to the complex domain in [12] .
In this paper, we develop a soft decision based LR-aided K-best decoder, which enables the utility of lattice reduction in soft decision as well as reducing the gap between the K-best decoder and the maximum likelihood optimal decoder. In order to perform the soft decoding, we first compute the LLR values from the K best candidates at the last layer of conventional LR-aided MMSE extended K-best search. Then the LLR values are fed into an LDPC decoder and the results have been compared with the result of hard decision made on the best candidate of the last layer. As the candidate list is a subset of the tree, further optimization on list size is proved to be possible with limiting LLR values. A saturation of plus and minus eight is applied to limit the over confident LLRs that are the result of lack of hypothesis in candidate list. Combining LR, MMSE extension, and LLR clipping we were able to reduce the minimum required list size and also improved performance (e.g. for 4×4 antenna arrangement and 16 QAM compared with conventional K-best the list size will reduce from 256 [13] to 64 and compared to improved system without LLR clipping the list size is reduced more than eight times).
The rest of this paper is organized as follow. In Section II we introduce the MIMO detection problem based on LR-aided MMSE extended tree search algorithm. In addition, we have discussed the soft decoding of the algorithm in that section. Later in Section III we have analyzed the results for all of our studied cases and finally Section IV concludes this paper with a brief overview.
II. SYSTEM MODEL
The transmission model of a MIMO system with transmit antenna and receiving antenna and operating in symmetric M QAM scheme is: 
Here ‖⋅‖ denotes the 2-norm. This MIMO detection problem is also known as closest point problem in [14] that represents a search through the set of all possible lattice points. Each antenna provides a 2-level search: one for detecting real part and the other for imaginary part of transmitted symbol of that antenna. The distance between a received signal and a proposed hypothesis in 2 dimensional space is called the Euclidean distance which measures the error of that hypothesis. The search is satisfied by the solutions with minimum error. LR-aided detection is used to reduce the complexity of the ML detector [8] . Since lattice reduction requires unconstrained boundary, so the following change is made to (3) to obtain a relaxed search:
where is unconstrained constellation set as … , −3, −1, 1, 3, … . But may not be a valid constellation point, so a quantization step is applied:
where (. ) is the symbol wise quantizer to the constellation set . It is equivalent to naive lattice detection (NLD) studied in [15] and [16] . But the proposed NLD does not generally have good diversity-multiplexing tradeoff (DMT) optimally, even with the K best search [11] . To achieve DMT, the following modifications are proposed in [15] and [11] :
Here we have included MMSE regularization, = 2 with I as a × identity matrix, and and in (6) are the MMSE extended channel matrix and received signal vector defined as:
where 0 2 ×1 is a 2 × 1 zero matrix. LR-aided detectors apply lattice reduction to the matrix to find a more orthogonal matrix = , where T is a unimodular matrix. This reduction effectively finds a better basis for the lattice defined by the channel matrix, thereby reducing the effect of noise and minimizing error propagation. After the reduction, the NLD with MMSE becomes
where is the complex received signal vector and 1 2 ×1 is a 2 × 1 one matrix. After shifting and scaling of (8), we obtain:
A. K-Best Search
The K-Best search with lattice reduction proposed in [8] and [9] belongs to a particular subset of the family of breadth-first tree search algorithms. At a high algorithmic level of abstraction, the LR aided K best search is performed sequentially, solving for the symbol at each antenna. At first, it does QR decomposition on = , where Q is a 2 + × 2 orthonormal matrix and R is a 2 × 2 upper triangular matrix. Then (8) is reformulated as
where = . The error at each step is measured by the partial Euclidean distance (PED), e.g. the accrued error at a given level of the tree, for a given path through the tree.
For an arbitrary level of the tree, the K best nodes are collected, and passed to the next level for consideration. At the end, the K paths through the tree are evaluated. While working with hard decision, the path with the minimum overall error is selected as the most likely solution. In contrast for soft decision, each path of chosen K best paths is considered as potential candidates. Therefore, all of the chosen paths are passed to the LLR update unit for LLR calculation. The LLR values are then fed into the LDPC decoder for the final decoding.
B. On Demand Expansion
The principle of the on demand expansion scheme is that children of a given node in the tree can be enumerated in a strictly non-decreasing error order. It employs the Schnorr-Euchner (SE) strategy to perform an on-demand child expansion, where a child is expanded if only if all its better siblings are expanded and chosen as the partial candidates of the ℎ layer. A significant reduction on the node expansions is achieved in [7] , but both algorithms in [6] - [7] require at least ( + 2 ) operations to find the exact K best partial candidates for each layer. We have used algorithm in [7] to perform the list calculation. When working with hard decision, we compute the final solution by choosing the path with the minimum overall error. But for soft decision, each path of chosen K best paths is considered as potential candidates and passed to the soft input soft output decoder.
C. Soft Decoding LDPC soft decoder was introduced in [16] . For detectors, Hochwald et al. in [17] described a method to efficiently calculate the approximate LLRs from a list of candidates. It became possible to implement a soft output detector using (11). 
From the perspective of hardware design, the computation of LLR can be done in a separate unit. It keeps track of two numbers for each LLR; one for those whose k th bit of the candidate list is 1(Lambda-ML) and the other for 0 (Lambda-ML-bar). After that, the LLR values will be calculated as the subtraction of Lambda-ML and Lambda-ML-bar divided by two.
D. LDPC Decoder
An LDPC code is defined with parity check matrix called H. Each row and column of the matrix is associated with parity check equation and received bits respectively. Parity check equation using Tanner graph is also called check nodes and the coded bits can be represented by variable nodes. A variable node is connected to a check node when the associated bit in H matrix is 1. The process of decoding can be done with passing information through the edges of the graph. In this paper, we work with LDPC decoder based on our previous work presented in [18] - [19] .
III. RESULTS
This section demonstrates the performance of our proposed soft decision based MIMO detector. The signal to noise ratio (SNR) is defined as the ratio of received information bit energy to noise variance.
As the case study we considered the IEEE 802.16e standard. This standard supports up to 4x4 antenna arrangement and modulation scheme of QPSK, 16QAM, and 64QAM. For performance evaluation, we simulated and demonstrated the BER versus SNR curves with different list sizes. All the simulation achieved with simulation of 10 5 packet or at least presence of 100 error which happens first. To certain limit, the performance of both soft and hard detector will increase with the increase in list size and it will remain same for bigger list sizes. We first specified the optimum list size for each configuration (antenna arrangement and modulation scheme). Fig. 1 shows the BER versus SNR curve for hard decision after LDPC decoding for different modulation schemes. In the curves LDPC coded soft decoding, and LDPC coded hard decoding are represented by LCSD and LCHD respectively.
For hard decision LDPC decoder with QPSK modulation scheme, we can achieve maximum performance using list size of six. As demonstrated in Fig. 1 there is no improvement in the performance for list size of eight. In contrast if we decrease the value of K to 5, then the performance loss is considerable. The minimum list size required to obtain maximum performance is 10 for 16QAM and 25 for 64QAM. The curves in the Fig. 1 are demonstrating the optimum derived list size in compare to the smaller and bigger list sizes. If we consider the list sizes higher than the mentioned ones, the performance does not improve while for smaller list sizes the loss in performance is considerable. Same analysis has been applied to derive the optimum list size for Soft decision decoding as the result is demonstrated in Fig. 2 . For soft decision LDPC decoder, the optimum values of K are 256, 1024, and 1024 for QPSK, 16QAM, and 64QAM respectively. For soft decoding, we need bigger list than hard decoding. It is due to the fact that equation (11) ideally needs all the distances of tree to calculate the LLRs. It can be seen in Fig. 2 that, as long as the list size is large enough and the candidates of the list are those with the smallest distances (a "good enough" subset) a subset of candidates can be used to calculate the LLRs and there will be no performance loss. Conversely in hard decision decoding, we only consider the most probable candidate as our transmitted symbol. Therefore, the list size required for soft decision is dramatically higher than that of a hard one for a particular modulation scheme. The comparison of performance between hard and soft decoding for different modulation schemes is represented in Fig. 3 .
As it is demonstrated in Fig. 3 a 1 .5 dB improvement in performance can be achieved using LDPC coded soft decoding for QPSK modulation (at BER of 10 -6 ). In addition, performance improvement between hard and soft decoding is 1.3 dB for both 16 and 64QAM at the same level of BER. Hence using soft decoding more than 1 dB improvement in performance can be achieved. Engineering, Vol. 3, No. 4, July 2014 The proposed scheme can be further improved by introducing LLR clipping [13] . By empirical analysis, we establish that limiting the LLR values can decrease the optimum list size. Fig. 2 shows that with unbounded LLR values, a list size of 256 is required for optimum performance in QPSK system. Both for 16QAM and 64 QAM, the required list size is 1024. However, the same performance can be achieved with smaller list size by constraining the LLR values to a certain limit. Fig. 4-Fig. 6 show the performance for different values of K and LLR clipping. It is evident from Fig. 4 that we can attain the optimum performance by keeping the list size equal to 64 and setting a saturation limit of eight, i.e. LLR values can change in [−8,8] range. We have also included the curves for saturation limit of 4 and 16 with list size of 64 and also list size of 32 with saturation limit of eight to show the optimality of list size 64 and saturation limit of eight. All the curves show degraded or equal performance compared to list size of 64 and saturation limit of eight. All the parameters that provide equal performance have higher complexity (bigger list size or higher saturation limit), which is the reason that they have not been chosen as the optimum parameters. The optimum parameters can help us to achieve the same performance as the performance of very big unbounded list sizes. The same analogy can be applied for extracting the optimum list size and saturation limit for 16 QAM and 64 QAM. The performance curves for 16QAM and 64 QAM are presented in Fig. 5 and Fig. 6 respectively. The optimum parameters for both of the modulations are K=64 and saturation limit of eight. From Fig 5, we can also observe that using the derived parameters same performance as of list size 1024 with unbounded LLR values in 16QAM modulation scheme can be reached. For 64QAM, we can use K as 64 and keep the saturation limit to either 4 or 8 to achieve the best performance achievable by our method. Thus the optimum values of list size and saturation limit are 64 and 4 respectively and the performance curves are shown in Fig. 6 . Hence applying the saturation limit on the LLR values in LR-aided algorithm will result in 4x reduction in list size as well as in the complexity of detector and LLR calculation unit.
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In [13] the effect of LLR clipping is investigated on the optimum list size required by K-best algorithm and it has been shown that it cannot reduce the list size. The combination of LR and MMSE extension improves the achievable performance and also changes the property of K-best algorithm. This results in smaller required list size to achieve maximum performance. In the next section we will conclude our results.
IV. CONCLUSION
In this paper, we proposed a soft decision based MMSE extended K-best decoder exploiting the lattice reduction. Our improved MIMO soft detection algorithm has achieved 1.3 to 1.5 dB improvement comparing with hard detection. This paper also reports the optimized candidate list size and optimum saturation limit that should be applied for each modulation. We show that unlike the conventional K-best, LLR clipping can reduce the size of the optimum candidate list for new algorithm more than four times compared to conventional K-best and more than 8x compared to unclipped system with new algorithm.
