We investigate, for an arbitrary initial condition, the time dependent solutions for a fractional Schrödinger equation in the presence of delta potentials by using the Green function approach. The solutions obtained show an anomalous spreading asymptotically characterized by a power-law behavior, which is governed by the order of the fractional spatial operator present in the Schrödinger equation. C 2013 AIP Publishing LLC. [http://dx
I. INTRODUCTION
The idea of fractional dimension introduced by Hausdorff has attracted the attention of several researchers and became widely used after the pioneers works of Mandelbrot 1 about the fractal nature of several phenomena in many fields of science. In this context, the concept of noninteger order differentiation (fractional calculus) that emerges from the works of, for example, Leibniz, Liouville, Riemann, Grunwald, Caputo, and Letnikov [2] [3] [4] [5] has an effervescent scenario characterized by a continuously increasing list of applications from nonlinear dynamics 6 to anomalous transport. [7] [8] [9] [10] [11] [12] [13] An interesting aspect of this formalism concerns to the nonlocal and non-Markovian effects, which can be elegantly incorporated in the evolution equations by a suitable extension of the differential operators of integer order to operators of noninteger orders. In connection with this discussion, one of the relevant problems is how to extend the Schrödinger equation in order to incorporated nonlocal and non-Markovian characteristics. This point was worked out in Refs. 14-17 by using an extension of the Feymann path integral and investigated in Ref. 18 by incorporating fractional operators in the Schrödinger equation. Other situations about the fractional Schrödinger equation that emerges from these developments have been extensively investigated and analyzed in different contexts. [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] Following these developments, our goal is to obtain time dependent solutions, i.e., the Green functions (or propagator) which play an important role in this scenario of a fractional Schrödinger equation under the presence of delta potentials. This development is performed in Sec. II where we investigate the fractional Schrödinger equation by considering the potentials:
. The first case corresponds to a delta potential at the origin and in the second case the potential is composed of two delta functions at the positions l 1 and l 2 . In Sec. III, we present our discussion and conclusions.
II. FRACTIONAL SCHRÖDINGER EQUATION
Let us start our investigation about the time dependent solutions by considering the fractional Schrödinger equation 16, 17 in the presence of the potential V (x) = Vδ(x) and subjected to the boundary condition (± ∞, t) = 0 with an arbitrary initial condition (x, 0) = (x), where (x) is an arbitrary function. For this case, the fractional Schrödinger equation can be written as 
which corresponds a Riesz-Welly operator. 2 The usual case is recovered from the previous development for µ = 2 and, consequently, by choosing D µ=2 = 2 /(2m). The discussion involving the presence of fractional time derivative will be performed later on, after the development of the solution for the case characterized by two delta function, i.e., the case (ii).
The solutions and properties of Eq. (1) has been investigated in several contexts (see, for example, Refs. [28] [29] [30] . Here, we focus our attention on a different point: the time dependent solutions and, consequently, the influence of the spatial fractional derivative on the spreading of the solution by using the Green function approach. In this framework, the solution of Eq. (1) can be written as
with the Green function governed by the following equation
where
with G(±∞, x ; t, t ) = 0 and G(x, x ; t, t ) = 0 for t < t (causality condition). Applying the Laplace
st (x, s) = (x, t)) and Fourier transforms in Eq. (4), we obtain that
Equation (7) corresponds to the Green function of the cases analyzed in Refs. 14-17, where the fractional Schrödinger equation is considered in absence of potential term, i.e., V(x, t) = 0, in a nonlimited spatial region, and for µ = 2 it recovers the usual form of the propagator in the Laplace-Fourier space. Performing some calculations, it is possible to show that
By substituting Eqs. (7)- (9) in Eq. (6) and performing the inverse Laplace and Fourier transforms, we obtain that
with and
where E α, β (x) is the generalized Mittag-Leffler function. 31, 32 The Fox H-function (see the Appendix for some properties) present in Eq. (11) is asymptotically governed by a power-law behavior, in contrast to the usual case that is characterized by an exponential relaxation. In fact, it is possible to show that G f (x, t) ∼ iD µ t/(µ |x| 1+µ ), for µ = 1. The generalized Mittag-Leffler function, in Eq. (12), has also a power-law behavior in the asymptotic limit of long times. These characteristics incorporated in Eq. (10) lead us to a different behavior from the usual case. In Figs. 1(a) and 1(b), we illustrate the behavior of Eq. (10) for a repulsive and an attractive potential, i.e., V > 0 and V < 0. In the first case, the particle experiences an ultrathin barrier and in the second case there is one bound state. Note that the influence of the potential increases for values of µ → 1 and decrease for µ closed to the usual case, i.e., µ → 2. This feature is connected with the asymptotic behavior manifested by the Green function for x → ∞, which has a long tailed behavior for µ → 1 and has a short tailed behavior, similarly to the usual case, for µ → 2. In addition, Eq. (10) 
. This potential is characterized by two delta functions, one at the point x = l 1 and the other at the point x = l 2 . Note that this double barrier structure is the electronic analog to a Fabry-Perot interferometer. In addition, a double barrier structure may be used to approximate several configurations such as the related to resonant tunneling in semiconductor quantum-well structures or in quantum transport, where the spatial separation of the barriers is large compared to the individual barrier thickness. 33 By substituting this potential in Eq. (1), we obtain
In order to solve this equation, we also use Green function approach and Laplace-Fourier transforms as performed for the previous case. From Eq. (14), we obtain that
Applying the inverse Fourier and Laplace transforms in Eq. (15), it is possible to show that
The first term of Eq. (16) corresponds to the Green function of the free case and the other terms give the effect of the potential on the first term. In order to formally determine the previous Green function, we have to find the functions G(l 1 , x ; t, t ) and G(l 2 , x ; t, t ). After some calculations, it is possible to show that they can be written as
and
The result obtained for the last case extends, for the fractional case, the result obtained in Ref. 35 which, as discussed for the first case initially presented, is characterized by a different relaxation process from the usual case. Let us discuss the changes produced on the solution when fractional time derivatives are incorporated in above equations. 36 For simplicity, we focus our analysis on Eq. (1), without loss of generality. In this case, the solution for this equation, when the usual time derivative is replaced by a fractional time derivative in the Caputo sense, 2 is given by
The Green function is obtained by solving the following equation 2 4 ) with 0 < γ < 1, subjected to the boundary conditions G(±∞, x ; t, t ) = 0, and the fractional time derivative 2 defined as
where n − 1 < γ < n and G
Employing the previous procedure of calculations, it is possible to show that the solution of Eq. (24) in the Fourier space is given by
At this point, it is interesting to observe the presence of the generalized Mittag-Leffer function in the solution. This function has a power law behavior for G f,γ ( p, t) in the asymptotic limit of |p| → ∞. In contrast, the previous case is governed by a stretched exponential in the Fourier space, which changes the behavior of the solutions. By performing the inverse of Fourier transform in Eq. (26), we obtain
1, Fig. 1 where |G( p, x ; t, t )| → 1 to |p| → ∞), the case γ = 1 lead us to different asymptotic behavior for the Green function. This feature is connected to the presence of the generalized MittagLeffler function in the solution of the free case, which introduces a nonexponential asymptotic behavior for the solution.
III. DISCUSSION AND CONCLUSIONS
We have investigated the solutions of a fractional Schrödinger equation in the presence of the delta potentials. We have first considered the fractional Schrödinger equation in the presence of a single delta potential. For this case, we have obtained the time dependent solution for an arbitrary initial condition in terms of the Green function approach. In Figs. 1(a) and 1(b) , we have illustrated, for this case, the behavior of the Green function by considering different values of µ and shown that the influence of the effect of potential on the time evolution is greater for µ values closed one. This last point is connected with the long tailed behavior of the solution imposed by the spatial fractional derivative that depends on the index µ. For the second case, we have also obtained the time dependent solution in terms of the Green function approach and, similarly to the first case, a different relaxation process from the usual one is evidenced by the solutions. After these analysis, we have investigated the effect obtained on the solution when the usual time derivative is replaced by a fractional time derivative. For simplicity, we have worked out the situation characterized by a single delta potential and shown that the solution exhibited a different behavior of the one obtained for γ = 1. In particular, we have discussed that the Green function |G γ ( p, x ; t, t )| in the limit |p| → ∞ has a different behavior from the solution obtained for γ = 1, which was illustrated in Fig. 1 . Finally, we expect that the discussion presented here can be useful for the situations connected with the fractional Schrödinger equation.
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APPENDIX: FOX H-FUNCTION
The Fox H function (or H-function) may be defined in terms of the Mellin-Branes type integral 31, 37 
where m, n, p, and q are integers satisfying 0 ≤ n ≤ p and 1 ≤ m ≤ q. It may also be defined by its Mellin transform 
Here, the parameters have to be defined such that A j > 0 and B j > 0 and a j (b h + ν) = B h (a j − λ − 1) where ν, λ = 0, 1, 2, . . . , h = 1, 2, . . . , m and j = 1, 2, . . . , m. The contour L separates the poles of (b j − B j ξ ) for j = 1, 2, . . . , m from those of (1 − a j + A j ξ ) for j = 1, 2, . . . , n. 
