Abstract. If {Xn} is a sequence of vector valued random variables, {a"} a sequence of positive constants, and M = supn>l||(.Y, +. • • • + X")/an\\, we examine when E($(M)) < oo under various conditions on i>, [Xn], and (a"). These integrability results easily apply to empirical distribution functions.
1. Introduction. Let B denote a real vector space, $ a sigma-algebra of subsets of B, and || • || a seminorm on B. We say the triple (B, %,\\-||) is a //«ear measurable space if (i) addition and scalar multiplication are % measurable operations on B, (ii) for all t > 0 we have {x E B: \\x\\ < t) ÍB measurable, and (iii) there exists a subset F of the © measurable linear functional on B such that ||*||= sup |/(x)| (xEB). ( 1.2) In this paper we examine when E($(MX))< oo (1.3) provided $ is a finite, nonnegative, nondecreasing function on [0, oo) and {X") and {a") satisfy various conditions. In case $ is a function which does not grow too rapidly the application of Theorem 3.3 of [6] and the technique of Corollary 3.4 of [7] immediately yield results. To be precise, assume {X") is a sequence of independent random variables and $(4«) < c$(w) for some c > 0 and all m G [0, oo). If P(Mr < oo) = 1 for any r (and hence all r), then the results in [6] and [7] indicated above imply that (1.3) holds if and only if d> sup < oo.
(1.4)
For example, if the sequence {X") is i.i.d. and E\\XX\\P < oo (0 < p < oo), then P (M x < oo)= land E(M{)< oo (1.5) for p' < p provided an = max{«, ni//p). That is, to verify (1.5) one simply checks (1.4) with $(«) = up' and this is trivial. Hence in this case Af, has moments of orderp' for allp' < p whenever is ||A,||' < oo. Another example that we will be particularly interested in will be the situation when {Xn) is an i.i.d. sequence with is||.X,||/' < oo (p > 2) and a" = V2nLLn (n > 1). Here Lx denotes log x for x > e and 1 otherwise, and LLx denotes the composite function L(Lx). Then, if P(MX < oo) = 1, we have E(M()<oo (1.6) forp' < p. To verify (1.6) one simply checks (1.4) with $(«) = up'. If <P(u) = exp(w) we can apply Theorem 3.8 of [6] along with the technique in Corollary 3.4 of [7] . In this case the assumption on the individual summands is that £E Uxp\a -log,+5 -jl{W|>(Va) j < 00
(1.7)
for some a > 0, a > 0, and 8 > 0. Then P(MX < oo) = 1 implies there exists aß >0 such that E(exp(ßMx))<oo.
(1.8)
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However, in case $(«) = exp{Au2) the results mentioned above or those in [9, pp. 3-14] do not apply, and it is this situation that we examine here. An example of this type was established in [13] where it was proved that if {tj: j > 1} is an i.i.d. sequence such that P(tj = ± 1) = \, then for all ß > 0 we have expl ßsup e,+ + e" V2nLLn < oo.
(1.9)
We will obtain (1.9) as an easy corollary of the main result of §3, and applications to the empirical distribution function will be given in §4. Another aspect of the paper involves moments of the type £(exp()S||5||2)) where S = 2Zj>xXj is a convergent series, and the (Xj) satisfy certain conditions. Theorem 3.2 and its corollaries contain these results.
2. Some introductory lemmas., Here we will establish some estimates to be used in proving the results of §3. Marcus, Lecture Notes in Math., Vol. 526, Springer-Verlag, New York) we have E(Z2")=fJ>P(Z2">t)dt
(2.14)
and
Thus for 2\h\bk < 1 we have
where t0 = max(r0, 2) and cT = max(a, 2)
Inserting (2.16) into (2.10) we have for 2\h\bk < 1 that Combining (2.23) and (2.24) we have (2.21) so the lemma is proved.
3. Some exponential moments. We will prove several theorems regarding exponential moments of random variables of the form given in (1.2) as well as indicate some results for random series. Remark. If (3.2) holds for all ß > 0, then it is obvious that (3.1)(b) holds for all ß > 0. The interesting thing is that the converse is also true under the reasonable assumption that {S"/a"} is bounded in probability. This, for example, is always the case if B is a type 2 Banach space (see Corollary 3.1).
Proof. First assume the {Xj) are symmetric, and define for r = 1,2,...,
n>r First we will show that for every ß > 0 there exists an r(ß) such that r > r(ß) implies E(exp(ßM2)) < oo. (3.6) provided r is sufficiently large so that k > k(r) + 1 implies o^Jo^ > 1/4. Such an r exists since (3.1)(c)(i), (ii) implies that a^Ja^ -+\/2ask-*co. Now by Lemma 2.1 we have A, 0 < A < oo, such that for all n > 1 and h, E(exp(h\\Sn\\)) < exp hE\\Sn\\ + h2A2 2 b2 Thus the theorem holds if (Xj) is symmetric. To handle the situation when [Xj) is not symmetric we introduce a sequence {Zf. j > 1} which has the same distribution as (Xj) and independent of (Xj). Letting Ex (E^ denote expectations with respect to (Xj) ({Zj}), then by the previous case we have for the relevant ß > 0 that oo > EXE2 exp\ /îsup 2 bj(Xj -Zj)/an > E, exp ßE2snp Proof. Immediate from Theorem 3.1.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. This follows from Corollary 3.1 provided we show that (3.19)(c) implies (3.15)(c). Since the norm || • || is the supremum norm and S"(t)/Vn is a martingale in /, 0 < t < T, we have by the maximal inequality that P(\\Sn/Vn-\\>X)< X-XE(\S"(T)/Vh-1) < (E\Sn(T)f)l/2/Xnx/2 = x-1(yz|^,(r)|2),/2= o(i/X). If the sequence {Xj) is not symmetric, then we proceed as in the proof of Theorem 3.2 and the theorem is proved.
The next result is related to [6, Theorem 6.1], [14] , and [15] . Proof. Let b¡ = I*, I and define X} = YjXj/\xj\\ for y > 1. Then Theorem 3.2 applies immediately so the result is proved.
For the next result we need the idea of a cotype 2-Banach space. We say a Banach space B with norm || • || is of cotype 2 if for all sequences of mean zero independent 73-valued random variables XX,X2,..., we have a universal constant A such that for all n, E\\Xx + ---+Xnf>A^E\\XJ\\2 holds.
If d > 1, the limiting distribution of nx^2Dn was proved to exist by Kiefer and Wolfowitz [10] , and its form depends on F unlike the case d = I. However, (4.4) holds for all d > 1 provided F is continuous, as proved by Kiefer [11] . In addition, functional laws of the iterated logarithm are also known in this setting [4] , [17] .
What we do here is examine the integrability of the random variable M = sup Vñ/2LL~ñ D". Then it is known that x G D (Rd) iff for each t E Rd, we have xQ = hms^t^&Qx(s) existing for each of the 2d quadrants Q = QR¡ R(t), and x(t) = xQ. for Q* = Q>.>.
Hence we say the functions of D (W) are continuous from above (or the right), and have limits from below (or the left). The sigma-algebra % is the minimal o-algebra making the maps x -> x(t), t E Rd, all measurable, and the norm || • || is the usual sup-norm given by IW|=sup|x(/)|. That (D(Rd), %, || • ||) is actually a measurable linear space follows easily from the fact that an element x E D (Rd) is uniquely determined by its values on any fixed countable dense subset of Rd, and then emphasizing the ideas of [3] . Theorem 4.1. Let XX,X2,..., be independent Rd valued random variables with common distribution function F. Then for all ß > 0 we liave E(exp{ßM2))<oo (4.6) where M is defined as in (4.5). and this gives a rate of convergence for the empirical distribution S" to F. One can prove more than (4.8) (provided F is continuous), and this is done in [11, Theorem 2] . Furthermore, the integrability result in (4.6) could also be obtained directly from [11, Theorem l(m) ], but this would require a good bit of additional work. A result related to (4.8) when d = 1 and Xx, X2,..., are independent, but possibly nonidentically distributed random variables, appears in [16] .
