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The history of air pollution is as long as recorded history. The discovery of ®re and its use in caves probably led to the ®rst general exposure to`indoor' air pollution, and expansion of industry led to the ®rst general exposure tò outdoor' air pollution 1 . Much more attention has been paid to outdoor than indoor exposure and this may have distorted our thinking about the effects on health. People spend more than 80% of their lives indoors and for some pollutants the greater part of the exposure (the product of the ambient concentration of pollutant in a given environment and the length of time spent in that environment) may well be indoors. This is likely to be true for pollutants such as nitrogen dioxide, where indoor sources are important, but also for diesel-generated particles in urban areas. The latter are produced outdoors but penetrate indoors 2 .
The London of the Victorian period, with the fogwrapped alleys of Whitechapel providing a backdrop for crime and stories about crime, has become a standard image of 19th century urban pollution. This was pollution caused largely by the use of coal for domestic heating. High concentrations of smoke and sulphur dioxide persisted in London in winter from Victorian times until the 1950s. Cold still conditions leading to air stagnation over London led to an accumulation of pollutants, and notable fogs occurred in the cold 1890s. In 1905 des Voeux, of the Coal Smoke Abatement Society, coined the word smog as a contraction of smoke and fog. Efforts to reduce levels of smog were made in the early 20th century but until the London smog of 1952 it was not widely appreciated that such conditions led to great loss of life and exacerbation of ill-health. The 1952 smog hastened the death of perhaps 4000 peopleÐthe elderly and the very young suffering most. This led to a public outcry, a Private Member's Bill being launched by the MP Gerald Nabarro, and the Clean Air Act of 1956. The Act has been credited with much progress, but records of smoke concentrations at Kew in West London show that it produced surprisingly little acceleration in the rate of decline of annual average concentrations of smoke 3 . People were already turning away from coal and towards gas and electricity and the improvement in conditions re¯ected the growing prosperity of the period. By the 1970s, levels of pollution, measured as smoke and sulphur dioxide, had probably not been lower in London for many hundreds of years and many people inferred that the smog problem was over. One of those who disagreed was Professor P J Lawther, who warned that concentration on obvious air pollution episodes had distracted attention from the more insidious effects of long-term exposure 4 . This advice was ignored. Lawther was correct: as will be discussed later, lifelong exposure to current levels of pollution can substantially reduce life expectancy.
In retrospect, it was clearly wrong to conclude that, simply because appalling episodes of air pollution had disappeared, the remaining levels of air pollution had no effect. That such a conclusion was reached re¯ects, amongst other things, the limited epidemiological techniques then available to detect the effects of air pollutants on health. Today, better techniques exist and they have revealed that day-to-day variations in levels of air pollutants are still signi®cantly associated with day-to-day variations in counts of deaths and admissions to hospital 5 . These ®ndings have generated a controversy both lively and acrimonious. When the new results ®rst appeared they were widely doubtedÐ in part for good scienti®c reasons and in part, perhaps, because it was appreciated that they would lead to calls for further and possibly costly reductions in the generation of air pollutants. Some workers tried hard to ®nd fault with the design of the studies and, having failed, attempted to discredit the interpretation. What then are these studies and why have some people found the results dif®cult to accept?
TIME-SERIES ANALYSIS
The new approach can be summarized in two wordsÐtimeseries. Time-series techniques are by no means new but the need for modern computers and special methods for generating multiple linear regression models has limited their application in the air pollution ®eld to the past ®fteen or so years. In essence the method involves development of statistical regression models to represent an association between daily levels of air pollutants and daily counts of events such as deaths. Many factors affect the number of deaths occurring each day: ambient temperature is perhaps the best known. If we are looking for an effect of pollution, temperature is a confounding factor and must be accounted for. Similarly, day of the week and season are important, as are epidemics of infectious diseases such as in¯uenza. Methods to allow for any effects of these confounding factors have been developed. A detailed and clear discussion has been provided by Hurley 5 . Once all the known (and this begs a question) confounding factors have been taken into account the association between daily concentrations of pollutants and daily events can be examined. It may be positive or negative, either statistically signi®cant or non-signi®cantÐor there may be no association at all. The association is often presented as the increased risk of an event occurring with a de®ned level of pollution. This is simply another way of describing the slope of the regression line linking daily pollution concentrations and daily events. For example, we might say that the daily deaths increased by 1% for each 10 mg/m 3 increase in particle concentration measured as PM 10 (the mass of particles generally less than 10 mm aerodynamic diameter per cubic metre of air). The relative risk (RR) associated with 10 mg/m 3 PM 10 is thus 1.01. For the result to achieve statistical signi®cance at the 95% level, the 95% con®dence intervals (CI) about the central estimate should not include a ®gure lower than 1. For example, a RR of 1.01 (CI 1.00±1.03) would be regarded as signi®cant, one of 1.01 (CI 0.95±1.02) would not. Such a test of statistical signi®cance reveals nothing of the likelihood of causality.
How large are the effects?
A great many time-series studies have now been reported and in general the results point to a positive association between daily levels of pollutants and daily counts of a wide range of events indicative of ill-health. However, the size of the effect, in terms of RR at ambient levels, is very small. Does this matter? Some critics have argued, with some justi®cation, that for such small relative risks the possibility that confounding by either unknown factors or known factors, inadequately accounted for, cannot be ignored 6 . On these grounds they argue that the results are unreliable and urge that the question of association should be regarded as moot. This might be a satisfactory approach if the small size of the relative risk was matched by the size of the possible impact on public health. It is not. In 1997 the Department of Health set up an expert group to advise on the size of the effects of air pollution on health in the UK today. The group, using data from time-series studies and from the current monitoring of air pollutants in the UK, concluded that many thousands of people each year had their date of death or admission to hospital affected by air pollution 7 . The group went to some lengths to make clear that the data did not allow calculation of the extent of the effectsÐin terms of by how much such events are advanced by air pollution. Thus 10 000 deaths per year means only, and precisely, that the dates of death of 10 000 people may have been affected by air pollution. Perhaps some deaths are advanced by only a day; perhaps others are advanced by years. Clearly we lack key information needed to decide the importance of these ®ndings; but to ignore such ®ndings would be culpable.
Perhaps even more worrying than the results of the time-series studies are the results of cohort studies, undertaken so far only in the USA. These show that, after accounting for a wide range of factors affecting an individual's health such as smoking, education and employment, an association persists between life expectancy and current ambient levels of ®ne particles. Preliminary analysis suggests an average loss of life expectancy of perhaps a year associated with the pollution levels currently existing in European countries 8 . If this is the case then these studies will re¯ect a larger and perhaps more important effect than the time-series studies.
The plausibility debate
Why have some people found the time-series studies dif®cult to accept? Much turns on the question of causality. In 1965, Sir Austin Bradford Hill set out his views on ways to assess the possible causality of a statistical association 9 , and these were discussed at greater length in his Principles of Medical Statistics 10 . Of the features identi®ed (often wrongly termed criteria or tests), only oneÐthat of a sensible relationship in time between postulated cause and speci®ed effectÐis a true test: i.e. the cart must follow the horse. Various authors have stressed the way in which the features of the associations produced by time-series studies ®t well with the concept of a causal relationship. Bates, focusing on coherence, has forcefully argued the importance of this feature 11 . Others have taken a different view 6 . When the associations were ®rst described toxicologists rapidly identi®ed a stumbling blockÐthat the associations just did not look biologically plausible. Biological plausibility was one of Bradford Hill's features though he stressed that What is biologically plausible depends on the biological knowledge of the day' and went on to point out that Pott's observation linking scrotal cancer and exposure to soot was biologically implausible in its day. Nonetheless, many scientists thought that very small increases in concentrations of pollutants were unlikely to have important effects on health. A much more plausible notion, to some, was that the epidemiological work was in some way erroneous. It is fair to say that the sceptics could be correct and that we do not know the mechanisms by which small increases in concentrations of pollutants could affect counts of daily deaths or of admissions to hospital. Emphasis has been placed on trying to understand the effect of particles and here some progress has been made.
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The implausibility of the associations with particles turned on the use of mass as an index of pollutant concentration. 10 mg/m 3 is a very low concentration of particles. Such a statement leads to the question: low compared with what? WellÐlow compared with indoor concentrations measured close to people, low compared with London in the 1950s and very low compared with levels accepted as harmless in occupational medicine. These good points may be countered by debating comparability of particle composition, particle size distribution and the likely sensitivity of the exposed population. This debate is not over and attention now focuses on the possible effects of ultra®ne particles, i.e. those less than 0.1 mm in diameter.
PARTICLE SIZE
Studies in the USA and the UK have shown that the toxicity of substances as different as titanium dioxide, carbon black and polytetra¯uoroethylene fumes depends on particle size 12, 13 . Take the example of titanium dioxide. When prepared as an aerosol of particles of about 0.25 mm diameter and administered to a rat by inhalation it produces few effects; but at 0.02 mm a brisk, acute, in¯ammatory response ensues. The mechanism remains obscure but several theories have been proposed 14 . One is that ultra®ne particles have particularly active surface chemistriesÐ perhaps due to their extreme surface curvature. Another is that free radical formation is important, possibly dependent on the presence of transition metals at the particle surface. Yet another proposes rapid translocation of ultra®ne particles across the alveolar epithelium and their in¯ammatory action in the pulmonary interstitium 15 . Perhaps all three theories are true. Another strand of evidence of the importance of very small particles comes from epidemiological studies undertaken in Germany and the UK 16 . The observation of Seaton's group that exposure to particles is associated with a decline in the red cell count, and thus possibly with a decrement in oxygen supply to the myocardium, has stimulated interest in the possible cardiovascular effects of particles 17 . The picture has therefore changed during the past few years: far from there being no theories as to how exposures to low concentrations of particles could damage health there is now almost an embarrassment of theories. But they are still only theories.
One line of criticism, persistently raised, is that if pollutants are having such large effects at present-day concentrations then why were much larger effects not seen in the era before the Clean Air Act? This may be answered in four ways. First, the methods now available to detect effects were simply not in use in and before the 1950s. Secondly, it is possible that the relationship between levels of pollutants and effects on health is not monotonic and¯a ttens at high concentrations. (Some support for this has come from the work of Schwartz and Marcus 18 . The explanation for the less-than-expected effects at high levels is obscure but might include rapid reduction of vulnerable populations on the ®rst or second days of very severe air pollution episodes and thus a reduced effect for each remaining day of the episode. It is also possible that under some conditions susceptible people take pains not to be exposedÐperhaps by staying indoors.) Thirdly, it is at least possible that the inherent toxicity of the ambient aerosol has increasedÐthough this explanation cannot apply to gases such as sulphur dioxide. Fourthly, the exposed populations might have become more susceptible.
ACTION
Where does this leave us? The position may be summarized as follows. Developments in epidemiological methods have demonstrated statistically signi®cant but weak associations between current levels of air pollutants and a range of indices of ill-health. These associations are dif®cult to explain in mechanistic terms but if they do represent causal relationships then the effect on public health, in terms of numbers of people affected, is large. Whether the effect is important is less easy to say. It could be that the extent of shortening of life is small and that many of those whose admissions to hospital are linked with levels of air pollutants would have been admitted within a few days even without the in¯uence of air pollutants. These arguments become harder to sustain as general practitioner consultations, symptoms, and the use of anti-asthma therapies are all shown to be linked with levels of air pollution. The real challenge is to decide whether to apply the precautionary principle in the interpretation of the results now available. In the UK and many other countries, this has been done and policies to reduce levels of air pollutants are being developed and enacted.
Is air pollution better or worse than it was? Out of doors, ambient concentrations of pollutants in the UK have fallen substantially since the 1950s. In parallel with this our ability to detect effects on health has improved and effects are now detected at levels that would hitherto have been regarded as of no consequence to health. That the total effects caused by air pollutants have increased is dif®cult to believe. The challenges for the early years of this century will be to unravel the mechanisms that drive these effects, to establish priorities for action among the various pollutants and to continue epidemiological work to establish whether reduction in pollutants is in fact associated with reductions in health effects. This last task may well provide the real answer to our question. 
