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Resumen
En la presente tesis doctoral se realiza un estudio anal´ıtico y nume´rico sobre la dina´mica de
un convertidor Boost cuando es controlado con la te´cnica ZAD. Se hizo una discretizacio´n
del sistema (mapa de Poincare´), la cual consiste en tomar un muestreo del mismo en cada
periodo de conmutacio´n. Con esta metodolog´ıa se determina la existencia de o´rbitas nT -
perio´dicas y su respectiva estabilidad. La estabilidad de las o´rbitas 1T -perio´dicas se realiza
tambie´n mediante el ca´lculo anal´ıtico de los Exponentes de Floquet. Se muestra la presencia
de caos mediante simulacio´n nume´rica de los Exponentes de Lyapunov. El caos es controla-
do mediante las te´cnicas FPIC y TDAS. Se determina la presencia de una bifurcacio´n tipo
Big-Bang y se demuestra parcialmente el feno´meno de adicio´n de periodo.
Palabras clave: Sistema dina´mico, Convertidor de potencia, Estabilidad, Bifurcacio-
nes, Caos.
Abstract
In this thesis a study of the dynamics of a Boost converter with ZAD strategy is done. The
study was done using both pulse width modulators CPWM as well as LPWM. We did a
discretization of the system taking a sample of the system in each switching period (Poin-
care´ map). We can determine the existence of nT -periodic orbits and his respective stability
with this methodology. The stability of 1T -periodic orbits is realized also by means of the
analytical calculation of Floquet Exponents. The presence of chaos is done by numerical si-
mulation of Lyapunov Exponents. The chaos is controlled both with FPIC as well as TDAS
techniques. The presence of Big-Bang bifurcation is showed and the addition period pheno-
menon is partially obtained.
Keywords: Dynamical Systems, Power converter, Stability, Bifurcation, Chaos.
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Capı´tulo1
Introduccio´n
Resumen
Este Cap´ıtulo presenta el estado del arte acerca de los trabajos
realizados sobre la dina´mica de algunos convertidores de potencia
manejados con PWM y ZAD, en particular del Boost. Se presen-
tan ventajas y desventajas que se han encontrado en este tipo de
sistemas al aplicar te´cnicas cla´sicas de control y estabilidad. En
ese sentido, este Cap´ıtulo es una motivacio´n al desarrollo de esta
tesis.
1.1. Motivacio´n
Los convertidores DC-DC son configuraciones en la electro´nica que permiten, a partir de
una fuente de tensio´n determinada, controlar la tensio´n a la salida del convertidor, es decir,
actu´an como puentes de transferencia de energ´ıa entre fuentes y cargas, ambas de corriente
directa. Esto conduce de manera natural a la pregunta de co´mo transferir la energ´ıa desde
la fuente con amplitud Vin a la carga que necesita una tensio´n Vref y que haya la mı´nima
pe´rdida de potencia. Dentro de las mu´ltiples aplicaciones que tienen estos convertidores
esta´n las fuentes de potencia en computadoras, sistemas distribuidos de potencia, sistemas
de potencia en veh´ıculos ele´ctricos, aeronaves, etc.
Es as´ı que la importancia de los convertidores DC-DC ha generado un campo propio de
investigacio´n en la electro´nica de potencia.
Se ha establecido que alrededor de un 90 % de la energ´ıa ele´ctrica se procesa a trave´s de
convertidores de potencia antes de su uso final [7]. Existen varios tipos de convertidores DC-
DC con diferentes propo´sitos. En algunos la tensio´n de salida es mayor que la de la entrada,
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mientras que en otros es menor. En la actualidad tenemos, entre otros, los convertidores
Boost, Buck, Buck-Boost.
De especial intere´s tenemos el convertidor Boost, el cual es un elevador de tensio´n y adema´s
su implementacio´n es relativamente sencilla.
En la mayor´ıa de los casos, las aplicaciones del convertidor boost esta´n orientadas a fuentes de
potencia o en sistemas de potencia fotovoltaicos como primeras etapas de acondicionamiento
de potencia. Uno de los principales problemas que presenta este tipo de topolog´ıas en su
disen˜o es la estabilidad del sistema frente a perturbaciones de entrada y salida.
Debido a su configuracio´n, los convertidores de potencia se pueden ver como sistemas de
estructura variable. En la de´cada de los 80 se empiezan a disen˜ar controladores en modos
deslizantes para este tipo de sistemas [9]. En [12], Carpita disen˜a un controlador basado en
modos deslizantes y lo define como una superficie dada por una combinacio´n lineal del error
y la derivada del error. Sin embargo, este tipo de disen˜os presenta el inconveniente de generar
Chattering en el sistema, lo cual aumenta el rizado y la distorsio´n a la salida.
Para efectos de implementacio´n de un convertidor, se espera que, teo´ricamente, el interruptor
conmute so´lo un nu´mero finito de veces por periodo.
En el 2001 se reporto´ por primera vez la te´cnica de control ZAD (Zero Average Dynamics),
la cual consiste en definir una superficie de conmutacio´n y obligar a que el sistema dina´mico
que gobierna el convertidor evolucione en promedio sobre dicha superficie [26]. Esta te´cnica
garantiza frecuencia fija de conmutacio´n. Se trata de un disen˜o en el que se fija una salida
auxiliar y con base en ella se define una accio´n de control digital que garantiza promedio de
la salida auxiliar, en cada iteracio´n [3]. La superficie de conmutacio´n que usaremos en esta
tesis se define como una combinacio´n lineal del error en la tensio´n y el error en la corriente:
s(x(t)) = k1(x1(t)− x1ref ) + k2(x2(t)− x2ref ) (1-1)
La te´cnica ZAD se ha implementado en el convertidor Buck [1], donde se hace uso de la
superficie de conmutacio´n
s(x(t)) = (x1(t)− x1ref ) + ks(x˙1(t)− x˙1ref ) (1-2)
mostrando buenos resultados en cuanto a robustez y bajo error de salida.
Sin embargo, cuando se aplico´ la te´cnica ZAD al convertidor tipo Buck manejado con PWML
(modulador de anchura de pulso al lado), no se obtuvieron buenos resultados en cuanto a
capacidad de regulacio´n del sistema cuando opera en re´gimen cao´tico [1].
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Una de las cosas que motivo´ el desarrollo de la presente tesis, es el determinar la dina´mica
del convertidor Boost cuando es controlado con ZAD.
Para aplicar la te´cnica ZAD hay que definir un esquema de control. En este trabajo usaremos
los controladores PWMS (modulador de anchura de pulso al centro sime´trico) y PWML, los
cuales se especificara´n en el pro´ximo cap´ıtulo.
Por otro lado, tradicionalmente se han disen˜ado controladores para calcular el ciclo de trabajo
basados en me´todos de rampa [25], donde el interruptor esta´ en la posicio´n ON cuando la
sen˜al de control este´ por debajo de la rampa, y el interruptor estara´ en OFF cuando la sen˜al
de control este´ por encima de la rampa (Figura1-1)
Figura 1-1: Control por rampa.
Se ha demostrado la presencia de feno´menos de bifurcaciones y caos en convertidores tipo DC-
DC, debidos entre otras cosas a la no linealidad de la accio´n de conmutacio´n (determinada
por el tipo de controlador empleado) [23], [25],[28], [37].
Por ejemplo, el feno´meno de caos se confirmo´ en circuitos electro´nicos en la de´cada de los 80
con los trabajos de Baillieul y sus colaboradores [6]. La presencia del feno´meno de caos en
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convertidores de potencia fue confirmada experimentalmente por Deane en un convertidor
Buck [14].
Desde el punto de vista aplicado (por ejemplo, en convertidores) y teo´rico, es interesante
buscar la forma de eliminar el comportamiento cao´tico. La idea es controlar las o´rbitas
perio´dicas inestables.
Han sido varios los investigadores que se han dedicado a este estudio. Dos de las te´cnicas
ma´s usuales para controlar el caos son la OGY y la TDAS.
La te´cnica OGY (Ott, Grebogi, and Yorke, 1990, [41]) permite estabilizar o´rbitas perio´dicas
inestables inmersas en el atractor cao´tico. La o´rbita inestable se ”estabiliza”variando leve-
mente un para´metro disponible del sistema p ∈ [p∗ −∆pmax, p∗ + ∆pmax], siendo p∗ el valor
del para´metro para el cual existe la o´rbita perio´dica inestables y ∆pmax la ma´xima pertur-
bacio´n permitida del para´metro disponible. El me´todo obliga a la trayectoria a acercarse a
la variedad estable de la o´rbita perio´dica inestable x∗ a medida que se incrementa el nu´mero
de iteraciones del mapa de Poincare´. La te´cnica OGY ha sido aplicada a convertidores ti-
po Buck ([25],[47]), mostrando buenos resultados de estabilizacio´n de las o´rbitas inestables.
Tambie´n se han propuesto variaciones de esta te´cnica, mostrando de manera anal´ıtica y
nume´rica su utilidad,[8], [21]. Por ejemplo, se ha utilizado la te´cnica OGY para estabilizar
o´rbitas inestables T− perio´dicas y 2T− perio´dicas en un convertidor Buck, haciendo uso del
cara´cter lineal a tramos del sistema. Una de las limitaciones que presenta la te´cnica OGY es
que funciona so´lo para estabilizar UPOs (o´rbitas perio´dicas inestables) del tipo silla.
La te´cnica TDAS (Time Delayed AutoSynchronization) toma como base de realimentacio´n
el estado retardado del sistema [48]. Este es un me´todo efectivo para estabilizar o´rbitas pe-
rio´dicas inmersas en atractores cao´ticos. La sen˜al de control se construye a partir del estado
actual del sistema y el estado retrasado por un periodo de la o´rbita perio´dica inestable. La
te´cnica TDAS tiene la ventaja que so´lo se requiere como informacio´n, el periodo de la o´rbita
perio´dica inestable que se desea estabilizar [11],[48]. Esta te´cnica ha sido utilizada amplia-
mente en el control de caos de convertidores DC-DC [3],[27],[40] y en sistemas dina´micos
[16],[49]. Tambie´n se ha aplicado experimentalmente a un convertidor Buck operando en
modo de conduccio´n discontinua (DCM) [31].
En su tesis de doctorado, Angulo [1] introduce una nueva te´cnica de control de caos en
sistemas dina´micos, llamada FPIC (Fixed Point Induced Control) ya que lo que hace es
obligar al sistema a que evolucione al punto fijo de la aplicacio´n de Poincare´ correspondiente.
Se parte del conocimiento del punto fijo o el valor de estado estacionario de la sen˜al de
control, ya sea anal´ıtica o nume´ricamente, y luego se disen˜a la estrategia de control. El eje
central de la demostracio´n es el Teorema de Continuidad de Valores Propios, el cual nos
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dice que matrices cercanas (con cualquier norma que se escoja en el espacio de matrices)
tienen valores propios cercanos. La ventaja de esta te´cnica radica en que sirve para estabilizar
o´rbitas nT−perio´dicas y no se necesita medicio´n alguna de las variables de estado.
La te´cnica FPIC se ha estudiado con ma´s detalle en [2], donde se muestra de manera anal´ıtica
la forma de calcular el valor de N asociado al controlador, usando el Teorema de Continuidad
de Valores Propios y la Teor´ıa de Medida de Matrices. En este mismo trabajo se aplica FPIC
a sistemas dina´micos cla´sicos como lo son el mapa de He´non y el mapa del Seno.
En esta tesis se ha implementado la te´cnica FPIC en el convertidor Boost controlado con
ZAD, con y sin periodo de atraso. Los resultados se comparan con la te´cnica ZAD y se
muestra que la primera es ma´s eficiente en cuanto a rapidez de estabilizacio´n de las o´rbitas
inestables.
Por otro lado, inicialmente se reportaron rutas hacia el caos en convertidores de potencia
a trave´s de doblamientos de periodo [24],[30],[37],[40]. Posteriormente se reportaron rutas
hacia el caos por cuasi-periodicidad [18], [20] y ruptura de la dina´mica toroidal [19]. En este
trabajo, se han encontrado ba´sicamente rutas hacia el caos por doblamiento de periodo.
Un estudio de los feno´menos no lineales en convertidores de potencia que incluye ana´lisis de
estabilidad, rutas hacia el caos y ana´lisis de convertidores en modo de conduccio´n discontinua,
se pueden encontrar en [10] y [50].
Capı´tulo2
Marco Teo´rico
Resumen
Este cap´ıtulo presenta herramientas ba´sicas para el ana´lisis de la
dina´mica del convertidor Boost cuando es controlado con ZAD.
Se describe el sistema de ecuaciones del Boost y la estrategia de
control a usar con la cual se calcula el ciclo de trabajo, la cual
corresponde a un PWMC. Se hace un estudio de la dina´mica del
Boost cuando permitimos que el sistema evolucione sobre una
superficie de conmutacio´n s(x(t)), con el fin de obtener relaciones
entre las variables de estado.
2.1. Convertidor Boost
Nuestro marco de estudio se basa en los sistemas de ecuaciones diferenciales descritos por
dos configuraciones en el espacio de estados:
·
X = f (X, u, t) =
{
A1X + b1 si u = 0
A2X + b2 si u = 1
(2-1)
siendo X = X(t) = (x1, x2)
T ∈ R2, Ai ∈ (M2×2,R), bi ∈ (M2×1,R). La variable de control
u toma valores en el conjunto {0, 1}, depende del tiempo, y queda especificada por el tipo de
control que se implemente. Dado que las matrices A1 y A2 son diferentes, se tiene entonces
que el campo vectorial f es discontinuo. Este tipo de discontinuidad es la responsable de
inducir efectos no lineales cuando se este´ modelando un convertidor, por ejemplo en el Boost
([9]).
Una forma compacta de escribir el sistema (2-1) es la siguiente:
X˙ = A1X + b1 + [(A2 − A1)X + (b2 − b1)]u (2-2)
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que se puede escribir entonces como
X˙ = f (X, t, u) (2-3)
Esta u´ltima es la expresio´n de lo que se conoce como un Sistema de Control donde en este
caso u ∈ R es la variable de control o entrada del sistema [33]. Desde el punto de vista de la
teor´ıa de control, como la variable de control multiplica al vector de variables de estado, el
sistema (2-2) no es lineal. El sistema de control que define al convertidor Boost se simplifica
debido a que en este u´ltimo b2 = b1, como veremos ma´s adelante.
El esquema ba´sico de un convertidor Boost es el que se muestra en la Figura 2-1.
Figura 2-1: Esquema de un Convertidor Boost.
En este Figura, Vin es la tensio´n de entrada, i es la corriente en la inductancia del inductor
L, S es el interruptor, D el diodo, C la capacidad del condensador y v la tensio´n en la carga
o tensio´n de salida.
El principio ba´sico de funcionamiento del convertidor Boost es el siguiente:
1. Cuando el interruptor S esta´ cerrado (estado ON), la bobina L almacena energ´ıa de
la fuente de tensio´n Vin, mientras que la carga es alimentada por el condensador C.
2. Cuando el interruptor esta´ abierto (estado OFF), la corriente so´lo puede pasar a trave´s
del diodo D y alimenta al condensador C y a la carga.
El convertidor Boost queda regido por el siguiente sistema de ecuaciones diferenciales:
dv
dt
= − 1
RC
v +
1
C
i(1− u)
di
dt
= − 1
L
v(1− u) + Vin
L
(2-4)
En consecuencia, el espacio de estados en el que evoluciona el sistema que describe el conver-
tidor Boost, es un subconjunto S1 ×R2 (donde S1 es el c´ırculo unidad), y esta´ representado
en la Figura 2-2.
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Figura 2-2: Espacio de estados para el convertidor Boost.
Realizando el cambio de variables
x1 =
v
Vin
, x2 =
√
L
C
i
Vin
, s =
√
LCt,
el sistema queda expresado en te´rminos del u´nico para´metro γ =
√
L
R2C
de la siguiente
manera:(
x˙1
x˙2
)
=
( −γ 1− u
u− 1 0
)(
x1
x2
)
+
(
0
1
)
(2-5)
Desde el punto de vista teo´rico, como el convertidor Boost es un elevador de tensio´n, se tiene
que v > Vin, as´ı que x1 > 1. Por lo tanto, al realizar la simulacio´n del sistema debemos tener
presente que la condicio´n inicial en tensio´n debe ser estrictamente mayor a 1, para facilitar
el arranque.
Cuando u var´ıa en el conjunto {0, 1} obtenemos un sistema lineal a trozos que se puede
expresar entonces como:
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X˙(t) = A1X(t) +B, si u = 1
X˙(t) = A2X(t) +B, si u = 0 (2-6)
siendo A1 =
( −γ 0
0 0
)
, A2 =
( −γ 1
−1 0
)
y B =
(
0
1
)
.
Se trata entonces de un sistema de ecuaciones diferenciales dado por la ecuacio´n (2-1), que
se puede escribir de forma compacta como
X˙ = A1X +B + (A2 − A1)Xu (2-7)
Es conocido que la solucio´n de cada topolog´ıa dada en (2-6) viene dada por [13], [22]:
Xi(t) = φi(t− t0)X(t0) + ψi(t− t0) (2-8)
donde φi(t− t0) = eAi(t−t0) y ψi(t− t0) =
∫ t
t0
eAi(t−τ)Bdτ .
Teniendo en cuenta cada topolog´ıa y calculando las exponenciales matriciales, se tiene que:
ψ1(t− t0) = B(t− t0) y ψ2(t− t0) = A−12
(
eA2(t−t0) − I2
)
B (2-9)
donde I2 es la matriz identidad de taman˜o 2× 2.
En te´rminos de cada una de las componentes, las soluciones del sistema (2-5) quedan de la
siguiente manera:
Para la topolog´ıa 1 (u = 1)
x1(t) = x1(t0)e
−γ(t−t0)
x2(t) = x2(t0) + (t− t0) (2-10)
Para la topolog´ıa 2 (u = 0)
x1(t) = e
− γ
2
(t−t0)
[
(x1(t0)− 1) cosω(t− t0)
− γ
2ω
(
x1(t0)− 1− 2
γ
x2(t0)
)
sinω(t− t0)
]
+ 1
x2(t) = e
− γ
2
(t−t0)
[
(x2(t0)− γ) cosω(t− t0)
+
(
γ
2ω
(x2(t0)− γ)− 1
ω
(x1(t0)− 1)
)
sinω(t− t0)
]
+ γ (2-11)
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siendo ω = 1
2
√
4− γ2. Aqu´ı estamos suponiendo que 4−γ2 > 0, pues en caso contrario
obtendr´ıamos soluciones no deseadas.
Adema´s, si i = 0 obtendremos una tercera topolog´ıa dada por:
x1(t) = x1(t0)e
−γ(t−t0)
x2(t) = 0 (2-12)
Sin embargo, en esta tesis no se estudiara´ la dina´mica del convertidor Boost en el modo de
conduccio´n discontinuo, correspondiente a la topolog´ıa 3.
Tambie´n tendremos en cuenta que cuando el sistema siga una sen˜al de referencia constante
(como lo haremos en esta tesis), estamos estudiando el problema de regulacio´n; mientras que
cuando el sistema sigue una sen˜al de referencia variable en el tiempo, se trata de un problema
de seguimiento.
2.2. Modulacio´n de anchura de pulso
La modulacio´n por ancho de pulso PWM (Pulse-Width Modulation) es una te´cnica que per-
mite variar el ciclo de trabajo de una sen˜al (definido como el tiempo en el que el conmutador
se encuentra en la posicio´n ON, dividido por el periodo T ) con el fin de controlar la tensio´n
de la carga, manteniendo fijo el periodo, o de forma equivalente la frecuencia fija. En esta
tesis usaremos los moduladores CPWM (pulso al centro sime´trico) y LPWM (pulso al lado).
Para un modulador CPWM, en un periodo de tiempo T se realizan 2 conmutaciones, de
tal manera que un intervalo de tiempo [nT, (n + 1)T ] queda dividido en tres subintervalos,
donde el primero y el u´ltimo tienen la misma longitud (Figura 2-3).
Figura 2-3: Pulso al centro sime´trico.
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Las conmutaciones se realizan de acuerdo al esquema {1, 0, 1}. En general, el ciclo de trabajo
var´ıa periodo a periodo debido a la continua conmutacio´n ON-OFF. Lo anterior implica que
el sistema es T -perio´dicamente forzado y as´ı la aplicacio´n de Poincare´ (que estudiamos en el
pro´ximo cap´ıtulo) es global y contiene por lo tanto toda la dina´mica del sistema.
Nota: Abusando un poco del lenguaje, tambie´n llamaremos ciclo de trabajo cuando e´ste
pertenezca al intervalo (0, T ).
Como se menciono´ en la introduccio´n, la forma tradicional de decidir el ciclo de trabajo d
es mediante la comparacio´n de una rampa T perio´dica. A continuacio´n se expone la te´cnica
de control ZAD.
2.3. Te´cnica de control ZAD
Con ella se decide el ciclo de trabajo, es decir, el tiempo en el cual el interruptor esta´ abierto
o cerrado. Esta te´cnica consiste en lo siguiente:
1. Definir una superficie de conmutacio´n s(x(t)) = 0 en la cual el sistema evolucionara´ en
promedio. En este trabajo usaremos la superficie dada por la ecuacio´n (1-1), donde
x1(t) − x1ref y x2(t) − x2ref representan el error en la tensio´n y corriente, respectiva-
mente.
2. Fijar un periodo T .
3. Imponer que s tenga media cero en cada ciclo:∫ (n+1)T
nT
s(x(t))dt = 0 (2-13)
La u´ltima condicio´n nos garantiza que so´lo habra´ un nu´mero finito de conmutaciones
por periodo, puesto que hemos definido el control con esa intencio´n.
2.4. Dina´mica ideal de deslizamiento
En esta seccio´n se estudiara´ la dina´mica del Boost sin control alguno, es decir, se permi-
tira´ que el sistema evolucione (o se deslice) sobre la superficie de conmutacio´n dada por la
ecuacio´n (1-1). Este estudio nos dara´ una idea de como escoger ciertas condiciones inicia-
les para cuando trabajemos el Boost con la te´cnica ZAD. Tambie´n nos permitira´ encontrar
regiones de estabilidad del sistema, cercanas a las que encontraremos con la te´cnica ZAD.
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De la ecuacio´n (1-1) tenemos que
s˙(x(t)) = k1x˙1(t) + k2x˙2(t) (2-14)
o, lo que es lo mismo,
s˙(x(t)) = k1 (−γx1 + (1− u)x2) + k2 ((u− 1)x1 + 1) . (2-15)
Igualando a cero la u´ltima ecuacio´n, obtenemos lo que se llama el control equivalente ueq:
ueq =
x1 (k2 + γk1)− k1x2 − k2
k2x1 − k1x2 . (2-16)
Si k2 = 0 tenemos que
ueq = 1− γx1
x2
. (2-17)
Reemplazando la ecuacio´n (2-17) en el sistema (2-5) tenemos:
(
x˙1
x˙2
)
=
 −γ γx1x2
−γx1
x2
0
( x1
x2
)
+
(
0
1
)
. (2-18)
Igualando a cero esta u´ltima ecuacio´n obtenemos puntos de equilibrio (x1, x2)
T que satisfacen
la relacio´n:
γx21
x2
= 1. (2-19)
Como estos puntos de equilibrio deben estar sobre la superficie de conmutacio´n s(x(t)) = 0,
entonces se debe satisfacer la relacio´n k1(x1 − x1ref ) = 0 y como k1 6= 0 se debe tener que
x1 = x1ref . As´ı, el punto de equilibrio para el caso en que k2 = 0, viene dado por:
Peq =
(
x1ref
γx21ref
)
. (2-20)
Analicemos la naturaleza y estabilidad de este punto de equilibrio. Como estamos trabajando
en modo de conduccio´n continuo, x2 6= 0, y as´ı el campo vectorial dado por el sistema (2-18)
(escrito como f) es diferenciable en una vecindad del punto de equilibrio Peq. Es conocido
que la mejor aproximacio´n lineal del campo f en una vecindad de Peq viene dada por [32]
f(x) ≈ f(Peq) + Jf (Peq) · (x− Peq)
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y como f(Peq) = 0, entonces la dina´mica del sistema (2-18) en una vecindad del punto de
equilibrio Peq se puede estudiar con el sistema linealizado
(
x˙1
x˙2
)
= Jf (Peq) · (x− Peq)
=
(
0 0
−2γx1ref
x2ref
γx21ref
x22ref
)
·
(
x1 − x1ref
x2 − γx21ref
)
=
(
0 0
−2
x1ref
1
x2ref
)
·
(
x1 − x1ref
x2 − γx21ref
)
. (2-21)
La estabilidad del punto de equilibrio Peq se puede ver analizando la estabilidad del origen.
Trasladando el punto de equilibrio al origen, el sistema (2-21) se puede escribir como
z˙ =
(
z˙1
z˙2
)
= Jf (Peq) · z. (2-22)
La traza y el determinante de la matriz Jacobiana
Jf (Peq) =
(
0 0
−2
x1ref
1
x2ref
)
son p = tr(Jf ) =
1
x2ref
y q = det(Jf ) = 0. Sabemos que los valores propios de esta matriz
Jacobiana, vienen dados por
λ1, λ2 =
1
2
[
p± (p2 − 4q) 12] . (2-23)
Obtenemos as´ı que
λ1 = 0, λ2 =
1
x2ref
= p.
En consecuencia, el punto de equilibrio Peq es un nodo degenerado o un nodo impropio [42].
Si ahora, k1 = 0 y k2 6= 0, de la ecuacio´n (2-16) tenemos que
ueq = 1− 1
x1
, (2-24)
al reemplazar esta igualdad en el sistema (2-5) tenemos:
(
x˙1
x˙2
)
=
 −γ 1x1
− 1
x1
0
( x1
x2
)
+
(
0
1
)
. (2-25)
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Igualando a cero, obtenemos puntos de equilibrio (x1, x2)
T que satisfacen nuevamente la
relacio´n
γx21
x2
= 1. (2-26)
Dados que estos puntos deben estar sobre la superficie de conmutacio´n s(x(t)) = k2 (x2 − x2ref ) =
0, se debe tener entonces que x2 = x2ref . Reemplazando as´ı en la ecuacio´n (2-26), obtenemos
dos puntos de equilibrio dados por:
P 1eq =
( √
x2ref
γ
x2ref
)
, P 2eq
(
−
√
x2ref
γ
x2ref
)
. (2-27)
Como x1 > 1, el punto P
2
eq no se tiene en cuenta.
Seguidamente, veamos la naturaleza y estabilidad del primero de ellos. Vamos a suponer que
x1(t) 6= 0, de tal manera que el campo vectorial dado por (2-25) es suave, permitiendo la
linealizacio´n.
Para el punto P 1eq la linealizacio´n del campo vectorial (2-25) aldededor de este punto de
equilibrio nos da:
(
x˙1
x˙2
)
= Jf (P
1
eq) · (x− P 1eq)
=
(
−γ − x2
x21
1
x1
0 0
)
·
(
x1 −
√
x2ref
γ
x2 − x2ref
)
=
(
−2γ
√
γ
x2ref
0 0
)
·
(
x1 −
√
x2ref
γ
x2 − x2ref
)
. (2-28)
Trasladando el punto de equilibrio al origen, el sistema (2-28) se puede escribir como
z˙ =
(
z˙1
z˙2
)
= Jf (P
1
eq) · z. (2-29)
La traza y el determinante de la matriz Jacobiana
Jf (P
1
eq) =
(
−2γ
√
γ
x2ref
0 0
)
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son p = tr(Jf ) = −2γ y q = det(Jf ) = 0. Usando la igualdad (2-23) tenemos que los valores
propios de la matriz Jacobiana Jf (P
1
eq) vienen dados por:
λ1 = 0, λ2 = −2γ = p < 0.
Nuevamente, el punto de equilibrio P 1eq es un nodo degenerado o nodo impropio.
Vamos a suponer ahora que k1 6= 0 y k2 6= 0 y encontremos condiciones sobre los para´metros
para la existencia de puntos de equilibrio sobre la superficie de deslizamiento s(x(t)). En-
tonces, al reemplazar el control equivalente dado por la ecuacio´n (2-16), en el sistema (2-5),
se tiene:
(
x˙1
x˙2
)
=
 −γ −γk1x1 + k2k2x1 − k1x2γk1x1 − k2
k2x1 − k1x2 0
( x1
x2
)
+
(
0
1
)
. (2-30)
Al igualar a cero esta u´ltima ecuacio´n, obtenemos la relacio´n
x2(t) = γx
2
1(t). (2-31)
Ahora bien, de la superficie de conmutacio´n
k1(x1(t)− x1ref ) + k2(x2(t)− x2ref ) = 0
se tiene que
x2(t) = −k1
k2
(x1(t)− x1ref ) + x2ref . (2-32)
Al reemplazar esto u´ltimo en la relacio´n (2-31) obtenemos el siguiente polinomio cuadra´tico
para x1(t):
γx21(t) +
k1
k2
x1(t)−
(
k1
k2
x1ref + x2ref
)
= 0 (2-33)
cuyas ra´ıces son:
x1(t) =
−k1
k2
±
√(
k1
k2
)2
+ 4γ
(
k1
k2
x1ref + x2ref
)
2γ
(2-34)
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De esta manera, tendremos la existencia de puntos de equilibrio si y so´lo si
(
k1
k2
)2
+ 4γ
(
k1
k2
x1ref + x2ref
)
≥ 0. (2-35)
El lado izquierdo de esta desigualdad se puede ver como un polinomio de grado dos en k1/k2.
Teniendo en cuenta que x2ref = γx
2
1ref , la desigualdad (2-35) se puede expresar como:
(
k1
k2
+ 2γx1ref
)2
≥ 0. (2-36)
As´ı, los puntos de equilibrio dependera´n de si k1/k2 es igual o no a −2γx1ref . Analicemos el
primer caso.
Si k1/k2 = −2γx1ref , al reemplazar en (2-34) tenemos que el punto de equilibrio viene dado
por:
Peq =
(
−k1
2γk2
k21
4γk22
)T
=
(
x1ref x2ref
)T
. (2-37)
Para determinar su naturaleza, linealizamos el sistema (2-30) alrededor de este punto de
equilibrio. Para ello, primero veamos la suavidad del campo vectorial dado por el sistema
(2-30). Debemos mostrar que la expresio´n k2x1 − k1x2 es diferente de cero. En efecto, de
(2-31) y la relacio´n
k1
k2
= −2γx1ref se tiene que
k2x1 − k1x2 = k2x1 (1 + 2x2refx1) .
Como estamos suponiendo que k2 6= 0 y que la tensio´n x1 > 0 (de hecho, x1 > 0), entonces
k2x1 − k1x2 6= 0.
La matriz Jacobiana del sistema (2-30) en un punto (x1 x2)
T viene dada por:
Jf
(
x1
x2
)
=

−γx21+2γ k1k2 x1x2−x2(
x1− k1k2 x2
)2 x1− k1k2 γx21(
x1− k1k2 x2
)2
γ
k2
k1
x21−2γx1x2+ k2k1 x2(
k2
k1
x1−x2
)2 γx21− k2k1 x1( k2
k1
x1−x2
)2
 .
Al evaluarla en el punto de equilibrio dado por (2-37) y simplificar, obtenemos:
Jf (Peq) =
1
1 + 2γx2ref
·
(
−2γ 1
x1ref
−4γ2x1ref 2γ
)
. (2-38)
18 2 Marco Teo´rico
La traza y el determinante de la matriz(
−2γ 1
x1ref
−4γ2x1ref 2γ
)
son cero, y por lo tanto de la ecuacio´n (2-23) se tiene que los valores propios de la matriz
jacobiana Jf (Peq) son cero.
La matriz Jf (Peq) no es mu´ltiplo escalar de la matriz identidad I2, as´ı que de la teor´ıa de
sistemas lineales, sabemos que el sistema linealizado (alrededor del origen)
z˙ =
(
z˙1
z˙2
)
= Jf (Peq) · z (2-39)
es conjugado al sistema lineal no diagonal
z˙ =
(
z˙1
z˙2
)
=
(
λ 0
1 λ
)
· z (2-40)
a trave´s de un cambio lineal de coordenadas, donde λ1 = λ2 = λ = 0, es decir,
Jf (Peq) ≈
(
0 0
1 0
)
. (2-41)
Como estamos considerando tensio´n y corrientes no negativas, entonces en este caso las solu-
ciones del sistema linealizado vienen dadas por las rectas verticales z(t) = (x1ref t · x1ref + x2ref )T ,
las cuales son recorridas hacia arriba debido a que x1ref > 0.
Supongamos ahora que k1/k2 6= −2γx1ref . Es claro de la igualdad (2-34) que si k1/k2 >
−2γx1ref , o si k1/k2 < −2γx1ref , obtenemos los mismos puntos de equilibrio.
Podemos considerar entonces el caso en que
k1
k2
< −2γx1ref . (2-42)
Reemplazando en la igualdad (2-34) obtenemos los puntos de equilibrio:
P 1eq =
(
x1ref
γx21ref
)
y P 2eq =
 −k1+γk2x1refγk2
(k1+γk2x1ref)
2
γ2k22
 .
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Para demostrar que el campo vectorial dado por (2-30) es suave, es suficiente ver que la
expresio´n k2x1 − k1x2 6= 0 en una vecindad del punto de equilibrio P 1eq. En efecto, si k2x1 −
k1x2 = 0 en el punto de equilibrio P
1
eq, tendr´ıamos que k2x1ref − k1γx21ref = 0, de donde
1/(γx1ref ) = k1/k2 y por la condicio´n (2-42), se tendr´ıa que 1/(γx1ref ) < −2γx1ref , o sea
que 1 < −2γ2x21ref , lo cual es una contradiccio´n puesto que γ2x21ref > 0. Se tiene as´ı que
k2x1ref − k1γx21ref 6= 0.
El ana´lisis de la estabilidad del punto de equilibrio P 1eq es enteramente igual al caso en que
k1/k2 = −2γx1ref y nuevamente las soluciones del sistema linealizado vienen dadas por rectas
verticales de la forma
z(t) = (x1ref t · x1ref + x2ref )T
recorridas hacia arriba porque x1ref > 0.
Para ver la suavidad del campo vectorial dado por (2-30) en el punto de equilibrio P 2eq,
mostraremos que la expresio´n k2x1− k1x2 evaluada en el punto P 2eq, es diferente de cero. En
efecto, si
−k2 ·
(
k1 + γk2x1ref
γk2
)
− k1 ·
(
k1 + γk2x1ref
γk2
)2
= 0
al simplificar obtenemos la igualdad
−k1
k2
=
1
k1
k2
+ γx1ref
(2-43)
y por la condicio´n (2-42), se sigue de (2-43) que
−k1
k2
=
1
k1
k2
+ γx1ref
> 2γx1ref
y como 2γx1ref > 0, se sigue de la u´ltima desigualdad que k1/k2 + γx1ref > 0, o bien
−γx1ref < k1/k2. Usando ahora la condicio´n (2-42) se tendr´ıa por transitividad que−γx1ref <
−2γx1ref , lo cual es una contradiccio´n, ya que γx1ref > 0. Se tiene as´ı que en el punto de
equilibrio P 2eq, k2x1 − k1x2 6= 0.
Para analizar la estabilidad del punto de equilibrio P 2eq se procede como en los casos ante-
riores. Teniendo en cuenta la relacio´n (2-31) y haciendo h = k2x1 − k1x2 se obtiene que la
matriz Jacobiana del sistema (2-30) en un punto x = (x1 x2)
T viene dada por:
Jf (x) =
1
h2
( −2k22x2 + 2γk1k2x1x2 k22x1 − k1k2x2
2k1k2x2 − 2γk21x1x2 k21x2 − k1k2x1
)
(2-44)
Vemos que una fila de la matriz Jf (x) es mu´ltiplo escalar de la otra.
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Se tiene as´ı que det (Jf (x)) = 0. La traza de la matriz Jf (x) viene dada por:
tr(Jf )(x) =
−2k1k22x2 + 2γk21k2x1x2 − k32x1 + k1k2x2
k1h2
. (2-45)
Al usar de nuevo la relacio´n (2-31), podemos escribir
tr(Jf )(x) =
2γ2k21k2x
2
1 + (γk1k2 − 2k1k22γ)x1 − k32
k1x1 (k2 − γk1x1)2
. (2-46)
La naturaleza del punto de equilibrio P 2eq dependera´ de si el numerador de la matriz traza(Jf )(x)
evaluada en el punto P 2eq es igual o no a cero. Este numerador se puede ver como un poli-
nomio de grado dos en la variable x1. Su discriminante es igual a γ
2k21k
2
2 > 0, as´ı que este
polinomio posee las siguientes ra´ıces reales y diferentes:
k2
2γk1
,
k2 − 1
2γk1
(2-47)
Pero x1 = −(k1 + γk2x1ref )/(γk2) es diferente de estas dos ra´ıces y en consecuencia la
tr(Jf )(x) evaluada en el punto P
2
eq, es diferente de cero. Esto nos muestra que el punto de
equilibrio P 2eq es un nodo degenerado o un nodo impropio.
Capı´tulo3
Aplicacio´n de Poincare´
Resumen
Este cap´ıtulo presenta la aplicacio´n de Poincare´ (discretizacio´n
del sistema) que usaremos para realizar el estudio de la dina´mica
del convertidor Boost manejado con PWMC. Se hace una apro-
ximacio´n por rectas a tramos de la superficie de conmutacio´n, lo
cual permitira´ obtener una forma expl´ıcita del ciclo de trabajo.
Se demuestra anal´ıticamente que la aproximacio´n es buena, en
el sentido de que el error entre la aproximacio´n y la superficie
original se puede hacer tan pequen˜o como se desee. Se muestran
unos primeros resultados sobre el desempen˜o de la te´cnica ZAD,
entre los cuales se destaca la aparicio´n de un atractor cao´tico. Fi-
nalmente se trata el tema de la regulacio´n, y se muestra nume´ri-
camente que el sistema presenta una buena regulacio´n (hasta el
7 % de error).
3.1. Aproximacio´n por rectas a tramos de la superficie de
conmutacio´n
Como vamos a usar un PWM con pulso al centro sime´trico, la variable de control u que se
le aplica al sistema, se puede definir de la siguiente manera:
u =

1 si nT ≤ t ≤ nT + d
2
0 si nT +
d
2
< t < (n+ 1)T − d
2
1 si (n+ 1)T − d
2
≤ t ≤ (n+ 1)T
(3-1)
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El ca´lculo del ciclo de trabajo mediante la relacio´n (2-13), implica la solucio´n de una ecuacio´n
trascendente, lo cual puede ser un inconveniente para efectos de realizar una implementacio´n
del sistema. Para obtener una ecuacio´n elemental de la cual podamos hallar el ciclo de trabajo
anal´ıticamente, se propone aproximar la superficie de conmutacio´n por medio de rectas a
tramos.
3.1.1. Aproximacio´n de s(x(t)) por rectas a tramos
Para realizar esta aproximacio´n se realizan las siguientes suposiciones [1]:
1. La dina´mica del error o superficie de conmutacio´n s(x(t)) se comporta como una recta
a tramos.
2. Las pendientes de la dina´mica del error en cada tramo esta´n determinadas por las
pendientes calculadas al momento de la conmutacio´n. Esto incluye suponer que la
pendiente al inicio del periodo, notada como s˙1, es la misma que al final, es decir, en
los tramos comprendidos entre [nT, nT + d
2
] y [(n + 1)T − d
2
, (n + 1)T ], la pendiente
de s(x(t)) es s˙1, la cual corresponde a la derivada de la superficie de conmutacio´n
con respecto al tiempo para el caso u = 1, y en el tramo [nT + d
2
, (n + 1)T − d
2
] la
pendiente de s(x(t)) es s˙2 y corresponde a la derivada de la superficie de conmutacio´n
con respecto al tiempo para el caso u = 0.
La Figura 3-1 nos muestra esta aproximacio´n.
Figura 3-1: Aproximacio´n por rectas a tramos de la superficie de conmutacio´n.
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De lo anterior tenemos que
s(x(nT )) = k1(x1(nT )− x1ref ) + k2(x2(nT )− x2ref ) (3-2)
s˙1(x(nT )) = −γk1x1(nT ) + k2
s˙2(x(nT )) = k1(−γx1(nT ) + x2(nT )) + k2(−x1(nT ) + 1)
¿Porque´ no aplicar otro tipo de aproximacio´n que mejore la estimacio´n de la integral propues-
ta?. De hecho, es posible escoger otro tipo de aproximacio´n para la superficie de conmutacio´n
s(x(t)), que valide la ecuacio´n (2-13).
Por ejemplo, el Teorema de Aproximacio´n de Weierstrass [51] nos dice que para toda funcio´n
real y continua f definida en un intervalo compacto [a, b] no degenerado y para todo nu´mero
real ε > 0, existe un polinomio p que depende de ε, tal que
|f(t)− p(t)| < ε
para cada t ∈ [a, b]. En otras palabras, la funcio´n f se puede aproximar de manera uniforme
por medio del polinomio p. De esta manera, escogiendo ε tan pequen˜o como queramos,
podemos garantizar que una vez que se tenga la relacio´n (2-13) entonces∫ (n+1)T
nT
p(x(t))dt = 0. (3-3)
En efecto, de la desigualdad triangular tenemos que
|p(x(t))| ≤ |s(x(t))− p(x(t))|+ |s(x(t))|
y en consecuencia∣∣∣∣∣
∫ (n+1)T
nT
p(x(t))dt
∣∣∣∣∣ = 0
de donde se obtiene la relacio´n (3-3).
Hemos usado el hecho de que ∫ (n+1)T
nT
|s(x(t))dt| = 0
igualdad que se desprende directamente de (2-13).
No obstante con dicha aproximacio´n polinomial, el problema que surge es al despejar el ciclo
de trabajo d de la relacio´n (3-3). Sin embargo, se muestra nume´ricamente que la aproximacio´n
por rectas a tramos de la superficie de conmutacio´n, es buena.
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Figura 3-2: Superficie original vs aproximacio´n por rectas a tramos.
Para ver que´ tan buena es la aproximacio´n de s(x(t)) por rectas a tramos, debemos ver que
d2
dt2
s(x(t)) ≈ 0, o lo que es lo mismo,
d2
dt2
s(x1(t)) +
d2
dt2
s(x2(t)) ≈ 0
Ahora bien, de acuerdo a las distintas topolog´ıas tenemos:
1. Para la topolog´ıa 1,
d2
dt2
s(x(t)) = k1γ
2x1(t).
2. Para la topolog´ıa 2,
d2
dt2
s(x(t)) = (k1(γ
2 − 1) + γk2)x1(t) + (−γk1 − k2)x2(t) + k1.
Usando las soluciones del sistema en cada topolog´ıa, para o´rbitas 1−perio´dicas tenemos que:
1. Para la topolog´ıa 1, dado  > 0 si escogemos
t > ln
(
1
γ
√
γ2 |k1x1(nT )eγnT |
)
entonces ∣∣∣∣ d2dt2 s(x(t))
∣∣∣∣ < .
2. Para la topolog´ıa 2,
d2
dt2
s(x(t)) = e
−γ
2
(t−t0) · [cos(ω(t− t0)) · a+ sin(ω(t− t0)) · b]
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siendo
a =
(
k1(γ
2 − 1) + γk2
)
(x1(t0)− 1)− (γk1 + k2) (x2(t0)− γ)
b =
1
ω
[(
k1(1− γ2)− γk2
)
(x1(t0)− 1) · γ
2
+ (x2(t0)− γ) ·
(
1− γ
2
(γk1 + k2)
)]
t0 = nT +
d
2
.
En consecuencia, dado  > 0 si escogemos
t > ln
(( |a|+ |b|

) 2
γ
· tˆ
)
donde t0 = ln tˆ, se tiene que ∣∣∣∣ d2dt2 s(x(t))
∣∣∣∣ < .
La simulacio´n del sistema, implementada en Matlab, nos muestra que la aproximacio´n es
buena, y que es mejor para la topolog´ıa correspondiente a u = 1 que para u = 0, Figura 3-2.
Sea ahora L(t) la aproximacio´n lineal de s(x(t)). Para la topolog´ıa u = 1 tenemos que
d
dt
(s(x(t))− L(t)) = γk1x1(nT ) (1− exp(−γ(t− nT )))
y se anula para t = nT , de donde el valor ma´ximo y mı´nimo ocurren en los extremos de los
intervalos (justamente en los instantes de conmutacio´n).
Ahora,
d2
dt2
(s(x(t))− L(t))
∣∣∣∣
t=nT
= γ2k1x1(nT ) (3-4)
as´ı que tendremos un mı´nimo si k1 y x1(nT ) tienen signos iguales; y se tiene un ma´ximo si
k1 y x1(nT ) tienen signos contrarios.
De la ecuacio´n (3-4) vemos que si k1 > 0, entonces para γ =
√
1
k1
tenemos que el ma´ximo
y mı´nimo de la aproximacio´n lineal de la superficie de conmutacio´n por rectas a tramos
dependen u´nicamente del instante de conmutacio´n x1(nT ).
3.2. Ca´lculo del ciclo de trabajo
Como se menciono´ en el Cap´ıtulo 2, el ciclo de trabajo se calcula mediante la te´cnica ZAD,
aproximando la superficie de conmutacio´n mediante rectas a tramos y utilizando directa-
mente la igualdad (2-13). Por lo tanto, de (3-2) y la integral dada por (2-13), tenemos:
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(n+1)T∫
nT
s(x(t))dt ∼=
nT+ d
2∫
nT
(s˙1(x(nT ))(t− nT ) + s(x(nT )))dt
+
(n+1)T− d
2∫
nT+ d
2
(
s˙2(x(nT ))
(
t− nT − d
2
)
+ s˙1(x(nT ))
d
2
+ s(x(nT ))
)
dt
+
(n+1)T∫
(n+1)T− d
2
(
s˙2(x(nT ))(T − d) + s˙1(x(nT ))d
2
+ s(x(nT ))
+ s˙1(x(nT ))
(
t+
d
2
− (n+ 1)T
))
dt. (3-5)
Al igualar a cero obtenemos la siguiente expresio´n para el ciclo de trabajo, que denotaremos
como dc:
dc =
2s(x(nT )) + T s˙2(x(nT ))
s˙2(x(nT ))− s˙1(x(nT )) (3-6)
Es posible que al realizar el ca´lculo de dc, obtengamos dc < 0 o bien dc > T . En cualesquiera
de estos dos casos, se dice que el sistema satura, evento en el cual hacemos la siguiente
eleccio´n en cada periodo:
1. Si dc < 0, obligamos al sistema a que evolucione segu´n la topolog´ıa 1.
2. Si dc > T , obligamos al sistema a que evolucione segu´n la topolog´ıa 2.
3. El denominador de la ecuacio´n (3-6) es igual a k1x2(nT )− k2x1(nT ). Si esta expresio´n
es cero, le exigimos al sistema que evolucione segu´n la topolog´ıa 1 si el numerador
2s(x(nT )) + T s˙2(x(nT )) > 0; y que evolucione segu´n la topolog´ıa 2 si 2s(x(nT )) +
T s˙2(x(nT )) < 0.
3.3. Discretizacio´n del sistema
Es conocido que todo sistema dina´mico continuo se puede discretizar escogiendo un hiper-
plano adecuado en el que las trayectorias lo crucen formando un a´ngulo distinto de cero
(condicio´n de trasversalidad)[36],[43], tal como se muestra en la Figura 3-3.
La aplicacio´n de Poincare´ se define como
P : Σ→ Σ
x 7→ P (x) (3-7)
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Figura 3-3: Mapa de Poincare´.
donde P (x) es la interseccio´n de la o´rbita que pasa por x con el hiperplano Σ. La dina´mica de
un sistema continuo se puede caracterizar enteramente mediante la aplicacio´n de Poincare´.
No´tese que si L0 es un ciclo l´ımite, entonces la o´rbita que pasa por x0 siempre intersecta
a Σ en x0. As´ı, a una o´rbita 1−perio´dica le corresponde un so´lo punto en Σ; a una o´rbita
2−perio´dica le correspondera´n 2 puntos en Σ, y as´ı sucesivamente. Lo anterior se tiene debido
a que nuestro sistema es T -perio´dicamente forzado.
Para construir la aplicacio´n de Poincare´ que usaremos para estudiar la dina´mica del conver-
tidor Boost, tomaremos un muestreo del sistema cada periodo, concatenando las soluciones
en cada uno de los intervalos [nT, nT + dn
2
], [nT + dn
2
, (n+1)T − dn
2
], [(n+1)T − dn
2
, (n+1)T ],
siguiendo la metodolog´ıa presentada en [22]. Para ello, usamos la relacio´n (2-8) como sigue:
Si x(nT ) es el estado del sistema en el tiempo nT , entonces al final del intervalo [nT, nT+ dn
2
]
tenemos:
x1
(
nT +
dn
2
)
= φ1
(
dn
2
)
x(nT ) + ψ1
(
dn
2
)
.
Ahora, al final del segundo tramo [nT + dn
2
, (n+ 1)T − dn
2
] tenemos:
x2
(
(n+ 1)T − dn
2
)
= φ2 (T − dn) x1
(
nT +
dn
2
)
+ ψ2 (T − dn) .
En consecuencia, al final del segundo tramo tenemos:
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x2
(
(n+ 1)T − dn
2
)
= φ2 (T − dn)φ1
(
dn
2
)
x(nT )
+ φ2 (T − dn)ψ1
(
dn
2
)
+ ψ2 (T − dn) .
Ahora, al final del tercer tramo [(n+ 1)T − dn
2
, (n+ 1)T ] tenemos:
x3 ((n+ 1)T ) = φ1
(
dn
2
)
x2
(
(n+ 1)T − dn
2
)
+ ψ1
(
dn
2
)
.
Por lo tanto, al final del tercer tramo se tiene:
x3 ((n+ 1)T ) = φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
x(nT )
+ φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)
. (3-8)
La aplicacio´n de Poincare´ P que usaremos es la correspondiente a P (x(nT )) = x3 ((n+ 1)T ),
donde x3 ((n+ 1)T ) viene dada por (3-8). No´tese que en este caso estamos suponiendo que
no hay saturacio´n del ciclo de trabajo, es decir, se supone que dn ∈ (0, T ). Cuando el ciclo
de trabajo satura procedemos como sigue:
1. Si dn = 0, el mapa de Poincare´ corresponde a
P (x(nT )) = φ2 (T ) x(nT ) + ψ2 (T ) . (3-9)
2. Si dn = T , el mapa de Poincare´ corresponde a
P (x(nT )) = φ1 (T ) x(nT ) + ψ1 (T ) . (3-10)
Gra´ficamente, la aplicacio´n de Poincare´ se puede ver en la Figura 3-4 ([22]), donde hemos
hecho dn = d simplemente por comodidad. No´tese que la aplicacio´n de Poincare´ P es funcio´n
del estado del sistema en el instante nT y del ciclo de trabajo en el intervalo [nT, (n+ 1)T ],
es decir, P = P (x(nT ), dn). Esto u´ltimo se debe tener en cuenta a la hora de analizar la
estabilidad de o´rbitas perio´dicas.
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Figura 3-4: Construccio´n del mapa de Poincare´.
3.3.1. Ciclo de trabajo en estado estacionario
El estado estacionario de un sistema es el correspondiente a los conjuntos invariantes del
espacio de estados al cual tienden las trayectorias. En nuestro caso estamos interesados en
los ciclos l´ımite u o´rbitas perio´dicas de pequen˜a amplitud. As´ı por ejemplo, podemos suponer
que el sistema esta´ en estado estacionario cuando en el mapa de Poincare´ dado en (3-8), se
tenga que P (x(nT )) → x(nT ). Si seguimos la sen˜al de referencia, se tiene entonces que el
sistema estara´ en estado estacionario. En nuestro caso, la sen˜al de referencia es constante e
igual al vector
(
x1ref
x2ref
)
=
(
x1ref
γx21ref
)
.
El ciclo de trabajo en estado estacionario es el correspondiente a dc dado por la fo´rmula
(3-6) cuando el sistema esta´ en estado estacionario, y lo denotamos como d∗. Por lo tanto,
al hacer x1(kT ) = x1ref y x2(kT ) = x2ref en (3-2) y reemplazar en (3-6), obtenemos:
d∗ =
T (k1(−γx1ref + x2ref ) + k2(−x1ref + 1))
k1x2ref − k2x1ref
=
T ((k1x2ref − k2x1ref )− γk1x1ref + k2)
k1x2ref − k2x1ref
= T
(
1− γk1x1ref − k2
x1ref (γk1x1ref − k2)
)
= T
(
1− 1
x1ref
)
. (3-11)
La importancia del ciclo de trabajo en estado estacionario, radica en su uso al momento de
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controlar el caos del sistema mediante la te´cnica FPIC, como se mostrara´ en el Cap´ıtulo 6,
Seccio´n 6,2.
3.4. Desempen˜o de la estrategia ZAD con aproximacio´n
por rectas a tramos de la superficie de conmutacio´n.
En esta seccio´n mostramos los primeros resultados sobre el desempen˜o de la te´cnica ZAD en
cuanto a regulacio´n y presencia de comportamiento cao´tico, cuando la superficie de conmu-
tacio´n se aproxima por rectas a tramos, como se especifico´ en la seccio´n 3,1,1. El sistema se
simula manteniendo fijos los para´metros k2 y k1. En cada una de las siguientes 6 gra´ficas se
ha mantenido constante el valor de referencia x1ref = 2,5, T = 0,18s y γ = 0,35. En ellas se
muestra la evolucio´n del ciclo de trabajo, comportamiento de la regulacio´n y la discretizacio´n
del sistema. La l´ınea roja corresponde a los valores de referencia en tensio´n y corriente. El
ciclo de trabajo se ha normalizado, de tal manera que e´ste siempre var´ıa entre 0 y 1.
Figura 3-5: Evolucio´n del sistema.
En la Figura 3-5 vemos la forma en la que el sistema evoluciona al punto fijo estable
(2,4988 2,1865)T de la aplicacio´n de Poincare´, el cual corresponde a una o´rbita 1T−perio´di-
ca del sistema dina´mico (2-5)
La Figura 3-6 nos muestra que el sistema tiene una excelente regulacio´n, tanto en tensio´n
como en corriente, ya que
|2,5− 2,4988| = 0,0012
|2,1875− 2,1865| = 0,001
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Figura 3-6: Comportamiento de la regulacio´n.
lo cual nos da un error relativo de regulacio´n en tensio´n del 0,0480 % y un error de regulacio´n
en corriente de 0,0457 %.
Figura 3-7: Evolucio´n del ciclo de trabajo.
En la Figura 3-7 vemos un ciclo de trabajo que se estabiliza ra´pidamente en un valor de 0,6.
En las Figuras 3-5, 3-6 y 3-7 se ha escogido k1 = −0,4 y k2 = 0,5.
A continuacio´n veremos nume´ricamente el nacimiento de un atractor cao´tico, que lo desig-
naremos con la letra A.
En cada una de las subfiguras de la Figura 3-8 se ha escogido k2 = 0,5. En la primera
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Figura 3-8: Creacio´n de un atractor cao´tico en un convertidor boost controlado con ZAD.
subfigura k1 = 0,1, en la segunda k1 = 0,23, en la tercera k1 = 0,293, y en la u´ltima (que
corresponde al atractor) se ha escogido k1 = 0,35. Es dif´ıcil encontrar anal´ıticamente el valor
exacto de k1 que hace que justamente surja el atractor cao´tico.
La Figura 3-9 corresponde a una ampliacio´n del atractor cao´tico. Para justificar la palabra
cao´tico, vale la pena resaltar en primer lugar, que como subconjunto del espacio de estado,
el atractor A esta´ contenido por ejemplo, en la bola con centro en (2,5 2,15)T y radio 1, lo
cual significa que A es acotado.
Dos cosas adicionales resaltan en este conjunto A.
1. La Figura nos muestra la primera iteracio´n del mapa de Poincare´ y las iteraciones
desde la 14930 hasta la 14935 (todas ellas en forma de c´ırculos) correspondientes a
una condicio´n inicial (2,455 2,18)T , la cual es cercana a (2,5 2,1875)T con la que se
obtuvo el conjunto A. Se observa en la gra´fica que estas iteraciones oscilan sin un
patro´n determinado. Esto nos muestra que el conjunto A tiene dependencia sensible a
condiciones iniciales [15].
2. Usando la me´trica eucl´ıdea, podemos dar una estimacio´n de la distancia entre las
anteriores iteraciones y el conjunto A. Esta distancia es menor que 0,023 u (donde la u
representa las unidades en las que se este´ trabajando) y se ha calculado construyendo
una perpendicular al conjunto A y que pasa por el punto correspondiente a la iteracio´n
14932. Luego se construye un tria´ngulo recta´ngulo con un ve´rtice en esta iteracio´n e
hipotenusa la perpendicular. Nume´ricamente se tiene entonces que el conjunto A atrae
a partir de cierta iteracio´n, todas las iteraciones que le siguen. Para generar el conjunto
A se tomaron 30000 iteraciones del mapa de Poincare´.
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Figura 3-9: Atractor cao´tico.
Escogiendo otras condiciones iniciales cercanas a (2,5 2,1875)T obtenemos resultados simi-
lares a 1. y 2. . Estos dos resultados junto con el hecho de que A es acotado, nos muestran
nume´ricamente que el conjunto A es efectivamente un atractor cao´tico.
Ma´s adelante, con el ca´lculo de los exponentes de Lyapunov se mostrara´ que este conjunto
A vive en una zona donde el sistema presenta comportamiento cao´tico.
En la Figura 3-10 se observa que aunque se este´ operando en re´gimen cao´tico, el sistema
presenta una regulacio´n aceptable tanto en tensio´n como en corriente. En efecto, como
|2,5− 2,63| = 0,13
|2,2− 2,02| = 0,18
obtenemos un error relativo en tensio´n del 5,2 % y un error relativo en corriente de 8,18 %.
Los puntos dispersos en la Figura 3-11 correspondientes a la evolucio´n del ciclo de trabajo,
nos corroboran que el sistema esta´ operando en re´gimen cao´tico.
3.5. Regulacio´n
En esta seccio´n se analiza nume´ricamente la capacidad que tiene el convertidor Boost contro-
lado con ZAD de seguir una sen˜al de referencia constante (regulacio´n del sistema) al variar
los para´metros de la superficie de conmutacio´n s(x(t))).
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Figura 3-10: Comportamiento de la regulacio´n.
Figura 3-11: Evolucio´n temporal del ciclo de trabajo.
Se considera que una buena regulacio´n en un convertidor de potencia es buena hasta el 7 %.
La Figura 3-12 nos muestra zonas en el espacio dos parame´trico k1, k2 donde el sistema regula
desde el 1 % hasta el 7 %. La sen˜al de referencia a seguir es constante e igual a (x1ref x2ref )
T .
La zona en blanco corresponde a una regulacio´n con error mayor al 7 %, lo cual significa
que en esta zona la regulacio´n no es buena. La zona en azul representa una regulacio´n al
7 %, la verde a una regulacio´n del 6 %, la cyan a una regulacio´n del 5 %, la magenta a una
regulacio´n del 4 %, la negra a una regulacio´n del 3 %, la amarilla a una regulacio´n del 2 % y
la roja a una regulacio´n del 1 %.
Podemos apreciar que existe una buena zona donde el sistema regula desde el 1 % hasta el
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Figura 3-12: Diagrama biparame´trico para regulacio´n.
5 %.
Capı´tulo4
Existencia y Estabilidad de O´rbitas
Perio´dicas
Resumen
En este cap´ıtulo se obtienen, de manera anal´ıtica, condiciones
suficientes para la existencia de o´rbitas nT -perio´dicas. La es-
tabilidad de estas o´rbitas se hace v´ıa los valores propios de la
matriz Jacobiana de la aplicacio´n de Poincare´. Nume´ricamente
se muestra que para un amplio rango del para´metro γ, existen
o´rbitas 1T -perio´dicas. Se definen una clase particular de o´rbitas
2T -perio´dicas que aparecen en el convertidor Boost. Finalmente
se realiza un ca´lculo anal´ıtico de los exponentes de Floquet para
determinar el l´ımite de estabilidad de la o´rbita 1T -perio´dica.
4.1. Existencia y estabilidad de o´rbitas perio´dicas
Las o´rbitas perio´dicas del sistema (2-5) corresponden a los puntos puntos fijos de la aplicacio´n
de Poincare´ dada por las relaciones (3-8), (3-9) y (3-10).
Primero hallemos los puntos fijos de la aplicacio´n de Poincare´ para el caso en que no hay
saturacio´n del ciclo de trabajo. Los puntos fijos son aquellos en los que x3 ((n+ 1)T ) =
x(nT ), donde x3 ((n+ 1)T ) viene dado por 3-8. Usando esta u´ltima igualdad obtenemos la
siguiente condicio´n suficiente para la existencia de o´rbitas 1−perio´dicas:
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x(nT ) =
[
I2 − φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)]−1
·[
φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)]
(4-1)
Con esta metodolog´ıa, la existencia de o´rbitas 1T−perio´dicas se restringe a la invertibilidad
de la matriz A = I2 − φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
. Sabemos del Ana´lisis Funcional que si el
radio espectral de la matriz
φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
es menor que 1, entonces la matriz A es invertible, como se comprobara´ ma´s adelante. Dada
una condicio´n inicial, esta u´ltima matriz es funcio´n del ciclo de trabajo y este u´ltimo es
funcio´n de γ. Fijando el periodo en T = 0,18 s y variando γ en el intervalo (0,3, 0,5) se tiene
que el radio espectral de la matriz φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
es menor que 1, y se sigue de
ah´ı que la matriz A es invertible, tal como se muestra en la Figura 4-1.
Figura 4-1: Variacio´n del radio espectral en funcio´n de γ.
Cuando hay saturacio´n del ciclo de trabajo, obtenemos las siguientes condiciones suficientes
para la existencia de o´rbitas 1T -perio´dicas:
1. Si dn = 0, x(nT ) = [I2 − φ2 (T )]−1 ψ2 (T )
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2. Si dn = T , x(nT ) = [I2 − φ1 (T )]−1 ψ1 (T )
El radio espectral de la matriz φ1 (T ) es justamente 1, as´ı que la fo´rmula dada en 2. no
es aplicable. No´tese que en el caso 1., la existencia (condicio´n suficiente) de o´rbitas 1T -
perio´dicas depende u´nicamente del valor que tomen en T las funciones φ2, ψ2.
Figura 4-2: O´rbita 1T-perio´dica en el esquema CPWM.
Figura 4-3: Evolucio´n temporal de la tensio´n y de la corriente.
4.1.1. O´rbitas 2T -perio´dicas
Las o´rbitas 2T -perio´dicas corresponden a los 2-ciclos de la aplicacio´n de Poincare´. Podemos
diferenciar tres tipos de o´rbitas 2T -perio´dicas:
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O´rbitas 2T -perio´dicas no saturadas
En este tipo de o´rbitas los ciclos de trabajo dn y d˜n no son saturados, es decir, pertenecen
al intervalo (0, T ). Vamos a suponer, sin pe´rdida de generalidad, que el 2-ciclo no saturado
corresponde a {x0,x1}. De la relacio´n (3-8) obtenemos:
x1 ((n+ 1)T ) = φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
x0 (nT )
+ φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)
. (4-2)
Ahora bien,
x2 ((n+ 2)T ) = φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
φ1
(
d˜n
2
)
x1 ((n+ 1)T )
+ φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
ψ1
(
d˜n
2
)
+ φ1
(
d˜n
2
)
ψ2
(
T − d˜n
)
+ ψ1
(
d˜n
2
)
. (4-3)
Como no hay saturacio´n de los ciclos de trabajo, entonces dn ∈ (0, T ) y d˜n ∈ (0, T ).
Haciendo x0 (nT ) = x2 ((n+ 2)T ) se obtienen condiciones iniciales para la existencia de
o´rbitas 2T -perio´dicas no saturadas:
x0 (nT ) = (I2 −A)−1 · (B (C + D) + J) (4-4)
siendo
A = B · φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
B = φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
φ1
(
d˜n
2
)
C = φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
D = φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)
J = φ1
(
d˜n
2
)
φ2
(
T − d˜n
)
ψ1
(
d˜n
2
)
+ φ1
(
d˜n
2
)
ψ2
(
T − d˜n
)
+ ψ1
(
d˜n
2
)
. (4-5)
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Nume´ricamente se tiene que la matriz I2 −A es invertible, ya que el radio espectral de la
matriz A es menor que 1. Esto nos muestra que existen o´rbitas 2T -perio´dicas no saturadas.
O´rbitas 2T -perio´dicas semi-saturadas
Estas corresponden a los 2-ciclos de la aplicacio´n de Poincare´, en los cuales un ciclo de
trabajo pertenece al intervalo (0, T ) (o sea que no es saturado) y el otro satura en T .
Al igual que antes, supongamos que el 2-ciclo corresponde a {x0,x1}. Tenemos as´ı que
x1 ((n+ 1)T ) = φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
x0 (nT )
+ φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)
. (4-6)
donde dn ∈ (0, T ). Haciendo d˜n = T , entonces de la relacio´n (3-10) tenemos que
x2 ((n+ 2)T ) = φ1(T )x1 ((n+ 1)T ) + ψ1(T ) (4-7)
Nuevamente, hacemos x0 (nT ) = x2 ((n+ 2)T ) y obtenemos condiciones iniciales para la
existencia de o´rbitas 2T -perio´dicas semi-saturadas:
x0 (nT ) = (I2 −A)−1 · (B + C) (4-8)
donde ahora
A = φ1(T )φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
B = φ1(T )φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
C = φ1(T )
(
φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
))
+ ψ1 (T ) . (4-9)
Nume´ricamente se tiene que la matriz (I2 −A) es invertible, debido a que el radio espectral
de la matriz A es menor que 1.
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O´rbitas 2T -perio´dicas saturadas
Este tipo de o´rbitas corresponden a los 2-ciclos de la aplicacio´n de Poincare´, en los cuales
un ciclo de trabajo satura en 0 y el otro en T .
Siguiendo el mismo procedimiento, supongamos que el 2-ciclo corresponde a {x0,x1}. De las
relaciones (3-9) y (3-10) se sigue que
x1 ((n+ 1)T ) = φ2(T )x0 (nT ) + ψ2(T ) (4-10)
y
x2 ((n+ 2)T ) = φ1(T )x1 ((n+ 1)T ) + ψ1(T ). (4-11)
Haciendo x0 (nT ) = x2 ((n+ 2)T ) se tiene que
x0 (nT ) = (I2 − φ1(T )φ2(T ))−1 · (φ1(T )ψ2(T ) + ψ1(T )) . (4-12)
Vemos que esta condicio´n inicial depende u´nicamente del periodo T .
No se tendra´ en cuenta los casos en los que posiblemente d1 = d2 = 0 y d1 = d2 = T .
4.1.2. Estabilidad de las o´rbitas perio´dicas
En esta seccio´n se hace un ana´lisis detallado de la estabilidad de las o´rbitas 1T -perio´dicas
haciendo uso de los multiplicadores caracter´ısticos. La idea es hallar la matriz Jacobiana de
la aplicacio´n de Poincare´ y evaluarla en los puntos fijos de dicha aplicacio´n. Es conocido
que si los valores propios de la Jacobiana evaluada en los puntos de equilibrio, esta´n dentro
del c´ırculo unidad (frontera de estabilidad), entonces la o´rbita 1T -perio´dica es estable, y si
existe un valor propio fuera del c´ırculo unidad, entonces la o´rbita 1T -perio´dica es inestable,
[17].
Lo anterior se puede ver en te´rminos del radio espectral de la matriz Jacobiana [34]. Recor-
demos esto:
Sea H un espacio de Hilbert, L(H) el a´lgebra de Banach de los operadores acotados en H,
L ∈ L(H). Si r(L) < 1 (el radio espectral de L), entonces I − L es invertible y adema´s
(I − L)−1 = I + L+ · · ·+ Ln + · · · (Serie de Neumann)
Ahora, es conocida la siguiente relacio´n entre el radio espectral del operador L y el espectro
σ(L) de L [5],[34]:
r(L) = ma´x{|λ| : λ ∈ σ(L)} (Fo´rmula del Radio Espectral) (4-13)
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En consecuencia, si el radio espectral de un operador lineal L (o el radio espectral de su
matriz asociada AL) es menor que 1, entonces todos sus valores propios quedara´n dentro del
c´ırculo unidad, de acuerdo con (4-13).
Por lo tanto, para analizar la estabilidad de las o´rbitas 1T -perio´dicas, es suficiente analizar
el radio espectral de la matriz Jacobiana asociada a dicha o´rbita.
Para hallar la matriz Jacobiana de la aplicacio´n de Poincare´, vamos a suponer inicialmente
que el ciclo de trabajo no satura. En este caso, la aplicacio´n de Poincare´ viene dada por la
relacio´n (3-8). Entonces, por la regla de la cadena tenemos:
JP =
∂P
∂xn
+
∂P
∂dn
· ∂dn
∂xn
. (4-14)
De 3-8 tenemos
∂P
∂xn
= φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
. (4-15)
Para simplificar los ca´lculos, definimos:
H = φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
M = φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
N = φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)
. (4-16)
Tomando las derivadas parciales con respecto a dn tenemos:
∂H
∂dn
=
1
2
A1φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
+ φ1
(
dn
2
)
·
[
1
2
φ2 (T − dn)A1φ1
(
dn
2
)
− A2φ2 (T − dn)φ1
(
dn
2
)]
∂M
∂dn
=
1
2
[
A1φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
φ2 (T − dn)B
]
− φ1
(
dn
2
)
A2φ2 (T − dn)ψ1
(
dn
2
)
∂N
∂dn
=
1
2
A1φ1
(
dn
2
)
ψ2 (T − dn)− φ1
(
dn
2
)
φ2 (T − dn)B + 1
2
B. (4-17)
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Tenemos as´ı que:
∂P
∂dn
=
∂H
∂dn
· xn + ∂M
∂dn
+
∂N
∂dn
. (4-18)
Sea ahora xn = (x
n
1 , x
n
2 )
T . Tenemos as´ı que:
∂dn
∂xn
=
[
xn2 (2k
2
1 + 2k
2
2 − Tγk21) + k22 (T − 2x2ref )− 2k1k2x1ref
−xn1 (2k21 + 2k22 − Tγk21) + k1k2 (2x2ref − T ) + 2k21x1ref
]′
·
1
(k1xn2 − k2xn1 )2
. (4-19)
donde el s´ımbolo ′ que aparece como super´ındice indica que se esta´ tomando la traspuesta
de la matriz, as´ı que ∂dn/∂xn es una matriz de taman˜o 1× 2.
Si dn = 0, la aplicacio´n de Poincare´ viene dada por la relacio´n (3-9) y la matriz Jacobiana
viene dada por
JP = φ2 (T ) . (4-20)
Si dn = T , la aplicacio´n de Poincare´ esta´ dada por la relacio´n (3-10) y en este caso la matriz
Jacobiana viene dada por
JP = φ1 (T ) . (4-21)
A continuacio´n mostramos la variacio´n del radio espectral de la matriz Jacobiana de la
aplicacio´n de Poincare´ (ecuacio´n 4-14) evaluada en los puntos de equilibrio dados por (4-1).
En esta gra´fica se ha escogido T = 0,18s, k2 = 0,5 y γ = 0,35. Como el radio espectral
pasa de ser menor que 1 a ser mayor que 1 justamente para k1 = −0,26, entonces en este
punto hay un cambio en la estabilidad de la o´rbita 1T -perio´dica. Se dice entonces que para
k1 = −0,26 ocurrio´ una bifurcacio´n del sistema, o que hay un punto de bifurcacio´n (PB).
4.1.3. Generalizacio´n de la aplicacio´n de Poincare´
A continuacio´n vamos a encontrar una condicio´n suficiente para la existencia de o´rbitas nT -
perio´dicas. La idea consiste en aplicar sucesivamente la relacio´n (3-8) y usar el teorema de
multiplicacio´n para determinantes jacobianos [39].
Por comodidad, escogemos como condicio´n inicial x1 y como condicio´n final xn. El ciclo de
trabajo en el intervalo [nT, (n+ 1)T ] lo denotamos con dn. Llamemos Σ el espacio de estados
del sistema (que es el mismo en cada instante de conmutacio´n del convertidor). Si Σ
Pn−1−−−→ Σ
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Figura 4-4: Radio espectral en funcio´n de k1 para determinar el l´ımite de estabilidad de las
o´rbitas 1T-perio´dicas.
corresponde a la aplicacio´n de Poincare´ dada por (3-8), entonces debemos componer las
siguientes aplicaciones:
Σ
P1−→ Σ P2−→ Σ · · ·Σ Pn−1−−−→ Σ (4-22)
para obtener la aplicacio´n de Poincare´ P tal que P (x1) = xn. Se tiene as´ı que
P = Pn−1 ◦ · · · ◦ P2 ◦ P1. (4-23)
En primer lugar, de (3-8) se tiene que
x2 = φ1
(
d1
2
)
φ2 (T − d1)φ1
(
d1
2
)
· x1 + φ1
(
d1
2
)
φ2 (T − d1)ψ1
(
d1
2
)
+ φ1
(
d1
2
)
ψ2 (T − d1) + ψ1
(
d1
2
)
. (4-24)
Ahora, aplicando la igualdad (4-23) se tiene para n ≥ 2:
xn =
[
n−1∏
i=1
φ1
(
di
2
)
φ2 (T − di)φ1
(
di
2
)]
x1 + Hn (4-25)
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donde la matriz Hn se define recursivamente de la siguiente manera:
H1 = φ1
(
d1
2
)
φ2 (T − d1)ψ1
(
d1
2
)
+ φ1
(
d1
2
)
ψ2 (T − d1) + ψ1
(
d1
2
)
Hn = φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
·Hn−1 + φ1
(
dn
2
)
φ2 (T − dn)ψ1
(
dn
2
)
+ φ1
(
dn
2
)
ψ2 (T − dn) + ψ1
(
dn
2
)
.
Haciendo xn = x1 obtenemos la siguiente condicio´n suficiente para la existencia de o´rbitas
nT -perio´dicas:
x1 = (I2 −Q)−1 ·Hn (4-26)
donde
Q =
n−1∏
i=1
φ1
(
di
2
)
φ2 (T − di)φ1
(
di
2
)
.
Estabilidad de las o´rbitas nT -perio´dicas
La estabilidad de las o´rbitas nT -perio´dicas se realiza teniendo en cuenta las igualdades (4-14)
y (4-23). Entonces, de la relacio´n (4-23) se tiene que
JP = JPn−1 · · ·JP2 · JP1. (4-27)
Ahora, de la relacio´n (4-14) se tiene que
JPj =
∂Pj
∂xj
+
∂Pj
∂dj
· ∂dj
∂xj
. (4-28)
Finalmente, usando las relaciones (4-27), (4-28) y la multiplicacio´n de matrices por bloques,
se tiene que
JP =
n−1∏
i=1
(
∂Pn−i
∂xn−i
∂Pn−i
∂dn−i
) I2∂dn−i
∂xn−i
 . (4-29)
En la Figura 4-5 se tiene un diagrama biparame´trico con k1 en el eje de las abscisas y k2 en el
eje de las ordenadas. En este se muestran zonas donde existen o´rbitas estables 1T -perio´dicas
hasta 7T -perio´dicas. Se ha fijado la misma condicio´n inicial de (2,5 2,1875)T , γ = 0,35,
T = 0,18s. El color rojo corresponde a zonas donde hay o´rbitas 1T -perio´dicas, el amarillo
a o´rbitas 2T - perio´dicas, el azul a o´rbitas 3T -perio´dicas, el verde a o´rbitas 4T -perio´dicas,
el blanco a o´rbitas 5T -perio´dicas, el negro a o´rbitas 6T -perio´dicas, el magenta a o´rbitas
7T -perio´dicas y el cyan a o´rbitas superiores.
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Figura 4-5: Existencia de o´rbitas estables.
4.2. Exponentes de Floquet
En esta seccio´n calculamos los Exponentes de Floquet del sistema, resolviendo la respectiva
ecuacio´n. En general, este me´todo permite analizar la estabilidad de cualquier o´rbita perio´di-
ca. En esta tesis, solamente analizaremos la estabilidad de la o´rbita 1T -perio´dica. La idea
es tomar una solucio´n perio´dica x∗ del sistema y realizar una perturbacio´n con una funcio´n
temporal eµt.
En te´rminos de la funcio´n escalo´n unitario θ (t), el sistema (2-5) puede ser expresado como
sigue:
(
x˙1
x˙2
)
=
( −γ 0
0 0
)(
x1
x2
)
+
(
0
1
)
+
(
0 1
−1 0
)(
x1
x2
)
· θ
(
t− d
2
)
+
(
0 −1
1 0
)(
x1
x2
)
· θ
(
t−
(
T − d
2
))
. (4-30)
Sea(
x1
x2
)
=
(
x∗1 + e
µta
x∗2 + e
µtb
)
una perturbacio´n de la o´rbita perio´dica (x∗1 x
∗
2)
T , donde a y b son funciones del tiempo t.
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As´ı, aplicando esta perturbacio´n al sistema (4-30), se tiene:(
x˙∗1 + µe
µta+ eµta˙
x˙∗2 + µe
µtb+ eµtb˙
)
=
( −γ 0
0 0
)(
x∗1 + e
µta
x∗2 + e
µtb
)
+
(
0
1
)
+
(
0 1
−1 0
)(
x∗1 + e
µta
x∗2 + e
µtb
)
· θ
(
t− d
2
)
+
(
0 −1
1 0
)(
x∗1 + e
µta
x∗2 + e
µtb
)
· θ
(
t−
(
T − d
2
))
. (4-31)
El ciclo de trabajo d se calcula de la relacio´n (3-6) y se puede expresar como:
d =
(2k1 − γTk1 − k2T )x1 + (2k2 + k1T )x2 + (k2T − 2k1x1ref − 2k2x2ref )
k1x2 − k2x1 .
As´ı, d = d(x1, x2). Linealizamos d alrededor del punto X(0) = (x1(0), x2(0))
T y obtenemos:
d = d(x1, x2) ≈ d(x1(0), x2(0)) + ∂d
∂x1
∣∣∣∣
X(0)
(x1 − x1(0)) + ∂d
∂x2
∣∣∣∣
X(0)
(x2 − x2(0)) .
En forma simplificada podemos escribir
d
2
(x1, x2) ≈ c˜1 + c˜2 (x1 − x1(0)) + c˜3 (x2 − x2(0)) .
As´ı,
θ
(
t− d
∗
2
)
≈ θ (t− (c˜1 + c˜2 (x∗1(0)− x1(0)) + c˜3 (x∗2(0)− x2(0))))
y
θ
(
t− d
2
)
≈ θ (t− (c˜1 + c˜2 (x∗1(0) + a(0)− x1(0)) + c˜3 (x∗2(0) + b(0)− x2(0))))
ya que d esta´ asociado a la perturbacio´n de la o´rbita perio´dica.
Haciendo aproximacio´n por expansio´n en serie de Taylor de primer orden tenemos:
θ
(
t− d
2
)
≈ θ
(
t− d
∗
2
)
+ δ
(
t− d
∗
2
)
(cˆ2a(0) + cˆ3b(0))
donde cˆ2 = −c˜2/2, cˆ3 = −c˜3/2 y δ es la funcio´n delta de Dirac. Ana´logamente, por expansio´n
en serie de Taylor para el escalo´n unitario en t− (T − d/2) se tiene:
θ
(
t−
(
T − d
2
))
≈ θ
(
t−
(
T − d
∗
2
))
+ δ
(
t−
(
T − d
∗
2
))
(cˆ2a(0) + cˆ3b(0)) .
De esta forma, al reemplazar en la relacio´n (4-31) se tiene:
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(
x˙∗1 + µe
µta+ eµta˙
x˙∗2 + µe
µtb+ eµtb˙
)
=
( −γ 0
0 0
)(
x∗1 + e
µta
x∗2 + e
µtb
)
+
(
0
1
)
+
(
0 1
−1 0
)(
x∗1 + e
µta
x∗2 + e
µtb
)
·
[
θ
(
t− d
∗
2
)
+ δ
(
t− d
∗
2
)
(cˆ2a(0) + cˆ3b(0))
]
+
(
0 −1
1 0
)(
x∗1 + e
µta
x∗2 + e
µtb
)
·
[
θ
(
t−
(
T − d
∗
2
))
+ δ
(
t−
(
T − d
∗
2
))
(cˆ2a(0) + cˆ3b(0))
]
.
Como (x∗1, x
∗
2)
T es solucio´n del sistema, entonces de la u´ltima relacio´n se sigue que:
(
µeµta+ eµta˙
µeµtb+ eµtb˙
)
=
( −γ 0
0 0
)(
eµta
eµtb
)
+
(
0 1
−1 0
)(
x∗1
x∗2
)
δ
(
t− d
∗
2
)
(cˆ2a(0) + cˆ3b(0))
+
(
0 1
−1 0
)(
eµta
eµtb
)[
θ
(
t− d
∗
2
)
+ δ
(
t− d
∗
2
)
(cˆ2a(0) + cˆ3b(0))
]
+
(
0 −1
1 0
)(
x∗1
x∗2
)
δ
(
t−
(
T − d
∗
2
))
(cˆ2a(0) + cˆ3b(0))
+
(
0 −1
1 0
)(
eµta
eµtb
)
·
[
θ
(
t−
(
T − d
∗
2
))
+ δ
(
t−
(
T − d
∗
2
))
(cˆ2a(0) + cˆ3b(0))
]
.
Debido a que la funcio´n delta de dirac δ (t− d∗/2) so´lo aporta para t = d∗/2, y que las
matrices(
eµta
eµtb
)
δ
(
t− d
∗
2
)
(cˆ2a(0) + cˆ3b(0)) ≈
(
0
0
)
, (4-32)
(
eµta
eµtb
)
δ
(
t−
(
T − d
∗
2
))
(cˆ2a(0) + cˆ3b(0)) ≈
(
0
0
)
(4-33)
entonces podemos escribir el sistema perturbado como:
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(
µa+ a˙
µb+ b˙
)
=
( −γ 0
0 0
)(
a
b
)
+ Aδ
(
t− d
∗
2
)(
a(0)
b(0)
)
+
(
0 1
−1 0
)(
a
b
)
θ
(
t− d
∗
2
)
+ Bδ
(
t−
(
T − d
∗
2
))(
a(0)
b(0)
)
+
(
0 −1
1 0
)(
a
b
)
θ
(
t−
(
T − d
∗
2
))
.
donde
A = e−µ(
d∗
2 )
(
0 1
−1 0
)(
x∗1
(
d∗
2
)
x∗2
(
d∗
2
) ) ( cˆ2 cˆ3 )
y
B = e−µ(T−
d∗
2 )
(
0 −1
1 0
)(
x∗1
(
T − d∗
2
)
x∗2
(
T − d∗
2
) ) ( cˆ2 cˆ3 ).
Tenemos que (
x∗1
(
d∗
2
)
x∗2
(
d∗
2
) ) = eA1 d∗2 ( x∗1(0)
x∗2(0)
)
+
d∗
2
B.
y (
x∗1
(
T − d∗
2
)
x∗2
(
T − d∗
2
) ) = eA2(T−d∗)( x∗1 (d∗2 )
x∗2
(
d∗
2
) )+ A−12 (eA2(T−d∗) − I2)B.
Se llega finalmente a que la ecuacio´n variacional que rige la evolucio´n de la perturbacio´n
viene dada por:
(
a˙
b˙
)
=
( −γ − µ 0
0 −µ
)(
a
b
)
+ Aδ
(
t− d
2
)(
a(0)
b(0)
)
(4-34)
+
(
0 1
−1 0
)(
a
b
)
θ
(
t− d
2
)
(4-35)
+ Bδ
(
t−
(
T − d
2
))(
a(0)
b(0)
)
(4-36)
+
(
0 −1
1 0
)(
a
b
)
θ
(
t−
(
T − d
2
))
. (4-37)
donde hemos hecho ahora d∗ = d simplemente por comodidad.
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El paso que sigue es resolver esta ecuacio´n variacional. Las integrales de las ecuaciones de la
perturbacio´n se deben hacer a tramos, y debido a la presencia de la funcio´n delta de Dirac,
se requiere hacer tambie´n integracio´n sobre las discontinuidades.
Inicialmente se calcula la solucio´n entre t = 0 y t = d/2 para calcular a (d/2)− y b (d/2)−.
Ahora bien, en 0 < t < d/2, la ecuacio´n variacional se convierte en:(
a˙
b˙
)
=
( −γ − µ 0
0 −µ
)(
a
b
)
(4-38)
Sabemos que la solucio´n de este sistema viene dado por:
(
a
b
)
= e−µt
(
e−γt 0
0 1
)(
a(0)
b(0)
)
. (4-39)
y por consiguiente
(
a
(
d
2
)
−
b
(
d
2
)
−
)
= e−µ
d
2
(
e−γ
d
2 0
0 1
)(
a(0)
b(0)
)
. (4-40)
Ahora integramos sobre la discontinuidad para hallar a (d/2)+ y b (d/2)+, y obtenemos:
(
a
(
d
2
)
+
b
(
d
2
)
+
)
=
(
a
(
d
2
)
−
b
(
d
2
)
−
)
+ A
(
a(0)
b(0)
)
. (4-41)
Por lo tanto,
(
a
(
d
2
)
+
b
(
d
2
)
+
)
=
(
e−µ
d
2
(
e−γ
d
2 0
0 1
)
+ A
)(
a(0)
b(0)
)
. (4-42)
Ahora se integra entre t = d/2 y t = T − d/2 con esta nueva condicio´n inicial, para hallar(
a(T−d/2)− b(T−d/2)−
)T
. En primer lugar, en este intervalo el sistema perturbado queda
como:
(
a˙
b˙
)
=
( −γ − µ 1
−1 −µ
)(
a
b
)
. (4-43)
Para encontrar la solucio´n de este sistema, conviene expresar
C =
( −γ − µ 1
−1 −µ
)
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como C = A1 + A2, siendo A1 =
( −γ
2
− µ 0
0 −γ
2
− µ
)
y A2 =
( −γ
2
1
−1 γ
2
)
. La ventaja de
esta escogencia, es que al conmutar A1 y A2 se tiene que e
Ct = eA1teA2t, donde
eA1t = e−(
γ
2
+µ)tI2
y
eA2t =
(
− γ√
α
sin
(
1
2
√
αt
)
+ cos
(
1
2
√
αt
)
2√
α
sin
(
1
2
√
αt
)
− 2√
α
sin
(
1
2
√
αt
)
γ√
α
sin
(
1
2
√
αt
)
+ cos
(
1
2
√
αt
) )
siendo α = 4− γ2. En consecuencia,(
a
(
T − d
2
)
−
b
(
T − d
2
)
−
)
= e−(
γ
2
+µ)(T− d
2
)eA2(T−
d
2
)
(
a
(
d
2
)
+
b
(
d
2
)
+
)
.
Reemplazando la matriz (
a
(
d
2
)
+
b
(
d
2
)
+
)
se tiene que:
(
a
(
T − d
2
)
−
b
(
T − d
2
)
−
)
= e−(
γ
2
+µ)(T− d
2
)eA2(T−
d
2
)
(
e−µ
d
2
(
e−γ
d
2 0
0 1
)
+ A
)(
a(0)
b(0)
)
. (4-44)
Ahora se integra sobre la segunda discontinuidad para hallar el estado en t = (T − d
2
)+:(
a
(
T − d
2
)
+
b
(
T − d
2
)
+
)
= e−(
γ
2
+µ)(T− d
2
)eA2(T−
d
2
)
(
e−µ
d
2
(
e−γ
d
2 0
0 1
)
+ A
)(
a(0)
b(0)
)
+ B
(
a(0)
b(0)
)
. (4-45)
Para simplificar la notacio´n, sea
H = e−(
γ
2
+µ)(T− d
2
)eA2(T−
d
2
)
(
e−µ
d
2
(
e−γ
d
2 0
0 1
)
+ A
)
.
Ahora, calculamos a(T ) y b(T ) integrando sobre el u´ltimo tramo:(
a(T )
b(T )
)
= e−µ
d
2
(
e−γ
d
2 0
0 1
)(
a
(
T − d
2
)
+
b
(
T − d
2
)
+
)
.
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De esta manera,(
a(T )
b(T )
)
= e−µ
d
2
(
e−γ
d
2 0
0 1
)
(H + B)
(
a(0)
b(0)
)
.
Luego, si escribimos la u´ltima ecuacio´n como(
a(T )
b(T )
)
= Ap
(
a(0)
b(0)
)
se tiene que si la solucio´n es perio´dica, entonces
(Ap − I2)
(
a(0)
b(0)
)
=
(
0
0
)
debido a que a(T ) = a(0) y b(T ) = b(0).
Dicha solucio´n es estable si la parte real de los exponentes de Floquet µ, obtenidos de la
solucio´n de la ecuacio´n variacional, es negativa. Esto se cumplira´ si µ < 0 siempre que
det (Ap − I2) = 0.
A continuacio´n mostramos la simulacio´n de los exponentes de Floquet asociados a la o´rbita
1T -perio´dica.
Figura 4-6: Exponentes de Floquet con CPWM .
En la Figura 4-6 se ha escogido k2 = −0,5, γ = 0,35 y T = 0,18. Comparando con la Figura
5-5 obtenemos un error absoluto del 0,0792 en el valor en el cual la o´rbita 1T−perio´dica
pierde su estabilidad. Esto se debe a las aproximaciones hechas en las ecuaciones (4-32) y
(4-33). Sin embargo, con esta aproximacio´n se puede realizar un estudio de la estabilidad
de la o´rbita 1T−perio´dica cuando se introduce un retardo de tiempo en el sistema. Esto lo
haremos en el siguiente cap´ıtulo.
Capı´tulo5
Bifurcaciones
Resumen
En este Cap´ıtulo se hace un estudio del cambio cualitativo del
convertidor Boost, al variar los para´metros asociados a la su-
perficie de conmutacio´n. En el cap´ıtulo anterior se encontraron
unos puntos en los cuales el sistema experimenta cambios en
la estabilidad de sus o´rbitas perio´dicas. Como estos cambios son
cualitativos, se podr´ıa decir que el sistema experimenta una bifur-
cacio´n justo en el valor donde ocurre el cambio en la estabilidad
del sistema.
Para caracterizar el tipo de bifurcacio´n que encontremos, nos
valdremos del diagrama de bifurcaciones, el cual se obtiene de
la aplicacio´n de Poincare´ dada por las relaciones (3-8), (3-9) y
(3-10), y de los valores propios de la matriz Jacobiana evaluada
en los puntos de equilibrio del sistema.
5.1. Bifurcaciones
La teor´ıa de bifurcaciones describe la forma en la que ciertas propiedades topolo´gicas de un
sistema dina´mico como lo son sus o´rbitas perio´dicas, existencia y estabilidad de puntos fijos
o de equilibrio, pueden cambiar al variar para´metros del sistema [45], [46].
As´ı, una bifurcacio´n es un cambio cualitativo de un sistema dina´mico, ocurrido al variar
uno de los para´metros del sistema. En consecuencia, los puntos fijos as´ı como su estabili-
dad pueden cambiar (crearse o desaparecer). El diagrama de bifurcaciones es una potente
herramienta que nos brinda una primera informacio´n sobre los l´ımites en los que un sistema
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dina´mico tiene un rango de operabilidad estable. No obstante su utilidad, se requiere de
otras te´cnicas que nos permitan decidir con exactitud los l´ımites de estabilidad de algunas
de sus o´rbitas perio´dicas. Para esto u´ltimo, nos valdremos del radio espectral de la matriz
Jacobiana de la aplicacio´n de Poincare´.
Figura 5-1: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1, k2 = 0,5.
Figura 5-2: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1, k2 = 0,5.
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Figura 5-3: Diagrama de bifurcacio´n de la corriente en funcio´n de k1, k2 = 0,5.
En las Figuras 5-1, 5-2, 5-3 y 5-4 se ha escogido γ = 0,35, T = 0,18s. Como condicio´n
inicial se tomo´ (2,5 2,1875)T . La curva en color cyan corresponde a la o´rbita 1T -perio´dica
que se ha inestabilizado. De estas Figuras y la Figura 4-4 se tiene que la o´rbita 1T -perio´dica
pierde su estabilidad cuando k1 = −0,26.
Figura 5-4: Evolucio´n de los valores propios de la matriz Jacobiana al incrementar el
para´metro k1, k2 = 0,5.
La variacio´n de los valores propios de la matriz Jacobiana de la aplicacio´n de Poincare´ se
muestran en la Figura 5-4. En ella vemos que inicialmente los valores propios esta´n dentro
del c´ırculo unidad, lo que muestra la estabilidad de la o´rbita 1T -perio´dica. Al incrementarse
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el valor de k1 los valores propios salen del c´ırculo unidad por −1 para un valor aproximado de
k1 = −0,26, lo cual significa que la bifurcacio´n es de tipo flip [36]. Este tipo de bifurcacio´n
esta´ caracterizado porque la o´rbita 1T -perio´dica se hace inestable y nace una o´rbita 2T -
perio´dica, es decir, ocurre un doblamiento de periodo.
En las Figuras 5-5, 5-6, 5-7, 5-8 y 5-9 se ha escogido γ = 0,35, T = 0,18s y k2 = −0,5.
Como condicio´n inicial se escogio´ nuevamente(2,5 2,1875)T .
Figura 5-5: Variacio´n del radio espectral en funcio´n de k1, k2 = −0,5.
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Figura 5-6: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1, k2 = −0,5.
Figura 5-7: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1, k2 = −0,5.
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Figura 5-8: Diagrama de bifurcacio´n de la corriente en funcio´n de k1, k2 = −0,5.
Figura 5-9: Evolucio´n de los valores propios al incrementar el para´metro k1, k2 = −0,5.
En estas Figuras se observa la inestabilidad de la o´rbita 1T -perio´dica (en color cyan) para
valores de k1 menores que 0,26. Despue´s de este valor, la o´rbita 1T -perio´dica se hace estable.
La Figura 5-9 muestra que inicialmente hay valores propios menores a −1 y que ingresan al
c´ırculo unidad por −1 justo cuando k1 = 0,26. Esta bifurcacio´n tambie´n es de tipo flip.
El estudio anal´ıtico de la transicio´n hacia el caos es relativamente complejo, debido a que el
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rango donde las o´rbitas perio´dicas se inestabilizan es demasiado pequen˜o.
Al determinar nume´ricamente el radio espectral de la matriz Jacobiana de la aplicacio´n de
Poincare´ evaluada en las o´rbitas 1T−perio´dica, 2T−perio´dica, 3T−perio´dica, se observa que
el programa (implementado en Matlab), no es capaz de diferenciar cuando el radio espectral
de la matriz jacobiana pasa a ser mayor que 1 en cada una de las o´rbitas antes mencionadas.
Este comportamiento se observa en las Figuras 5-10 y 5-11. Por ejemplo, en la Figura 5-10,
la curva en color azul corresponde a la variacio´n del radio espectral de la matriz Jacobiana
de la aplicacio´n de Poincare´ evaluada en las o´rbitas 1T -perio´dicas, en funcio´n de k1, y la
curva en color cyan corresponde a la variacio´n del radio espectral de la matriz Jacobiana de
la aplicacio´n de Poincare´ evaluada en las o´rbitas 2T -perio´dicas, en funcio´n de k1. Se observa
que el valor donde los radios espectrales pasan a ser menores que 1, difieren en 0,0005.
En la Figura 5-11 se observa la variacio´n del radio espectral para varias o´rbitas. Empezando
por la o´rbita 1T -perio´dica (en color cyan), hasta la o´rbita 6T -perio´dica (en color amarillo).
Se aprecia que los radios espectrales pasan a ser menores que 1 aproximadamente en el mismo
punto. Este mismo feno´meno ha sido observado en un convertidor tipo Buck [4], lo cual nos
lleva a pensar en que este tipo de comportamientos se debe no al tipo de convertidor, sino
mas bien a la estrategia ZAD.
Figura 5-10: Evolucio´n del radio espectral en funcio´n de k1, k2 = 0,5.
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Figura 5-11: Evolucio´n del radio espectral en funcio´n de k1, para varias o´rbitas perio´dicas,
escogiendo k2 = 0,5.
5.2. Simulacio´n del sistema con retardo de tiempo
Es conocido el hecho de que ciertos dispositivos electro´nicos manejados con un modulador de
anchura de pulso, trabajan automa´ticamente con un periodo de atraso. Para nuestro sistema
en consideracio´n, se hace entonces necesario realizar un estudio del convertidor cuando se
incorpora, por ejemplo, un periodo de atraso. Si queremos realizar un estudio (nume´rico o
anal´ıtico) de la implicacio´n que tiene en el sistema un periodo de atraso, debemos considerar
el ciclo de trabajo en el estado t = (n − 1)T y no en t = nT . En consecuencia, el ciclo de
trabajo que debemos usar vendr´ıa dado por:
dc =
2s(x((n− 1)T )) + T s˙2(x((n− 1)T ))
s˙2(x((n− 1)T ))− s˙1(x((n− 1)T )) (5-1)
El estudio anal´ıtico de la estabilidad del sistema que gobierna al convertidor Boost cuando
usamos el ciclo de trabajo dado por (5-1), es relativamente complejo. Por ejemplo, la esta-
bilidad de la o´rbita 1T -perio´dica, se puede hacer mediante el ca´lculo de los exponentes de
Floquet.
Cuando incorporamos un periodo de atraso al sistema, debemos cambiar t por t−T , siendo T
el periodo de conmutacio´n. As´ı, la ecuacio´n que define al convertidor Boost, queda expresado
de la siguiente manera:
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(
x˙1
x˙2
)
=
( −γ 0
0 0
)(
x1
x2
)
+
(
0
1
)
+
(
0 1
−1 0
)(
x1
x2
)
· θ
(
t−
(
T +
d
2
))
+
(
0 −1
1 0
)(
x1
x2
)
· θ
(
t−
(
2T − d
2
))
(5-2)
No´tese que el periodo de atraso ya se ha agregado a las ecuaciones del sistema, y el ciclo de
trabajo que aparece en la ecuacio´n (5-2) es el de la ecuacio´n (3-6).
El ana´lisis de la estabilidad de la o´rbita 1T -perio´dica mediante el ca´lculo de los exponentes
de Floquet asociado a la solucio´n de la ecuacio´n (5-2), no se realizara´ en la presente tesis y
queda como un trabajo futuro.
La simulacio´n del sistema con un retardo de tiempo se muestra en las Figuras 5-12, 5-13 y
5-14.
Figura 5-12: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1, cuando se
introduce un periodo de atraso.
62 5 Bifurcaciones
Figura 5-13: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1, cuando se introduce
un periodo de atraso.
Figura 5-14: Diagrama de bifurcacio´n de la corriente en funcio´n de k1, cuando se introduce
un periodo de atraso.
En las Figuras 5-12, 5-13 y 5-14 se tienen los diagramas de bifurcaciones del ciclo de trabajo,
tensio´n y corriente en funcio´n del para´metro k1. Se escogieron las condiciones γ = 0,35,
T = 0,18s, k2 = 0,5 y condicio´n inicial (2,5 2,1875)
T . Se ha usado el ciclo de trabajo dado
por la relacio´n (5-1). Comparando con los diagramas de bifurcaciones de las Figuras 5-1,
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5-2, 5-3, se observa que la o´rbita 1T -perio´dica pierde su estabilidad en ciertos rangos en
los que antes era estable. Por lo tanto, al introducir un retardo de tiempo en el convertidor
Boost, la regio´n de estabilidad del sistema es ma´s pequen˜a.
Capı´tulo6
Existencia y Control de Caos
Resumen
Este cap´ıtulo trata sobre la existencia del feno´meno conocido co-
mo caos. Para poder hablar de este feno´meno, primero definire-
mos lo que entendemos por caos y luego demostraremos nume´ri-
camente su existencia mediante el ca´lculo de los exponentes de
Lyapunov. Posteriormente aplicamos las te´cnicas FPIC y TDAS
para el control del caos y hacemos una comparacio´n entre estas.
6.1. Definicio´n de caos.
El estudio del caos comienza ba´sicamente con los modelos matema´ticos desarrollados por
Edward N. Lorenz para estudiar ciertos comportamientos de conveccio´n. Los resultados
ma´s completos sobre el caos han sido obtenidos en circuitos no lineales, debido a que las
condiciones de disen˜o facilitan su implementacio´n y adema´s porque los circuitos pueden ser
representados por ecuaciones diferenciales ordinarias o aplicaciones con pocas variables [40].
Podemos diferenciar dos tipos de caos: caos y caos fuerte. La primera definicio´n es ma´s fa´cil
de comprobar nume´ricamente y la podemos encontrar, por ejemplo, en [15]. La segunda
definicio´n es ma´s compleja desde el punto de vista nume´rico y anal´ıtico y se puede consultar
en [17]. Sin embargo, no hay un criterio universal o aceptado por la comunidad cient´ıfica de
lo que es el caos. En esta tesis usaremos la siguiente definicio´n operativa:
Definicio´n 1. Un sistema es cao´tico si satisface las siguientes condiciones:
1. Posee exponentes de Lyapunov positivos.
2. Tiene dependencia sensible sobre condiciones iniciales en su dominio.
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3. Es acotado.
Los exponentes de Lyapunov permiten dar una medida de la separacio´n de dos o´rbitas que
inicialmente estaban muy cercanas. En general, el ca´lculo anal´ıtico de estos exponentes es
muy complejo, as´ı que se debe recurrir a su ca´lculo de manera nume´rica. Si las o´rbitas
inicialmente esta´n muy cercanas y en el futuro tambie´n lo esta´n, entonces los exponentes
de Lyapunov asociados sera´n negativos; y si las trayectorias divergen, existira´ al menos un
exponente de Lyapunov positivo. De esta manera, los exponentes de Lyapunov dan una
medida de la sensibilidad de un sistema a condiciones iniciales. De otro lado, la presencia
de un exponente de Lyapunov en un sistema cuyas trayectorias evolucionan en una regio´n
acotada del espacio de estados, garantiza comportamiento cao´tico [7]. Adema´s, la suma de
todos los exponentes de Lyapunov en un atractor cao´tico debe ser siempre negativa [43]. Es
conocido el hecho de que si un sistema es disipativo, entonces la suma de los exponentes
de Lyapunov sera´ negativa. En consecuencia, el estudio sobre la existencia de caos en el
convertidor Boost sera´ realizado mediante el ca´lculo nume´rico de los exponentes de Lyapunov.
A continuacio´n recordamos la definicio´n de los exponentes de Lyapunov.
Definicio´n 2. Sea DF(x) la matriz Jacobiana de la aplicacio´n de Poincare´ y qi (DF(x)) el
i−e´simo valor propio de DF(x). El exponente de Lyapunov λi para cada valor propio viene
dado por
λi = l´ım
n→∞
(
1
n
n∑
k=0
log |qi (DF(x(k))) |
)
. (6-1)
En la Figura 6-1 se muestra la presencia de caos en el convertidor Boost en un cierto rango del
para´metro k1, debido a la presencia de exponentes de Lyapunov positivos. Se han escogido
las mismas condiciones iniciales con las que se obtuvieron los diagramas de bifurcaciones
obtenidos en las figuras 5-1, 5-2 y 5-3.
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Figura 6-1: Variacio´n de los exponentes de Lyapunov en funcio´n de k1, k2 = 0,5.
Figura 6-2: Variacio´n de los exponentes de Lyapunov en funcio´n de k1, k2 = −0,5.
La Figura 6-2 nos confirma la existencia de caos en el convertidor Boost para un rango
del para´metro k1, debido a la presencia de exponentes de Lyapunov positivos. Se escogieron
las mismas condiciones iniciales con las que se obtuvieron los diagramas de bifurcaciones
obtenidos en las figuras 5-6, 5-7, 5-8.
6.2. Control de caos con FPIC
Recordemos que nuestro sistema es no auto´nomo, es decir, esta´ excitado con una sen˜al
externa u. Cualquier me´todo de control de caos debe estabilizar las o´rbitas inestables y para
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ello necesariamente debe lograr que los valores propios de la matriz jacobiana de la aplicacio´n
de Poincare´ queden dentro del c´ırculo unidad (frontera de estabilidad).
En este sentido se han disen˜ado varias estrategias de control. Para controlar el caos que
presenta el convertidor Boost con ZAD, usaremos las te´cnicas TDAS (Timed Delayed Auto-
Synchronization) y FPIC (Fixed Point Induced Control)
Teorema 6.1 (FPIC [1]). Conside´rese el siguiente sistema dina´mico discreto dado por:
xk+1 = f(xk, u(xk)) (6-2)
donde xk ∈ Rn, u : Rn → R, f : Rn+1 → Rn. Supongamos que el sistema posee un punto fijo
(x∗, u(x∗)) := (x∗, u∗) .
Al calcular el jacobiano del sistema en este punto fijo obtenemos J = Jx + Ju donde
Jx =
(
∂f
∂x
)
(x∗,u∗)
y Ju =
(
∂f
∂u
∂u
∂x
)
(x∗,u∗)
.
Si el radio espectral de la matriz Jx es menor que 1, es decir, si ρ (Jx) < 1, existe una sen˜al
de control
uˆ(k) =
u(x(k)) +Nu∗
N + 1
que garantiza la estabilidad del punto fijo (x∗, u∗) para algu´n N ∈ R+.
Con el fin de aplicar la te´cnica FPIC al control de caos en el Boost, recordemos que la
discretizacio´n de nuestro sistema corresponde a un muestreo del mismo cada T segundos
(aplicacio´n de Poincare´) y viene dada por las relaciones (3-8), (3-9) y (3-10). La aplicacio´n
de Poincare´ junto con su Jacobiano, se pueden expresar como
xn+1 = P (xn, dn) , JP =
∂P
∂xn
+
∂P
∂dn
· ∂dn
∂xn
.
Sea y∗ = (x∗, d∗) un punto fijo de la aplicacio´n de Poincare´. Para aplicar la te´cnica FPIC se
debe tener que
ρ
(
∂P
∂xn
∣∣∣∣
y∗
)
< 1. (6-3)
Si la relacio´n (6-3) se cumple, entonces la te´cnica FPIC garantiza la existencia de una sen˜al
de control
d∗n =
dn +Nd
∗
N + 1
(6-4)
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tal que el sistema
xn+1 = P (xn, d
∗
n) (6-5)
tiene a y∗ como punto fijo estable. En la relacio´n (6-4), d∗ corresponde al ciclo de trabajo
en estado estacionario dado por (3-11).
Para poder aplicar la te´cnica FPIC, primero se debe encontrar el radio espectral de la matriz
∂P
∂xn
= φ1
(
dn
2
)
φ2 (T − dn)φ1
(
dn
2
)
evaluada en el punto fijo y∗ de la aplicacio´n de Poincare´ y ver si es menor que 1. La Figura
6-3 nos muestra la variacio´n del radio espectral de la matriz ∂P/∂xn para varios valores de
γ, la cual concuerda con la Figura 4-1.
Figura 6-3: Radio espectral en funcio´n de γ.
Se tiene as´ı que es aplicable la te´cnica FPIC.
Seguidamente aplicamos la te´cnica FPIC al convertidor Boost controlado con ZAD.
Las Figuras 6-4 y 6-5 muestran que al escoger N = 0,1, disminuye la zona en la que el
sistema presenta comportamiento cao´tico.
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Figura 6-4: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1 con N = 0,1, k2 = 0,5
Figura 6-5: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 con N = 0,1,
k2 = 0,5
La Figura 6-6 nos muestra la forma en la que el atractor cao´tico de la Figura 3-9, va
desapareciendo a medida que se incrementa la constante N de control FPIC.
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Figura 6-6: Atractor del sistema en el espacio de estados aplicando FPIC con N = 0,1,
k1 = 0,35, k2 = 0,5
Figura 6-7: Evolucio´n del ciclo de trabajo aplicando FPIC con N = 0,1.
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Figura 6-8: Regulacio´n del sistema aplicando FPIC con N = 0,1.
De la Figura 6-8 se tiene que el sistema mejora su capacidad de regulacio´n cuando aplicamos
el control FPIC (comparar con la Figura 3-10).
Figura 6-9: Variacio´n de la tensio´n en funcio´n de k1 con N = 0,2.
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Figura 6-10: Variacio´n del ciclo de trabajo en funcio´n de k1 con N = 0,2.
De las figuras 6-9 y 6-10 vemos que para N = 0,2, ha disminuido considerablemente la zona
donde el sistema presenta comportamiento cao´tico. Se aprecia que la o´rbita 1T -perio´dica es
estable en un rango mayor del para´metro k1.
Las figuras 6-11 y 6-12 nos muestran que pra´cticamente ha desaparecido la zona en la que
el sistema presentaba caos con k2 = 0,5.
Figura 6-11: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1 con N = 0,6, k2 = 0,5
6.2 Control de caos con FPIC 73
Figura 6-12: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 con N = 0,6,
k2 = 0,5
La Figura 6-13 nos da las cotas en las que la te´cnica FPIC controla el caos del sistema.
Como es de esperarse, para N = 0 la te´cnica FPIC esta´ desactivada, lo cual se evidencia
de las Figuras 5-1, 5-2 y 5-3. A partir de este valor la te´cnica FPIC empieza a controlar el
caos. El color azul corresponde a zonas donde el caos se controla y el rojo a la presencia de
caos. Se observa que para un valor aproximado de N = 0,7735, el caos ya ha sido eliminado
completamente para el conjunto de valores considerados.
Figura 6-13: Cotas para la constante N de control FPIC.
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6.3. Control FPIC con retardo de tiempo
Una vez que se tiene la presencia de caos en el convertidor Boost con retardo de tiempo, es
natural preguntarnos si al implementar la te´cnica FPIC e´sta es capaz de controlar el caos.
La respuesta a esta pregunta se hara´ mediante simulacio´n.
Figura 6-14: Exponentes de Lyapunov para el Boost con retardo de tiempo y control FPIC.
La Figura 6-14 muestra la variacio´n de los exponentes de Lyapunov en funcio´n del para´metro
k1, cuando se considera un retardo de tiempo y se implementa el control FPIC.
Se observa que al incrementar la constante de control N , aumenta el rango de valores del
para´metro k1 en la que existen exponentes de Lyapunov positivos. Por ejemplo, si N = 0,1
se obtienen exponentes de Lyapunov positivos para k1 ∈ [−0,2406, 0,3844]; si N = 0,3
se obtienen exponentes de Lyapunov positivos para k1 ∈ [−0,3101, 0,389], si N = 0,6 se
obtienen exponentes de Lyapunov positivos para k1 ∈ [−0,3575, 0,3791], y si N = 0,8 se
obtienen exponentes de Lyapunov positivos para k1 ∈ [−0,3535, 0,3895].
Lo anterior nos muestra que se pierde rango de variabilidad de k1 en los que la o´rbita 1T -
perio´dica es estable. En consecuencia, al aplicar la te´cnica FPIC al convertidor Boost con
retardo de tiempo, no se obtienen resultados satisfactorios en cuanto a estabilidad de o´rbitas
inestables.
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6.4. Control de caos con TDAS
La te´cnica se basa en aplicar realimentacio´n de la variable retardada en el tiempo [48]. Como
la variable que induce la inestabilidad es asociada al ciclo de trabajo, al aplicar la te´cnica
TDAS podemos escribir:
dn = dc + η(dn − dn−1) (6-6)
siendo dn el ciclo de trabajo que se va a aplicar, dc el ciclo de trabajo dado por la relacio´n
(3-6), dn−1 es el ciclo de trabajo en la anterior iteracio´n y η es el factor de realimentacio´n.
De 6-6 tenemos que
dn =
dc − ηdn−1
1− η . (6-7)
Para encontrar nume´ricamente los valores de η que garantizan la estabilidad de la o´rbita
1T -perio´dica, calcularemos el Jacobiano del nuevo sistema.
Al calcular el ciclo de trabajo mediante la expresio´n (6-7) se tiene un nuevo sistema cuya
aplicacio´n de Poincare´ tiene la forma
X(n+ 1) = P (X(n), d (X(n), X(n− 1))) . (6-8)
Sean Z1 = X(n), Z2 = X(n− 1). Se obtiene una nueva sen˜al de control dependiente de las
variables Z1 y Z2:
d(n+ 1) =
d(Z1(n))− ηd(Z2(n))
1− η . (6-9)
Obtenemos as´ı el siguiente sistema:
Z1(n+ 1) = P (Z1(n), d (Z1(n), Z2(n)))
Z2(n+ 1) = Z1(n). (6-10)
El Jacobiano del nuevo sistema (6-10) viene dado por:
J =
(
∂P
∂Z1
+ ∂P
∂d
∂d
∂Z1
∂P
∂d
∂d
∂Z2
I O
)
. (6-11)
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donde I y O son las matrices identidad y nula de taman˜o 2× 2, respectivamente.
Con este Jacobiano (que se implementara´ en Matlab) se estudian sus valores propios que nos
permitira´n determinar la estabilidad del sistema.
Las Figuras 6-15 y 6-16 corresponden a la evolucio´n de tensio´n y el ciclo de trabajo en
funcio´n de k1, escogiendo η = 0,1. Vemos que la zona donde el re´gimen cao´tico se presen-
ta, ha aumentado. Esto sugiere que debemos escoger valores negativos para el factor de
realimentacio´n η.
Figura 6-15: Diagrama de bifurcaio´n de la tensio´n en funcio´n de k1 para η = 0,1.
Figura 6-16: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 para η = 0,1.
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En las Figuras 6-17 y 6-18 se ha escogido η = −0,1. Se tiene que ha disminuido la zona
donde el sistema opera en re´gimen cao´tico.
Figura 6-17: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 para η = −0,1.
Figura 6-18: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1 para η = −0,1.
En las Figuras 6-19 y 6-20 se escogio´ η = −0,2 y se aprecia una disminucio´n considerable
de la zona donde hay presencia de caos.
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Figura 6-19: Diagrama de bifurcacio´n del ciclo de trabajo en funcio´n de k1 para η = −0,2.
Figura 6-20: Diagrama de bifurcacio´n de la tensio´n en funcio´n de k1 para η = −0,2.
La Figura 6-21 nos da cotas para la constante η, en las que se tiene control de caos. De
all´ı se observa que una vez se tiene un valor ma´ximo k1 de control de caos (correspondiente
a un valor aproximado de η = −0,24), empieza a disminuir la zona donde la te´cnica TDAS
puede controlar el caos. Desde el punto de vista de implementacio´n, esto es un inconveniente
debido a la escogencia de la zona en la cual se quiere controlar el caos. Esto no sucede con
la te´cnica FPIC, ya que (como lo muestra la Figura 6-13, a partir de N = 0,7735) el caos
ya es controlado.
6.4 Control de caos con TDAS 79
Figura 6-21: Cotas para la constante η de control TDAS.
Figura 6-22: Evolucio´n del sistema en el espacio de estados con constante de control TDAS
η = −0,1.
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Figura 6-23: Evolucio´n del ciclo de trabajo con TDAS y η = −0,1.
Figura 6-24: Regulacio´n del sistema con TDAS y η = −0,1.
Las Figuras 6-22, 6-23 y 6-24 nos muestran la evolucio´n del sistema cuando se escoge como
constante de realimentacio´n η = −0,1. Para realizarlas, se tomaron las misma condiciones
iniciales con las que se obtuvo el atractor cao´tico de la Figura 3-9. Se observa que para este
valor de η el atractor au´n no se ha fragmentado en dos piezas, como sucedio´ con la te´cnica
FPIC. El ciclo de trabajo aparece en re´gimen cao´tico. Comparando con la Figura 6-8 vemos
que la regulacio´n del sistema es muy similar aplicando TDAS y FPIC. Sin embargo, de esta
misma Figura se tiene que la zona donde el sistema opera en re´gimen cao´tico es menor
cuando aplicamos el control FPIC.
Las Figuras 6-25 y 6-26 corresponden a diagramas biparame´tricos donde se representan
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zonas en las que el convertidor Boost regula al aplicarle las te´cnicas FPIC y TDAS, respec-
tivamente.
El color blanco corresponde a una regulacio´n con error mayor al 7 %, el azul a una regulacio´n
del 7 %, el verde a una regulacio´n del 6 %, el cyan a una regulacio´n del 5 %, el magenta a una
regulacio´n del 4 %, el negro a una regulacio´n del 3 %, el amarillo a una regulacio´n del 2 %
y el rojo a una regulacio´n del 1 %. Para la Figura 6-25 se escogio´ una constante de control
N = 0,2 y en la Figura 6-26 se escogio´ η = −0,2. Se observa que es mayor la zona donde
la te´cnica TDAS regula al 1 %. Sin embargo, las zonas donde la te´cnica FPIC regula al 7 %,
6 % y 5 % son mayores que con la te´cnica TDAS. Las zonas donde ambas te´cnicas regulan
al 2 %, 3 % y 4 % son casi iguales.
Figura 6-25: Diagrama biparame´trico para la regulacio´n del sistema con control FPIC.
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Figura 6-26: Diagrama biparame´trico para la regulacio´n del sistema con control TDAS.
Capı´tulo7
Feno´meno del Big Bang en el Boost
Resumen
En este cap´ıtulo daremos una explicacio´n parcial al feno´meno
conocido como adicio´n de periodo, el cual trata de la existencia
de infinitas o´rbitas perio´dicas entre dos o´rbitas perio´dicas dadas,
al variar un para´metro del sistema. Para ello, se da una definicio´n
de un feno´meno relativamente nuevo conocido como bifurcacio´n
tipo Big Bang. Luego se demuestra que efectivamente se tiene
este comportamiento en el convertidor Boost, tanto de forma
anal´ıtica como nume´rica.
7.1. Adicio´n de periodo.
En muchos sistemas pra´cticos tales como osciladores de impacto, circuitos electro´nicos con-
mutados, procesos biolo´gicos autocatal´ıticos, surgen una serie de feno´menos relacionados con
el nacimiento de o´rbitas perio´dicas que siguen un patro´n en comu´n.
Se han reportado escenarios de incremento de periodo, incremento de periodo con coexisten-
cia de atractores y adicio´n de periodos. En cualesquiera de estos casos, existe una sucesio´n
de atractores perio´dicos, cuyos periodos forman una serie aritme´tica pn = p0 + n · 4p con
un periodo inicial p0 y un incremento 4p [52].
Por ejemplo, se ha estudiado un simple modelo lineal a tramos de la forma
xn+1 = f (xn, a, b, µ, l) =
{
axn + µ si xn < 0,
bxn + µ+ l si xn > 0.
(7-1)
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y se muestra que este sistema presenta los tres feno´menos mencionados anteriormente. Se ha
demostrado que puede ocurrir un tipo especial de punto de bifurcacio´n de codimensio´n dos,
en las que un nu´mero infinito de curvas de codimensio´n uno se intersectan. Este feno´meno
ha sido llamado como bifurcacio´n big bang de codimensio´n dos (BBB). En general, un punto
de bifurcacio´n big bang de codimensio´n N (BBB) se define como un punto en un espacio
parame´trico N− dimensional (N ≥ 2), donde un nu´mero infinito de curvas de codimensio´n
N − 1 se intersectan.
En [44] se reporta este mismo feno´meno de adicio´n de periodo para una aplicacio´n unidi-
mensional de la forma
xn+1 =
{
fl(xn) = αxn + µ si xn ≤ 0,
fr(xn) = β
√
xn + µ+ ld si xn > 0.
(7-2)
donde µ es un para´metro de bifurcacio´n y ld es el salto de la discontinuidad. En este art´ıculo
se estudia esta aplicacio´n para 0 < µ < 1, β < −1 y ld < 0. El sistema dina´mico discreto
(7-2) se reduce a la conocida aplicacio´n de Nordmark, cuando ld = 0 [29].
En esta seccio´n mostraremos que el feno´meno de adicio´n de periodo se presenta en el conver-
tidor Boost y tambie´n que existe un nu´mero infinito de curvas de bifurcacio´n de codimension
uno.
Las simulaciones correspondientes a las Figuras 7-1, 7-2 (para una valor de k2 = −1)
muestran que entre una o´rbita de periodo n y una o´rbita de periodo m existe una o´rbita de
periodo n + m. De lo anterior se sigue que para k = 1, 2, 3, · · · , existen o´rbitas de la forma
pk = kn+m y pk = n+ km.
En consecuencia, en un rango de valores del para´metro k1, existen una cantidad enumerable
(infinita) de o´rbitas. Por ejemplo, al existir una o´rbita de periodo 1 y una de periodo 2,
se genera la secuencia de o´rbitas 1, 3, 5, 7, · · · . Ahora, entre la o´rbita de periodo 1 y la de
periodo 5, existe una de periodo 6 y como hay una de periodo 4, entonces tambie´n se tiene la
secuencia de o´rbitas 6, 10, 14, 18, · · · . Vemos as´ı que existe tambie´n una cantidad enumerable
(infinita) de secuencias de o´rbitas.
Las Figuras 7-3 y 7-5 nos muestran que todas estas o´rbitas son saturadas, es decir, ninguno
de los ciclos pertenecen al intervalo (0, T ). Por ejemplo, de la Figura 7-5 se tiene que la
o´rbita 1T -perio´dica tiene el ciclo de trabajo saturado en cero. Sin embargo, de la Figura 7-5
no se puede obtener informacio´n de la forma como se saturan los ciclos de trabajos para las
dema´s o´rbitas. Para ello, se hace uso del diagrama de bifurcaciones dado por la Figura 7-1
y de la aplicacio´n de Poincare´. La idea es escoger las condiciones iniciales y los valores de k1
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Figura 7-1: Feno´meno de adicio´n de periodo para la tensio´n.
Figura 7-2: Feno´meno de adicio´n de periodo para la corriente.
y k2 que generan la adicio´n de periodo y de la aplicacio´n de Poincare´ obtener los ciclos de
trabajo. Al hacer esto, obtenemos la secuencia de ciclos de trabajo que generan la adicio´n de
periodo, dada en la tabla 7-1 (las o´rbitas se consideran de derecha a izquierda en el diagrama
de bifurcaciones de la Figura7-1):
Si xn representa la condicio´n inicial en el intervalo [nT, (n+ 1)T ], el ciclo de trabajo en ese
intervalo lo escribiremos, en lo que sigue, como d = d(xn, k1, k2). As´ı, la ecuacio´n (3-6) queda
de la forma:
d(xn, k1, k2) =
2s(xn) + T s˙2(xn)
s˙2(xn)− s˙1(xn) . (7-3)
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Figura 7-3: Saturacio´n del ciclo de trabajo.
Figura 7-4: Feno´meno de adicio´n de periodo para otros rangos de k1.
En te´rminos de los ciclos l´ımites y de la saturacio´n o no del ciclo de trabajo, tenemos la
siguiente definicio´n.
Definicio´n 3. Sea n ∈ N, I = {0, 1, · · · , n − 1} y k1, k2 ∈ R tales que el conjunto On =
{xi ∈ R2 : i ∈ I} es un ciclo l´ımite de periodo n. Entonces:
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Figura 7-5: Saturacio´n del ciclo de trabajo para otros rangos de k1.
1. On es no saturado si 0 < d (xi, k1, k2) < T para todo i ∈ I.
2. On es semi-saturado si existe J ⊂ I, J 6= ∅ tal que 0 < d (xi, k1, k2) < T para todo
i ∈ I − J y d (xj, k1, k2) ≤ 0 o d (xj, k1, k2) ≥ T para todo j ∈ J .
3. On es saturado si d (xi, k1, k2) ≤ 0 o d (xi, k1, k2) ≥ T para todo i ∈ I.
Para los ciclos l´ımites saturados de periodo n introducimos la secuencia simbo´lica ZrT s
donde r, s ∈ N y r+ s = n, siendo r el nu´mero de elementos del ciclo con d (xi, k1, k2) ≤ 0 y
s el nu´mero de elementos del ciclo con d (xi, k1, k2) ≥ T .
Por ejemplo, para la topolog´ıa 2 (correspondientes a u = 0) tenemos el ciclo l´ımite saturado
de periodo uno dado por OZ1T 0 .
A continuacio´n se presenta un resultado que caracteriza la estructura de las regiones de
bifurcacio´n del espacio biparame´trico. Como consecuencia de esto, se tiene que en un cierto
diagrama dos parame´trico se almacena toda la dina´mica del convertidor Boost.
Teorema 7.1. Sea Π el espacio biparame´trico k1× k2 asociado al ciclo de trabajo d (k1, k2).
Fijemos (k∗1, k
∗
2) en Π y definamos
f : Π −→ R
(k1, k2) 7→ k∗1k2 − k∗2k1
(7-4)
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Periodo k1 Secuencia del ciclo de trabajo
1 -4 0
2 -1.4 0,1
3 -2 0,0,1
4 -2.4 0,0,0,1
5 -2.75 0,0,0,0,1
6 -2.9 0,0,0,0,0,1
7 -3.05 0,0,0,0,0,0,1
8 -3.12 0,0,0,0,0,0,0,1
9 -3.23 0,0,0,0,0,0,0,0,1
10 -3.29 0,0,0,0,0,0,0,0,0,1
11 -3.35 0,0,0,0,0,0,0,0,0,0,1
12 -3.4 0,0,0,0,0,0,0,0,0,0,0,1
13 -3.45 0,0,0,0,0,0,0,0,0,0,0,0,1
14 -3.48 0,0,0,0,0,0,0,0,0,0,0,0,0,1
15 -3.5 0,0,0,0,0,0,0,0,0,0,0,0,0,0,1
Tabla 7-1: Secuencia de saturacio´n de ciclos de trabajo para la adicio´n de periodo
Consideremos el conjunto Ω = {(k1, k2) ∈ Π : f (k1, k2) = 0}. Entonces, si (k1, k2) ∈ Ω y x0
es una condicio´n inicial, se tiene que d (x0, k1, k2) = d (x0, k
∗
1, k
∗
2).
Demostracio´n. Si (k1, k2) ∈ Ω entonces
k2 =
(
k∗2
k∗1
)
· k1 (7-5)
Dada una condicio´n inicial x0 = (x1(0) x2(0)), se tiene de las relaciones (3-2), (7-3) y (7-5),
lo siguiente:
d (x0, k1, k2) =
p
q
(7-6)
donde
p = k1
[
2
(
(x1(0)− x1ref ) + k
∗
2
k∗1
(x1(0)− x2ref )
)
+ T
(
(−γx1(0) + x2(0)) + k
∗
2
k∗1
(1− x1(0))
)]
.
y
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q = k1
[
(−γx1(0) + x2(0))−
(
k∗2
k∗1
− γx1(0)
)]
.
Simplificando se tiene que d (x0, k1, k2) =
r
s
donde
r = 2 (k∗1 (x1(0)− x1ref ) + k∗2 (x1(0)− x2ref ))
+ T (k∗1 (−γx1(0) + x2(0)) + k∗2 (1− x1(0)))]
y
s = k∗1 (−γx1(0) + x2(0))− (k∗2 − k∗1γx1(0))
Luego d (x0, k1, k2) = d (x0, k
∗
1, k
∗
2).
Este Teorema dice que si consideramos una recta que pase por el origen del espacio bipa-
rame´trico k1 × k2, la dina´mica del sistema es la misma en cada punto de esta recta, debido
a que el ciclo de trabajo es el mismo en cada punto de la recta. En forma equivalente, al
considerar coordenadas polares (r, θ) se tiene que para un valor fijo de θ obtenemos la misma
dina´mica.
En consecuencia, las curvas de bifurcacio´n de co-dimensio´n uno en el espacio biparame´trico
k1 × k2, son rectas que pasan por el origen.
La Figura 7-6 corrobora lo dicho en el anterior Teorema, donde se observa la simetr´ıa que
se presenta.
De este mismo Teorema se desprende que existen zonas en el espacio biparame´trico k1 × k2
donde el sistema presenta la misma dina´mica.
Por ejemplo, en la parte superior derecha de la Figura 7-6, se observa que al variar θ en
cierta zona del espacio dos parame´trico k1 × k2, obtenemos diagramas de bifurcaciones del
convertidor Boost, en el que se observa la existencia de un ciclo de periodo cinco saturado
segu´n el esquema OZ2T 3 , el cual pierde estabilidad a medida que θ aumenta. Luego el sistema
presenta comportamiento cao´tico y posteriormente un ciclo de orden dos (o doblamiento de
periodo) en un rango muy pequen˜o de θ. Finalmente se tiene una o´rbita de periodo uno no
saturada.
En la parte inferior derecha se tiene un rango de valores en θ donde el sistema presenta el
feno´meno de adicio´n de periodo. La primera o´rbita a la izquierda corresponde a una o´rbita
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Figura 7-6: Familia de curvas de bifurcaciones en el espacio dos parame´trico k1 × k2.
saturada de la forma OZ1T 0 . Todas las restantes o´rbitas o ciclos son saturados. Por ejemplo,
la o´rbita 2T -perio´dica a la derecha es de la forma OZ1T 1 .
El feno´meno de adicio´n de periodo se puede visualizar en te´rminos de θ, como lo muestra la
Figura 7-7.
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Figura 7-7: Feno´meno de adicio´n de periodo en te´rminos de θ.
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Para demostrar (parcialmente) el feno´meno de adicio´n de periodo, generaremos una sucesio´n
de ciclos entre las o´rbitas saturadas de periodo 1T y 2T . Para ello, fijamos la o´rbita saturada
1T -perio´dica y empezamos a variar la o´rbita saturada 2T -perio´dica. La clave para construir
una sucesio´n de ciclos de orden n, n ≥ 3 nos la da la Tabla 7-1. All´ı observamos que para
cada o´rbita saturada, siempre encontramos un ciclo que satura en T y todos los dema´s en 0.
Tenemos as´ı el siguiente teorema.
Teorema 7.2. Sean n ∈ N, n ≥ 3 y OZn−1T 1 = {X0, X1, . . . , Xn−1} un ciclo saturado, donde
d (θ,X0) ≥ T y d (θ,Xi) ≤ 0 para todo i = 1, . . . n− 1. Entonces,
Xi =

(
I2 − φn−12 (T )φ1(T )
)−1(
φn−12 (T )ϕ1(T ) +
n−2∑
j=0
φj2(T )ϕ2(T )
)
, i = 0
φ1(T )X0 + ϕ1(T ) , i = 1
φi−12 (T ) (φ1(T )X0 + ϕ1(T )) +
i−2∑
j=0
φj2(T )ϕ2(T ), i = 2, . . . , n− 1
(7-7)
donde φ02(T ) = I2.
Demostracio´n. Las expresiones para los Xi se obtienen directamente de las relaciones (3-9)
y (3-10), haciendo X0 = Xn. Para ver la existencia de este ciclo, debemos chequear que la
matriz I2 − φn−12 (T )φ1(T ) es invertible para n ≥ 3 y que existe un θ tal que d (θ,X0) ≥ T y
d (θ,Xi) ≤ 0 para todo i = 1, . . . n− 1.
Para ver lo primero, recordemos del ana´lisis funcional que el radio espectral de una matriz
es menor o igual que su norma. En consecuencia, se tiene que
ρ
(
φn−12 (T )φ1(T )
) ≤‖ φn−12 (T )φ1(T ) ‖
Por lo tanto, si se tiene que la norma de la matriz φn−12 (T )φ1(T ) es menor que uno, se tendr´ıa
que la matriz I2 − φn−12 (T )φ1(T ) posee inversa.
En la Figura 7-8 se muestra la variacio´n de la norma de la matriz φn−12 (T )φ1(T ), de donde
se obtiene el resultado deseado.
Para ver lo segundo, el ciclo de trabajo se iguala a 0 y a T con el fin de obtener la ecuacio´n
de dos rectas en el espacio de estados las cuales determinan de forma geome´trica el valor que
toma una condicio´n inicial en el ciclo de trabajo. Para cada valor de θ hay un par de estas
rectas. Lo que debemos examinar es la evolucio´n de la interseccio´n de estas dos rectas en el
intervalo de valores donde la adicio´n de periodo se presenta, pues es all´ı donde empiezan las
saturaciones del ciclo de trabajo.
Al igualar a 0 y T en el ciclo de trabajo y parametrizando con θ, se obtiene una curva
f(x1(θ), x2(θ)) siendo
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Figura 7-8: No singularidad de la matriz I2 − φn−12 (T )φ1(T ).
x1(θ) =
2x1ref cos
2 θ + sin θ cos θ(2x2ref − T )
2 sin2 θ + cos2 θ(2− γT )
x2(θ) =
2x1ref sin θ cos θ + sin
2 θ(2x2ref − T )
2 sin2 θ + cos2 θ(2− γT ) . (7-8)
Aqu´ı, x1(θ) y x2(θ) no representan la tensio´n y la corriente, respectivamente.
La Figura 7-9 nos muestra la curva f(x1(θ), x2(θ)) junto con las respectivas saturaciones del
ciclo de trabajo. Por construccio´n, si por ejemplo, las o´rbitas X2 y X0 esta´n a un mismo lado
de la recta que parte del origen y pasa por el punto f(θ), se tendr´ıa entonces que los ciclos de
trabajo con los que se obtuvieron estas o´rbitas, son iguales. Pero esto no es posible debido a
las hipo´tesis del Teorema 7.2 (d (θ,X0) ≥ T y d (θ,Xi) ≤ 0 para todo i = 1, . . . n− 1).
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Figura 7-9: Curva f junto con las zonas de saturacio´n del ciclo de trabajo.
Capı´tulo8
Esquema de Pulso al Lado
Resumen
En este cap´ıtulo se presentan algunos resultados relacionados con
la dina´mica del convertidor Boost cuando aplicamos los esque-
mas de pulso al lado {1, 0} y {0, 1}. La superficie de conmutacio´n
presenta ahora un factor de integracio´n. Se muestra la existen-
cia de dos tipos especiales de bifurcaciones: Colisio´n de borde y
Neimark-Sacker.
En este cap´ıtulo generalizamos la superficie de conmutacio´n que se uso´ para el esquema de
pulso al centro sime´trico y la aplicamos a un PWM de pulso al lado. Esta superficie viene
dada por:
s(x(t)) = (x1(t)− x1ref ) + k1(x2(t)− x2ref ) + k2
∫ t
nT
(x1(τ)− x1ref ) dτ. (8-1)
8.1. Esquema de control {1, 0}
Un modulador de anchura de pulso {1, 0} queda representado segu´n la Figura 8-1.
En un periodo de tiempo T se realiza una conmutacio´n, de tal manera que un intervalo de
tiempo [nT, (n+ 1)T ] queda dividido en dos subintervalos. El ciclo de trabajo d es el tiempo
en el que el sistema esta´ en u = 1. As´ı, el esquema de control se puede representar de la
siguiente manera:
u =
{
1, si nT ≤ t ≤ nT + d
0, si nT + d < t < (n+ 1)T
(8-2)
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Figura 8-1: PWM de pulso al lado.
Si consideramos el intervalo de tiempo (0, T ), la aplicacio´n de Poincare´ viene dada por:
x(T ) = φ2 (T − d)φ1 (d) x(0) + φ2 (T − d)ψ1 (d) + ψ2 (T − d) (8-3)
donde las funciones φi y ψi son como en (2− 8) y (2− 9).
Si el ciclo de trabajo se satura realizamos la siguiente eleccio´n:
1. Si d = 0, la aplicacio´n de Poincare´ corresponde a
P (x(T )) = φ2 (T ) x(T ) + ψ2 (T ) . (8-4)
2. Si d = T , la aplicacio´n de Poincare´ corresponde a
P (x(T )) = φ1 (T ) x(T ) + ψ1 (T ) . (8-5)
La superficie de conmutacio´n se aproxima mediante rectas a tramos, y en el periodo de
muestreo [nT, (n+ 1)T ] viene dada por:
s(x(t)) = s(x(nT )) + s˙1(x(nT ))(t− nT ), si nT < t < nT + d
s(x(t)) = s(x(nT )) + s˙1(x(nT ))d+ (t− nT − d)s˙2(x(nT )),
si nT + d < t < (n+ 1)T
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8.1.1. Ca´lculo del ciclo de trabajo
El ciclo de trabajo se calcula usando nuevamente la te´cnica ZAD, la cual exige que
∫ (n+1)T
nT
s(x(t))dt = 0. (8-6)
Haciendo uso de (8-6) y (8-6) se tiene:
d2 − 2Td+ 2Ts(x(nT )) + T
2s˙2(x(nT ))
s˙2(x(nT ))− s˙1(x(nT )) = 0. (8-7)
El ciclo de trabajo es una de la ra´ıces del polinomio en la variable d, dado por (8-7). Como
d ∈ [0, T ], entonces escogemos
d =
(
1−
√
s˙1(x(nT )) + 2s(x(nT ))/T
s˙1(x(nT ))− s˙2(x(nT ))
)
T. (8-8)
De la superficie de conmutacio´n se sigue que
s = s(x(nT )) = (x1(nT )− x1ref ) + k1(x2(nT )− x2ref )
s˙1 =
d
dt
(s(x(nT )))
∣∣∣∣
u=1
= k1 − γx1(nT ) + k2(x1(nT )− x1ref )
s˙2 =
d
dt
(s(x(nT )))
∣∣∣∣
u=0
= x2(nT )− γx1(nT ) + k1(1− x1(nT )) + k2(x1(nT )− x1ref ) (8-9)
El ciclo de trabajo lo escribiremos simplemente como:
d =
1−√ s˙1 + 2s/T
s˙1 − s˙2
T. (8-10)
Como el ciclo de trabajo debe ser un nu´mero real no negativo, se deben tener en cuenta las
siguientes consideraciones:
1.
s˙1 + 2s/T
s˙1 − s˙2 ≥ 0
2. 1−
√
s˙1 + 2s/T
s˙1 − s˙2 ≥ 0
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3. Si
s˙1 + 2s/T
s˙1 − s˙2 < 0, entonces el polinomio dado en la ecuacio´n (8-7) no tiene ra´ıces
reales. En este caso escogemos como d el valor que minimice dicho polinomio. Del
ca´lculo diferencial sabemos que el mı´nimo ocurre cuando d = T .
En la Tabla 8-1 se resume el valor que el ciclo de trabajo toma, y las condiciones que se
deben cumplir para adquirir dicho valor.
Ciclo de trabajo Condiciones(
1−
√
s˙1+2s/T
s˙1−s˙2
)
T
2s+ s˙1T
s˙1 − s˙2 ≥ 0 y
2s+ s˙2T
s˙1 − s˙2 ≤ 0
0
2s+ s˙1T
s˙1 − s˙2 > 0 y
2s+ s˙2T
s˙1 − s˙2 ≥ 0
T
2s+ s˙1T
s˙1 − s˙2 ≥ 0
Tabla 8-1: Ciclo de trabajo con esquema de control {1, 0}.
8.1.2. Existencia y estabilidad de o´rbitas perio´dicas
Una condicio´n suficiente para la existencia de o´rbitas 1T -perio´dicas, se obtiene de la aplica-
cio´n de Poincare´ dada por la relacio´n (8-3) haciendo x(T ) = x(0). Se tiene as´ı la siguiente
expresio´n que nos da condiciones iniciales para la existencias de o´rbitas 1T -perio´dicas:
x(0) = [I2 − φ2 (T − d)φ1 (d)]−1 · [φ2 (T − d)ψ1 (d)− ψ2 (T − d)] . (8-11)
Cuando el ciclo de trabajo se sature, se obtienen las siguientes condiciones suficientes para
la existencia de o´rbitas 1T -perio´dicas:
1. Si d = 0, x(T ) = [I2 − φ2 (T )]−1 ψ2 (T ) .
2. Si d = T , x(T ) = [I2 − φ1 (T )]−1 ψ1 (T ) .
Como antes, el radio espectral de la matriz φ1 (T ) es 1, as´ı que no es aplicable la igualdad 2.
El ca´lculo de la estabilidad de las o´rbitas 1T -perio´dicas se realiza igual que en el caso de
pulso al centro. La idea es analizar los valores propios de la matriz Jacobiana de la aplicacio´n
de Poincare´ evaluada en los puntos fijos obtenidos en (8-11). A cada punto fijo x(0) = x∗ se
le asocia un ciclo de trabajo d∗ = d(x∗), as´ı que la aplicacio´n de Poincare´ se puede expresar
como P = P (x∗, d∗).
JP =
∂P
∂x∗
+
∂P
∂d∗
· ∂d
∗
∂x∗
. (8-12)
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De la ecuacio´n (8-3) se tiene que
∂P
∂x∗
= φ2 (T − d∗)φ1 (d∗) . (8-13)
y
∂P
∂d∗
= φ2 (T − d∗) [(A1 − A2)φ1 (d∗) x∗ − A2ψ1 (d∗)] (8-14)
Ahora, de la expresio´n del ciclo de trabajo (8-10) se sigue que
∂d∗
∂x∗
=
1
2(s˙1 − s˙2)2
(
T
d∗ − T
)[
(s˙1 − s˙2)
(
2
∂s
∂x∗
+ T
∂s˙1
∂x∗
)
−(2s+ T s˙1)
(
∂s˙1
∂x∗
− ∂s˙2
∂x∗
)]
(8-15)
donde
∂s
∂x∗
= (1 k1),
∂s˙1
∂x∗
= (−γ + k2 0), ∂s˙2
∂x∗
= (−γ − k1 + k2 1)
8.1.3. Bifurcacio´n de Neimark-Sacker
En esta seccio´n presentamos un tipo especial de bifurcacio´n que se presenta en el convertidor
Boost con PWM de pulso al lado en el esquema {1, 0}. En todas la Figuras se escogio´ k2 =
−35, γ = 0,35, x1ref = 2,5 y T = 0,18.
Figura 8-2: Variacio´n de la tensio´n en funcio´n de k1.
La Figura 8-2 nos muestra el diagrama de bifurcaciones de la tensio´n en funcio´n del para´me-
tro k1. Se observa que inicialmente existe una o´rbita 1T -perio´dica estable, la cual pierde su
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Figura 8-3: Variacio´n del radio espectral de la o´rbita 1T -perio´dica en funcio´n de k1.
estabilidad justo para un valor aproximado de k1 = −1,9603. Este hecho lo confirma la Fi-
gura 8-3, en la que se observa que el radio espectral de la matriz Jacobiana de la aplicacio´n
de Poincare´ evaluada en la o´rbita 1T -perio´dica, pasa de ser menor que uno a mayor que uno
cuando k1 = −1,9603.
Para analizar el tipo de bifurcacio´n, debemos ver como cruzan el c´ırculo unidad los valores
propios de la matriz Jacobiana de la aplicacio´n de Poincare´ evaluada en la o´rbita 1T -perio´di-
ca. Para ello, usamos la ecuacio´n (8-11) con sus respectivas saturaciones del ciclo de trabajo
para hallar las o´rbitas 1T -perio´dicas (estables e inestables) y las reemplazamos en la ecuacio´n
(8-12). Al hacer esto obtenemos la Figura 8-4.
Figura 8-4: Variacio´n de los valores propios de matriz Jacobiana de la aplicacio´n de Poin-
care´ evaluada en la o´rbita 1T -perio´dica.
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Vemos en la Figura 8-4 que los valores propios de la matriz Jacobiana de la aplicacio´n de
Poincare´ evaluada en la o´rbita 1T -perio´dica, cruzan el c´ırculo unidad en el primer y cuarto
cuadrantes en forma de complejos conjugados, adquiriendo mo´dulo mayor a 1. Este ana´lisis
nos muestra que la bifurcacio´n que ocurre es de tipo Neimark-Sacker, caracter´ıstica de un
comportamiento cuasi-perio´dico.
8.2. Esquema de control {0, 1}
Un modulador de anchura de pulso {0, 1} queda representado segu´n la Figura 8-5.
Figura 8-5: Sen˜al LPWM de pulso al lado.
El esquema de control se puede representar de la siguiente manera:
u =
{
0, si nT ≤ t ≤ nT + d
1, si nT + d < t < (n+ 1)T
(8-16)
Al considerar el intervalo de tiempo (0, T ), la aplicacio´n de Poincare´ se expresa como:
x(T ) = φ1 (T − d)φ2 (d) x(0) + φ1 (T − d)ψ2 (d) + ψ1 (T − d) . (8-17)
Las funciones φi y ψi vienen dadas en (2− 8) y (2− 9).
Cuando el ciclo de trabajo se satura escogemos la siguiente aplicacio´n de Poincare´:
1. Si d = 0, el mapa de Poincare´ corresponde a
P (x(T )) = φ2 (T ) x(T ) + ψ2 (T ) . (8-18)
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2. Si d = T , el mapa de Poincare´ corresponde a
P (x(T )) = φ1 (T ) x(T ) + ψ1 (T ) . (8-19)
Como en el caso anterior, la superficie de conmutacio´n se aproxima mediante rectas a tramos.
El ciclo de trabajo viene dado nuevamente por:
d =
1−√ s˙1 + 2s/T
s˙1 − s˙2
T. (8-20)
Aqu´ı tambie´n se tienen en cuenta las condiciones anteriores para que el ciclo de trabajo sea
un nu´mero real no negativo perteneciente al intervalo [0, T ].
8.2.1. Existencia y estabilidad de o´rbitas perio´dicas
Como condicio´n suficiente para la existencia de o´rbitas 1T -perio´dicas, se obtiene lo siguiente
al hacer x(T ) = x(0) en la relacio´n (8-17).
x(0) = [I2 − φ1 (T − d)φ2 (d)]−1 · [φ1 (T − d)ψ2 (d)− ψ1 (T − d)] . (8-21)
Al saturar el ciclo de trabajo se obtienen de nuevo las siguientes condiciones suficientes para
la existencia de o´rbitas 1T -perio´dicas:
1. Si d = 0, x(T ) = [I2 − φ2 (T )]−1 ψ2 (T )
2. Si d = T , x(T ) = [I2 − φ1 (T )]−1 ψ1 (T )
Como el radio espectral de φ1 (T ), no podemos aplicar 2.
Para el ana´lisis de la estabilidad de las o´rbitas 1T -perio´dicas, hacemos nuevamente x(0) = x∗,
d∗ = d(x∗) y P = P (x∗, d∗).
Tenemos que
JP =
∂P
∂x∗
+
∂P
∂d∗
· ∂d
∗
∂x∗
. (8-22)
De la ecuacio´n (8-17) se sigue que
∂P
∂x∗
= φ1 (T − d∗)φ2 (d∗) . (8-23)
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y
∂P
∂d∗
= φ1 (T − d∗) [(A2 − A1)φ2 (d∗) x∗ − A1ψ2 (d∗)]
+ (φ1 (T − d∗)φ2 (d∗)− I2)B (8-24)
De la expresio´n del ciclo de trabajo (8-20) se sigue que
∂d∗
∂x∗
=
1
2(s˙1 − s˙2)2
(
T
d∗ − T
)[
(s˙1 − s˙2)
(
2
∂s
∂x∗
+ T
∂s˙1
∂x∗
)
−(2s+ T s˙1)
(
∂s˙1
∂x∗
− ∂s˙2
∂x∗
)]
(8-25)
donde
∂s
∂x∗
= (1 k1),
∂s˙1
∂x∗
= (−γ − k1 + k2 1), ∂s˙2
∂x∗
= (−γ + k2 0)
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8.2.2. Bifurcacio´n de flip y no suave
En esta seccio´n se muestra la evolucio´n del sistema desde el re´gimen estable hacia el re´gimen
cao´tico, pasando por dos tipos de bifurcaciones. Para estudiar la dina´mica del sistema, se ha
escogido k2 = 0,5, γ = 0,35, x1ref = 2,5 y T = 0,18s.
La Figura 8-6 corresponde al diagrama de bifurcaciones de la tensio´n en funcio´n del para´me-
tro k1. Se observa que inicialmente el sistema presenta una o´rbita 1T -perio´dica y para un
valor aproximado de k1 = −1,0656 el sistema cambia a una o´rbita 2T -perio´dica. El tipo de
bifurcacio´n se debe a que uno de los valores propios de la matriz Jacobiana de la aplicacio´n
de Poincare´ cruzan el c´ırculo unidad por −1 (Figura 8-8)y se tiene as´ı una bifurcacio´n tipo
flip.
El tipo de bifurcacio´n que muestra la Figura 8-6 para un valor aproximado de k1 = −0,9618
se puede explicar analizando el diagrama de bifurcaciones para el ciclo de trabajo (Figura
8-7). En este diagrama se aprecia que uno de los ciclos de trabajo asociado a la o´rbita 2T -
perio´dica experimenta una colisio´n en d = 0 para k1 ≈ −0,9618. Este feno´meno se conoce
como bifurcacio´n por colisio´n de borde. Posteriormente el sistema presenta comportamiento
cao´tico, segu´n nos lo muestra la Figura 8-9, debido a la presencia de exponentes de Lyapunov
positivos.
Figura 8-6: Diagrama de bifurcaciones de la tensio´n.
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Figura 8-7: Diagrama de bifurcaciones del ciclo de trabajo.
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Figura 8-8: Variacio´n de los valores propios de la matriz Jacobiana de la aplicacio´n de
Poincare´.
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Figura 8-9: Variacio´n de los exponentes de Lyapunov en el esquema {0, 1}.
Capı´tulo9
Principales Aportaciones y Trabajo
Futuro
Resumen
En este cap´ıtulo se presentan de manera resumida los principa-
les resultados obtenidos en esta tesis doctoral. Mostramos unas
l´ıneas futuras de investigacio´n encaminadas a continuar con el
trabajo realizado.
9.1. Principales aportaciones
Presentamos a continuacio´n los resultados ma´s relevantes obtenidos como desarrollo de la
tesis de doctorado:
Se hizo un estudio completo de la dina´mica del convertidor Boost sobre la superficie
de conmutacio´n s(x(t)) = k1(x1(t)− x1ref ) + k2(x2(t)− x2ref ), sin controlador alguno
(dina´mica ideal de deslizamiento). Los puntos de equilibrio son esencialmente nodos
degenerados, salvo dos casos en los que el flujo alrededor del punto de equilibrio son
rectas verticales.
Se demostro´ anal´ıticamente que la aproximacio´n de la superficie de conmutacio´n por
rectas a tramos, es tan buena como se desee. En otras palabras, el error en la aproxima-
cio´n se puede hacer tan pequen˜o como queramos. Adema´s, los ma´ximos y el mı´nimos
del error en la aproximacio´n ocurren justamente en los extremos de los sub-intervalos,
hecho corroborado mediante simulacio´n en Matlab.
Se considera que una buena regulacio´n de un convertidor de potencia, es aquella en la
que el error de salida no supera el 7 %. En ese sentido, la te´cnica ZAD implementada
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en el convertidor Boost presenta buena regulacio´n debido a la presencia de zonas en el
espacio biparame´trico k1 × k2 en las que el sistema regula desde el 1 % hasta el 7 %,
siendo mayores las zonas donde se presenta regulacio´n de 5 % y el 1 %.
Se encontro´ una expresio´n anal´ıtica que nos da condiciones suficientes para la existencia
de o´rbitas nT -perio´dicas. Mediante simulacio´n nume´rica se obtuvieron zonas en el
espacio dos parame´trico k1 × k2 que garantizan la presencia de o´rbitas estables 1T -
perio´dicas hasta 7T -perio´dicas.
Nume´ricamente se mostro´ la existencia de un atractor cao´tico, basados en la depen-
dencia sensible a condiciones iniciales.
El estudio de la estabilidad de las o´rbitas 1T -perio´dicas se realizo´ mediante el ca´lculo
nume´rico del radio espectral de matriz Jacobiana de la aplicacio´n de Poincare´ evaluada
en estas o´rbitas, los diagramas de bifurcaciones y el ca´lculo anal´ıtico de los exponentes
de Floquet. Las dos primeras metodolog´ıas coinciden en los valores en los que la o´rbita
1T -perio´dica pierde su estabilidad, mientras que con el ca´lculo de los exponentes de
Floquet asociados a la o´rbita 1T -perio´dica, se obtuvo una aproximacio´n.
En el esquema de pulso al centro se encontraron bifurcaciones por doblamiento de
periodo, y en los esquemas de pulso al lado se encontraron bifurcaciones tipo Neimark-
Sacker y de colisio´n de borde. Para el esquema de pulso al centro, al escoger k2 = 0,5
vemos que el valor de k1 donde la o´rbita 1T -perio´dica se inestabiliza es muy muy
cercano al valor donde las o´rbitas 2T -perio´dicas 3T -perio´dicas se inestabilizan. En ese
sentido, no se pudo analizar la forma en la que el sistema entra en re´gimen cao´tico.
Se implementaron las te´cnicas de control de caos FPIC y TDAS en el esquema de pulso
al centro. Ambas te´cnicas mostraron eficiencia al momento de controlar el caos. Sin
embargo, la te´cnica FPIC presento´ mejor regulacio´n del sistema que la te´cnica TDAS.
Adema´s, la te´cnica FPIC permite un rango mayor de variabilidad del para´metro k1 en
el que la o´rbita 1T -perio´dica es estable.
Al aplicar la te´cnica FPIC al convertidor Boost con retardo de tiempo, no se obtuvieron
resultados satisfactorios en cuanto a estabilizacio´n de o´rbitas inestables.
Se mostro´ la presencia del feno´meno del Big-Bang en el convertidor Boost con ZAD y se
realizo´ una demostracio´n parcial de este feno´meno al encontrar una expresio´n anal´ıtica
de una o´rbita (n+ 1)T -perio´dica entre las o´rbitas 1T -perio´dica y nT -perio´dica.
9.2. Trabajo futuro
Una tesis doctoral siempre debe dejar un camino amplio de investigacio´n para futuros traba-
jos de maestr´ıa o de doctorado. Con la culminacio´n de un doctorado se abren nuevos retos
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a resolver. Se trata entonces de escudrin˜ar los bellos secretos que la naturaleza nos tiene
guardados para todos los seres vivos.
En ese sentido, algunos de los problemas en esta tesis que quedan abiertos para quien desee
afrontarlos son los siguientes:
Implementar la te´cnica ZAD en otro tipo de convertidores de potencia, como por
ejemplo en convertidores Cuk y Buck-Boost y hacer en cada uno de ellos un estudio
similar al realizado en la presente tesis.
Implementar experimentalmente la te´cnica ZAD en el convertidor Boost y comparar
los resultados con los obtenidos mediante simulacio´n en el presente trabajo.
Debido a que la dina´mica del sistema se realizo´ manteniendo constante el para´metro k2
de la superficie de conmutacio´n y variando el para´metro k1, ser´ıa conveniente estudiar
el caso contrario, es decir, variar el para´metro k2 y fijar k1.
Implementar la te´cnica ZAD con PWM de pulso al centro asime´trico para comparar
los resultados con los obtenidos en el PWM de pulso al centro sime´trico.
Calcular de manera exacta los exponentes de Floquet que no incluyan las aproxima-
ciones hechas en (4-32) y (4-33) con el fin de comparar los resultados de simulacio´n y
anal´ıticos en los que las o´rbitas 1T -perio´dicas estables pierden su estabilidad.
Realizar un estudio completo (ruta hacia el caos) de la forma en la que el sistema entra
en re´gimen cao´tico cuando se escogen los para´metros y condiciones iniciales con los que
se obtuvieron los diagramas de bifurcaciones presentados en las Figuras del Cap´ıtulo
5.
Calcular anal´ıticamente las curvas presentadas en las Figuras 6-13 y 6-21, en las que
las te´cnicas FPIC y TDAS controlan el caos, respectivamente.
Demostrar en su totalidad el feno´meno del Big-Bang en el convertidor Boost con ZAD.
Estudiar y analizar la dina´mica del convertidor Boost controlado con ZAD, cuando
la sen˜al de referencia no necesariamente es constante. Por ejemplo, cuando x1ref (t) =
sin(ωt).
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