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Abstract
In this doctoral thesis, the C∗-algebras of the connected real two-step nilpotent Lie
groups and the Lie group SL(2,R) are characterized. Furthermore, as a preparation for
an analysis of its C∗-algebra, the topology of the spectrum of the semidirect product
U(n)nHn is described, where Hn denotes the Heisenberg Lie group and U(n) the unitary
group acting by automorphisms on Hn. For the determination of the group C∗-algebras,
the operator valued Fourier transform is used in order to map the respective C∗-algebra
into the algebra of all bounded operator fields over its spectrum. One has to find the
conditions that are satisfied by the image of this C∗-algebra under the Fourier transform
and the aim is to characterize it through these conditions. In the present thesis, it is
proved that both the C∗-algebras of the connected real two-step nilpotent Lie groups and
the C∗-algebra of SL(2,R) fulfill the same conditions, namely the “norm controlled dual
limit” conditions. Thereby, these C∗-algebras are described in this work and the “norm
controlled dual limit” conditions are explicitly computed in both cases. The methods used
for the two-step nilpotent Lie groups and the group SL(2,R) are completely different from
each other. For the two-step nilpotent Lie groups, one regards their coadjoint orbits and
uses the Kirillov theory, while for the group SL(2,R) one can accomplish the calculations
more directly.
Re´sume´
Dans la pre´sente the`se de doctorat, les C∗-alge`bres des groupes de Lie connexes re´els
nilpotents de pas deux et du groupe de Lie SL(2,R) sont caracte´rise´es. En outre, comme
pre´paration a` une analyse de sa C∗-alge`bre, la topologie du spectre du produit semi-direct
U(n) n Hn est de´crite, ou` Hn de´note le groupe de Lie de Heisenberg et U(n) le groupe
unitaire qui agit sur Hn par automorphismes. Pour la de´termination des C∗-alge`bres de
groupes, la transformation de Fourier a` valeurs ope´rationnelles est utilise´e pour appliquer
chaque C∗-alge`bre dans l’alge`bre de tous les champs d’ope´rateurs borne´s sur son spectre.
On doit trouver les conditions que satisfait l’image de cette C∗-alge`bre sous la transfor-
mation de Fourier et l’objectif est de la caracte´riser par ces conditions. Dans cette the`se,
il est de´montre´ que les C∗-alge`bres des groupes de Lie connexes re´els nilpotents de pas
deux et la C∗-alge`bre de SL(2,R) satisfont les meˆmes conditions, des conditions appele´es
“limites duales sous controˆle normique”. De cette manie`re, ces C∗-alge`bres sont de´crites
dans ce travail et les conditions “limites duales sous controˆle normique” sont explicitement
calcule´es dans les deux cas. Les me´thodes utilise´es pour les groupes de Lie nilpotents de
pas deux et pour le groupe SL(2,R) sont tre`s diffe´rentes l’une de l’autre. Pour les groupes
de Lie nilpotents de pas deux, on regarde leurs orbites coadjointes et on utilise la the´orie
de Kirillov, alors que pour le groupe SL(2,R), on peut mener les calculs plus directement.
Zusammenfassung
In dieser Doktorarbeit werden die C∗-Algebren der zusammenha¨ngenden reellen
zweistufig nilpotenten Lie-Gruppen und der Lie-Gruppe SL(2,R) charakterisiert. Außer-
dem wird die Topologie des Spektrums des semidirekten Produktes U(n) n Hn in Vor-
bereitung auf eine Analyse der zugeho¨rigen C∗-Algebra beschrieben, wobei Hn die
Heisenberg-Lie-Gruppe und U(n) die unita¨re Gruppe, die durch Automorphismen auf
Hn wirkt, bezeichnen. Fu¨r die Bestimmung der Gruppen-C∗-Algebren wird die opera-
torwertige Fouriertransformation benutzt, um die jeweilige C∗-Algebra in die Algebra
der beschra¨nkten Operatorenfelder u¨ber ihrem Spektrum abzubilden. Das Ziel ist, die
Bedingungen zu finden, die das Bild dieser C∗-Algebra unter der Fouriertransforma-
tion erfu¨llt und sie durch eben diese zu charakterisieren. In der vorliegenden Arbeit
wird bewiesen, dass sowohl die C∗-Algebren der zusammenha¨ngenden reellen zweistufig
nilpotenten Lie-Gruppen, als auch die C∗-Algebra von SL(2,R) dieselben Bedingungen
erfu¨llen, na¨mlich die “normkontrollierter dualer Limes”-Bedingungen. Dadurch werden
diese C∗-Algebren beschrieben und die “normkontrollierter dualer Limes”-Bedingungen
werden in beiden Fa¨llen explizit nachgewiesen. Die Methoden, die fu¨r die zweistufig nilpo-
tenten Lie-Gruppen und die Gruppe SL(2,R) verwendet werden, sind dabei komplett
unterschiedlich. Fu¨r die zweistufig nilpotenten Lie-Gruppen betrachtet man deren koad-
jungierte Bahnen und benutzt die Kirillov-Theorie, wa¨hrend man fu¨r die Gruppe SL(2,R)
die Berechnungen direkter durchfu¨hren kann.

1 Introduction
In this doctoral thesis, the structure of the C∗-algebras of connected real two-step nilpotent
Lie groups and the structure of the C∗-algebra of the Lie group SL(2,R) will be analyzed.
Moreover, as a preparative work for an examination of its C∗-algebra, the topology of the
spectrum of the semidirect product U(n) n Hn will be described, where Hn denotes the
Heisenberg Lie group and U(n) the unitary group acting by automorphisms on Hn.
The research of C∗-algebras – an abstraction of algebras of bounded linear operators
on Hilbert spaces – began in the 1930s due to a need in quantum mechanics and more
precisely in order to serve as mathematical models for algebras of physical observables.
Quantum systems are described with the help of self-adjoint operators on Hilbert spaces.
Hence, algebras of bounded operators on these spaces were regarded. The term “C∗-algebra”
was first introduced in the 1940s by I.Segal for describing norm-closed subalgebras of the
algebra of bounded linear operators on a Hilbert space. By now, C∗-algebras represent an
important tool in the theory of unitary representations of locally compact groups and in the
mathematical description of quantum mechanics.
Lie groups were introduced in the 1870s by S.Lie in the framework of the Lie theory in
order to examine continuous symmetries in differential equations and their theory has been
developed further in the 20th century. Today Lie groups are used in many mathematical
fields and in theoretical physics, as for example in particle physics.
As Lie groups and other symmetry groups hold an important position in physics, the
examination of their group C∗-algebras – C∗-algebras that are constructed by building a
completion of the space of all L1-functions on the respective groups – has been continued
and advanced. This task represents the mission of this thesis.
The method of analyzing a group C∗-algebra employed in this work has been initiated
by G.M.Fell in the 1960s. It uses the non-abelian Fourier transform in order to write
the C∗-algebras as algebras of operator fields and to study their elements in that way. A
requirement to make use of this method and thus to understand these C∗-algebras is the
knowledge of their spectrum and its topology which are unknown for many groups. Hence,
this represents a major problem of Fell’s procedure. The advancement of this method that is
adopted in this thesis has been elaborated in the last years (see [24] and [26]) and makes the
study of a large class of group C∗-algebras possible.
In order to be able to understand C∗-algebras, the Fourier transform is an important
tool. Denoting by the unitary dual or spectrum Â of a C∗-algebra A the set of all equivalence
classes of the irreducible unitary representations of A, the Fourier transform F(a) = aˆ of an
element a ∈ A is defined in the following way: One chooses in every equivalence class γ ∈ Â
a representation (piγ ,Hγ) and defines
F(a)(γ) := piγ(a) ∈ B(Hγ),
where B(Hγ) denotes the C∗-algebra of bounded linear operators on Hγ . Then, F(a) is con-
tained in the algebra of all bounded operator fields over Â
l∞(Â) =
{
φ =
(
φ(piγ) ∈ B(Hγ)
)
γ∈Â
∣∣ ‖φ‖∞ := sup
γ∈Â
‖φ(piγ)‖op <∞
}
1
and the mapping
F : A→ l∞(Â), a 7→ aˆ
is an isometric ∗-homomorphism.
Denoting by dx the Haar measure of the locally compact group G, one can define on
L1(G) := L1(G,C) the convolution product ∗ in the following way
f ∗ f ′(g) :=
∫
G
f(x)f ′
(
x−1g
)
dx ∀f, f ′ ∈ L1(G) ∀g ∈ G
and obtains a Banach algebra
(
L1(G), ∗). Moreover, one gets an isometric involution on this
algebra by letting
f∗(g) := ∆G(g)−1f
(
g−1
) ∀g ∈ G,
∆G being the modular function which is defined to be the positive function fulfilling∫
G
f
(
tg−1
)
dt = ∆G(g)
∫
G
f(t)dt ∀f ∈ C0(G) ∀g ∈ G,
where C0(G) is the space of all compactly supported continuous functions.
For every irreducible unitary representation (pi,H) of G, a representation (p˜i,H) of L1(G) can
be obtained as follows
p˜i(f) :=
∫
G
f(g)pi(g)dg ∀f ∈ L1(G).
This representation turns out to be irreducible and unitary.
Now, the C∗-algebra of G is defined as the completion of the convolution algebra L1(G) with
respect to the C∗-norm of L1(G), i.e.
C∗(G) := L1(G, dx)
‖·‖C∗(G)
with ‖f‖C∗(G) := sup
[pi]∈Ĝ
‖pi(f)‖op,
where Ĝ is the spectrum of G, defined as above as the set of all equivalence classes of the
irreducible unitary representations of G.
Furthermore, every irreducible unitary representation (p˜i,H) of L1(G) can be uniquely written
as an integral in the above shown way and hence, one obtains an irreducible unitary represen-
tation (pi,H) of G. One therefore gets the following well-known result, that can be found in
[9], Chapter 13.9, and states that the spectrum of C∗(G) coincides with the spectrum of G:
Ĉ∗(G) = Ĝ.
The structure of the group C∗-algebras is already known for certain classes of Lie groups,
such as the Heisenberg and the thread-like Lie groups (see [26]) and the ax + b-like groups
(see [24]). Furthermore, the C∗-algebras of the 5-dimensional nilpotent Lie groups have
been determined in [31], while those of all 6-dimensional nilpotent Lie groups have been
characterized by H.Regeiba in [30].
In this thesis, a result shown by H.Regeiba and J.Ludwig (see [31], Theorem 3.5) shall be
utilized for the characterization of the C∗-algebras mentioned at the beginning.
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For the C∗-algebras of the two-step nilpotent Lie groups, the approach will partly be
similar but more complex, to the one used for the characterization of the C∗-algebra of
the Heisenberg Lie group (see [26]), which is also two-step nilpotent and thus serves as an
example.
In the case of the Heisenberg Lie group, the situation is a lot easier than for general two-step
nilpotent Lie groups, as in this special case the appearing coadjoint orbits can only have two
different dimensions, while in the general case, there are many different dimensions that can
appear. Consequently, much more complicated cases emerge.
The 5- and 6-dimensional nilpotent Lie groups, in turn, have a more complicated structure
than the two-step nilpotent Lie groups. Here, non-flat coadjoint orbits appear, whereas in
the two-step nilpotent case, one only has to deal with flat coadjoint orbits. In these cases
of 5- and 6-dimensional nilpotent Lie groups, one therefore examines every group by itself,
while for the two-step nilpotent Lie groups, one covers this whole class of groups without
knowing their exact structure.
As mentioned above, the approach for the group SL(2,R) will be completely different. Since
one treats one single group which is explicitly given, in this case, one can carry out more
concrete computations.
For semisimple Lie groups in general, there is no explicit description of their group
C∗-algebras given in literature. However, for those semisimple Lie groups whose spectrum
is classified, the procedure of the determination of the group C∗-algebra used in this work
might be successfully applied in a similar way. A description of the C∗-algebra of the Lie
group SL(2,C) is given in [13], Theorem 5.3 and Theorem 5.4, and a characterization of
reduced group C∗-algebras of semisimple Lie groups can be found in [34].
In the present doctoral thesis, the group C∗-algebras of connected real two-step nilpotent
Lie groups and of SL(2,R) shall be described very explicitly. It will be shown that they are
characterized by specific conditions that are called “norm controlled dual limit” conditions
which will be given below. The main objective is to concretely compute these conditions
and to construct the required “norm controls”. In an abstract existence result (see [2],
Theorem 4.6), these conditions are shown to hold true for all simply connected connected
nilpotent Lie groups. They are explicitly checked for all 5- and 6-dimensional nilpotent Lie
groups (see [31]), for the Heisenberg Lie groups and the thread-like Lie groups (see [26]).
The results about the group C∗-algebras of the connected real two-step nilpotent Lie groups
have been published in the “Revista Matema´tica Complutense” as a joint article with
J.Ludwig (see [17]). A further article about the group C∗-algebra of SL(2,R) has been
submitted to the “Journal of Lie Theory” and can be found on arXiv (see [16]).
Since for the determination of a group C∗-algebra the spectrum of the group and its
topology are necessary, in this doctoral thesis, the topology of the spectrum of the groups
Gn = U(n) n Hn for n ∈ N∗ = N \ {0} shall be analyzed as well. This work was started by
M.Elloumi and J.Ludwig (see [11], Chapter 3) and their preprint will be elaborated in this
thesis.
Like for several other classes of Lie groups, for example the exponential solvable Lie groups
and the Euclidean motion groups, the spectrum Ĝn can be parametrized by the space of all
admissible coadjoint orbits in the dual g∗n of the Lie algebra gn of Gn.
The aim is to show that the bijection between the space of all admissible coadjoint orbits
equipped with the quotient topology and the spectrum Ĝn of Gn is a homeomorphism. This
has already been shown for the classical motion groups SO(n)nRn for n ≥ 2 in [12].
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For the groups Gn = U(n)nHn, this claim has been proved for n = 1. For general n ∈ N∗, it
could be shown that the mapping between the spectrum Ĝn and the space of all admissible
coadjoint orbits of Gn is continuous. The remaining parts of the proof of the claim are work
in progress.
In this section, the definition of a C∗-algebra with “norm controlled dual limits” will
be given. The conditions required by this definition characterize group C∗-algebras. There-
after, in Section 3, they will be shown to hold true for the two-step nilpotent Lie groups.
After having completed this proof, an example of a two-step nilpotent Lie group will be
examined. In Section 4, these conditions will then be proved in the case of the Lie group
SL(2,R), in a very different approach than the one used for the two-step nilpotent Lie groups.
Definition 1.1.
A C∗-algebra A is called C∗-algebra with norm controlled dual limits if it fulfills the
following conditions:
- Condition 1: Stratification of the spectrum:
(a) There is a finite increasing family S0 ⊂ S1 ⊂ . . . ⊂ Sr = Â of closed subsets of the
spectrum Â of A in such a way that for i ∈ {1, · · · , r} the subsets Γ0 := S0 and
Γi := Si \ Si−1 are Hausdorff in their relative topologies and such that S0 consists of
all the characters of A.
(b) For every i ∈ {0, · · · , r}, there is a Hilbert space Hi and for every γ ∈ Γi, there is a
concrete realization (piγ ,Hi) of γ on the Hilbert space Hi.
- Condition 2: CCR C∗-algebra:
A is a separable CCR (or liminal) C∗-algebra, i.e. a separable C∗-algebra such that the
image of every irreducible representation (pi,H) of A is contained in the algebra of compact
operators K(H) (which implies that the image equals K(H)).
- Condition 3: Changing of layers:
Let a ∈ A.
(a) The mappings γ 7→ F(a)(γ) are norm continuous on the different sets Γi.
(b) For any i ∈ {0, · · · , r} and for any converging sequence contained in Γi with limit set
outside Γi (thus in Si−1), there is a properly converging subsequence γ = (γk)k∈N,
as well as a constant C > 0 and for every k ∈ N an involutive linear mapping
ν˜k = ν˜γ,k : CB(Si−1)→ B(Hi), which is bounded by C‖ · ‖Si−1 (uniformly in k), such
that
lim
k→∞
∥∥F(a)(γk)− ν˜k(F(a)|Si−1)∥∥op = 0.
Here, CB(Si−1) is the ∗-algebra of all the uniformly bounded fields of operators(
ψ(γ) ∈ B(Hl)
)
γ∈Γl,l=0,··· ,i−1, which are operator norm continuous on the subsets Γl
for every l ∈ {0, · · · , i− 1}, provided with the infinity-norm
‖ψ‖Si−1 := sup
γ∈Si−1
‖ψ(γ)‖op.
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Theorem 1.2 (Main result).
The C∗-algebras of the connected real two-step nilpotent Lie groups G and of the Lie group
G = SL(2,R) have norm controlled dual limits.
In order to prove Theorem 1.2, concrete subsets Γi and Si of Ĉ∗(G) ∼= Ĝ will be defined and
the mappings
(
ν˜k
)
k∈N will be constructed.
The norm controlled dual limit conditions completely characterize the structure of a
C∗-algebra in the following sense: Taking the number r, the Hilbert spaces Hi, the sets Γi
and Si for i ∈ {0, ..., r} and the mappings
(
ν˜k
)
k∈N required in the above definition, by [31],
Theorem 3.5, one gets the result below for the C∗-algebras of the two-step nilpotent Lie
groups G and of G = SL(2,R).
Theorem.
The C∗-algebra C∗(G) of a connected real two-step nilpotent Lie group G and the C∗-algebra
of the Lie group G = SL(2,R), respectively, are isomorphic (under the Fourier transform) to
the set of all operator fields ϕ defined over the spectrum Ĝ of the respective group such that:
1. ϕ(γ) ∈ K(Hi) for every i ∈ {1, ..., r} and every γ ∈ Γi.
2. ϕ ∈ l∞(Ĝ).
3. The mappings γ 7→ ϕ(γ) are norm continuous on the different sets Γi.
4. For any sequence (γk)k∈N ⊂ Ĝ going to infinity, lim
k→∞
‖ϕ(γk)‖op = 0.
5. For i ∈ {1, ..., r} and any properly converging sequence γ = (γk)k∈N ⊂ Γi whose
limit set is contained in Si−1 (taking a subsequence if necessary) and for the mappings
ν˜k = ν˜γ,k : CB(Si−1)→ B(Hi), one has
lim
k→∞
∥∥ϕ(γk)− ν˜k(ϕ|Si−1)∥∥op = 0.
In the case of the Lie group G = SL(2,R), this result can still be simplified and more
concretely described in Theorem 4.21.
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2 General definitions and results
2.1 Nilpotent Lie groups
2.1.1 Preliminaries
Let g be a real nilpotent Lie algebra.
Fix a scalar product 〈·, ·〉 on g and take on g the Campbell-Baker-Hausdorff multiplication
u · v = u+ v + 1
2
[u, v] +
1
12
[
u, [u, v]
]
+
1
12
[
v, [v, u]
]
+ ... ∀u, v ∈ g,
which is a finite sum, as g is nilpotent.
This gives the simply connected connected Lie group G = (g, ·) with Lie algebra g. The
exponential mapping exp : g→ G = (g, ·) is in this case the identity mapping.
The Haar measure of this group is a Lebesgue measure which is denoted by dx.
Convention 2.1.
Throughout this work, all function spaces are spaces of complex valued functions.
For a vector space V , denote by the Schwartz space S(V ) the space of all rapidly decreasing
smooth functions on V . Then, as G = (g, ·), one can define S(G) := S(g).
Define on g and thus on G a norm by ‖·‖ := |〈·, ·〉| 12 . If {X1, ..., Xn} represents an orthonormal
basis of g with respect to 〈·, ·〉 and α = (α1, ..., αn) ∈ Nn, define Xα := Xα11 · · ·Xαnn in the
universal enveloping algebra U(g). Moreover, denote by f ′α the derivative of f ∈ S(G) in the
direction of Xα for every α ∈ Nn. Then, the semi-norms on S(G) can be given by
‖f‖(N) =
∑
|α|≤N
∫
G
(
1 + ‖g‖2)N ∣∣f ′α(g)∣∣dg ∀f ∈ S(G) ∀N ∈ N.
The space S(G) is dense in L1(G) and in turn, for a vector space V , a well-known result
states that the space
{
f ∈ S(V )| fˆ is compactly supported} is dense in S(V ). Hence,{
f ∈ S(G)| fˆ is compactly supported} is dense in S(G) as well.
Now, for a linear functional ` of g, consider the skew-bilinear form
B`(X,Y ) := 〈`, [X,Y ]〉
on g. Moreover, let
g(`) :=
{
X ∈ g| 〈`, [X, g]〉 = {0}}
be the radical of B` and the stabilizer of the linear functional `.
Definition 2.2 (Polarization).
A subalgebra p of g, that is subordinated to ` (i.e. that fulfills 〈`, [p, p]〉 = {0}) and that has
the dimension
dim(p) =
1
2
(
dim(g) + dim(g(`))
)
,
which means that p is maximal isotropic for B`, is called a polarization of `.
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If p ⊂ g is any subalgebra of g which is subordinated to `, the linear functional ` defines a
unitary character χ` of P := exp(p):
χ`(x) := e
−2pii〈`,log(x)〉 = e−2pii〈`,x〉 ∀x ∈ P.
Definition 2.3 (The coadjoint action).
Define for all g ∈ G the mappings
αg : G→ G, x 7→ gxg−1 and Ad (g) := d(αg)e : g→ g.
Then, Ad : G→ GL(g) is a group representation. The coadjoint action Ad ∗ can be defined
as follows:
Ad ∗(g) : g∗ → g∗ ∀g ∈ G, Ad ∗(g)`(X) = `
(
Ad
(
g−1
)
X
)
∀` ∈ g∗ ∀X ∈ g.
Ad ∗ : G→ GL(g∗) is another group representation.
The space of coadjoint orbits {Ad ∗(G)`| ` ∈ g∗} is denoted by g∗/G.
Furthermore, define the mapping
ad ∗(X) : g∗ → g∗ ∀X ∈ g, ad ∗(X)`(Y ) = `([Y,X]).
ad ∗ : g→ GL(g∗) is a representation of the Lie algebra g.
Definition 2.4 (Induced representation).
Let H be a closed subgroup of G and define
L2(G/H,χ`) :=
{
ξ : G→ C
∣∣∣ ξ measurable, ξ(gh) = χ`(h)ξ(g) ∀g ∈ G ∀h ∈ H,
‖ξ‖22 :=
∫
G/H
|ξ(g)|2dg˙ <∞
}
,
where dg˙ is an invariant measure on G/H which always exists for nilpotent G.
L2(G/H,χ`) is a Hilbert space and one can define the induced representation
indGHχ`(g)ξ(u) := ξ
(
g−1u
) ∀g, u ∈ G ∀ξ ∈ L2(G/H,χ`).
This is a unitary representation. If the associated Lie algebra h of H is a polarization of `,
this representation is also irreducible.
2.1.2 Orbit method
By the Kirillov theory (see [8], Section 2.2), for every representation class γ ∈ Ĝ, there exists
an element ` ∈ g∗ and a polarization p of ` in g such that γ = [indGPχ`], where P := exp(p).
Moreover, if `, `′ ∈ g∗ are located in the same coadjoint orbit O ∈ g∗/G and p and p′
are polarizations in ` and `′, respectively, the induced representations indGPχ` and ind
G
P ′χ`′
are equivalent and the Kirillov map which goes from the coadjoint orbit space g∗/G to the
spectrum Ĝ of G
K : g∗/G→ Ĝ, Ad ∗(G)` 7→ [indGPχ`]
is a homeomorphism (see [6] or [23], Chapter 3). Therefore,
g∗/G ∼= Ĝ
as topological spaces.
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Definition 2.5 (Properly converging).
Let T be a second countable topological space and suppose that T is not Hausdorff, which means
that converging sequences can have many limit points. Denote by L((tk)k∈N) the collection of
all the limit points of a sequence (tk)k∈N in T . A sequence (tk)k∈N is called properly converging
if (tk)k∈N has limit points and if every subsequence of (tk)k∈N has the same limit set as (tk)k∈N.
It is well-known that every converging sequence in T admits a properly converging subse-
quence.
2.1.3 The C∗-algebra C∗(G/U, χ`)
Let u ⊂ g be an ideal of g containing [g, g], U := exp(u) and let ` ∈ g∗ such that 〈`, [g, u]〉 = {0}
and such that u ⊂ g(`). Then, the character χ` of the group U = exp(u) is G-invariant. One
can thus define the involutive Banach algebra L1(G/U, χ`) as
L1(G/U, χ`) :=
{
f : G→ C
∣∣∣ f measurable, f(gu) = χ`(u−1)f(g) ∀g ∈ G ∀u ∈ U,
‖f‖1 :=
∫
G/U
|f(g)|dg˙ <∞
}
.
The convolution
f ∗ f ′(g) :=
∫
G/U
f(x)f ′(x−1g)dx˙ ∀g ∈ G
and the involution
f∗(g) := f(g−1) ∀g ∈ G
are well-defined for f, f ′ ∈ L1(G/U, χ`) and
‖f ∗ f ′‖1 ≤ ‖f‖1 ‖f ′‖1.
Moreover, the linear mapping
pG/U : L
1(G)→ L1(G/U, χ`), pG/U (F )(g) :=
∫
U
F (gu)χ`(u)du ∀F ∈ L1(G) ∀g ∈ G
is a surjective ∗-homomorphism between the algebras L1(G) and L1(G/U, χ`).
Let
Ĝu,` :=
{
[pi] ∈ Ĝ∣∣ pi|U = χ`|U IHpi}.
Then, Ĝu,` is a closed subset of Ĝ, which can be identified with the spectrum of the algebra
L1(G/U, χ`). Indeed, it is easy to see that every irreducible unitary representation (pi,Hpi)
whose equivalence class is located in Ĝu,` defines an irreducible representation (p˜i,Hpi) of the
algebra L1(G/U, χ`) as follows:
p˜i
(
pG/U (F )
)
:= pi(F ) ∀F ∈ L1(G).
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Similarly, if (p˜i,Hp˜i) is an irreducible unitary representation of L1(G/U, χ`), then [pi] given by
pi := p˜i ◦ pG/U
defines an element of Ĝu,`.
Let s ⊂ g be a subspace of g such that g = g(`)⊕ s. Since u contains [g, g], one has
Ĝu,` =
{[
χq ⊗ pi`
]| q ∈ (u + s)⊥},
letting pi` := ind
G
Pχ` for a polarization p of ` and P := exp(p).
Denote by C∗(G/U, χ`) the C∗-algebra of L1(G/U, χ`), whose spectrum can also be identified
with Ĝu,`.
For pi`+q := ind
G
Pχ`+q, the Fourier transform F defined by
F(a)(q) := pi`+q(a) ∀q ∈ (u + s)⊥
then maps the C∗-algebra C∗(G/U, χ`) onto the algebra C∞
(
(u + s)⊥,K(Hpi`)
)
of the
continuous mappings ϕ : (u + s)⊥ → K(Hpi`) vanishing at infinity with values in the algebra
of compact operators on the Hilbert space Hpi` of the representation pi`.
If one restricts pG/U to the Fre´chet algebra S(G) ⊂ L1(G), its image is the Fre´chet algebra
S(G/U, χ`) =
{
f ∈ L1(G/U, χ`)| f smooth and for every subspace s′ ⊂ g with g = s′ ⊕ u
and for S′ = exp(s′), f|S′ ∈ S(S′)
}
.
2.2 General results
In this section, some general results shall be listed which are later needed in several proofs.
Theorem 2.6 (Schur’s lemma).
A unitary representation pi of a topological group G on a Hilbert space H is irreducible if and
only if the only bounded linear operators on H commuting with pi(g) for all g ∈ G are the
scalar operators.
For the proof of this theorem see [20], Chapter I.3.
Lemma 2.7.
Let G be a Lie group and g the corresponding Lie algebra. Define the canonical projection pG
going from g∗ to the space of coadjoint orbits g∗/G and equip the space g∗/G with the quotient
topology, i.e. a subset U in g∗/G is open if and only if p−1G (U) is open in g
∗. Then, a sequence
(Ok)k∈N of elements in g∗/G converges to the orbit O ∈ g∗/G if and only if for any ` ∈ O
there exists `k ∈ Ok for every k ∈ N such that ` = lim
k→∞
`k.
For the proof of this Lemma, see [23], Chapter 3.1.
Now, let G be a second countable locally compact group and (pi,Hpi) an irreducible
unitary representation on the Hilbert space Hpi. A function of positive type of pi is defined
to be a linear functional
Cpiξ : G −→ C, g 7−→ 〈pi(g)ξ, ξ〉Hpi ,
where ξ is a cyclic vector in Hpi.
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The spectrum Ĝ has a natural topology which can be characterized in the following way:
Theorem 2.8 (Topology of the spectrum).
Let (pik,Hpik)k∈N be a family of irreducible unitary representations of G. Then, (pik)k∈N con-
verges to (pi,Hpi) in Ĝ if and only if for some non-zero (respectively for every) vector ξ in Hpi,
for every k ∈ N there exists ξk ∈ Hpik such that the sequence
(
Cpikξk
)
k∈N =
(〈
pik(·)ξk, ξk
〉
Hpik
)
k∈N
converges uniformly on compacta to Cpiξ =
〈
pi(·)ξ, ξ〉Hpi .
The topology of Ĝ can also be expressed by the weak convergence of the coefficient functions:
Theorem 2.9.
Let
(
pik,Hpik
)
k∈N be a sequence of irreducible unitary representations of G. Then,
(
pik,Hpik
)
k∈N
converges to (pi,Hpi) in Ĝ if and only if for some (respectively for every) unit vector ξ in Hpi,
there is for every k ∈ N a vector ξk ∈ Hpik with ‖ξk‖Hpik ≤ 1 such that the sequence of linear
functionals
(
Cpikξk
)
k∈N converges weakly on some dense subspace of C
∗(G) to Cpiξ .
The proofs of the Theorems 2.8 and 2.9 can be found in [9], Theorem 13.5.2.
For the following corollary, let G be a Lie group, g its Lie algebra and U(g) the uni-
versal enveloping algebra of g. Furthermore, for a unitary representation (pi,Hpi) of G, let
H∞pi :=
{
f ∈ Hpi| G 3 g 7→ pi(g)f ∈ Hpi is smooth
}
, the subspace of Hpi of smooth vectors.
Corollary 2.10.
Let
(
pik,Hpik
)
k∈N be a sequence of irreducible unitary representations of the Lie group G. If(
pik,Hpik
)
k∈N converges to (pi,Hpi) in Ĝ, then for each unit vector ξ in H∞pi , there exists for
every k ∈ N a vector ξk ∈ H∞pik such that the sequence
(〈dpik(D)ξk, ξk〉Hpik )k∈N converges to〈dpi(D)ξ, ξ〉Hpi for each D ∈ U(g).
The proof below of this corollary originates from [11].
Proof:
Let ξ ∈ H∞pi a unit vector. It follows from [10], Theorem 3.3, that there are functions f1, ..., fs
in C∞0 (G), the space of all compactly supported C∞(G)-functions, and linearly independent
vectors ξ1, ..., ξs ∈ Hpi, such that ξ = pi(f1)ξ1 + ... + pi(fs)ξs. Since pi is irreducible, for any
non-zero vector η ∈ Hpi and every j ∈ {1..., s}, there exist elements qj in the C∗-algebra of
G fulfilling ξj = pi(qj)η. Hence, ξ =
s∑
j=1
pi(fj)pi(qj)η.
Now, choose for every k ∈ N vectors ηk ∈ Hpik such that
(
Cpikηk
)
k∈N converges weakly to C
pi
η .
Furthermore, for k ∈ N let ξk :=
s∑
j=1
pik(fj)pik(qj)ηk. Then, for D ∈ U(g) it follows that
lim
k→∞
〈dpik(D)ξk, ξk〉Hpik = limk→∞
〈 s∑
j=1
pik(D ∗ fj)pik(qj)ηk,
s∑
i=1
pik(fi)pik(qi)ηk
〉
Hpik
=
s∑
i=1
s∑
j=1
lim
k→∞
〈
pik
(
q∗i ∗ f∗i ∗D ∗ fj ∗ qj
)
ηk, ηk
〉
Hpik
=
s∑
i=1
s∑
j=1
〈
pi
(
q∗i ∗ f∗i ∗D ∗ fj ∗ qj
)
η, η
〉
Hpi
= 〈dpi(D)ξ, ξ〉Hpi .
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3 The C∗-algebras of connected real two-step nilpotent Lie
groups
In this section, the connected real two-step nilpotent Lie groups will be examined. In its first
part, some preliminaries about two-step nilpotent Lie groups will be given which are needed
in order to understand the setting and to prepare the proof of the norm controlled dual
limit conditions listed in Definition 1.1. In Section 3.2, the Conditions 1, 2 and 3(a) will be
verified and in Section 3.3, Condition 3(b) will be examined. Its proof is divided into three
cases which are treated in the three following subsections. Subsequently, a result describing
the C∗-algebras of connected real two-step nilpotent Lie groups will be given. After having
finished the characterization of general connected real two-step nilpotent Lie groups, the
example of the free two-step nilpotent Lie groups will be regarded.
The proof of Condition 1 of Definition 1.1 consists in the construction of the different layers
of the spectrum of G and is based on a method of construction of a polarization developed
in [27]. It is rather technical but not very long. Condition 2 follows directly from a result in
[8] and Condition 3(a) is due to the construction of the above-mentioned polarization. The
main work of the examination of the C∗-algebras of two-step nilpotent Lie groups consists
in the proof of Property 3(b) of Definition 1.1 and in particular in the construction of the
mappings (ν˜k)k∈N.
3.1 Preliminaries
3.1.1 Two-step nilpotent Lie groups
Let g be a real Lie algebra which is nilpotent of step two. This means that
[g, g] := span
{
[X,Y ]| X,Y ∈ g}
is contained in the center of g.
Fix a scalar product 〈·, ·〉 on g like for general nilpotent Lie algebras. The Campbell-Baker-
Hausdorff multiplication is then of the form
u · v = u+ v + 1
2
[u, v] ∀u, v ∈ g
and one gets again the simply connected connected Lie group G = (g, ·) with Lie algebra g.
As g is two-step nilpotent, [g, g] ⊂ g(`) and thus g(`) is an ideal of g.
Furthermore, for ` ∈ g∗, every maximal isotropic subspace p of g for B` containing [g, g] is a
polarization of `.
3.1.2 Induced representations
The induced representation σ`,p = ind
G
Pχ` for a polarization p of ` and P := exp(p) can be
described in the following way:
Since p contains [g, g] and even the center z of g, one can write g = s⊕ p and p = t⊕ z for two
subspaces t and s of g. The quotient space G/P is then homeomorphic to s and the Lebesgue
measure ds on s defines an invariant Borel measure dg˙ on G/P . The group G acts by the left
translation σ`,p on the Hilbert space L
2(G/P, χ`).
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Now, if one uses the coordinates G = s · p, one can identify the Hilbert spaces L2(G/P, χ`)
and L2(s) = L2(s, ds):
Let U` : L
2(s, ds)→ L2(G/P, χ`) be defined by
U`(ϕ)(S · Y ) := χ`(−Y )ϕ(S) ∀Y ∈ p ∀S ∈ s ∀ϕ ∈ L2(s).
Then, U` is a unitary operator and one can transform the representation σ`,p into a represen-
tation pi`,p on the space L
2(s):
pi`,p := U
∗
` ◦ σ`,p ◦ U`. (1)
Furthermore, one can express the representation σ`,p in the following way:
σ`,p(S · Y )ξ(R) = ξ
(
Y −1S−1R
)
= ξ
(
(R− S) ·
(
− Y + 1
2
[R,S]− 1
2
[R− S, Y ]
))
= e2pii〈`,−Y+
1
2
[R,S]− 1
2
[R−S,Y ]〉ξ(R− S) ∀R,S ∈ s ∀Y ∈ p ∀ξ ∈ L2(G/P, χ`)
and hence,
pi`,p(S · Y )ϕ(R) = e2pii〈`,−Y+
1
2
[R,S]− 1
2
[R−S,Y ]〉ϕ(R− S) ∀R,S ∈ s ∀Y ∈ p ∀ϕ ∈ L2(s). (2)
3.1.3 Orbit method
In the case of two-step nilpotent Lie groups, for every ` ∈ g∗ and for every g ∈ G = (g, ·), the
element Ad ∗(g)` can be computed to be
Ad ∗(g)` =
(
Ig∗ + ad ∗(g)
)
` ∈ `+ g(`)⊥.
Therefore, as ad ∗(g)` = g(`)⊥,
O` := Ad ∗(G)` = {Ad ∗(g)`| g ∈ G} = `+ g(`)⊥ ∀` ∈ g∗, (3)
i.e. only flat orbits appear. Hence,
g∗/G = {Ad ∗(G)`| ` ∈ g∗} = {`+ g(`)⊥| ` ∈ g∗}.
Thus, by the Kirillov theory, one gets
Ĝ ∼= g∗/G = {`+ g(`)⊥| ` ∈ g∗}
as topological spaces.
Now, let
(
[pik]
)
k∈N ⊂ Ĝ be a properly converging sequence in Ĝ with limit set L
((
[pik]
)
k∈N
)
.
Let O ∈ g∗/G be the coadjoint orbit of some [pi] ∈ L
((
[pik]
)
k∈N
)
, Ok the coadjoint orbit of
[pik] for every k ∈ N and let ` ∈ O. Then, by Lemma 2.7, there exists for every k ∈ N an
element `k ∈ Ok, such that lim
k→∞
`k = ` in g
∗. One can assume that, passing to a subsequence
if necessary, the sequence (g(`k))k∈N converges in the topology of the Grassmannian to a
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subalgebra u of g(`) and that there exists a number d ∈ N, such that dim(Ok) = 2d for every
k ∈ N. Then, it follows from (3) that
L((Ok)k∈N) = lim
k→∞
`k + g(`k)
⊥ = `+ u⊥ = O` + u⊥ ⊂ g∗/G. (4)
Since in the two-step nilpotent case g(`k) contains [g, g] for every k ∈ N, the subspace u also
contains [g, g]. Hence, as the Kirillov mapping is a homeomorphism and u⊥ consists only of
characters of g, the limit set L
((
[pik]
)
k∈N
)
of the sequence
(
[pik]
)
k∈N in Ĝ is the “affine” subset
L
((
[pik]
)
k∈N
)
=
{[
χq ⊗ indGPχ`
]| q ∈ u⊥}
for a polarization p of ` and P := exp(p).
The observations above lead to the following proposition.
Proposition 3.1.
There are three different types of possible limit sets of the sequence (Ok)k∈N of coadjoint orbits:
1. dim(O`) = 2d: In this case, the limit set L((Ok)k∈N) is the singleton O` = ` + g(`)⊥,
i.e. u = g(`).
2. dim(O`) = 0: Here, L((Ok)k∈N) = ` + u⊥ and the limit set L
((
[pik]
)
k∈N
)
consists only
of characters, i.e. q
(
[g, g]
)
= {0} for all Oq ∈ L((Ok)k∈N).
3. The dimension of the orbit O` is strictly larger than 0 and strictly smaller than 2d. In
this case, 0 < dim(O) < 2d for every O ∈ L((Ok)k∈N) and
L((Ok)k∈N) =
⋃
q∈u⊥
q +O`, i.e. L
((
[pik]
)
k∈N
)
=
⋃
q∈u⊥
[
χq ⊗ indGPχ`
]
for a polarization p of ` and P := exp(p).
3.2 Conditions 1, 2 and 3(a)
Now, to start with the proof of the conditions listed in Definition 1.1, the families of sets
(Si)i∈{0,...,r} and (Γi)i∈{0,...,r} are going to be defined and the Properties 1, 2 and 3(a) of
Definition 1.1 are going to be verified.
In order to be able to define the required families (Γi)i∈{0,...,r} and (Si)i∈{0,...,r}, one needs to
construct a polarization pV` of ` ∈ g∗ in the following way:
Let {H1, ...,Hn} be a Jordan-Ho¨lder basis of g, in such a way that gi := span{Hi, ...,Hn}
for i ∈ {0, ..., n} is an ideal in g. Since g is two-step nilpotent, one can first choose a basis
{Hn˜, · · · , Hn} of [g, g] and then add the vectors H1, · · · , Hn˜−1 to obtain a basis of g. Let
IPuk` := {i ≤ n| g(`) ∩ gi = g(`) ∩ gi+1}
be the Pukanszky index set for ` ∈ g∗. The number of elements ∣∣IPuk` ∣∣ of IPuk` is the dimension
of the orbit O` of `.
Moreover, if one denotes by gi(`|gi) the stabilizer of `|gi in gi,
pV` :=
n∑
i=1
gi(`|gi)
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is the Vergne polarization of ` in g. Its construction will now be analyzed by a method
developed in [27], Section 1.
So, let ` ∈ g∗. Then, choose the largest index j1(`) ∈ {1, ..., n} such that Hj1(`) 6∈ g(`) and let
Y V,`1 := Hj1(`). Moreover, choose the index k1(`) ∈ {1, ..., n} such that
〈
`, [Hk1(`), Hj1(`)]
〉 6= 0
and
〈
`, [Hi, Hj1(`)]
〉
= 0 for all i > k1(`) and let X
V,`
1 := Hk1(`).
Next, let g1,` :=
{
U ∈ g| 〈`, [U, Y V,`1 ]〉 = 0}. Then, g1,` is an ideal in g which does not contain
XV,`1 , and g = RX
V,`
1 ⊕ g1,`. Now, the Jordan-Ho¨lder basis will be changed, taking out Hk1(`).
Consider the Jordan-Ho¨lder basis
{
H1,`1 , ...,H
1,`
k1(`)−1, H
1,`
k1(`)+1
, ...,H1,`n
}
of g1,`, where
H1,`i := Hi ∀i > k1(`) and H1,`i := Hi −
〈
`,
[
Hi, Y
V,`
1
]〉
XV,`1〈
`,
[
XV,`1 , Y
V,`
1
]〉 ∀i < k1(`).
Then, choose the largest index j2(`) ∈ {1, ..., k1(`) − 1, k1(`) + 1, ..., n} in such a way that
H1,`j2(`) 6∈ g1,`(`|g1,`) and let Y
V,`
2 := H
1,`
j2(`)
. Again, choose k2(`) ∈ {1, ..., k1(`)−1, k1(`)+1, ..., n}
in such a way that
〈
`, [H1,`k2(`), H
1,`
j2(`)
]
〉 6= 0 and 〈`, [H1,`i , H1,`j2(`)]〉 = 0 for all i > k2(`) and set
XV,`2 := H
1,`
k2(`)
.
Iterating this procedure, one gets sets
{
Y V,`1 , ..., Y
V,`
d
}
and
{
XV,`1 , ..., X
V,`
d
}
for d ∈ {0, ..., [n2 ]}
with the properties
pV` = span
{
Y V,`1 , ..., Y
V,`
d
}⊕ g(`)
and 〈
`,
[
XV,`i , Y
V,`
i
]〉 6= 0, 〈`, [XV,`i , Y V,`j ]〉 = 0 ∀i 6= j ∈ {1, ..., d} and〈
`,
[
Y V,`i , Y
V,`
j
]〉
= 0 ∀i, j ∈ {1, ..., d}.
Now, let
J(`) := {j1(`), · · · , jd(`)} and K(`) := {k1(`), · · · , kd(`)}.
Then,
IPuk` = J(`) ∪˙ K(`) and j1(`) > ... > jd(`).
The index sets IPuk` , J(`) and K(`) are the same on every coadjoint orbit (see [27]) and can
therefore also be denoted by IPukO , J(O) and K(O) if ` is located in the coadjoint orbit O.
Now, for the parametrization of g∗/G and thus of Ĝ and for the choice of the concrete
realization of a representation required in Property 1(b) of Definition 1.1, let O ∈ g∗/G. A
theorem of L.Pukanszky (see [29], Part II, Chapter I.3 or [27], Corollary 1.2.5) states that
there exists one unique `O ∈ O such that `O(Hi) = 0 for all i ∈ IPukO . Choose this `O, let
P V`O := exp(p
V
`O) and define the irreducible unitary representation
piV`O := ind
G
PV`O
χ`O
associated to the orbit O and acting on L2(G/P V`O , χ`O) ∼= L2(Rd).
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Next, one has to construct the demanded sets Γi for i ∈ {0, ..., r}.
For this, define for a pair of sets (J,K) such that J,K ⊂ {1, · · · , n}, |J | = |K| and J ∩K = ∅
the subset (g∗/G)(J,K) of g∗/G by
(g∗/G)(J,K) := {O ∈ g∗/G| (J,K) = (J(O),K(O))}.
Moreover, let
M := {(J,K)| J,K ⊂ {1, ..., n}, J ∩K = ∅, |J | = |K|, (g∗/G)(J,K) 6= ∅}
and
(g∗/G)2d :=
{
O ∈ g∗/G∣∣ ∣∣IPukO ∣∣ = 2d}.
Then,
(g∗/G)2d =
⋃
(J,K): J,K⊂{1,...,n},
|J |=|K|=d, J∩K=∅
(g∗/G)(J,K)
and
g∗/G =
⋃
d∈{0,...,[n
2
]}
(g∗/G)2d =
⋃
(J,K)∈M
(g∗/G)(J,K).
Now, an order on the set M shall be introduced.
First, if |J | = |K| = d, |J ′| = |K ′| = d′ and d < d′, then the pair (J,K) is defined to be
smaller than the pair (J ′,K ′): (J,K) < (J ′,K ′).
If |J | = |K| = |J ′| = |K ′| = d, J = {j1, ..., jd}, J ′ = {j′1, ..., j′d} and j1 < j′1, the pair (J,K) is
again defined to be smaller than (J ′,K ′).
Otherwise, if j1 = j
′
1, one has to consider the sets K = {k1, ..., kd} and K ′ = {k′1, ..., k′d}
and here again, compare the first elements k1 and k
′
1. So, if j1 = j
′
1 and k1 < k
′
1, again
(J,K) < (J ′,K ′). But if k1 = k′1, one compares j2 and j′2 and continues in that way.
If r ∈ N with r + 1 = |M|, one can identify the ordered set M with the set {0, · · · , r} and
assign to each pair (J,K) ∈M a number iJK ∈ {0, ..., r}.
Finally, one can therefore define the sets ΓiJK and SiJK as
ΓiJK :=
{[
piV`O
]∣∣ O ∈ (g∗/G)(J,K)} and
SiJK :=
⋃
i∈{0,...,iJK}
Γi.
Then, obviously, the family (Si)i∈{0,...,r} is an increasing family in Ĝ.
Furthermore, the set Si is closed for every i ∈ {0, ..., r}. This can easily be deduced from the
definition of the index sets J(`) and K(`). The indices jm(`) and km(`) for m ∈ {1, ..., d}
are chosen such that they are the largest to fulfill a condition of the type
〈
`, [Hm−1,`jm(`) , ·]
〉 6= 0
or
〈
`, [Hm−1,`km(`) , ·]
〉 6= 0, respectively. For a more detailed proof of the closure of the sets
(Si)i∈{0,...,r}, see Lemma 7.1.
In addition, the sets Γi are Hausdorff. For this, let i = iJK for (J,K) ∈ M and (Ok)k∈N
in (g∗/G)(J,K) be a sequence of orbits such that the sequence
([
piV`Ok
])
k∈N converges in Γi,
i.e. (Ok)k∈N converges in (g∗/G)(J,K) and thus has a limit point O in (g∗/G)(J,K). If now
Ok 3 `k k→∞−→ ` ∈ O, then by (4), it follows that the limit u of the sequence (g(`k))k∈N is equal
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to g(`). Therefore, the sequence (Ok)k∈N and thus also the sequence
([
piV`Ok
])
k∈N have unique
limits and hence, Γi is Hausdorff.
Moreover, one can still observe that for d = 0 the choice J = K = ∅ represents the only
possibility to get |J | = |K| = d. So, the pair (∅, ∅) is the first element in the above defined
order and therefore corresponds to 0. Thus,
Γ0 =
{[
piV`O
]∣∣ IPukO = ∅},
which is equivalent to the fact that g(`O) = g which again is equivalent to the fact that every
piV`O ∈ Γ0 is a character. Hence, S0 = Γ0 is the set of all characters of G, as demanded.
Since one can identify G/P V`O with R
d by means of the subspace s`O = span
{
XV,`O1 , ..., X
V,`O
d
}
,
one can thus identify the Hilbert space L2
(
G/P V`O , χ`O
)
, that the representation piV`O acts on,
with the Hilbert space L2(Rd) for every O ∈ (g∗/G)2d as in (1). Therefore, one can take for
all J,K ∈ {1, ..., n} with |J | = |K| = d the Hilbert space L2(Rd) as the desired Hilbert space
HiJK and
(
piV`O , L
2(Rd)
)
thus represents the demanded concrete realization.
Hence, the first condition of Definition 1.1 is fulfilled. For the proof of the Properties 2
and 3(a), a proposition will be shown.
Proposition 3.2.
For every a ∈ C∗(G) and every (J,K) ∈M with |J | = |K| = d ∈ {0, ..., [n2 ]}, the mapping
ΓiJK → L2(Rd), γ 7→ F(a)(γ)
is norm continuous and the operator F(a)(γ) is compact for all γ ∈ ΓiJK .
Proof:
The compactness follows directly from a general theorem which can be found in [8],
Chapter 4.2 or [29], Part II, Chapter II.5 and states that the C∗-algebra C∗(G) of every
connected nilpotent Lie group G fulfills the CCR condition, i.e. the image of every irreducible
representation of C∗(G) is a compact operator.
Next, let d ∈ {0, ..., [n2 ]} and (J,K) ∈M such that |J | = |K| = d.
First, one has to observe that the polarization pV` is continuous in ` on the set{
`O′ | O′ ∈ (g∗/G)(J,K)
}
with respect to the topology of the Grassmannian. This can
be seen by the construction of the vectors
{
Y V,`1 , ..., Y
V,`
d
}
.
Now, let (Ok)k∈N be a sequence of orbits in (g∗/G)(J,K) and O ∈ (g∗/G)(J,K) such that[
piV`Ok
] k→∞−→ [piV`O] and let a ∈ C∗(G). Then, `Ok k→∞−→ `O and by the observation above,
the associated sequence of polarizations
(
pV`Ok
)
k∈N converges to the polarization p
V
`O . By the
proof of Theorem 2.3 in [31], thus, piV`Ok
(a)
k→∞−→ piV`O(a) in the operator norm.
Since C∗(G) is obviously separable, this proposition proves the desired Properties 2
and 3(a) of Definition 1.1 and hence, it remains to show Property 3(b).
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3.3 Condition 3(b)
3.3.1 Introduction to the setting
For simplicity, in the following, the representations will be identified with their equivalence
classes.
Let d ∈ {0, ..., [n2 ]} and (J,K) ∈M with |J | = |K| = d. Furthermore, fix i = iJK ∈ {0, ..., r}.
Let
(
piVk
)
k∈N =
(
piV`Ok
)
k∈N be a sequence in Γi whose limit set is located outside Γi.
Since every converging sequence has a properly converging subsequence, it will be assumed
that
(
piVk
)
k∈N is properly converging and the transition to a subsequence will be omitted.
Hence, the sequence
(
piVk
)
k∈N takes on the role of the subsequence (γk)k∈N in Condition 3(b)
of Definition 1.1. Therefore, for every k ∈ N, one has to construct an involutive linear
mapping ν˜k : CB(Si−1)→ B(Hi), bounded by C‖ · ‖Si−1 and fulfilling
lim
k→∞
∥∥F(a)(piVk )− ν˜k(F(a)|Si−1)∥∥op = 0,
with a constant C > 0 independent of k.
In order to do so, regard the sequence of coadjoint orbits (Ok)k∈N corresponding to the
sequence
(
piVk
)
k∈N. It is contained in (g
∗/G)(J,K) and in particular, every Ok has the same
dimension 2d. Moreover, it converges properly to a set of orbits L((Ok)k∈N).
In addition, since Si is closed, the limit set L
((
piVk
)
k∈N
)
of the sequence
(
piVk
)
k∈N is contained
in Si−1 =
⋃
j∈{0,...,i−1}
Γj and therefore, for every element O ∈ L((Ok)k∈N) there exists a pair
(JO,KO) < (J,K) such that piV`O ∈ ΓiJOKO or equivalently, O ∈ (g∗/G)(JO,KO).
Now, the Lie algebra g will be examined and divided into different parts. With their
help, a new sequence of representations (pik)k∈N which are equivalent to the representations(
piVk
)
k∈N will be defined. Then, in the second and third case mentioned in Proposition 3.1,
(pik)k∈N will be analyzed and for this new sequence, mappings (νk)k∈N with certain properties
similar to the ones required in Condition 3(b) of Definition 1.1 will be constructed. At the
end, the requested convergence will be deduced from the convergence of (pik)k∈N together
with the equivalence of the representations pik and pi
V
k .
3.3.2 Changing the Jordan-Ho¨lder basis
Let ˜` ∈ O˜ ∈ L((Ok)k∈N). Then, there exists a sequence
(
˜`
k
)
k∈N in (Ok)k∈N such that
˜`= lim
k→∞
˜`
k.
Since one is interested in the orbits Ok = ˜`k + g
(
˜`
k
)⊥
, one can change the sequence
(
˜`
k
)
k∈N
to a sequence (`k)k∈N by letting `k(A) = 0 for every A ∈ g
(
˜`
k
)⊥
= g(`k)
⊥.
Thus, one obtains another converging sequence (`k)k∈N in (Ok)k∈N whose limit ` is located
in an orbit O ∈ L((Ok)k∈N).
In the following, this sequence (`k)k∈N will be investigated and with its help, the above-
mentioned splitting of g will be accomplished.
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As above, one can suppose that the subalgebras (g(`k))k∈N converge to a subalgebra u, whose
corresponding Lie group exp(u) is denoted by U . These subalgebras g(`k) for k ∈ N can be
written as
g(`k) = [g, g]⊕ sk,
where sk ⊂ [g, g]⊥. In addition, let nk,0 be the kernel of `k |[g,g] and sk,0 the kernel of `k |sk for
all k ∈ N. One can assume that sk,0 6= sk and choose Tk ∈ sk of length 1 orthogonal to sk,0.
The case sk,0 = sk for k ∈ N, being easier, will be omitted.
Similarly, choose Zk ∈ [g, g] of length 1 orthogonal to nk,0. One can easily see that such a Zk
exists: If `k |[g,g] = 0, then piV`Ok is a character and thus contained in S0 = Γ0. This happens
only in the case i = 0 and then the whole sequence
(
piV`Ok
)
k∈N is contained in S0. But S0 = Γ0
is closed and thus,
(
piV`Ok
)
k∈N cannot have a limit set outside Γ0, as regarded in the setting
of Condition 3(b) of Definition 1.1.
Furthermore, let rk = g(`k)
⊥ ⊂ g.
One can assume that, passing to a subsequence if necessary, lim
k→∞
Zk =: Z, lim
k→∞
Tk =: T and
lim
k→∞
rk =: r exist.
Now, new polarizations pk of `k are going to be constructed in order to define the
represenations (pik)k∈N with their help.
The restriction to rk of the skew-form Bk defined by
Bk(V,W ) := 〈`k, [V,W ]〉, ∀V,W ∈ g
is non-degenerate on rk and there exists an invertible endomorphism Sk of rk such that
〈x, Sk(x′)〉 = Bk(x, x′) ∀x, x′ ∈ rk.
Sk is skew-symmetric, i.e. S
t
k = −Sk, and with the help of Lemma 7.2, one can decompose rk
into an orthogonal direct sum
rk =
d∑
j=1
V jk
of two-dimensional Sk-invariant subspaces. Choose an orthonormal basis {Xkj , Y kj } of V jk .
Then,
[Xki , X
k
j ] ∈ nk,0 ∀i, j ∈ {1, ..., d},
[Y ki , Y
k
j ] ∈ nk,0 ∀i, j ∈ {1, ..., d} and
[Xki , Y
k
j ] = δi,jc
k
jZk mod nk,0 ∀i, j ∈ {1, ..., d},
where 0 6= ckj ∈ R and sup
k∈N
ckj <∞ for every j ∈ {1, ..., d}.
Again, by passing to a subsequence if necessary, the sequence (ckj )k∈N converges for every
j ∈ {1, ..., d} to some cj ∈ R.
Since Xkj , Y
k
j ∈ rk and `k(A) = 0 for every A ∈ rk, `k(Xkj ) = `k(Y kj ) = 0 for all j ∈ {1, ..., d}.
Furthermore, one can suppose that the sequences (Xkj )k∈N, (Y
k
j )k∈N converge in g to vectors
Xj , Yj which form a basis modulo u in g.
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It follows that 〈
`k, [X
k
j , Y
k
j ]
〉
= ckjλk, where
λk = 〈`k, Zk〉 k→∞−→ 〈`, Z〉 =: λ.
As Zk was chosen orthogonal to nk,0, λk 6= 0 for every k ∈ N.
Now, let
pk := span{Y k1 , · · · , Y kd , g(`k)}
and Pk := exp(pk). Then, pk is a polarization of `k. Furthermore, define the representation
pik as
pik := ind
G
Pk
χ`k .
Since pik as well as pi
V
k are induced representations of polarizations and of the characters χ`k
and χ`Ok , where `k and `Ok lie in the same coadjoint orbit Ok, the two representations are
equivalent, as observed in Section 2.1.2.
Let ak := nk,0 + sk,0. Then, ak is an ideal of g on which `k is 0. Therefore, the nor-
mal subgroup exp(ak) is contained in the kernel of the representation pik. Moreover, let
a := lim
k→∞
ak.
In addition, let p ∈ N, p˜ ∈ {1, ..., p} and let {Ak1, · · · , Akp˜} denote an orthonormal basis of
nk,0, the part of ak which is located inside [g, g], and {Akp˜+1, · · · , Akp} an orthonormal basis
of sk,0, the part of ak outside [g, g]. Then, {Ak1, · · · , Akp} is an orthonormal basis of ak and as
above, one can assume that lim
k→∞
Akj = Aj exists for all j ∈ {1, ..., p}.
Now, for every k ∈ N, one can take as an orthonormal basis for g the set of vectors
{Xk1 , · · · , Xkd , Y k1 , · · · , Y kd , Tk, Zk, Ak1, ..., Akp}
as well as the set
{X1, · · · , Xd, Y1, · · · , Yd, T, Z,A1, ..., Ap}.
This gives the following Lie brackets:
[Xki , Y
k
j ] = δi,jc
k
jZk mod ak,
[Xki , X
k
j ] = 0 mod ak and
[Y ki , Y
k
j ] = 0 mod ak.
The vectors Zk and Tk are central modulo ak.
3.3.3 Definitions
Before starting the analysis of (pik)k∈N, some notations have to be introduced.
Choose for j ∈ {1, ..., d} the Schwartz functions ηj ∈ S(R) such that ‖ηj‖L2(R) = 1 and
‖ηj‖L∞(R) ≤ 1.
Furthermore, for x1, ..., xd, y1, ..., yd, t, z, a1, · · · , ap ∈ R, write
(x)k := (x1, ..., xd)k :=
d∑
j=1
xjX
k
j , (y)k := (y1, ..., yd)k :=
d∑
j=1
yjY
k
j , (t)k := tTk,
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(z)k := zZk, (a˙)k := (a1, ..., ap˜)k :=
p˜∑
j=1
ajA
k
j , (a¨)k := (ap˜+1, ..., ap)k :=
p∑
j=p˜+1
ajA
k
j
and (a)k := (a˙, a¨)k = (a1, ..., ap)k =
p∑
j=1
ajA
k
j ,
where (·, ..., ·)k is defined to be the d-, p˜-, (p − p˜)- or the p-tuple with respect to the bases
{Xk1 , ..., Xkd}, {Y k1 , ..., Y kd }, {Ak1, ..., Akp˜}, {Akp˜+1, ..., Akp} and {Ak1, ..., Akp}, respectively, and let
(g)k := (x1, ..., xd, y1, ..., yd, t, z, a1, ..., ap)k := ((x)k, (y)k, (t)k, (z)k, (a˙)k, (a¨)k)
= ((x)k, (h)k)
=
d∑
j=1
xjX
k
j +
d∑
j=1
yjY
k
j + tTk + zZk +
p∑
j=1
ajA
k
j ,
where (h)k is in the polarization pk and the (2d+2+p)-tuple (·, ..., ·)k is regarded with respect
to the basis {Xk1 , ..., Xkd , Y k1 , ..., Y kd , Tk, Zk, Ak1, ..., Akp}.
Moreover, define the limits
(x)∞ := (x1, ..., xd)∞ := lim
k→∞
(x)k =
d∑
j=1
xjXj , (y)∞ := (y1, ..., yd)∞ := lim
k→∞
(y)k =
d∑
j=1
yjYj ,
(t)∞ := lim
k→∞
(t)k = tT, (z)∞ := lim
k→∞
(z)k = zZ, (a˙)∞ := (a1, ..., ap˜)∞ := lim
k→∞
(a˙)k =
p˜∑
j=1
ajAj ,
(a¨)∞ := (ap˜+1, ..., ap)∞ := lim
k→∞
(a¨)k =
p∑
j=p˜+1
ajAj ,
(a)∞ := (a˙, a¨)∞ = (a1, ..., ap)∞ := lim
k→∞
(a)k =
p∑
j=1
ajAj and
(g)∞ := (x, y, t, z, a˙, a¨)∞ := lim
k→∞
(g)k =
d∑
j=1
xjXj +
d∑
j=1
yjYj + tT + zZ +
p∑
j=1
ajAj .
3.3.4 Formula for pik
Now, the representations (pik)k∈N can be computed.
Let f ∈ L1(G).
With ρk := 〈`k, Tk〉, ck := (ck1, ..., ckd) and for s1, ..., sd ∈ R and (s)k := (s1, ..., sd)k =
d∑
j=1
sjX
k
j ,
where again (·, ..., ·)k is the d-tuple with respect to the basis {Xk1 , ..., Xkd}, as in (2), the
representation pik acts on L
2(G/Pk, χ`k) in the following way:
20
pik
(
(g)k
)
ξ
(
(s)k
)
= ξ
(
(g)−1k · (s)k
)
= ξ
(
(s)k − (x)k − (h)k + 1
2
[−(x)k − (h)k, (s)k]
)
= ξ
((
(s)k − (x)k
) · (− (h)k + [(s)k, (h)k]− 1
2
[(x)k, (h)k + (s)k]
))
= e2pii〈`k,−(h)k+[(s)k,(h)k]−
1
2
[(x)k,(h)k+(s)k]〉ξ
(
(s− x)k
)
= e2pii〈`k,−(y)k−(t)k−(z)k−(a˙)k−(a¨)k+[(s)k−
1
2
(x)k,(y)k]− 12 [(x)k,(s)k]〉ξ
(
(s− x)k
)
= e
2pii
(
−tρk−zλk+
d∑
j=1
λkc
k
j (sj− 12xj)yj
)
ξ
(
(s− x)k
)
(5)
= e2pii(−tρk−zλk+λkc
k((s)k− 12 (x)k)(y)k)ξ
(
(s− x)k
)
,
since `k(Y
k
j ) = 0 for all j ∈ {1, ..., d}.
Now, identify G with Rd × Rd × R × R × Rp˜ × Rp−p˜ ∼= R2d+2+p, let ξ ∈ L2(Rd) and s ∈ Rd.
Moreover, identify pik with a representation acting on L
2(Rd) which will also be called pik. To
stress the dependence on k of the function f ∈ L1(G) fixed above, denote by fk ∈ L1(R2d+2+p)
the function f applied to an element in the k-basis:
fk(g) := f((g)k) = f
(
d∑
j=1
xjX
k
j +
d∑
j=1
yjY
k
j + tTk + zZk +
p∑
j=1
ajA
k
j
)
.
Denote by f ′α,k for f ∈ S(G) and α ∈ N2d+2+p the derivative of f in the direction of
(Xk1 )
α1 · · · (Xkd )αd(Y k1 )αd+1 · · · (Y kd )α2d(Tk)α2d+1(Zk)α2d+2(Ak1)α2d+3 · · · (Akp)α2d+2+p . Then,
‖fk‖(N) =
∑
|α|≤N
∫
R2d+2+p
(
1 + ‖g‖2)N ∣∣f ′α,k(g)∣∣dg.
Since the k-basis of G converges to the ∞-basis, one can estimate the expressions ∣∣f ′α,k(g)∣∣
for g ∈ R2d+2+p and |α| ≤ N by constants independent of k and therefore gets an estimate
for ‖fk‖(N) that does not depend on k.
Now, denoting by fˆ2,3,4,5,6k the Fourier transform in the 2nd, 3rd, 4th, 5th and 6th variable,
pik(f)ξ(s)
=
∫
Rd×Rd×R×R×Rp˜×Rp−p˜
fk(g)pik(g)ξ(s)dg
=
∫
Rd×Rd×R×R×Rp˜×Rp−p˜
fk(x, y, t, z, a˙, a¨)e
2pii
(
−tρk−zλk+λkck(s− 12x)y
)
ξ(s− x)d(x, y, t, z, a˙, a¨)
=
∫
Rd×Rd×R×R×Rp˜×Rp−p˜
fk(s− x, y, t, z, a˙, a¨)e2pii
(
−tρk−zλk+ 12λkck(s+x)y
)
ξ(x)d(x, y, t, z, a˙, a¨)
=
∫
Rd
fˆ2,3,4,5,6k
(
s− x,−λkc
k
2
(s+ x), ρk, λk, 0, 0
)
ξ(x)dx. (6)
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3.4 Condition 3(b) – First case
First, consider the case that L((Ok)k∈N) consists of one single limit point O, the first case
described in Proposition 3.1.
In this case, for every k ∈ N,
2d = dim(Ok) = dim(O).
Thus, the regarded situation occurs if and only if λ 6= 0 and cj 6= 0 for every j ∈ {1, ..., d}.
The first case is the easiest case. After a few observations, here the operators (ν˜k)k∈N can be
defined immediately. Moreover, the claims of Condition 3(b) of Definition 1.1 can be shown
easily. In this first case, the transition to the representations (pik)k∈N and the definitions and
computations accomplished in the Sections 3.3.3 and 3.3.4 are not needed.
Consider again the sequence (`k)k∈N chosen above which converges to ` ∈ O. As the dimen-
sions of the orbits Ok and O are the same, there exists a subsequence of (`k)k∈N (which will
also be denoted by (`k)k∈N for simplicity) such that p := lim
k→∞
pV`k is a polarization of `, but
not necessarily the Vergne polarization. Moreover, define P := exp(p) = lim
k→∞
P V`k and let
pi := indGPχ`.
Now, if one identifies the Hilbert spaces HpiV`k and Hpi of the representations pi
V
`k
= indG
PV`k
χ`k
and pi with L2(Rd), from [31], Theorem 2.3, one can conclude that∥∥piV`k(a)− pi(a)∥∥op = ∥∥∥indGPV`kχ`k(a)− indGPχ`(a)
∥∥∥
op
k→∞−→ 0
for every a ∈ C∗(G).
Since pi and piV` = ind
G
PV`
χ` are both induced representations of polarizations and of the same
character χ`, they are equivalent and hence, there exists a unitary intertwining operator
F : HpiV` ∼= L
2(Rd)→ Hpi ∼= L2(Rd) such that F ◦ piV` (a) = pi(a) ◦ F ∀a ∈ C∗(G).
Furthermore, the two representations piVk = pi
V
`Ok
= indG
PV`Ok
χ`Ok and pi
V
`k
= indG
PV`k
χ`k are
equivalent for every k ∈ N because `Ok and `k are located in the same coadjoint orbit Ok and
pV`Ok
and pV`k are polarizations. Thus, there exist further unitary intertwining operators
Fk : HpiVk ∼= L
2(Rd)→ HpiV`k
∼= L2(Rd) such that Fk ◦ piVk (a) = piV`k(a) ◦ Fk ∀a ∈ C∗(G).
Now, define the required operators ν˜k for every k ∈ N as
ν˜k(ϕ) := F
∗
k ◦ F ◦ ϕ
(
piV`
) ◦ F ∗ ◦ Fk ∀ϕ ∈ CB(Si−1),
which is reasonable since piV` is a limit point of the sequence
(
piVk
)
k∈N and hence contained
in Si−1, as seen in Section 3.3.1.
As ϕ
(
piV`
) ∈ B(L2(Rd)) and F and Fk are intertwining operators and thus bounded, the
image of ν˜k is contained in B(L2(Rd)), as requested.
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Next, it needs to be shown that ν˜k is bounded. By the definition of ‖ · ‖Si−1 , one has for every
ϕ ∈ CB(Si−1),
‖ν˜k(ϕ)‖op =
∥∥F ∗k ◦ F ◦ ϕ(piV` ) ◦ F ∗ ◦ Fk∥∥op
≤ ‖F ∗k ‖op ‖F‖op
∥∥ϕ(piV` )∥∥op ‖F ∗‖op ‖Fk‖op
=
∥∥ϕ(piV` )∥∥op
≤ ‖ϕ‖Si−1 .
In addition, one can easily observe that ν˜k is involutive. For every ϕ ∈ CB(Si−1),
ν˜k(ϕ)
∗ =
(
F ∗k ◦ F ◦ ϕ
(
piV`
) ◦ F ∗ ◦ Fk)∗ = F ∗k ◦ F ◦ ϕ∗(piV` ) ◦ F ∗ ◦ Fk = ν˜k(ϕ∗).
Now, the last thing to check is the required convergence of Condition 3(b). For all a ∈ C∗(G),∥∥piVk (a)− ν˜k(F(a)|Si−1)∥∥op = ∥∥piVk (a)− F ∗k ◦ F ◦ F(a)|Si−1(piV` ) ◦ F ∗ ◦ Fk∥∥op
=
∥∥piVk (a)− F ∗k ◦ F ◦ piV` (a) ◦ F ∗ ◦ Fk∥∥op
=
∥∥F ∗k ◦ piV`k(a) ◦ Fk − F ∗k ◦ pi(a) ◦ Fk∥∥op
=
∥∥F ∗k ◦ (piV`k − pi)(a) ◦ Fk∥∥op
≤ ∥∥piV`k(a)− pi(a)∥∥op k→∞−→ 0.
Therefore, the representations
(
piVk
)
k∈N and the constructed (ν˜k)k∈N fulfill Condition 3(b) of
Definition 1.1 and thus, in this case, the claim is shown.
3.5 Condition 3(b) – Second case
In the second case of Condition 3(b) of Definition 1.1 described in Proposition 3.1, the situ-
ation that λ = 0 or cj = 0 for every j ∈ {1, ..., d} is going to be considered.
In this case, 〈
`k, [X
k
j , Y
k
j ]
〉
= ckjλk
k→∞−→ cjλ = 0 ∀j ∈ {1, ..., d},
while ckjλk 6= 0 for every k and every j ∈ {1, ..., d}.
Then, `|[g,g] = 0 and since ˜`|[g,g] obviously also vanishes for all ˜`∈ u⊥, every O ∈ L((Ok)k∈N)
vanishes on [g, g], which means that the associated representation is a character. Therefore,
every limit orbit O in the set L((Ok)k∈N) has the dimension 0.
3.5.1 Convergence of (pik)k∈N in Ĝ
In order to better understand the sequence of representations (pik)k∈N and to get an idea of
how to construct the required linear mappings (νk)k∈N, in this section, the convergence in Ĝ
of (pik)k∈N is going to be analyzed. This shall serve as a motivation for the construction of
the mappings (νk)k∈N which will be carried out subsequently.
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As in Calculation (6) in Section 3.3.4, identify G again with R2d+2+p. From now on, this
identification will be used most of the time. Only in some cases where one applies `k or `
and thus it is important to know whether one is using the basis depending on k or the limit
basis, the calculation will be done in the above defined bases (·)k or (·)∞.
Now, adapt the methods developed in [26] to this given situation.
Let s = (s1, ..., sd), α = (α1, · · · , αd), β = (β1, · · · , βd) ∈ Rd and define
ηk,α,β(s) = ηk,α,β(s1, · · · , sd) := e2piiαs
d∏
j=1
∣∣λkckj ∣∣ 14 ηj(|λkckj | 12(sj + βjλkckj
))
for the Schwartz functions ηj for j ∈ {1, ..., d} chosen at the beginning of Section 3.3.3. This
definition is reasonable because λkc
k
j 6= 0 for every k and every j ∈ {1, ..., d}.
Next, the convergence of (pik)k∈N to χ`+`α,β in Ĝ will be shown. For this, let c
k
α,β be
the coefficient function defined by
ckα,β(g) := 〈pik(g)ηk,α,β, ηk,α,β〉 ∀g ∈ G ∼= R2d+2+p
and `α,β the linear functional
`α,β(g) = `α,β(x, y, t, z, a) := αx+ βy ∀g = (x, y, t, z, a) ∈ G ∼= R2d+2+p.
Since the Hilbert space of the character χ`+`α,β is one-dimensional, one can choose {1} as a
basis and gets the following computation:
Using Relation (5), for ρ := 〈`, T 〉 and g = (x, y, t, z, a˙, a¨) ∈ R2d+2+p,
ckα,β(g)
=
∫
Rd
pik(g)ηk,α,β(s)ηk,α,β(s)ds
=
∫
Rd
e
2pii
(
−tρk−zλk+
d∑
j=1
λkc
k
j (sj− 12xj)yj
)
ηk,α,β(s1 − x1, ..., sd − xd)
ηk,α,β(s1, ..., sd)d(s1, ..., sd)
=
∫
Rd
e
2pii
(
−tρk−zλk+
d∑
j=1
λkc
k
j (sj− 12xj)yj
)
e−2piiαx
d∏
j=1
∣∣λkckj ∣∣ 14 ηj(∣∣λkckj ∣∣ 12(sj − xj + βjλkckj
))
d∏
j=1
∣∣λkckj ∣∣ 14 ηj(∣∣λkckj ∣∣ 12(sj + βjλkckj
))
d(s1, ..., sd)
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= e−2pii(tρk+zλk)e−2piiαx
d∏
j=1
(
e−2pii
1
2
xjyjc
k
j λk
∣∣λkckj ∣∣ 12
∫
R
e2piiyjsjc
k
j λkηj
(∣∣λkckj ∣∣ 12(sj − xj + βjλkckj
))
ηj
(∣∣λkckj ∣∣ 12(sj + βjλkckj
))
dsj
)
= e−2pii(tρk+zλk)e−2piiαx
d∏
j=1
(
e−2pii
1
2
xjyjc
k
j λk
∣∣λkckj ∣∣ 12
∫
R
e
2piiyj
(
sj− βj
λkc
k
j
)
ckj λk
ηj
(∣∣λkckj ∣∣ 12 (sj − xj))ηj(∣∣λkckj ∣∣ 12 (sj))dsj)
= e−2pii(tρk+zλk)e−2piiαx
d∏
j=1
(
e−2pii
1
2
xjyjc
k
j λk
∫
R
e2piiyj
(
sjsgn(λkc
k
j )|λkckj |
1
2−βj
)
ηj
(
sj −
∣∣λkckj ∣∣ 12xj)ηj(sj)dsj)
k→∞−→ e−2piitρe−2piizλe−2piiαx
d∏
j=1
( ∫
R
e−2piiyjβjηj(sj)ηj(sj)dsj
)
‖ηj‖2=1
= e−2piitρe−2piizλe−2piiαxe−2piiyβ = χ`+`α,β (g) =
〈
χ`+`α,β (g)1, 1
〉
,
where this convergence holds uniformly on compacta.
3.5.2 Definition of νk
Finally, the linear mappings (νk)k∈N which are needed for the sequence (pik)k∈N to fulfill
conditions similar to those required in 3(b) are going to be defined and analyzed.
For 0 6= η˜ ∈ L2(G/Pk, χ`k) ∼= L2(Rd), let
Pη˜ : L
2(Rd)→ Cη˜, ξ 7→ η˜〈ξ, η˜〉.
Pη˜ is the orthogonal projection onto the space Cη˜.
Let h ∈ C∗(G/U, χ`). Again, identify G/U with Rd × Rd ∼= R2d and as already introduced
in Section 3.3.4 in order to show the dependence on k, here, the utilization of the limit basis
will be expressed by an index ∞ if necessary:
h∞(x, y) := h((x, y)∞).
Now, hˆ∞ can be regarded as a function in C∞(`+u⊥) ∼= C∞(R2d) and, using this identification,
define the linear operator
νk(h) :=
∫
R2d
hˆ∞(x˜, y˜)Pηk,x˜,y˜
d(x˜, y˜)
d∏
j=1
∣∣λkckj ∣∣ .
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Then, the following proposition holds:
Proposition 3.3.
1. For all k ∈ N and h ∈ S(G/U, χ`), the integral defining νk(h) converges in the operator
norm.
2. The operator νk(h) is compact and ‖νk(h)‖op ≤ ‖h‖C∗(G/U,χ`).
3. νk is involutive, i.e. νk(h)
∗ = νk(h∗) for every h ∈ C∗(G/U, χ`).
Proof:
1) Let h ∈ S(G/U, χ`) ∼= S(R2d). Since
‖Pηk,α,β‖op = ‖ηk,α,β‖22
=
d∏
j=1
∣∣λkckj ∣∣ 12 ∫
R
∣∣∣∣e2piiαjsj ηj(∣∣λkckj ∣∣ 12(sj + βjλkckj
))∣∣∣∣2dsj
=
d∏
j=1
∣∣λkckj ∣∣ 12 ∫
R
|ηj(sj)|2
∣∣λkckj ∣∣− 12dsj
=
d∏
j=1
‖ηj‖22 = 1,
one can estimate the operator norm of νk(h) as follows:
‖νk(h)‖op =
∥∥∥∥∥
∫
R2d
hˆ∞(x˜, y˜) Pηk,x˜,y˜
d(x˜, y˜)
d∏
j=1
∣∣λkckj ∣∣
∥∥∥∥∥
op
≤
∫
R2d
∣∣hˆ∞(x˜, y˜)∣∣ d(x˜, y˜)d∏
j=1
∣∣λkckj ∣∣ =
∥∥hˆ∥∥
L1(R2d)
d∏
j=1
∣∣λkckj ∣∣ .
Therefore, the convergence of the integral νk(h) in the operator norm is shown for
h ∈ S(R2d) ∼= S(G/U, χ`).
2) First, let h ∈ S(G/U, χ`) ∼= S(R2d).
Define for s = (s1, ..., sd) ∈ Rd,
ηk,β(s) :=
d∏
j=1
∣∣λkckj ∣∣ 14 ηj(∣∣λkckj ∣∣ 12(sj + βjλkckj
))
.
Then,
ηk,α,β(s) = e
2piiαsηk,β(s)
and thus, one has for ξ ∈ S(Rd) and s ∈ Rd,
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νk(h)ξ(s) =
∫
R2d
hˆ∞(x˜, y˜)
〈
ξ, ηk,x˜,y˜
〉
ηk,x˜,y˜(s)
d(x˜, y˜)
d∏
j=1
∣∣λkckj ∣∣
=
∫
R2d
hˆ∞(x˜, y˜)
( ∫
Rd
ξ(r)ηk,x˜,y˜(r)dr
)
ηk,x˜,y˜(s)
d(x˜, y˜)
d∏
j=1
∣∣λkckj ∣∣
=
∫
R2d
hˆ∞(x˜, y˜)
( ∫
Rd
ξ(r)e−2piix˜rηk,y˜(r)dr
)
e2piix˜sηk,y˜(s)
d(x˜, y˜)
d∏
j=1
∣∣λkckj ∣∣
=
∫
Rd
∫
Rd
∫
Rd
hˆ∞(x˜, y˜)e2piix˜(s−r)ξ(r)ηk,y˜(r)dr ηk,y˜(s)
dx˜dy˜
d∏
j=1
∣∣λkckj ∣∣
=
∫
Rd
∫
Rd
hˆ2∞(s− r, y˜)ξ(r)ηk,y˜(r)ηk,y˜(s)
dy˜
d∏
j=1
∣∣λkckj ∣∣ dr, (7)
where, similar as above, hˆ2∞ denotes the Fourier transform of hˆ∞ in the second variable.
Hence, as the kernel function
hK(s, r) :=
∫
Rd
hˆ2∞(s− r, y˜)ηk,y˜(r)ηk,y˜(s)
dy˜
d∏
j=1
∣∣λkckj ∣∣
of νk(h) is contained in S(R2d), the operator νk(h) is compact.
Now, it will be shown that
‖νk(h)‖op ≤
∥∥hˆ∥∥∞.
Again, for ξ ∈ S(Rd) one has
‖νk(h)ξ‖22
=
∫
Rd
∣∣∣∣∣
∫
Rd
∫
Rd
hˆ2∞(s− r, y˜)ξ(r)ηk,y˜(r)ηk,y˜(s)
dy˜
d∏
j=1
∣∣λkckj ∣∣ dr
∣∣∣∣∣
2
ds
=
∫
Rd
∣∣∣∣∣
∫
Rd
hˆ2∞(·, y˜) ∗ (ξηk,y˜)(s)ηk,y˜(s)
dy˜
d∏
j=1
∣∣λkckj ∣∣
∣∣∣∣∣
2
ds
Cauchy−
Schwarz,
≤
‖ηj‖∞≤1
d∏
j=1
∣∣λkckj ∣∣ 12 ∫
Rd
∫
Rd
∣∣hˆ2∞(·, y˜) ∗ (ξηk,y˜)(s)∣∣2 dy˜d∏
j=1
∣∣λkckj ∣∣2 ds
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Plancherel≤ ∥∥hˆ∥∥2∞ d∏
j=1
1∣∣λkckj ∣∣ 32
∫
Rd
‖ξηk,y˜‖22dy˜
=
∥∥hˆ∥∥2∞ d∏
j=1
1∣∣λkckj ∣∣ 32
∫
Rd
∫
Rd
|ξ(s)|2|ηk,y˜(s)|2dsdy˜
=
∥∥hˆ∥∥2∞ d∏
j=1
1∣∣λkckj ∣∣
∫
R
· · ·
∫
R
∫
R
· · ·
∫
R
∣∣∣∣∣ηj
(∣∣λkckj ∣∣ 12(sj + y˜jλkckj
))∣∣∣∣∣
2
dy˜1 · · · dy˜d
|ξ(s1, ..., sd)|2ds1 · · · dsd
=
∥∥hˆ∥∥2∞ d∏
j=1
∫
R
· · ·
∫
R
∫
R
· · ·
∫
R
|ηj(y˜j)|2dy˜1 · · · dy˜d |ξ(s1, ..., sd)|2ds1 · · · dsd
‖ηj‖2=1
=
∥∥hˆ∥∥2∞‖ξ‖22.
Thus, since S(Rd) is dense in L2(Rd),
‖νk(h)‖op = sup
ξ∈L2(Rd),
‖ξ‖2=1
‖νk(h)(ξ)‖2 ≤
∥∥hˆ∥∥∞
for h ∈ S(R2d) ∼= S(G/U, χ`). Therefore, with the density of S(G/U, χ`) in C∗(G/U, χ`),
one gets the compactness of the operator νk(h) for h ∈ C∗(G/U, χ`), as well as the desired
inequality
‖νk(h)‖op ≤
∥∥hˆ∥∥∞ = ‖h‖C∗(G/U,χ`).
3) For h ∈ C∗(G/U, χ`) ∼= C∗(R2d), one has
νk(h)
∗ =
( ∫
R2d
hˆ∞(x˜, y˜) Pηk,x˜,y˜
d(x˜, y˜)
d∏
j=1
∣∣λkckj ∣∣
)∗
P=P ∗
=
∫
R2d
hˆ∞(x˜, y˜) Pηk,x˜,y˜
d(x˜, y˜)
d∏
j=1
∣∣λkckj ∣∣
=
∫
R2d
ĥ∗∞(x˜, y˜) Pηk,x˜,y˜
d(x˜, y˜)
d∏
j=1
∣∣λkckj ∣∣ = νk(h
∗).
This proposition firstly shows that the image of the operator νk is located in
B(L2(Rd)) = B(Hi) as required in Condition 3(b) of Definition 1.1. Secondly, the
proposition gives the boundedness and the involutivity of the linear mappings νk for every
k ∈ N. For the analysis of the sequence (pik)k∈N, it remains to show a convergence, from
which the convergence for the original sequence (piVk )k∈N demanded in Condition 3(b) can be
deduced.
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3.5.3 Theorem – Second Case
Theorem 3.4.
Define as in Section 2.1.3
pG/U : L
1(G)→ L1(G/U, χ`), pG/U (f)(g˜) :=
∫
U
f(g˜u)χ`(u)du ∀g˜ ∈ G ∀f ∈ L1(G)
and canonically extend pG/U to a mapping going from C
∗(G) to C∗(G/U, χ`).
Furthermore, let a ∈ C∗(G). Then,
lim
k→∞
∥∥pik(a)− νk(pG/U (a))∥∥op = 0.
Proof:
First, it is well-known that pG/U is a surjective homomorphism from C
∗(G) to C∗(G/U, χ`)
and from L1(G) to L1(G/U, χ`) as well as from S(G) to S(G/U, χ`).
Furthermore, for u = (t, z, a˙, a¨)∞ ∈ U = span{T,Z,A1, ..., Ap˜, Ap˜+1, ..., Ap},
χ`(u) = e
−2pii〈`,(t,z,a˙,a¨)∞〉 = e−2pii(tρ+zλ)
and therefore, identifying U again with R×R×Rp˜×Rp−p˜ and L1(G/U, χ`) with L1(R2d), for
f ∈ L1(G) ∼= L1(R2d+2+p) and g˜ = (x˜, y˜, 0, 0, 0, 0) ∈ R2d, one has(
pG/U (f)
)
∞(g˜) =
∫
R×R×Rp˜×Rp−p˜
f∞(x˜, y˜, t˜, z˜, ˜˙a, ˜¨a)e−2pii(t˜ρ+z˜λ)d(0, 0, t˜, z˜, ˜˙a, ˜¨a)
= fˆ3,4,5,6∞ (x˜, y˜, ρ, λ, 0, 0), (8)
where f∞(x˜, y˜, ρ, λ, 0, 0) = f((x˜, y˜, ρ, λ, 0, 0)∞).
Now, let f ∈ S(G) ∼= S(R2d+2+p) such that its Fourier transform in [g, g] has a com-
pact support in G ∼= R2d+2+p. If one writes the elements g of G as g = (x, y, t, z, a˙, a¨) like
above, where
x ∈ span{X1} × ...× span{Xd}, y ∈ span{Y1} × ...× span{Yd}, t ∈ span{T},
z ∈ span{Z}, a˙ ∈ span{A1} × ...× span{Ap˜}, a¨ ∈ span{Ap˜+1} × ...× span{Ap}
or
x ∈ span{Xk1 } × ...× span{Xkd}, y ∈ span{Y k1 } × ...× span{Y kd }, t ∈ span{Tk},
z ∈ span{Zk}, a˙ ∈ span{Ak1} × ...× span{Akp˜}, a¨ ∈ span{Akp˜+1} × ...× span{Akp},
respectively, this means that the partial Fourier transform fˆ4,5 has a compact support in G,
since [g, g] = span{Zk, Ak1, ..., Akp˜} = span{Z,A1, ..., Ap˜}.
Moreover, let ξ ∈ L2(Rd) and s ∈ Rd and define
ηk,0(s) :=
d∏
j=1
∣∣λkckj ∣∣ 14 ηj( ∣∣λkckj ∣∣ 12 (sj)).
(Compare the definition of ηk,β in the last proof.)
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To prove the theorem, the expression
(
pik(f)− νk
(
pG/U (f)
))
ξ is going to be regarded, using
Results (6) from Section 3.3.4 and (7) from the proof of the proposition above. The obtained
integrals are going to be divided into five parts and the norm of each part is going to be
estimated separately. For this, G will again be identified with R2d+2+p and therefore, f will
be replaced by the functions fk and f∞, respectively, which are defined as above.
(
pik(f)− νk
(
pG/U (f)
))
ξ(s)
(6),(7)
=
∫
Rd
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρk, λk, 0, 0
)
ξ(r)dr
−
∫
Rd
∫
Rd
̂pG/U (f)
2
∞(s− r, y˜)ξ(r)ηk,y˜(r)ηk,y˜(s)
dy˜
d∏
j=1
∣∣λkckj ∣∣ dr
‖ηk,0‖2=1
=
(8)
∫
Rd
∫
Rd
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρk, λk, 0, 0
)
ξ(r)ηk,0(y˜)ηk,0(y˜)dy˜dr
−
∫
Rd
∫
Rd
fˆ2,3,4,5,6∞ (s− r, y˜, ρ, λ, 0, 0)ξ(r)ηk,y˜(r)ηk,y˜(s)
dy˜
d∏
j=1
∣∣λkckj ∣∣ dr
=
∫
Rd
∫
Rd
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρk, λk, 0, 0
)
ξ(r)ηk,0(y˜)ηk,0(y˜)dy˜dr
−
∫
Rd
∫
Rd
fˆ2,3,4,5,6∞
(
s− r, λkck(y˜ − s), ρ, λ, 0, 0
)
ξ(r)ηk,0(y˜ + r − s)ηk,0(y˜)dy˜dr.
As described above, the integrals just obtained are now going to be divided into five parts.
To do so, the functions qk, uk, vk, nk and wk will be defined.
qk(s, y˜) :=
∫
Rd
ξ(r)ηk,0(y˜ + r − s)
(
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρk, λk, 0, 0
)
− fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρ, λk, 0, 0
))
dr,
uk(s, y˜) :=
∫
Rd
ξ(r)ηk,0(y˜ + r − s)
(
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρ, λk, 0, 0
)
− fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρ, λ, 0, 0
))
dr,
vk(s, y˜) :=
∫
Rd
ξ(r)ηk,0(y˜ + r − s)
(
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρ, λ, 0, 0
)
− fˆ2,3,4,5,6k
(
s− r, λkck(y˜ − s), ρ, λ, 0, 0
))
dr,
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nk(s, y˜) :=
∫
Rd
ξ(r)ηk,0(y˜ + r − s)
(
fˆ2,3,4,5,6k
(
s− r, λkck(y˜ − s), ρ, λ, 0, 0
)
− fˆ2,3,4,5,6∞
(
s− r, λkck(y˜ − s), ρ, λ, 0, 0
))
dr
and
wk(s) :=
∫
Rd
∫
Rd
ξ(r)ηk,0(y˜)
(
ηk,0(y˜)− ηk,0(y˜ + r − s)
)
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρk, λk, 0, 0
)
drdy˜.
Then,(
pik(f)− νk
(
pG/U (f)
))
ξ(s) =
∫
Rd
qk(s, y˜)ηk,0(y˜)dy˜ +
∫
Rd
uk(s, y˜)ηk,0(y˜)dy˜
+
∫
Rd
vk(s, y˜)ηk,0(y˜)dy˜ +
∫
Rd
nk(s, y˜)ηk,0(y˜)dy˜ + wk(s).
In order to show that ∥∥pik(f)− νk(pG/U (f))∥∥op k→∞−→ 0,
it suffices to prove that there are κk, γk, δk, ωk and k which are tending to 0 for k → ∞,
such that
‖qk‖2 ≤ κk‖ξ‖2, ‖uk‖2 ≤ γk‖ξ‖2, ‖vk‖2 ≤ δk‖ξ‖2, ‖nk‖2 ≤ ωk‖ξ‖2 and ‖wk‖2 ≤ k‖ξ‖2.
First, regard the last factor of the function qk:
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρk, λk, 0, 0
)
− fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρ, λk, 0, 0
)
= (ρk − ρ)
1∫
0
∂3fˆ
2,3,4,5,6
k
(
s− r,−λkc
k
2
(s+ r), ρ+ t(ρk − ρ), λk, 0, 0
)
dt.
Since f is a Schwartz function, one can find a constant C1 > 0 (depending on f) such that∣∣∣∣ fˆ2,3,4,5,6k (s− r,−λkck2 (s+ r), ρk, λk, 0, 0)− fˆ2,3,4,5,6k (s− r,−λkck2 (s+ r), ρ, λk, 0, 0)
∣∣∣∣
≤ |ρk − ρ| C1
(1 + ‖s− r‖)2d .
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Hence, one gets the following estimate for qk:
‖qk‖22 =
∫
R2d
|qk(s, y˜)|2d(s, y˜)
≤
∫
R2d
( ∫
Rd
∣∣ξ(r)ηk,0(y˜ + r − s)∣∣|ρk − ρ| C1(1 + ‖s− r‖)2d dr
)2
d(s, y˜)
Cauchy−
≤
Schwarz
C21 |ρk − ρ|2
∫
R2d
( ∫
Rd
∣∣∣∣ξ(r)ηk,0(y˜ + r − s)(1 + ‖s− r‖)d
∣∣∣∣2dr
)
( ∫
Rd
(
1
(1 + ‖s− r‖)d
)2
dr
)
d(s, y˜)
= C ′1|ρk − ρ|2
∫
R3d
|ξ(r)|2
(1 + ‖s− r‖)2d
∣∣ηk,0(y˜ + r − s)∣∣2d(r, s, y˜)
‖ηk,0‖2=1≤ C ′′1 |ρk − ρ|2‖ξ‖22
for matching constants C ′1 > 0 and C ′′1 > 0 depending on f . Thus, for κk :=
√
C ′′1 |ρk − ρ|,
κk
k→∞−→ 0 since ρk k→∞−→ ρ, and
‖qk‖2 ≤ κk‖ξ‖2.
As λk
k→∞−→ λ, the estimation for the function uk can be done analogously.
Now, regard vk. Like for qk and uk, one has
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρ, λ, 0, 0
)
− fˆ2,3,4,5,6k
(
s− r, λkck(y˜ − s), ρ, λ, 0, 0
)
= λkc
k
( 1
2
(r − s)− (r − s+ y˜)
)
·
1∫
0
∂2fˆ
2,3,4,5,6
k
(
s− r, λkck(y˜ − s) + tλkck
( 1
2
(r − s)− (r − s+ y˜)
)
, ρ, λ, 0, 0
)
dt,
where · is the scalar product, and hence there exists again a constant C3 depending on f such
that ∣∣∣∣ fˆ2,3,4,5,6k (s− r,−λkck2 (s+ r), ρ, λ, 0, 0)− fˆ2,3,4,5,6k (s− r, λkck(y˜ − s), ρ, λ, 0, 0)
∣∣∣∣
≤ |λk|
(∥∥ck(r − s)∥∥+ ∥∥ck(r − s+ y˜)∥∥) C3
(1 + ‖s− r‖)2d+1 .
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Therefore, defining η˜j(t) := ‖t‖ηj(t), one gets a similar estimation for vk:
‖vk‖22
=
∫
R2d
|vk(s, y˜)|2d(s, y˜)
≤
∫
R2d
( ∫
Rd
∣∣ξ(r)ηk,0(y˜ + r − s)∣∣|λk| (∥∥ck(r − s)∥∥+ ∥∥ck(r − s+ y˜)∥∥)
C3
(1 + ‖s− r‖)2d+1 dr
)2
d(s, y˜)
Cauchy−
≤
Schwarz
C ′3
∫
R3d
|ξ(r)|2
(1 + ‖s− r‖)2d+2
∣∣ηk,0(y˜ + r − s)∣∣2|λk|2
(∥∥ck(r − s)∥∥+ ∥∥ck(r − s+ y˜)∥∥)2d(r, s, y˜)
≤ 2C ′3
∫
R3d
|ξ(r)|2
(1 + ‖s− r‖)2d+2
∣∣ηk,0(y˜ + r − s)∣∣2|λk|2∥∥ck(r − s+ y˜)∥∥2d(r, s, y˜)
+ 2C ′3
∫
R3d
|ξ(r)|2
(1 + ‖s− r‖)2d+2
∣∣ηk,0(y˜ + r − s)∣∣2|λk|2∥∥ck(r − s)∥∥2d(r, s, y˜)
≤ 2C ′3|λk|2
( ∫
R2d
|ξ(r)|2
(1 + ‖s− r‖)2d+2 d(r, s)
)( ∫
Rd
∥∥cky˜∥∥2∣∣ηk,0(y˜)∣∣2dy˜)
+ 2C ′3
∥∥λkck∥∥2 ∫
R3d
|ξ(r)|2
(1 + ‖s− r‖)2d
∣∣ηk,0(y˜ + r − s)∣∣2 d(r, s, y˜)
≤ 2C ′3
∥∥λkck∥∥
( ∫
R2d
|ξ(r)|2
(1 + ‖s− r‖)2d+2 d(r, s)
)
( d∏
j=1
∣∣λkckj ∣∣ 12 ∫
R
∥∥∥∣∣λkckj ∣∣ 12 y˜j∥∥∥2 ∣∣∣ηj(∣∣λkckj ∣∣ 12 (y˜j))∣∣∣2dy˜j)
+ 2C ′3
∥∥λkck∥∥2 ∫
R3d
|ξ(r)|2
(1 + ‖s− r‖)2d
∣∣ηk,0(y˜ + r − s)∣∣2d(r, s, y˜)
‖ηk,0‖2=1≤ 2C ′3
∥∥λkck∥∥ ‖ξ‖22( d∏
j=1
∫
R
|η˜j(y˜j)|2dy˜j
)
+ 2C ′3
∥∥λkck∥∥2‖ξ‖22
= C ′′3
( d∏
j=1
‖η˜j‖22 +
∥∥λkck∥∥)∥∥λkck∥∥ ‖ξ‖22
with constants C ′3 > 0 and C ′′3 > 0, again depending on f .
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Now, since λkc
k k→∞−→ 0, δk :=
(
C ′′3
(
d∏
j=1
‖η˜j‖22 +
∥∥λkck∥∥)∥∥λkck∥∥) 12 fulfills δk k→∞−→ 0 and
‖vk‖2 ≤ δk‖ξ‖2.
For the estimation of nk, the fact that the Fourier transform in [g, g], i.e. in the 4th and 5th
variable, fˆ4,5 =: f˜ has a compact support will be needed. Therefore, let the support of f be
located in the compact set K1 ×K2 ×K3 ×K4 ×K5 ×K6 ⊂ Rd × Rd × R× R× Rp˜ × Rp−p˜
and let K := K2 ×K3 ×K6 ⊂ Rd × R× Rp−p˜.
Furthermore, since a Fourier transform is independent of the choice of the basis, the value of
f˜ on [g, g] = span{Zk, Ak1, ..., Akp˜} = span{Z,A1, ..., Ap˜} expressed in the k-basis and its value
expressed in the limit basis are the same:
f(·, ·, ·, (z, a˙)k, ·) = f(·, ·, ·, (z, a˙)∞, ·).
So, in the course of this proof, the limit basis will be chosen for the representation of the 4th
and 5th position of an element g.
Then,
fˆ2,3,4,5,6k
(
s− r, λkck(y˜ − s), ρ, λ, 0, 0
)− fˆ2,3,4,5,6∞ (s− r, λkck(y˜ − s), ρ, λ, 0, 0)
=
∫
Rd×R×Rp−p˜
(
f˜k(s− r, y, t, λ, 0, a¨)− f˜∞(s− r, y, t, λ, 0, a¨)
)
e−2pii(λkc
k(y˜−s)y+ρt)d(y, t, a¨)
=
∫
Rd×R×Rp−p˜
(
f˜((s− r, y, t)k, (λ, 0)∞, (a¨)k)− f˜((s− r, y, t, λ, 0, a¨)∞)
)
e−2pii(λkc
k(y˜−s)y+ρt)d(y, t, a¨)
=
∫
K
(
f˜((s− r, y, t)k, (λ, 0)∞, (a¨)k)− f˜((s− r, y, t, λ, 0, a¨)∞)
)
e−2pii(λkc
k(y˜−s)y+ρt)d(y, t, a¨).
Furthermore,
f˜((s− r, y, t)k, (λ, 0)∞, (a¨)k)− f˜((s− r, y, t, λ, 0, a¨)∞)
= f˜
( d∑
i=1
(si − ri)Xki +
d∑
i=1
yiY
k
i + tTk + λZ +
p∑
i=p˜+1
aiA
k
i
)
− f˜
( d∑
i=1
(si − ri)Xi +
d∑
i=1
yiYi + tT + λZ +
p∑
i=p˜+1
aiAi
)
=
( d∑
i=1
(si − ri)(Xki −Xi) +
d∑
i=1
yi(Y
k
i − Yi) + t(Tk − T ) +
p∑
i=p˜+1
ai(A
k
i −Ai)
)
·
1∫
0
∂f˜
( d∑
i=1
(si − ri)Xi +
d∑
i=1
yiYi + tT + λZ +
p∑
i=p˜+1
aiAi
+ t˜
( d∑
i=1
(si − ri)(Xki −Xi) +
d∑
i=1
yi(Y
k
i − Yi) + t(Tk − T ) +
p∑
i=p˜+1
ai(A
k
i −Ai)
))
dt˜.
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Since (Xk1 , ..., X
k
d , Y
k
1 , ..., Y
k
d , Tk, Zk, A
k
1, ..., A
k
p)
k→∞−→ (X1, ..., Xd, Y1, ..., Yd, T, Z,A1, ..., Ap),
there exist ωik
k→∞−→ 0 for i ∈ {1, ..., 4} and a constant C4 > 0 depending on f such that∣∣∣∣ f˜((s− r, y, t)k, (λ, 0)∞, (a¨)k)− f˜((s− r, y, t, λ, 0, a¨)∞)∣∣∣∣
≤
(
‖s− r‖ω1k + ‖y‖ω2k + |t|ω3k + ‖a¨‖ω4k
) C4
(1 + ‖s− r‖)2d+1 .
Now, with the help of the two computations above, ‖nk‖22 can be estimated:
‖nk‖22
=
∫
R2d
|nk(s, y˜)|2d(s, y˜)
=
∫
R2d
∣∣∣∣ ∫
Rd
ξ(r)ηk,0(y˜ + r − s)
(
fˆ2,3,4,5,6k
(
s− r, λkck(y˜ − s), ρ, λ, 0, 0
)
− fˆ2,3,4,5,6∞
(
s− r, λkck(y˜ − s), ρ, λ, 0, 0
))
dr
∣∣∣∣2d(s, y˜)
≤
∫
R2d
( ∫
Rd
∣∣ξ(r)ηk,0(y˜ + r − s)∣∣ ∫
K
(
‖s− r‖ω1k + ‖y‖ω2k + |t|ω3k + ‖a¨‖ω4k
)
C4
(1 + ‖s− r‖)2d+1
∣∣e−2pii(λkck(y˜−s)y+ρt)∣∣d(y, t, a¨)dr)2d(s, y˜)
= C24
∫
R2d
( ∫
Rd
1
(1 + ‖s− r‖)2d+1 |ξ(r)|
∣∣ηk,0(y˜ + r − s)∣∣(‖s− r‖ω5k + ω6k)dr)2d(s, y˜)
Cauchy−
≤
Schwarz
C24
∫
R2d
( ∫
Rd
1
(1 + ‖s− r‖)2d+2 |ξ(r)|
2
∣∣ηk,0(y˜ + r − s)∣∣2(‖s− r‖ω5k + ω6k)2dr)
( ∫
Rd
1
(1 + ‖s− r‖)2d dr
)
d(s, y˜)
≤ C ′4ω7k
∫
R2d
∫
Rd
1
(1 + ‖s− r‖)2d |ξ(r)|
2
∣∣ηk,0(y˜ + r − s)∣∣2drd(s, y˜)
‖ηk,0‖2=1
= C ′4ω
7
k
∫
Rd
∫
Rd
1
(1 + ‖s− r‖)2d |ξ(r)|
2drds
= C ′′4ω
7
k‖ξ‖22
with constants C ′4 > 0 and C ′′4 > 0 depending on f and ωik
k→∞−→ 0 for i ∈ {5, ..., 7}. Thus,
ωk :=
√
C ′′4ω7k fulfills ωk
k→∞−→ 0 and
‖nk‖2 ≤ ωk‖ξ‖2.
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Last, it still remains to examine wk:
ηk,0(y˜)− ηk,0(y˜ + r − s)
=
d∑
j=1
(rj − sj)
1∫
0
∂jηk,0(y˜ + t(r − s))dt
=
d∑
j=1
(rj − sj)
1∫
0
(
d∏
i=1
i 6=j
∣∣λkcki ∣∣ 14 ηi(∣∣λkcki ∣∣ 12 (y˜i + t(ri − si)))
∣∣λkckj ∣∣ 34∂ηj(∣∣λkckj ∣∣ 12 (y˜j + t(rj − sj)))
)
dt.
Since f and the functions (ηj)j∈{1,...,d} are Schwartz functions, one can find a constant C5
depending on (ηj)j∈{1,...,d} such that∣∣∣∣(ηk,0(y˜)− ηk,0(y˜ + r − s))fˆ2,3,4,5,6k (s− r,−λkck2 (s+ r), ρk, λk, 0, 0)
∣∣∣∣
≤ ‖r − s‖
( d∑
j=1
d∏
i=1
∣∣λkcki ∣∣ 14 ∣∣λkckj ∣∣ 12) C5(1 + ‖r − s‖)2d+1 .
Now, one has the following estimation for ‖wk‖2, which is again similar to the above ones:
‖wk‖22 =
∫
Rd
|wk(s)|2ds
≤
∫
Rd
( ∫
Rd
∫
Rd
|ξ(r)|∣∣ηk,0(y˜)∣∣ ‖r − s‖( d∑
j=1
d∏
i=1
∣∣λkcki ∣∣ 14 ∣∣λkckj ∣∣ 12)
C5
(1 + ‖r − s‖)2d+1 drdy˜
)2
ds
Cauchy−
≤
Schwarz
C ′5
( d∑
j=1
d∏
i=1
∣∣λkcki ∣∣ 12 ∣∣λkckj ∣∣) ∫
R3d
|ξ(r)|2
(1 + ‖r − s‖)2d+2
∣∣ηk,0(y˜)∣∣2‖r − s‖2d(r, y˜, s)
‖ηk,0‖2=1≤ C ′′5
( d∑
j=1
d∏
i=1
∣∣λkcki ∣∣ 12 ∣∣λkckj ∣∣)‖ξ‖22,
where the constants C ′5 > 0 and C ′′5 > 0 depend on the functions (ηj)j∈{1,...,d}. Therefore, for
k :=
(
C ′′5
(
d∑
j=1
d∏
i=1
∣∣λkcki ∣∣ 12 ∣∣λkckj ∣∣)) 12 , the desired properties k k→∞−→ 0 and
‖wk‖2 ≤ k‖ξ‖2
are fulfilled.
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Thus, for those f ∈ S(R2d+2+p) ∼= S(G) whose Fourier transform in [g, g] has a com-
pact support,∥∥pik(f)− νk(pG/U (f))∥∥op = sup
ξ∈L2(Rd)
‖ξ‖2=1
∥∥(pik(f)− νk(pG/U (f)))(ξ)∥∥2 k→∞−→ 0.
Because of the density in L1(G) and thus in C∗(G) of the set of Schwartz functions f ∈ S(G)
whose partial Fourier transform has a compact support, the claim is true for general elements
a ∈ C∗(G) by Corollary 7.6 in the appendix.
3.5.4 Transition to
(
piVk
)
k∈N
Finally, from the results shown above for the sequence (pik)k∈N, the assertion for the original
sequence
(
piVk
)
k∈N shall be deduced.
Since for every k ∈ N the two representations pik and piVk are equivalent, there exist unitary
intertwining operators
Fk : HpiVk ∼= L
2(Rd)→ Hpik ∼= L2(Rd) such that Fk ◦ piVk (a) = pik(a) ◦ Fk ∀a ∈ C∗(G).
Furthermore, since the limit set L
((
piVk
)
k∈N
)
of the sequence
(
piVk )k∈N is contained in Si−1,
as discussed in Section 3.3.1, by identifying Ĝ with the set of coadjoint orbits g∗/G, one can
restrict an operator field ϕ ∈ CB(Si−1) to L((Ok)k∈N) = ` + u⊥ and obtains an element in
CB(` + u⊥). Thus, as
{F(a)|L((Ok)k∈N)| a ∈ C∗(G)} = C∞(L((Ok)k∈N)) = C∞(` + u⊥), one
can define the ∗-isomorphism
τ : C∞(R2d) ∼= C∞(`+ u⊥)→ C∗(G/U, χ`) ∼= C∗(R2d), F(a)|L((Ok)k∈N) 7→ pG/U (a).
Now, for k ∈ N, define ν˜k as
ν˜k(ϕ) := F
∗
k ◦ (νk ◦ τ)
(
ϕ|L((Ok˜)k˜∈N)
) ◦ Fk ∀ϕ ∈ CB(Si−1).
Since the image of νk is in B(L2(Rd)) and Fk is an intertwining operator and thus bounded,
the image of ν˜k is contained in B(L2(Rd)) as well.
Moreover, the operator ν˜k is bounded: From the boundedness of νk (see Proposition 3.3) and
using that τ is an isomorphism, one gets for every ϕ ∈ CB(Si−1),
‖ν˜k(ϕ)‖op =
∥∥∥F ∗k ◦ (νk ◦ τ)(ϕ|L((Ok˜)k˜∈N)) ◦ Fk∥∥∥op
≤
∥∥∥(νk ◦ τ)(ϕ|L((Ok˜)k˜∈N))∥∥∥op
≤
∥∥∥τ(ϕ|L((Ok˜)k˜∈N))∥∥∥C∗(R2d)
≤
∥∥∥(ϕ|L((Ok˜)k˜∈N))∥∥∥∞ ≤ ‖ϕ‖Si−1 .
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Next, the involutivity of ν˜k will be shown. With the involutivity of νk (see Proposition 3.3)
and τ , for every ϕ ∈ CB(Si−1),
ν˜k(ϕ)
∗ =
(
F ∗k ◦ (νk ◦ τ)
(
ϕ|L((Ok˜)k˜∈N)
) ◦ Fk)∗
= F ∗k ◦ (νk ◦ τ)∗
(
ϕ|L((Ok˜)k˜∈N)
) ◦ Fk
= F ∗k ◦ νk
(
τ∗
(
ϕ|L((Ok˜)k˜∈N)
)) ◦ Fk
= F ∗k ◦ (νk ◦ τ)
(
ϕ∗|L((Ok˜)k˜∈N)
) ◦ Fk = ν˜k(ϕ∗).
Finally, the demanded convergence of Condition 3(b) of Definition 1.1 can also be shown:
With the equivalence of the representations pik and pi
V
k stated above, one gets∥∥piVk (a)− ν˜k(F(a)|Si−1)∥∥op = ∥∥∥F ∗k ◦ pik(a) ◦ Fk − F ∗k ◦ (νk ◦ τ)(F(a)|L((Ok˜)k˜∈N)) ◦ Fk∥∥∥op
=
∥∥F ∗k ◦ pik(a) ◦ Fk − F ∗k ◦ νk(pG/U (a)) ◦ Fk∥∥op
=
∥∥F ∗k ◦ (pik(a)− νk(pG/U (a))) ◦ Fk∥∥op
≤ ∥∥νk(pG/U (a))− pik(a)∥∥op k→∞−→ 0.
Therefore, the representations
(
piVk
)
k∈N fulfill Property 3(b) and thus, the conditions of Defi-
nition 1.1 are proved.
3.6 Condition 3(b) – Third case
Now, the third case mentioned in Proposition 3.1 is going to be considered. The approach
will be similar to the one in the second case.
In the third and last case of Condition 3(b) of Definition 1.1, λ 6= 0 and there exists 1 ≤ m < d
such that cj 6= 0 for every j ∈ {1, ...,m} and cj = 0 for every j ∈ {m+ 1, ..., d}.
This means that〈
`k, [X
k
j , Y
k
j ]
〉
= ckjλk
k→∞−→ cjλ = 0 ⇐⇒ j ∈ {m+ 1, ..., d}.
In this case, p := span{Xm+1, ..., Xd, Y1, ..., Yd, T, Z,A1, ..., Ap} is a polarization of `.
Moreover, for p˜k := span{Xkm+1, ..., Xkd , Y k1 , ..., Y kd , Tk, Zk, Ak1, ..., Akp}, one has p˜k
k→∞−→ p.
Let P := exp(p) and P˜k := exp(p˜k).
3.6.1 Convergence of (pik)k∈N in Ĝ
In this section, the convergence in Ĝ of the sequence (pik)k∈N is going to be examined in
order to motivate the choice of the linear mappings (νk)k∈N.
Let
(x)∞ = (x˙, x¨)∞ with (x˙)∞ := (x1, ..., xm)∞ and (x¨)∞ := (xm+1, ..., xd)∞
and analogously
(y)∞ = (y˙, y¨)∞ with (y˙)∞ := (y1, ..., ym)∞ and (y¨)∞ := (ym+1, ..., yd)∞.
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Moreover, as in Section 3.3.3 above, let
(a)∞ = (a˙, a¨)∞ with (a˙)∞ = (a1, ..., ap˜)∞ and (a¨)∞ = (ap˜+1, ..., ap)∞
and let
(g)∞ = (x˙, x¨, y˙, y¨, t, z, a˙, a¨)∞ = (x, y, t, z, a)∞ = (x, h)∞.
Now, let α¨ := (αm+1, ..., αd) ∈ Rd−m and β¨ := (βm+1, ..., βd) ∈ Rd−m, consider α¨ and β¨ as
elements of Rd identifying them with (0, ..., 0, αm+1, ..., αd) and (0, ..., 0, βm+1, ..., βd), respec-
tively, and let
p˜i := p˜iα¨,β¨ := ind
G
Pχ`+`α¨,β¨ .
Then, for a function ξ˙ in the corresponding Hilbert space Hp˜i = L2
(
G/P, χ`+`α¨,β¨
)
of p˜i and for
s1, ..., sm ∈ R, (s˙)∞ = (s1, ..., sm)∞ ∈ span{X1} × ...× span{Xm} and c˙ = (c1, ..., cm), letting
ρ := 〈`, T 〉, one has similarly as in (5):
p˜i
(
(g)∞
)
ξ˙
(
(s˙)∞
)
= ξ˙
(
(g)−1∞ · (s˙)∞
)
= ξ˙
(
(s˙)∞ − (x)∞ − (h)∞ + 1
2
[−(x)∞ − (h)∞, (s˙)∞]
)
= ξ˙
((
(s˙)∞ − (x˙)∞
) · (− (h)∞ − (x¨)∞ + [(s˙)∞, (h)∞ + (x¨)∞]
− 1
2
[(x˙)∞, (h)∞ + (s˙)∞ + (x¨)∞]
))
= e2pii〈`+`α¨,β¨ ,−(h)∞−(x¨)∞+[(s˙)∞,(h)∞+(x¨)∞]−
1
2
[(x˙)∞,(h)∞+(s˙)∞+(x¨)∞]〉ξ˙
(
(s˙− x˙)∞
)
= e2pii〈`+`α¨,β¨ ,−(y˙)∞−(y¨)∞−(t)∞−(z)∞−(a)∞−(x¨)∞+[(s˙)∞,(y˙)∞+(y¨)∞+(t)∞+(z)∞+(a)∞+(x¨)∞]〉
e2pii〈`+`α¨,β¨ ,−
1
2
[(x˙)∞,(y˙)∞+(y¨)∞+(t)∞+(z)∞+(a)∞+(s˙)∞+(x¨)∞]〉ξ˙((s˙− x˙)∞) (9)
= e2pii〈`,−(t)∞−(z)∞+[(s˙)∞,(y˙)∞]−
1
2
[(x˙)∞,(y˙)∞]〉e2pii〈`α¨,β¨ ,−(x¨)∞−(y¨)∞〉ξ˙
(
(s˙− x˙)∞
)
= e
2pii
(
−tρ−zλ+
m∑
j=1
λcj(sj− 12xj)yj
)
e−2pii(α¨(x¨)∞+β¨(y¨)∞)ξ˙
(
(s˙− x˙)∞
)
= e2pii(−tρ−zλ+λc˙(((s˙)∞−
1
2
(x˙)∞)(y˙)∞))e−2pii(α¨(x¨)∞+β¨(y¨)∞)ξ˙
(
(s˙− x˙)∞
)
,
since `(Yj) = `(Xj) = 0 for all j ∈ {1, ..., d}.
From now on again, most of the time, G will be identified with R2d+2+p. C∗(G) does not
coincide with C∗(R2d+2+p) though, since this last algebra is commutative while C∗(G) is
non-commutative. To avoid this inconvenience, most of the calculations will be accomplished
in L1(G) or S(G) which in turn are isomorphic to L1(R2d+2+p) and S(R2d+2+p), respectively,
as Fre´chet spaces. Because of the density of L1(G) and S(G) in C∗(G), the results will then
follow.
So, in the sequel, the isomorphisms will be considered as Fre´chet space-isomorphisms and
not as algebra-isomorphisms.
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Define for s¨ = (sm+1, ..., sd) ∈ span{Xm+1} × ...× span{Xd} ∼= Rd−m,
η¨k,α¨,β¨(s¨) := e
2piiα¨s¨
d∏
j=m+1
∣∣λkckj ∣∣ 14 ηj(∣∣λkckj ∣∣ 12(sj + βjλkckj
))
and furthermore, for a function ξ˙ ∈ Hp˜i = L2
(
G/P, χ`+`α¨,β¨
) ∼= L2(Rm) and an element
s = (s˙, s¨) ∈ (span{X1} × ...× span{Xm})× (span{Xm+1} × ...× span{Xd}) ∼= Rm × Rd−m,
ξk(s) := ξ˙(s˙)η¨k,α¨,β¨(s¨).
As above in the second case, using Relation (5), one therefore gets for an element
g = (x, y, t, z, a) = (x˙, x¨, y˙, y¨, t, z, a˙, a¨) ∈ Rm × Rd−m × Rm × Rd−m × R× R× Rp˜ × Rp−p˜,
〈pik(g)ξk, ξk〉
=
∫
Rd
pik(g)ξk(s)ξk(s)ds
(5)
=
∫
Rd
e
2pii
(
−tρk−zλk+
d∑
j=1
λkc
k
j (sj− 12xj)yj
)
ξ˙(s1 − x1, ..., sm − xm)
η¨k,α¨,β¨(sm+1 − xm+1, ..., sd − xd)ξ˙(s1, ..., sm)η¨k,α¨,β¨(sm+1, ..., sd)d(s1, ..., sd)
as in
=
2nd case
∫
Rm
ξ˙(s1 − x1, ..., sm − xm)ξ˙(s1, ..., sm) e
2pii
m∑
j=1
λkc
k
j (sj− 12xj)yj
d(s1, ..., sm)
e−2pii(tρk+zλk)e−2piiα¨x¨
d∏
j=m+1
(
e−2pii
1
2
xjyjc
k
j λk
∫
R
e2piiyj(sjsgn(λkc
k
j )|λkckj |
1
2−βj)
ηj
(
sj −
∣∣λkckj ∣∣ 12xj)ηj(sj)dsj
)
k→∞−→
∫
Rm
ξ˙(s1 − x1, ..., sm − xm)ξ˙(s1, ..., sm) e
2pii
m∑
j=1
λcj(sj− 12xj)yj
d(s1, ..., sm)
e−2piitρe−2piizλe−2piiα¨x¨
d∏
j=m+1
( ∫
R
e−2piiyjβjηj(sj)ηj(sj)dsj
)
‖ηj‖2=1
= e−2piitρe−2piizλe−2piiα¨x¨e−2piiβ¨y¨
( ∫
Rm
e2piiλc˙(s˙−
1
2
x˙)y˙ ξ˙(s˙− x˙)ξ˙(s˙)ds˙
)
=
〈
p˜i(g)ξ˙, ξ˙
〉
and the coefficient functions
(
ck
α¨,β¨
)
k∈N
defined by
ck
α¨,β¨
(g) := 〈pik(g)ξk, ξk〉 ∀g ∈ G ∼= R2d+2+p
converge uniformly on compacta to cα¨,β¨ which in turn is defined by
cα¨,β¨(g) :=
〈
p˜iα¨,β¨(g)ξ˙, ξ˙
〉 ∀g ∈ G ∼= R2d+2+p.
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3.6.2 Definition of νk
Again, the linear mappings (νk)k∈N are going to be defined and analyzed.
For 0 6= η′ ∈ L2(P˜k/Pk, χ`k) ∼= L2(Rd−m), let
Pη′ : L
2(Rd−m)→ Cη′, ξ 7→ η′〈ξ, η′〉.
Then, Pη′ is the orthogonal projection onto the space Cη′.
Define now for k ∈ N and h ∈ C∗(G/U, χ`) the linear operator
νk(h) :=
∫
R2(d−m)
pi`+(x˜,y˜)(h)⊗ Pη¨k,x˜,y˜
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣ ,
where pi`+(x˜,y˜) is defined as ind
G
Pχ`+(x˜,y˜) for an element ` + (x˜, y˜) which is located in
`+
((
span{Xm+1} × ...× span{Xd}
)× (span{Ym+1} × ...× span{Yd}))∗ ∼= `+ R2(d−m).
Thus, for L2(Rd) 3 ξ =
∞∑
i=1
ξ˙i ⊗ ξ¨i with ξ˙i ∈ L2(Rm) and ξ¨i ∈ L2(Rd−m) for all i ∈ N, one has
νk(h)(ξ) :=
∞∑
i=1
∫
R2(d−m)
pi`+(x˜,y˜)(h)(ξ˙i)⊗ Pη¨k,x˜,y˜(ξ¨i)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
and for s = (s1, ..., sd) ∈ Rd,
νk(h)ξ(s) :=
∞∑
i=1
∫
R2(d−m)
pi`+(x˜,y˜)(h)(ξ˙i)(s1, ..., sm) · Pη¨k,x˜,y˜(ξ¨i)(sm+1, ..., sd)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣ .
Since the operators
pi`+(x˜,y˜)(h) : L
2(G/P, χ`) ∼= L2(Rm)→ L2(G/P, χ`) ∼= L2(Rm) and
Pη¨k,x˜,y˜ : L
2(P˜k/Pk, χ`k)
∼= L2(Rd−m)→ L2(P˜k/Pk, χ`k) ∼= L2(Rd−m)
are bounded and the tensor product of two bounded operators on Hilbert spaces is bounded
by the product of the two operator norms, the operator
pi`+(x˜,y˜)(h)⊗ Pη¨k,x˜,y˜ : L2(Rd)→ L2(Rd)
is bounded on L2(Rd) by ‖pi`+(x˜,y˜)(h)‖op‖Pη¨k,x˜,y˜‖op.
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Proposition 3.5.
1. For all k ∈ N and h ∈ S(G/U, χ`), the integral defining νk(h) converges in the operator
norm.
2. The operator νk(h) is compact and ‖νk(h)‖op ≤ ‖h‖C∗(G/U,χ`).
3. νk is involutive.
Proof:
Let K = K(L2(Rm)) be the C∗-algebra of the compact operators on the Hilbert space L2(Rm)
and C∞(R2(d−m),K) the C∗-algebra of all continuous mappings from R2(d−m) into K vanishing
at infinity.
Define for ϕ ∈ C∞(R2(d−m),K) and k ∈ N the linear operator
µk(ϕ) :=
∫
R2(d−m)
ϕ(x˜, y˜)⊗ Pη¨k,x˜,y˜
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
on L2(Rd). Then, as F(h) ∈ C∞(R2(d−m),K) for every h ∈ C∗(G/U, χ`),
νk(h) = µk(F(h)).
1) Since F(h) ∈ S(R2(d−m),K) for h ∈ S(G/U, χ`) and since
‖µk(ϕ)‖op ≤
∫
R2(d−m)
‖ϕ(x˜, y˜)‖op d(x˜, y˜)d∏
j=m+1
∣∣λkckj ∣∣
for every ϕ ∈ S(R2(d−m),K) and k ∈ N, the first assertion follows immediately.
2) As pG/U is surjective from S(G) to S(G/U, χ`), for every h ∈ S(G/U, χ`) ∼= S(R2d), there
exists a function f ∈ S(G) ∼= S(R2d+2+p) such that h = pG/U (f) and, as shown in the second
case, for g˜ = (x˙, x¨, y˙, y¨, 0, 0, 0, 0) ∈ G/U ∼= R2d, one has
h∞(g˜) = fˆ5,6,7,8∞ (x˙, x¨, y˙, y¨, ρ, λ, 0, 0), (10)
where again h∞ = h((·)∞) and f∞ = f((·)∞).
Now, let s1, ..., sm ∈ R and s˙ = (s1, ..., sm)∞ =
m∑
j=1
sjXj and moreover, with x˙, x¨, y˙, y¨, a˙, a¨ and
c˙ as above, let (g)∞ = (x˙, x¨, y˙, y¨, t, z, a˙, a¨)∞ = (x, y, t, z, a)∞ = (x, h)∞. By Calculation (9) for
`+ (x˜, y˜) instead of `+ `α¨,β¨, one gets for ξ˙i ∈ L2(Rm),
pi`+(x˜,y˜)
(
(g)∞
)
ξ˙i
(
(s˙)∞
)
= e2pii〈`+(x˜,y˜),−(y˙)∞−(y¨)∞−(t)∞−(z)∞−(a)∞−(x¨)∞+[(s˙)∞,(y˙)∞+(y¨)∞+(t)∞+(z)∞+(a)∞+(x¨)∞]〉
e2pii〈`+(x˜,y˜),−
1
2
[(x˙)∞,(y˙)∞+(y¨)∞+(t)∞+(z)∞+(a)∞+(s˙)∞+(x¨)∞]〉ξ˙i
(
(s˙− x˙)∞
)
= e2pii〈`,−(t)∞−(z)∞+[(s˙)∞,(y˙)∞]−
1
2
[(x˙)∞,(y˙)∞]〉+〈(x˜,y˜),−(y¨)∞−(x¨)∞〉ξ˙i
(
(s˙− x˙)∞
)
= e2pii(−tρ−zλ+λc˙(((s˙)∞−
1
2
(x˙)∞)(y˙)∞)−〈x˜,(x¨)∞〉−〈y˜,(y¨)∞〉)ξ˙i
(
(s˙− x˙)∞
)
.
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Identifying with R2d+2+p again, one gets with (10) for h = pG/U (f) ∈ S(G/U, χ`) ∼= S(R2d)
for a function f ∈ S(G) ∼= S(R2d+2+p),
pi`+(x˜,y˜)(h)ξ˙i(s˙)
=
∫
R2d
(
pG/U (f)
)
∞(g˜)pi`+(x˜,y˜)(g˜)ξ˙i(s˙)dg˜
=
∫
R2d
∫
R2+p˜+(p−p˜)
f∞(g˜u)χ`(u)du pi`+(x˜,y˜)(g˜)ξ˙i(s˙)dg˜
=
∫
Rd×Rd×R×R×Rp˜×Rp−p˜
f∞(x˙, x¨, y˙, y¨, t, z, a˙, a¨)e2pii(λc˙((s˙−
1
2
x˙)y˙)−〈x˜,x¨〉−〈y˜,y¨〉)
e−2pii(tρ+zλ)ξ˙i(s˙− x˙)d(x˙, x¨, y˙, y¨, t, z, a˙, a¨)
=
∫
R2m
fˆ2,4,5,6,7,8∞ (x˙, x˜, y˙, y˜, ρ, λ, 0, 0)e
2piiλc˙((s˙− 1
2
x˙)y˙)ξ˙i(s˙− x˙)d(x˙, y˙)
(10)
=
∫
R2m
hˆ2,4∞ (x˙, x˜, y˙, y˜)e
2piiλc˙((s˙− 1
2
x˙)y˙)ξ˙i(s˙− x˙)d(x˙, y˙)
=
∫
Rm
hˆ2,3,4∞
(
x˙, x˜, λc˙
( 1
2
x˙− s˙
)
, y˜
)
ξ˙i(s˙− x˙)dx˙. (11)
Regard now the second factor Pη¨k,x˜,y˜ of the tensor product.
As in the second case above, define
η¨k,β¨(s¨) :=
d∏
j=m+1
∣∣λkckj ∣∣ 14 ηj(∣∣λkckj ∣∣ 12(sj + βjλkckj
))
.
Then,
η¨k,α¨,β¨(s¨) = e
2piiα¨s¨η¨k,β¨(s¨)
and therefore, with ξ¨i ∈ L2(Rd−m),
Pη¨k,x˜,y˜(ξ¨i)(s¨) =
〈
ξ¨i, η¨k,x˜,y˜
〉
η¨k,x˜,y˜(s¨)
=
( ∫
Rd−m
ξ¨i(r¨)η¨k,x˜,y˜(r¨)dr¨
)
η¨k,x˜,y˜(s¨)
=
( ∫
Rd−m
ξ¨i(r¨)e
−2piix˜r¨ η¨k,y˜(r¨)dr¨
)
e2piix˜s¨η¨k,y˜(s¨)
=
∫
Rd−m
ξ¨i(r¨)e
2piix˜(s¨−r¨)η¨k,y˜(r¨)dr¨ η¨k,y˜(s¨).
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Joining together the calculation above and the one for the first factor of the tensor product
(11), one gets for S(Rd) 3 ξ =
∞∑
i=1
ξ˙i ⊗ ξ¨i with ξ˙i ∈ S(Rm) and ξ¨i ∈ S(Rd−m) for all i ∈ N,
h ∈ S(R2d) and s = (s˙, s¨) ∈ Rd,
νk(h)(ξ)(s)
=
∞∑
i=1
∫
R2(d−m)
pi`+(x˜,y˜)(h)(ξ˙i)(s˙) · Pη¨k,x˜,y˜(ξ¨i)(s¨)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
=
∞∑
i=1
∫
R2(d−m)
( ∫
Rm
hˆ2,3,4∞
(
x˙, x˜, λc˙
( 1
2
x˙− s˙
)
, y˜
)
ξ˙i(s˙− x˙)dx˙
)
·
( ∫
Rd−m
ξ¨i(r¨)e
2piix˜(s¨−r¨)η¨k,y˜(r¨)dr¨ η¨k,y˜(s¨)
)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
=
∞∑
i=1
∫
R2(d−m)
∫
Rd−m
∫
Rm
hˆ2,3,4∞
(
x˙, x˜, λc˙
( 1
2
x˙− s˙
)
, y˜
)
ξ˙i(s˙− x˙)
ξ¨i(r¨)e
2piix˜(s¨−r¨)η¨k,y˜(r¨)dx˙dr¨ η¨k,y˜(s¨)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
=
∞∑
i=1
∫
Rd−m
∫
Rd−m
∫
Rm
hˆ3,4∞
(
x˙, s¨− r¨, λc˙
( 1
2
x˙− s˙
)
, y˜
)
ξ˙i(s˙− x˙)
ξ¨i(r¨)η¨k,y˜(r¨)dx˙dr¨ η¨k,y˜(s¨)
dy˜
d∏
j=m+1
∣∣λkckj ∣∣
=
∞∑
i=1
∫
Rd−m
∫
Rd−m
∫
Rm
hˆ3,4∞
(
s˙− x˙, s¨− r¨, λ
2
c˙(−x˙− s˙), y˜
)
ξ˙i(x˙)
ξ¨i(r¨)η¨k,y˜(r¨)dx˙dr¨ η¨k,y˜(s¨)
dy˜
d∏
j=m+1
∣∣λkckj ∣∣
=
∫
Rd
∫
Rd−m
hˆ3,4∞
(
s˙− x˙, s¨− r¨, λ
2
c˙(−x˙− s˙), y˜
)
η¨k,y˜(r¨)η¨k,y˜(s¨)
dy˜
d∏
j=m+1
∣∣λkckj ∣∣
ξ(x˙, r¨)d(x˙, r¨). (12)
Therefore, the kernel function
hK
(
(s˙, s¨), (x˙, r¨)
)
:=
∫
Rd−m
hˆ3,4∞
(
s˙− x˙, s¨− r¨, λ
2
c˙(−x˙− s˙), y˜
)
η¨k,y˜(r¨)η¨k,y˜(s¨)
dy˜
d∏
j=m+1
∣∣λkckj ∣∣
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of νk(h) is in S(R2d) and thus, νk(h) is a compact operator for h ∈ S(R2d) ∼= S(G/U, χ`).
With the density of S(G/U, χ`) in C∗(G/U, χ`), it is compact for every h ∈ C∗(G/U, χ`).
Now, it will be shown that for every ϕ ∈ C∞(R2(d−m),K),
‖µk(ϕ)‖op ≤ ‖ϕ‖∞ := sup
(x˜,y˜)∈R2(d−m)
‖ϕ(x˜, y˜)‖op.
For this, for any ψ ∈ L2(Rd), define
fψ,k(x˜, y˜)(s˙) :=
∫
Rd−m
ψ(s˙, s¨)η¨k,x˜,y˜(s¨)ds¨ ∀(x˜, y˜) ∈ R2(d−m) ∀s˙ ∈ Rm.
Then, as
IL2(Rd−m) =
∫
R2(d−m)
Pη¨k,x˜,y˜
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣ ,
one gets the identity
‖ψ‖2L2(Rd) =
∫
R2(d−m)
‖fψ,k(x˜, y˜)‖2L2(Rm)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣ . (13)
Now, for ξ, ψ ∈ L2(Rd),∣∣〈µk(ϕ)ξ, ψ〉L2(Rd)∣∣
=
∣∣∣∣∣
∫
R2(d−m)
〈
(ϕ(x˜, y˜)⊗ Pη¨k,x˜,y˜)ξ, ψ
〉
L2(Rd)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∫
R2(d−m)
〈
(ϕ(x˜, y˜)⊗ IL2(Rd−m)) ◦ (IL2(Rm) ⊗ Pη¨k,x˜,y˜)ξ,
(IL2(Rm) ⊗ Pη¨k,x˜,y˜)ψ
〉
L2(Rd)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∫
R2(d−m)
〈ϕ(x˜, y˜)fξ,k(x˜, y˜), fψ,k(x˜, y˜)〉L2(Rm)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
∣∣∣∣∣
Cauchy−
≤
Schwarz
( ∫
R2(d−m)
‖ϕ(x˜, y˜)fξ,k(x˜, y˜)‖2L2(Rm)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
) 1
2
( ∫
R2(d−m)
‖fψ,k(x˜, y˜)‖2L2(Rm)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
) 1
2
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(13)
≤ sup
(x˜,y˜)∈R2(d−m)
‖ϕ(x˜, y˜)‖op
( ∫
R2(d−m)
‖fξ,k(x˜, y˜)‖2L2(Rm)
d(x˜, y˜)
d∏
j=m+1
∣∣λkckj ∣∣
) 1
2
‖ψ‖L2(Rd)
(13)
≤ ‖ϕ‖∞‖ξ‖L2(Rd)‖ψ‖L2(Rd).
Hence, for every h ∈ C∗(G/U, χ`),
‖νk(h)‖op = ‖µk(F(h))‖op ≤ ‖F(h)‖∞ = ‖h‖C∗(G/U,χ`).
3) To show that νk is involutive is straightforward as in the second case.
Like in the second case mentioned in Proposition 3.1, this proves that the image of νk
is contained in B(Hi), as well as the required boundedness and involutiveness of the
mappings νk for every k ∈ N. Hence, only a modification of the demanded convergence of
Condition 3(b) of Definition 1.1 remains to be shown.
3.6.3 Theorem – Third Case
Theorem 3.6.
For a ∈ C∗(G)
lim
k→∞
∥∥pik(a)− νk(pG/U (a))∥∥op = 0.
Proof:
Let f ∈ S(G) ∼= S(R2d+2+p) such that its Fourier transform in [g, g] has a compact support
in G ∼= R2d+2+p. In the setting of this third case, this means that fˆ6,7 has a compact support
in G (compare the proof of Theorem 3.4).
Identify G with R2d+2+p again, let ξ ∈ L2(Rd) and s = (s1, ..., sd) = (s˙, s¨) ∈ Rm×Rd−m ∼= Rd
and define
η¨k,0(s¨) :=
d∏
j=m+1
∣∣λkckj ∣∣ 14 ηj(∣∣λkckj ∣∣ 12 (sj)).
Let c˙ = (c1, ..., cm), c¨ = (cm+1, ..., cd) = (0, ..., 0), c˙
k = (ck1, ..., c
k
m) and c¨
k = (ckm+1, ..., c
k
d).
As in the second case, the expression
(
pik(f) − νk
(
pG/U (f)
))
will now be regarded, divided
into several parts and then estimated. For this, Equation (6) from Section 3.3.4 will be used
again but its notation needs to be adapted.
pik(f)(s)
(6)
=
∫
Rd
fˆ2,3,4,5,6k
(
s− r,−λkc
k
2
(s+ r), ρk, λk, 0, 0
)
ξ(r)dr
=
∫
Rd
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρk, λk, 0, 0
)
ξ(r˙, r¨)d(r˙, r¨).
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Using the above equation, Result (12) and the fact that pG/U (f) = fˆ
5,6,7,8(·, ·, ·, ·, ρ, λ, 0, 0),
one gets (
pik(f)− νk
(
pG/U (f)
))
ξ(s)
(12)
=
∫
Rd
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρk, λk, 0, 0
)
ξ(r˙, r¨)d(r˙, r¨)
−
∫
Rd
∫
Rd−m
̂pG/U (f)
3,4
∞
(
s˙− r˙, s¨− r¨, λ
2
c˙(−r˙ − s˙), y˜
)
η¨k,y˜(r¨)η¨k,y˜(s¨)
dy˜
d∏
j=m+1
∣∣λkckj ∣∣
ξ(r˙, r¨)d(r˙, r¨)
‖η˜k,0‖2=1
=
∫
Rd
∫
Rd−m
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρk, λk, 0, 0
)
η¨k,0(y˜)η¨k,0(y˜)dy˜ ξ(r˙, r¨)d(r˙, r¨)
−
∫
Rd
∫
Rd−m
fˆ3,4,5,6,7,8∞
(
s˙− r˙, s¨− r¨, λ
2
c˙(−r˙ − s˙), y˜, ρ, λ, 0, 0
)
η¨k,y˜(r¨)
η¨k,y˜(s¨)
dy˜
d∏
j=m+1
∣∣λkckj ∣∣ ξ(r˙, r¨)d(r˙, r¨)
=
∫
Rd
∫
Rd−m
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρk, λk, 0, 0
)
η¨k,0(y˜)η¨k,0(y˜)dy˜ ξ(r˙, r¨)d(r˙, r¨)
−
∫
Rd
∫
Rd−m
fˆ3,4,5,6,7,8∞
(
s˙− r˙, s¨− r¨,−λ
2
c˙(s˙+ r˙), λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
)
η¨k,0(y˜ + r¨ − s¨)η¨k,0(y˜)dy˜ ξ(r˙, r¨)d(r˙, r¨).
Similarly as in the second case, functions qk, uk, vk, ok, nk and wk are going to be defined in
order to divide the above integrals into six parts.
qk(s, y˜) :=
∫
Rd
ξ(r˙, r¨)η¨k,0(y˜ + r¨ − s¨)
(
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρk, λk, 0, 0
)
− fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρ, λk, 0, 0
))
d(r˙, r¨),
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uk(s, y˜) :=
∫
Rd
ξ(r˙, r¨)η¨k,0(y˜ + r¨ − s¨)
(
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρ, λk, 0, 0
)
− fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρ, λ, 0, 0
))
d(r˙, r¨),
vk(s, y˜) :=
∫
Rd
ξ(r˙, r¨)η¨k,0(y˜ + r¨ − s¨)
(
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρ, λ, 0, 0
)
− fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙), λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
))
d(r˙, r¨),
ok(s, y˜) :=
∫
Rd
ξ(r˙, r¨)η¨k,0(y˜ + r¨ − s¨)
(
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙), λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
)
− fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λ
2
c˙(s˙+ r˙), λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
))
d(r˙, r¨),
nk(s, y˜) :=
∫
Rd
ξ(r˙, r¨)η¨k,0(y˜ + r¨ − s¨)
(
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λ
2
c˙(s˙+ r˙), λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
)
− fˆ3,4,5,6,7,8∞
(
s˙− r˙, s¨− r¨,−λ
2
c˙(s˙+ r˙), λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
))
d(r˙, r¨)
and
wk(s) :=
∫
Rd−m
∫
Rd
ξ(r˙, r¨)η¨k,0(y˜)
(
η¨k,0(y˜)− η¨k,0(y˜ + r¨ − s¨)
)
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙),−λk c¨
k
2
(s¨+ r¨), ρk, λk, 0, 0
)
d(r˙, r¨)dy˜.
Then,(
pik(f)− νk
(
pG/U (f)
))
ξ(s) =
∫
Rd−m
qk(s, y˜)η¨k,0(y˜)dy˜ +
∫
Rd−m
uk(s, y˜)η¨k,0(y˜)dy˜
+
∫
Rd−m
vk(s, y˜)η¨k,0(y˜)dy˜ +
∫
Rd−m
ok(s, y˜)η¨k,0(y˜)dy˜
+
∫
Rd−m
nk(s, y˜)η¨k,0(y˜)dy˜ + wk(s).
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As in the second case, to show that∥∥pik(f)− νk(pG/U (f))∥∥op k→∞−→ 0,
one has to prove that there are κk, γk, δk, τk, ωk and k which are tending to 0 for k → ∞
such that
‖qk‖2 ≤ κk‖ξ‖2, ‖uk‖2 ≤ γk‖ξ‖2, ‖vk‖2 ≤ δk‖ξ‖2, ‖ok‖2 ≤ τk‖ξ‖2,
‖nk‖2 ≤ ωk‖ξ‖2 and ‖wk‖2 ≤ k‖ξ‖2.
The estimation of the functions qk, uk, vk, nk and wk is similar to their estimation in the
second case and will thus be skipped. So, only the estimation of ok remains.
For this, first regard the last factor of the function ok:
fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λk c˙
k
2
(s˙+ r˙), λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
)
− fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λ
2
c˙(s˙+ r˙), λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
)
=
( 1
2
(λc˙− λk c˙k)(s˙+ r˙)
)
·
1∫
0
∂3fˆ
3,4,5,6,7,8
k
(
s˙− r˙, s¨− r¨,
− λ
2
c˙(s˙+ r˙) + t
( 1
2
(λc˙− λk c˙k)(s˙+ r˙)
)
, λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
)
dt.
Thus, there exists a constant C1 > 0 depending on f such that∣∣∣∣ fˆ3,4,5,6,7,8k (s˙− r˙, s¨− r¨,−λk c˙k2 (s˙+ r˙), λk c¨k(y˜ − s¨), ρ, λ, 0, 0)
− fˆ3,4,5,6,7,8k
(
s˙− r˙, s¨− r¨,−λ
2
c˙(s˙+ r˙), λk c¨
k(y˜ − s¨), ρ, λ, 0, 0
)∣∣∣∣
≤ ∥∥λc˙− λk c˙k∥∥‖s˙+ r˙‖ C1
(1 + ‖s˙+ r˙‖)2d+1 (1 + ‖s¨− r¨‖)2d .
Therefore, one gets
‖ok‖22
=
∫
Rd+(d−m)
|ok(s, y˜)|2d(s, y˜)
≤
∫
Rd+(d−m)
( ∫
Rd
|ξ(r˙, r¨)|∣∣η¨k,0(y˜ + r¨ − s¨)∣∣∥∥λc˙− λk c˙k∥∥‖s˙+ r˙‖
C1
(1 + ‖s˙+ r˙‖)2d+1 (1 + ‖s¨− r¨‖)2d d(r˙, r¨)
)2
d(s˙, s¨, y˜)
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Cauchy−
≤
Schwarz
C21
∥∥λc˙− λk c˙k∥∥2 ∫
Rd+(d−m)
( ∫
Rd
1
(1 + ‖s˙+ r˙‖)2d (1 + ‖s¨− r¨‖)2d d(r˙, r¨)
)
( ∫
Rd
|ξ(r˙, r¨)|2∣∣η¨k,0(y˜ + r¨ − s¨)∣∣2 ‖s˙+ r˙‖2(1 + ‖s˙+ r˙‖)2d+2(1 + ‖s¨− r¨‖)2d d(r˙, r¨)
)
d(s˙, s¨, y˜)
≤ C ′1
∥∥λc˙− λk c˙k∥∥2 ∫
Rd+(d−m)
∫
Rd
|ξ(r˙, r¨)|2∣∣η¨k,0(y˜ + r¨ − s¨)∣∣2
1
(1 + ‖s˙+ r˙‖)2d (1 + ‖s¨− r¨‖)2d d(r˙, r¨)d(s˙, s¨, y˜)
‖ηk,0‖2=1
= C ′′1
∥∥λc˙− λk c˙k∥∥2‖ξ‖22,
with matching constants C ′1 > 0 and C ′′1 > 0 depending on f . Hence, τk :=
√
C ′′1
∥∥λc˙−λk c˙k∥∥
fulfills τk
k→∞−→ 0 and
‖ok‖2 ≤ τk‖ξ‖2.
Thus, for those f ∈ S(R2d+2+p) ∼= S(G) whose Fourier transform in [g, g] has a compact
support, ∥∥pik(f)− νk(pG/U (f))∥∥op = sup
ξ∈L2(Rd)
‖ξ‖2=1
∥∥(pik(f)− νk(pG/U (f)))(ξ)∥∥2 k→∞−→ 0.
As in the second case, because of the density in C∗(G) of the set of Schwartz functions whose
partial Fourier transform has a compact support, the claim follows for all a ∈ C∗(G) by
Corollary 7.6.
3.6.4 Transition to
(
piVk
)
k∈N
Now, the assertions for the sequence
(
piVk
)
k∈N can be deduced.
Again, because of the equivalence of the representations pik and pi
V
k for every k ∈ N, there
exist unitary intertwining operators
Fk : HpiVk ∼= L
2(Rd)→ Hpik ∼= L2(Rd) such that Fk ◦ piVk (a) = pik(a) ◦ Fk ∀a ∈ C∗(G).
With the injective ∗-homomorphism
τ : C∞
(
R2(d−m),K)→ C∗(G/U, χ`), F(a)|L((Ok˜)k˜∈N) 7→ pG/U (a),
define
ν˜k(ϕ) := F
∗
k ◦ (νk ◦ τ)
(
ϕ|L((Ok˜)k˜∈N)
) ◦ Fk ∀ϕ ∈ CB(Si−1).
Then, like in the second case, ν˜k complies with the demanded requirements and thus, the
original representations
(
piVk
)
k∈N fulfill Property 3(b).
This completes the proof of the three conditions of Definition 1.1 which are needed in
order to be able to use the above-mentioned theorem of H.Regeiba and J.Ludwig (see [31],
Theorem 3.5) for the determination of C∗(G).
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3.7 Result for the connected real two-step nilpotent Lie groups
Finally, with the families of subsets (Si)i∈{0,...,r} and (Γi)i∈{0,...,r} of Ĝ that were constructed in
Section 3.2 and the Hilbert spaces (Hi)i∈{0,...,r} which were defined in the same section fulfilling
the conditions listed in Definition 1.1, one obtains the following result for the connected real
two-step nilpotent Lie groups which was already stated in Section 1:
Theorem 3.7.
The C∗-algebra C∗(G) of a connected real two-step nilpotent Lie group G is isomorphic (under
the Fourier transform) to the set of all operator fields ϕ defined over the spectrum Ĝ of the
respective group such that:
1. ϕ(γ) ∈ K(Hi) for every i ∈ {1, ..., r} and every γ ∈ Γi.
2. ϕ ∈ l∞(Ĝ).
3. The mappings γ 7→ ϕ(γ) are norm continuous on the different sets Γi.
4. For any sequence (γk)k∈N ⊂ Ĝ going to infinity, lim
k→∞
‖ϕ(γk)‖op = 0.
5. For i ∈ {1, ..., r} and any properly converging sequence γ = (γk)k∈N ⊂ Γi whose
limit set is contained in Si−1 (taking a subsequence if necessary) and for the mappings
ν˜k = ν˜γ,k : CB(Si−1)→ B(Hi) constructed in the preceding sections, one has
lim
k→∞
∥∥ϕ(γk)− ν˜k(ϕ|Si−1)∥∥op = 0.
3.8 Example: The free two-step nilpotent Lie groups of 3 and 4 generators
Now, as an example of two-step nilpotent Lie groups, the free two-step nilpotent Lie groups
of n generators shall be considered in order to closely regard the cases n = 3 and n = 4. More
detailed calculations can be found in the doctoral thesis of R.Lahiani (see [21]).
Let f(2, n) be the free two-step nilpotent Lie algebra with n generators H1, ...,Hn and F (2, n)
the associated connected simply connected Lie group. Furthermore, let 0 6= Uij := [Hi, Hj ] for
all 1 ≤ i < j ≤ n. Then,
f(2, n) = span{Hk, Uij | 1 ≤ k ≤ n, 1 ≤ i < j ≤ n}
and since f(2, n) is two-step nilpotent,
[Uij , f(2, n)] = 0 ∀1 ≤ i < j ≤ n.
Moreover, if X,Y ∈ f(2, n), X =
n∑
i=1
xiHi+X˜ and Y =
n∑
i=1
yiHi+Y˜ for x1, ..., xn, y1, ..., yn ∈ R
and X˜, Y˜ ∈ span{Uij | 1 ≤ i < j ≤ n}, one gets
[X,Y ] =
n∑
i,j=1
(xiyj − xjyi)Uij .
One can consider Uij as a skew-symmetric matrix, identifying it with the matrix Eij − Eji,
where Eij is the n × n matrix whose only non-zero entry is a 1 in the i-th entry of the j-th
column. Moreover, one can identify Hi with the i-th canonical basis vector of Rn and thus,
F (2, n) ∼= Rn n Sp(n).
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3.8.1 The case n = 3
Now, let n = 3 and H4 := U12, H5 := U13 and H6 := U23. Then,
g := f(2, 3) = span{H1, H2, H3, U12, U13, U23} = span{H1, ...H6}.
Since [Hj , Hk] ⊂ span{Hi| 4 ≤ i ≤ 6} for all 1 ≤ j, k ≤ 3 and [Hi, g] = 0 for all 4 ≤ i ≤ 6, the
basis B = {H1, ...,H6} is a Jordan-Ho¨lder basis of g.
Let ` =
6∑
i=1
αiH
∗
i for αi ∈ R, where H∗i is the dual basis element of Hi for all 1 ≤ i ≤ 6.
Then, one gets the following results for the stabilizer, the Pukanszky index set, the polari-
zation pV` of ` in g, the possible coadjoint orbits O and the associated `O ∈ g∗ (compare
Section 3.1 for the notation and approach):
1. If α4 = α5 = α6 = 0, the stabilizer g(`) equals the whole Lie algebra: g(`) = g. In this
case,
IPuk` = ∅ and pV` = g(`) = g.
In addition,
O1 := Ad ∗(G)` = `+ g(`)⊥ = ` =
3∑
i=1
αiH
∗
i .
So, O1 consists of one single element and obviously, ` vanishes on {Hi| i ∈ IPuk` }, i.e. `
is the element `O1 that was chosen in Section 3.2.
2. If α4 6= 0 or α5 6= 0 or α6 6= 0,
g(`) = span{α6H1 + α5H2 + α4H3, H4, H5, H6}.
Then, the dimension of the polarization is dim(pV` ) =
1
2
(
dim(g) + dim(g(`))
)
= 6+42 = 5
and thus, for the construction of the polarization pV` , one has to find one further element
Y `,V1 which is not in the stabilizer.
In this case, one has to regard three subcases:
(a) If α6 6= 0, IPuk` = {2, 3}. Now, the largest index in {1, ..., 6} with the property
that Hj1(`) 6∈ g(`) is the index j1(`) = 3. Furthermore, the largest index such that〈
`, [Hk1(`), Hj1(`)]
〉 6= 0 is k1(`) = 2. Hence,
Y V,`1 = H3, X
V,`
1 = H2, p
V
` = span{H3} ⊕ g(`) and g = span{H2} ⊕ pV` .
Moreover, in this case, g(`)⊥ = span{−α5H∗1 + α6H∗2 ,−α4H∗1 + α6H∗3} and thus,
O2 := Ad ∗(G)` = `+ g(`)⊥ = `+ span{−α5H∗1 + α6H∗2 ,−α4H∗1 + α6H∗3}
=
{
(α1 − α5a− α4b)H∗1 + (α2 + α6a)H∗2 + (α3 + α6b)H∗3
+
6∑
i=4
αiH
∗
i
∣∣∣ a, b ∈ R}.
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If one chooses a := −α2α6 and b := −α3α6 , the corresponding element vanishes on
{H2, H3} = {Hi| i ∈ IPuk` } and therefore, one needs to define
`O2 :=
(
α1 +
α2α5
α6
+
α3α4
α6
)
H∗1 +
6∑
i=4
αiH
∗
i .
(b) If α6 = 0 and α5 6= 0, IPuk` = {1, 3}, j1(`) = 3 and k1(`) = 1. In this case,
Y V,`1 = H3, X
V,`
1 = H1, p
V
` = span{H3} ⊕ g(`) and g = span{H1} ⊕ pV` .
Furthermore, g(`)⊥ = span{H∗1 ,−α4H∗2 + α5H∗3} and hence,
O3 := Ad ∗(G)` = `+ g(`)⊥ = `+ span{H∗1 ,−α4H∗2 + α5H∗3}
=
{
aH∗1 + (α2 − α4b)H∗2 + (α3 + α5b)H∗3 + α4H∗4 + α5H∗5 | a, b ∈ R
}
.
Here, if one chooses a = 0 and b = −α3α5 , the corresponding element vanishes on
{H1, H3} = {Hi| i ∈ IPuk` } and thus, one defines
`O3 :=
(
α2 +
α3α4
α5
)
H∗2 + α4H
∗
4 + α5H
∗
5 .
(c) If α6 = α5 = 0 and α4 6= 0, IPuk` = {1, 2}, j1(`) = 2 and k1(`) = 1. Here,
Y V,`1 = H2, X
V,`
1 = H1, p
V
` = span{H2} ⊕ g(`) and g = span{H1} ⊕ pV` .
In addition, g(`)⊥ = span{H∗1 , H∗2} and therefore,
O4 := Ad ∗(G)` = `+ g(`)⊥ = `+ span{H∗1 , H∗2}
=
{
aH∗1 + bH
∗
2 + α3H
∗
3 + α4H
∗
4 | a, b ∈ R
}
.
In this last case, for a = b = 0 the corresponding element in O4 vanishes on the set
{H1, H2} = {Hi| i ∈ IPuk` } and one has to define
`O4 := α3H∗3 + α4H
∗
4 .
In order to calculate the sets Γi for i ∈ {0, ..., r}, one has to compute the dimensions d of the
Pukanszky index sets for the different ` ∈ g∗. Moreover, one has to find the occuring pairs of
sets (J,K), where J,K ⊂ {1, ..., 6}, |J | = |K| = d and J ∩K = ∅ and such that there exists
an ` ∈ g∗ that fulfills J(`) = J and K(`) = K.
From the cases distinguished above, one can deduce that the only dimensions that appear are
d = 0 and d = 1, that the only pair of dimension 0 is (∅, ∅) and the ones of dimension 1 are
({3}, {2}), ({3}, {1}) and ({2}, {1}).
Since (∅, ∅) < ({2}, {1}) < ({3}, {1}) < ({3}, {2}), the pair (∅, ∅) is assigned the number 0,
({2}, {1}) the number 1, ({3}, {1}) the 2 and the pair ({3}, {2}) is assigned the number 3.
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Thus, r = 3 and
Γ0 =
{[
piV`
]∣∣∣ ∃ α1, α2, α3 ∈ R : ` = 3∑
i=1
αiH
∗
i
}
,
Γ1 =
{[
piV`
]∣∣∣ ∃ α3 ∈ R, α4 ∈ R∗ : ` = α3H∗3 + α4H∗4},
Γ2 =
{[
piV`
]∣∣∣ ∃ α2, α3, α4 ∈ R, α5 ∈ R∗ : ` = (α2 + α3α4
α5
)
H∗2 + α4H
∗
4 + α5H
∗
5
}
and
Γ3 =
{[
piV`
]∣∣∣ ∃ α1, ..., α5 ∈ R, α6 ∈ R∗ : ` = (α1 + α2α5
α6
+
α3α4
α6
)
H∗1 +
6∑
i=4
αiH
∗
i
}
.
In this example, one can also see that the situation in which the polarizations pV` are discon-
tinuous in ` on the set {`O′ | O′ ∈ (g∗/G)2d} occurs:
One can choose for every k ∈ N the orbit
Ok =
{
bH∗1 +
1
k
aH∗2 +
1
k
bH∗3 −H∗4 +
1
k
H∗6
∣∣∣ a, b ∈ R}
and the orbit
O = {aH∗1 + bH∗2 −H∗4 | a, b ∈ R},
which both have the dimension 2 and are thus located in the set {`O′ | O′ ∈ (g∗/G)2}. More-
over,
[
piV`Ok
] ∈ Γ3 and [piV`O] ∈ Γ1. Now, let
O 3 ˜`= a˜`H∗1 + b˜`H∗2 −H∗4
and choose sequences (a˜k)k∈N and
(
b˜k
)
k∈N such that a˜k
k→∞−→ a˜` and b˜k k→∞−→ b˜`. If one lets
`k := a˜kH
∗
1 +
1
k
(
kb˜k
)
H∗2 +
1
k
a˜kH
∗
3 −H∗4 +
1
k
H∗6 ∈ Ok,
`k
k→∞−→ ˜`. Hence, O ∈ L((Ok)k∈N). But on the other hand, for every k,
pV`Ok
= span{H3} ⊕ g(`) = span{H1, H3, ...,H6} and
pV`O = span{H2} ⊕ g(`) = span{H2, ...,H6}.
Thus, the sequence of polarizations
(
pV`Ok
)
k∈N does not converge to the polarization p
V
`O and
the discontinuity is proved.
This shows the necessity of considering the sets {`O′ | O′ ∈ (g∗/G)(J,K)} instead of the sets
{`O′ | O′ ∈ (g∗/G)2d}.
Now, regard the three cases of Proposition 3.1 that were distinguished in the proof of
the three conditions of Definition 1.1.
1. If one chooses the sequence (Ok)k∈N as
Ok :=
{
aH∗1 + bH
∗
2 +H
∗
3 +
(
1 +
1
k
)
H∗4
∣∣∣ a, b ∈ R},
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then
[
piV`Ok
] ∈ Γ1 for every k. Furthermore, every `k ∈ Ok is of the form
`k = a`kH
∗
1 + b`kH
∗
2 +H
∗
3 +
(
1 +
1
k
)
H∗4
for a`k , b`k ∈ R. If a`k k→∞−→ a˜` and b`k k→∞−→ b˜`, the sequence (`k)k∈N converges to
˜`= a˜`H
∗
1 + b˜`H
∗
2 +H
∗
3 +H
∗
4 ∈ {aH∗1 + bH∗2 +H∗3 +H∗4 | a, b ∈ R} =: O
and therefore,
[
piV`O
] ∈ Γ1.
Here, the orbit O does not depend on ˜` and is thus the only limit point of the sequence
(Ok)k∈N. Hence,
L((Ok)k∈N) = {O}, where 2 = dim(Ok) = dim(O) ∀k ∈ N.
This is an example for the first case regarded in the proof of the conditions of
Definition 1.1.
2. Now, choose the sequence (Ok)k∈N as follows:
Ok :=
{
aH∗1 + bH
∗
2 +H
∗
3 +
1
k
H∗4
∣∣∣ a, b ∈ R}.
Then, again
[
piV`Ok
] ∈ Γ1 for every k and every `k ∈ Ok is of the form
`k = a`kH
∗
1 + b`kH
∗
2 +H
∗
3 +
1
k
H∗4
for a`k , b`k ∈ R. If a`k k→∞−→ a˜` and b`k k→∞−→ b˜`, the sequence (`k)k∈N converges to
` = a˜`H
∗
1 + b˜`H
∗
2 +H
∗
3 =: O˜`
and
[
piV`O˜`
]
∈ Γ0. Furthermore,
L((Ok)k∈N) = {O˜`| a˜`, b˜` ∈ R}, where dim(Ok) = 2, dim(O˜`) = 0
∀k ∈ N ∀O˜` ∈ L((Ok)k∈N).
This is therefore an example for the second case that was regarded in Proposition 3.1.
3. For an example of the third case mentioned in Proposition 3.1, one has to find a sequence
of orbits (Ok)k∈N whose limit set L((Ok)k∈N) consists of orbits of dimension strictly
larger than 0 but strictly smaller than dim(Ok). But since in this regarded example of
G = F (2, 3) only orbits of the dimensions 0 and 2 appear, such a sequence (Ok)k∈N does
not exist. So, in this example, there are just two cases to be distinguished: the first one
and the second one.
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3.8.2 The case n = 4
Let n = 4 and H5 := U12, H6 := U13, H7 := U14, H8 := U23, H9 := U24 and H10 := U34.
Then,
g := f(2, 4) = span{H1, H2, H3, H4, U12, U13, U14, U23, U24, U34} = span{H1, ...H10}.
Since, as in the case n = 3, [Hj , Hk] ⊂ span{Hi| 5 ≤ i ≤ 10} for all 1 ≤ j, k ≤ 4 and
[Hi, g] = 0 for all 5 ≤ i ≤ 10, the basis B = {H1, ...,H10} is a Jordan-Ho¨lder basis of g.
Now, let ` =
10∑
i=1
αiH
∗
i . One gets the following results:
1. If α5 = ... = α10 = 0, g(`) = g and like for n = 3,
IPuk` = ∅ and pV` = g(`) = g.
Moreover,
O1 := Ad ∗(G)` = `+ g(`)⊥ = ` =
4∑
i=1
αiH
∗
i
and, as O1 consists of one single element, ` is the element `O1 that was chosen in
Section 3.2.
2. If at least one of the αi for i ∈ {5, ..., 10} is not zero, one has to regard two cases:
(a) If α6α9 6= α5α10 + α7α8,
g(`) = span{H5, ...,H10} = [g, g]
and IPuk` = {1, 2, 3, 4}.
Hence, the dimension of the polarization is dim(pV` ) =
10+6
2 = 8 and thus, for its
construction, one has to find two further elements Y `,V1 and Y
`,V
2 which are not in
the stabilizer.
Here, the largest index in {1, ..., 10} with the property that Hj1(`) 6∈ g(`) is the
index j1(`) = 4. To find the largest index k1(`) such that
〈
`, [Hk1(`), Hj1(`)]
〉 6= 0,
one has to consider several cases:
(i) If α10 6= 0, one has k1(`) = 3 and therefore, Y V,`1 = H4 and XV,`1 = H3. A
basis for the ideal g1 which is needed for the construction of Y V,`2 and X
V,`
2
is given by the set{
H11 = H1 −
α7
α10
H3, H
1
2 = H2 −
α9
α10
H3, H
1
4 = H4, ...,H
1
10 = H10
}
.
The stabilizer g1
(
`|g1
)
can then be calculated to be
g1
(
`|g1
)
=
{
H14 , ...,H
1
10
}
.
Thus, the largest index j2(`) ∈ {1, 2, 4, ..., 10} such that H1j2(`) 6∈ g1
(
`|g1
)
, is
j2(`) = 2. Last, the largest index k2(`) ∈ {1, 2, 4, ..., 10} in such a way that〈
`, [H1k2(`), H
1
j2(`)
]
〉 6= 0, is k2(`) = 1. So,
Y V,`1 = H4, Y
V,`
2 = H2, X
V,`
1 = H3, X
V,`
2 = H1,
pV` = span{H4, H2} ⊕ g(`) and g = span{H3, H1} ⊕ pV` .
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(ii) If α10 = 0 and α9 6= 0, one has k1(`) = 2, Y V,`1 = H4 and XV,`1 = H2. In this
case, a basis for g1 is given by{
H11 = H1 −
α7
α9
H2, H
1
3 = H3, ...,H
1
10 = H10
}
and again the stabilizer g1
(
`|g1
)
can be computed to be
g1
(
`|g1
)
=
{
H14 , ...,H
1
10
}
.
Moreover, the largest index j2(`) ∈ {1, 3, ..., 10} such that H1j2(`) 6∈ g1
(
`|g1
)
,
is j2(`) = 3 and the largest index k2(`) ∈ {1, 3, ..., 10} in such a way that〈
`, [H1k2(`), H
1
j2(`)
]
〉 6= 0, is k2(`) = 1. Therefore,
Y V,`1 = H4, Y
V,`
2 = H3, X
V,`
1 = H2, X
V,`
2 = H1,
pV` = span{H4, H3} ⊕ g(`) and g = span{H2, H1} ⊕ pV` .
(iii) If α10 = α9 = 0, from the assumption that α6α9 6= α5α10 +α7α8 follows that
α8 6= 0. Hence, k1(`) = 1, Y V,`1 = H4 and XV,`1 = H1. Here, a basis for g1 is
given by {
H12 = H2, ...,H
1
10 = H10
}
and again the stabilizer g1
(
`|g1
)
can be calculated to be
g1
(
`|g1
)
=
{
H14 , ...,H
1
10
}
.
Furthermore, j2(`) = 3 and k2(`) = 2 and thus,
Y V,`1 = H4, Y
V,`
2 = H3, X
V,`
1 = H1, X
V,`
2 = H2,
pV` = span{H4, H3} ⊕ g(`) and g = span{H1, H2} ⊕ pV` .
Now, in Case (a), g(`)⊥ = span{H∗1 , H∗2 , H∗3 , H∗4} and therefore,
O2 := Ad ∗(G)` = `+ g(`)⊥ = `+ span{H∗1 , H∗2 , H∗3 , H∗4}
=
{
aH∗1 + bH
∗
2 + cH
∗
3 + dH
∗
4 +
10∑
i=5
αiH
∗
i
∣∣∣ a, b, c, d ∈ R}.
If one chooses a = b = c = d = 0, the corresponding element vanishes on
{H1, H2, H3, H4} = {Hi| i ∈ IPuk` } and thus, one defines
`O2 :=
10∑
i=5
αiH
∗
i .
(b) If α6α9 = α5α10+α7α8, again, there are several cases. In all of them, the dimension
of the stabilizer is 8 and hence, dim(pV` ) = 9. Thus, for the construction of the
polarization pV` , one has to find one further element Y
`,V
1 which is not in the
stabilizer.
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(i) If α10 6= 0,
g(`) = span{α10H1 − α7H3 + α6H4, α10H2 − α9H3 + α8H4, H5, ...,H10}
and IPuk` = {3, 4}. Now, the largest index in {1, ..., 10} with the property
that Hj1(`) 6∈ g(`), is the index j1(`) = 4. Furthermore, the largest index such
that
〈
`, [Hk1(`), Hj1(`)]
〉 6= 0, is k1(`) = 3. Hence,
Y V,`1 = H4, X
V,`
1 = H3, p
V
` = span{H4} ⊕ g(`) and g = span{H3} ⊕ pV` .
In addition, g(`)⊥ = span{−α7H∗1 − α9H∗2 + α10H∗3 , α6H∗1 + α8H∗2 + α10H∗4}
and therefore,
O3 := Ad ∗(G)` = `+ g(`)⊥
= `+ span{−α7H∗1 − α9H∗2 + α10H∗3 , α6H∗1 + α8H∗2 + α10H∗4}
=
{
(α1 − α7a+ α6b)H∗1 + (α2 − α9a+ α8b)H∗2 + (α3 + α10a)H∗3
+ (α4 + α10b)H
∗
4 +
10∑
i=5
αiH
∗
i
∣∣∣ a, b ∈ R}.
If one chooses a := − α3α10 and b := − α4α10 , the corresponding element vanishes
on {H3, H4} = {Hi| i ∈ IPuk` } and hence, one needs to define
`O3 :=
(
α1 +
α3α7
α10
− α4α6
α10
)
H∗1 +
(
α2 +
α3α9
α10
− α4α8
α10
)
H∗2 +
10∑
i=5
αiH
∗
i .
(ii) If α10 = 0 and α9 6= 0,
g(`) = span{α9H1 − α7H2 + α5H4, α9H3 − α8H4, H5, ...,H10},
IPuk` = {2, 4}, j1(`) = 4 and k1(`) = 2. Thus,
Y V,`1 = H4, X
V,`
1 = H2, p
V
` = span{H4} ⊕ g(`) and g = span{H2} ⊕ pV` .
Furthermore, g(`)⊥ = span{−α7H∗1 +α9H∗2 , α5H∗1 +α8H∗3 +α9H∗4} and hence,
O4 := Ad ∗(G)` = `+ g(`)⊥
= `+ span{−α7H∗1 + α9H∗2 , α5H∗1 + α8H∗3 + α9H∗4}
=
{
(α1 − α7a+ α5b)H∗1 + (α2 + α9a)H∗2 + (α3 + α8b)H∗3
+ (α4 + α9b)H
∗
4 +
9∑
i=5
αiH
∗
i
∣∣∣ a, b ∈ R}.
In this case, if one chooses a = −α2α9 and b = −α4α9 , the corresponding element
vanishes on {H2, H4} = {Hi| i ∈ IPuk` } and hence, here one defines
`O4 :=
(
α1 +
α2α7
α9
− α4α5
α9
)
H∗1 +
(
α3 − α4α8
α9
)
H∗3 +
9∑
i=5
αiH
∗
i .
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(iii) If α10 = α9 = 0 and α8 6= 0,
g(`) = span{α8H1 − α6H2 + α5H3, H4, ...,H10},
IPuk` = {2, 3}, j1(`) = 3 and k1(`) = 2. In this case,
Y V,`1 = H3, X
V,`
1 = H2, p
V
` = span{H3} ⊕ g(`) and g = span{H2} ⊕ pV` .
Here, g(`)⊥ = span{−α6H∗1 + α8H∗2 , α5H∗1 + α8H∗3} and
O5 := Ad ∗(G)` = `+ g(`)⊥
= `+ span{−α6H∗1 + α8H∗2 , α5H∗1 + α8H∗3}
=
{
(α1 − α6a+ α5b)H∗1 + (α2 + α8a)H∗2 + (α3 + α8b)H∗3
+
8∑
i=4
αiH
∗
i
∣∣∣ a, b ∈ R}.
For a = −α2α8 and b = −α3α8 , the corresponding element in O5 vanishes on the
set {H2, H3} = {Hi| i ∈ IPuk` } and one has to define
`O5 :=
(
α1 +
α2α6
α8
− α3α5
α8
)
H∗1 +
8∑
i=4
αiH
∗
i .
(iv) If α10 = α9 = α8 = 0 and α7 6= 0,
g(`) = span{α7H2 − α5H4, α7H3 − α6H4, H5, ...,H10},
IPuk` = {1, 4}, j1(`) = 4 and k1(`) = 1. In this case,
Y V,`1 = H4, X
V,`
1 = H1, p
V
` = span{H4} ⊕ g(`) and g = span{H1} ⊕ pV` .
Moreover, g(`)⊥ = span{H∗1 ,−α5H∗2 − α6H∗3 + α7H∗4} and hence,
O6 := Ad ∗(G)` = `+ g(`)⊥
= `+ span{H∗1 ,−α5H∗2 − α6H∗3 + α7H∗4}
=
{
aH∗1 + (α2 − α5b)H∗2 + (α3 − α6b)H∗3 + (α4 + α7b)H∗4
+
7∑
i=5
αiH
∗
i
∣∣∣ a, b ∈ R}.
Here, for a = 0 and b = −α4α7 , the corresponding element in O6 vanishes on
the set {H1, H4} = {Hi| i ∈ IPuk` } and one has to define
`O6 :=
(
α2 +
α4α5
α7
)
H∗2 +
(
α3 +
α4α6
α7
)
H∗3 +
7∑
i=5
αiH
∗
i .
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(v) If α10 = ... = α7 = 0 and α6 6= 0,
g(`) = span{α6H2 − α5H3, H4, ...,H10},
IPuk` = {1, 3}, j1(`) = 3 and k1(`) = 1. Hence,
Y V,`1 = H3, X
V,`
1 = H1, p
V
` = span{H3} ⊕ g(`) and g = span{H1} ⊕ pV` .
In this case, g(`)⊥ = span{H∗1 ,−α5H∗2 + α6H∗3} and thus,
O7 := Ad ∗(G)` = `+ g(`)⊥ = `+ span{H∗1 ,−α5H∗2 + α6H∗3}
=
{
aH∗1 + (α2 − α5b)H∗2 + (α3 + α6b)H∗3 +
6∑
i=4
αiH
∗
i
∣∣∣ a, b ∈ R}.
Now, for a = 0 and b = −α3α6 , the corresponding element in O7 vanishes on
the set {H1, H3} = {Hi| i ∈ IPuk` } and one has to define
`O7 :=
(
α2 +
α3α5
α6
)
H∗2 +
6∑
i=4
αiH
∗
i .
(vi) If α10 = ... = α6 = 0 and α5 6= 0,
g(`) = span{H3, ...,H10},
IPuk` = {1, 2}, j1(`) = 2 and k1(`) = 1. Thus,
Y V,`1 = H2, X
V,`
1 = H1, p
V
` = span{H2} ⊕ g(`) and g = span{H1} ⊕ pV` .
Here, g(`)⊥ = span{H∗1 , H∗2} and
O8 := Ad ∗(G)` = `+ g(`)⊥ = `+ span{H∗1 , H∗2}
=
{
aH∗1 + bH
∗
2 +
5∑
i=3
αiH
∗
i
∣∣∣ a, b ∈ R}.
In this last case, for a = b = 0, the corresponding element in O8 vanishes on
the set {H1, H2} = {Hi| i ∈ IPuk` } and one has to define
`O8 :=
5∑
i=3
αiH
∗
i .
For n = 4, the dimensions d = 0, d = 1 and d = 2 appear. The only pair of dimension 0 is
(∅, ∅), the ones of dimension 1 are ({4}, {3}), ({4}, {2}), ({3}, {2}), ({4}, {1}), ({3}, {1}) and
({2}, {1}) and the ones of dimension 2 are ({4, 2}, {3, 1}) ({4, 3}, {2, 1}) and ({4, 3}, {1, 2}).
Then,
(∅, ∅) < ({2}, {1}) < ({3}, {1}) < ({3}, {2}) < ({4}, {1}) < ({4}, {2}) < ({4}, {3})
< ({4, 3}, {1, 2}) < ({4, 3}, {2, 1}) < ({4, 2}, {3, 1}).
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Therefore, (∅, ∅) is assigned the number 0, ({2}, {1}) the number 1, ({3}, {1}) the number
2, ({3}, {2}) the 3, ({4}, {1}) the 4, ({4}, {2}) the 5, ({4}, {3}) the 6, ({4, 3}, {1, 2}) the 7,
({4, 3}, {2, 1}) the 8 and ({4, 2}, {3, 1}) is assigned the number 9.
Thus, r = 9 and
S0 = Γ0 =
{[
piV`
]∣∣∣ ∃ α1, ..., α4 ∈ R : ` = 4∑
i=1
αiH
∗
i
}
,
Γ1 =
{[
piV`
]∣∣∣ ∃ α3, α4 ∈ R, α5 ∈ R∗ : ` = 5∑
i=3
αiH
∗
i
}
,
Γ2 =
{[
piV`
]∣∣∣ ∃ α2, ..., α5 ∈ R, α6 ∈ R∗ : ` = (α2 + α3α5
α6
)
H∗2 +
6∑
i=4
αiH
∗
i
}
,
Γ3 =
{[
piV`
]∣∣∣ ∃ α1, ..., α7 ∈ R, α8 ∈ R∗ : ` = (α1 + α2α6
α8
− α3α5
α8
)
H∗1 +
8∑
i=4
αiH
∗
i
}
,
Γ4 =
{[
piV`
]∣∣∣ ∃ α2, ..., α6 ∈ R, α7 ∈ R∗ : ` = (α2 + α4α5
α7
)
H∗2 +
(
α3 +
α4α6
α7
)
H∗3
+
7∑
i=5
αiH
∗
i
}
,
Γ5 =
{[
piV`
]∣∣∣ ∃ α1, ..., α8 ∈ R, α9 ∈ R∗ : ` = (α1 + α2α7
α9
− α4α5
α9
)
H∗1
+
(
α3 − α4α8
α9
)
H∗3 +
9∑
i=5
αiH
∗
i
}
,
Γ6 =
{[
piV`
]∣∣∣ ∃ α1, ..., α9 ∈ R, α10 ∈ R∗ : ` = (α1 + α3α7
α10
− α4α6
α10
)
H∗1
+
(
α2 +
α3α9
α10
− α4α8
α10
)
H∗2 +
10∑
i=5
αiH
∗
i
}
,
Γ7 =
{[
piV`
]∣∣∣ ∃ α5, α6, α7 ∈ R, α8 ∈ R∗ : ` = 8∑
i=5
αiH
∗
i
}
,
Γ8 =
{[
piV`
]∣∣∣ ∃ α5, ..., α8 ∈ R, α9 ∈ R∗ : ` = 9∑
i=5
αiH
∗
i
}
and
Γ9 =
{[
piV`
]∣∣∣ ∃ α5, ..., α9 ∈ R, α10 ∈ R∗ : ` = 10∑
i=5
αiH
∗
i
}
.
As for n = 3, here, one can also see by a similar example that the situation in which the
polarizations pV` are discontinuous in ` on the set {`O′ | O′ ∈ (g∗/G)2d} occurs.
Now again, regard the three cases of Proposition 3.1 that were distinguished in the
proof of the conditions of Definition 1.1.
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1. If one chooses the sequence (Ok)k∈N as
Ok :=
{
aH∗1 +
1
k
bH∗2 +
(1
k
+ b
)
H∗4 −
1
k
H∗5 +H
∗
7
∣∣∣ a, b ∈ R},
then
[
piV`Ok
] ∈ Γ4 for every k. Furthermore, every `k ∈ Ok is of the form
`k = a`kH
∗
1 +
1
k
b`kH
∗
2 +
(1
k
+ b`k
)
H∗4 −
1
k
H∗5 +H
∗
7
for a`k , b`k ∈ R. If a`k k→∞−→ a˜` and b`k k→∞−→ b˜`, the sequence (`k)k∈N converges to
˜`= a˜`H
∗
1 + b˜`H
∗
4 +H
∗
7 ∈ {aH∗1 + bH∗4 +H∗7 | a, b ∈ R} =: O
and therefore,
[
piV`O
] ∈ Γ4.
As the orbit O does not depend on ˜`, it is the only limit point of the sequence (Ok)k∈N.
Hence,
L((Ok)k∈N) = {O}, where 2 = dim(Ok) = dim(O) ∀k ∈ N,
and this is an example for the first case of Proposition 3.1 regarded in the proof of the
conditions of Definition 1.1.
2. Now, choose the sequence (Ok)k∈N as follows:
Ok :=
{
aH∗1 +H
∗
2 +
1
k
bH∗3 +H
∗
4 +
1
k
H∗6
∣∣∣ a, b ∈ R}.
Then,
[
piV`Ok
] ∈ Γ2 for every k, and every `k ∈ Ok is of the form
`k = a`kH
∗
1 +H
∗
2 +
1
k
b`kH
∗
3 +H
∗
4 +
1
k
H∗6
for a`k , b`k ∈ R. If a`k k→∞−→ a˜` and b`k k→∞−→ b˜`, the sequence (`k)k∈N converges to
˜`= a˜`H
∗
1 +H
∗
2 +H
∗
4 =: O˜`
and
[
piV`O˜`
]
∈ Γ0. Moreover,
L((Ok)k∈N) = {O˜`| a˜`, b˜` ∈ R}, where dim(Ok) = 2, dim(O˜`) = 0
∀k ∈ N ∀O˜` ∈ L((Ok)k∈N).
Hence, this is an example for the second case that was regarded in Proposition 3.1.
3. For an example of the third case, choose
Ok :=
{
aH∗1 + bH
∗
2 + cH
∗
3 + dH
∗
4 +
(
1 +
1
k
)
H∗5 +
8∑
i=6
1
k
H∗i
∣∣∣ a, b, c, d ∈ R}.
Then,
[
piV`Ok
] ∈ Γ7 for every k, and every `k ∈ Ok is of the form
`k = a`kH
∗
1 + b`kH
∗
2 + c`kH
∗
3 + d`kH
∗
4 +
(
1 +
1
k
)
H∗5 +
8∑
i=6
1
k
H∗i
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for a`k , b`k , c`k , d`k ∈ R. If a`k k→∞−→ a˜`, b`k k→∞−→ b˜`, c`k k→∞−→ c˜` and d`k k→∞−→ d˜`, the
sequence (`k)k∈N converges to
˜`= a˜`H
∗
1 +b˜`H
∗
2 +c˜`H
∗
3 +d˜`H
∗
4 +H
∗
5 ∈ {aH∗1 +bH∗2 +c˜`H∗3 +d˜`H∗4 +H∗5 | a, b ∈ R} =: O˜`
and thus,
[
piV`O˜`
]
∈ Γ1. Here,
L((Ok)k∈N) = {O˜`| c˜`, d˜` ∈ R}
and hence,
0 < 2 = dim(O˜`) < 4 = dim(Ok) ∀k ∈ N ∀O˜` ∈ L((Ok)k∈N).
Therefore, this represents an example for the third case appearing in the proof of the
conditions of Definition 1.1.
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4 The C∗-algebra of SL(2,R)
In this section, the C∗-algebra of SL(2,R) will be examined. At the beginning, the Lie group
SL(2,R) and some of its subgroups will be introduced and some important definitions and
results which are needed in order to prove the conditions listed in Definition 1.1 and hence
to determine the C∗-algebra of SL(2,R) will be recalled. Section 4.2 is about the spectrum
of SL(2,R) and its topology and in the following two subsections, the above specified con-
ditions will be computed for the group G = SL(2,R). Finally, in Section 4.5, a result about
the C∗-algebra of SL(2,R) will be presented and the concrete structure of C∗(G) will be given.
For the group SL(2,R), Condition 1 of Definition 1.1 is obvious by the definition of
the sets Γi and Si for i ∈ {0, ..., r} which will be given in Section 4.2. Condition 2 follows
directly as well since SL(2,R) is a connected linear semisimple Lie group. The proof of
Condition 3(a) is rather short and straightforward, while the main work of the proof of the
conditions of Definition 1.1 consists again in the verification of Condition 3(b). Nevertheless,
its proof is less long and less technical than in the case of the two-step nilpotent Lie groups.
4.1 Preliminaries
In this section, let
G := SL(2,R) = {A ∈M(2,R)| detA = 1}
and let
K := SO(2) =
{
kϕ :=
(
cosϕ − sinϕ
sinϕ cosϕ
) ∣∣∣∣ ϕ ∈ [0, 2pi)}
be its maximal compact subgroup. Furthermore, define the one-dimensional nilpotent sub-
group N of G and the one-dimensional abelian subgroup A of G by
N :=
{(
1 x
0 1
) ∣∣∣∣ x ∈ R} and A := {(et 00 e−t
) ∣∣∣∣ t ∈ R}.
Let
g = sl(2,R) = {A ∈M(2,R)| trA = 0}
be the Lie algebra of G.
From the Iwasawa decomposition, G = KAN and thus, for every g ∈ G there exist
κ(g) ∈ K, µ ∈ N and H(g) ∈ a, where a =
{(
t 0
0 −t
) ∣∣∣ t ∈ R} is the Lie algebra of A, such
that
g = κ(g)eH(g)µ.
Moreover, define on a the mappings ρ and νu for u ∈ C as
ρ
(
t 0
0 −t
)
:= t and νu
(
t 0
0 −t
)
:= ut ∀t ∈ R.
Furthermore, let
L2(K)+ :=
{
f ∈ L2(K)| f(k) = f(−k) ∀k ∈ K} and
L2(K)− :=
{
f ∈ L2(K)| f(k) = −f(−k) ∀k ∈ K}
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and define for every u ∈ C the representations P+,u on HP+,u := L2(K)+ and P−,u on
HP−,u := L2(K)− as
P±,u(g)f(k) := e−(νu+ρ)H(g−1k)f
(
κ
(
g−1k
)) ∀g ∈ G ∀f ∈ L2(K)± ∀k ∈ K.
Remark 4.1.
The representation
(P+,u,HP+,u) is irreducible if and only if u 6∈ 2Z+1 and the representation(P−,u,HP−,u) is irreducible if and only if u 6∈ 2Z.
Furthermore,
(P+,u,HP+,u) and (P−,u,HP−,u) are unitary for u ∈ iR.
For the proof, see [20], Chapter II.5, II.6, VII.1 and VII.2.
For simplicity, within this section, the representations will be identified with their equivalence
classes.
Lemma 4.2.
For every function f ∈ L2(K)± and every g ∈ G,∫
K
e−2ρH(g
−1k)
∣∣∣f(κ(g−1k))∣∣∣2dk = ‖f‖2L2(K).
The proof can be found in [20], Chapter VII.2 and is part of the proof of the unitarity of the
representations P±,u for u ∈ iR.
Lemma 4.3.
For every g ∈ G and every u ∈ R, the operator (P+,−u(g))−1 is the adjoint operator of
P+,u(g) with respect to the usual L2(K)-scalar product.
Proof:
As u and thus also e−(νu+ρ)H(g−1k) are real, with Result (7.4) in [20], Chapter VII.2, which is
similar to the equation given in Lemma 4.2, one gets for f1, f2 ∈ L2(K)+,〈P+,−u(g)f1,P+,u(g)f2〉L2(K)
=
∫
K
P+,−u(g)f1(k)P+,u(g)f2(k)dk
=
∫
K
e−(ν−u+ρ)H(g
−1k)f1
(
κ
(
g−1k
))
e−(νu+ρ)H(g−1k)f2
(
κ
(
g−1k
))
dk
=
∫
K
e−2ρH(g
−1k)(f1f2)(κ(g−1k))dk
=
∫
K
(
f1f2
)
(k)dk
= 〈f1, f2〉L2(K).
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Definition 4.4 (n-th isotypic component).
For a representation (p˜i,Hp˜i) of K define for every n ∈ Z the n-th isotypic component or
K-type of p˜i as
Hp˜i(n) :=
{
v ∈ Hp˜i| p˜i(kϕ)v = einϕv ∀ϕ ∈ [0, 2pi)
}
.
A representation (p˜i,Hp˜i) of G is called even (respectively odd), if Hp˜i|K (n) = {0} for all odd n
(respectively for all even n).
Every irreducible unitary representation of G is even or odd.
Furthermore, the algebraic direct sum ⊕
n∈Z
Hp˜i(n)
is dense in Hp˜i.
Remark 4.5.
By the definition of the Hilbert spaces L2(K)± of P±,u for u ∈ C, it is easy to verify that
P+,u is even for every u ∈ C and that P−,u is odd for every u ∈ C.
By the definition of the n-th isotypic component, one can remark that
HP+,u(n) = C · e−in· for all even n ∈ Z and HP−,u(n) = C · e−in· for all odd n ∈ Z.
In order to prove this, let n ∈ Z even, f ∈ HP+,u(n) and define cf := f(1G) ∈ C. Since
HP+,u(n) =
{
f˜ ∈ L2(K)+| P+,u(kϕ)f˜ = einϕf˜ ∀ϕ ∈ [0, 2pi)
}
=
{
f˜ ∈ L2(K)+| f˜
(
k−1ϕ ·
)
= einϕf˜ ∀ϕ ∈ [0, 2pi)},
one gets
f
(
k−1ϕ
)
= f
(
k−1ϕ · 1G
)
= einϕf(1G) = e
inϕcf .
Therefore, f(kϕ) = e
−inϕcf and since one can choose cf ∈ C arbitrarily, HP+,u(n) = C · e−in·.
The second statement follows analogously.
Definition 4.6 (Casimir operator).
Let 〈·, ·〉 be the non-degenerate symmetric and Ad -invariant bilinear form on g defined by
〈X,Y 〉 := 2 tr (XY ) ∀X,Y ∈ g.
Furthermore, choose the basis {X1, X2, X3} of g, where
X1 :=
(
0 1
0 0
)
, X2 :=
(
0 0
1 0
)
and X3 :=
1
2
(
1 0
0 −1
)
,
as well as its dual basis
{
X˜1, X˜2, X˜3
}
with respect to 〈·, ·〉 with X˜1 := 12X2, X˜2 := 12X1 and
X˜3 := X3.
Then, the Casimir operator C of g with respect to 〈·, ·〉 is defined as
C :=
3∑
i=1
XiX˜i =
1
2
(X1X2 +X2X1) +X
2
3 .
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Here, products are regarded in the universal enveloping algebra U(g).
If now pi : g→ gl(V ) is a representation of g, one can define pi(C ) as
pi(C ) :=
3∑
i=1
pi
(
Xi
)
pi
(
X˜i
)
=
1
2
(
pi(X1)pi(X2) + pi(X2)pi(X1)
)
+ pi(X3)
2 ∈ gl(V ).
For every representation pi : G→ GL(V ) of the Lie group G, pi(C ) satisfies
pi(g) ◦ pi(C ) = pi(C ) ◦ pi(g) ∀g ∈ G
on the space V∞ :=
{
v ∈ V | G 3 g 7→ pi(g)v ∈ V is smooth} of smooth vectors of V .
In general, the definition of the Casimir operator can be made with an arbitrary basis of g
and an arbitrary associated dual basis. If one takes an arbitrary non-degenerate symmetric
and Ad -invariant bilinear form on g, its definition changes by a scalar multiple.
As 12(X1X2 +X2X1) +X
2
3 = X
2
3 −X3 +X1X2, one can also write the Casimir operator as
C = X23 −X3 +X1X2,
and for a representation pi of g, one then gets
pi(C ) = pi(X3)
2 − pi(X3) + pi(X1)pi(X2).
Definition 4.7 (pn).
Denote for n ∈ Z by bn(f) the n-th Fourier coefficient of f ∈ L2(K)± which is defined as
bn(f) :=
1
|K|
∫
K
f(kϕ)e
−inϕdkϕ,
and let
pn(f) := b−n(f)e−in·.
One can easily show that for every u ∈ C and for every n ∈ Z the operator pn is the projection
from HP±,u = L2(K)± to the n-th isotypic component of the representation P±,u.
4.2 The spectrum of SL(2,R)
4.2.1 Introduction of the operator Ku
Now, an operator Ku which is needed in order to describe the spectrum of G will be
introduced using the Knapp-Stein operator.
Define
C∞(K)+ :=
{
f ∈ C∞(K)| f(k) = f(−k) ∀k ∈ K} and
C∞(K)− :=
{
f ∈ C∞(K)| f(k) = −f(−k) ∀k ∈ K}
and let
Ju : C
∞(K)+ → C∞(K)+ for u ∈ C with Reu > 0
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be the Knapp-Stein intertwining operator, which intertwines the representation P+,u with
the representation P+,−u. Furthermore, let w := kpi
2
=
(
0 −1
1 0
)
and extend f ∈ L2(K) to G
by using the Iwasawa decomposition G 3 g = κ(g)eH(g)µ for κ(g) ∈ K, H(g) ∈ a and µ ∈ N .
Then, defining f˜u
(
κ(g)eH(g)µ
)
:= e−(νu+ρ)H(g)f
(
κ(g)
)
, this operator can be written as
Juf(k) =
∫
N
f˜u(kµw)dµ ∀f ∈ C∞(K)+ ∀k ∈ K. (14)
This integral converges for Reu > 0 (see [20], Chapter VII or [33], Chapter 10.1).
The mapping f 7→ Juf is continuous and the family of operators {Ju| u ∈ C} is holomorphic
in u for Reu > 0 with respect to appropriate topologies (see [20], Chapter VII.7 or [33],
Chapter 10.1).
For u ∈ R>0, the operator Ju is self-adjoint with respect to the usual L2(K)-scalar product.
Moreover, one can extend the function u 7→ Ju meromorphically to C (see [33], Chapter 10.1).
Then, for every u ∈ C for which the operator Ju is regular, it is an intertwining operator from
P+,u to P+,−u.
Remark 4.8.
The operator Ju commutes with the projections pn for all n ∈ Z and for every u ∈ C for which
Ju is regular.
This can be explained in the following way: Since the operator Ju is a G-intertwining operator,
it is a K-intertwining operator as well. Thus, one can show as follows that it leaves HP+,u(n),
the above defined n-th isotypic component of the representation P+,u, invariant:
Let f ∈ HP+,u(n), i.e. P+,u
(
kϕ
)
f = einϕf for every ϕ ∈ [0, 2pi). Because of the intertwining
property, one gets
einϕJuf = Ju ◦ P+,u
(
kϕ
)
f = P+,−u(kϕ) ◦ Juf.
Therefore, Juf ∈ HP+,−u(n) and since HP+,u(n) = HP+,u˜(n) for every u˜ ∈ C, one has
Juf ∈ HP+,u(n).
From this, one can easily conclude that pn ◦ Ju = Ju ◦ pn and the assertion follows.
One can now deduce that the operators Ju have the property
Ju|HP+,u (n) = cn(u) · id|HP+,u (n) for all even n ∈ Z, (15)
as an equality of meromorphic functions, where cn : C → C is a meromorphic function for
every even n ∈ Z. This follows from the above remark together with the fact that HP+,u(n)
is one-dimensional.
Using standard integral formulas (see [20], Chapter V.6), one gets by (14) for u = 1
J1(f) = c
∫
K
f(k)dk ∀f ∈ C∞(K)+
for a constant c > 0. Hence, and since HP+,u(n) = C · e−in· for every even n ∈ Z which was
stated above, one gets
cn(1)
{
6= 0 for n = 0
= 0 for n ∈ Z \ {0} even. (16)
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For convenience, an explicit formula for the quotients of the functions cn will now be given.
However, this formula will not be used in this work. Instead, further necessary properties of
the intertwining operator Ju and the functions cn will be concluded from the irreducibility of
the representations P±,u.
Remark 4.9.
The quotients of the functions cn can be given by
cn(u)
c0(u)
=
(u− 1)(u− 3) · · · (u− (|n| − 1))
(u+ 1)(u+ 3) · · · (u+ (|n| − 1)) · (−1)n2 for u ∈ C and all even n ∈ Z.
This formula can be deduced from a formula in [7], Chapter 23, Appendix 1, which expresses
cn(u) in terms of gamma functions, together with the gamma function recurrence formula.
Here, one has to remark that the definition of cn(u) in [7] differs by a sign from its definition
in this work.
Next, it can be shown that
c0(u) 6= 0 for u ∈ (0, 1). (17)
For this, assume that c0(u) = 0 for an element u ∈ (0, 1). Then, by (15), the operator Ju
has a non-zero kernel. Furthermore, the representation P+,u is irreducible on C∞(K)+ (see
Remark 4.1). As ker(Ju) is a closed invariant subspace with respect to the representation
P+,u, the kernel of Ju has to be the whole space C∞(K)+ and hence, the operator Ju is
identically zero. But there is no u ∈ C with Reu > 0 such that the operator Ju is identically
zero (see [33], Chapter 10.1). Therefore, c0(u) 6= 0 for every u ∈ (0, 1).
Thus, one can define
J˜u :=
1
c0(u)
Ju
for u ∈ C, as a meromorphic function.
Lemma 4.10.
J˜u is regular at u = 0 and J˜0 = id.
Proof:
First, one can observe that on HP+,u(0), the operator J˜u is always equal to the identity and
that in particular J˜0|HP+,0 (0) also equals id|HP+,0 (0).
Now, it has to be shown that J˜u is regular at u = 0.
Since the mapping u 7→ J˜u is an operator-valued meromorphic function for u ∈ C, one
can represent it locally as a Laurent series in 0 with finite principal part and operators as
coefficients in the following way:
J˜u =
∞∑
k=k0
Lku
k on C∞(K)+
for operators Lk going from C
∞(K)+ to C∞(K)+ for k ≥ k0 and where k0 ∈ Z is the smallest
number such that Lk0 6= 0.
Moreover, this gives
Lk0 = lim
u→0
u−k0 J˜u.
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Now, for the regularity of J˜u at u = 0 desired above, it has to be shown that k0 ≥ 0.
So, assume that k0 < 0.
As every J˜u is an intertwining operator from P+,u to P+,−u, Lk0 is an intertwining operator
from P+,0 to itself, i.e. it commutes with P+,0. Furthermore, Lk0 vanishes on HP+,0(0), the
space of all constant functions on K, because J˜u equals the identity on HP+,u(0) and thus
does not have a pole there.
Since Lk0 commutes with P+,0, it vanishes on P+,0(g)HP+,0(0) for every g ∈ G. In addition,
as Remark 4.1 stays valid if one replaces the space HP+,0 = L2(K)+ by C∞(K)+, the repre-
sentation P+,0 is irreducible on the space C∞(K)+. Furthermore, for every 0 6= ξ ∈ HP+,0(0),
the subspace span
{P+,0(g)ξ| g ∈ G} is G-invariant and hence, by the irreducibility,
C∞(K)+ ⊂ span
{P+,0(g)ξ| g ∈ G}. Thus, Lk0 vanishes on the whole space C∞(K)+, which
is a contradiction to the choice of k0.
Therefore, one gets k0 ≥ 0, which means that the mapping u 7→ J˜u does not have any poles
in u = 0. Hence, J˜u is regular at u = 0 on C
∞(K)+.
As above, as a limit of intertwining operators, J˜0 = lim
u→0
J˜u is an intertwining operator,
which intertwines the irreducible unitary representation P+,0 with itself (see Remark 4.1 for
the irreducibility and the unitarity of P+,0, again replacing the space HP+,0 = L2(K)+ by
C∞(K)+). Thus, by Schur’s lemma (see Theorem 2.6), J˜0 is a scalar multiple of the identity.
Since it equals the identity on HP+,0(0), one gets J˜0 = id.
From (17) and Lemma 4.10, one can conclude that
cn(u)
c0(u)
> 0 for u ∈ (0, 1) and for all even n ∈ Z : (18)
Using the same argumentation for the operator J˜u as in the proof of (17), one also gets that
cn(u)
c0(u)
6= 0 for every u ∈ (0, 1).
Furthermore, from Lemma 4.10, one can deduce that cn(0)c0(0) = 1, and with the continuity of
cn
c0
on (0, 1), one gets cn(u)c0(u) > 0 for all u ∈ (0, 1) and all even n ∈ Z and (18) is shown.
Now, define a scalar product on C∞(K)+ as follows:
〈f1, f2〉u :=
〈
J˜uf1, f2
〉
L2(K)
.
Lemma 4.11.
〈·, ·〉u is an invariant positive definite scalar product for u ∈ (0, 1).
Proof:
〈·, ·〉u is hermitian:
By the definition of J˜u and as Ju is self-adjoint with respect to the usual L
2(K)-scalar product
for u ∈ (0, 1), this is straightforward.
〈·, ·〉u is invariant:
By Lemma 4.3, for every g ∈ G, the operator (P+,u(g))−1 is the adjoint operator of P+,−u(g)
with respect to the usual L2(K)-scalar product. Now, let f1, f2 ∈ C∞(K)+. Then, as J˜u
intertwines P+,u and P+,−u, one gets for every g ∈ G,
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〈P+,u(g)f1,P+,u(g)f2〉u = 〈J˜u ◦ P+,u(g)f1,P+,u(g)f2〉L2(K)
=
〈P+,−u(g) ◦ J˜uf1,P+,u(g)f2〉L2(K)
=
〈
J˜uf1, f2
〉
L2(K)
= 〈f1, f2〉u.
〈·, ·〉u is positive definite:
As cn(u)c0(u) > 0 by (18), one gets for every n ∈ Z and f ∈ HP+,u(n) by (15) above,
〈f, f〉u =
〈
J˜uf, f
〉
L2(K)
=
cn(u)
c0(u)
〈
id|HP+,u (n)f, f
〉
L2(K)
=
cn(u)
c0(u)
〈f, f〉L2(K) ≥ 0 and
〈f, f〉u = 0 ⇐⇒ 〈f, f〉L2(K) = 0 ⇐⇒ f = 0.
Now, it will be shown that the algebraic direct sum⊕
n∈Z
HP+,u(n) is orthogonal with respect to 〈·, ·〉u. (19)
As P+,u is an even representation, only K-types for even n ∈ Z appear. So, let n1, n2 ∈ Z
even with n1 6= n2 and let f1 ∈ HP+,u(n1) and f2 ∈ HP+,u(n2), i.e.
P+,u(kϕ)f1 = ein1ϕf1 and P+,u(kϕ)f2 = ein2ϕf2 ∀ϕ ∈ [0, 2pi).
Then, because of the invariance of 〈·, ·〉u shown above, one gets for all ϕ ∈ [0, 2pi),
〈f1, f2〉u =
〈P+,u(kϕ)f1,P+,u(kϕ)f2〉u = 〈ein1ϕf1, ein2ϕf2〉u
= ei(n1−n2)ϕ〈f1, f2〉u.
As this is true for all ϕ ∈ [0, 2pi) and as n1 6= n2, one gets 〈f1, f2〉u = 0 and (19) is shown.
Now, since the direct sum
⊕
n∈Z
HP+,u(n) is orthogonal with respect to 〈·, ·〉u and dense in
HP+,u = L2(K)+, the above observations hold for all f ∈ C∞(K)+.
The completion of C∞(K)+ with respect to the scalar product 〈·, ·〉u yields a Hilbert
space Hu. Considering the restriction of the representation P+,u to C∞(K)+ and then
continuously extending it to the space Hu, one gets a unitary representation which will be
denoted by P+,u as well. G acts on Hu by this unitary representation P+,u.
Furthermore, let dn(u) :=
√
cn(u)
c0(u)
> 0 for u ∈ (0, 1). Next, a unitary bijection
Ku : Hu → L2(K)+ ∀u ∈ (0, 1)
shall be defined. On the n-th isotypic component in Hu, define Ku by
Ku|HP+,u (n) := dn(u) · id|HP+,u (n) for all even n ∈ Z.
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Then, one can extend this definition to finite sums ofK-types. This operator also is self-adjoint
with respect to the usual L2(K)-scalar product and for finite sums of K-types f1 and f2〈
Kuf1,Kuf2
〉
L2(K)
=
〈
K2uf1, f2
〉
L2(K)
=
〈
J˜uf1, f2
〉
L2(K)
= 〈f1, f2〉u.
From this follows directly that it is unitary (if one regards the space Hu equipped with 〈·, ·〉u
and L2(K)+ with 〈·, ·〉L2(K)) and hence, because of the density of
⊕
n∈Z
HP+,u(n) in Hu, one
can extend Ku continuously on the whole space Hu.
Moreover, Ku is continuous in u and one also has the property lim
u→0
Ku = id.
By its definition, the operator Ku commutes with the projections pn for all n ∈ Z as well.
Now, by [20], Chapter XIV.4, one gets the identity
J−u ◦ Ju = γ(u) · id, (20)
where u 7→ γ(u) is a meromorphic function. One can also obtain this equation by observing
that J−u ◦ Ju intertwines the representation P+,u, which is irreducible for almost all u ∈ C
(see Remark 4.1), with itself, and by using a version of Schur’s lemma for (g,K)-modules.
By restricting the above equation to the n-th isotypic component, one thus gets the relation
cn(u)cn(−u) = γ(u) for all even n ∈ Z (21)
as meromorphic functions.
Next, another scalar product on the space C∞(K)++ :=
{
f ∈ C∞(K)+| pn(f) = 0 ∀n ≤ 0
}
is needed.
For this, define
J˜(u) :=
1
c2(u)
Ju
for u ∈ C as a meromorphic family of operators. Then, on HP+,u(2) the operator J˜(u) is equal
to the identity for every u ∈ C and in particular J˜(1)|HP+,1 (2) equals id|HP+,1 (2).
Moreover, define the space C∞(K)+− :=
{
f ∈ C∞(K)+| pn(f) = 0 ∀n ≥ 0
}
.
The representation P+,1 is irreducible on the spaces C∞(K)++ and C∞(K)+− (see [32],
Chapter 5.6).
Lemma 4.12.
(a) J˜(−u) ◦ J˜(u) = J˜(u) ◦ J˜(−u) = id as a meromorphic family.
(b) J˜(u) is regular at u = −1 and
ker
(
J˜(−1)
) ∩ C∞(K)++ = ker(J˜(−1)) ∩ C∞(K)+− = {0}.
Furthermore, J˜(−1) is an intertwining operator of P+,−1 with P+,1.
(c) J˜(u)|C∞(K)++⊕C∞(K)+− is regular at u = 1.
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Proof:
For all n ∈ Z and all u ∈ C,
J˜(−u) ◦ J˜(u)|HP+,u (n)
(20)
=
γ(u)
c2(u)c2(−u) · id|HP+,u (n)
(21)
= id|HP+,u (n)
and thus,
J˜(−u) ◦ J˜(u) = J˜(u) ◦ J˜(−u) = id
for u ∈ C as a meromorphic family and (a) follows.
Because the mapping u 7→ J˜(u) is an operator-valued meromorphic function for u ∈ C, one
can represent it locally as a Laurent series in −1 with finite principal part and operators as
coefficients in the following way:
J˜(u) =
∞∑
k=k0
Lk(u+ 1)
k on C∞(K)+
for operators Lk going from C
∞(K)+ to C∞(K)+ for k ≥ k0 and where k0 ∈ Z is the smallest
number such that Lk0 6= 0.
Then, one gets
Lk0 = lim
u→1
(−u+ 1)−k0 J˜(−u) = lim
u→1
(−u+ 1)−k0 J−u
c2(−u) (22)
and thus, as a limit of intertwining operators, Lk0 is an intertwining operator of P+,−1 with
P+,1. Now, it shall first be shown that
ker(Lk0) ∩ C∞(K)++ = ker(Lk0) ∩ C∞(K)+− = {0}. (23)
Since HP+,1(n) = HP+,−1(n),
Lk0 |HP+,1 (n) = an · id|HP+,1 (n) for an := limu→1
cn(−u)
c2(−u) (−u+ 1)
−k0 .
As C∞(K)++ =
⊕
n∈Z>0
n even
HP+,1(n) and C∞(K)+− =
⊕
n∈Z<0
n even
HP+,1(n), for (23) it has to be shown
that an 6= 0 for all even n ∈ Z \ {0}.
By (21), one has
cn(u)cn(−u)
c2(−u) =
γ(u)
c2(−u) ,
i.e. the left hand side does not depend on n. So, the order of the pole for the limit for u→ 1
has to be the same for every n ∈ Z. But as cn(1) = 0 for n 6= 0 and c0(1) 6= 0 by (16), c0(−1)
has to be 0 in order to get the same order of the pole for n = 0 and n 6= 0. It follows that
a0 = 0. As k0 was chosen such that Lk0 6= 0, there has to exist 0 6= n ∈ Z with an 6= 0.
Furthermore, from (14) one can conclude that Juf = Juf for all u ∈ C with Reu > 0.
By extending meromorphically, this holds for all u ∈ C and, by regarding the n-th isotypic
component, one can deduce that cn(u) = c−n(u). Hence, one gets for every n ∈ Z and every
73
u ∈ R that cn(u) = c−n(u). This means that there also exists an integer n1 > 0 such that
an1 6= 0 6= a−n1 . Therefore,
Lk0 |HP+,1 (n1) = an1 · id|HP+,1 (n1) 6= 0 6= a−n1 · id|HP+,1 (−n1) = Lk0 |HP+,1 (−n1)
and thus,
Im
(
Lk0 |HP+,1 (n1)
)
⊂ HP+,1(n1) ⊂ C∞(K)++ and
Im
(
Lk0 |HP+,1 (−n1)
)
⊂ HP+,1(−n1) ⊂ C∞(K)+−.
So, in particular Im (Lk0)∩C∞(K)++ 6= {0} 6= Im (Lk0)∩C∞(K)+−. Since P+,1 is irreducible
on C∞(K)++ and on C∞(K)+−, one gets
Im (Lk0) ∩ C∞(K)++ = C∞(K)++ and Im (Lk0) ∩ C∞(K)+− = C∞(K)+−,
where the completions are regarded in the spaces C∞(K)++ and C∞(K)+−, respectively.
Hence, HP+,1(n) ⊂ Im (Lk0) for all even n 6= 0. Since Lk0 |HP+,1 (n) = an · id|HP+,1 (n), one
therefore gets an 6= 0 for every even n 6= 0 and thus, (23) follows.
One can now conclude that k0 = 0:
Because
Lk0 |HP+,1 (2) = limu→1
(−u+ 1)−k0 · id|HP+,1 (2)
does not have any poles, k0 6> 0, and as it does not have any zeros, k0 6< 0.
Hence,
Lk0 = lim
u→1
J˜(−u) = J˜(−1)
and thus, (b) follows by (23) and as Lk0 intertwines P+,−1 with P+,1.
Now, by (b), J˜(u) is regular at u = −1. As by (a), one has J˜(−1) ◦ J˜(1) = J˜(1) ◦ J˜(−1) = id
and since by (b) the operator J˜(−1) is nowhere equal to 0 on C∞(K)++ ⊕ C∞(K)+−, the
operator J˜(u) has to be regular on C
∞(K)++ ⊕C∞(K)+− at u = 1 as well and (c) is shown.
J˜(1) is not identically 0 on the space C
∞(K)++, because it equals the identity on
HP+,1(2). Thus, regard the operator J˜(1) on the space C∞(K)++. This operator is injec-
tive, since for every f ∈ C∞(K)++ with J˜(1)(f) = 0, one gets by Lemma 4.12(a) that
0 = J˜(−1) ◦ J˜(1)(f) = id(f) = f .
Now, define for all functions f1, f2 ∈ C∞(K)++,
〈f1, f2〉(1) :=
〈
J˜(1)f1, f2
〉
L2(K)
.
Furthermore, choose f˜1 in such a way that J˜(−1)
(
f˜1
)
= f1. Then, by Lemma 4.12,
〈f1, f2〉(1) =
〈
f˜1, f2
〉
L2(K)
(24)
since the scalar product does not depend on the choice of f˜1:
It is possible to add an element f˜ker ∈ ker
(
J˜(−1)
)
to the function f˜1. But by the above
Lemma 4.12(b), one has ker
(
J˜(−1)
) ∩ C∞(K)++ = ker(J˜(−1)) ∩ C∞(K)+− = {0} and
therefore, f˜ker ∈
{
f ∈ C∞(K)+| pn(f) = 0 ∀n 6= 0
}
. Thus, the function f˜ker is orthogonal to
f2 ∈ C∞(K)++ =
{
f ∈ C∞(K)+| pn(f) = 0 ∀n ≤ 0
}
and the scalar product stays the same.
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Lemma 4.13.
〈·, ·〉(1) is an invariant positive definite scalar product.
Proof:
〈·, ·〉(1) is hermitian:
Like above for 〈·, ·〉u, this is straightforward.
〈·, ·〉(1) is invariant:
Let f1, f2 ∈ C∞(K)++ and choose f˜1 such that J˜(−1)
(
f˜1
)
= f1.
Then, as J˜(−1) intertwines P+,−1 and P+,1 by Lemma 4.12(b), for every g ∈ G,
J˜(−1)
(
P+,−1(g)f˜1
)
= P+,1(g) ◦ J˜(−1)
(
f˜1
)
= P+,1(g)f1.
Hence, one can choose
˜P+,1(g)f1 := P+,−1(g)f˜1.
Since by Lemma 4.3 for all g ∈ G the operator (P+,1(g))−1 is the adjoint operator of P+,−1(g)
with respect to the usual L2(K)-scalar product, one gets for every g ∈ G,〈P+,1(g)f1,P+,1(g)f2〉(1) = 〈 ˜P+,1(g)f1,P+,1(g)f2〉L2(K)
=
〈
P+,−1(g)f˜1,P+,1(g)f2
〉
L2(K)
=
〈
f˜1, f2
〉
L2(K)
= 〈f1, f2〉(1).
〈·, ·〉(1) is positive definite:
cn(u)
c2(u)
> 0 for every u ∈ (0, 1), since
cn(u)
c2(u)
=
cn(u)
c0(u)
· c0(u)
c2(u)
> 0
by (18) of the beginning of this subsection. Hence, its limit lim
u→1
cn(u)
c2(u)
is larger or equal to 0
as well. Therefore, similarly as above for 〈·, ·〉u, for every n ∈ N∗ := N \ {0} and for every
f1 ∈ HP+,1(n), one gets
〈f1, f1〉(1) =
〈
J˜(1)f1, f1
〉
L2(K)
= lim
u→1
cn(u)
c2(u)
〈f1, f1〉L2(K) ≥ 0
from the argument above and since HP+,1(n) = HP+,u(n) for every u ∈ (0, 1). Moreover,
because of the injectivity of J˜(1)
f1 = 0 ⇐⇒ J˜(1)f1 = 0 ⇐⇒ lim
u→1
cn(u)
c2(u)
f1 = 0,
which means that lim
u→1
cn(u)
c2(u)
> 0. Hence,
〈f1, f1〉(1) = 0 ⇐⇒ 〈f1, f1〉L2(K) = 0 ⇐⇒ f1 = 0.
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Like in (19), one can prove that the algebraic direct sum
⊕
n∈N∗
HP+,1(n) is orthogonal with
respect to 〈·, ·〉(1). Due to this and as the direct sum is dense in C∞(K)++, the positive
definiteness everywhere is shown.
The completion of the space C∞(K)++ with respect to this scalar product gives a
Hilbert space which will be called H(1).
The same procedure can be accomplished for C∞(K)+− =
{
f ∈ C∞(K)+| pn(f) = 0 ∀n ≥ 0
}
:
Here, define the operator J˜[u] as
J˜[u] :=
1
c−2(u)
Ju
for u ∈ (0, 1) as a meromorphic family of operators. Like above, it can be shown that J˜[u] is
regular at u = 1 on C∞(K)+− and is not identically 0 there.
Thus, define again for all f1, f2 ∈ C∞(K)+−,
〈f1, f2〉[1] :=
〈
J˜[1]f1, f2
〉
L2(K)
.
This is another invariant positive definite scalar product. The completion of the space
C∞(K)+− with respect to this scalar product gives a Hilbert space called H[1].
4.2.2 Description of the irreducible unitary representations
Now, some convenient realizations for the spectrum of SL(2,R) shall be provided.
The spectrum Ĝ of G = SL(2,R) consists of the following representations:
1. The principal series representations:
(a) P+,iv for v ∈ [0,∞).
(b) P−,iv for v ∈ (0,∞).
See Section 4.1 above for the definitions.
2. The complementary series representations Cu for u ∈ (0, 1):
The Hilbert space HCu is defined by
HCu := L2(K)+
and the action is given by
Cu(g) := Ku ◦ P+,u(g) ◦K−1u
for all g ∈ G, where here again P+,u(g) is meant in the following way: One considers
the restriction of P+,u(g) to C∞(K)+ and then continuously extends it to the space Hu
(see the definition of Hu in Section 4.2.1).
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3. The discrete series representations:
(a) D+m for odd m ∈ N∗:
(i) D+1 :
The Hilbert space HD+1 is given by
HD+1 := H(1)
defined in Section 4.2.1. The action is given by
D+1 := P+,1.
Here again, as well as in all the definitions in this subsection, the represen-
tation P+,u for the different values u ∈ C is meant as described above: One
restricts it to the respective subspace of L2(K) and then continuously extends
it to the respective Hilbert space.
(ii) D+m for odd m ∈ N≥3:
As a Hilbert spaceHD+m for D+m for odd m ∈ N≥3, one can take the completion
of the space {
f ∈ C∞(K)+| pn(f) = 0 ∀n ≤ m− 1
}
with respect to an appropriate scalar product, and as the action, one can take
D+m := P+,m.
With this realization, the Hilbert spaces HD+m for odd m ∈ N≥3 depend on
m. But as all of them are infinite-dimensional and separable, one can identify
them if one conjugates the respective G-action. So, fix an infinite-dimensional
separable Hilbert spaceHD. The G-action is not needed for the determination
of C∗(G).
(b) D−m for odd m ∈ N∗:
(i) D−1 :
The Hilbert space HD−1 is given by
HD−1 := H[1]
defined in Section 4.2.1 above and the action is given by
D−1 := P+,1.
(ii) D−m for odd m ∈ N≥3:
Similarly as for D+m, as a Hilbert space HD−m for D−m for odd m ∈ N≥3, one
can take the completion of the space{
f ∈ C∞(K)+| pn(f) = 0 ∀n ≥ −m+ 1
}
with respect to an appropriate scalar product, and as the action, one can take
D−m := P+,m.
Again, the Hilbert spaces depend on m. One identifies them and takes the
common infinite-dimensional separable Hilbert space HD fixed in (a)(ii).
Again, the G-action is not needed for the determination of C∗(G).
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(c) D+m for even m ∈ N∗:
As a Hilbert space HD+m for D+m for even m ∈ N∗, one can take the completion of
the space {
f ∈ C∞(K)−| pn(f) = 0 ∀n ≤ m− 1
}
with respect to an appropriate scalar product, and as the action, one can take
D+m := P−,m.
Again, the Hilbert spaces are identified and one takes the common infinite-
dimensional separable Hilbert space HD, as in (a)(ii).
(d) D−m for even m ∈ N∗:
As a Hilbert space HD−m for D−m for even m ∈ N∗, one can take the completion of
the space {
f ∈ C∞(K)−| pn(f) = 0 ∀n ≥ −m+ 1
}
with respect to an appropriate scalar product, and as the action, one can take
D−m := P−,m.
Here again, the Hilbert spaces are identified and one takes the common Hilbert
space HD, as in (a)(ii).
4. The limits of the discrete series:
(a) D+:
The Hilbert space HD+ is defined by
HD+ :=
{
f ∈ L2(K)−| pn(f) = 0 ∀n ≤ 0
}
and the action is given by
D+ := P−,0.
(b) D−:
The Hilbert space HD− is defined by
HD− :=
{
f ∈ L2(K)−| pn(f) = 0 ∀n ≥ 0
}
and the action is given by
D− := P−,0.
5. The trivial representation F1:
Its Hilbert space HF1 = C will be identified with the space of constant functions{
f ∈ L2(K)+| pn(f) = 0 ∀n 6= 0
}
.
Here, the action is given by
F1(g) := id
for all g ∈ G. One also has
F1 = P+,−1,
as ν−1 + ρ = 0 and every f ∈ HF1 is a constant function.
78
A discussion of all irreducible representations of SL(2,R) without scalar products can be
found in [32], Chapter 5.6. But as the scalar products in this thesis are shown to be unitary
and invariant and as such scalar products are uniquely determined, they are the correct ones.
In [20], Chapter II.5, a different realization of the discrete series representations that is not
used in this work can be found. An alternative description of all irreducible unitary represen-
tations can be found in [22], Chapter 6.6.
Remark 4.14.
HP−,0 ∼= HD+ ⊕HD− .
Remark 4.15.
By the definition of the operator Ku by means of its value on the space HP+,u, one can easily
verify that pn also projects HCu to its n-th isotypic component HCu(n) for every n ∈ Z.
Furthermore, for every irreducible unitary representation pi of G, the operator pn leaves the
above defined Hilbert space Hpi invariant, since all of the Hilbert spaces are completions of the
space C∞(K) fulfilling pn-cancellation properties for certain n ∈ Z.
Hence, for every n ∈ Z and for every irreducible unitary representation pi of G, the operator
pn is the projection of Hpi to the n-th isotypic component Hpi(n).
4.2.3 The SL(2,R)-representations applied to the Casimir operator
In order to be able to describe the topology on Ĝ, the above listed representations applied to
the Casimir operator will now be computed.
Lemma 4.16.
Applied to the Casimir operator normalized as in Section 4.1, the representations P±,u for
u ∈ C give the following:
P±,u(C ) = 1
4
(
u2 − 1) · id.
Proof:
Following the discussion about the Casimir operator in Section 4.1, one can write P±,u(C ) as
P±,u(C ) = P±,u(X3)2 − P±,u(X3) + P±,u(X1)P±,u(X2).
First regard P±,u(X3). For this, let f ∈ C∞(K)± and let k = id for the moment. Then,
P±,u(X3)(f)(id) = d
dt
∣∣∣
t=0
P±,u(exp(tX3))(f)(id),
and, as tX3 ∈ a, this gives
d
dt
∣∣∣
t=0
e−(νu+ρ)(−tX3)f(id) =
(
(νu + ρ)(X3)e
(νu+ρ)(tX3)f(id)
)∣∣∣
t=0
= (νu + ρ)(X3)f(id)
=
1
2
(u+ 1)f(id).
Thus, one can deduce that P±,u(X3)2(f)(id) = 14(u+ 1)2f(id).
Next, regard P±,u(X1). Again, let f ∈ C∞(K)± and k = id. Then, since exp(tX1) ∈ N for
every t ∈ R, one gets
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P±,u(X1)(f)(id) = d
dt
∣∣∣
t=0
P±,u(exp(tX1))(f)(id)
=
d
dt
∣∣∣
t=0
f(id) = 0.
Hence, P±,u(X1)P±,u(X2)(f)(id) = 0 as well.
Therefore,
P±,u(C )(f)(id) = 1
4
(u+ 1)2f(id)− 1
2
(u+ 1)f(id) =
1
4
(
u2 − 1)f(id).
Now, to show this equality for general k ∈ K, one uses the above stated fact that
P±,u(g) ◦ P±,u(C ) = P±,u(C ) ◦ P±,u(g) ∀g ∈ G.
So, let k ∈ K. Then, for every f ∈ C∞(K)±, on the one hand,
P±,u(C ) ◦ P±,u(k−1)(f)(id) = P±,u(k−1) ◦ P±,u(C )(f)(id)
= P±,u(C )(f)(k).
On the other hand,
P±,u(C ) ◦ P±,u(k−1)(f)(id) = 1
4
(
u2 − 1)P±,u(k−1)(f)(id)
=
1
4
(
u2 − 1)f(k).
Thus,
P±,u(C )(f)(k) = 1
4
(
u2 − 1)f(k),
as desired.
From Lemma 4.16, one can deduce for the irreducible unitary representations of SL(2,R)
listed above:
1. P±,iv(C ) = 14
(− v2 − 1) · id ∀v ∈ [0,∞),
2. Cu(C ) = Ku ◦ 14
(
u2 − 1) · id ◦K−1u = 14(u2 − 1) · id ∀u ∈ (0, 1),
3. D±m(C ) = 14
(
m2 − 1) · id ∀m ∈ N∗,
4. D±(C ) = 14(0− 1) · id = −14 · id and
5. F1(C ) = 14
(
(−1)2 − 1) · id = 0.
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4.2.4 The topology on ̂SL(2,R)
With the help of the computations above, it is now possible to describe the topology on Ĝ.
Proposition 4.17.
The topology on Ĝ can be characterized in the following way:
1. For all sequences (vj)j∈N and all v in [0,∞),
P+,ivj j→∞−→ P+,iv ⇐⇒ vj j→∞−→ v.
2. For all sequences (vj)j∈N and all v in (0,∞),
P−,ivj j→∞−→ P−,iv ⇐⇒ vj j→∞−→ v.
For all sequences (vj)j∈N in [0,∞),
P−,ivj j→∞−→ {D+,D−} ⇐⇒ vj j→∞−→ 0.
3. For all sequences (uj)j∈N and all u in (0, 1),
Cuj j→∞−→ Cu ⇐⇒ uj j→∞−→ u.
For all sequences (uj)j∈N in (0, 1),
Cuj j→∞−→ P+,0 ⇐⇒ uj j→∞−→ 0.
For all sequences (uj)j∈N in (0, 1),
Cuj j→∞−→ {D+1 ,D−1 ,F1} ⇐⇒ uj j→∞−→ 1.
All other sequences (pij)j∈N can only converge if they fulfill one of the following conditions:
(a) They are constant for large j ∈ N. In that case, they have one single limit point, namely
the value they take for large j.
(b) For large j ∈ N, they are one of the sequences listed above. Then, they converge in the
way described above.
(c) For large j ∈ N, the sequence consists only of members P+,ivj and Cuj . Then, it converges
to P+,0 if and only if vj j→∞−→ 0 as well as uj j→∞−→ 0 (compare 1. for v = 0 and the second
part of 3. above).
(d) For large j ∈ N, the sequence consists only of members Cuj and D+1 . Then, it converges
to D+1 if and only if uj
j→∞−→ 1 (compare the third part of 3. above).
(e) For large j ∈ N, the sequence consists only of members Cuj and D−1 . Then, it converges
to D−1 if and only if uj
j→∞−→ 1 (compare the third part of 3. above).
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(f) For large j ∈ N, the sequence consists only of members Cuj and F1. Then, it converges to
F1 if and only if uj j→∞−→ 1 (compare the third part of 3. above).
(g) For large j ∈ N, the sequence consists only of members P−,ivj and D+. Then, it converges
to D+ if and only if vj j→∞−→ 0 (compare the second part of 2. above).
(h) For large j ∈ N, the sequence consists only of members P−,ivj and D−. Then, it converges
to D− if and only if vj j→∞−→ 0 (compare the second part of 2. above).
Proof:
If a sequence of representations (pij)j∈N converges to a representation pi, the sequence(
pij(C )
)
j∈N has to converge to pi(C ) as well. By the observations of Section 4.2.3, the left
hand side thus implies the right hand side in all cases.
Now, for the other implication, it will first be shown that for a sequence (uj)j∈N in C, u ∈ C
and for every compact set K˜ ⊂ G,
uj
j→∞−→ u =⇒ sup
g∈K˜
∥∥P±,uj (g)− P±,u(g)∥∥
op
j→∞−→ 0. (25)
One has
sup
g∈K˜
∥∥P±,uj (g)− P±,u(g)∥∥2
op
= sup
g∈K˜
sup
f∈L2(K)±
‖f‖2=1
∫
K
∣∣P±,uj (g)(f)(k)− P±,u(g)(f)(k)∣∣2dk
= sup
g∈K˜
sup
f∈L2(K)±
‖f‖2=1
∫
K
∣∣∣e−νujH(g−1k) − e−νuH(g−1k)∣∣∣2e−2ρH(g−1k)∣∣∣f(κ(g−1k))∣∣∣2dk.
For g ∈ K˜ and k ∈ K, g−1k is also contained in a compact set and therefore, H(g−1k) is
contained in a compact set as well. As
H
(
g−1k
)
=
(
h(g−1k) 0
0 −h(g−1k)
)
for h(g−1k) ∈ R,
there is a compact set I ⊂ R such that h(g−1k) ∈ I for all g ∈ K˜ and all k ∈ K. Hence,
sup
g∈K˜
sup
f∈L2(K)±
‖f‖2=1
∫
K
∣∣∣e−νujH(g−1k) − e−νuH(g−1k)∣∣∣2e−2ρH(g−1k)∣∣∣f(κ(g−1k))∣∣∣2dk
≤ sup
x∈I
∣∣∣e−ujx − e−ux∣∣∣2 sup
g∈K˜
sup
f∈L2(K)±
‖f‖2=1
∫
K
e−2ρH(g
−1k)
∣∣∣f(κ(g−1k))∣∣∣2dk
Lemma 4.2
= sup
x∈I
∣∣∣e−ujx − e−ux∣∣∣2 sup
f∈L2(K)±
‖f‖2=1
‖f‖2L2(K)
= sup
x∈I
∣∣∣e−ujx − e−ux∣∣∣2 j→∞−→ 0.
Therefore, (25) follows.
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From this, one can easily deduce that for a sequence (uj)j∈N in C and u ∈ C,
uj
j→∞−→ u =⇒ P±,uj j→∞−→ P±,u (26)
in the sense of convergence of matrix coefficients described in Theorem 2.8. Hence, one has to
show that for some f ∈ HP±,u , there exists for every j ∈ N a function fj ∈ HP±,uj such that〈P±,uj (·)fj , fj〉HP±,uj j→∞−→ 〈P±,u(·)f, f〉HP±,u
uniformly on compacta.
Let f ∈ HP±,u = L2(K)± and choose fj := f ∈ L2(K)± = HP±,uj for all j ∈ N. Moreover,
let K˜ ⊂ G be compact. Then,
sup
g∈K˜
∣∣∣〈P±,uj (g)fj , fj〉L2(K) − 〈P±,u(g)f, f〉L2(K)∣∣∣
= sup
g∈K˜
∣∣∣〈(P±,uj (g)− P±,u(g))f, f〉
L2(K)
∣∣∣
≤ sup
g∈K˜
∥∥P±,uj (g)− P±,u(g)∥∥
op
‖f‖2L2(K)
j→∞−→ 0,
by (25). Therefore, Claim (26) is shown, which directly yields the inverse implications of 1.
and 2. (using that HD+ ,HD− ⊂ HP−,iv for all v ∈ (0,∞)).
Next, it will be shown that〈
Ku ◦ P+,u(g) ◦K−1u f, f
〉
L2(K)
=
〈P+,u(g)f, f〉
L2(K)
(27)
for n˜ ∈ Z, u ∈ (0, 1), g ∈ G and f ∈ HP+,u(n˜).
So, let n˜ ∈ Z, u ∈ (0, 1), g ∈ G and f ∈ HP+,u(n˜). Then,
Kuf = dn˜(u)f and K
−1
u f =
1
dn˜(u)
f.
Since Ku is self-adjoint with respect to the usual L
2(K)-scalar product, one gets〈
Ku ◦ P+,u(g) ◦K−1u f, f
〉
L2(K)
=
〈P+,u(g) ◦K−1u f,Ku ◦ f〉L2(K)
=
dn˜(u)
dn˜(u)
〈P+,u(g)f, f〉
L2(K)
=
〈P+,u(g)f, f〉
L2(K)
and (27) follows.
For the inverse implications of 3., one uses Equality (27) to be able to express the
matrix coefficients
〈
pi(g)f, f
〉
Hpi for a representation pi ∈ Ĝ as
〈P+,u(g)f, f〉
L2(K)
. Then, by
(26) for fj = f , one gets the convergences needed:
So first, it has to be shown that for a sequence (uj)j∈N in (0, 1) and u ∈ (0, 1),
uj
j→∞−→ u =⇒ Cuj j→∞−→ Cu in Ĝ. (28)
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For this, let f ∈ HP+,u(0) = HP+,uj (0). Furthermore, choose fj := f for all j ∈ N. Then,
letting K˜ ⊂ G compact, by (27) one gets
sup
g∈K˜
∣∣∣〈Cuj (g)fj , fj〉L2(K) − 〈Cu(g)f, f〉L2(K)∣∣∣
= sup
g∈K˜
∣∣∣〈Kuj ◦ P+,uj (g) ◦K−1uj f, f〉L2(K) − 〈Ku ◦ P+,u(g) ◦K−1u f, f〉L2(K)∣∣∣
= sup
g∈K˜
∣∣∣〈P+,uj (g)f, f〉L2(K) − 〈P+,u(g)f, f〉L2(K)∣∣∣ j→∞−→ 0
by (26). Therefore, (28) follows.
The same reasoning is valid if one regards u = 0 and P+,0 instead of Cu. Thus,
uj
j→∞−→ 0 =⇒ Cuj j→∞−→ P+,0 in Ĝ.
Now, it still needs to be proved that for a sequence (uj)j∈N in (0, 1),
uj
j→∞−→ 1 =⇒ Cuj j→∞−→ {D+1 ,D−1 ,F1} in Ĝ. (29)
First, the convergence to D+1 will be regarded:
For this, let f ∈ HP+,1(2). Then, f ∈ HD+1 and J˜(1)f = f . By Lemma 4.12(a) and with the
notation used in (24), f˜ = J˜(1) ◦ J˜(−1)f˜ = J˜(1)f = f . Thus, by (24),〈D+1 (g)f, f〉(1) = 〈P+,1(g)f, f〉(1) = 〈f,P+,1(g)f〉(1) = 〈f˜ ,P+,1(g)f〉L2(K)
=
〈
f,P+,1(g)f〉
L2(K)
=
〈P+,1(g)f, f〉
L2(K)
.
Now, choose fj := f for all j ∈ N. Hence, fj = f ∈ HCuj (2).
Using (27) and (26) again, one gets for compact K˜ ⊂ G,
sup
g∈K˜
∣∣∣〈Cuj (g)fj , fj〉L2(K) − 〈D+1 (g)f, f〉(1)∣∣∣
= sup
g∈K˜
∣∣∣〈P+,uj (g)f, f〉L2(K) − 〈P+,1(g)f, f〉L2(K)∣∣∣ j→∞−→ 0.
The proof of the convergence of
(Cuj)
j∈N to D−1 for uj
j→∞−→ 1 is similar. One only has to
choose f ∈ HP+,1(−2).
For F1, let f ∈ HP+,1(0). Then, f is a constant function and therefore, with Lemma 4.2,〈P+,1(g)f, f〉
L2(K)
=
∫
K
e−2ρH(g
−1k)
∣∣∣f(κ(g−1k))∣∣∣2dk = ‖f‖2L2(K)
=
∫
K
|f(k)|2dk = 〈P+,−1(g)f, f〉
L2(K)
=
〈F1(g)f, f〉L2(K).
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Again, choose fj := f for all j ∈ N. As above, letting K˜ ⊂ G compact, with (27) and (26)
one gets
sup
g∈K˜
∣∣∣〈Cuj (g)fj , fj〉L2(K) − 〈F1(g)f, f〉L2(K)∣∣∣
= sup
g∈K˜
∣∣∣〈P+,uj (g)f, f〉L2(K) − 〈P+,1(g)f, f〉L2(K)∣∣∣ j→∞−→ 0,
and (29) is shown.
This yields the inverse implications of 3. and thus, the inverse implication is shown for every
case.
At the end, it still has to be shown that there are no other possibilities of conver-
gence than the ones listed in Proposition 4.17. For this, one needs some preliminaries.
First, one can observe that if a sequence of representations (pij)j∈N converges to a representa-
tion pi, then for all n with Hpi(n) 6= {0}, there exists an integer J ∈ N such that Hpij (n) 6= {0}
for all j ≥ J .
To show this, choose f ∈ Hpi in such a way that its projection to the n-th isotypic component
pn(f) =: f
n is non-zero. Furthermore, let (fj)j∈N be a sequence with fj ∈ Hpij for every j ∈ N
such that the sequence of matrix coefficients
(〈
pij(·)fj , fj
〉
Hpij
)
j∈N
converges uniformly on
compacta to
〈
pi(·)f, f〉Hpi . Then, there is a g ∈ G such that 〈pi(g)fn, fn〉Hpi is non-zero and,
defining fnj the projection to the n-th isotypic component of fj , it can be shown that the
sequence
(〈
pij(g)f
n
j , f
n
j
〉
Hpij
)
j∈N
converges to
〈
pi(g)fn, fn
〉
Hpi . Therefore, f
n
j 6= 0 for large
j ∈ N and the claim is shown.
So, in particular, if (pij)j∈N converges to pi 6= 0, then for large j ∈ N, there has to be a
common K-type for (pij)j large and pi, i.e. an n ∈ Z such that Hpi(n) 6= {0} and Hpij (n) 6= {0}
for large j. (?)
Now, by Remark 4.5, the representations F1, D±m for odd m ∈ N∗, Cu for u ∈ (0, 1)
and P+,iv for v ∈ [0,∞) are even, while the representations D+, D−, D±m for even m ∈ N∗
and P−,iv for v ∈ (0,∞) are odd. With the result shown above, this leads to the fact that the
set of representations
{F1, D±m, Cu, P+,iv| odd m ∈ N∗, u ∈ (0, 1), v ∈ [0,∞)} is separated
from the set
{D+, D−, D±m, P−,iv| even m ∈ N∗, v ∈ (0,∞)}.
First, regard the first set of representations.
If a sequence
(P+,ivj)
j∈N for vj ∈ [0,∞) converges,
(P+,ivj (C ))
j∈N =
(
1
4
(− v2j − 1) · id)
j∈N
converges as well and thus, the sequence (vj)j∈N has to converge. This sequence can only
converge to v ∈ [0,∞), which implies, as seen above, that lim
j→∞
P+,ivj = P+,iv. So, the
convergence indicated in 1. is the only possible one for
(P+,ivj)
j∈N.
With the same reasoning, if a sequence
(Cuj)
j∈N converges, there are three possibilities
for the sequence (uj)j∈N: It can converge to u ∈ (0, 1), to 0 or to 1, which are the three
possibilities listed in 3.
Moreover, the three sets of representations {F1},
{D+m| m ∈ N∗} and {D−m| m ∈ N∗} can be
separated from each other, since they do not have any common non-zero K-type. Further-
more, as the values, that the representations D+m and D−m for m ∈ N∗ take on the Casimir
operator, form discrete sets, the representations D+m1 and D+m2 and the representations D−m1
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and D−m2 , respectively, can be separated from each other for every m1 6= m2 ∈ N∗. Again,
due to the values on the Casimir operator,
{D+m| m ∈ N>1} and {D−m| m ∈ N>1} can be
isolated from all the other representations.
For these reasons, sequences (pij)j∈N with elements in
{D+m| m ∈ N∗} or {D−m| m ∈ N∗} can
only converge if they are constant for large k and in this case, they have one single limit.
Now, considering other sequences (pij)j∈N of representations in the set of even representations
given above, one has to regard again the value they take on the Casimir operator. Further-
more, taking into account (?) and the fact that HD+1 ∩HD−1 = HD+1 ∩HF1 = HD−1 ∩HF1 = {0},
it is obvious that a sequence which is neither constant for large j nor one of the sequences
listed in 1. to 3. for large j, has to fulfill Property (c), (d), (e) or (f) in order to converge.
That the convergence is achieved in these cases, can be deduced from the proof given above
for 1. and 3.
Cases (a) and (b) are clear.
Moreover, regarding the second set of representations, with the same argumentation as
above for P+,iv, if a sequence (P−,ivj)
j∈N converges, then (vj)j∈N converges as well, either to
v ∈ (0,∞) or to 0. This means that (P−,ivj)
j∈N can only converge to a representation P−,iv
or to
{D+,D−}.
Again, a converging sequence in
{D+m| m ∈ N∗ even} or {D−m| m ∈ N∗ even} has to be
constant and it has one single limit point.
As for the set of even representations, since HD+ ∩HD− = {0} and by (?), the only possibility
of convergence for a sequence of representations that is neither constant for large j nor one
of the sequences listed in 1. to 3. for large j, is to fulfill Property (g) or (h). Also, it can be
deduced from the above proof for 2. that in this case, convergence is indeed achieved.
Again, Cases (a) and (b) are clear.
Hence, the given ones are all possibilities for sequences of irreducible unitary representations
of G to converge.
4.2.5 Definition of subsets Γi of the spectrum
Now, the spectrum will be divided into different subsets which are thereafter proved to meet
the requirements of the norm controlled dual limit conditions of Definition 1.1.
Define
Γ0 :=
{F1},
Γ1 :=
{D+1 },
Γ2 :=
{D−1 },
Γ3 :=
{D+},
Γ4 :=
{D−},
Γ5 :=
{D±m| m ∈ N>1},
Γ6 :=
{P+,iv| v ∈ [0,∞)},
Γ7 :=
{P−,iv| v ∈ (0,∞)} and
Γ8 :=
{Cu| u ∈ (0, 1)}.
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Obviously, all the sets Γi for i ∈ {0, ..., 8} are Hausdorff. The sets
Si :=
⋃
j∈{0,...,i}
Γj
are closed and the set S0 = Γ0 consists of all the characters of G = SL(2,R). In addition, as
defined in Section 4.2.2, for every i ∈ {0, ..., 8}, there exists one common Hilbert space Hi
that all the representations in Γi act on.
Therefore, Condition 1 of Definition 1.1 is fulfilled.
As every connected real linear semisimple Lie group meets the CCR-condition (see [9],
Theorem 15.5.6), Condition 2 of Definition 1.1 is fulfilled as well. Thus, Condition 3 remains
to be shown.
4.3 Condition 3(a)
For the proof of Condition 3(a) of Definition 1.1, as well as for the proof of Condition 3(b),
some preliminaries are needed.
Define the K×K-representation piK×K on the space VpiK×K := C∞0 (G) of compactly supported
C∞(G)-functions as
piK×K : K ×K → B
(
C∞0 (G)
)
,
piK×K(k1, k2)h(g) := h(k−11 gk2) ∀(k1, k2) ∈ K ×K ∀h ∈ C∞0 (G) ∀g ∈ G.
For all l, n ∈ Z,
VpiK×K (l, n) =
{
h ∈ C∞0 (G)
∣∣ piK×K(kϕ1 , kϕ2)h = eilϕ1+inϕ2h ∀ϕ1, ϕ2 ∈ [0, 2pi)}
=
{
h ∈ C∞0 (G)
∣∣ h(k−1ϕ1 gkϕ2) = eilϕ1+inϕ2h(g) ∀ϕ1, ϕ2 ∈ [0, 2pi)}.
Then, the algebraic direct sum
⊕
l,n∈Z
VpiK×K (l, n) is dense in VpiK×K = C
∞
0 (G) with respect
to the L1(G)-norm and as ‖ · ‖C∗(G) ≤ ‖ · ‖L1(G) on L1(G), it is dense with respect to the
C∗(G)-norm as well. C∞0 (G) in turn is dense in C∗(G). Hence, the algebraic direct sum⊕
l,n∈Z
VpiK×K (l, n) is also dense in C
∗(G).
Let pl,n be the projection going from VpiK×K to VpiK×K (l, n) defined in the following way:
For h ∈ VpiK×K = C∞0 (G) and g ∈ G,
pl,n(h)(g) :=
1
|K|2
∫
K×K
h
(
kϕ1gk
−1
ϕ2
)
eilϕ1einϕ2d
(
kϕ1 , kϕ2
)
.
Due to the density discussed above and to the Corollaries 7.4 and 7.5 in the appendix, instead
of dealing with a general element a ∈ C∗(G), the calculations in Sections 4.3 and 4.4 can be
accomplished with a function h ∈ C∞0 (G) fulfilling h = pl,−n(h) for some integers l, n ∈ Z.
Lemma 4.18.
For f ∈ L2(K)+ and h ∈ C∞0 (G) with h = pl,−n(h) for l, n ∈ Z, one gets
P+,u(h)(f) = P+,u(h)(pn(f)) = pl(P+,u(h)(pn(f))) ∀u ∈ C.
Furthermore, if h 6= 0, the integers l and n must be even.
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Proof:
First, one gets for kψ ∈ K,∫
K
e−inϕP+,u(kϕ)f(kψ)dkϕ = ∫
K
e−inϕf
(
k−1ϕ kψ
)
dkϕ
=
∫
K
ein(ϕ−ψ)f
(
kϕ
)
dkϕ
= e−inψ
∫
K
einϕf
(
kϕ
)
dkϕ = |K| pn(f)
(
kψ
)
.
Therefore,
P+,u(h)(f) =
∫
G
h(g)P+,u(g)fdg
=
∫
G
pl,−n(h)(g)P+,u(g)fdg
=
1
|K|2
∫
G
∫
K×K
h
(
kϕ1gk
−1
ϕ2
)
eilϕ1e−inϕ2d
(
kϕ1 , kϕ2
)P+,u(g)fdg
=
1
|K|2
∫
K×K
eilϕ1e−inϕ2
∫
G
h
(
kϕ1gk
−1
ϕ2
)P+,u(g)fdgd(kϕ1 , kϕ2)
=
1
|K|2
∫
K×K
eilϕ1e−inϕ2
∫
G
h(g)P+,u(k−1ϕ1 gkϕ2)fdgd(kϕ1 , kϕ2)
=
1
|K|2
∫
K
eilϕ1P+,u(k−1ϕ1 ) ∫
G
h(g)P+,u(g)
∫
K
e−inϕ2P+,u(kϕ2)fdkϕ2dgdkϕ1
=
1
|K|
∫
K
eilϕ1P+,u(k−1ϕ1 ) ∫
G
h(g)P+,u(g)(pn(f))dgdkϕ1
=
1
|K|
∫
K
eilϕ1P+,u(k−1ϕ1 )P+,u(h)(pn(f))dkϕ1
= pl
(
P+,u(h)(pn(f))).
From this equality, one can also immediately deduce that P+,u(h)(f) = P+,u(h)(pn(f)) by
replacing f by pn(f). Hence, the equalities of Lemma 4.18 are shown.
By these equalities and as f and P+,u(h)(pn(f)) are in L2(K)+, for h 6= 0, the integers l and
n must be even.
Now, the proof of Condition 3(a) of Definition 1.1 can be executed.
Condition 3(a) is obvious for the sets Γi for i ∈ {0, ..., 5}, as these are discrete sets.
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So, let vj , v ∈ [0,∞) and
(P+,ivj)
j∈N a sequence in Γ6 converging to P+,iv. Then, vj
j→∞−→ v.
Let h ∈ C∞0 (G) be supported in the compact set K˜ ∈ G. Hence, similarly as in the proof of
(25), there is a compact set I ⊂ R such that∥∥P+,ivj (h)− P+,iv(h)∥∥2
op
= sup
f∈L2(K)+
‖f‖2=1
∫
K
∣∣∣∣ ∫
K˜
h(g)
(
P+,ivj (g)(f)(k)− P+,iv(g)(f)(k)
)
dg
∣∣∣∣2dk
≤ sup
x∈I
∣∣∣e−ivjx − e−ivx∣∣∣2 sup
f∈L2(K)+
‖f‖2=1
∫
K
(∫
K˜
|h(g)| e−ρH(g−1k)
∣∣∣f(κ(g−1k))∣∣∣dg)2dk
Ho¨lder≤ sup
x∈I
∣∣∣e−ivjx − e−ivx∣∣∣2 ‖h‖2L2(G) sup
f∈L2(K)+
‖f‖2=1
∫
K
∫
K˜
e−2ρH(g
−1k)
∣∣∣f(κ(g−1k))∣∣∣2dgdk
Lemma 4.2
=
∣∣K˜∣∣ sup
x∈I
∣∣∣e−ivjx − e−ivx∣∣∣2 ‖h‖2L2(G) j→∞−→ 0, (30)
as vj
j→∞−→ v.
Because of the density of C∞0 (G) in C∗(G) and by Corollary 7.4 which can be found in the
appendix, one gets the desired convergence for a ∈ C∗(G).
The reasoning is the same for Γ7.
For Γ8, let uj , u ∈ (0, 1) and
(Cuj)
j∈N a sequence in Γ8 converging to Cu ∈ Γ8. Then,
uj
j→∞−→ u. Moreover, let h ∈ C∗(G) and let l, n ∈ Z such that h = pl,−n(h), as discussed at
the beginning of this subsection.
Let f ∈ L2(K)+ with ‖f‖L2(K) = 1.
Since K−1u˜ commutes with pn, by Lemma 4.18, one has for every u˜ ∈ (0, 1),
Cu˜(h)(f) = Ku˜ ◦ P+,u˜(h) ◦K−1u˜ (f) = Ku˜ ◦ pl
(
P+,u˜(h)
(
pn
(
K−1u˜ (f)
)))
= dl
(
u˜
)
pl
(
P+,u˜(h)
(
K−1u˜
(
pn(f)
)))
=
dl
(
u˜
)
dn
(
u˜
) pl(P+,u˜(h)(pn(f)))
=
√
cl
(
u˜)
cn
(
u˜
) P+,u˜(h)(f). (31)
Hence,
∥∥Cuj (h)− Cu(h)∥∥2
op
=
∥∥∥∥∥
√
cl(uj)
cn(uj)
P+,uj (h)−
√
cl(u)
cn(u)
P+,u(h)
∥∥∥∥∥
2
op
j→∞−→ 0, (32)
with the same reasoning as in (30) and since uj
j→∞−→ u.
Because of the density of C∞0 (G) in C∗(G) and with Corollary 7.4, one gets the desired
convergence for a ∈ C∗(G) and thus, the claim is also shown for Γ8.
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4.4 Condition 3(b)
Now, only Condition 3(b) remains to be shown. This is the most complicated part of the
proof of the conditions listed in Definition 1.1.
Remark 4.19.
The setting of a sequence (γj)j∈N in Γi converging to a limit set contained in Si−1 =
⋃
l<i
Γl
regarded in Condition 3(b) can only occur in the following cases:
(i) (γj)j∈N =
(P−,ivj)
j∈N is a sequence in Γ7 whose limit set is Γ3 ∪ Γ4 =
{D+,D−}.
(ii) (γj)j∈N =
(Cuj)
j∈N is a sequence in Γ8 whose limit set is
{P+,0} ⊂ Γ7.
(iii) (γj)j∈N =
(Cuj)
j∈N is a sequence in Γ8 whose limit set is Γ0 ∪Γ1 ∪Γ2 =
{F1,D+1 ,D−1 }.
For i ∈ {0, ..., 6}, the sets Γi are closed and thus, the regarded situation cannot appear for
sequences (γj)j∈N in Γi for i ∈ {0, ..., 6}.
Since all the sequences regarded in the Cases (i), (ii) and (iii) of Remark 4.19 are
properly converging, the transition to subsequences will be omitted.
First, regard Case (i) mentioned in Remark 4.19.
Let
(P−,ivj)
j∈N be a sequence in Γ7 whose limit set is
{D+,D−}. As P−,ivj j→∞−→ {D+,D−},
it follows that vj
j→∞−→ 0.
Now, a bounded, linear and involutive mapping
ν˜j : CB(S6)→ B
(
L2(K)−
)
fulfilling
lim
j→∞
∥∥∥P−,ivj (a)− ν˜j(F(a)|S6)∥∥∥
op
= 0 ∀a ∈ C∗(G)
has to be defined.
Since in this and in the following cases, this mapping will not depend on j, it will from now
on be denoted by ν˜ instead of ν˜j .
Let p+ be the projection from L
2(K)− to the space HD+ and p− the projection from L2(K)−
to HD− . Then, by Remark 4.14, one has L2(K)− = HD+ ⊕HD− , i.e. id|L2(K)− = p+ + p−.
Now, let
ν˜(ψ) := ν˜{D+,D−}(ψ) := ψ(D+) ◦ p+ + ψ(D−) ◦ p− ∀ψ ∈ CB(S6).
This is well-defined, as D+,D− ∈ S6 and furthermore, ν˜(ψ) ∈ B
(
L2(K)−
)
.
The linearity of the mapping ν˜ is clear. For the involutivity, let ψ ∈ CB(S6). Then, since p+
and p− equal the identity on the image of ψ(D+) and ψ(D−), respectively,(
ν˜(ψ)
)∗
=
(
ψ(D+) ◦ p+
)∗
+
(
ψ(D−) ◦ p−
)∗
=
(
p+ ◦ ψ(D+) ◦ p+
)∗
+
(
p− ◦ ψ(D−) ◦ p−
)∗
= p∗+ ◦ ψ∗(D+) ◦ p∗+ + p∗− ◦ ψ∗(D−) ◦ p∗−
= p+ ◦ ψ∗(D+) ◦ p+ + p− ◦ ψ∗(D−) ◦ p−
= ψ∗(D+) ◦ p+ + ψ∗(D−) ◦ p− = ν˜(ψ∗).
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To show that ν˜ is bounded, again let ψ ∈ CB(S6):∥∥ν˜(ψ)∥∥
op
=
∥∥ψ(D+) ◦ p+ + ψ(D−) ◦ p−∥∥op = max{∥∥ψ(D+)∥∥op,∥∥ψ(D−)∥∥op}
≤ sup
γ∈S6
‖ψ(γ)‖op = ‖ψ‖S6 .
Now, only the demanded convergence remains to be shown:
For h ∈ C∞0 (G), one has∥∥∥P−,ivj (h)− ν˜(F(h)|S6)∥∥∥2
op
=
∥∥∥∥P−,ivj (h)− (F(h)(D+) ◦ p+ + F(h)(D−) ◦ p−)∥∥∥∥2
op
=
∥∥∥∥P−,ivj (h)− (D+(h) ◦ p+ +D−(h) ◦ p−)∥∥∥∥2
op
=
∥∥∥∥P−,ivj (h)− (P−,0(h) ◦ p+ + P−,0(h) ◦ p−)∥∥∥∥2
op
=
∥∥P−,ivj (h)− P−,0(h)∥∥2
op
j→∞−→ 0
as in (30) and since vj
j→∞−→ 0.
Again, because of the density of C∞0 (G) in C∗(G) and with Corollary 7.5, one gets the
desired convergence for a ∈ C∗(G).
Now, regard Case (ii) mentioned in Remark 4.19.
Let
(Cuj)
j∈N be a sequence in Γ8 whose limit set is
{P+,0}. Thus, uj j→∞−→ 0.
Here, a bounded, linear and involutive mapping
ν˜ : CB(S7)→ B
(
L2(K)+
)
fulfilling
lim
j→∞
∥∥∥Cuj (a)− ν˜(F(a)|S7)∥∥∥
op
= 0 ∀a ∈ C∗(G)
is needed.
Define
ν˜(ψ) := ν˜P+,0(ψ) := ψ
(P+,0) ∀ψ ∈ CB(S7).
ν˜(ψ) ∈ B(L2(K)+) for every ψ ∈ CB(S7) and ν˜ is well-defined, as P+,0 ∈ S7.
The linearity and the involutivity of ν˜ are clear.
For the boundedness of ν˜, let ψ ∈ CB(S7). Then,∥∥ν˜(ψ)∥∥
op
=
∥∥ψ(P+,0)∥∥
op
≤ sup
γ∈S7
‖ψ(γ)‖op = ‖ψ‖S7 .
Again, it remains to show the demanded convergence:
Let h ∈ C∞0 (G). Then, one can assume again that there exist l, n ∈ Z such that h = pl,−n(h).
Since lim
u→0
cn˜(u)
cn′ (u)
= 1 for all n˜, n′ ∈ Z by (15) and Lemma 4.10, one gets with (31),
∥∥∥Cuj (h) − ν˜(F(h)|S7)∥∥∥2
op
=
∥∥∥∥∥
√
cl(uj)
cn(uj)
P+,uj (h) − F(h)(P+,0)∥∥∥∥∥
2
op
=
∥∥∥∥∥
√
cl(uj)
cn(uj)
P+,uj (h) − P+,0(h)
∥∥∥∥∥
2
op
j→∞−→ 0,
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since uj
j→∞−→ 0 and with the same arguments as in the subsection above.
The desired convergence for a ∈ C∗(G) follows.
Last, regard Case (iii) of Remark 4.19.
Let
(Cuj)
j∈N be a sequence in Γ8 whose limit set is
{F1,D+1 ,D−1 }. This means that uj j→∞−→ 1.
Again, a bounded, linear and involutive mapping
ν˜ : CB(S7)→ B
(
L2(K)+
)
fulfilling
lim
j→∞
∥∥∥Cuj (a)− ν˜(F(a)|S7)∥∥∥
op
= 0 ∀a ∈ C∗(G)
is needed.
For this, let p+ be the projection from L
2(K)+ to the space
{
f ∈ L2(K)+| pn(f) = 0 ∀n ≤ 0
}
and p− the projection from L2(K)+ to
{
f ∈ L2(K)+| pn(f) = 0 ∀n ≥ 0
}
. Then, since
L2(K)+ =
{
f ∈ L2(K)+| pn(f) = 0 ∀n ≤ 0
}
+
{
f ∈ L2(K)+| pn(f) = 0 ∀n ≥ 0
}
+
{
f ∈ L2(K)+| pn(f) = 0 ∀n 6= 0
}
,
every f ∈ L2(K)+ can be written as f = p+(f) + p−(f) + p0(f).
Furthermore, let
dn,2(1) := lim
u→1
√
cn(u)
c2(u)
for all even n > 0 and
dn,−2(1) := lim
u→1
√
cn(u)
c−2(u)
for all even n < 0.
The existence of these limits follows with Lemma 4.12(c) in Section 4.2.1 and the analogous
statement for J˜[1].
Now, define the operators
K(1) : H(1) → L2(K)+ by K(1)|HP+,1 (n) := dn,2(1) · id|HP+,1 (n) for all even n > 0
and
K[1] : H[1] → L2(K)+ by K[1]|HP+,1 (n) := dn,−2(1) · id|HP+,1 (n) for all even n < 0.
By definition, these operators are linear and they are unitary by the construction of the scalar
products defined on H(1) and H[1]. Moreover, like J˜(1) and J˜(−1), they are injective and, as
proved in Remark 4.8 for the operator Ju, K(1) and K[1] commute with the projections pn for
all n ∈ Z.
One can easily see that
K(1)
(H(1)) = {f ∈ L2(K)+| pn(f) = 0 ∀n ≤ 0} = p+(L2(K)+) and
K[1]
(H[1]) = {f ∈ L2(K)+| pn(f) = 0 ∀n ≥ 0} = p−(L2(K)+).
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Hence, one can build the inverse of the operators K(1) and K[1] on the image of p+ and p−,
respectively. Therefore, one can define
ν˜(ψ) := ν˜{F1,D+1 ,D−1 }(ψ) := K(1) ◦ ψ(D
+
1 ) ◦K−1(1) ◦ p+ + K[1] ◦ ψ(D−1 ) ◦K−1[1] ◦ p−
+ ψ(F1) ◦ p0 ∀ψ ∈ CB(S7).
The mapping ν˜ is well-defined, since D+1 ,D−1 ,F1 are contained in S7, and ν˜(ψ) ∈ B
(
L2(K)+
)
for every ψ ∈ CB(S7). In addition, its linearity is clear again.
For the involutivity and the boundedness, let ψ ∈ CB(S7). Then, as K(1) and K[1] are unitary
and as p+, p− and p0 equal the identity on the image of K(1), K[1] and ψ(F1), respectively,(
ν˜(ψ)
)∗
=
(
K(1) ◦ ψ(D+1 ) ◦K−1(1) ◦ p+ + K[1] ◦ ψ(D−1 ) ◦K−1[1] ◦ p− + ψ(F1) ◦ p0
)∗
=
(
p+ ◦K(1) ◦ ψ(D+1 ) ◦K−1(1) ◦ p+ + p− ◦K[1] ◦ ψ(D−1 ) ◦K−1[1] ◦ p− + p0 ◦ ψ(F1) ◦ p0
)∗
= p+ ◦K(1) ◦ ψ∗(D+1 ) ◦K−1(1) ◦ p+ + p− ◦K[1] ◦ ψ∗(D−1 ) ◦K−1[1] ◦ p− + p0 ◦ ψ∗(F1) ◦ p0
= ν˜
(
ψ∗
)
.
Furthermore, since
∥∥K(1)∥∥op∥∥K−1(1)∥∥op = ∥∥K[1]∥∥op∥∥K−1[1] ∥∥op = 1, one gets∥∥ν˜(ψ)∥∥
op
=
∥∥∥K(1) ◦ ψ(D+1 ) ◦K−1(1) ◦ p+ + K[1] ◦ ψ(D−1 ) ◦K−1[1] ◦ p− + ψ(F1) ◦ p0∥∥∥op
= max
{∥∥∥K(1) ◦ ψ(D+1 ) ◦K−1(1)∥∥∥op, ∥∥∥K[1] ◦ ψ(D−1 ) ◦K−1[1] ∥∥∥op, ∥∥ψ(F1)∥∥op
}
= max
{∥∥ψ(D+1 )∥∥op, ∥∥ψ(D−1 )∥∥op, ∥∥ψ(F1)∥∥op}
≤ sup
γ∈S7
‖ψ(γ)‖op = ‖ψ‖S7 .
For the demanded convergence, let h ∈ C∞0 (G). Like in the proof of (ii) and Condition 3(a),
one can assume that there exist l, n ∈ Z such that h = pl,−n(h).
Let f ∈ L2(K)+ with ‖f‖L2(K) = 1.
Since K−1(1) and K
−1
[1] commute with pn, similarly as in the proof of (31), by Lemma 4.18, one
gets
ν˜
(F(h)|S7)(f)
= K(1) ◦ F(h)(D+1 ) ◦K−1(1) ◦ p+(f) + K[1] ◦ F(h)(D−1 ) ◦K−1[1] ◦ p−(f)
+ F(h)(F1) ◦ p0(f)
= K(1) ◦ D+1 (h) ◦K−1(1) ◦ p+(f) + K[1] ◦ D−1 (h) ◦K−1[1] ◦ p−(f) + F1(h) ◦ p0(f)
= K(1) ◦ P+,1(h) ◦K−1(1) ◦ p+(f) + K[1] ◦ P+,1(h) ◦K−1[1] ◦ p−(f) + P+,−1(h) ◦ p0(f)
= K(1) ◦ pl
(
P+,1(h)
(
pn
(
K−1(1) ◦ p+(f)
)))
+ K[1] ◦ pl
(
P+,1(h)
(
pn
(
K−1[1] ◦ p−(f)
)))
+ pl
(
P+,−1(h)
(
pn
(
p0(f)
)))
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= dl,2(1) pl
(
P+,1(h)
(
K−1(1)
(
pn ◦ p+(f)
)))
+ dl,−2(1) pl
(
P+,1(h)
(
K−1[1]
(
pn ◦ p−(f)
)))
+ pl
(
P+,−1(h)
(
pn ◦ p0(f)
))
.
There are three cases to consider: In the first case, n > 0, in the second case, n < 0 and in
the third case, n = 0.
So, first let n > 0. Then,
ν˜
(F(h)|S7)(f) = dl,2(1) pl
(
P+,1(h)
(
K−1(1)
(
pn ◦ p+(f)
)))
=
dl,2(1)
dn,2(1)
pl
(
P+,1(h)(pn(f))) = lim
u→1
√
cl(u)
cn(u)
P+,1(h)(f).
Therefore, joining this result with (31), one gets∥∥∥Cuj (h) − ν˜(F(h)|S7)∥∥∥2
op
=
∥∥∥∥∥
√
cl(uj)
cn(uj)
P+,uj (h) − lim
u→1
√
cl(u)
cn(u)
P+,1(h)
∥∥∥∥∥
2
op
j→∞−→ 0,
with the same reasoning as in (30) and since uj
j→∞−→ 1.
The proof for the case n < 0 is the same as the one for the first case. Hence, only
the case n = 0 remains:
Since by (16)
cl(1)
c0(1)
=
{
1 if l = 0
0 if l 6= 0,
one gets for l 6= 0 with (31),∥∥∥Cuj (h) − ν˜(F(h)|S7)∥∥∥2
op
=
∥∥∥∥∥
√
cl(uj)
c0(uj)
P+,uj (h) − 0
∥∥∥∥∥
2
op
j→∞−→ 0,
since uj
j→∞−→ 1.
So, let l = 0 and define Ch :=
∫
G
h(g)dg.
Then,
F1(h) ◦ p0(f) =
(∫
G
h(g)F1(g)dg
)(
p0(f)
)
= id
(
p0(f)
) · Ch = Chp0(f).
Furthermore, with Lemma 4.2, one gets for g ∈ G,
p0 ◦ P+,1(g) ◦ p0(f) = 1|K|
∫
K
P+,1(g)p0(f)(k)dk = p0(f)|K|
∫
K
e−2ρH(g
−1k)dk
=
p0(f)
|K|
∫
K
e−2ρH(g
−1k)
∣∣∣1(κ(g−1k))∣∣∣2dk = p0(f)|K| ‖1‖L2(K) = p0(f).
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Thus, for h one has
p0 ◦ P+,1(h) ◦ p0(f) =
∫
G
h(g)p0(f)dg = Chp0(f) = F1(h) ◦ p0(f).
Therefore, for l = n = 0, by (31),∥∥∥Cuj (h) − ν˜(F(h)|S7)∥∥∥2
op
=
∥∥∥p0 ◦ P+,uj (h) ◦ p0 − p0 ◦ P+,1(h) ◦ p0∥∥∥2
op
j→∞−→ 0,
since uj
j→∞−→ 1.
Hence, the claim is also shown in the case n = 0 and thus,∥∥∥Cuj (h) − ν˜(F(h)|S7)∥∥∥2
op
j→∞−→ 0,
as demanded.
Again, the desired convergence for a ∈ C∗(G) follows.
4.5 Result for the Lie group SL(2,R)
Now, after having verified all the conditions listed in Definition 1.1, Theorem 1.2 is proved
for the Lie group SL(2,R). Therefore, with the sets Γi and Si and the Hilbert spaces Hi for
i ∈ {0, ..., 8} defined in Section 4.2.5 and Section 4.2.2 and the mappings ν˜ constructed in
Section 4.4, the C∗-algebra of G = SL(2,R) can be characterized by the following theorem
which was already stated in Section 1:
Theorem 4.20.
The C∗-algebra C∗(G) of G = SL(2,R) is isomorphic (under the Fourier transform) to the
set of all operator fields ϕ defined over Ĝ such that:
1. ϕ(γ) ∈ K(Hi) for every i ∈ {1, ..., 8} and every γ ∈ Γi.
2. ϕ ∈ l∞(Ĝ).
3. The mappings γ 7→ ϕ(γ) are norm continuous on the different sets Γi.
4. For any sequence (γj)j∈N ⊂ Ĝ going to infinity, lim
j→∞
‖ϕ(γj)‖op = 0.
5. For every i ∈ {1, ..., 8} and any properly converging sequence γ = (γj)j∈N ⊂ Γi whose
limit set is contained in Si−1 (taking a subsequence if necessary) and for the mappings
ν˜ = ν˜γ,j : CB(Si−1)→ B(Hi) constructed in the preceding subsections, one has
lim
j→∞
∥∥ϕ(γj)− ν˜(ϕ|Si−1)∥∥op = 0.
Let for a topological Hausdorff space V and a C∗-algebra B, C∞(V,B) be the C∗-algebra of
all continuous functions defined on V with values in B that are vanishing at infinity. Then,
from this theorem one can deduce more concretely the following result for G = SL(2,R):
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Theorem 4.21.
Let the operator p+ be the projection from L
2(K)± to
{
f ∈ L2(K)±| pn(f) = 0 ∀n ≤ 0
}
,
p− the projection from L2(K)± to the space
{
f ∈ L2(K)±| pn(f) = 0 ∀n ≥ 0
}
and p0 the
projection from L2(K)+ to
{
f ∈ L2(K)+| pn(f) = 0 ∀n 6= 0
}
= C.
Then, the C∗-algebra C∗(G) of G = SL(2,R) is isomorphic to the direct sum of C∗-algebras{
F ∈ C∞
(
i[0,∞) ∪ [0, 1],K(L2(K)+))∣∣ F (1) commutes with p+, p− and p0}
⊕
{
F ∈ C∞
(
i[0,∞),K(L2(K)−))∣∣ F (0) commutes with p+ and p−}
⊕ C∞
(
Z \ {−1, 0, 1},K(HD))
for the infinite-dimensional and separable Hilbert space HD fixed in Section 4.2.2.
Proof:
The spectrum of C∗(G) or equivalently of G is given by the disjoint union
Ĝeven
.∪ Ĝodd
.∪ Ĝdiscrete,
where the set Ĝeven consists of the even representations P+,iv for v ∈ [0,∞), Cu for u ∈ (0, 1),
D+1 , D−1 and F1, the set Ĝodd consists of the odd representations P−,iv for v ∈ (0,∞), D+
and D− and the set Ĝdiscrete consists of the even or respectively odd representations D+m for
m ∈ N>1 and D−m for m ∈ N>1.
These three listed sets of representations are topologically separated from each other (see
Section 4.2.4).
Mapping P+,iv for v ∈ [0,∞) to iv, Cu for u ∈ (0, 1) to u and D+1 , D−1 and F1 to 1, one gets
a surjection from Ĝeven to the set i[0,∞) ∪ [0, 1] =: I1.
Furthermore, mapping P−,iv for v ∈ (0,∞) to iv and D+ and D− to 0, one gets a surjection
from Ĝodd to i[0,∞) =: I2.
Last, mapping D+m for m ∈ N>1 to m and D−m for m ∈ N>1 to −m, one gets a surjection from
Ĝdiscrete to Z \ {−1, 0, 1} =: I3.
Hence, one regards the three sets
I1 = i[0,∞) ∪ [0, 1], I2 = i[0,∞) and I3 = Z \ {−1, 0, 1}.
In order to prove this theorem, it has to be shown that for every operator field ϕ = F(a)
for a ∈ C∗(G) that fulfills the properties listed in Theorem 4.20, there exists a mapping
F 1a ∈
{
F ∈ C∞
(
i[0,∞) ∪ [0, 1],K(L2(K)+))∣∣ F (1) commutes with p+, p− and p0} =: P1,
a mapping F 2a ∈
{
F ∈ C∞
(
i[0,∞),K(L2(K)−))∣∣ F (0) commutes with p+ and p−} =: P2
and a mapping F 3a ∈ C∞
(
Z \ {−1, 0, 1},K(HD)) =: P3.
On the other hand, for every F1 ∈ P1, every F2 ∈ P2 and every F3 ∈ P3, one has to construct
an operator field ϕF1,F2,F3 over Ĝ that fulfills the properties of Theorem 4.20. Since the
above-mentioned sets of representations Ĝeven, Ĝodd and Ĝdiscrete are topologically separated
from each other, it suffices to define three different operator fields ϕF1 over Ĝeven, ϕF2 over
Ĝodd and ϕF3 over Ĝdiscrete.
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For every a ∈ C∗(G), define a function F 1a : I1 → B
(
L2(K)+
)
by
F 1a (x) := F(a)
(P+,x) ∀x ∈ i[0,∞),
F 1a (x) := F(a)
(Cx) ∀x ∈ (0, 1) and
F 1a (1) := K(1) ◦ F(a)
(D+1 ) ◦K−1(1) ◦ p+ + K[1] ◦ F(a)(D−1 ) ◦K−1[1] ◦ p− + F(a)(F1) ◦ p0.
By Property 1 of Theorem 4.20, F 1a (x) ∈ K
(
L2(K)+
)
for all x ∈ I1 \ {1}. Furthermore,
since F(a)(D+1 ), F(a)(D−1 ) and F(a)(F1) are also compact, their composition with the
bounded operators K(1), K
−1
(1) , K[1], K
−1
[1] , p+, p− and p0 is compact as well. Therefore,
F 1a (1) ∈ K
(
L2(K)+
)
, too.
By Property 4 of Theorem 4.20, F 1a vanishes at infinity. Moreover, for all x ∈ I1 \ {0, 1}, F 1a
is obviously continuous in x.
For the continuity in 0, let u = (uj)j∈N be a sequence in (0, 1) converging to 0. Then,
lim
j→∞
∥∥F 1a (uj)− F 1a (0)∥∥op = limj→∞ ∥∥F(a)(Cuj)−F(a)(P+,0)∥∥op
= lim
j→∞
∥∥Cuj (a)− P+,0(a)∥∥
op
= lim
j→∞
∥∥Kuj ◦ P+,uj (a) ◦K−1uj − id ◦ P+,0(a) ◦ id−1∥∥op = 0,
as Kuj
j→∞−→ id and with the same arguments as in the proof of (32) in Section 4.3.
For the continuity in 1, let u = (uj)j∈N be a sequence in (0, 1) converging to 1. By Property 5
of Theorem 4.20 and since F 1a (1) = ν˜u,j
(F(a)) = ν˜(F(a)) by the definition of ν˜ in Case (iii)
of Remark 4.19 in Section 4.4,
lim
j→∞
∥∥F 1a (uj)− F 1a (1)∥∥op = limj→∞ ∥∥F(a)(Cuj)− ν˜(F(a))∥∥op = 0.
Hence, F 1a is also continuous in 0 and in 1 and thus, F
1
a ∈ C∞
(
i[0,∞) ∪ [0, 1],K(L2(K)+)).
Since p+, p− and p0 equal the identity on the image of K(1), K[1] and F(a)
(F1), respectively, as
discovered in Section 4.4, and since p+◦p− = p−◦p+ = p+◦p0 = p0◦p+ = p−◦p0 = p0◦p− = 0,
F 1a (1) commutes with p+, p− and p0.
On the other hand, taking a function F1 ∈ C∞
(
i[0,∞) ∪ [0, 1],K(L2(K)+)) that
commutes with p+, p− and p0, it has to be shown that there is an operator field ϕF1 over
Ĝeven that meets the Properties 1 to 5 of Theorem 4.20.
Define
ϕF1
(P+,x) := F1(x) ∈ B(L2(K)+) ∀x ∈ i[0,∞),
ϕF1
(Cx) := F1(x) ∈ B(L2(K)+) ∀x ∈ (0, 1),
ϕF1
(D+1 ) := K−1(1) ◦ p+ ◦ F1(1) ◦K(1) ∈ B(H(1)),
ϕF1
(D−1 ) := K−1[1] ◦ p− ◦ F1(1) ◦K[1] ∈ B(H[1]) and
ϕF1
(F1) := p0 ◦ F1(1) ◦ p0 ∈ C.
By the definition of C∞
(
i[0,∞)∪ [0, 1],K(L2(K)+)) and as the composition of the compact
operator F1(1) with bounded operators is compact again, the Properties 1 to 4 are obviously
fulfilled.
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For Property 5, there are two cases to consider: a sequence in (0, 1) converging to 0 and a
sequence in (0, 1) converging to 1.
First, let (uj)j∈N be a sequence in (0, 1) converging to 0. Then, by the definition of ν˜ in
Case (ii) of Remark 4.19 in Section 4.4,∥∥ϕF1(Cuj)− ν˜(ϕF1)∥∥op = ∥∥F1(uj)− ϕF1(P+,0)∥∥op = ∥∥F1(uj)− F1(0)∥∥op j→∞−→ 0,
since F1 is continuous in 0.
Now, let (uj)j∈N be a sequence in (0, 1) converging to 1. As F1(1) commutes with p+, p− and
p0, by the definition of ν˜ in Case (iii) of Remark 4.19 and since p++p−+p0 = idL2(K)+→L2(K)+ ,∥∥ϕF1(Cuj)− ν˜(ϕF1)∥∥op
=
∥∥∥F1(uj)−K(1) ◦ ϕF1(D+1 ) ◦K−1(1) ◦ p+ −K[1] ◦ ϕF1(D−1 ) ◦K−1[1] ◦ p− − ϕF1(F1) ◦ p0∥∥∥op
=
∥∥∥F1(uj)−K(1) ◦K−1(1) ◦ p+ ◦ F1(1) ◦K(1) ◦K−1(1) ◦ p+
−K[1] ◦K−1[1] ◦ p− ◦ F1(1) ◦K[1] ◦K−1[1] ◦ p− − p0 ◦ F1(1) ◦ p0 ◦ p0
∥∥∥
op
=
∥∥F1(uj)− p+ ◦ F1(1) ◦ p+ − p− ◦ F1(1) ◦ p− − p0 ◦ F1(1) ◦ p0∥∥op
=
∥∥F1(uj)− F1(1) ◦ (p+ + p− + p0)∥∥op
= ‖F1(uj)− F1(1)‖op j→∞−→ 0
because of the continuity of F1 in 1.
Therefore, Property 5 is fulfilled as well.
One defines for all a ∈ C∗(G) the function F 2a : I2 → B
(
L2(K)−
)
by
F 2a (x) := F(a)
(P−,x) ∀x ∈ i(0,∞) and
F 2a (0) := F(a)
(D+) ◦ p+ + F(a)(D−) ◦ p−.
As for I1, the compactness of F
2
a (x) for all x ∈ I2 follows from Property 1 of Theorem 4.20
and with the fact that the compositions of the compact operators F(a)(D+) and F(a)(D−)
with the bounded operators p+ and p−, respectively, are compact. The continuity of F 2a
outside of 0 follows from Property 3 and F 2a vanishes at infinity by Property 4. Using again
Property 5 of Theorem 4.20 and the fact that F 2a (0) = ν˜
(F(a)) by the definition of ν˜ in
Case (i) of Remark 4.19 in Section 4.4, one also obtains the continuity of F 2a in 0. Hence,
F 2a ∈ C∞
(
i[0,∞),K(L2(K)−)).
As
F(a)(D+) = D+(a) ∈ HD+ = {f ∈ L2(K)−| pn(f) = 0 ∀n ≤ 0} and
F(a)(D−) = D−(a) ∈ HD− = {f ∈ L2(K)−| pn(f) = 0 ∀n ≥ 0},
one gets
p+ ◦ F(a)
(D+) = F(a)(D+), p− ◦ F(a)(D−) = F(a)(D−) and
p− ◦ F(a)
(D+) = 0 = p+ ◦ F(a)(D−).
Therefore, F (0) commutes with p+ and p−.
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Next, take a function F2 ∈ C∞
(
i[0,∞),K(L2(K)−)) that commutes with p+ and p−. An
operator field ϕF2 over Ĝodd meeting the Properties 1 to 5 of Theorem 4.20 has to be con-
structed.
Define
ϕF2
(P−,x) := F2(x) ∈ B(L2(K)−) ∀x ∈ i(0,∞),
ϕF2
(D+) := p+ ◦ F2(0) ∈ B(HD+) and
ϕF2
(D−) := p− ◦ F2(0) ∈ B(HD−).
Here again, the Properties 1 to 4 are obviously fulfilled. For Property 5, let (uj)j∈N be a se-
quence in i(0,∞) converging to 0. Then, as F2(0) commutes with p+ and p−, by the definition
of ν˜ in Case (i) of Remark 4.19 in Section 4.4 and since p+ + p− = idL2(K)−→L2(K)− ,∥∥ϕF2(P−,uj)− ν˜(ϕF2)∥∥op = ∥∥F2(uj)− ϕF2(D+) ◦ p+ − ϕF2(D−) ◦ p−∥∥op
=
∥∥F2(uj)− p+ ◦ F2(0) ◦ p+ − p− ◦ F2(0) ◦ p−∥∥op
=
∥∥F2(uj)− F2(0) ◦ (p+ + p−)∥∥op
= ‖F2(uj)− F2(0)‖op j→∞−→ 0
because of the continuity of F2 in 0.
Now, take the infinite-dimensional and separable Hilbert space HD for the representa-
tions D+m and D−m for m > 1, fixed in Section 4.2.2. Then, define for every a ∈ C∗(G) the
function F 3a : I3 → B
(HD) by
F 3a (x) := F(a)
(D+x ) ∀x ∈ Z>1 and
F 3a (x) := F(a)
(D−−x) ∀x ∈ Z<−1.
Here, Property 5 of Theorem 4.20 does not emerge and the Properties 1 to 4 are obvious.
Taking a function F3 ∈ C∞
(
Z \ {−1, 0, 1},K(HD)), one has to choose
ϕF3
(D+x ) := F3(x) ∈ B(HD) ∀x ∈ Z>1 and
ϕF3
(D−x ) := F3(−x) ∈ B(HD) ∀x ∈ Z>1
and it is again easy to verify that ϕF complies with the properties of Theorem 4.20.
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5 On the dual topology of the groups U(n)nHn
In this section, the semidirect product Gn = U(n)nHn for n ∈ N∗ will be analyzed and the
topology of its spectrum shall be described.
The first part contains some preliminary definitions and results about the spectrum and the
space of all admissible coadjoint orbits of Gn. In Section 5.2, the topology of the orbit space
will be examined and thereafter, in Section 5.3, the topology of the spectrum will be discussed.
Finally, in Section 5.4, the results of the two preceding subsections will be combined and in
that way, the topology of the spectrum of Gn shall be linked to the one of the space of its
admissible coadjoint orbits. Until now, this succeeds only partly, as the characterization of
the spectrum of Gn is not yet entirely finished.
As already mentioned in the introduction, this section is based on a preprint by M.Elloumi
and J.Ludwig which can be found in the doctoral thesis of M.Elloumi (see [11], Chapter 3).
In the present thesis, it has been elaborated, completed and several important changes have
been made.
Besides numerous minor changes, the main modifications of this work compared to the
preprint by M.Elloumi and J.Ludwig can be found in the proofs of Theorem 5.4(5) and
Theorem 5.10(1) and (2). Furthermore, there were some details added in the proof of Theo-
rem 5.16. Theorem 5.11 and Proposition 5.12 with their proofs and Conjecture 5.13 were
appended in this thesis.
In the second implication of Theorem 5.4(5)(i) and (ii) (see Section 5.2), there were mistakes
in the preprint which caused the existing proof only to be valid in a particular case, namely
for λkn
k→∞−→ −∞ (compare the second implication of the proof of Theorem 5.4(5)(i)) and for
λk1
k→∞−→ ∞, respectively (compare the second implication of the proof of Theorem 5.4(5)(ii)).
Hence, the proofs for the case λkn
k→∞
6−→ −∞ and λk1
k→∞
6−→ ∞, respectively, had to be elaborated
and for this reason, Lemma 5.3(2) and its proof were also added in this thesis.
Concerning Theorem 5.10, there were further mistakes in both parts, (i) and (ii), of its proof
which lead to the necessity to completely revise it and to construct another proof.
5.1 Preliminaries
Let Cn be the n-dimensional complex vector space equipped with the standard scalar product
〈., .〉Cn given by
〈x, y〉Cn =
n∑
j=1
xjyj ∀x = (x1, ..., xn), y = (y1, ..., yn) ∈ Cn.
Moreover, let (., .)Cn and ω(., .)Cn denote the real and the imaginary part of 〈., .〉Cn , respec-
tively, i.e.
〈., .〉Cn = (., .)Cn + iω(., .)Cn .
The bilinear forms (., .)Cn and ω(., .)Cn define a positive definite inner product and a sym-
plectic structure on the underlying real vector space R2n of Cn, respectively. The associated
Heisenberg group Hn = Cn×R of dimension 2n+1 over R is given by the group multiplication
(z, t)(z′, t′) :=
(
z + z′, t+ t′ − 1
2
ω(z, z′)Cn
)
∀(z, t), (z′, t′) ∈ Hn.
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Furthermore, consider the unitary group U(n) of automorphisms of Hn preserving 〈., .〉Cn on
Cn which embeds into Aut(Hn) via
A.(z, t) := (Az, t) ∀A ∈ U(n) ∀(z, t) ∈ Hn.
Then, U(n) yields a maximal compact connected subgroup of Aut(Hn) (see [14], Theorem 1.22
and [20], Chapter I.1). Moreover, Gn = U(n) n Hn denotes the semidirect product of U(n)
with the Heisenberg group Hn equipped with the group law
(A, z, t)(B, z′, t′) :=
(
AB, z +Az′, t+ t′ − 1
2
ω(z,Az′)Cn
)
∀(A, z, t), (B, z′, t′) ∈ Gn.
The Lie algebra hn of Hn will be identified with Hn itself via the exponential map. The Lie
bracket of hn is defined as[
(z, t), (w, s)
]
:=
(
0,−ω(z, w)Cn
) ∀(z, t), (w, s) ∈ hn
and the derived action of the Lie algebra u(n) of U(n) on hn is
A.(z, t) := (Az, 0) ∀A ∈ u(n) ∀(z, t) ∈ hn.
Denoting by gn = u(n)nhn the Lie algebra of Gn, for all (A, z, t) ∈ Gn and all (B,w, s) ∈ gn,
one gets
Ad (A, z, t)(B,w, s) =
d
dy
∣∣∣
y=0
Ad (A, z, t)
(
eyB, yw, ys
)
(33)
=
(
ABA∗,−ABA∗z +Aw, s− ω(z,Aw)Cn + 1
2
ω(A∗z,BA∗z)Cn
)
,
where A∗ is the adjoint matrix of A. In particular
Ad (A)(B,w, s) = (ABA∗, Aw, s). (34)
From Identity (33), one can deduce the Lie bracket
[
(A, z, t), (B,w, s)
]
=
d
dy
∣∣∣
y=0
Ad
(
eyA, yz, yt
)
(B,w, s)
=
(
AB −BA,Aw −Bz,−ω(z, w)Cn
)
for all (A, z, t), (B,w, s) ∈ gn.
5.1.1 The coadjoint orbits of Gn
In this subsection, the coadjoint orbit space of Gn will be described according to [3],
Section 2.5.
In the following, u(n) will be identified with its vector dual space u∗(n) with the help of the
U(n)-invariant inner product
〈A,B〉u(n) := tr (AB) ∀A,B ∈ u(n).
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For z ∈ Cn define the linear form z∗ in (Cn)∗ by
z∗(w) := ω(z, w)Cn ∀w ∈ Cn.
Furthermore, one defines a map × : Cn × Cn −→ u∗(n), (z, w) 7→ z × w by
z × w(B) := w∗(Bz) = ω(w,Bz)Cn ∀B ∈ u(n).
One can verify that for A ∈ U(n), B ∈ u(n) and z, w ∈ Cn,
Az∗ := z∗ ◦A−1 = (Az)∗, (35)
z∗ ◦B = −(Bz)∗,
z × w = w × z and
A(z × w)A∗ = (Az)× (Aw).
Hence, the dual g∗n =
(
u(n)n hn
)∗
will be identified with u(n)⊕ hn, i.e. each element ` ∈ g∗n
can be identified with an element (U, u, x) ∈ u(n)× Cn × R such that〈
(U, u, x), (B,w, s)
〉
gn
= 〈U,B〉u(n) + u∗(w) + xs ∀(B,w, s) ∈ gn.
From (34) and (35), one obtains for all A ∈ U(n),
Ad ∗(A)(U, u, x) = (AUA∗, Au, x) ∀(U, u, x) ∈ u(n)× Cn × R (36)
and for all (A, z, t) ∈ Gn and all (U, u, x) ∈ u(n)× Cn × R,
Ad ∗(A, z, t)(U, u, x) =
(
AUA∗ + z × (Au) + x
2
z × z,Au+ xz, x
)
, (37)
where z × w(B) = w∗(Bz) = ω(w,Bz)Cn .
Letting A and z vary over U(n) and Cn, respectively, the coadjoint orbit O(U,u,x) of the linear
form (U, u, x) can then be written as
O(U,u,x) =
{(
AUA∗ + z × (Au) + x
2
z × z,Au+ xz, x
)∣∣∣A ∈ U(n), z ∈ Cn}
or equivalently, by replacing z by Az and using Identity (36),
O(U,u,x) =
{
Ad ∗(A)
(
U + z × u+ x
2
z × z, u+ xz, x
)∣∣∣A ∈ U(n), z ∈ Cn}.
Here, z is regarded as a column vector z = (z1, . . . , zn)
T and z∗ := zt.
One can show as follows that z × u ∈ u∗(n) ∼= u(n) is the n × n skew-Hermitian matrix
i
2(uz
∗ + zu∗):
For all B ∈ u(n)〈
uz∗ + zu∗, B
〉
u(n)
= tr
(
(uz∗ + zu∗)B
)
=
∑
1≤i,j≤n
Bjiziuj −
∑
1≤i,j≤n
uiBijzj = −2iz × u(B).
In particular, z × z is the skew-Hermitian matrix izz∗ whose entries are determined by
(izz∗)lj = izlzj .
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5.1.2 The spectrum of U(n)
As in the preceding sections, within Section 5, the representations are identified with their
equivalence classes again.
First of all, as U(n) is a compact group, one knows that its spectrum is discrete and
that every representation of U(n) is finite-dimensional.
Now, let
Tn =
T =
 e
iθ1 . . . 0
...
. . .
...
0 . . . eiθn
∣∣∣∣∣ θj ∈ R ∀j ∈ {1, ..., n}

be a maximal torus of the unitary group U(n) and let tn be its Lie algebra. By complexification
of u(n) and tn, one gets the complex Lie algebras u
C(n) = gl(n,C) = M(n,C) and
tCn =
H =
 h1 . . . 0... . . . ...
0 . . . hn
∣∣∣∣∣ hj ∈ C ∀j ∈ {1, ..., n}
 ,
respectively, which is a Cartan subalgebra of uC(n). For j ∈ {1, ..., n}, define a linear functional
ej by
ej
 h1 . . . 0... . . . ...
0 . . . hn
 := hj .
Let Pn be the set of all dominant integral forms λ for U(n) which may be written in the
form
n∑
j=1
iλjej , or simply as λ = (λ1, · · · , λn), where λj are integers for every j ∈ {1, ..., n}
such that λ1 ≥ · · · ≥ λn. Pn is a lattice in the vector dual space t∗n of tn, fulfilling Pn ∼= Zn.
Since each irreducible unitary representation (τλ,Hλ) of U(n) is determined by its highest
weight λ ∈ Pn, the spectrum Û(n) of U(n) is in bijection with the set Pn.
For each λ in Pn, the highest vector φ
λ in the corresponding Hilbert space Hλ of τλ,
verifies τλ(T )φ
λ = χλ(T )φ
λ, where χλ is the character of Tn associated to the linear
functional λ and defined by
χλ
T =
 e
iθ1 . . . 0
...
. . .
...
0 . . . eiθn

 := e−iλ1θ1 · · · e−iλnθn .
Moreover, for two irreducible unitary representations (τλ,Hλ) and (τλ′ ,Hλ′), the Schur or-
thogonality relation states that for all ξ, η ∈ Hλ and all ξ′, η′ ∈ Hλ′ ,∫
U(n)
〈
τλ(g)ξ, η
〉
Hλ
〈
τλ′(g)ξ′, η′
〉
Hλ′ dg =
{
0 if λ 6= λ′,
〈ξ,ξ′〉Hλ 〈η′,η〉Hλ
dλ
if λ = λ′,
(38)
where dλ denotes the dimension of the representation τλ.
103
According to [18], Chapter 1, if ρµ is an irreducible representation of U(n − 1) with highest
weight µ = (µ1, ..., µn−1), the induced representation piµ := ind
U(n)
U(n−1)ρµ of U(n) decomposes
with multiplicity one, and the representations of U(n) that appear in this decomposition are
exactly those with the highest weight λ = (λ1, ..., λn) such that
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ ... ≥ λn−1 ≥ µn−1 ≥ λn. (39)
5.1.3 The spectrum and the admissible coadjoint orbits of Gn
The description of the spectrum of Gn is based on a method by Mackey (see [28], Chapter 10),
which states that one has to determine the irreducible unitary representations of the subgroup
Hn in order to construct representations of Gn.
First, regard the infinite-dimensional irreducible representations of the Heisenberg group Hn,
which are parametrized by R∗:
For each α ∈ R∗, the coadjoint orbit Oα of the irreducible representation σα is the hyperplane
Oα =
{
(z, α)| z ∈ Cn}. Since for every α, this orbit is invariant under the action of U(n), the
unitary group U(n) preserves the equivalence class of σα.
The representation σα can be realized in the Fock space
Fα(n) =
{
f : Cn −→ C entire
∣∣∣ ∫
Cn
|f(w)|2e− |α|2 |w|2dw <∞
}
as
σα(z, t)f(w) := e
iαt−α
4
|z|2−α
2
〈w,z〉Cnf(w + z) for α > 0 and
σα(z, t)f(w) := e
iαt+α
4
|z|2+α
2
〈w,z〉Cnf(w + z) for α < 0.
See [14], Chapter 1.6 or [19], Section 1.7 for a discussion of the Fock space.
For each A ∈ U(n), the operator Wα(A) defined by
Wα(A) : Fα(n)→ Fα(n), Wα(A)f(z) := f
(
A−1z
) ∀f ∈ Fα(n) ∀z ∈ Cn
intertwines σα and (σα)A given by (σα)A(z, t) := σα(Az, t). Wα is called the projective inter-
twining representation of U(n) on the Fock space. Then, by [28], Chapter 10, for each α ∈ R∗
and each element τλ in Û(n),
pi(λ,α)(A, z, t) := τλ(A)⊗
(
σα(z, t) ◦Wα(A)
) ∀(A, z, t) ∈ Gn
is an irreducible unitary representation of Gn realized in H(λ,α) := Hλ ⊗ Fα(n), where Hλ is
the Hilbert space of τλ.
Associate to pi(λ,α) the linear functional `λ,α := (Jλ, 0, α) ∈ g∗n given by
Jλ :=
 iλ1 . . . 0... . . . ...
0 . . . iλn
 .
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Denote by Gn[`λ,α], U(n)[`λ,α] and Hn[`λ,α] the stabilizers of `λ,α in Gn, U(n) and Hn, re-
spectively. By Formula (37),
Gn[`λ,α] =
{
(A, z, t) ∈ Gn
∣∣∣ (AJλA∗ + i
2
αzz∗, αz, α
)
= (Jλ, 0, α)
}
=
{
(A, 0, t) ∈ Gn| AJλA∗ = Jλ
}
,
U(n)[`λ,α] =
{
A ∈ U(n)| (AJλA∗, 0, α) = (Jλ, 0, α)
}
=
{
A ∈ U(n)| AJλA∗ = Jλ
}
and
Hn[`λ,α] =
{
(z, t) ∈ Hn
∣∣∣ (Jλ + i
2
αzz∗, αz, α
)
= (Jλ, 0, α)
}
= {0} × R.
It follows that Gn[`λ,α] = U(n)[`λ,α]nHn[`λ,α]. Hence, `λ,α is aligned in the sense of Lipsman
(see [25], Lemma 4.2).
The finite-dimensional irreducible representations of Hn are the characters χv for v ∈ Cn,
defined by
χv(z, t) := e
−i(v,z)Cn ∀(z, t) ∈ Hn.
Denote by U(n)v the stabilizer of the character χv, or equivalently of the vector v, under
the action of U(n). Then, for every irreducible unitary representation ρ of U(n)v, the tensor
product ρ ⊗ χv is an irreducible representation of U(n)v n Hn whose restriction to Hn is a
multiple of χv, and the induced representation
pi(ρ,v) := ind
U(n)nHn
U(n)vnHnρ⊗ χv
is an irreducible representation of Gn. Furthermore, the restriction of pi(ρ,v) to U(n) is equi-
valent to ind
U(n)
U(n)v
ρ.
For any v′ = Av for A ∈ U(n) (i.e. v and v′ belong to the same sphere centered at 0 and
of radius r = ‖v‖Cn), one has U(n)v′ = AU(n)vA∗ and thus, the representation pi(ρ,v) is
equivalent with pi(ρ′,v′) for any ρ
′ ∈ Û(n)v′ such that ρ′(B) = ρ(A∗BA) for each B ∈ U(n)v′ .
Hence, one can regard the character χr associated to the linear form vr which is identified
with the vector (0, . . . , 0, r)T in Cn. Throughout this text, denote by ρµ the representation
of the subgroup U(n − 1) = U(n)vr with highest weight µ and by pi(µ,r) the representation
pi(ρµ,vr) = ind
Gn
U(n−1)nHnρµ ⊗ χr. Its Hilbert space H(µ,r) is given by
H(µ,r) = L2
(
Gn/
(
U(n− 1)nHn
)
, ρµ ⊗ χr
)
.
Again, pi(µ,r) is linked to the linear functional `µ,r := (Jµ, vr, 0) ∈ g∗n for
Jµ :=

iµ1 . . . 0 0
...
. . .
...
...
0 . . . iµn−1 0
0 . . . 0 0
 .
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By (37), one can check that
Gn[`µ,r] =
{
(A, z, t) ∈ Gn
∣∣ (AJµA∗ + z × (Avr), Avr, 0) = (Jµ, vr, 0)}
=
{
(A, z, t) ∈ Gn
∣∣∣ A ∈ U(n− 1), AJµA∗ + i
2
(
vrz
∗ + zv∗r
)
= Jµ
}
=
{
(A, z, t) ∈ Gn| z ∈ iRvr, A ∈ U(n− 1), AJµA∗ = Jµ
}
,
since AJµA
∗ ∈ u(n− 1) and
vrz
∗ + zv∗r =

0 . . . 0 rz1
...
. . .
...
...
0 . . . 0 rzn−1
rz1 . . . rzn−1 2rRe (zn)
 .
In addition,
U(n)[`µ,r] =
{
A ∈ U(n− 1)| AJµA∗ = Jµ
}
and
Hn[`µ,r] = iRvr × R.
Thus, similarly to `λ,α, the linear functional `µ,r is aligned.
One obtains in this way all the finite-dimensional irreducible unitary representations
of Gn which are not trivial on Hn.
On the other hand, the trivial extension of each element τλ of Û(n) to the entire group Gn
is an irreducible representation which will also be denoted by τλ. The corresponding linear
functional is `λ := (Jλ, 0, 0).
Therefore, by Mackey’s theory, the spectrum Ĝn consists of the following families of
representations:
(i) pi(λ,α) for λ ∈ Pn and α ∈ R∗ = R \ {0},
(ii) pi(µ,r) for µ ∈ Pn−1 and r ∈ R>0 and
(iii) τλ for λ ∈ Pn.
Hence, Ĝn is in bijection with the set
(Pn × R∗) ∪
(
Pn−1 × R>0
) ∪ Pn.
A linear functional ` in g∗n is defined to be admissible if there exists a unitary character χ
of the connected component of Gn[`] such that dχ = i`|gn[`]. A calculation shows that all the
linear functionals `λ,α, `µ,r and `λ are admissible. Then, according to [25], the representations
pi(λ,α), pi(µ,r) and τλ described above are equivalent to the representations of Gn obtained by
holomorphic induction from their respective linear functionals `λ,α, `µ,r and `λ.
Denote by O(λ,α), O(µ,r) and Oλ the coadjoint orbits associated to the linear forms `λ,α, `µ,r
and `λ, respectively. Let g
‡
n ⊂ g∗n be the union of all the elements in O(λ,α), O(µ,r) and Oλ
and denote by g‡n/Gn the corresponding set in the orbit space. Now, from [25] follows that g
‡
n
is the set of all admissible linear functionals of gn.
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5.2 Convergence in the quotient space g‡n/Gn
According to the last subsection, the spectrum of Gn is parametrized by the dominant
integral forms λ for U(n) and µ for U(n − 1), the non-zero α ∈ R attached to the generic
orbits Oα in h∗n and the positive real r derived from the natural action of the unitary group
U(n) on the characters of the Heisenberg group Hn.
Moreover, it has been elaborated that the quotient space g‡n/Gn of admissible coadjoint
orbits is in bijection with Ĝn.
Now, the convergence of the admissible coadjoint orbits will be linked to the convergence in
the parameter space
{
α ∈ R∗, r > 0, ρµ ∈ ̂U(n− 1), τλ ∈ Û(n)
}
.
Letting W be the subspace of u(n) generated by the matrices z × vr = i2(vrz∗ + zv∗r )
for z ∈ Cn, the space g‡n/Gn is the set of all orbits
O(λ,α) =
{(
AJλA
∗ +
iα
2
zz∗, αz, α
)∣∣∣ z ∈ Cn, A ∈ U(n)},
O(µ,r) =
{(
A(Jµ +W)A∗, Avr, 0
)∣∣ A ∈ U(n)} and
Oλ =
{
(AJλA
∗, 0, 0)
∣∣ A ∈ U(n)}
for α ∈ R∗, r ∈ R>0, µ ∈ Pn−1 and λ ∈ Pn.
Before beginning the discussion on the convergence of the admissible coadjoint orbits,
the following preliminary lemmas are needed:
Lemma 5.1.
For n ∈ N∗ and for any scalars X1, ..., Xn and Y1, ..., Yn−1 fulfilling Yi 6= Yj for i 6= j, one has
n−1∑
j=1
n∏
i=1
i 6=k
(Xi − Yj)
n−1∏
i=1
i 6=j
(Yi − Yj)
=
n∑
j=1
j 6=k
Xj −
n−1∑
j=1
Yj
for each k ∈ {1, ..., n}.
Proof:
For n = 1, the formula is trivial.
So, let n > 1 and assume that the assertion is true for this n.
For k = n+ 1, a simple calculation gives the result. If k 6= n+ 1, one gets
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n∑
j=1
n+1∏
i=1
i 6=k
(Xi − Yj)
n∏
i=1
i 6=j
(Yi − Yj)
=
n+1∏
i=1
i 6=k
(Xi − Yn)
n−1∏
i=1
(Yi − Yn)
+
n−1∑
j=1
n+1∏
i=1
i 6=k
(Xi − Yj)
n∏
i=1
i 6=j
(Yi − Yj)
= (Xn+1 − Yn)
n∏
i=1
i 6=k
(Xi − Yn)
n−1∏
i=1
(Yi − Yn)
+
n−1∑
j=1
n∏
i=1
i 6=k
(Xi − Yj)
n−1∏
i=1
i 6=j
(Yi − Yj)
· (Xn+1 − Yj)
Yn − Yj
= (Xn+1 − Yn)
n∏
i=1
i 6=k
(Xi − Yn)
n−1∏
i=1
(Yi − Yn)
+
n−1∑
j=1
n∏
i=1
i 6=k
(Xi − Yj)
n−1∏
i=1
i 6=j
(Yi − Yj)
· (Xn+1 − Yn)
Yn − Yj +
n−1∑
j=1
n∏
i=1
i 6=k
(Xi − Yj)
n−1∏
i=1
i 6=j
(Yi − Yj)
︸ ︷︷ ︸
=
n∑
j=1
j 6=k
Xj−
n−1∑
j=1
Yj
= (Xn+1 − Yn)
n∑
j=1
n∏
i=1
i 6=k
(Xi − Yj)
n∏
i=1
i 6=j
(Yi − Yj)
︸ ︷︷ ︸
=1 by [12], Lemma 5.3
+
n∑
j=1
j 6=k
Xj −
n−1∑
j=1
Yj =
n+1∑
j=1
j 6=k
Xj −
n∑
j=1
Yj
and the claim is shown.
Lemma 5.2.
Let µ ∈ Pn−1 and λ ∈ Pn. Then, λ1 ≥ µ1 ≥ λ2 ≥ ... ≥ µn−1 ≥ λn if and only if there is a
skew-Hermitian matrix
B =

0 0 . . . 0 −z1
0 0 . . . 0 −z2
...
...
. . .
...
...
0 0 . . . 0 −zn−1
z1 z2 . . . zn−1 ix

in W such that A(Jµ +B)A∗ = Jλ for an element A ∈ U(n).
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Proof:
For y ∈ R, a computation shows that det(Jµ +B − iyI) = (−i)nP (y), where
P (y) := (y − x)
n−1∏
i=1
(y − µi) −
n−1∑
j=1
(
|zj |2
n−1∏
i=1
i 6=j
(y − µi)
)
.
Furthermore, one can observe that P (y)
y→∞−→ ∞ and that P (µj) ≤ 0 if j is odd and P (µj) ≥ 0
if j is even.
Now, if A(Jµ+B)A
∗ = Jλ for an element A ∈ U(n), by the spectral theorem, iλ1, iλ2, · · · , iλn
are all the elements of the spectrum of Jµ +B fulfilling λ1 ≥ µ1 ≥ λ2 ≥ ... ≥ µn−1 ≥ λn.
Conversely, suppose first that all the µj for j ∈ {1, ..., n − 1} are pairwise distinct. In this
case, let B be the skew-Hermitian matrix with the entries z1, · · · , zn−1, x satisfying
|zj |2 = −
n∏
i=1
(λi − µj)
n−1∏
i=1
i 6=j
(µi − µj)
for every j ∈ {1, ..., n− 1} and
x =
n∑
j=1
λj −
n−1∑
j=1
µj .
From Lemma 5.1,
P (λk) =
(
n−1∑
j=1
µj −
n∑
j=1
j 6=k
λj
)
n−1∏
i=1
(λk − µi) +
n−1∑
j=1

n∏
i=1
i 6=k
(λi − µj)
n−1∏
i=1
i 6=j
(µi − µj)
n−1∏
i=1
(λk − µi)

=
n−1∏
i=1
(λk − µi)

n−1∑
j=1
µj −
n∑
j=1
j 6=k
λj +
n−1∑
j=1
n∏
i=1
i 6=k
(λi − µj)
n−1∏
i=1
i 6=j
(µi − µj)
 = 0.
Hence, the spectrum of the matrix Jµ+B is the set {iλ1, iλ2, · · · , iλn} and thus, the spectral
theorem implies that A(Jµ +B)A
∗ = Jλ for an element A ∈ U(n).
Now, if the µj for j ∈ {1, ..., n−1} are not pairwise distinct, there exist two families of integers
{pl| 1 ≤ l ≤ s} and {ql| 1 ≤ l ≤ s} such that 1 ≤ p1 < q1 < p2 < q2 < · · · < ps < qs ≤ n− 1
and µpl = µpl+1 = · · · = µql−1 = µql , µql 6= µql+1 and µpl−1 6= µpl for all l ∈ {1, ..., s}. Let
Q(y) :=
p1∏
i=1
p2∏
i=q1+1
· · ·
n−1∏
i=qs+1
(y − µi), Q˜l(y) :=
p1∏
i=1
i 6=pl
p2∏
i=q1+1
i 6=pl
· · ·
ps∏
i=qs−1+1
i 6=pl
n−1∏
i=qs+1
(y − µi)
and Qj(y) :=
p1∏
i=1
i 6=j
p2∏
i=q1+1
i 6=j
· · ·
n−1∏
i=qs+1
i 6=j
(y − µi).
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Then, for
P (y) := (y − x)Q(y) −
s∑
l=1
( ql∑
j=pl
|zj |2
)
Q˜l(y) −
p1−1∑
j=1
p2−1∑
j=q1+1
...
n−1∑
j=qs+1
(
|zj |2Qj(y)
)
,
one gets det(Jµ +B − iyI) = (−i)n
s∏
l=1
(y − µpl)ql−plP (y).
Now, the entries zj of the skew-Hermitian matrix B can be chosen as follows:
|zj |2 := −
n∏
i=1
(λi − µj)
n−1∏
i=1
i 6=j
(µi − µj)
= −
p1∏
i=1
p2∏
i=q1+1
· · ·
n∏
i=qs+1
(λi − µj)
p1∏
i=1
i 6=j
p2∏
i=q1+1
i 6=j
· · ·
n−1∏
i=qs+1
i 6=j
(µi − µj)
for each j ∈ {1, ..., p1 − 1, q1 + 1, ..., ps − 1, qs + 1, ..., n− 1} and
|zpl |2 + ...+ |zql−1|2 + |zql |2 := −
p1∏
i=1
p2∏
i=q1+1
· · ·
n∏
i=qs+1
(λi − µpl)
p1∏
i=1
i 6=pl
p2∏
i=q1+1
i 6=pl
· · ·
ps∏
i=qs−1+1
i 6=pl
n−1∏
i=qs+1
(µi − µpl)
for each l ∈ {1, ..., s}. The entry x can be defined as
x :=
n∑
j=1
λj −
n−1∑
j=1
µj =
p1∑
j=1
p2∑
j=q1+1
...
n∑
j=qs+1
λj −
p1∑
j=1
p2∑
j=q1+1
...
n−1∑
j=qs+1
µj .
Then, if λk = µpl , one obviously has P (λk) = Q(λk) = 0. Otherwise, one gets
P (λk) =
(
λk −
p1∑
j=1
p2∑
j=q1+1
· · ·
n∑
j=qs+1
λj +
p1∑
j=1
p2∑
j=q1+1
· · ·
n−1∑
j=qs+1
µj
)
Q(λk)
+
p1−1∑
j=1
p2−1∑
j=q1+1
· · ·
n−1∑
j=qs+1
( p1∏
i=1
p2∏
i=q1+1
· · ·
n∏
i=qs+1
(λi − µj)
p1∏
i=1
i 6=j
p2∏
i=q1+1
i 6=j
· · ·
n−1∏
i=qs+1
i 6=j
(µi − µj)
Qj(λk)
)
+
s∑
l=1
( p1∏
i=1
p2∏
i=q1+1
· · ·
n∏
i=qs+1
(λi − µpl)
p1∏
i=1
i 6=pl
p2∏
i=q1+1
i 6=pl
· · ·
ps∏
i=qs−1+1
i 6=pl
n−1∏
i=qs+1
(µi − µpl)
Q˜l(λk)
)
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= Q(λk)
(
p1∑
j=1
p2∑
j=q1+1
· · ·
n−1∑
j=qs+1
µj −
p1∑
j=1
j 6=k
p2∑
j=q1+1
j 6=k
· · ·
n∑
j=qs+1
j 6=k
λj
+
p1−1∑
j=1
p2−1∑
j=q1+1
· · ·
n−1∑
j=qs+1
p1∏
i=1
i 6=k
p2∏
i=q1+1
i 6=k
· · ·
n∏
i=qs+1
i 6=k
(λi − µj)
p1∏
i=1
i 6=j
p2∏
i=q1+1
i 6=j
· · ·
n−1∏
i=qs+1
i 6=j
(µi − µj)
+
s∑
l=1
p1∏
i=1
i 6=k
p2∏
i=q1+1
i 6=k
· · ·
n∏
i=qs+1
i 6=k
(λi − µpl)
p1∏
i=1
i 6=pl
p2∏
i=q1+1
i 6=pl
· · ·
ps∏
i=qs−1+1
i 6=pl
n−1∏
i=qs+1
(µi − µpl)
)
= Q(λk)
(
p1∑
j=1
p2∑
j=q1+1
· · ·
n−1∑
j=qs+1
µj −
p1∑
j=1
j 6=k
p2∑
j=q1+1
j 6=k
· · ·
n∑
j=qs+1
j 6=k
λj
+
p1∑
j=1
p2∑
j=q1+1
· · ·
n−1∑
j=qs+1
p1∏
i=1
i 6=k
p2∏
i=q1+1
i 6=k
· · ·
n∏
i=qs+1
i 6=k
(λi − µj)
p1∏
i=1
i 6=j
p2∏
i=q1+1
i 6=j
· · ·
n−1∏
i=qs+1
i 6=j
(µi − µj)
)
= 0.
Hence, the spectrum of the matrix Jµ + B equals the set {iλ1, iλ2, · · · , iλn}. As above, this
completes the proof.
Lemma 5.3.
1. Let λ ∈ Pn, α ∈ R∗ and z ∈ Cn. Then, the matrix Jλ + iαzz∗ admits n eigenvalues
iβ1, iβ2, . . . , iβn in such a way that β1 ≥ λ1 ≥ β2 ≥ λ2 ≥ · · · ≥ βn ≥ λn if α > 0 and
λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ · · · ≥ λn ≥ βn if α < 0.
2. Let λ, β ∈ Pn. If β1 ≥ λ1 ≥ β2 ≥ λ2 ≥ ... ≥ βn ≥ λn, there exists a number
z ∈ Cn in such a way that the matrix Jλ + izz∗ admits the n eigenvalues iβ1, ..., iβn. If
λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ ... ≥ λn ≥ βn, there exists z ∈ Cn such that the matrix Jλ − izz∗
admits the n eigenvalues iβ1, ..., iβn.
Proof:
1) One can prove by induction that the characteristic polynomial of the matrix 1i Jλ +
zz∗
α is
equal to Qλ,z,αn defined by
Qλ,z,αn (x) :=
n∏
i=1
(x− λi) −
n∑
j=1
|zj |2
α
n∏
i=1
i 6=j
(x− λi).
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Assume that α is negative. Then, Qλ,z,αn (x)
x→∞−→ ∞ and Qλ,z,αn (λj) ≥ 0 if j is odd and
Qλ,z,αn (λj) ≤ 0 if j is even. Furthermore, Qλ,z,αn (x) x→∞−→ −∞ if n is odd and Qλ,z,αn (x) x→−∞−→ ∞
if n is even and therefore, one can deduce that 1i Jλ +
zz∗
α admits n eigenvalues β1, β2, . . . , βn
verifying λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ · · · ≥ λn ≥ βn. Hence, Jλ + iαzz∗ admits the n eigenvalues
iβ1, iβ2, . . . , iβn fulfilling λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ · · · ≥ λn ≥ βn.
The same reasoning applies when α is positive.
2) Let β1 ≥ λ1 ≥ β2 ≥ λ2 ≥ ... ≥ βn ≥ λn.
For any z ∈ Cn, the characteristic polynomial of 1i Jλ+zz∗ is equal to Qλ,z,1n with Qλ,z,1n =: Qλ,zn
like above.
First, assume that β1 > λ1 > ... > βn > λn.
Let
|zj |2 := −
n∏
i=1
(λj − βi)
n∏
i=1
i 6=j
(λj − λi)
.
Then, as λj < βi for all i ∈ {1, ..., j}, as λj > βi for all i ∈ {j + 1, ..., n}, as λj < λi for all
i ∈ {1, ..., j− 1} and as λj > λi for all i ∈ {j+ 1, ..., n}, one gets sgn
(|zj |2) = (−1) (−1)j(−1)j−1 = 1
and thus, this definition is reasonable.
One now has to show that Qλ,zn (β`) = 0 for all ` ∈ {1, ..., n}.
Qλ,zn (β`) =
n∏
i=1
(β` − λi) +
n∑
j=1
n∏
i=1
(λj − βi)
n∏
i=1
i 6=j
(λj − λi)
n∏
i=1
i 6=j
(β` − λi)
=
n∏
i=1
(β` − λi)
1 +
n∑
j=1
n∏
i=1
(λj − βi)
n∏
i=1
i 6=j
(λj − λi)(β` − λj)

=
n∏
i=1
(β` − λi)
1−
n∑
j=1
n∏
i=1
i 6=`
(λj − βi)
n∏
i=1
i 6=j
(λj − λi)
 = 0,
as by [12], Lemma 5.3, one obtains
n∑
j=1
n∏
i=1
i 6=`
(λj−βi)
n∏
i=1
i 6=j
(λj−λi)
= 1.
Now, regard arbitrary β1 ≥ λ1 ≥ β2 ≥ λ2 ≥ ... ≥ βn ≥ λn.
For n = 1, one can choose |z1|2 := (β1 − λ1) ≥ 0 and the claim is shown.
Let n > 1 and assume that the assertion is true for n− 1.
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If λ`−1 6= β` 6= λ` for all ` ∈ {1, ..., n}, the claim is already shown above. So, without
restriction let ` ∈ {1, ..., n} with β` = λ`. The case λ`−1 = β` is very similar.
Hence, for λ` := (λ1, ..., λ`−1, λ`+1, ..., λn) and β` := (β1, ..., β`−1, β`+1, ..., βn),
β1 ≥ λ1 ≥ ... ≥ β`−1 ≥ λ`−1 ≥ β`+1 ≥ λ`+1 ≥ ... ≥ βn ≥ λn
and thus, by the induction hypothesis, there exists Cn−1 3 z` := (z1, ..., z`−1, z`+1, ..., zn) such
that Qλ
`,z`
n,` (βi) = 0 for all i ∈ {1, ..., `− 1, `+ 1, ..., n}, where
Qλ
`,z`
n,` (x) :=
n∏
i=1
i 6=`
(x− λi) −
n∑
j=1
j 6=`
|zj |2
n∏
i=1
i 6=j,i6=`
(x− λi).
Now, let z` := 0, i.e. z := (z1, ..., z`−1, 0, z`+1, ..., zn). Then,
Qλ,zn (x) = (x− λ`)
n∏
i=1
i 6=`
(x− λi) −
n∑
j=1
j 6=`
|zj |2(x− λ`)
n∏
i=1
i 6=j,i6=`
(x− λi) − |z`|2
n∏
i=1
i 6=`
(x− λi)
= (x− λ`)Qλ
`,z`
n,` (x) − |z`|2
n∏
i=1
i 6=`
(x− λi)
= (x− λ`)Qλ
`,z`
n,` (x).
If i ∈ {1, ..., ` − 1, ` + 1, ..., n}, then Qλ`,z`n,` (βi) = 0 and thus, Qλ,zn (βi) = 0. Furthermore,
Qλ,zn (β`) = 0, as β` = λ`.
Therefore, Qλ,zn (βi) = 0 for all i ∈ {1, ..., n} and the claim is shown.
Next, let λ1 ≥ β1 ≥ λ2 ≥ β2 ≥ ... ≥ λn ≥ βn.
Then, for any z ∈ Cn, the characteristic polynomial of 1i Jλ − zz∗ is equal to Qλ,z,−1n .
If λ1 > β1 > ... > λn > βn, let
|zj |2 :=
n∏
i=1
(λj − βi)
n∏
i=1
i 6=j
(λj − λi)
.
Here, sgn
(|zj |2) = (−1)j−1(−1)j−1 = 1 and hence, this definition is reasonable.
The rest of the proof is the same as in the first part of (2).
With these lemmas, one can now prove the following theorem which describes the
topology of the space of admissible coadjoint orbits of Gn.
Theorem 5.4.
Let α ∈ R∗, r > 0, µ ∈ Pn−1 and λ ∈ Pn. Then, the following holds:
1. A sequence of coadjoint orbits
(O(µk,rk))k∈N converges to O(µ,r) in g‡n/Gn if and only if
lim
k→∞
rk = r and µ
k = µ for large k.
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2. A sequence of coadjoint orbits
(O(µk,rk))k∈N converges to Oλ in g‡n/Gn if and only if
(rk)k∈N tends to 0 and λ1 ≥ µk1 ≥ λ2 ≥ µk2 ≥ ... ≥ λn−1 ≥ µkn−1 ≥ λn for k large enough.
3. A sequence of coadjoint orbits
(O(λk,αk))k∈N converges to the orbit O(λ,α) in g‡n/Gn if
and only if lim
k→∞
αk = α and λ
k = λ for large k.
4. A sequence of coadjoint orbits
(O(λk,αk))k∈N converges to the orbit O(µ,r) in g‡n/Gn if
and only if lim
k→∞
αk = 0 and the sequence
(O(λk,αk))k∈N satisfies one of the following
conditions:
(i) For k large enough, αk > 0, λ
k
j = µj for all j ∈ {1, ..., n−1} and lim
k→∞
αkλ
k
n = − r
2
2 .
(ii) For k large enough, αk < 0, λ
k
j = µj−1 for all j ∈ {2, ..., n} and lim
k→∞
αkλ
k
1 = − r
2
2 .
5. A sequence of coadjoint orbits
(O(λk,αk))k∈N converges to the orbit Oλ in g‡n/Gn if
and only if lim
k→∞
αk = 0 and the sequence
(O(λk,αk))k∈N satisfies one of the following
conditions:
(i) For k large enough, αk > 0, λ1 ≥ λk1 ≥ ... ≥ λn−1 ≥ λkn−1 ≥ λn ≥ λkn and
lim
k→∞
αkλ
k
n = 0.
(ii) For k large enough, αk < 0, λ
k
1 ≥ λ1 ≥ λk2 ≥ λ2 ≥ ... ≥ λn−1 ≥ λkn ≥ λn and
lim
k→∞
αkλ
k
1 = 0.
6. A sequence of coadjoint orbits
(Oλk)k∈N converges to the orbit Oλ in g‡n/Gn if and only
if λk = λ for large k.
Proof:
Examining the shape of the coadjoint orbits listed at the beginning of this subsection, 3) and
6) are clear and Assertion 2) follows immediately from Lemma 5.2. Furthermore, the proof
of 1) is similar to that of [12], Theorem 4.2.
4) Assume that
(O(λk,αk))k∈N converges to the orbit O(µ,r). Then, there exist a sequence
(Ak)k∈N in U(n) and a sequence of vectors
(
z(k)
)
k∈N in C
n such that
lim
k→∞
(
Ak
(
Jλk +
i
αk
z(k)z(k)∗
)
A∗k,
√
2Akz(k), αk
)
= (Jµ, vr, 0).
Let A = (amj)1≤m,j≤n be the limit of a subsequence (As)s∈I for I ⊂ N. Then,
lim
s→∞Jλ
s +
i
αs
z(s)z(s)∗ = A∗JµA, lim
s→∞zj(s) =
r√
2
anj for j ∈ {1, ..., n} and lim
s→∞αs = 0.
On the other hand, one has (A∗JµA)mj = i
n−1∑
l=1
µlalmalj and
Jλs +
i
αs
z(s)z(s)∗ =

iλs1 + i
|z1(s)|2
αs
i z1(s)z2(s)αs . . . i
z1(s)zn(s)
αs
i z2(s)z1(s)αs iλ
s
2 + i
|z2(s)|2
αs
. . . i z2(s)zn(s)αs
...
...
. . .
...
i zn(s)z1(s)αs i
zn(s)z2(s)
αs
. . . iλsn + i
|zn(s)|2
αs
 .
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Hence, for m 6= j, lim
s→∞
∣∣ zm(s)zj(s)
αs
∣∣ = ∣∣∣ n−1∑
l=1
µlalmalj
∣∣∣ < ∞, and since lim
s→∞‖z(s)‖Cn =
r√
2
6= 0,
there is a unique i0 ∈ {1, ..., n} such that lim
s→∞zi0(s) =
r√
2
eiθ for a certain number θ ∈ R and
lim
s→∞zj(s) = 0 for j 6= i0. One obtains ani0 = e
−iθ and anj = 0 for j 6= i0, i.e. the matrices A
and A∗JµA can be written in the following way:
A =

∗ · · · ∗ 0 ∗ · · · ∗
...
... 0
...
...
...
...
...
...
...
...
... 0
...
...
∗ · · · ∗ 0 ∗ · · · ∗
0 · · · 0 e−iθ 0 · · · 0

︸︷︷︸
i0−th position
and
A∗JµA =

∗ · · · ∗ 0 ∗ · · · ∗
...
...
...
...
...
∗ · · · ∗ 0 ∗ · · · ∗
0 · · · 0 0 0 · · · 0
∗ · · · ∗ 0 ∗ · · · ∗
...
...
...
...
...
∗ · · · ∗ 0 ∗ · · · ∗

︸︷︷︸
i0−th position
}i0 − th position
since (A∗JµA)i0j = −(A∗JµA)ji0 = −i
n−1∑
l=1
µlaljali0 = 0 for j ∈ {1, ..., n}. It follows that
lim
s→∞λ
s
i0
+
|zi0 (s)|2
αs
= 0, which in turn implies that lim
s→∞
∣∣λsi0∣∣ =∞ and that for each j 6= i0
lim
s→∞λ
s
j =
n−1∑
l=1
µl|alj |2, lim
s→∞
zj(s)zi0(s)
αs
= 0, lim
s→∞
zj(s)
αs
= 0 and lim
s→∞
|zj(s)|2
αs
= 0.
This proves that i0 can only take the value 1 if αs < 0 and n if αs > 0. Otherwise, since
λsi0−1 ≥ λsi0 ≥ λsi0+1, one gets lims→∞λ
s
i0−1 =∞ if αs < 0 and lims→∞λ
s
i0+1
= −∞ if αs > 0 which
contradicts the fact that lim
s→∞λ
s
j is finite for all j 6= i0.
Case i0 = n:
In this case, one has lim
s→∞αsλ
s
n = − r
2
2 and lims→∞λ
s
j =
n−1∑
l=1
µl|alj |2 for all j ∈ {1, ..., n − 1}.
Furthermore, the matrices A and A∗JµA have the form
A =

0
A˜
...
0
0 · · · 0 e−iθ
 and A∗JµA =

∗ . . . ∗ 0
...
...
...
∗ . . . ∗ 0
0 . . . 0 0
 ,
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where A˜ ∈ U(n − 1). However, the limit matrix of the subsequence (Jλs + iαs z(s)z(s)∗)s∈I
has to be diagonal because lim
s→∞
zm(s)zj(s)
αs
= 0 for all m 6= j. This implies that
A∗JµA =

iµ1 . . . 0 0
...
...
...
0 . . . iµn−1 0
0 . . . 0 0

and consequently, λsj = µj for large s and j ∈ {1, ..., n− 1}.
Case i0 = 1:
In this case, lim
s→∞αsλ
s
1 = − r
2
2 and lims→∞λ
s
j =
n−1∑
l=1
µl|alj |2 for every j ∈ {2, ..., n}. Moreover,
there is an element A˜ ∈ U(n− 1) such that the matrix A is given by
A =

0
... A˜
0
e−iθ 0 · · · 0
 and hence, A∗JµA =

0 0 · · · 0
0 ∗ · · · ∗
...
...
...
0 ∗ · · · ∗
 .
Using the same arguments as above, one has λsj+1 = µj for s large enough and for every
j ∈ {1, ..., n− 1}.
Conversely, suppose that lim
k→∞
αk = 0. If the regarded sequence of orbits satisfies the
first condition, one can take z(k) :=

0
...
0√
−αkλkn
 and Ak := I for k ≥ N and N ∈ N large
enough. In the other case, one lets
z(k) :=

√
−αkλk1
0
...
...
0

and Ak :=

0 1 0 · · · 0
0 0 1
. . . 0
...
...
. . .
. . .
...
0 0 0
. . . 1
1 0 0 · · · 0

for k ≥ N.
Thus, lim
k→∞
(
Ak
(
Jλk +
i
αk
z(k)z(k)∗
)
A∗k,
√
2Akz(k), αk
)
= (Jµ, vr, 0).
5) Suppose that
(O(λk,αk))k∈N converges to the orbit Oλ. Then, there exist a sequence
(Ak)k∈N in U(n) and a sequence
(
z(k)
)
k∈N in C
n such that
lim
k→∞
(
Ak
(
Jλk +
i
αk
z(k)z(k)∗
)
A∗k,
√
2Akz(k), αk
)
= (Jλ, 0, 0).
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It follows that lim
k→∞
αk = 0 and that
(
z(k)
)
k∈N tends to 0 in C
n. Denote by A = (amj)1≤m,j≤n
the limit matrix of a subsequence (As)s∈I for an index set I ⊂ N. Then,
lim
s→∞Jλ
s +
i
αs
z(s)z(s)∗ = A∗JλA with (A∗JλA)mj = i
n∑
l=1
λlalmalj .
Since lim
k→∞
αk = 0, one can assume that αs is either strictly positive for all s ∈ I or strictly
negative for all s ∈ I.
Let
√|αs| be the square root of |αs|. The fact that lim
s→∞
zm(s)zj(s)
αs
is finite for allm, j ∈ {1, ..., n}
implies that there exists at most one integer 1 ≤ i0 ≤ n such that lim
s→∞
zi0 (s)√
|αs|
=∞. Therefore,
lim
s→∞
zj(s)√|αs|
exists for all j distinct from i0. Hence, for the same reasons as in the proof of 4), necessarily
i0 ∈ {1, n}.
If there is no such i0, then there exists for all j ∈ {1, ..., n} an integer λ′j ∈ Z such that λ′j = λsj
for all s ∈ I (by passing to a subsequence if necessary) and z˜j := lim
s→∞
zj(s)√
|αs|
is finite for all
j ∈ {1, . . . , n}. Thus, one gets{
A∗JλA = Jλ′ + iz˜(z˜)∗, if αs > 0 ∀s ∈ I
A∗JλA = Jλ′ − iz˜(z˜)∗, if αs < 0 ∀s ∈ I.
It follows by Lemma 5.3 applied to z˜ and α = 1 or α = −1, respectively, that{
λ1 ≥ λ′1 = λs1 ≥ λ2 ≥ λ′2 = λs2 ≥ ... ≥ λn ≥ λ′n = λsn, if αs > 0 ∀s ∈ I
λ′1 = λs1 ≥ λ1 ≥ λ′2 = λs2 ≥ λ2 ≥ ... ≥ λ′n = λsn ≥ λn, if αs < 0 ∀s ∈ I.
Case i0 = n:
In this case, lim
s→∞αsλ
s
n = 0, as lims→∞
∣∣λsn + |zn(s)|2αs ∣∣ < ∞. Furthermore, lims→∞λsn = −∞ and
lim
s→∞λ
s
j =
n∑
l=1
λl|alj |2 for every j ∈ {1, ..., n − 1} and αs has to be positive for large s. Since
lim
s→∞
zj(s)
αs
exists and lim
s→∞
|zn(s)|
αs
=∞, it follows that lim
s→∞
zj(s)
αs
= 0 for all j ∈ {1, ..., n− 1}.
Now, choose
x := lim
s→∞λ
s
n +
|zn(s)|2
αs
, λ′j := lims→∞λ
s
j and wj := −i lims→∞
zj(s)zn(s)
αs
∀j ∈ {1, ..., n− 1}.
Then, the limit matrix A∗JλA of the sequence
(
Jλs +
i
αs
z(s)z(s)∗
)
s∈I has the form
iλ′1 0 . . . 0 −w1
0 iλ′2 . . . 0 −w2
...
...
. . .
...
...
0 0 . . . iλ′n−1 −wn−1
w1 w2 . . . wn−1 ix
 .
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By Lemma 5.2, one obtains λ1 ≥ λ′1 ≥ λ2 ≥ λ′2 ≥ ... ≥ λn−1 ≥ λ′n−1 ≥ λn, and thus,
λ1 ≥ λs1 ≥ λ2 ≥ λs2 ≥ ... ≥ λn−1 ≥ λsn−1 ≥ λn ≥ λsn for large s.
Case i0 = 1:
Here, lim
s→∞αsλ
s
1 = 0, since lims→∞
∣∣λs1 + |z1(s)|2αs ∣∣ <∞. Moreover,
lim
s→∞λ
s
1 =∞, lims→∞λ
s
j =
n∑
l=1
λl|alj |2 and lim
s→∞
zj(s)
αs
= 0 ∀j ∈ {2, ..., n}.
Hence, αs < 0 for s large enough. If one sets
x := lim
s→∞λ
s
1 +
|z1(s)|2
αs
, λ′j := lims→∞λ
s
j+1 and wj := −i lims→∞
z1(s)zj+1(s)
αs
∀j ∈ {1, ..., n−1},
the limit matrix A∗JλA of
(
Jλs +
i
αs
z(s)z(s)
)
s∈I can be written as follows:
ix w1 w2 . . . wn−1
−w1 iλ′1 0 . . . 0
−w2 0 iλ′2 . . . 0
...
...
...
. . .
...
−wn−1 0 0 . . . iλ′n−1
 = A˜∗

iλ′1 0 . . . 0 −w1
0 iλ′2 . . . 0 −w2
...
...
. . .
...
...
0 0 . . . iλ′n−1 −wn−1
w1 w2 . . . wn−1 ix
 A˜, (40)
where
A˜ =

0 1 0 · · · 0
0 0 1
. . . 0
...
...
. . .
. . .
...
0 0 0
. . . 1
1 0 0 · · · 0

.
This proves that λs1 ≥ λ1 ≥ λs2 ≥ λ2 ≥ ... ≥ λsn−1 ≥ λn−1 ≥ λsn ≥ λn for large s.
Conversely, suppose that the sequence
(O(λk,αk))k∈N satisfies the first condition.
First, consider the case λkn
k→∞−→ −∞.
Then, there is a subsequence (λs)s∈I for an index set I ⊂ N fulfilling λsj = λ′j for every
j ∈ {1, ..., n − 1} and all s ∈ I. By Lemma 5.2, there exist w1, w2, . . . , wn−1 ∈ C, x ∈ R and
A ∈ U(n) such that
A∗JλA =

iλ′1 0 . . . 0 −w1
0 iλ′2 . . . 0 −w2
...
...
. . .
...
...
0 0 . . . iλ′n−1 −wn−1
w1 w2 . . . wn−1 ix
 .
In this case, λk 6= λ for large k, as λkn k→∞−→ −∞. Choose x :=
n∑
j=1
λj −
n−1∑
j=1
λ′j . (Compare the
proof of Lemma 5.2.) It follows that
αs(x− λsn) =
n∑
j=1
αs(λj − λsj) > 0.
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Furthermore, define the sequence
(
z(s)
)
s∈I in C
n by
zn(s) :=
√
αs(x− λsn) and zj(s) := i
αswj√
αs(x− λsn)
∀j ∈ {1, 2, ..., n− 1}.
Then, one gets
lim
s→∞z(s) = 0,
λsn +
|zn(s)|2
αs
= x,
lim
s→∞
|zj(s)|2
αs
= lim
s→∞
|wj |2
x− λsn
= 0 ∀j ∈ {1, ..., n− 1},
lim
s→∞
zm(s)zj(s)
αs
= lim
s→∞
wmwj
x− λsn
= 0 ∀m 6= j ∈ {1, ..., n− 1} and
lim
s→∞
zj(s)zn(s)
αs
= iwj ∀j ∈ {1, ..., n− 1}.
Hence,
(
A
(
Jλs +
i
αs
z(s)z(s)∗
)
A∗
)
s∈I
converges to Jλ and
(
z(s)
)
s∈I to 0.
If lim
k→∞
λkn 6= −∞, there is a subsequence (λs)s∈I for an index set I ⊂ N fulfilling λsj = λ′j for
all j ∈ {1, ..., n} and all s ∈ I. Therefore,
λ1 ≥ λ′1 ≥ λ2 ≥ λ′2 ≥ ... ≥ λn ≥ λ′n
and thus, by Lemma 5.3(2), there exists z˜ ∈ Cn such that iλ1, ..., iλn are the eigenvalues of
Jλ′ + iz˜(z˜)
∗.
Let z(s) := z˜
√
αs, which is reasonable since αs > 0 in this case.
As the matrices Jλ′ + iz˜(z˜)
∗ and Jλ are both skew-Hermitian and have the same eigenvalues,
they are unitarily conjugated. Therefore, there exists an element A ∈ U(n) in such a way that
Jλ′ + iz˜(z˜)
∗ = A∗JλA. Hence,
A∗JλA = Jλ′ + iz˜(z˜)∗ = lim
s→∞ Jλ
′ + iz˜(z˜)∗ = lim
s→∞ Jλ
′ + i
z(s)z(s)∗
αs
,
i.e.
(
A
(
Jλ′ + i
z(s)z(s)∗
αs
)
A∗
)
s∈I
converges to Jλ. Furthermore,
z(s) = z˜
√
αs
s→∞−→ 0,
as αk
k→∞−→ 0.
Thus, the claim is shown in this case.
Suppose now that for k large enough αk < 0, λ
k
1 ≥ λ1 ≥ ... ≥ λkn−1 ≥ λn−1 ≥ λkn ≥ λn and
lim
k→∞
αkλ
k
1 = 0. First consider the case α
k
1
k→∞−→ ∞.
In this case, there is a subsequence (λs)s∈I for an index set I ⊂ N such that λsj = λ′j−1 for all
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j ∈ {2, ..., n} and all s ∈ I. By Identity (40) and Lemma 5.2 , there exist w1, w2, . . . , wn−1 ∈ C,
x ∈ R and A ∈ U(n) such that
A∗JλA =

ix w1 w2 . . . wn−1
−w1 iλ′1 0 . . . 0
−w2 0 iλ′2 . . . 0
...
...
...
. . .
...
−wn−1 0 0 . . . iλ′n−1
 .
Similarly to the last case, one takes x :=
n∑
j=1
λj −
n−1∑
j=1
λ′j and thus gets
αs(x− λs1) =
n∑
j=1
αs(λj − λsj) > 0.
Hence, one can define the sequence
(
z(s)
)
s∈I in C
n by
z1(s) :=
√
αs(x− λs1) and zj(s) := −i
αswj−1√
αs(x− λs1)
∀j ∈ {2, ..., n}.
Here again, one gets
lim
s→∞z(s) = 0,
λs1 +
|z1(s)|2
αs
= x,
lim
s→∞
|zj(s)|2
αs
= lim
s→∞
|wj−1|2
x− λs1
= 0 ∀j ∈ {2, ..., n},
lim
s→∞
zm(s)zj(s)
αs
= lim
s→∞
wm−1wj−1
x− λs1
= 0 ∀m 6= j ∈ {2, ..., n} and
lim
s→∞
zj(s)z1(s)
αs
= iwj−1 ∀j ∈ {2, ..., n}.
Again, one can conclude that
((
A
(
Jλs +
i
αs
z(s)z(s)∗
)
A∗,
√
2Az(s), αs
))
s∈I
converges to
(Jλ, 0, 0).
If lim
k→∞
λk1 6=∞, there is a subsequence (λs)s∈I for an index set I ⊂ N fulfilling λsj = λ′j for all
j ∈ {1, ..., n} and all s ∈ I. Hence,
λ′1 ≥ λ1 ≥ λ′2 ≥ λ2 ≥ ... ≥ λ′n ≥ λn
and therefore, by Lemma 5.3(2), there exists z˜ ∈ Cn such that iλ1, ..., iλn are the eigenvalues
of Jλ′ − iz˜(z˜)∗.
Let now z(s) := z˜
√−αs, which is reasonable since this time αs < 0.
As above, there exists an element A ∈ U(n) such that Jλ′ − iz˜(z˜)∗ = A∗JλA and thus,
A∗JλA = lim
s→∞ Jλ
′ − iz(s)z(s)
∗
−αs = lims→∞ Jλ
′ + i
z(s)z(s)∗
αs
,
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i.e.
(
A
(
Jλ′ + i
z(s)z(s)∗
αs
)
A∗
)
s∈I
converges to Jλ. Furthermore,
z(s) = z˜
√−αs s→∞−→ 0,
as αk
k→∞−→ 0.
Therefore, the assertion is also shown in this case.
5.3 The topology of the spectrum of Gn
In this subsection, the topology of Gn = U(n)nHn will be analyzed. The aim is to show that
it is determined by the topology of its admissible quotient space.
For this, some results on the topology of the spectrum of the semidirect product U(n)nHn
in terms of the Mackey data will be given.
5.3.1 The representation pi(µ,r)
First, examine the representation pi(µ,r) = ind
Gn
U(n−1)nHnρµ ⊗ χr. Its Hilbert space H(µ,r) is
given by the space
L2
(
Gn/
(
U(n− 1)nHn
)
, ρµ ⊗ χr
) ∼= L2(U(n)/U(n− 1), ρµ).
Let ξ be a unit vector in H(µ,r). For all (z, t) ∈ Hn, and all A,B ∈ U(n),
pi(µ,r)(A, z, t)ξ(B) = e
−i(Bvr,z)Cn ξ
(
A−1B
)
.
Therefore,
C
pi(µ,r)
ξ (A, z, t) =
〈
pi(µ,r)(A, z, t)ξ, ξ
〉
L2
(
U(n)/U(n−1),ρµ
)
=
∫
U(n)
e−i(Bvr,z)Cn
〈
ξ
(
A−1B
)
, ξ(B)
〉
Hρµ
dB.
By (39) in Section 5.1.2, one has
piµ := pi(µ,r)|U(n) ∼= indU(n)U(n−1)ρµ =
∑
τλ∈Û(n)
λ1≥µ1≥λ2≥µ2≥...≥λn−1≥µn−1≥λn
τλ.
Every irreducible representation τλ of U(n) can be realized as a subrepresentation of the left
regular representation on L2
(
U(n)
)
via the intertwining operator
Uλ : Hλ → L2
(
U(n)
)
, Uλ(ξ)(A) :=
〈
ξ, τλ(A)ξλ
〉
Hλ ∀A ∈ U(n) ∀ξ ∈ Hλ
for a fixed unit vector ξλ ∈ Hλ.
For τλ ∈ Û(n), consider the orthonormal basis Bλ =
{
φλj | j ∈ {1, ..., dλ}
}
of Hλ consisting of
eigenvectors for Tn of Hλ.
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Moreover, as a basis of the Lie algebra hn of the Heisenberg group, one can take the left
invariant vector fields
{
Z1, Z2, . . . , Zn, Z1, Z2, . . . , Zn, T
}
, where
Zj := 2
∂
∂zj
+ i
zj
2
∂
∂t
, Zj = 2
∂
∂zj
− izj
2
∂
∂t
and T :=
∂
∂t
and gets the Lie brackets [Zj , Zj ] = −2iT for j ∈ {1, ..., n}.
Now, regard the Heisenberg sub-Laplacian differential operator which is given by
L = 1
2
n∑
j=1
(
ZjZj + ZjZj
)
.
This operator is U(n)-invariant.
Lemma 5.5.
For every representation pi(µ,r) for r > 0 and ρµ ∈ ̂U(n− 1),
dpi(µ,r)(L) = −r2I.
Proof:
Since the representation pi(µ,r) is trivial on the center of hn, one has
dpi(µ,r)(L)ξ(B) = 2
n∑
j=1
(
∂2
∂zj∂zj
+
∂2
∂zj∂zj
)(
e−i(Bvr,z)Cn
)
ξ(B).
Let D = {e1, . . . , en} be an orthonormal basis for Cn. By writing
(Bvr, z)Cn =
1
2
(
〈Bvr, z〉Cn + 〈Bvr, z〉Cn
)
,
one gets
dpi(µ,r)(L)ξ(B) = −
n∑
j=1
∣∣〈Bvr, ej〉Cn∣∣2ξ(B) = −r2ξ(B).
In addition, the following theorem describes the convergence of sequences of represen-
tations
(
pi(µk,rk)
)
k∈N:
Theorem 5.6.
Let r > 0, ρµ ∈ ̂U(n− 1) and τλ ∈ Û(n).
1. A sequence
(
pi(µk,rk)
)
k∈N of irreducible unitary representations of Gn converges to pi(µ,r)
in Ĝn if and only if lim
k→∞
rk = r and µ
k = µ for k large enough.
2. A sequence
(
pi(µk,rk)
)
k∈N of irreducible unitary representations of Gn converges to τλ in
Ĝn if and only if lim
k→∞
rk = 0 and τλ occurs in piµk for k large enough.
These are all possibilities for a sequence
(
pi(µk,rk)
)
k∈N of irreducible unitary representations
of Gn to converge.
The proof of 1) and 2) of this theorem can be found in [1], Theorem 6.2.A.
Furthermore, since the representations pi(µ,r) and τλ are trivial on
{
(I, 0, t)| t ∈ R}, the center
of Gn, while the representations pi(λ,α) are non-trivial there, the possibilities of convergence
of a sequence
(
pi(µk,rk)
)
k∈N listed above are the only ones that are possible.
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5.3.2 The representation pi(λ,α)
Next, regard the representations pi(λ,α).
Consider the unit vector ξ :=
dλ∑
j=1
φλj ⊗ fj in the Hilbert space H(λ,α) = Hλ ⊗Fα(n) of pi(λ,α),
where f1, . . . , fdλ belong to the Fock space Fα(n). Then, for all A ∈ U(n) and (z, t) ∈ Hn,
pi(λ,α)(A, z, t)ξ(w) =
dλ∑
j=1
τλ(A)φ
λ
j ⊗ eiαt−
α
4
|z|2−α
2
〈w,z〉Cnfj
(
A−1w +A−1z
)
if α > 0 and
pi(λ,α)(A, z, t)ξ(w) =
dλ∑
j=1
τλ(A)φ
λ
j ⊗ eiαt+
α
4
|z|2+α
2
〈w,z〉Cnfj
(
A−1w +A−1z
)
if α < 0.
It follows that
C
pi(λ,α)
ξ (A, z, t) =
〈
pi(λ,α)(A, z, t)ξ, ξ
〉
H(λ,α) =
dλ∑
j,j′=1
〈
τλ(A)φ
λ
j , φ
λ
j′
〉
Hλ
∫
Cn
eiαt−
α
4
|z|2−α
2
〈w,z〉Cnfj
(
A−1w +A−1z
)
fj′(w)e
−α
2
|w|2dw if α > 0,
dλ∑
j,j′=1
〈
τλ(A)φ
λ
j , φ
λ
j′
〉
Hλ
∫
Cn
eiαt+
α
4
|z|2+α
2
〈w,z〉Cnfj
(
A−1w +A−1z
)
fj′(w)e
α
2
|w|2dw if α < 0.
Lemma 5.7.
For each representation pi(λ,α) for α ∈ R∗ and τλ ∈ Û(n), one has
dpi(λ,α)(T ) = iαI.
Proof:
Let ξ =
dλ∑
j=1
φλj ⊗ fj be a unit vector in H(λ,α). Then,
〈
dpi(λ,α)(T )ξ, ξ
〉
H(λ,α) =
d
dt
∣∣∣
t=0
〈
pi(λ,α)(I, 0, t)ξ, ξ
〉
H(λ,α) =
d
dt
∣∣∣
t=0
eiαt
dλ∑
j=1
‖fj‖2Fα(n) = iα.
If α is positive, the polynomials C[Cn] are dense in Fα(n) and its multiplicity free
decomposition is
C[Cn] =
∞∑
m=0
Pm,
where Pm is the space of homogeneous polynomials of degree m. Thus, pm(z) = zm1 is the
highest weight vector in Pm with weight (m, 0, ..., 0) =: [m]. Applying the classical Pieri’s rule
(see [15], Proposition 15.25), one obtains
(
τλ ⊗Wα
)
|U(n) =
∞∑
m=0
τλ ⊗ τ[m] =
∑
λ′∈Pn
λ′1≥λ1≥....≥λ′n≥λn
τλ′ . (41)
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If α is negative, one gets
(
τλ ⊗Wα
)
|U(n) =
∞∑
m=0
τλ ⊗ τ[m] =
∑
λ′∈Pn
λ1≥λ′1≥....≥λn≥λ′n
τλ′ .
Both of the sums again are multiplicity free. This follows from [20], Chapter IV.11, since Wα
is multiplicity free.
Furthermore, let Rα :=
{
hm,α| m = (m1, . . . ,mn) ∈ Nn
}
be the orthonormal basis of the
Fock space Fα(n) defined by the Hermite functions
hm,α(z) =
( |α|
2pi
)n
2
√
|α||m|
2|m|m!
zm
with |m| = m1 + ...+mn, m! = m1! · · ·mn! and zm = zm11 · · · zmnn (see [14], Chapter 1.7).
Now, one obtains the following theorem about the convergence of sequences of repre-
sentations
(
pi(λk,αk)
)
k∈N:
Theorem 5.8.
Let α ∈ R∗ and τλ ∈ Û(n). Then, a sequence
(
pi(λk,αk)
)
k∈N of elements in Ĝn converges to
pi(λ,α) if and only if lim
k→∞
αk = α and λ
k = λ for large k.
Proof:
First, consider the case where α is positive. Assume that αk
k→∞−→ α and that λk = λ for k
large enough. Moreover, let f ∈ C∞0 (Gn) and let ξ be a unit vector in Hλ. Then,〈
C
pi
(λk,αk)
ξ⊗h0,αk , f
〉(
L∞(Gn),L1(Gn)
)
=
∫
U(n)
∫
Hn
f(A, z, t)
〈
τλk(A)ξ, ξ
〉
H
λk
eiαkt−
αk
4
|z|2
∫
Cn
( 1
2pi
)n
e−
1
2
√
αk〈w,z〉Cn− 12 |w|2dwd(z, t)dA
tends to
〈
C
pi(λ,α)
ξ⊗h0,α , f
〉(
L∞(Gn),L1(Gn)
). Hence, (pi(λk,αk))k∈N converges to pi(λ,α).
The same reasoning applies when α is negative.
Conversely, the fact that the sequence
(
pi(λk,αk)
)
k∈N converges to the representation pi(λ,α)
implies by Corollary 2.10 that for ξ ∈ H∞(λ,α) of length 1, there is for every k ∈ N a unit vector
ξk ∈ H∞(λk,αk) such that
(〈
dpi(λk,αk)(T )ξk, ξk
〉
H
(λk,αk)
)
k∈N
converges to
〈
dpi(λ,α)(T )ξ, ξ
〉
H(λ,α) .
Thus, by Lemma 5.7, lim
k→∞
αk = α.
Hence, it remains to show that λk = λ for k large enough.
Let ξ be a unit vector in Hλ. Then, by Theorem 2.8, for every k ∈ N, there exists a vector
ξk =
∑
m∈Nn
ζkm⊗ hm,αk ∈ H(λk,αk) of length 1 such that
(
C
pi
(λk,αk)
ξk
)
k∈N
converges uniformly on
compacta to C
pi(λ,α)
ξ⊗h0,α .
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Now, take δ ∈ R>0 such that 0 6∈ Iα,δ = (α− δ, α+ δ), as well as a Schwartz function ϕ on R
fulfilling ϕ|Iα,δ ≡ 1 and ϕ ≡ 0 in a neighbourhood of 0. Then, there is a Schwartz function ψ
on Hn with the property
σβ(ψ) = ϕ(β)Pβ ∀β ∈ R∗,
where Pβ : Fβ(n)→ C is the orthogonal projection onto the one-dimensional subspace Ch0,β
of all constant functions in Fβ(n). On the other hand, there exists kδ ∈ N such that αk ∈ Iα,δ
for all k ≥ kδ. One obtains σα(ψ)h0,α = h0,α and σαk(ψ)h0,αk = h0,αk for all k ≥ kδ and thus,
it follows that
lim
k→∞
∥∥ζk0∥∥2H
λk
= lim
k→∞
∑
m,m′∈Nn
〈
ζkm, ζ
k
m′
〉
H
λk
〈
σαk(ψ)hm,αk , hm′,αk
〉
Fαk (n)
= lim
k→∞
〈
C
pi
(λk,αk)∑
m∈Nn
ζkm⊗hm,αk
(I, ., .), ψ
〉(
L∞(Hn),L1(Hn)
)
=
〈
σα(ψ)h0,α, h0,α
〉
Fα(n) = 1.
Hence, one gets
lim
k→∞
∥∥ξk − ζk0 ⊗ h0,αk∥∥H
(λk,αk)
= 0
and one can deduce that
lim
k→∞
〈
τλk(A)ζ
k
0 , ζ
k
0
〉
H
λk
=
〈
τλ(A)ξ, ξ
〉
Hλ
uniformly in A ∈ U(n). Therefore, for all k ∈ N, one can take the unit vector φk = ζ
k
0
‖ζk0 ‖Hλk
in Hλk to finally obtain the uniform convergence on compacta of
(
C
τ
λk
φk
)
k∈N
to Cτλξ . Thus,
λk = λ for k large enough.
Lemma 5.9.
For each representation pi(λ,α) for α ∈ R∗ and τλ ∈ Û(n),〈
dpi(λ,α)(L)hm,α, hm,α
〉
Fα(n) = −|α|
(
n+ 2|m|) ∀m ∈ Nn.
The proof follows from [4], Proposition 3.20 together with [5], Lemma 3.4.
Theorem 5.10.
Let r > 0, ρµ ∈ ̂U(n− 1) and τλ ∈ Û(n).
1. If a sequence
(
pi(λk,αk)
)
k∈N of elements of Ĝn converges to the representation pi(µ,r)
in Ĝn, then lim
k→∞
αk = 0 and the sequence
(
pi(λk,αk)
)
k∈N satisfies one of the following
conditions:
(i) For k large enough, αk > 0, λ
k
j = µj for all j ∈ {1, ..., n−1} and lim
k→∞
αkλ
k
n = − r
2
2 .
(ii) For k large enough, αk < 0, λ
k
j = µj−1 for all j ∈ {2, ..., n} and lim
k→∞
αkλ
k
1 = − r
2
2 .
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2. If a sequence
(
pi(λk,αk)
)
k∈N of elements of Ĝn converges to the representation τλ in Ĝn,
then lim
k→∞
αk = 0 and the sequence
(
pi(λk,αk)
)
k∈N satisfies one of the following conditions:
(i) For k large enough, αk > 0, λ1 ≥ λk1 ≥ ... ≥ λn−1 ≥ λkn−1 ≥ λn ≥ λkn and
lim
k→∞
αkλ
k
n = 0.
(ii) For k large enough, αk < 0, λ
k
1 ≥ λ1 ≥ λk2 ≥ λ2 ≥ ... ≥ λn−1 ≥ λkn ≥ λn and
lim
k→∞
αkλ
k
1 = 0.
Proof:
1) Let µ˜s = (µ1, . . . , µs, µs, µs+1, . . . , µn−1) for s ∈ {1, ..., n− 1}. By hypothesis, the sequence(
pi(λk,αk)
)
k∈N converges to the representation pi(µ,r) in Ĝn. Thus, by Corollary 2.10, for the
unit vector ξs =
√
dµ˜sC
µ˜s
φµ˜
s
1 ,φ
µ˜s
1
∈ H∞(µ,r), there is a sequence of unit vectors (ξsk)k∈N ⊂ H∞(λk,αk)
such that〈
dpi(λk,αk)(T )ξ
s
k, ξ
s
k
〉
H
(λk,αk)
k→∞−→ 〈dpi(µ,r)(T )(ξs), ξs〉H(µ,r) = 0 ∀T ∈ tn and
〈
dpi(λk,αk)(L)ξsk, ξsk
〉
H
(λk,αk)
k→∞−→ 〈dpi(µ,r)(L)(ξs), ξs〉H(µ,r) = −r2.
Since by Lemma 5.7 one gets
〈
dpi(λk,αk)(T )ξ
s
k, ξ
s
k
〉
H
(λk,αk)
=
〈
iαkξ
s
k, ξ
s
k
〉
H
(λk,αk)
, it follows
that lim
k→∞
αk = 0. Therefore, one can assume without restriction that αk > 0 for large k (by
passing to a subsequence if necessary). The case αk < 0 is very similar.
On the other hand, the sequence
(〈
τλk ⊗Wαk(A)ξsk, ξsk
〉
H
(λk,αk)
)
k∈N
converges to the matrix
coefficient C
pi(µ,r)
ξs (A, 0, 0) = C
µ˜s
φµ˜
s
1 ,φ
µ˜s
1
(A) uniformly in each A ∈ U(n). Hence, from this
convergence, Orthogonality Relation (38) and the fact that
∥∥∥C µ˜s
φµ˜
s
1 ,φ
µ˜s
1
∥∥∥
L2
(
U(n)
) = 1√
dµ˜s
follows
lim
k→∞
∫
U(n)
〈
τλk ⊗Wαk(A)ξsk, ξsk
〉
H
(λk,αk)
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA =
1
dµ˜s
6= 0. (42)
By (41), one can write the expression
(
τλk ⊗Wαk
)
|U(n) as(
τλk ⊗Wαk
)
|U(n) =
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
τλ˜k
and, since for k large enough the above integral is not 0, again by the orthogonality relation,
there has to be one λ˜k ∈ Pn with λ˜k1 ≥ λk1 ≥ ... ≥ λ˜kn ≥ λkn such that λ˜k = µ˜s. But as
λ˜ks = µ˜
s
s = µ˜
s
s+1 = λ˜
k
s+1, one obtains that λ
k
s = λ˜
k
s = µ˜
s
s = µs for k large enough. As this is
true for all s ∈ {1, ..., n− 1}, one gets λkj = µj for all j ∈ {1, ..., n− 1}.
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So, it remains to show that lim
k→∞
αkλ
k
n = − r
2
2 .
Again, by the decomposition of
(
τλk ⊗ Wαk
)
|U(n) in (41), one can decompose H(λk,αk) as
follows
H(λk,αk) =
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
Hλ˜k
and thus, for every k ∈ N, the vector ξsk can be written as
ξsk =
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
ξs
λ˜k
for ξs
λ˜k
∈ Hλ˜k ∀k ∈ N.
Then, with Orthogonality Relation (38),∫
U(n)
〈
τλk ⊗Wαk(A)ξsk, ξsk
〉
H
(λk,αk)
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA
=
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
∑
γ˜k∈Pn
γ˜k1≥λk1≥...≥γ˜kn≥λkn
∫
U(n)
〈
τλk ⊗Wαk(A)ξsλ˜k , ξsγ˜k
〉
H
λ˜k
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA
=
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
∑
γ˜k∈Pn
γ˜k1≥λk1≥...≥γ˜kn≥λkn
∫
U(n)
〈 ∑
ν˜k∈Pn
ν˜k1≥λk1≥...≥ν˜kn≥λkn
τν˜k(A)ξ
s
λ˜k
, ξsγ˜k
〉
H
λ˜k
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA
=
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
∑
γ˜k∈Pn
γ˜k1≥λk1≥...≥γ˜kn≥λkn
∫
U(n)
〈
τλ˜k(A)ξ
s
λ˜k
, ξsγ˜k
〉
H
λ˜k
〈
τµ˜s(A)φ
µ˜s
1 , φ
µ˜s
1
〉
H(µ,r) dA
=
∑
γ˜k∈Pn
γ˜k1≥λk1≥...≥γ˜kn≥λkn
〈
ξsµ˜s , φ
µ˜s
1
〉
Hµ˜s
〈
φµ˜
s
1 , ξ
s
γ˜k
〉
Hµ˜s
dµ˜s
=
〈
ξsµ˜s , φ
µ˜s
1
〉
Hµ˜s
〈
φµ˜
s
1 , ξ
s
µ˜s
〉
Hµ˜s
dµ˜s
=
∣∣〈ξsµ˜s , φµ˜s1 〉Hµ˜s ∣∣2
dµ˜s
.
From (42) follows that ∣∣〈ξsµ˜s , φµ˜s1 〉Hµ˜s ∣∣2 k→∞−→ 1.
As
1 = ‖ξsk‖2H
(λk,αk)
=
∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
∥∥ξs
λ˜k
∥∥2
H
λ˜k
,
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one can assume that ξsk = φ
µ˜s
1 for large k ∈ N. Since λkj = µj for all k ∈ N and for all
j ∈ {1, ..., n− 1}, one gets for s = n− 1
µ˜n−1 = λk +mk for mk =
(
0, ..., 0, µn−1 − λkn
)
.
From now on, consider only k large enough such that ξn−1k = φ
µ˜n−1
1 . Then, ξ
n−1
k is the highest
weight vector with weight µ˜n−1. Moreover,∑
λ˜k∈Pn
λ˜k1≥λk1≥...≥λ˜kn≥λkn
Hλ˜k = H(λk,αk) = Hλk ⊗Fαk(n) =
∞∑
m=0
Hλk ⊗ Pm.
Every weight in the decomposition on the left hand side has multiplicity one, as mentioned in
(41), and therefore, this is the case for every weight appearing in the sum on the right hand
side as well. From this, one can deduce that there exists one unique Mk such that µ˜
n−1, the
weight of ξn−1k ∈ H(λk,αk), appears in Hλk ⊗ PMk .
By [20], Chapter IV.11, every highest weight appearing in Hλk⊗PMk is the sum of the highest
weight of Hλk and a weight of PMk . Hence, µ˜n−1 is the sum of λk and a weight of PMk . From
this follows that the mentioned weight of PMk has the same length as µ˜n−1 − λk = mk.
Therefore, Mk = |mk|, i.e. PMk = P|mk|.
Taking an orthonormal basis of Hλk consisting of eigenvectors for Tn as at the beginning of
this subsection, then, due to the above considerations, one can write ξn−1k as
ξn−1k =
∑
(γk,m˜k)∈Ωµ˜
n−1
λk
φγ
k ⊗ hm˜k,αk ,
where φγ
k
is a uniquely determined eigenvector for Tn of Hλk with weight γk and Ωµ˜
n−1
λk
is
the set of all pairs (γk, m˜k) such that m˜k ∈ Nn with |m˜k| = |mk| and γk is a weight that
appears in the representation τλk fulfilling γ
k + m˜k = µ˜
n−1. Furthermore,∑
(γk,m˜k)∈Ωµ˜
n−1
λk
∣∣φγk ∣∣2 = 1.
Then, from Lemma 5.9 and the U(n)-invariance of L,
−r2 k→∞←− 〈dpi(λk,αk)(L)ξn−1k , ξn−1k 〉H
(λk,αk)
=
∑
(γk,m˜k)∈Ωµ˜
n−1
λk
∑
(γ˜k, ˜˜mk)∈Ωµ˜
n−1
λk
〈
dpi(λk,αk)(L)φγ
k ⊗ hm˜k,αk , φγ˜
k ⊗ h ˜˜mk,αk
〉
H
(λk,αk)
=
∑
(γk,m˜k)∈Ωµ˜
n−1
λk
∣∣φγk ∣∣2 〈dpi(λk,αk)(L)hm˜k,αk , hm˜k,αk〉Fαk (n)
=
∑
(γk,m˜k)∈Ωµ˜
n−1
λk
∣∣φγk ∣∣2(− αk(n+ 2|m˜k|))
= −αk
(
n+ 2|mk|
) ∑
(γk,m˜k)∈Ωµ˜
n−1
λk
∣∣φγk ∣∣2
= −αk
(
n+ 2|mk|
)
= − αk
(
n+ 2µn−1 − 2λkn
)
.
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As αk
k→∞−→ 0, also αk(n+ 2µn−1) k→∞−→ 0 and thus, lim
k→∞
αkλ
k
n = − r
2
2 .
2) The fact that the sequence
(
pi(λk,αk)
)
k∈N converges to τλ in Ĝn implies that for the unit
vector φλ1 ∈ H∞λ , there is a sequence of unit vectors (ξk)k∈N ⊂ H∞(λk,αk) such that〈
dpi(λk,αk)(T )ξk, ξk
〉
H
(λk,αk)
k→∞−→ 〈dτλ(T )φλ1 , φλ1〉Hλ ∀T ∈ tn and
〈
dpi(λk,αk)(L)ξk, ξk
〉
H
(λk,αk)
k→∞−→ 〈dτλ(L)φλ1 , φλ1〉Hλ = 0.
As above in the first part, by Lemma 5.7, from the first convergence it follows that lim
k→∞
αk = 0
and one can assume without restriction that αk > 0 for large k.
On the other hand,
(〈
τλk ⊗Wαk(A)ξk, ξk
〉
H
(λk,αk)
)
k∈N
converges to Cλ
φλ1 ,φ
λ
1
(A) uniformly in
each A ∈ U(n). Hence, as above one gets
lim
k→∞
∫
U(n)
〈
τλk ⊗Wαk(A)ξk, ξk
〉
H
(λk,αk)
〈
τλ(A)φ
λ
1 , φ
λ
1
〉
Hλ dA =
1
dλ
6= 0.
Again, as in the first part above, by (41) and the orthogonality relation, one can deduce that
λ1 ≥ λk1 ≥ .... ≥ λn ≥ λkn for large k.
So again, it remains to show that lim
k→∞
αkλ
k
n = 0.
In the same manner as above, by replacing µ˜n−1 by λ, one can now show that for large
k ∈ N, it is possible to assume ξk = φλ1 . So consider k large enough in order for this equality
to be true. Then ξk is the highest weight vector with weight λ.
Now,
λ = λk +mk for mk =
(
λ1 − λk1, ..., λn − λkn
)
,
where the sequences
(
λ1 − λk1
)
k∈N,...,
(
λn−1 − λkn−1
)
k∈N are bounded, because
λ1 ≥ λk1 ≥ .... ≥ λn ≥ λkn for large k.
Again, by replacing µ˜n−1 by λ in the proof of the first part above, one can also write ξk as
ξk =
∑
(γk,m˜k)∈Ωλ
λk
φγ
k ⊗ hm˜k,αk ,
where φγ
k
is a uniquely determined eigenvector for Tn of Hλk with weight γk and Ωλλk is the
set of all pairs (γk, m˜k) such that m˜k ∈ Nn with |m˜k| = |mk| and γk is a weight that appears
in the representation τλk fulfilling γ
k + m˜k = λ. Furthermore, again∑
(γk,m˜k)∈Ωλ
λk
∣∣φγk ∣∣2 = 1.
Now, like in the first part above, by Lemma 5.9 and the U(n)-invariance of L,
0
k→∞←− 〈dpi(λk,αk)(L)ξk, ξk〉H
(λk,αk)
= −αk
(
n+ 2|mk|
)
= −αk
(
n+ 2
(
λ1 − λk1
)
+ ...+ 2
(
λn−1 − λkn−1
)
+ 2λn − 2λkn
)
.
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As αk
k→∞−→ 0, also αk
(
n + 2
(
λ1 − λk1
)
+ ... + 2
(
λn−1 − λkn−1
)
+ 2λn
)
k→∞−→ 0 because of the
boundedness of the sequences
(
λ1 − λk1
)
k∈N,...,
(
λn−1 − λkn−1
)
k∈N. Therefore, limk→∞
αkλ
k
n = 0.
Theorem 5.11.
Let r > 0, ρµ ∈ ̂U(n− 1) and τλ ∈ Û(n).
If lim
k→∞
αk = 0 and the sequence
(
pi(λk,αk)
)
k∈N of elements of Ĝn satisfies one of the following
conditions:
(i) for k large enough, αk > 0, λ
k
j = µj for all j ∈ {1, ..., n− 1} and lim
k→∞
αkλ
k
n = − r
2
2 ,
(ii) for k large enough, αk < 0, λ
k
j = µj−1 for all j ∈ {2, ..., n} and lim
k→∞
αkλ
k
1 = − r
2
2 ,
then the sequence
(
pi(λk,αk)
)
k∈N converges to the representation pi(µ,r) in Ĝn.
In order to prove this theorem, one needs the following proposition:
Proposition 5.12.
Let r > 0, ρµ ∈ ̂U(n− 1) and τλ ∈ Û(n).
Furthermore, let lim
k→∞
αk = 0, αk > 0 for large k and consider the sequence
(
λk)k∈N in Pn
fulfilling λkj = µj for all j ∈ {1, ..., n− 1} and lim
k→∞
αkλ
k
n = − r
2
2 .
Denote µ˜ := µ˜n−1 = (µ1, ..., µn−1, µn−1), Nk := µn−1 − λkn and let PNk be the space of
conjugated homogeneous polynomials of degree Nk.
Define the representation pi(µ˜,αk) of Gn on the subspace Hµ˜ ⊗PNk ⊗PNk of the Hilbert space
Hµ˜ ⊗Fαk(n)⊗Fαk(n) by
pi(µ˜,αk)(A, z, t) := τµ˜(A)⊗Wαk(A)⊗
(
σαk(z, t) ◦Wαk(A)
) ∀(A, z, t) ∈ Gn.
Then, there exists a vector ξ ∈ Hµ˜ ⊗H(1,r) and for each k ∈ N vectors ξk ∈ Hµ˜ ⊗PNk ⊗PNk
such that for all (A, z, t) ∈ Gn,〈
pi(µ˜,αk)(A, z, t)ξk, ξk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
k→∞−→
〈(
τµ˜ ⊗ pi(1,r)
)
(A, z, t)ξ, ξ
〉
Hµ˜⊗H(1,r)
.
Proof:
Let mk := (0, ..., 0, Nk). Then, λ
k = µ˜ + mk. Moreover, since lim
k→∞
αkλ
k
n = − r
2
2 , limk→∞
αk = 0
and αk > 0, one gets Nk
k→∞−→ ∞.
Let φµ˜ be the highest weight vector with weight µ˜ in Hµ˜.
Now, define
ξk := φ
µ˜ ⊗
(
1
Nk
1
2
∑
q∈Nn:
|q|=Nk
hq,αk ⊗ hq,αk
)
=
1
Nk
1
2
∑
q∈Nn:
|q|=Nk
φµ˜ ⊗ hq,αk ⊗ hq,αk ∈ Hµ˜ ⊗ PNk ⊗ PNk .
130
Since Nk
1
2 is the norm of
∑
q∈Nn:
|q|=Nk
hq,αk ⊗ hq,αk , the vector 1
Nk
1
2
∑
q∈Nn:
|q|=Nk
hq,αk ⊗ hq,αk has norm 1.
Let (A, z, t) ∈ Gn. One has〈
pi(µ˜,αk)(A, z, t)ξk, ξk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
=
〈
pi(µ˜,αk)(A, z, t)
(
1
Nk
1
2
∑
q∈Nn:
|q|=Nk
φµ˜ ⊗ hq,αk ⊗ hq,αk
)
,
1
Nk
1
2
∑
q˜∈Nn:
|q˜|=Nk
φµ˜ ⊗ hq˜,αk ⊗ hq˜,αk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
=
〈
pi(µ˜,αk)
(
(I, z, t)(A, 0, 0)
)( 1
Nk
1
2
∑
q∈Nn:
|q|=Nk
φµ˜ ⊗ hq,αk ⊗ hq,αk
)
,
1
Nk
1
2
∑
q˜∈Nn:
|q˜|=Nk
φµ˜ ⊗ hq˜,αk ⊗ hq˜,αk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
=
〈
1
Nk
1
2
∑
q∈Nn:
|q|=Nk
φµ˜ ⊗Wαk(A)hq,αk ⊗
(
σαk(z, t) ◦Wαk(A)hq,αk
)
,
1
Nk
1
2
τµ˜(A
−1)φµ˜ ⊗
( ∑
q˜∈Nn:
|q˜|=Nk
hq˜,αk ⊗ hq˜,αk
)〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
.
Now, one can write
Wαk(A)hq,αk =
∑
m∈Nn:
|m|=Nk
wkm,q(A)hm,αk and
Wαk(A)hq,αk =
∑
m∈Nn:
|m|=Nk
wkm,q(A)hm,αk
with wkm,q(A) ∈ C. Because of the unitarity of the matrix Wαk(A), one gets for m,m′ ∈ Nn
with |m| = |m′| = Nk,
∑
q∈Nn:
|q|=Nk
wkm,q(A)w
k
m′,q(A) =
{
0 if m 6= m′,
1 if m = m′.
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Hence,〈
1
Nk
1
2
∑
q∈Nn:
|q|=Nk
φµ˜ ⊗Wαk(A)hq,αk ⊗
(
σαk(z, t) ◦Wαk(A)hq,αk
)
,
1
Nk
1
2
τµ˜(A
−1)φµ˜ ⊗
( ∑
q˜∈Nn:
|q˜|=Nk
hq˜,αk ⊗ hq˜,αk
)〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
=
〈
1
Nk
1
2
∑
m∈Nn:
|m|=Nk
φµ˜ ⊗ hm,αk ⊗
(
σαk(z, t)hm,αk
)
,
1
Nk
1
2
τµ˜(A
−1)φµ˜ ⊗
( ∑
q˜∈Nn:
|q˜|=Nk
hq˜,αk ⊗ hq˜,αk
)〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
=
〈
τµ˜(A)φ
µ˜, φµ˜
〉
Hµ˜
1
Nk
〈 ∑
m∈Nn:
|m|=Nk
hm,αk ⊗
(
σαk(z, t)hm,αk
)
,
∑
q˜∈Nn:
|q˜|=Nk
hq˜,αk ⊗ hq˜,αk
〉
Fαk (n)⊗Fαk (n)
=
〈
τµ˜(A)φ
µ˜, φµ˜
〉
Hµ˜
1
Nk
∑
m,q˜∈Nn:
|m|=|q˜|=Nk
〈
hm,αk , hq˜,αk
〉
Fαk (n)
〈
σαk(z, t)hm,αk , hq˜,αk
〉
Fαk (n)
=
〈
τµ˜(A)φ
µ˜, φµ˜
〉
Hµ˜
1
Nk
∑
q∈Nn:
|q|=Nk
〈
σαk(z, t)hq,αk , hq,αk
〉
Fαk (n)
=
〈
τµ˜(A)φ
µ˜, φµ˜
〉
Hµ˜
1
Nk
∑
q∈Nn:
|q|=Nk
∫
Cn
eiαkt−
αk
4
|z|2e−
αk
2
〈w,z〉Cnhq,αk(z + w)hq,αk(w)e
−αk
2
|w|2dw
=
〈
τµ˜(A)φ
µ˜, φµ˜
〉
Hµ˜
1
Nk
∑
q∈Nn:
|q|=Nk
(αk
2pi
)n αNkk
2Nk
1
q!
eiαkt−
αk
4
|z|2
∫
Cn
e−
αk
2
〈w,z〉Cn (z + w)qwqe−
αk
2
|w|2dw.
Now, by the binomial theorem, letting
(
q
l
)
:=
(
q1
l1
) · · · (qnln) for q = (q1, ..., qn) ∈ Nn and
l = (l1, ..., ln) ∈ Nn,
(z + w)q =
q1∑
l1=0
(
q1
l1
)
zq1−l11 w
l1
1 · · ·
qn∑
ln=0
(
qn
ln
)
zqn−lnn w
ln
n =
∑
l:=(l1,...,ln)∈Nn:
l1≤q1,...,ln≤qn
(
q
l
)
zq−lwl.
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Thus, one gets for q ∈ Nn with |q| = Nk,(αk
2pi
)n αNkk
2Nk
1
q!
eiαkt−
αk
4
|z|2
∫
Cn
e−
αk
2
〈w,z〉Cn (z + w)qwqe−
αk
2
|w|2dw
=
(αk
2pi
)n αNkk
2Nk
1
q!
eiαkt−
αk
4
|z|2 ∑
l:=(l1,...,ln)∈Nn:
l1≤q1,...,ln≤qn
(
q
l
)
zq−l
∫
Cn
e−
αk
2
〈w,z〉Cnwlwqe−
αk
2
|w|2dw.
The integrals in wm for m ∈ {1, ..., n} can be written as follows:
∞∑
jm=0
∫
C
wm
jm(−zm)jm
jm!
(αk
2
)jm
e−
αk
2
|wm|2wmlmwmqmdwm.
Therefore,(αk
2pi
)n αNkk
2Nk
1
q!
eiαkt−
αk
4
|z|2 ∑
l:=(l1,...,ln)∈Nn:
l1≤q1,...,ln≤qn
(
q
l
)
zq−l
∫
Cn
e−
αk
2
〈w,z〉Cnwlwqe−
αk
2
|w|2dw
=
(αk
2pi
)n αNkk
2Nk
1
q!
eiαkt−
αk
4
|z|2 ∑
l:=(l1,...,ln)∈Nn:
l1≤q1,...,ln≤qn
∑
j∈Nn
(αk
2
)|j|(q
l
)
zq−l
(−z)j
j!
∫
Cn
wj+lwqe−
αk
2
|w|2dw.
Because of the orthogonality of the functions Cn → Cn, x 7→ xa and Cn → Cn, x 7→ xb for
a, b ∈ Nn with respect to the scalar product of the Fock space, j + l = q, i.e. l = q − j.
Moreover, as ‖hq,αk‖2Fαk (n) = 1, ∥∥ · q ∥∥2Fαk (n) = 1(αk
2pi
)n αNkk
2Nkq!
.
Hence, (αk
2pi
)n αNkk
2Nk
1
q!
eiαkt−
αk
4
|z|2 ∑
l:=(l1,...,ln)∈Nn:
l1≤q1,...,ln≤qn
∑
j∈Nn
(αk
2
)|j|(q
l
)
zq−l
(−z)j
j!
∫
Cn
wj+lwqe−
αk
2
|w|2dw
=
(αk
2pi
)n αNkk
2Nk
1
q!
eiαkt−
αk
4
|z|2 ∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j|( q
q − j
)
zj
(−z)j
j!
∥∥ · q ∥∥2Fαk (n)
= eiαkt−
αk
4
|z|2 ∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j| q!
(q − j)!
zj(−z)j(
j!
)2 .
133
Thus, 〈
pi(µ˜,αk)(A, z, t)ξk, ξk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
=
〈
τµ˜(A)
(
φµ˜
)
, φµ˜
〉
Hµ˜
eiαkt−
αk
4
|z|2 1
Nk
∑
q∈Nn:
|q|=Nk
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j| q!
(q − j)!
zj(−z)j(
j!
)2 .
Now, regard
1
Nk
∑
q∈Nn:
|q|=Nk
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j| q!
(q − j)!
zj(−z)j(
j!
)2
=
1
Nk
∑
q1,...,qn∈N:
q1+...+qn=Nk
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)j1+...+jn(
q1(q1 − 1) · · · (q1 − j1 + 1)
)
· · ·
(
qn(qn − 1) · · · (qn − jn + 1)
)zj(−z)j(
j!
)2 .
Then, fixing large k ∈ N, one gets for j = (j1, ..., jn) ∈ Nn,∣∣∣∣ 1Nk ∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(αk
2
)j1+...+jn(
q1(q1 − 1) · · · (q1 − j1 + 1)
)
· · ·
(
qn(qn − 1) · · · (qn − jn + 1)
)zj(−z)j(
j!
)2 ∣∣∣∣ (43)
=
∣∣∣∣∣ 1Nk ∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(αkNk
2
)j1+...+jn q1(q1 − 1) · · · (q1 − j1 + 1)
Nk
j1
· · · qn(qn − 1) · · · (qn − jn + 1)
Nk
jn
zj(−z)j(
j!
)2
∣∣∣∣∣
≤
∣∣∣∣ 1Nk ∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(r2
4
+ 1
)j1+...+jn zj(−z)j(
j!
)2 ∣∣∣∣ = ((r24 + 1)z
)j
zj
1
(j!)
,
since lim
k→∞
αkNk =
r2
2 . The above expression does not depend on k and
∑
j:=(j1,...,jn)∈Nn
((r2
4
+ 1
)
z
)j
zj
1
(j!)
= exp
((r2
4
+ 1
)
zz
)
<∞.
So, by the theorem of Lebesgue, the sum in (43) converges and it suffices to regard the limit
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of each summand by itself. Hence, for j = (j1, ..., jn) ∈ Nn, one has
1
Nk
∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(αk
2
)j1+...+jn(
q1(q1 − 1) · · · (q1 − j1 + 1)
)
· · ·
(
qn(qn − 1) · · · (qn − jn + 1)
)zj(−z)j(
j!
)2
∼= 1
Nk
∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(r2
4
)j1+...+jn q1(q1 − 1) · · · (q1 − j1 + 1)
Nk
j1
· · · qn(qn − 1) · · · (qn − jn + 1)
Nk
jn
zj(−z)j(
j!
)2
=
1
Nk
∑
q1∈N≥j1 ,...,qn∈N≥jn :
q1+...+qn=Nk
(r2
4
)j1+...+jn q1
Nk
( q1
Nk
− 1
Nk
)
· · ·
( q1
Nk
− j1 − 1
Nk
)
· · · qn
Nk
( qn
Nk
− 1
Nk
)
· · ·
( qn
Nk
− jn − 1
Nk
) zj(−z)j(
j!
)2
=
1
Nk
∑
q1∈N≥j1 ,...,qn−1∈N≥jn−1 :
q1+...+qn−1≤Nk−jn
(r2
4
)j1+...+jn q1
Nk
( q1
Nk
− 1
Nk
)
· · ·
( q1
Nk
− j1 − 1
Nk
)
· · · qn−1
Nk
(qn−1
Nk
− 1
Nk
)
· · ·
(qn−1
Nk
− jn−1 − 1
Nk
)
·
(
1− q1 + ...+ qn−1
Nk
)((
1− q1 + ...+ qn−1
Nk
)
− 1
Nk
)
· · ·
((
1− q1 + ...+ qn−1
Nk
)
− jn − 1
Nk
)
zj(−z)j(
j!
)2 .
Now, define for k ∈ N the function Fk : [0, 1]n−1 → R by
Fk(s1, ..., sn−1) :=(r2
4
)j1+...+jn
s1
(
s1 − 1
Nk
)
· · ·
(
s1 − j1 − 1
Nk
)
· · · sn−1
(
sn−1 − 1
Nk
)
· · ·
(
sn−1 − jn−1 − 1
Nk
)
·(1− (s1 + ...+ sn−1))((1− (s1 + ...+ sn−1))− 1
Nk
)
· · ·
((
1− (s1 + ...+ sn−1)
)− jn − 1
Nk
) zj(−z)j(
j!
)2 .
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Then, for ε > 0 and large k ∈ N,∣∣∣∣∣ 1Nk ∑
q1,...,qn−1∈N≤Nk
Fk
( q1
Nk
, ...,
qn−1
Nk
)
−
1∫
0
· · ·
1∫
0
Fk(s1, ..., sn−1)ds1...dsn−1
∣∣∣∣∣ < ε.
Since Fk
(
q1
Nk
, ..., qn−1Nk
)
= 0, if q1 < j1, q2 < j2 or ... or qn−1 < jn−1 or q1 + ...+qn−1 > Nk−jn,
it follows that∣∣∣∣∣ 1Nk ∑
q1∈N≥j1 ,...,qn−1∈N≥jn−1 :
q1+...+qn−1≤Nk−jn
Fk
( q1
Nk
, ...,
qn−1
Nk
)
−
1∫
0
· · ·
1∫
0
Fk(s1, ..., sn−1)ds1...dsn−1
∣∣∣∣∣ < ε.
Furthermore, Fk converges pointwise to the function F : [0, 1]
n−1 → R defined by
F (s1, ..., sn−1) :=
(r2
4
)j1+...+jn
s1
j1 · · · sn−1jn−1 ·
(
1− (s1 + ...+ sn−1)
)jn zj(−z)j(
j!
)2
and thus, by the theorem of Lebesgue for integrals,
lim
k→∞
1∫
0
· · ·
1∫
0
Fk(s1, ..., sn−1)ds1...dsn−1 =
1∫
0
· · ·
1∫
0
F (s1, ..., sn−1)ds1...dsn−1.
From these observations, one can now deduce that
1
Nk
∑
q1∈N≥j1 ,...,qn−1∈N≥jn−1 :
q1+...+qn−1≤Nk−jn
(r2
4
)j1+...+jn q1
Nk
( q1
Nk
− 1
Nk
)
· · ·
( q1
Nk
− j1 − 1
Nk
)
· · · qn−1
Nk
(qn−1
Nk
− 1
Nk
)
· · ·
(qn−1
Nk
− jn−1 − 1
Nk
)
·
(
1− q1 + ...+ qn−1
Nk
)((
1− q1 + ...+ qn−1
Nk
)
− 1
Nk
)
· · ·
((
1− q1 + ...+ qn−1
Nk
)
− jn − 1
Nk
)
zj(−z)j(
j!
)2
=
1
Nk
∑
q1∈N≥j1 ,...,qn−1∈N≥jn−1 :
q1+...+qn−1≤Nk−jn
Fk
( q1
Nk
, ...,
qn−1
Nk
)
k→∞−→
1∫
0
· · ·
1∫
0
F (s1, ..., sn−1)ds1...dsn−1
=
1∫
0
· · ·
1∫
0
(r2
4
)j1+...+jn
s1
j1 · · · sn−1jn−1
(
1− (s1 + ...+ sn−1)
)jn zj(−z)j(
j!
)2 ds1...dsn−1.
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Therefore,〈
τµ˜(A)
(
φµ˜
)
, φµ˜
〉
Hµ˜
eiαkt−
αk
4
|z|2 1
Nk
∑
q∈Nn:
|q|=Nk
∑
j:=(j1,...,jn)∈Nn:
j1≤q1,...,jn≤qn
(αk
2
)|j| q!
(q − j)!
zj(−z)j(
j!
)2
k→∞−→
〈
τµ˜(A)
(
φµ˜
)
, φµ˜
〉
Hµ˜
∑
j:=(j1,...,jn)∈Nn
1∫
0
· · ·
1∫
0
(r2
4
)j1+...+jn
s1
j1 · · · sn−1jn−1
(
(1− (s1 + ...+ sn−1)
)jn zj(−z)j(
j!
)2 ds1...dsn−1
=
〈
τµ˜(A)
(
φµ˜
)
, φµ˜
〉
Hµ˜
1∫
0
· · ·
1∫
0
(∑
j1∈N
(−|z1|2s1r2
4
)j1
(
j1!
)2
)
︸ ︷︷ ︸
Bessel function
· · ·
( ∑
jn−1∈N
(−|zn−1|2sn−1r2
4
)jn−1
(
jn−1!
)2
)
︸ ︷︷ ︸
Bessel function
( ∑
jn∈N
(−|zn|2(1−(s1+...+sn−1))r2
4
)jn
(
jn!
)2
)
︸ ︷︷ ︸
Bessel function
ds1...dsn−1
=
〈
τµ˜(A)
(
φµ˜
)
, φµ˜
〉
Hµ˜
( 1
2pi
)n 1∫
0
· · ·
1∫
0
2pi∫
0
· · ·
2pi∫
0
e−irRe
(
eia1
√
s1 z1
)
· · · e−irRe
(
eian−1√sn−1 zn−1
)
e−irRe
(
eian
√
1−(s1+...+sn−1) zn
)
da1...dands1...dsn−1
=
〈
τµ˜(A)
(
φµ˜
)
, φµ˜
〉
Hµ˜
( 1
2pi
)n 1∫
0
· · ·
1∫
0
2pi∫
0
· · ·
2pi∫
0
e
−ir
((√
s1eia1 ,...,
√
sn−1eian−1 ,
√
1−(s1+...+sn−1)eian
)
,(z1,...,zn)
)
Cnda1...dands1...dsn−1
=
〈
τµ˜(A)
(
φµ˜
)
, φµ˜
〉
Hµ˜
∫
Sn
e−i(sr,z)Cndσ(s) (44)
=
〈
τµ˜(A)
(
φµ˜
)
, φµ˜
〉
Hµ˜
∫
U(n)
e−i(Bvr,z)CndB
=
〈(
τµ˜ ⊗ pi(1,r)
)
(A, z, t)
(
φµ˜ ⊗ 1), φµ˜ ⊗ 1〉
Hµ˜⊗H(1,r)
.
Equality (44) can be explained in the following way:
By substitution, for a function f on the n-dimensional complex unit ball Bn,
∫
Bn
f(x)dx =
1∫
0
ρ2n−1
∫
Sn
f(ρσ)dµ(σ)dρ, (45)
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Sn being the n-dimensional complex sphere and dµ its invariant measure. Now, regard the
integral
1∫
0
ρ2n−1
∫
[0,1]n−1×[0,2pi)n
f
(
ψ(s1, ...sn−1, t1, ..., tn, ρ)
)
d(s1, ...sn−1, t1, ..., tn, ρ)
for any continuous function f on Bn and
ψ(s1, ..., sn−1, t1, ..., tn, ρ) :=
ρ
(√
s1 cos(t1),
√
s1 sin(t1), ...,
√
sn−1 cos(tn−1),
√
sn−1 sin(tn−1),
√
1− s cos(tn),
√
1− s cos(tn)
)
with s =
n−1∑
i=1
si. By substitution and Lemma 7.7 in the appendix, up to a positive constant,
this integral equals
∫
Bn
f(x)dx. Together with (45), this shows that the measure used on
[0, 1]n−1 × [0, 2pi)n coincides with the invariant measure dσ on the sphere Sn and hence,
Equality (44) is proved.
Choosing ξ := φµ˜ ⊗ 1 ∈ Hµ˜ ⊗H(1,r), the claim is shown.
Proof of Theorem 5.11:
Without restriction, one can assume that the sequence
(
pi(λk,αk)
)
k∈N fulfills Condition (i).
The case of a sequence
(
pi(λk,αk)
)
k∈N fulfilling the second condition is very similar.
For n˜ ∈ N and ν ∈ Pn˜, let φν be the heighest weight vector of τν in the Hilbert
space Hν . Let µ˜ := (µ1, ..., µn−1, µn−1) and define the representation σ(µ˜,r) of Gn by
σ(µ˜,r) := τµ˜ ⊗ pi(1,r).
The Hilbert space Hσ(µ˜,r) of the representation σ(µ˜,r) is the space
Hσ(µ˜,r) = L2
(
U(n)/U(n− 1),Hµ˜
)
and Gn acts on Hσ(µ˜,r) by
σ(µ˜,r)(A, z, t)(ξ)(B) = e
−i(Bvr,z)Cn τµ˜(A)
(
ξ(A−1B)
) ∀A,B ∈ U(n) ∀(z, t) ∈ Hn ∀ξ ∈ Hσ(µ˜,r) .
One decomposes the representation τµ˜|U(n−1) into the direct sum of irreducible representations
of the group U(n− 1) as follows:
τµ˜|U(n−1) =
∑
ν∈S(µ˜)
ρν ,
where S(µ˜) denotes the support of τµ˜|U(n−1) in ̂U(n− 1). Furthermore, let Pν be the
orthogonal projection of Hµ˜ onto its U(n− 1)-invariant component Hν .
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The representation ρµ is one of the representations appearing in this sum, since the highest
weight vector φµ˜ of τµ˜ is also the highest weight vector of the representation ρµ.
Defining for ν˜ ∈ Pn the function cν˜η,φν˜ by
cν˜η,φν˜ (A) :=
〈
τν˜(A
−1)η, φν˜
〉
Hν˜ ∀A ∈ U(n) ∀η ∈ Hν˜ ,
one can identify for any τν˜ ∈ Û(n) the Hilbert space Hν˜ with the subspace L2ν˜ of L2
(
U(n)
)
given by
L2ν˜ =
{
cν˜η,φν˜ | η ∈ Hν˜
}
.
Now, it will be shown that
σ(µ˜,r) ∼=
∑
ν∈S(µ˜)
pi(ν,r). (46)
In particular, one then gets
Hσ(µ˜,r) ∼=
∑
ν∈S(µ˜)
L2
(
U(n)/U(n− 1), ρν
)
.
Let for ν ∈ S(µ˜),
Uνµ˜ (ξ)(A)(A
′) :=
√
dν
〈
τµ˜(A
−1)ξ(A), ρν(A′)φν
〉
Hµ˜ ∀ξ ∈ Hµ˜ ∀A ∈ U(n) ∀A
′ ∈ U(n− 1).
Then, 〈
τµ˜(A
−1)ξ(A), ρν(A′)φν
〉
Hµ˜ =
〈
τµ˜(A
−1)ξ(A), Pν
(
ρν(A
′)φν
)〉
Hµ˜
=
〈
Pν
(
τµ˜(A
−1)ξ(A)
)
, ρν(A
′)φν
〉
Hµ˜
,
i.e. one has a scalar product on the space Hν . Now, define
Uµ˜ : L
2
(
U(n)/U(n− 1),Hµ˜
)→ ∑
ν∈S(µ˜)
L2
(
U(n)/U(n− 1), ρν
)
, Uµ˜(ξ) :=
∑
ν∈S(µ˜)
Uνµ˜ (ξ).
For all ξ ∈ L2(U(n)/U(n− 1),Hµ˜), all A ∈ U(n) and all A′, B′ ∈ U(n− 1),
Uµ˜ξ(AB
′)(A′) =
∑
ν∈S(µ˜)
√
dν
〈
τµ˜
(
B′−1A−1
)
ξ(A), ρν(A
′)φν
〉
Hµ˜
=
∑
ν∈S(µ˜)
√
dν
〈
τµ˜(A
−1)ξ(A), ρν(B′A′)φν
〉
Hµ˜
= ρν(B
′)−1Uµ˜ξ(A)(A′).
Hence, the vector Uµ˜ξ fulfills the covariance condition of L
2
(
U(n)/U(n− 1), ρν
)
and is thus
contained in the space
∑
ν∈S(µ˜)
L2
(
U(n)/U(n− 1), ρν
)
. Furthermore,
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‖Uµ˜ξ‖22 =
∑
ν∈S(µ˜)
∫
U(n)
‖Uνµ˜ (ξ)(A)‖2Hµ˜dA
=
∑
ν∈S(µ˜)
∫
U(n)
∫
U(n−1)
√
dν
〈
τµ˜(A
−1)ξ(A), ρν(A′)φν
〉
Hµ˜√
dν
〈
τµ˜(A−1)ξ(A), ρν(A′)φν
〉
Hµ˜dA
′dA
=
∑
ν∈S(µ˜)
∫
U(n)
∫
U(n−1)
dν
〈
Pν
(
τµ˜(A
−1)ξ(A)
)
, ρν(A
′)φν
〉
Hµ˜〈
Pν
(
τµ˜(A−1)ξ(A)
)
, ρν(A′)φν
〉
Hµ˜dA
′dA
=
∑
ν∈S(µ˜)
∫
U(n)
∫
U(n−1)
dν
∣∣∣〈Pν(τµ˜(A−1)ξ(A)), ρν(A′)φν〉Hµ˜∣∣∣2dA′dA
=
∑
ν∈S(µ˜)
∫
U(n)
∥∥Pν(τµ˜(A−1)ξ(A))∥∥2Hµ˜ ∣∣φν∣∣2dA
=
∑
ν∈S(µ˜)
∫
U(n)
∥∥Pν(τµ˜(A−1)ξ(A))∥∥2Hµ˜dA
=
∫
U(n)
∥∥∥∥ ∑
ν∈S(µ˜)
Pν
(
τµ˜(A
−1)ξ(A)
)∥∥∥∥2
Hµ˜
dA
=
∥∥τµ˜(·−1)ξ(·)∥∥22 = ‖ξ‖22.
Moreover, for all (A, z, t) ∈ Gn, all ξ ∈ L2
(
U(n)/U(n − 1),Hµ˜
)
, all B ∈ U(n) and all
A′ ∈ U(n− 1), one gets∑
ν∈S(µ˜)
pi(ν,r)(A, z, t)(Uµ˜ξ)(B)(A
′)
= e−i(Bvr,z)Cn
∑
ν∈S(µ˜)
(Uνµ˜ξ)(A
−1B)(A′)
= e−i(Bvr,z)Cn
∑
ν∈S(µ˜)
√
dν
〈
τµ˜(B
−1A)ξ(A−1B), ρν(A′)φν
〉
Hµ˜
= e−i(Bvr,z)Cn
∑
ν∈S(µ˜)
√
dν
〈
τµ˜(B
−1)
(
τµ˜(A)ξ(A
−1B)
)
, ρν(A
′)φν
〉
Hµ˜
= e−i(Bvr,z)Cn
∑
ν∈S(µ˜)
Uνµ˜
(
τµ˜(A)ξ
(
A−1 · ))(B)(A′)
= Uµ˜
(
τµ˜ ⊗ pi(1,r)(A, z, t)ξ
)
(B)(A′) = Uµ˜
(
σ(µ˜,r)(A, z, t)ξ
)
(B)(A′).
Therefore, (46) holds.
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For the element ξ = φµ˜ ⊗ 1 ∈ L2(U(n)/U(n − 1),Hµ˜), one has for all A ∈ U(n) and all
A′ ∈ U(n− 1),
Uµ˜ξ(A)(A
′) =
∑
ν∈S(µ˜)
√
dν
〈
τµ˜(A
−1)φµ˜, ρν(A′)φν
〉
Hµ˜ =:
∑
ν∈S(µ˜)
Φνµ˜(A)(A
′).
In particular, since φµ = φµ˜,
Φµµ˜(A)(I) =
√
dµ
〈
τµ˜(A
−1)φµ˜, φµ
〉
Hµ˜ =
√
dµ
〈
φµ˜, τµ˜(A)φ
µ˜
〉
Hµ˜ 6= 0.
From Theorem 5.6 follows that the subset
{
pi(ν,r)| µ 6= ν ∈ Pn−1
}
is closed in Ĝn. Hence,
there exists Fµ = (Fµ)
∗ in C∗(Gn) whose Fourier transform at pi(ν,r) is 0 if µ 6= ν ∈ Pn−1 and
for which
pi(µ,r)(Fµ) =: PΦµµ˜
is the orthogonal projection onto the space CΦµµ˜ ⊂ H(µ,r). In particular,
Uµ˜
(
σ(µ˜,r)(Fµ)(φ
µ˜ ⊗ 1)) = ∑
ν∈S(µ˜)
pi(ν,r)(Fµ)
(
Uµ˜(φ
µ˜ ⊗ 1)) = pi(µ,r)(Fµ)(Uµ˜(φµ˜ ⊗ 1))
= PΦµµ˜
(
Uµ˜(φ
µ˜ ⊗ 1)) = c · Φµµ˜ (47)
for a constant c 6= 0. Without restriction, one can assume that c = 1.
Define the coefficient cµ of L
1(Gn) by
cµ(F ) :=
〈
σ(µ˜,r)(Fµ ∗ F ∗ Fµ)(φµ˜ ⊗ 1), φµ˜ ⊗ 1
〉
Hσ(µ˜,r)
=
〈
σ(µ˜,r)(F ∗ Fµ)(φµ˜ ⊗ 1), σ(µ˜,r)(Fµ)(φµ˜ ⊗ 1)
〉
Hσ(µ˜,r)
=
〈
Uµ˜
(
σ(µ˜,r)(F ∗ Fµ)(φµ˜ ⊗ 1)
)
, Uµ˜
(
σ(µ˜,r)(Fµ)(φ
µ˜ ⊗ 1))〉
H(µ,r)
(47)
=
〈 ∑
ν∈S(µ˜)
pi(ν,r)(F ) ◦ pi(ν,r)(Fµ)
(
Uµ˜(φ
µ˜ ⊗ 1)),Φµµ˜〉
H(µ,r)
=
〈
pi(µ,r)(F ) ◦ pi(µ,r)(Fµ)
(
Uµ˜(φ
µ˜ ⊗ 1)),Φµµ˜〉H(µ,r)
(47)
=
〈
pi(µ,r)(F )Φ
µ
µ˜,Φ
µ
µ˜
〉
H(µ,r) (48)
for all F ∈ L1(Gn).
Let X(µ˜ × αk) be the collection of all ν˜ = (ν1, ..., νn) ∈ Pn such that χν˜ is a character
of Tn appearing in Hµ˜ and such that τν˜k is contained in the representation τµ˜ ⊗ Wαk for
ν˜k := (ν1, ν2, ..., νn−1, λkn).
Then, for pi(µ˜,αk) defined as in Proposition 5.12, by [20], Chapter IV.11,
pi(µ˜,αk) =
∑
ν˜∈X(µ˜×αk)
pi(ν˜k,αk).
Furthermore, decompose the vector
ξk = φ
µ˜ ⊗
(
1
Nk
1
2
∑
q∈Nn:
|q|=Nk
hq,αk ⊗ hq,αk
)
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for every k ∈ N into the orthogonal sum
ξk =
∑
ν˜∈X(µ˜×αk)
ξν˜k
for ξν˜k ∈ H(ν˜k,αk). This gives a decomposition〈
pi(µ˜,αk)(·)ξk, ξk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
= cpi
(µ˜,αk)
ξk
=
∑
ν˜∈X(µ˜×αk)
cν˜
ξν˜k
.
Let cξν˜ be the weak
∗-limit of a subsequence of
(
cξν˜k
)
k∈N and let for cξν˜ 6= 0 the re-
presentation pi ∈ Ĝn be an element of the support of cξν˜ . From Theorem 5.10 follows
that pi = lim
k→∞
pi(ν˜k,αk) = pi(ν,r) for ν = (ν1, ..., νn−1). Furthermore, one observes that for
µ˜ 6= ν˜ := (ν1, ..., νn−1, νn) ∈ X(µ˜× αk), one has ν 6= µ. Hence, pi(ν,r)(Fµ) = 0. Thus,
lim
k→∞
〈
pi(ν˜k,αk)(Fµ)ξ
ν˜
k , pi(ν˜k,αk)(Fµ)ξ
ν˜
k
〉
H(ν˜k,αk)
=
〈
pi(ν,r)(Fµ)ξ
ν˜ , pi(ν,r)(Fµ)ξ
ν˜
〉
H(ν,r) = 0
and therefore,
lim
k→∞
〈
pi(ν˜k,αk)(F ) ◦ pi(ν˜k,αk)(Fµ)ξν˜k , pi(ν˜k,αk)(Fµ)ξν˜k
〉
H(ν˜k,αk)
= 0 ∀F ∈ C∗(Gn). (49)
Now, since µ˜k = (µ1, ..., µn−1, λkn) = λk, by Proposition 5.12 and its proof, for all F ∈ C∗(Gn),〈
pi(µ,r)(F )Φ
µ
µ˜,Φ
µ
µ˜
〉
H(µ,r)
= cµ(Fµ)
(48)
=
〈
τµ˜ ⊗ pi(1,r)(Fµ ∗ F ∗ Fµ)(φµ˜ ⊗ 1), φµ˜ ⊗ 1
〉
Hσ(µ˜,r)
Proposition
=
5.12
lim
k→∞
〈
pi(µ˜,αk)(Fµ ∗ F ∗ Fµ)ξk, ξk
〉
Hµ˜⊗Fαk (n)⊗Fαk (n)
= lim
k→∞
∑
ν˜∈X(µ˜×αk)
〈
pi(ν˜k,αk)(Fµ ∗ F ∗ Fµ)ξν˜k , ξν˜k
〉
H(ν˜k,αk)
(49)
= lim
k→∞
〈
pi(µ˜k,αk)(Fµ ∗ F ∗ Fµ)ξµ˜k , ξµ˜k
〉
H(µ˜k,αk)
+ 0
= lim
k→∞
〈
pi(µ˜k,αk)(F )
(
pi(µ˜k,αk)(Fµ)ξ
µ˜
k
)
, pi(µ˜k,αk)(Fµ)ξ
µ˜
k
〉
H(µ˜k,αk)
= lim
k→∞
〈
pi(λk,αk)(F )
(
pi(λk,αk)(Fµ)ξ
µ˜
k
)
, pi(λk,αk)(Fµ)ξ
µ˜
k
〉
H
(λk,αk)
.
Choosing ξ˜ := Φµµ˜ ∈ H(µ,r) and ξ˜k := pi(λk,αk)(Fµ)ξµ˜k ∈ H(λk,αk), one has
lim
k→∞
〈
pi(λk,αk)(F )ξ˜k, ξ˜k
〉
H
(λk,αk)
=
〈
pi(µ,r)(F )ξ˜, ξ˜
〉
H(µ,r)
and hence,
pi(µ,r) = lim
k→∞
pi(λk,αk).
The inverse implication of 2) of Theorem 5.10 is formulated in the following conjecture:
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Conjecture 5.13.
Let r > 0 and τλ ∈ Û(n).
If lim
k→∞
αk = 0 and the sequence
(
pi(λk,αk)
)
k∈N of elements of Ĝn satisfies one of the following
conditions:
(i) for k large enough, αk > 0, λ1 ≥ λk1 ≥ ... ≥ λn−1 ≥ λkn−1 ≥ λn ≥ λkn and lim
k→∞
αkλ
k
n = 0,
(ii) for k large enough, αk < 0, λ
k
1 ≥ λ1 ≥ λk2 ≥ λ2 ≥ ... ≥ λn−1 ≥ λkn ≥ λn and
lim
k→∞
αkλ
k
1 = 0,
then the sequence
(
pi(λk,αk)
)
k∈N converges to the representation τλ in Ĝn.
5.3.3 The representation τλ
As τλ only acts on U(n) and Û(n) is discrete, every converging sequence (τλk)k∈N has to be
constant for large k. Hence,
τλk
k→∞−→ τλ ⇐⇒ λk = λ for large k.
5.4 Results
Combining Theorem 5.4 in Section 5.2 that describes the topology of the space of all admissible
coadjoint orbits of Gn with the Theorems 5.6, 5.8 and 5.10 in Section 5.3 and the result in
Subsection 5.3.3 which characterize the spectrum Ĝn of Gn, one gets the following result:
Theorem 5.14.
The mapping
Ĝn −→ g‡n/Gn, pi 7→ Opi
is continuous.
Once one has succeeded to prove Conjecture 5.13, together with the Theorems 5.6, 5.8, 5.10
and 5.11 and the result in Subsection 5.3.3, one gets the result below:
Conjecture 5.15.
For general n ∈ N∗, the spectrum of the group Gn = U(n)nHn is homeomorphic to its space
of admissible coadjoint orbits g‡n/Gn.
For n = 1, the situation is a lot easier than for general n ∈ N∗ and therefore, this conjecture
could directly be proved in this case:
Theorem 5.16.
The spectrum of the semidirect product U(1)nH1 is homeomorphic to its admissible coadjoint
orbit space.
Proof:
Assume that (αk)k∈N tends to 0 and that lim
k→∞
λkαk = − r22 . If αk is positive (respectively
negative) for k large enough, one can define the sequence (fk)k∈N of elements in the Fock
space Fαk(1) by fk(w) := cαk,λkw−λk (respectively fk(w) := cαk,λkwλk) with cαk,λk ∈ C such
that ‖fk‖Fαk (1) = 1. Then, for f ∈ C∞0 (G1), one has
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〈
C
pi(λk,αk)
fk
, f
〉(
L∞(G1),L1(G1)
)
=
∫
G1
f(θ, z, t)χλk
(
eiθ
)
eiαkt−
αk
4
|z|2
∫
C
|cαk,λk |2e−
αk
2
〈w,z〉C(e−iθw + e−iθz)−λkw−λke−αk2 |w|2dwd(θ, z, t)
=
∫
G1
f(θ, z, t)eiαkt−
αk
4
|z|2
∫
C
|cαk,λk |2e−
αk
2
〈w,z〉C(w + z)−λkw−λke−
αk
2
|w|2dwd(θ, z, t)
=
∫
G1
f(θ, z, t)eiαkt−
αk
4
|z|2
∞∑
j=0
−λk∑
l=0
( ∫
C
|cαk,λk |2
(−λk
l
)
j!
(αk
2
)j
wj+lw−λk(−z)jz(−λk−l)e−αk2 |w|2dw
)
d(θ, z, t)
=
∫
G1
f(θ, z, t)eiαkt−
αk
4
|z|2
(−λk∑
j=0
(−λk)!
(−λk − j)!(j!)2
(αk
2
)j(− |z|2)j)d(θ, z, t).
Now, fixing large k, one gets for every j ∈ {0, ...,−λk},∣∣∣∣ (−λk)!(−λk − j)!(j!)2
(αk
2
)j(− |z|2)j∣∣∣∣
=
∣∣∣∣(−αkλk2 )j (−λk)!(−λk)j(−λk − j)! 1(j!)2 (− |z|2)j
∣∣∣∣
≤
∣∣∣∣(r24 + 1)j(−λk−λk
)
·
(−λk − 1
−λk
)
· · ·
(−λk − j + 1
−λk
) 1
(j!)2
(− |z|2)j∣∣∣∣
≤
((r2
4
+ 1
)
|z|2
)j 1
(j!)
.
This expression does not depend on k and
∞∑
j=0
((r2
4
+ 1
)
|z|2
)j 1
(j!)
= exp
((r2
4
+ 1
)
|z|2
)
<∞.
So, by the theorem of Lebesgue, this sum converges and it suffices to regard the limit of each
summand by itself:
(−αkλk
2
)j (−λk)!
(−λk)j(−λk − j)!
1
(j!)2
(− |z|2)j k→∞−→ (−r2|z|24 )j
(j!)2
.
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Therefore, one gets
lim
k→∞
〈
C
pi(λk,αk)
fk
, f
〉(
L∞(G1),L1(G1)
) = ∫
G1
f(θ, z, t)
( ∞∑
j=0
(−r2|z|2
4
)j
(j!)2
)
︸ ︷︷ ︸
Bessel function
d(θ, z, t)
=
∫
G1
f(θ, z, t)
1
2pi
∫ 2pi
0
e−irRe (e
iβz)dβd(θ, z, t)
=
∫
G1
f(θ, z, t)
1
2pi
∫ 2pi
0
e−i(e
iβr,z)Cndβd(θ, z, t)
=
∫
G1
f(θ, z, t)
∫
U(1)
e−i(Bvr,z)CndBd(θ, z, t)
=
∫
G1
f(θ, z, t)
〈(
indG1H1χr
)
(θ, z, t)(1), 1
〉
L2(G1/H1,χr)
.
Hence,
(
pi(λk,αk)
)
k∈N converges to the irreducible unitary representation pir := ind
G1
H1χr.
Assume now that lim
k→∞
λkαk = 0. For λ ≥ λk (respectively for λ ≤ λk) for k large enough,
define the sequence (fk)k∈N by fk(w) := cαk,λk,λw
λ−λk (respectively fk(w) := cαk,λk,λw
λk−λ)
for cαk,λk,λ ∈ C such that ‖fk‖Fαk (1) = 1. Then, by the same computation as above, one gets
lim
k→∞
〈
C
pi(λk,αk)
fk
, f
〉(
L∞(G1),L1(G1)
) = ∫
G1
f(θ, z, t)χλ(θ)d(θ, z, t) = 〈χλ, f〉(L∞(G1),L1(G1)).
Thus,
(
pi(λk,αk)
)
k∈N converges to the character χλ of U(1).
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6 Re´sume´ e´tendu de cette the`se en franc¸ais
6.1 Introduction
Dans la pre´sente the`se de doctorat, la structure des C∗-alge`bres des groupes de Lie connexes
re´els nilpotents de pas deux et la structure de la C∗-alge`bre du groupe de Lie SL(2,R) sont
analyse´es. En outre, en vue de la de´termination de sa C∗-alge`bre, la topologie du spectre du
produit semi-direct U(n) n Hn est de´crite, ou` Hn de´note le groupe de Lie de Heisenberg et
U(n) le groupe unitaire qui agit sur Hn par automorphismes.
La recherche des C∗-alge`bres – une abstraction des alge`bres d’ope´rateurs line´aires borne´s
sur des espaces de Hilbert – a commence´ dans les anne´es 1930 en raison d’un besoin dans la
me´canique quantique et plus pre´cise´ment pour servir de mode`les mathe´matiques pour des
alge`bres d’observables physiques. Des syste`mes quantiques sont de´cris a` l’aide d’ope´rateurs
auto-adjoints sur des espaces de Hilbert. Par conse´quent, des alge`bres d’ope´rateurs borne´s
sur ces espaces e´taient conside´re´es. Le terme “C∗-alge`bre” a premie`rement e´te´ introduit
dans les anne´es 1940 par I.Segal pour de´crire des sous-alge`bres ferme´es pour la norme de
l’alge`bre d’ope´rateurs line´aires borne´s sur un espace de Hilbert. Entre-temps, les C∗-alge`bres
repre´sentent un outil important dans la the´orie des repre´sentations unitaires des groupes
localement compacts et dans la description mathe´matique de la me´canique quantique.
Les groupes de Lie ont e´te´ introduits dans les anne´es 1870 par S.Lie dans le cadre de la
the´orie de Lie pour examiner des syme´tries continues dans des e´quations diffe´rentielles et
leur the´orie a e´volue´ pendant le 20ie`me sie`cle. Aujourd’hui, les groupes de Lie sont utilise´s
dans plusieurs domaines mathe´matiques et dans la physique the´orique, par exemple dans la
physique des particules.
Puisque des groupes de Lie et d’autres groupes de syme´tries jouent un roˆle capital dans
la physique, l’examination de leurs C∗-alge`bres de groupes – des C∗-alge`bres qui sont
construites en formant une fermeture de l’espace de toutes les fonctions L1 sur ces groupes
respectifs – a e´te´ poursuivie et avance´e. Cette taˆche repre´sente l’objectif de cette the`se de
doctorat.
La me´thode d’analyse d’une C∗-alge`bre d’un groupe utilise´e dans ce travail a e´te´ initie´e par
G.M.Fell dans les anne´es 1960. On utilise la transformation de Fourier non-abe´lienne afin
d’e´crire les C∗-alge`bres comme des alge`bres de champs d’ope´rateurs et d’e´tudier ainsi leurs
e´le´ments. Une exigence afin d’utiliser cette me´thode, et ainsi de comprendre ces C∗-alge`bres,
est la connaissance de leur spectre et de sa topologie, lesquels sont inconnus pour beaucoup
de groupes. Par conse´quent, cela repre´sente un proble`me majeur de la proce´dure de Fell.
L’avancement de la me´thode utilise´e dans cette the`se a e´te´ e´labore´e pendant les dernie`res
anne´es (voir [24] et [26]) et cela rend l’e´tude d’une large classe de C∗-alge`bres de groupes
possible.
Afin de comprendre les C∗-alge`bres, la transformation de Fourier est un outil impor-
tant. Si on note Â le dual unitaire ou le spectre d’une C∗-alge`bre A, c.a`.d. l’ensemble de
toutes les classes d’e´quivalence des repre´sentations irre´ductibles unitaires de A, la transforme´e
de Fourier F(a) = aˆ d’un e´le´ment a ∈ A est de´finie de la manie`re suivante: On choisit dans
chaque classe d’e´quivalence γ ∈ Â une repre´sentation (piγ ,Hγ) et de´finit
F(a)(γ) := piγ(a) ∈ B(Hγ),
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ou` B(Hγ) de´signe la C∗-alge`bre des ope´rateurs line´aires borne´s surHγ . Alors, F(a) est contenu
dans l’alge`bre de tous les champs d’ope´rateurs borne´s sur Â
l∞(Â) =
{
φ =
(
φ(piγ) ∈ B(Hγ)
)
γ∈Â
∣∣ ‖φ‖∞ := sup
γ∈Â
‖φ(piγ)‖op <∞
}
et l’application
F : A→ l∞(Â), a 7→ aˆ
est un ∗-homomorphisme isome´trique.
Soit dx la mesure de Haar du groupe localement compact G. On peut de´finir sur
L1(G) := L1(G,C) le produit de convolution ∗ comme suit:
f ∗ f ′(g) :=
∫
G
f(x)f ′
(
x−1g
)
dx ∀f, f ′ ∈ L1(G) ∀g ∈ G
et cela donne une alge`bre de Banach
(
L1(G), ∗). En outre, on obtient une involution
isome´trique en de´finissant
f∗(g) := ∆G(g)−1f
(
g−1
) ∀g ∈ G,
ou` ∆G est la fonction modulaire.
Pour toute repre´sentation irre´ductible unitaire (pi,H) de G, une repre´sentation (p˜i,H) de
L1(G) peut eˆtre de´finie de la manie`re suivante:
p˜i(f) :=
∫
G
f(g)pi(g)dg ∀f ∈ L1(G).
Cette repre´sentation est irre´ductible et unitaire aussi.
Maintenant, la C∗-alge`bre de G est de´finie comme la fermeture de l’alge`bre de convolution
L1(G) par rapport a` la C∗-norme de L1(G), c.a`.d.
C∗(G) := L1(G, dx)
‖·‖C∗(G)
avec ‖f‖C∗(G) := sup
[pi]∈Ĝ
‖pi(f)‖op,
ou` Ĝ est le spectre de G qui est de´fini comme en haut comme l’ensemble de toutes les classes
d’e´quivalence des repre´sentations irre´ductibles unitaires de G.
De plus, toute repre´sentation irre´ductible unitaire (p˜i,H) de L1(G) peut eˆtre e´crite de fac¸on
unique comme une inte´grale de la fac¸on montre´e en haut et alors, on obtient une repre´sentation
irre´ductible unitaire (pi,H) de G. C’est pourquoi on a le re´sultat suivant, bien connu, qui peut
eˆtre trouve´ dans [9], Chapitre 13.9, et qui dit que le spectre de C∗(G) se correspond avec le
spectre de G:
Ĉ∗(G) = Ĝ.
La structure des C∗-alge`bres des groupes est de´ja` connue pour certaines classes de groupes de
Lie, comme le groupe de Heisenberg et les groupes de Lie filiformes (voir [26]) et les groupes
“ax+b” (voir [24]). En outre, les C∗-alge`bres des groupes de Lie nilpotents de dimension 5
ont e´te´ de´termine´es dans [31], pendant que celles de tous les groupes de Lie nilpotents de
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dimension 6 ont e´te´ caracte´rise´es par H.Regeiba dans [30].
Dans cette the`se, un re´sultat de´montre´ par H.Regeiba et J.Ludwig (voir [31], The´ore`me 3.5)
est utilise´ pour la caracte´risation des C∗-alge`bres mentionne´es en haut.
Pour les C∗-alge`bres des groupes de Lie nilpotents de pas deux, l’approche est en partie
similaire, mais plus complexe, que celle qui est utilise´e pour la caracte´risation de la C∗-alge`bre
du groupe de Lie de Heisenberg (voir [26]), qui est, lui aussi, nilpotent de pas deux et sert
ainsi d’exemple.
Dans le cas du groupe de Lie de Heisenberg, la situation est beaucoup plus facile que pour
des groupes de Lie nilpotents de pas deux ge´ne´raux, parce que dans ce cas spe´cial les orbites
coadjointes qui apparaissent ne peuvent qu’avoir deux diffe´rentes dimensions, tandis que
dans le cas ge´ne´ral il y a beaucoup de diffe´rentes dimensions qui peuvent apparaˆıtre. Par
conse´quent, des cas beaucoup plus difficiles se produisent.
En revanche, les groupes de Lie nilpotents de dimension 5 et 6 ont une structure plus
complique´e que les groupes de Lie nilpotents de pas deux. Ici, des orbites coadjointes
non-plates apparaissent, alors que dans le cas des groupes de Lie nilpotents de pas deux,
on est justement oblige´ de traiter les orbites coadjointes plates. Pour cette raison, dans ces
cas des groupes de Lie nilpotents de dimension 5 et 6, on examine tout groupe cas par cas,
tandis que pour les groupes de Lie nilpotents de pas deux, on traite toute cette classe de
groupes sans connaˆıtre leurs structures exactes.
Comme mentionne´ en haut, l’approche pour le groupe SL(2,R) est comple`tement diffe´rente.
Puisqu’on traite un seul groupe qui est explicitement donne´, dans ce cas, on peut effectuer
des calculs plus concrets.
Pour des groupes de Lie semi-simples en ge´ne´ral, il n’y a pas de description explicite de leurs
C∗-alge`bres de groupe dans la litte´rature. Cependant, pour les groupes de Lie semi-simples
dont le spectre est classifie´, la proce´dure de de´termination du C∗-alge`bre de groupe utilise´e
dans ce travail pourrait eˆtre applique´e avec succe`s d’une fac¸on similaire. Une description de
la C∗-alge`bre du groupe de Lie SL(2,C) est donne´e dans [13], The´ore`me 5.3 et The´ore`me 5.4,
et une caracte´risation des C∗-alge`bres re´duites des groupes de Lie semi-simples peut eˆtre
trouve´e dans [34].
Dans la pre´sente the`se de doctorat, les C∗-alge`bres des groupes de Lie connexes re´els
nilpotents de pas deux et de SL(2,R) sont de´crites tre`s explicitement. Elles sont caracte´rise´es
par des conditions qui s’appellent “limites duales sous controˆle normique” et qui seront
donne´es ci-dessous. L’objectif principal est de calculer ces conditions d’une fac¸on concre`te
et de construire les “controˆles normiques” ne´cessaires. Dans un re´sultat abstrait d’existence
(voir [2], The´ore`me 4.6), ces conditions sont ve´rifie´es pour tous les groupes de Lie connexes
simplement connexes. Elles sont explicitement calcule´es pour tous les groupes de Lie
nilpotents de dimension 5 et 6 (voir [31]), pour les groupes de Lie de Heisenberg et les
groupes de Lie filiformes (voir [26]).
Les re´sultats sur les C∗-alge`bres des groupes de Lie connexes re´els nilpotents de pas deux ont
e´te´ publie´s dans la “Revista Matema´tica Complutense”, article en commun avec J.Ludwig
(voir [17]). Un autre article sur la C∗-alge`bre du groupe SL(2,R) a e´te´ soumis au “Journal
of Lie Theory” et peut eˆtre trouve´ sur arXiv (voir [16]).
Puisque pour la de´termination d’une C∗-alge`bre de groupe le spectre du groupe et sa
topologie sont ne´cessaires, dans cette the`se de doctorat, la topologie du spectre des groupes
Gn = U(n) n Hn pour n ∈ N∗ = N \ {0} est analyse´e. Ce travail a e´te´ initie´ par M.Elloumi
et J.Ludwig (voir [11], Chapitre 3) et leur pre´publication est comple´te´e dans cette the`se.
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Comme pour plusieurs autres classes de groupes de Lie, par exemple les groupes de Lie
exponentiels re´soluble et les groupes de mouvements euclidiens, le spectre Ĝn peut eˆtre
parame´tre´ par l’espace des orbites coadjointes admissibles de l’espace dual g∗n de l’alge`bre de
Lie gn de Gn.
Le but est de de´montrer que cette bijection entre l’espace des orbites coadjointes admissibles
muni de la topologie quotient et le spectre Ĝn de Gn est un home´omorphisme. Cela a de´ja`
e´te´ de´montre´ pour les groupes de mouvements classiques SO(n)nRn pour n ≥ 2 dans [12].
Pour les groupes Gn = U(n) n Hn, cette assertion a e´te´ prouve´e pour n = 1. Dans le cas
ge´ne´ral, il a pu eˆtre de´montre´ que l’application entre le spectre Ĝn et l’espace des orbites
coadjointes admissibles de Gn est continue. Les parties restantes de la preuve de l’assertion
sont en progre`s.
Dans cette sous-section, la de´finition d’une C∗-alge`bre a` “limites duales sous controˆle
normique” sera donne´e. Les conditions dont on a besoin pour cette de´finition caracte´risent
des C∗-alge`bres de groupes. Apre`s cela, dans la Section 6.3, ces conditions seront analyse´es
pour les groupes de Lie nilpotents de pas deux. Dans la Section 6.4, elles seront ve´rifie´es
dans le cas du groupe de Lie SL(2,R), dans une approche tre`s diffe´rente a` celle utilise´e pour
les groupes de Lie nilpotents de pas deux.
De´finition 6.1.
Une C∗-alge`bre A est appele´e C∗-alge`bre a` “limites duales sous controˆle normique” si elle
satisfait les conditions suivantes:
- Condition 1: Stratification du spectre:
(a) Il existe une famille finie croissante S0 ⊂ S1 ⊂ . . . ⊂ Sr = Â de sous-ensembles
ferme´s du spectre Â de A telle que pour i ∈ {1, · · · , r} les sous-ensembles Γ0 = S0 et
Γi := Si \ Si−1 sont Hausdorff dans leurs topologies relatives et telle que S0 constitue
l’ensemble de tous les caracte`res, c.a`.d. les repre´sentations de dimension 1, de A.
(b) Pour tout i ∈ {0, · · · , r} il y a un espace de Hilbert Hi et pour tout γ ∈ Γi il existe
une re´alisation concre`te (piγ ,Hi) de γ sur l’espace de Hilbert Hi.
- Condition 2: CCR C∗-alge`bre:
A est une CCR C∗-alge`bre (ou C∗-alge`bre liminaire) se´parable, c.a`.d. une C∗-alge`bre
se´parable telle que l’image de toute repre´sentation irre´ductible (pi,H) de A est contenue
dans l’alge`bre d’ope´rateurs compacts K(H) (ce qui implique que l’image est e´gale a` K(H)).
- Condition 3: Changement de couches:
Soit a ∈ A.
(a) Sur chacun des diffe´rents ensembles Γi, l’application γ 7→ F(a)(γ) est continue par
rapport a` la norme.
(b) Pour tout i ∈ {0, · · · , r} et pour toute suite convergente contenue dans Γi dont
l’ensemble limite se trouve au dehors de Γi (alors dans Si−1), il existe une sous-suite
proprement convergente γ = (γk)k∈N (c.a`.d. les sous-suites de γ ont toutes le meˆme
ensemble limite – voir la De´finition 6.7), ainsi qu’une constante C > 0 et pour tout
k ∈ N une application line´aire involutive ν˜k = ν˜γ,k : CB(Si−1)→ B(Hi), qui est borne´e
par C‖ · ‖Si−1, telles que
lim
k→∞
∥∥F(a)(γk)− ν˜k(F(a)|Si−1)∥∥op = 0.
149
Ici, CB(Si−1) est la ∗-alge`bre de tous les champs d’ope´rateurs uniforme´ment borne´s(
ψ(γ) ∈ B(Hj)
)
γ∈Γj ,j=0,··· ,i−1, qui sont continus pour la norme d’ope´rateurs sur les
sous-ensembles Γj pour tout j ∈ {0, · · · , i− 1}, munie avec la norme infinie
‖ψ‖Si−1 := sup
γ∈Si−1
‖ψ(γ)‖op.
The´ore`me 6.2 (The´ore`me principal).
Les C∗-alge`bres des groupes de Lie nilpotents de pas deux G et du groupe de Lie G = SL(2,R)
sont des C∗-alge`bres a` limites duales sous controˆle normique.
Les proprie´te´s en haut caracte´risent comple`tement la structure d’une C∗-alge`bre (voir [31],
The´ore`me 3.5).
6.2 De´finitions et re´sultats ge´ne´raux
6.2.1 Les groupes de Lie nilpotents – Pre´liminaires
Soit g une alge`bre de Lie nilpotente.
On prend sur g un produit scalaire 〈·, ·〉 et la multiplication de Campbell-Baker-Hausdorff
u · v = u+ v + 1
2
[u, v] +
1
12
[
u, [u, v]
]
+
1
12
[
v, [v, u]
]
+ ... ∀u, v ∈ g,
laquelle est une somme finie comme g est nilpotente.
Cela donne le groupe de Lie connexe simplement connexe G = (g, ·) avec l’alge`bre de Lie g.
L’application exponentielle exp : g→ G = (g, ·) est en ce cas l’identite´.
La mesure de Haar de ce groupe est une mesure de Lebesgue qui est de´nomme´e dx.
Convention 6.3.
Dans cette section, tous les espaces de fonctions sont des espaces de fonctions a` valeurs
complexes.
Maintenant, pour une fonctionnelle line´aire ` de g, on conside`re la forme antisyme´trique
B`(X,Y ) := 〈`, [X,Y ]〉
sur g. De plus, soit
g(`) :=
{
X ∈ g| 〈`, [X, g]〉 = {0}}
le radical de B` et le stabilisateur de la fonctionnelle line´aire `.
De´finition 6.4 (Polarisation).
Une sous-alge`bre p de g qui est subordonne´e a` ` (c.a`.d. qui satisfait 〈`, [p, p]〉 = {0}) et qui a
la dimension
dim(p) =
1
2
(
dim(g) + dim(g(`))
)
,
ce qui veut dire que p est maximal isotrope pour B`, s’appelle une polarisation de `.
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Si p ⊂ g est une sous-alge`bre quelconque de g qui est subordonne´e a` `, la fonctionnelle line´aire
` de´finit un caracte`re unitaire χ` de P := exp(p):
χ`(x) := e
−2pii〈`,log(x)〉 = e−2pii〈`,x〉 ∀x ∈ P.
De´finition 6.5 (L’action coadjointe).
On de´finit pour tout g ∈ G les applications
αg : G→ G, x 7→ gxg−1 et Ad (g) := d(αg)e : g→ g.
Alors, Ad : G→ GL(g) est une repre´sentation du groupe. L’action coadjointe Ad ∗ peut eˆtre
de´finie comme suit:
Ad ∗(g) : g∗ → g∗ ∀g ∈ G, Ad ∗(g)`(X) = `
(
Ad
(
g−1
)
X
)
∀` ∈ g∗ ∀X ∈ g.
Ad ∗ : G→ GL(g∗) est une autre repre´sentation du groupe.
L’espace d’orbites coadjointes {Ad ∗(G)`| ` ∈ g∗} est de´nomme´ g∗/G.
En outre, on de´finit l’application
ad ∗(X) : g∗ → g∗ ∀X ∈ g, ad ∗(X)`(Y ) = `([Y,X]).
ad ∗ : g→ GL(g∗) est une repre´sentation de l’alge`bre de Lie g.
De´finition 6.6 (Repre´sentation induite).
Soit H un sous-groupe ferme´ de G et soit
L2(G/H,χ`) :=
{
ξ : G→ C
∣∣∣ ξ mesurable, ξ(gh) = χ`(h)ξ(g) ∀g ∈ G ∀h ∈ H,
‖ξ‖22 :=
∫
G/H
|ξ(g)|2dg˙ <∞
}
,
ou` dg˙ est une mesure invariante sur G/H qui existe toujours pour un groupe G nilpotent.
Alors, L2(G/H,χ`) est un espace de Hilbert et on peut de´finir la repre´sentation induite
indGHχ`(g)ξ(u) := ξ
(
g−1u
) ∀g, u ∈ G ∀ξ ∈ L2(G/H,χ`).
Cela donne une repre´sentation unitaire. Si l’alge`bre de Lie associe´e h de H est une polarisation
de `, cette repre´sentation est irre´ductible.
6.2.2 Les groupes de Lie nilpotents – La me´thode des orbites
D’apre`s la the´orie de Kirillov (voir [8], Section 2.2), pour toute classe de repre´sentations
γ ∈ Ĝ, il existe un e´le´ment ` ∈ g∗ et une polarisation p de ` dans g tels que γ = [indGPχ`],
ou` P := exp(p). En outre, si `, `′ ∈ g∗ se trouvent dans la meˆme orbite coadjointe O ∈ g∗/G
et si p et p′ sont des polarisations de ` et de `′ respectivement, les repre´sentations induites
indGPχ` et ind
G
P ′χ`′ sont e´quivalentes et l’application de Kirillov qui va de l’espace des orbites
coadjointes g∗/G dans le spectre Ĝ de G
K : g∗/G→ Ĝ, Ad ∗(G)` 7→ [indGPχ`]
est un home´omorphisme (voir [6] ou` [23], Chapitre 3). Par conse´quent,
g∗/G ∼= Ĝ
en tant qu’espaces.
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De´finition 6.7.
Une suite (tk)k∈N d’un espace topologique se´parable T est dite proprement convergente si
(tk)k∈N a des points limites et si toute sous-suite de (tk)k∈N a le meˆme ensemble limite que
(tk)k∈N.
Il est bien connu que toute suite convergente dans T posse`de une sous-suite qui est proprement
convergente.
6.2.3 Les groupes de Lie nilpotents – La C∗-alge`bre C∗(G/U, χ`)
Soit u ⊂ g un ide´al de g contenant [g, g], U := exp(u) et soit ` ∈ g∗ ve´rifiant 〈`, [g, u]〉 = {0}
et u ⊂ g(`). Alors, le caracte`re χ` du groupe U = exp(u) est G-invariant. Par conse´quent, on
peut de´finir l’alge`bre de Banach involutive L1(G/U, χ`) comme suit:
L1(G/U, χ`) :=
{
f : G→ C
∣∣∣ f mesurable, f(gu) = χ`(u−1)f(g) ∀g ∈ G ∀u ∈ U,
‖f‖1 :=
∫
G/U
|f(g)|dg˙ <∞
}
.
La convolution
f ∗ f ′(g) :=
∫
G/U
f(x)f ′(x−1g)dx˙ ∀g ∈ G
et l’involution
f∗(g) := f(g−1) ∀g ∈ G
sont bien de´finies pour f, f ′ ∈ L1(G/U, χ`) et
‖f ∗ f ′‖1 ≤ ‖f‖1 ‖f ′‖1.
En outre, l’application line´aire
pG/U : L
1(G)→ L1(G/U, χ`), pG/U (F )(g) :=
∫
U
F (gu)χ`(u)du ∀F ∈ L1(G) ∀g ∈ G
est un ∗-homomorphisme surjectif entre les alge`bres L1(G) et L1(G/U, χ`).
Soit
Ĝu,` :=
{
[pi] ∈ Ĝ∣∣ pi|U = χ`|U IHpi}.
Alors Ĝu,` est un sous-ensemble ferme´ de Ĝ qui peut eˆtre identifie´ avec le spectre de l’alge`bre
L1(G/U, χ`). En fait, il est facile de voir que toute repre´sentation irre´ductible unitaire (pi,Hpi)
dont la classe d’e´quivalence est contenue dans Ĝu,` de´finit une repre´sentation irre´ductible
(p˜i,Hpi) de l’alge`bre L1(G/U, χ`) comme suit:
p˜i
(
pG/U (F )
)
:= pi(F ) ∀F ∈ L1(G).
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De fac¸on similaire, si (p˜i,Hp˜i) est une repre´sentation irre´ductible unitaire de L1(G/U, χ`), alors
[pi] donne´ par
pi := p˜i ◦ pG/U
est un e´le´ment de Ĝu,`.
Soit s ⊂ g un sous-espace de g tel que g = g(`) ⊕ s. Comme u contient [g, g], il est facile de
voir que
Ĝu,` =
{[
χq ⊗ pi`
]| q ∈ (u + s)⊥},
si on note pi` := ind
G
Pχ`, ou` p de´signe une polarisation de ` et P := exp(p).
On de´nomme C∗(G/U, χ`) la C∗-alge`bre associe´e a` L1(G/U, χ`) dont le spectre peut eˆtre
identifie´ avec Ĝu,`.
En de´finissant pi`+q := ind
G
Pχ`+q, la transformation de Fourier F de´finie par
F(a)(q) := pi`+q(a) ∀q ∈ (u + s)⊥,
envoie la C∗-alge`bre C∗(G/U, χ`) sur l’alge`bre C∞
(
(u + s)⊥,K(Hpi`)
)
des applications
continues ϕ : (u + s)⊥ → K(Hpi`) qui tendent vers ze´ro a` l’infini et a` valeurs dans l’alge`bre
des ope´rateurs compacts sur l’espace de Hilbert Hpi` de la repre´sentation pi`.
Si on restreint pG/U a` l’alge`bre de Fre´chet S(G) ⊂ L1(G), son image est l’alge`bre de Fre´chet
S(G/U, χ`) =
{
f ∈ L1(G/U, χ`)| f lisse et pour tout sous-espace s′ ⊂ g avec g = s′ ⊕ u
et pour S′ = exp(s′), f|S′ ∈ S(S′)
}
.
6.2.4 Re´sultats ge´ne´raux
The´ore`me 6.8 (La topologie du spectre).
Soit (pik,Hpik)k∈N une famille de repre´sentations irre´ductibles unitaires d’un groupe de Lie G.
Alors (pik)k∈N converge vers pi dans Ĝ si et seulement si pour un vecteur non nul (respective-
ment pour tous les vecteurs non nul) ξ dans Hpi et pour tout k ∈ N, il existe ξk ∈ Hpik tel que
la suite des coefficients matriciels
(〈
pik(·)ξk, ξk
〉)
k∈N converge uniforme´ment vers
〈
pi(·)ξ, ξ〉
sur tout espace compact.
La de´monstration de ce the´ore`me se trouve dans [9], The´ore`me 13.5.2.
Lemme 6.9.
Soient G un groupe de Lie et g l’alge`bre de Lie correspondante. On de´finit la projection
canonique pG de g
∗ a` valeurs dans l’espace des orbites coadjointes g∗/G et on munit l’espace
g∗/G de la topologie quotient, c.a`.d. un sous-ensemble U dans g∗/G est ouvert si et seulement
si p−1G (U) est ouvert dans g
∗. Alors, une suite (Ok)k∈N d’e´le´ments dans g∗/G converge vers
l’orbite O ∈ g∗/G si et seulement si pour ` ∈ O, il existe `k ∈ Ok pour tout k ∈ N tel que
` = lim
k→∞
`k.
Pour la preuve de ce lemme, voir [23], Chapitre 3.1.
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6.3 Les C∗-alge`bres des groupes de Lie connexes re´els nilpotents de pas
deux
Dans cette sous-section, les groupes de Lie connexes re´els nilpotents de pas deux seront
examine´s. Dans la premie`re partie, quelques pre´liminaires sur les groupes de Lie nilpotents
de pas deux seront donne´s lesquels seront ne´cessaires pour comprendre la situation et en
particulier la preuve des conditions e´nume´re´es dans la De´finition 6.1. Dans la Section 6.3.3,
les Conditions 1, 2 et 3(a) de la De´finition 6.1 seront discute´es et dans les Sections 6.3.4
a` 6.3.8, la Condition 3(b) sera traite´e. Ensuite, un re´sultat qui de´crit les C∗-alge`bres des
groupes de Lie connexes re´els nilpotents de pas deux sera donne´.
La de´monstration de la Condition 1 de la De´finition 6.1 consiste en la construction des
diffe´rentes couches du spectre de G et repose sur une me´thode de construction d’une po-
larisation qui est de´veloppe´e dans [27]. Elle est plutoˆt technique mais pas tre`s longue. La
Condition 2 est la conse´quence directe d’un re´sultat dans [8] et la Condition 3(a) de´rive de
la construction de la polarisation mentionne´e plus haut. La majeure partie du travail pour
la de´termination des C∗-alge`bres des groupes de Lie nilpotents de pas deux consiste en la
preuve de la Proprie´te´ 3(b) de la De´finition 6.1, et en particulier en la construction des
applications (ν˜k)k∈N.
6.3.1 Pre´liminaires – Les groupes de Lie nilpotents de pas deux
Soit g une alge`bre de Lie re´elle nilpotente de pas deux. Cela signifie que
[g, g] := vect
{
[X,Y ]| X,Y ∈ g}
est contenu dans le centre de g.
On fixe un produit scalaire 〈·, ·〉 sur g comme pour les alge`bres de Lie nilpotentes ge´ne´rales.
La multiplication de Campbell-Baker-Hausdorff est dans ce cas de la forme
u · v = u+ v + 1
2
[u, v] ∀u, v ∈ g
et on obtient de nouveau le groupe de Lie connexe simplement connexe G = (g, ·) avec
l’alge`bre de Lie g.
Comme g est nilpotente de pas deux, [g, g] ⊂ g(`) et alors g(`) est un ide´al de g.
De plus, pour ` ∈ g∗, tout sous-espace maximal isotrope p de g pour B` qui contient [g, g] est
une polarisation de `.
6.3.2 Pre´liminaires – La me´thode des orbites
Dans le cas des groupes de Lie nilpotents de pas deux, pour tout e´le´ment ` ∈ g∗ et pour tout
g ∈ G = (g, ·) l’e´le´ment Ad ∗(g)` est donne´ par
Ad ∗(g)` =
(
Ig∗ + ad ∗(g)
)
` ∈ `+ g(`)⊥.
Par conse´quent, comme ad ∗(g)` = g(`)⊥,
O` := Ad ∗(G)` = {Ad ∗(g)`| g ∈ G} = `+ g(`)⊥ ∀` ∈ g∗, (50)
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ce qui veut dire que uniquement des orbites plates apparaissent. Ainsi,
g∗/G = {Ad ∗(G)`| ` ∈ g∗} = {`+ g(`)⊥| ` ∈ g∗}.
Alors, par la the´orie de Kirillov, on obtient
Ĝ ∼= g∗/G = {`+ g(`)⊥| ` ∈ g∗}
en tant qu’espaces topologiques.
Maintenant, on conside`re une suite proprement convergente
(
[pik]
)
k∈N dans Ĝ avec
pour ensemble limite L
((
[pik]
)
k∈N
)
. Soient O ∈ g∗/G l’orbite coadjointe d’un e´le´ment
[pi] ∈ L
((
[pik]
)
k∈N
)
, Ok l’orbite coadjointe de [pik] pour tout k ∈ N et soit ` ∈ O. Alors, selon
le Lemme 6.9, il existe pour tout k ∈ N un e´le´ment `k ∈ Ok tel que lim
k→∞
`k = ` dans g
∗. En
conside´rant une sous-suite si ne´cessaire, on peut supposer que la suite (g(`k))k∈N converge
par rapport a` la topologie de la grassmannienne vers une sous-alge`bre u de g(`) et qu’il existe
un nombre d ∈ N tel que dim(Ok) = 2d pour tout k ∈ N. D’apre`s (50), il re´sulte que
L((Ok)k∈N) = lim
k→∞
`k + g(`k)
⊥ = `+ u⊥ = O` + u⊥ ⊂ g∗/G.
Puisque dans le cas des groupes de Lie nilpotents de pas deux g(`k) contient [g, g] pour
tout k ∈ N, le sous-espace u contient e´galement [g, g]. Ainsi, e´tant donne´ que l’application
de Kirillov est un home´omorphisme et vu que u⊥ n’est constitue´ que de caracte`res de g,
l’ensemble limite L
((
[pik]
)
k∈N
)
dans Ĝ de la suite
(
[pik]
)
k∈N est le sous-ensemble “affine”
L
((
[pik]
)
k∈N
)
=
{[
χq ⊗ indGPχ`
]| q ∈ u⊥}
pour une polarisation p de ` et P := exp(p).
Ces observations conduisent a` la proposition suivante:
Proposition 6.10.
Il y a trois types diffe´rents d’ensembles limites possibles de la suite (Ok)k∈N d’orbites coad-
jointes:
1. dim(O`) = 2d: dans ce cas, l’ensemble limite L((Ok)k∈N) est le singleton O` = `+ g(`)⊥,
c.a`.d. u = g(`).
2. dim(O`) = 0: ici, L((Ok)k∈N) = `+u⊥ et l’ensemble limite L
((
[pik]
)
k∈N
)
n’est constitue´
que de caracte`res, c.a`.d. q
(
[g, g]
)
= {0} pour tout Oq ∈ L((Ok)k∈N).
3. La dimension de l’orbite O` est strictement supe´rieure a` 0 et strictement infe´rieure a`
2d. Dans ce cas 0 < dim(O) < 2d pour tout O ∈ L((Ok)k∈N) et
L((Ok)k∈N) =
⋃
q∈u⊥
q +O`, c.a`.d. L
((
[pik]
)
k∈N
)
=
⋃
q∈u⊥
[
χq ⊗ indGPχ`
]
pour une polarisation p de ` et P := exp(p).
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6.3.3 Les Conditions 1, 2 et 3(a)
A pre´sent, on commence la ve´rification des conditions de la De´finition 6.1.
A l’aide d’une proce´dure de construction de la polarisation de Vergne qui est e´labore´e dans
[27], Section 1, on peut de´finir les familles de sous-ensembles (Si)i∈{0,...,r} et (Γi)i∈{0,...,r} du
spectre Ĝ de G mentionne´s dans la Condition 1 de la De´finition 6.1 et on peut prouver qu’ils
satisfont les proprie´te´s souhaite´es dans la Condition 1.
Dans cette construction, pour chaque i ∈ {0, ..., r}, on obtient un nombre di ∈ N tel que
toute orbite O appartenant a` une repre´sentation pi ∈ Γi a la meˆme dimension 2di, comme
vu pre´ce´demment. On peut aussi de´montrer que l’espace de Hilbert commun Hi qui apparaˆıt
dans la Condition 1(b) peut eˆtre choisi comme e´tant Hi = L2(Rdi).
Pour la preuve des Proprie´te´s 2 et 3(a) de la De´finition 6.1, on a la proposition suivante:
Proposition 6.11.
Pour tout a ∈ C∗(G) et pour tout i ∈ {0, ..., r}, l’application
Γi → L2(Rdi), γ 7→ F(a)(γ)
est continue par rapport a` la norme et l’ope´rateur F(a)(γ) est compact pour tout γ ∈ Γi.
La compacite´ est la conse´quence directe d’un the´ore`me ge´ne´ral qui peut eˆtre trouve´ dans [8],
Chapitre 4.2 ou [29], Partie II, Chapitre II.5 et qui dit que la C∗-alge`bre C∗(G) de tout groupe
de Lie connexe nilpotent G satisfait la Condition CCR, c.a`.d. l’image de toute repre´sentation
irre´ductible de C∗(G) est un ope´rateur compact.
La continuite´ re´sulte de la construction des ensembles Γi pour i ∈ {0, ..., r} et du fait que les
polarisations de Vergne pV` de ` ∈ g∗ qui sont utilise´es pour cette construction sont continues
en ` par rapport a` la topologie de la grassmannienne.
Comme C∗(G) est se´parable, cela de´montre les Proprie´te´s 2 et 3(a) de la De´finition 6.1. Il
reste a` pre´sent a` de´montrer la Condition 3(b).
6.3.4 Condition 3(b) – Introduction de la situation
Pour simplifier, a` partir de maintenant, les repre´sentations seront identifie´es avec leurs classes
d’e´quivalence.
On fixe i ∈ {0, ..., r}.
Pour `′ ∈ g∗, soient pV`′ la polarisation de Vergne de `′ mentionne´e en haut, P V`′ := exp
(
pV`′
)
et
piV`′ := ind
G
PV
`′
χ`′ . De plus, pour une orbite O′ soit `O′ ∈ O′ un e´le´ment fixe dont on a besoin
pour la construction de la polaristation de Vergne.
Soit
(
piVk
)
k∈N =
(
piV`Ok
)
k∈N une suite dans Γi dont l’ensemble limite se trouve hors de
Γi. Comme toute suite convergente a une sous-suite proprement convergente, on supposera
que
(
piVk
)
k∈N est proprement convergente et la transition a` une sous-suite sera omise.
Alors la suite
(
piVk
)
k∈N correspondra a` la sous-suite (γk)k∈N de la Condition 3(b) de la
De´finition 6.1. C’est pourquoi pour tout k ∈ N, on doit construire une application line´aire
involutive ν˜k : CB(Si−1)→ B(Hi) borne´e par C‖ · ‖Si−1 qui satisfait
lim
k→∞
∥∥F(a)(piVk )− ν˜k(F(a)|Si−1)∥∥op = 0,
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avec une constante C > 0 inde´pendante de k.
Pour re´aliser ceci, on regarde la suite d’orbites coadjointes (Ok)k∈N qui correspond avec la
suite
(
piVk
)
k∈N. Comme vu en haut, toute orbite Ok a la meˆme dimension 2d := 2di. De plus,
la suite (Ok)k∈N converge proprement vers un ensemble d’orbites L((Ok)k∈N).
Maintenant, l’alge`bre de Lie g sera examine´e et de´compose´e en diffe´rentes parties.
Ainsi, une nouvelle suite de repre´sentations (pik)k∈N lesquelles seront e´quivalentes aux
repre´sentations
(
piVk
)
k∈N sera de´finie. Puis, dans les deuxie`me et troisie`me cas mentionne´s
dans la Proposition 6.10, on peut e´tudier (pik)k∈N et construire pour cette nouvelle suite des
applications (νk)k∈N avec certaines proprie´te´s similaires a` celles dont on a besoin dans la
Condition 3(b). A la fin, la convergence demande´e peut eˆtre de´duite de la convergence de
(pik)k∈N et de l’e´quivalence des repre´sentations pik et piVk .
6.3.5 Condition 3(b) – Changement de la base de Jordan-Ho¨lder
Soit ˜`∈ O˜ ∈ L((Ok)k∈N). Alors il existe une suite
(
˜`
k
)
k∈N dans (Ok)k∈N telle que ˜`= limk→∞
˜`
k.
Comme on s’inte´resse aux orbites Ok = ˜`k + g
(
˜`
k
)⊥
, on peut remplacer la suite
(
˜`
k
)
k∈N par
une suite (`k)k∈N avec `k(A) = 0 pour tout A ∈ g
(
˜`
k
)⊥
= g(`k)
⊥.
Ainsi, on obtient une autre suite convergente (`k)k∈N dans (Ok)k∈N dont la limite ` appartient
a` une orbite O ∈ L((Ok)k∈N).
Dans ce qui suit, cette suite (`k)k∈N sera e´tudie´e et permettra d’effectuer la de´composition
de g mentionne´e en haut.
On peut supposer que les sous-alge`bres (g(`k))k∈N convergent vers une sous-alge`bre u
dont le groupe de Lie correspondant exp(u) est de´nomme´ U . Ces sous-alge`bres g(`k) pour
k ∈ N peuvent eˆtre e´crites comme
g(`k) = [g, g]⊕ sk,
ou` sk ⊂ [g, g]⊥. En outre, soient nk,0 le noyau de `k |[g,g] et sk,0 le noyau de `k |sk pour tout
k ∈ N. On peut supposer que sk,0 6= sk et on choisit Tk ∈ sk orthogonal a` sk,0 et de longueur
1. Etant plus facile, le cas sk,0 = sk pour k ∈ N sera omis.
De la meˆme manie`re, on choisit Zk ∈ [g, g] orthogonal a` nk,0 et de longueur 1. De plus, on
note rk = g(`k)
⊥ ⊂ g.
En prenant une sous-suite si ne´cessaire, on peut supposer que les limites lim
k→∞
Zk =: Z,
lim
k→∞
Tk =: T et lim
k→∞
rk =: r existent.
Maintenant, des nouvelles polarisations pk de `k seront construites pour ensuite de´finir
les repre´sentations (pik)k∈N.
La restriction a` rk de la forme antisyme´trique Bk de´finie par
Bk(V,W ) := 〈`k, [V,W ]〉 ∀V,W ∈ g
est non-de´ge´ne´re´e sur rk et il existe un endomorphisme inversible Sk de l’espace rk tel que
〈x, Sk(x′)〉 = Bk(x, x′) ∀x, x′ ∈ rk.
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Alors Sk est antisyme´trique, c.a`.d. S
t
k = −Sk, et on peut de´composer rk en une somme directe
orthogonale
rk =
d∑
j=1
V jk
de sous-espaces de deux dimensions Sk-invariants. On choisit une base de Hilbert {Xkj , Y kj }
de V jk . Alors,
[Xki , X
k
j ] ∈ nk,0 ∀i, j ∈ {1, ..., d},
[Y ki , Y
k
j ] ∈ nk,0 ∀i, j ∈ {1, ..., d} et
[Xki , Y
k
j ] = δi,jc
k
jZk mod nk,0 ∀i, j ∈ {1, ..., d},
ou` 0 6= ckj ∈ R et sup
k∈N
ckj <∞ pour tout j ∈ {1, ..., d}.
En prenant encore une sous-suite si ne´cessaire, la suite (ckj )k∈N converge pour tout j ∈ {1, ..., d}
vers un cj .
Puisque Xkj , Y
k
j ∈ rk et `k(A) = 0 pour tout A ∈ rk, on a `k(Xkj ) = `k(Y kj ) = 0 pour tout
j ∈ {1, ..., d}. En outre, on peut supposer que les suites (Xkj )k∈N, (Y kj )k∈N convergent dans g
vers les vecteurs Xj , Yj qui forment une base modulo u dans g.
Il re´sulte que
〈`k, [Xkj , Y kj ]〉 = ckjλk, ou`
λk = 〈`k, Zk〉 k→∞−→ 〈`, Z〉 =: λ.
Comme Zk a e´te´ choisi orthogonal a` nk,0, λk 6= 0 pour tout k ∈ N.
Maintenant, soient
pk := vect{Y k1 , · · · , Y kd , g(`k)}
et Pk := exp(pk). Alors, pk est une polarisation de `k. De plus, on de´finit la repre´sentation pik
par
pik := ind
G
Pk
χ`k .
Puisque pik et pi
V
k sont des repre´sentations induites par des polarisations et des caracte`res χ`k
et χ`Ok , ou` `k et `Ok se trouvent dans la meˆme orbite coadjointe Ok, les deux repre´sentations
sont e´quivalentes, comme on a vu dans la Section 6.2.2.
Soit ak := nk,0 + sk,0. Alors ak est un ide´al de g sur lequel `k est 0. C’est pourquoi le
sous-groupe normal exp(ak) est contenu dans le noyau de la repre´sentation pik. En outre, soit
a := lim
k→∞
ak.
De plus, soient p ∈ N et p˜ ∈ {1, ..., p}. On note nk,0 la partie de ak incluse dans [g, g] et on
se donne une base de Hilbert {Ak1, · · · , Akp˜} de nk,0. Puis on note sk,0 la partie de ak qui
n’appartient pas a` [g, g] et on se donne une base de Hilbert {Akp˜+1, · · · , Akp} de sk,0. Alors
{Ak1, · · · , Akp} est une base de Hilbert de ak et, comme avant, on peut supposer que la limite
lim
k→∞
Akj = Aj existe pour tout j ∈ {1, ..., p}.
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Maintenant, pour tout k ∈ N, on peut prendre comme base de Hilbert de g aussi bien
l’ensemble de vecteurs
{Xk1 , · · · , Xkd , Y k1 , · · · , Y kd , Tk, Zk, Ak1, ..., Akp}
que l’ensemble
{X1, · · · , Xd, Y1, · · · , Yd, T, Z,A1, ..., Ap}.
Cela donne les crochets de Lie suivants:
[Xki , Y
k
j ] = δi,jc
k
jZk mod ak,
[Xki , X
k
j ] = 0 mod ak et
[Y ki , Y
k
j ] = 0 mod ak.
Les vecteurs Zk et Tk sont centrals modulo ak.
6.3.6 Condition 3(b) – Premier cas
Premie`rement, on conside´rera le cas ou` L((Ok)k∈N) consiste en un seul point limite O, le
premier cas mentionne´ dans la Proposition 6.10.
Dans ce cas, pour tout k ∈ N,
2d = dim(Ok) = dim(O).
Par conse´quent, la situation regarde´e apparaˆıt si et seulement si λ 6= 0 et cj 6= 0 pour tout
j ∈ {1, ..., d}.
Le premier cas est le plus facile. Apre`s quelques observations, les ope´rateurs (ν˜k)k∈N
peuvent imme´diatement eˆtre de´finis. En outre, les assertions de la Condition 3(b) de la
De´finition 6.1 peuvent facilement eˆtre de´montre´es. Dans ce premier cas, la transition aux
repre´sentations (pik)k∈N n’est pas ne´cessaire.
On conside`re encore la suite (`k)k∈N qui a e´te´ choisie en haut et qui converge vers ` ∈ O.
Comme les dimensions des orbites Ok et O sont les meˆmes, il existe une sous-suite de
(`k)k∈N (qui sera aussi de´nomme´e (`k)k∈N pour simplifier) telle que p := lim
k→∞
pV`k soit une
polarisation de `, mais pas ne´cessairement la polarisation de Vergne. De plus, on de´finit
P := exp(p) = lim
k→∞
P V`k et
pi := indGPχ`.
Si on identifie les espaces de Hilbert HpiV`k et Hpi des repre´sentations pi
V
`k
= indG
PV`k
χ`k et pi avec
L2(Rd), on peut de´duire de [31], The´ore`me 2.3, que∥∥piV`k(a)− pi(a)∥∥op = ∥∥∥indGPV`kχ`k(a)− indGPχ`(a)
∥∥∥
op
k→∞−→ 0
pour tout a ∈ C∗(G).
Comme pi et piV` = ind
G
PV`
χ` sont toutes les deux des repre´sentations induites de polarisa-
tions et du meˆme caracte`re χ`, elles sont e´quivalentes. Par conse´quent, il existe un ope´rateur
d’entrelacement unitaire
F : HpiV` ∼= L
2(Rd)→ Hpi ∼= L2(Rd) tel que F ◦ piV` (a) = pi(a) ◦ F ∀a ∈ C∗(G).
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De plus, les deux repre´sentations piVk = pi
V
`Ok
= indG
PV`Ok
χ`Ok et pi
V
`k
= indG
PV`k
χ`k sont
e´quivalentes pour tout k ∈ N parce que `Ok et `k sont inclus dans la meˆme orbite coadjointe
Ok et pV`Ok et p
V
`k
sont des polarisations. Alors il existe d’autres ope´rateurs d’entrelacement
unitaires
Fk : HpiVk ∼= L
2(Rd)→ HpiV`k
∼= L2(Rd) tels que Fk ◦ piVk (a) = piV`k(a) ◦ Fk ∀a ∈ C∗(G).
On de´finit les ope´rateurs souhaite´s ν˜k pour tout k ∈ N par
ν˜k(ϕ) := F
∗
k ◦ F ◦ ϕ
(
piV`
) ◦ F ∗ ◦ Fk ∀ϕ ∈ CB(Si−1),
ce qui est raisonnable puisque piV` est un point limite de la suite
(
piVk
)
k∈N et donc contenu
dans Si−1 d’apre`s la de´finition de Si−1.
Comme ϕ
(
piV`
) ∈ B(L2(Rd)) et F et Fk sont des ope´rateurs d’entrelacement, ces ope´rateurs
sont borne´s et l’image de ν˜k est contenue dans B(L2(Rd)), comme demande´.
Il est facile de de´montrer que ν˜k est borne´ et involutif. La dernie`re chose a` ve´rifier est la
convergence dont on a besoin pour la Condition 3(b): Pour tout a ∈ C∗(G)∥∥piVk (a)− ν˜k(F(a)|Si−1)∥∥op = ∥∥piVk (a)− F ∗k ◦ F ◦ F(a)|Si−1(piV` ) ◦ F ∗ ◦ Fk∥∥op
=
∥∥piVk (a)− F ∗k ◦ F ◦ piV` (a) ◦ F ∗ ◦ Fk∥∥op
=
∥∥F ∗k ◦ piV`k(a) ◦ Fk − F ∗k ◦ pi(a) ◦ Fk∥∥op
≤ ∥∥piV`k(a)− pi(a)∥∥op k→∞−→ 0.
Ainsi, les repre´sentations
(
piVk
)
k∈N et les (ν˜k)k∈N construits satisfont la Condition 3(b) de la
De´finition 6.1. Alors l’assertion est bien de´montre´e pour le premier cas.
6.3.7 Condition 3(b) – Deuxie`me cas
Dans le deuxie`me cas mentionne´ dans la Proposition 6.10, la situation λ = 0 ou cj = 0 pour
tout j ∈ {1, ..., d} sera conside´re´e.
Dans ce cas,
〈`k, [Xkj , Y kj ]〉 = ckjλk k→∞−→ cjλ = 0 ∀j ∈ {1, ..., d},
tandis que ckjλk 6= 0 pour tout k et tout j ∈ {1, ..., d}.
Alors `|[g,g] = 0, et comme ˜`|[g,g] s’annule e´videmment aussi pour tout ˜` ∈ u⊥, chaque
O ∈ L((Ok)k∈N) s’annule sur [g, g]. Ceci veut dire que la repre´sentation associe´e est un
caracte`re. C’est pourquoi toute orbite limiteO dans l’ensemble L((Ok)k∈N) est de dimension 0.
Maintenant, on doit adapter les me´thodes de´veloppe´es dans [26] a` la situation donne´e
ici.
On choisit pour j ∈ {1, ..., d} les fonctions de Schwartz ηj ∈ S(R) telles que ‖ηj‖L2(R) = 1
et ‖ηj‖L∞(R) ≤ 1. Soient s = (s1, ..., sd), α = (α1, · · · , αd), β = (β1, · · · , βd) ∈ Rd. Alors on
de´finit
ηk,α,β(s) = ηk,α,β(s1, · · · , sd) := e2piiαs
d∏
j=1
∣∣λkckj ∣∣ 14 ηj(|λkckj | 12(sj + βjλkckj
))
.
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Cette de´finition est raisonnable parce que λkc
k
j 6= 0 pour chaque k et chaque j ∈ {1, ..., d}.
Pour 0 6= η˜ ∈ L2(G/Pk, χ`k) ∼= L2(Rd) soit
Pη˜ : L
2(Rd)→ Cη˜, ξ 7→ η˜〈ξ, η˜〉.
Alors Pη˜ est la projection orthogonale sur l’espace Cη˜.
Soit h ∈ C∗(G/U, χ`). On identifie G/U avec Rd × Rd ∼= R2d et l’utilisation de la base limite
introduite dans la Section 6.3.5 est exprime´e par un index ∞:
h∞(x, y) = h∞(x1, ..., xd, y1, ..., yd) :=
d∑
j=1
xjXj +
d∑
j=1
yjYj .
Maintenant, hˆ∞ peut eˆtre vu comme une fonction dans C∞(`+ u⊥) ∼= C∞(R2d). En utilisant
cette identification, on peut de´finir l’ope´rateur line´aire
νk(h) :=
∫
R2d
hˆ∞(x˜, y˜) Pηk,x˜,y˜
d(x˜, y˜)
d∏
j=1
∣∣λkckj ∣∣ .
Alors on a la proposition suivante:
Proposition 6.12.
1. Pour tout k ∈ N et tout h ∈ S(G/U, χ`), l’inte´grale qui de´finit νk(h) converge par rapport
a` la norme d’ope´rateurs.
2. L’ope´rateur νk(h) est compact et ‖νk(h)‖op ≤ ‖h‖C∗(G/U,χ`).
3. νk est involutif, c.a`.d. νk(h)
∗ = νk(h∗) pour tout h ∈ C∗(G/U, χ`).
La preuve de cette proposition est plutoˆt longue et technique.
Avec cette proposition sur la suite de repre´sentations (pik)k∈N, on peut maintenant de´duire
l’assertion pour la suite initiale
(
piVk )k∈N.
Comme pour tout k ∈ N les deux repre´sentations pik et piVk sont e´quivalentes, il existe des
ope´rateurs d’entrelacement unitaires
Fk : HpiVk ∼= L
2(Rd)→ Hpik ∼= L2(Rd) tels que Fk ◦ piVk (a) = pik(a) ◦ Fk ∀a ∈ C∗(G).
En outre, puisque l’ensemble limite L
((
piVk
)
k∈N
)
de la suite
(
piVk )k∈N est contenu dans Si−1,
en identifiant Ĝ avec l’ensemble des orbites coadjointes g∗/G, on peut restreindre un champ
d’ope´rateurs ϕ ∈ CB(Si−1) a` L((Ok)k∈N) = `+u⊥ et on obtient un e´le´ment dans CB(`+u⊥).
Alors, comme
{F(a)|L((Ok)k∈N)| a ∈ C∗(G)} = C∞(L((Ok)k∈N)) = C∞(`+u⊥), on peut de´finir
le ∗-isomorphisme
τ : C∞(R2d) ∼= C∞(`+ u⊥)→ C∗(G/U, χ`) ∼= C∗(R2d), F(a)|L((Ok)k∈N) 7→ pG/U (a).
Maintenant, pour chaque k ∈ N on de´finit ν˜k par
ν˜k(ϕ) := F
∗
k ◦ (νk ◦ τ)
(
ϕ|L((Ok˜)k˜∈N)
) ◦ Fk ∀ϕ ∈ CB(Si−1).
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Puisque l’image de νk est dans B(L2(Rd)) et Fk est un ope´rateur d’entrelacement et donc
borne´, l’image de ν˜k est aussi contenue dans B(L2(Rd)).
De plus, on obtient que l’ope´rateur ν˜k est borne´ et involutif en utilisant le fait que νk
posse`de ces meˆmes proprie´te´s (voir Proposition 6.12). La convergence demande´e dans la
Condition 3(b) de la De´finition 6.1 convient graˆce a` l’e´quivalence des repre´sentations (pik)k∈N
et
(
piVk
)
k∈N.
Il s’ensuit que les repre´sentations
(
piVk
)
k∈N satisfont la Proprie´te´ 3(b) et ainsi, les con-
ditions de la De´finition 6.1 sont de´montre´es.
6.3.8 Condition 3(b) – Troisie`me cas
Dans le troisie`me et dernier cas mentionne´ dans la Proposition 6.10, λ 6= 0 et il existe
1 ≤ m < d tels que cj 6= 0 pour chaque j ∈ {1, ...,m} et cj = 0 pour chaque j ∈ {m+1, ..., d}.
Ceci veut dire que〈
`k, [X
k
j , Y
k
j ]
〉
= ckjλk
k→∞−→ cjλ = 0 ⇐⇒ j ∈ {m+ 1, ..., d}.
Dans ce cas p := vect{Xm+1, ..., Xd, Y1, ..., Yd, T, Z,A1, ..., Ap} est une polarisation de `.
En outre, pour p˜k := vect{Xkm+1, ..., Xkd , Y k1 , ..., Y kd , Tk, Zk, Ak1, ..., Akp}, on a p˜k
k→∞−→ p.
La de´marche utilise´e dans ce troisie`me cas est similaire a` celle du deuxie`me cas. Ainsi, le
troisie`me cas sera omis. Les formules et les calculs sont plus complique´s que dans les autres
cas.
6.3.9 Re´sultat pour les groupes de Lie connexes re´els nilpotents de pas deux
Avec les familles de sous-ensembles (Si)i∈{0,...,r} et (Γi)i∈{0,...,r} de Ĝ et les espaces de Hilbert
(Hi)i∈{0,...,r} qui satisfont les conditions cite´es dans la De´finition 6.1, on obtient le re´sultat
suivant:
The´ore`me 6.13.
La C∗-alge`bre C∗(G) d’un groupe de Lie G connexe re´el nilpotent de pas deux est isomorphe
(sous la transformation de Fourier) a` l’ensemble de tous les champs d’ope´rateurs ϕ de´finis
sur le spectre Ĝ du groupe respectif tels que:
1. ϕ(γ) ∈ K(Hi) pour tout i ∈ {1, ..., r} et tout γ ∈ Γi.
2. ϕ ∈ l∞(Ĝ).
3. Sur chacun des diffe´rents ensembles Γi, l’application γ 7→ ϕ(γ) est continue par rapport
a` la norme.
4. Pour toute suite (γk)k∈N ⊂ Ĝ tendant vers l’infini, lim
k→∞
‖ϕ(γk)‖op = 0.
5. Pour i ∈ {1, ..., r} et toute suite proprement convergente γ = (γk)k∈N ⊂ Γi dont
l’ensemble limite est contenu dans Si−1 (en prenant une sous-suite si ne´cessaire) et pour
les applications ν˜k = ν˜γ,k : CB(Si−1)→ B(Hi) construites dans les sections pre´ce´dentes,
on a
lim
k→∞
∥∥ϕ(γk)− ν˜k(ϕ|Si−1)∥∥op = 0.
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6.4 La C∗-alge`bre du groupe de Lie SL(2,R)
Dans cette sous-section, la C∗-alge`bre de SL(2,R) sera examine´e. Au de´but, le groupe de Lie
SL(2,R) et certains de ses sous-groupes seront introduits, et des de´finitions et des re´sultats
importants, ne´cessaires pour de´montrer les conditions e´nume´re´es dans la De´finition 6.1 et
alors pour la de´termination de la C∗-alge`bre de SL(2,R), seront e´voque´s. Les Sections 6.4.2 a`
6.4.4 traitent du spectre de SL(2,R) et de sa topologie et dans la Section 6.4.5 les conditions
spe´cifie´es en haut seront discute´es pour le groupe G = SL(2,R). Finalement, dans la Section
6.4.6, un re´sultat sur la C∗-alge`bre de SL(2,R) sera pre´sente´, et la structure concre`te de
C∗(G) sera donne´e.
Pour le groupe SL(2,R), la Condition 1 de la De´finition 6.1 est rendue claire par les de´finitions
des ensembles Γi et Si pour i ∈ {0, ..., r}, lesquelles seront donne´es dans la Section 6.4.5. La
Condition 2 est satisfaite aussi, comme SL(2,R) est un groupe de Lie connexe line´aire semi-
simple. La de´monstration de la Condition 3(a) est assez courte et ne repre´sente pas de difficulte´
particulie`re, tandis que l’essentiel du travail de la preuve des conditions de la De´finition 6.1
consiste encore une fois en la ve´rification de la Condition 3(b). Ne´anmoins, sa preuve est
moins longue et moins technique que dans le cas des groupes de Lie nilpotents de pas deux.
6.4.1 Pre´liminaires
Dans cette section, soit
G := SL(2,R) = {A ∈M(2,R)| detA = 1}
et soit
K := SO(2) =
{
kϕ :=
(
cosϕ − sinϕ
sinϕ cosϕ
) ∣∣∣∣ ϕ ∈ [0, 2pi)}
son sous-groupe compact maximal. De plus, on de´finit les sous-groupes unidimensionnels
nilpotent N et abe´lien A de G comme e´tant
N :=
{(
1 x
0 1
) ∣∣∣∣ x ∈ R} et A := {(et 00 e−t
) ∣∣∣∣ t ∈ R}.
Soit
g = sl(2,R) = {A ∈M(2,R)| trA = 0}
l’alge`bre de Lie de G.
Graˆce a` la de´composition de Iwasawa, on sait que G = KAN . Par conse´quent, pour
tout g ∈ G il existe κ(g) ∈ K, µ ∈ N et H(g) ∈ a, ou` a =
{(
t 0
0 −t
) ∣∣∣ t ∈ R} est l’alge`bre
de Lie de A, tels que
g = κ(g)eH(g)µ.
En outre, on de´finit sur a les applications ρ et νu pour u ∈ C via
ρ
(
t 0
0 −t
)
:= t et νu
(
t 0
0 −t
)
:= ut ∀t ∈ R.
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Soient
L2(K)+ :=
{
f ∈ L2(K)| f(k) = f(−k) ∀k ∈ K} et
L2(K)− :=
{
f ∈ L2(K)| f(k) = −f(−k) ∀k ∈ K}.
Alors on de´finit pour tout u ∈ C les repre´sentations P+,u sur HP+,u := L2(K)+ et P−,u sur
HP−,u := L2(K)− comme suit:
P±,u(g)f(k) := e−(νu+ρ)H(g−1k)f
(
κ
(
g−1k
)) ∀g ∈ G ∀f ∈ L2(K)± ∀k ∈ K.
Pour des raisons de simplicite´, dans cette section, les repre´sentations seront identifie´es avec
leurs classes d’e´quivalence.
De´finition 6.14 (n-ie`me composante isotypique).
Pour une repre´sentation (p˜i,Hp˜i) de K on de´finit pour tout n ∈ Z la n-ie`me composante
isotypique de p˜i comme suit:
Hp˜i(n) :=
{
v ∈ Hp˜i| p˜i(kϕ)v = einϕv ∀ϕ ∈ [0, 2pi)
}
.
Une repre´sentation (p˜i,Hp˜i) de G est dite paire (respectivement impaire), si Hp˜i|K (n) = {0}
pour tout n impair (respectivement n pair).
Toute repre´sentation irre´ductible unitaire de G est paire ou impaire.
En outre, la somme directe alge´brique ⊕
n∈Z
Hp˜i(n)
est dense dans Hp˜i.
Remarque 6.15.
D’apre`s la de´finition des espaces de Hilbert L2(K)± de P±,u pour u ∈ C, il est facile de
ve´rifier que P+,u est pair pour tout u ∈ C et que P−,u est impair pour tout u ∈ C.
De´finition 6.16 (pn).
Pour n ∈ Z, on de´note bn(f) le n-ie`me coefficient de Fourier de f ∈ L2(K)±, de´fini par
bn(f) :=
1
|K|
∫
K
f(kϕ)e
−inϕdkϕ,
et on note
pn(f) := b−n(f)e−in·.
On peut facilement de´montrer que pour tout u ∈ C et pour tout n ∈ Z l’ope´rateur pn est
la projection de HP±,u = L2(K)± sur la n-ie`me composante isotypique de la repre´sentation
P±,u.
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6.4.2 Le spectre de SL(2,R) – Introduction de l’ope´rateur Ku
En utilisant l’ope´rateur de Knapp-Stein, maintenant un ope´rateur Ku, dont on a besoin pour
de´crire le spectre de G sera introduit.
On de´finit
C∞(K)+ :=
{
f ∈ C∞(K)| f(k) = f(−k) ∀k ∈ K} et
C∞(K)− :=
{
f ∈ C∞(K)| f(k) = −f(−k) ∀k ∈ K}
et soit
Ju : C
∞(K)+ → C∞(K)+ pour u ∈ C avec Reu > 0
l’ope´rateur d’entrelacement de Knapp-Stein de la repre´sentation P+,u vers la repre´sentation
P+,−u. En outre, soit w := kpi
2
=
(
0 −1
1 0
)
. On e´tend f ∈ L2(K) a` G en utilisant la
de´composition de Iwasawa G 3 g = κ(g)eH(g)µ pour κ(g) ∈ K, H(g) ∈ a et µ ∈ N . En-
suite, en de´finissant f˜u
(
κ(g)eH(g)µ
)
:= e−(νu+ρ)H(g)f
(
κ(g)
)
, cet ope´rateur peut eˆtre e´crit
comme
Juf(k) =
∫
N
f˜u(kµw)dµ ∀f ∈ C∞(K)+ ∀k ∈ K. (51)
Cette inte´grale converge pour Reu > 0 (voir [20], Chapitre VII ou [33], Chapitre 10.1).
L’application f 7→ Juf est continue, et la famille d’ope´rateurs {Ju| u ∈ C} est holomorphe
en u pour Reu > 0 par rapport a` des topologies approprie´es (voir [20], Chapitre VII.7 ou
[33], Chapitre 10.1).
Pour u ∈ R>0 l’ope´rateur Ju est autoadjoint par rapport au produit scalaire de L2(K)
habituel.
De plus, on peut e´tendre la fonction u 7→ Ju me´romorphiquement a` C (voir [33],
Chapitre 10.1). Puis, pour tout u ∈ C pour lequel l’ope´rateur Ju est re´gulier, Ju est un
ope´rateur d’entrelacement de P+,u vers P+,−u.
Graˆce a` la proprie´te´ d’entrelacement de Ju, on obtient la remarque suivante:
Remarque 6.17.
L’ope´rateur Ju commute avec les projections pn pour tout n ∈ Z et pour tout u ∈ C pour
lequel Ju est re´gulier.
Maintenant, on peut de´duire que les ope´rateurs Ju ont la proprie´te´
Ju|HP+,u (n) = cn(u) · id|HP+,u (n) pour tout n ∈ Z pair,
comme une e´quation de fonctions me´romorphes, ou` cn : C→ C est une fonction me´romorphe
pour tout n ∈ Z pair. Ceci est une conse´quence de la remarque ci-dessus conside´re´e avec le
fait que HP+,u(n) est unidimensionnel.
En utilisant des formules d’inte´grales standard (voir [20], Chapitre V.6), on obtient
avec (51) que pour u = 1
J1(f) = c
∫
K
f(k)dk ∀f ∈ C∞(K)+
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pour une constante c > 0. De plus, pour tout n ∈ Z pair on a HP+,u(n) = C · e−in·. Ainsi, on
obtient
cn(1)
{
6= 0 pour n = 0
= 0 pour n ∈ Z \ {0} pair.
On peut de´montrer que
c0(u) 6= 0 pour u ∈ (0, 1)
et par conse´quent, on peut de´finir
J˜u :=
1
c0(u)
Ju
pour u ∈ C comme une fonction me´romorphe. De surcroˆıt, on peut prouver que
J˜u est re´gulier pour u = 0 et J˜0 = id.
Maintenant, on de´finit un produit scalaire sur C∞(K)+ de la manie`re suivante:
〈f1, f2〉u :=
〈
J˜uf1, f2
〉
L2(K)
.
Ce produit scalaire est invariant et de´fini positif pour u ∈ (0, 1).
Le comple´te´ de C∞(K)+ par rapport a` ce produit scalaire 〈·, ·〉u donne un espace de Hilbert
Hu. En conside´rant la restriction de la repre´sentation P+,u a` C∞(K)+ et en la prolongeant
de fac¸on continue sur l’espace Hu, on obtient une repre´sentation unitaire que l’on nomme
P+,u aussi. G agit sur Hu via cette repre´sentation unitaire P+,u.
On pose dn(u) :=
√
cn(u)
c0(u)
> 0 pour u ∈ (0, 1). On de´finit une bijection unitaire
Ku : Hu → L2(K)+ ∀u ∈ (0, 1)
comme suit: sur la n-ie`me composante isotypique de Hu, on de´finit Ku par
Ku|HP+,u (n) := dn(u) · id|HP+,u (n) pour tout n ∈ Z pair.
Puis, on peut e´tendre cette de´finition a` des sommes finies de composantes isotypiques. Cet
ope´rateur est aussi autoadjoint par rapport au produit scalaire habituel de L2(K) et pour des
sommes finies de composantes isotypiques f1 et f2〈
Kuf1,Kuf2
〉
L2(K)
=
〈
K2uf1, f2
〉
L2(K)
=
〈
J˜uf1, f2
〉
L2(K)
= 〈f1, f2〉u.
Par conse´quent, l’ope´rateur est unitaire (si on regarde l’espace Hu muni de 〈·, ·〉u et L2(K)+
muni de 〈·, ·〉L2(K)) et ainsi, en raison de la densite´ de
⊕
n∈Z
HP+,u(n) dans Hu, on peut
prolonger Ku de fac¸on continue sur tout l’espace Hu.
En outre, Ku est continu en u et on a aussi la proprie´te´ lim
u→0
Ku = id.
D’apre`s sa de´finition, l’ope´rateur Ku commute e´galement avec les projections pn pour tout
n ∈ Z.
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Ensuite, un autre produit scalaire sur C∞(K)++ :=
{
f ∈ C∞(K)+| pn(f) = 0 ∀n ≤ 0
}
est
ne´cessaire.
Pour cela, on de´finit
J˜(u) :=
1
c2(u)
Ju
pour u ∈ C comme une famille me´romorphe d’ope´rateurs.
De surcroˆıt, on de´finit l’espace C∞(K)+− :=
{
f ∈ C∞(K)+| pn(f) = 0 ∀n ≥ 0
}
.
Lemme 6.18.
(a) J˜(−u) ◦ J˜(u) = J˜(u) ◦ J˜(−u) = id en tant qu’ope´rateurs me´romorphes.
(b) J˜(u) est re´gulier pour u = −1 et
ker
(
J˜(−1)
) ∩ C∞(K)++ = ker(J˜(−1)) ∩ C∞(K)+− = {0}.
De plus, J˜(−1) est un ope´rateur d’entrelacement de P+,−1 vers P+,1.
(c) J˜(u)|C∞(K)++⊕C∞(K)+− est re´gulier pour u = 1.
L’ope´rateur J˜(1) n’est pas identiquement ze´ro sur l’espace C
∞(K)++, e´tant donne´ que sa
restriction a` HP+,1(2) est l’ope´rateur identite´. Alors, on peut de´finir pour toutes fonctions
f1, f2 ∈ C∞(K)++
〈f1, f2〉(1) :=
〈
J˜(1)f1, f2
〉
L2(K)
.
Ceci est un produit scalaire invariant et de´fini positif.
Maintenant, le comple´te´ de l’espace C∞(K)++ par rapport a` ce produit scalaire donne un
espace de Hilbert que l’on nommera H(1).
La meˆme proce´dure peut eˆtre accomplie pour C∞(K)+−.
Dans ce cas, on de´finit pour u ∈ (0, 1) l’ope´rateur J˜[u] de la manie`re suivante:
J˜[u] :=
1
c−2(u)
Ju.
Comme pre´ce´demment, on peut de´montrer que J˜[u] est re´gulier pour u = 1 sur C
∞(K)+− et
n’est pas identiquement nul sur cet espace.
Par conse´quent, on de´finit de nouveau pour tous f1, f2 ∈ C∞(K)+−
〈f1, f2〉[1] :=
〈
J˜[1]f1, f2
〉
L2(K)
.
Ceci est un autre produit scalaire invariant et de´fini positif. Le comple´te´ de l’espace C∞(K)+−
par rapport a` ce produit scalaire donne un espace de Hilbert note´ H[1].
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6.4.3 Le spectre de SL(2,R) – Description des repre´sentations irre´ductibles uni-
taires
Maintenant, des re´alisations approprie´es pour le spectre de SL(2,R) seront fournies.
Le spectre Ĝ de G = SL(2,R) se compose des repre´sentations suivantes:
1. Les repre´sentations de la se´rie principale:
(a) P+,iv pour v ∈ [0,∞).
(b) P−,iv pour v ∈ (0,∞).
Voir Section 6.4.1 en haut pour les de´finitions.
2. Les repre´sentations de la se´rie comple´mentaire Cu pour u ∈ (0, 1):
L’espace de Hilbert HCu est de´fini comme
HCu := L2(K)+
et l’action est donne´e par
Cu(g) := Ku ◦ P+,u(g) ◦K−1u
pour tout g ∈ G, ou` ici encore on conside`re la restriction de P+,u(g) a` C∞(K)+ et
puis on le prolonge de fac¸on continue sur l’espace Hu (voir la de´finition de Hu dans la
Section 6.4.2).
3. Les repre´sentations de la se´rie discre`te:
(a) D+m pour m ∈ N∗ impair:
(i) D+1 :
L’espace de Hilbert HD+1 est donne´ par
HD+1 := H(1)
de´fini dans la Section 6.4.2. L’action est donne´e par
D+1 := P+,1.
Ici encore, comme de´crit pre´ce´demment et comme dans toutes les de´finitions
dans cette sous-section, on restreint la repre´sentation P+,u pour les diffe´rentes
valeurs u ∈ C au sous-espace correspondant de L2(K) et puis on la prolonge
de fac¸on continue sur l’espace de Hilbert correspondant.
(ii) D+m pour m ∈ N≥3 impair:
Comme espace de Hilbert HD+m pour D+m et m ∈ N≥3 impair, on peut prendre
le comple´te´ de l’espace{
f ∈ C∞(K)+| pn(f) = 0 ∀n ≤ m− 1
}
par rapport a` un produit scalaire approprie´, et comme action on peut con-
side´rer
D+m := P+,m.
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Avec cette re´alisation, les espaces de Hilbert HD+m pour m ∈ N≥3 impair
de´pendent de m. Mais puisqu’ils sont tous de dimension infinie et se´parable,
on peut les identifier si on conjugue l’action de G correspondante. Alors, on
fixe un espace de HilbertHD se´parable de dimension infinie. En outre, l’action
de G n’est pas ne´cessaire pour la de´termination de C∗(G).
(b) D−m pour m ∈ N∗ impair:
(i) D−1 :
L’espace de Hilbert HD−1 est donne´ par
HD−1 := H[1]
de´fini pre´ce´demment dans la Section 6.4.2 et l’action est donne´e par
D−1 := P+,1.
(ii) D−m pour m ∈ N≥3 impair:
De la meˆme manie`re que pour D+m, comme espace de Hilbert HD−m pour D−m
et m ∈ N≥3 impair, on peut prendre le comple´te´ de l’espace{
f ∈ C∞(K)+| pn(f) = 0 ∀n ≥ −m+ 1
}
par rapport a` un produit scalaire approprie´, et comme action on peut con-
side´rer
D−m := P+,m.
Encore une fois, les espaces de Hilbert de´pendent de m. On les identifie et
on prend l’espace de Hilbert HD commun se´parable de dimension infinie
fixe´ dans (a)(ii). Une fois de plus, l’action de G n’est pas ne´cessaire pour
la de´termination de C∗(G).
(c) D+m pour m ∈ N∗ pair:
Comme espace de Hilbert HD+m pour D+m et m ∈ N∗ pair, on peut prendre le
comple´te´ de l’espace {
f ∈ C∞(K)−| pn(f) = 0 ∀n ≤ m− 1
}
par rapport a` un produit scalaire approprie´, et comme action on peut conside´rer
D+m := P−,m.
Encore une fois, les espaces de Hilbert sont identifie´s et on prend l’espace de Hilbert
HD commun se´parable de dimension infinie, comme dans (a)(ii).
(d) D−m pour m ∈ N∗ pair:
Comme espace de Hilbert HD−m pour D−m et m ∈ N∗ pair, on peut prendre le
comple´te´ de l’espace{
f ∈ C∞(K)−| pn(f) = 0 ∀n ≥ −m+ 1
}
par rapport a` un produit scalaire approprie´, et comme action on peut conside´rer
D−m := P−,m.
Une fois de plus, les espaces de Hilbert sont identifie´s et on prend l’espace de
Hilbert HD commun, comme dans (a)(ii).
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4. Les limites de la se´rie discre`te:
(a) D+:
L’espace de Hilbert HD+ est de´fini comme e´tant
HD+ :=
{
f ∈ L2(K)−| pn(f) = 0 ∀n ≤ 0
}
et l’action est donne´e par
D+ := P−,0.
(b) D−:
L’espace de Hilbert HD− est de´fini comme e´tant
HD− :=
{
f ∈ L2(K)−| pn(f) = 0 ∀n ≥ 0
}
et l’action est donne´e par
D− := P−,0.
5. La repre´sentation trivial F1:
Son espace de Hilbert HF1 = C sera identifie´ avec l’espace de fonctions constantes{
f ∈ L2(K)+| pn(f) = 0 ∀n 6= 0
}
.
Ici, l’action est donne´e par
F1(g) := id
pour tout g ∈ G. On a aussi
F1 = P+,−1,
puisque ν−1 + ρ = 0 et tout f ∈ HF1 est une fonction constante.
Remarque 6.19.
Pour tout n ∈ Z et pour toute repre´sentation pi irre´ductible unitaire de G, l’ope´rateur pn est
la projection de Hpi sur la n-ie`me composante isotypique Hpi(n).
6.4.4 Le spectre de SL(2,R) – La topologie sur ̂SL(2,R)
En calculant les valeurs que les repre´sentations P±,u prennent applique´es a` l’ope´rateur de
Casimir, il est maintenant possible de de´crire la topologie sur Ĝ.
Proposition 6.20.
La topologie sur Ĝ peut eˆtre caracte´rise´e de la manie`re suivante:
1. Pour toute suite (vj)j∈N et tout v dans [0,∞),
P+,ivj j→∞−→ P+,iv ⇐⇒ vj j→∞−→ v.
2. Pour toute suite (vj)j∈N et tout v dans (0,∞),
P−,ivj j→∞−→ P−,iv ⇐⇒ vj j→∞−→ v.
Pour toute suite (vj)j∈N dans [0,∞),
P−,ivj j→∞−→ {D+,D−} ⇐⇒ vj j→∞−→ 0.
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3. Pour toute suite (uj)j∈N et tout u dans (0, 1),
Cuj j→∞−→ Cu ⇐⇒ uj j→∞−→ u.
Pour toute suite (uj)j∈N dans (0, 1),
Cuj j→∞−→ P+,0 ⇐⇒ uj j→∞−→ 0.
Pour toute suite (uj)j∈N dans (0, 1),
Cuj j→∞−→ {D+1 ,D−1 ,F1} ⇐⇒ uj j→∞−→ 1.
Toutes les autres suites convergentes doivent d’une manie`re ou d’une autre se composer des
suites regarde´es en haut.
6.4.5 Les conditions limites duales sous controˆle normique
Dans cette sous-section, le spectre sera divise´ en diffe´rents sous-ensembles. Apre`s, il doit
eˆtre ve´rifie´ que ceux-ci satisfont les exigences des conditions “limites duales sous controˆle
normique”.
On de´finit
Γ0 :=
{F1},
Γ1 :=
{D+1 },
Γ2 :=
{D−1 },
Γ3 :=
{D+},
Γ4 :=
{D−},
Γ5 :=
{D±m| m ∈ N>1},
Γ6 :=
{P+,iv| v ∈ [0,∞)},
Γ7 :=
{P−,iv| v ∈ (0,∞)} et
Γ8 :=
{Cu| u ∈ (0, 1)}.
Clairement, tous les ensembles Γi pour i ∈ {0, ..., 8} sont Hausdorff. De plus, les ensembles
Si :=
⋃
j∈{0,...,i}
Γj
sont ferme´s et S0 = Γ0 constitue l’ensemble de tous les caracte`res de G = SL(2,R). En outre,
comme de´fini dans la Section 6.4.3, pour tout i ∈ {0, ..., 8}, il existe un espace de Hilbert Hi
commun sur lequel toutes les repre´sentations dans Γi agissent. C’est pourquoi la Condition 1
de la De´finition 6.1 est satisfaite.
Comme tout groupe de Lie re´el connexe line´aire semi-simple satisfait la Condition CCR (voir
[9], The´ore`me 15.5.6), la Condition 2 de la De´finition 6.1 est remplie aussi. Il reste donc la
Condition 3.
La Condition 3(a) est claire pour les ensembles Γi pour i ∈ {0, ..., 5}, comme ceux-ci sont des
ensembles discrets. En revanche, des calculs doivent eˆtre effectue´s pour Γ6, Γ7 et Γ8.
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La Condition 3(b) est la partie la plus complique´e de la preuve des diffe´rentes conditions
e´nume´re´es dans la De´finition 6.1. La situation dans laquelle une suite (γj)j∈N dans Γi converge
vers un ensemble limite contenu dans Si−1 =
⋃
l<i
Γl qui est regarde´e dans la Condition 3(b)
ne peut apparaˆıtre que dans les cas suivants:
(i) (γj)j∈N =
(P−,ivj)
j∈N est une suite dans Γ7 avec l’ensemble limite Γ3∪Γ4 =
{D+,D−}.
(ii) (γj)j∈N =
(Cuj)
j∈N est une suite dans Γ8 avec l’ensemble limite
{P+,0} ⊂ Γ7.
(iii) (γj)j∈N =
(Cuj)
j∈N est une suite contenue dans Γ8 qui converge vers l’ensemble limite
Γ0 ∪ Γ1 ∪ Γ2 =
{F1,D+1 ,D−1 }.
Pour i ∈ {0, ..., 6}, les ensembles Γi sont ferme´s et, par conse´quent, la situation regarde´e ne
peut pas apparaˆıtre pour des suites (γj)j∈N dans Γi pour i ∈ {0, ..., 6}.
6.4.6 Re´sultat pour le groupe de Lie SL(2,R)
Quand on a ve´rifie´ toutes les conditions e´nume´re´es dans la Section 6.3.4, le The´ore`me 6.2
est de´montre´ pour le groupe de Lie SL(2,R). C’est pourquoi, avec les ensembles Γi et Si
et les espaces de Hilbert Hi pour i ∈ {0, ..., 8} de´finis dans les Sections 6.4.5 et 6.4.3 et les
applications ν˜j qui sont ne´cessaires pour la Condition 3(b) de la De´finition 6.1, la C
∗-alge`bre
de G = SL(2,R) peut eˆtre caracte´rise´e par le the´ore`me suivant:
The´ore`me 6.21.
La C∗-alge`bre C∗(G) de G = SL(2,R) est isomorphe (sous la transformation de Fourier) a`
l’ensemble de tous les champs d’ope´rateurs ϕ de´finis sur Ĝ tels que:
1. ϕ(γ) ∈ K(Hi) pour tout i ∈ {1, ..., 8} et tout γ ∈ Γi.
2. ϕ ∈ l∞(Ĝ).
3. Les applications γ 7→ ϕ(γ) sont continues par rapport a` la norme sur les diffe´rents
ensembles Γi.
4. Pour toute suite (γj)j∈N ⊂ Ĝ tendant vers l’infini, lim
j→∞
‖ϕ(γj)‖op = 0.
5. Pour tout i ∈ {1, ..., 8} et toute suite γ = (γj)j∈N ⊂ Γi proprement convergente dont
l’ensemble limite se trouve dans Si−1 (en prenant une sous-suite si ne´cessaire) et pour
les applications ν˜j = ν˜γ,j : CB(Si−1)→ B(Hi) ne´cessaires pour la Condition 3(b) de la
De´finition 6.1, on a
lim
j→∞
∥∥ϕ(γj)− ν˜(ϕ|Si−1)∥∥op = 0.
Pour un espace topologique de Hausdorff V et une C∗-alge`bre B, on note C∞(V,B) la
C∗-alge`bre de toutes les fonctions continues de´finies sur V a` valeurs dans B qui s’annulent
a` l’infini. Alors, de ce the´ore`me on peut de´duire plus concre`tement le re´sultat suivant pour
G = SL(2,R):
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The´ore`me 6.22.
Soient p+ l’ope´rateur de projection de L
2(K)± sur
{
f ∈ L2(K)±| pn(f) = 0 ∀n ≤ 0
}
, p− la
projection de L2(K)± sur
{
f ∈ L2(K)±| pn(f) = 0 ∀n ≥ 0
}
et p0 la projection de L
2(K)+
sur
{
f ∈ L2(K)+| pn(f) = 0 ∀n 6= 0
}
= C.
Alors la C∗-alge`bre C∗(G) de G = SL(2,R) est isomorphe a` la somme directe de C∗-alge`bres{
F ∈ C∞
(
i[0,∞) ∪ [0, 1],K(L2(K)+))∣∣ F (1) commute avec p+, p− et p0}
⊕
{
F ∈ C∞
(
i[0,∞),K(L2(K)−))∣∣ F (0) commute avec p+ et p−}
⊕ C∞
(
Z \ {−1, 0, 1},K(HD))
pour l’espace de Hilbert HD se´parable de dimension infinie fixe´ dans la Section 6.4.3.
6.5 Sur la topologie duale des groupes U(n)nHn
Dans cette section, le produit semi-direct Gn = U(n) n Hn pour n ∈ N∗ sera analyse´ et la
topologie de son spectre sera de´crit.
Apre`s avoir donne´ quelques pre´liminaires, le spectre et l’espace des orbites coadjointes
admissibles de Gn seront de´crits. Puis, la topologie du spectre de Gn sera compare´e avec celle
de l’espace des orbites coadjointes admissibles et, pour finir, des re´sultats seront de´duits.
Comme de´ja` mentionne´ dans l’introduction, cette section est base´e sur une pre´publication
par M.Elloumi et J.Ludwig qui peut eˆtre trouve´e dans la the`se de doctorat de M.Elloumi
(voir [11], Chapitre 3). Dans la pre´sente the`se, elle a e´te´ e´labore´e et comple´te´e et plusieurs
changements importants ont e´te´ e´ffectue´s. Pour plus de de´tails voir Section 5.
6.5.1 Pre´liminaires
Soit Cn l’espace vectoriel complexe n-dimensionnel muni du produit scalaire standard 〈., .〉Cn
et soient respectivement (., .)Cn et ω(., .)Cn les parties re´elle et imaginaire de 〈., .〉Cn . Le groupe
de Heisenberg associe´ Hn = Cn×R de dimension 2n+1 sur R est donne´ par la multiplication
(z, t)(z′, t′) :=
(
z + z′, t+ t′ − 1
2
ω(z, z′)Cn
)
∀(z, t), (z′, t′) ∈ Hn.
En outre, on conside`re le groupe unitaire U(n) d’automorphismes de Hn qui pre´serve 〈., .〉Cn
sur Cn et qui s’immerge injectivement dans Aut(Hn) via
A.(z, t) := (Az, t) ∀A ∈ U(n) ∀(z, t) ∈ Hn.
Par cette immersion, U(n) est un sous-groupe compact connexe maximal de Aut(Hn) (voir
[14], The´ore`me 1.22 et [20], Chapitre I.1). On note Gn = U(n)nHn le produit semi-direct de
U(n) avec le groupe de Heisenberg Hn muni de la multiplication
(A, z, t)(B, z′, t′) :=
(
AB, z +Az′, t+ t′ − 1
2
ω(z,Az′)Cn
)
∀(A, z, t), (B, z′, t′) ∈ Gn.
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L’alge`bre de Lie hn de Hn sera identifie´e avec Hn lui-meˆme via l’application exponentielle. Le
crochet de Lie de hn est de´fini par[
(z, t), (w, s)
]
:=
(
0,−ω(z, w)Cn
) ∀(z, t), (w, s) ∈ hn
et l’action de´rive´e de l’alge`bre de Lie u(n) de U(n) sur hn est
A.(z, t) := (Az, 0) ∀A ∈ u(n) ∀(z, t) ∈ hn.
Notant gn = u(n)n hn l’alge`bre de Lie de Gn, on obtient le crochet de Lie[
(A, z, t), (B,w, s)
]
=
(
AB −BA,Aw −Bz,−ω(z, w)Cn
)
pour tous (A, z, t), (B,w, s) ∈ gn.
L’alge`bre de Lie u(n) sera identifie´e avec son espace vectoriel dual u∗(n) a` l’aide du
produit scalaire U(n)-invariant
〈A,B〉u(n) := tr (AB) ∀A,B ∈ u(n)
et le dual g∗n =
(
u(n)n hn
)∗
sera identifie´ avec u(n)⊕ hn a` l’aide du produit scalaire〈
(U, u, x), (B,w, s)
〉
gn
= 〈U,B〉u(n) + ω(u,w)Cn + xs ∀(U, u, x), (B,w, s) ∈ gn.
Puis, en de´finissant × : Cn × Cn −→ u∗(n) par z × w(B) := ω(w,Bz)Cn pour tout B ∈ u(n),
on peut calculer que les orbites coadjointes de Gn ont la forme
O(U,u,x) =
{(
AUA∗ + z × (Au) + x
2
z × z,Au+ xz, x
)∣∣∣A ∈ U(n), z ∈ Cn}
pour chaque (U, u, x) ∈ g∗n = u(n)× Cn × R, ou` A∗ est la matrice adjointe de A.
6.5.2 Le spectre et les orbites coadjointes admissibles de Gn
La description du spectre de Gn est base´e sur une me´thode de Mackey (voir [28], Chapitre 10)
qui dit qu’on doit de´terminer les repre´sentations irre´ductibles unitaires du sous-groupe Hn
afin d’en construire des repre´sentations de Gn.
Soit Pn l’ensemble des poids entiers maximaux λ pour U(n) qui peuvent eˆtre e´crits de la
fac¸on
n∑
j=1
iλjej ou simplement comme λ = (λ1, · · · , λn), ou` λj sont des entiers pour tout
j ∈ {1, ..., n} tels que λ1 ≥ λ2 ≥ · · · ≥ λn. Alors Pn ∼= Zn.
Le spectre Ĝn se compose des familles de repre´sentations suivantes
(i) pi(λ,α) pour λ ∈ Pn et α ∈ R∗ = R \ {0},
(ii) pi(µ,r) pour µ ∈ Pn−1 et r ∈ R>0, et
(iii) τλ pour λ ∈ Pn.
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Alors Ĝn est en bijection avec l’ensemble
(Pn × R∗) ∪
(
Pn−1 × R>0
) ∪ Pn.
Une fonctionnelle line´aire ` dans g∗n est dite admissible s’il existe un caracte`re unitaire χ de la
composante connexe de l’identite´ de Gn[`], le stabilisateur de ` dans Gn, tel que dχ = i`|gn[`].
Maintenant, on peut associer des fonctionnelles line´aires `λ,α, `µ,r et `λ aux repre´sentations
pi(λ,α), pi(µ,r) et τλ et trouver qu’elles sont tous admissibles. Alors d’apre`s [25], les
repre´sentations pi(λ,α), pi(µ,r) et τλ sont e´quivalentes aux repre´sentations de Gn obtenues par
induction holomorphe a` partir des fonctionnelles line´aires associe´es respectives.
On note O(λ,α), O(µ,r) et Oλ les orbites coadjointes associe´es respectivement aux formes
line´aires `λ,α, `µ,r et `λ. En outre, soient g
‡
n ⊂ g∗n l’union de tous les e´le´ments dans O(λ,α),
O(µ,r) et Oλ et on note g‡n/Gn l’ensemble correspondant dans l’espace des orbites. On peut
de´duire de [25] que g‡n est l’ensemble des fonctionnelles line´aires admissibles de gn.
Alors l’espace quotient g‡n/Gn des orbites coadjointes admissibles est en bijection avec le
spectre Ĝn.
On note vr la forme line´aire identifie´e avec (0, ..., 0, r)
T dans Cn et W le sous-espace
de u(n) ge´ne´re´ par les matrices z × vr pour z ∈ Cn. L’espace g‡n/Gn peut eˆtre e´crit comme
l’ensemble des orbites
O(λ,α) =
{(
AJλA
∗ +
iα
2
zz∗, αz, α
)∣∣∣ z ∈ Cn, A ∈ U(n)},
O(µ,r) =
{(
A(Jµ +W)A∗, Avr, 0
)∣∣ A ∈ U(n)} et
Oλ =
{
(AJλA
∗, 0, 0)
∣∣ A ∈ U(n)}
pour α ∈ R∗, r > 0, µ ∈ Pn−1 et λ ∈ Pn et ou` Jλ et Jµ sont des matrices dans U(n) associe´es
a` λ et a` µ respectivement.
6.5.3 Convergence dans l’espace quotient g‡n/Gn et la topologie du spectre de Gn
Dans le the´ore`me suivant, les topologies de l’espace des orbites coadjointes admissibles et du
spectre de Gn sont caracte´rise´es.
The´ore`me 6.23.
Soient α ∈ R∗, r > 0, µ ∈ Pn−1 et λ ∈ Pn.
1. Une suite d’orbites coadjointes
(Oλk)k∈N converge vers l’orbite Oλ dans g‡n/Gn si et
seulement si λk = λ pour k suffisamment grand. Ceci est le cas si et seulement si la
suite (τλk)k∈N de repre´sentations irre´ductibles unitaires converge vers la repre´sentation
τλ dans Ĝn.
2. Une suite d’orbites coadjointes
(O(µk,rk))k∈N converge vers O(µ,r) dans g‡n/Gn si et
seulement si lim
k→∞
rk = r et µ
k = µ pour k suffisamment grand. Ceci est le cas si et
seulement si la suite
(
pi(µk,rk)
)
k∈N de repre´sentations irre´ductibles unitaires converge
vers la repre´sentation pi(µ,r) dans Ĝn.
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3. Une suite d’orbites coadjointes
(O(µk,rk))k∈N converge vers Oλ dans g‡n/Gn si et seule-
ment si (rk)k∈N converge vers 0 et λ1 ≥ µk1 ≥ λ2 ≥ µk2 ≥ ... ≥ λn−1 ≥ µkn−1 ≥ λn pour k
assez grand. Ceci est le cas si et seulement si la suite
(
pi(µk,rk)
)
k∈N de repre´sentations
irre´ductibles unitaires converge vers la repre´sentation τλ dans Ĝn.
4. Une suite d’orbites coadjointes
(O(λk,αk))k∈N converge vers O(λ,α) dans g‡n/Gn si et
seulement si lim
k→∞
αk = α et λ
k = λ pour k suffisamment grand. Ceci est le cas si et
seulement si la suite
(
pi(λk,αk)
)
k∈N de repre´sentations irre´ductibles unitaires converge
vers la repre´sentation pi(λ,α) dans Ĝn.
5. Une suite d’orbites coadjointes
(O(λk,αk))k∈N converge vers l’orbite O(µ,r) dans g‡n/Gn
si et seulement si lim
k→∞
αk = 0 et la suite
(O(λk,αk))k∈N satisfait une des conditions
suivantes:
(i) Pour k suffisamment grand, αk > 0, λ
k
j = µj pour chaque j ∈ {1, ..., n − 1} et
lim
k→∞
αkλ
k
n = − r
2
2 .
(ii) Pour k suffisamment grand, αk < 0, λ
k
j = µj−1 pour chaque j ∈ {2, ..., n} et
lim
k→∞
αkλ
k
1 = − r
2
2 .
Ceci est le cas si et seulement si la suite
(
pi(λk,αk)
)
k∈N de repre´sentations irre´ductibles
unitaires converge vers la repre´sentation pi(µ,r) dans Ĝn.
6. Une suite d’orbites coadjointes
(O(λk,αk))k∈N converge vers l’orbite Oλ dans g‡n/Gn si et
seulement si lim
k→∞
αk = 0 et la suite
(O(λk,αk))k∈N satisfait une des conditions suivantes:
(i) Pour k assez grand, αk > 0, λ1 ≥ λk1 ≥ ... ≥ λn−1 ≥ λkn−1 ≥ λn ≥ λkn et
lim
k→∞
αkλ
k
n = 0.
(ii) Pour k assez grand, αk < 0, λ
k
1 ≥ λ1 ≥ λk2 ≥ λ2 ≥ ... ≥ λn−1 ≥ λkn ≥ λn et
lim
k→∞
αkλ
k
1 = 0.
Ceci est le cas si la suite
(
pi(λk,αk)
)
k∈N de repre´sentations irre´ductibles unitaires converge
vers la repre´sentation τλ dans Ĝn.
Pour la description entie`re de la topologie de Ĝn, il manque encore la seconde implication
de 6), c.a`.d. que la convergence de la suite de repre´sentations s’ensuit des conditions indique´es
dans 6). On suppose que cette implication est correcte aussi mais la preuve est encore en
construction. En revanche, pour n = 1, cette implication a de´ja` pu eˆtre de´montre´e.
176
6.5.4 Re´sultats
On peut de´duire les re´sultats suivants:
The´ore`me 6.24.
L’application
Ĝn −→ g‡n/Gn, pi 7→ Opi
est continue.
Si on re´ussit a` de´crire entie`rement la topologie de Ĝn de la fac¸on pre´sente´e pre´ce´demment,
on obtient le re´sultat ci-dessous:
Conjecture 6.25.
Pour n ∈ N∗ quelconque, le spectre du groupe Gn = U(n) n Hn est home´omorphe a` l’espace
g‡n/Gn des orbites coadjointes admissibles associe´.
Pour n = 1 la situation est beaucoup plus facile que dans le cas ge´ne´ral et donc, comme
mentionne´ pre´ce´demment, cette conjecture a pu eˆtre prouve´e pour ce cas-la`.
The´ore`me 6.26.
Le spectre du produit semi-direct U(1)nH1 est home´omorphe a` l’espace des orbites coadjointes
admissibles associe´.
177
7 Appendix
Lemma 7.1.
Using the notation from Section 3.2, let d ∈ {0, ..., [n2 ]} and (J,K) ∈ M with |J | = |K| = d.
Then, the set
SiJK =
{[
pi`O
]∣∣ ∃ (J ′,K ′) ≤ (J,K) : O ∈ (g∗/G)(J ′,K′)}
is closed.
Proof:
Let Ok ∈ (g∗/G)(Jk,Kk) for (Jk,Kk) ≤ (J,K) for every k ∈ N, let O ∈ g∗/G and let[
pi`Ok
] k→∞−→ [pi`O]. It needs to be shown that O ∈ (g∗/G)(J ′,K′) for (J ′,K ′) ≤ (J,K).
Assume that this is not the case, i.e. that O ∈ (g∗/G)(J ′,K′) for (J ′,K ′) > (J,K).
Since |J ′| = |K ′| > |J | = |K| is obviously not possible because of the convergence of the
sequence
([
pi`Ok
])
k∈N
to
[
pi`O
]
, one has |J ′| = |K ′| = |J | = |K| = d.
So, let J = {j1, ..., jd}, K = {k1, ..., kd}, J ′ = {j′1, ..., j′d} and K ′ = {k′1, ..., k′d}. Then, because
(J ′,K ′) > (J,K), there are two cases to regard:
1. There is an index m ∈ {1, ..., d} such that ji = j′i and ki = k′i for all i < m and jm < j′m.
2. There is an index m ∈ {1, ..., d} such that ji = j′i and ki = k′i for all i < m, jm = j′m
and km < k
′
m.
Regard the first case:
The case m = 1 being easier than the other cases, for simplicity, let m = 2. Hence, j1 = j
′
1,
k1 = k
′
1 and j2 < j
′
2.
Now, take the largest index m˜ ∈ N such that jki = ji for all i < m˜ and jkm˜ < jm˜ for
infinitely many k ∈ N. Then, take a subsequence of ((Jk,Kk))
k∈N whose members all have
this property. Since (Jk,Kk) ≤ (J,K), m˜ has to be smaller or equal to m.
So, without restriction, one can assume that m˜ = m = 2, i.e. one can assume that jk1 = j
′
1
and jk2 < j
′
2 for all k ∈ N.
By its definition, j′2 is the largest index fulfilling H
1,`O
j′2
6∈ g1,`O(`O |g1,`O ). Furthermore, jk2 is
the largest index fulfilling H
1,`Ok
jk2
6∈ g1,`Ok (`Ok |g1,`Ok ). As jk2 < j′2 for all k ∈ N, one gets〈
`O,
[
H1,`O
j′2
, g1,`O
]〉
6= 0 and〈
`Ok ,
[
H
1,`Ok
j′2
, g1,`Ok
]〉
= 0 ∀k ∈ N. (52)
Moreover, since jk1 = j
′
1 for all k ∈ N,
g1,`O =
{
U ∈ g∣∣ 〈`O, [U,Hj′1]〉 = 0} and
g1,`Ok =
{
U ∈ g∣∣ 〈`Ok , [U,Hjk1 ]〉 = 0}
=
{
U ∈ g∣∣ 〈`Ok , [U,Hj′1]〉 = 0} ∀k ∈ N.
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Because `Ok
k→∞−→ `O, one gets g1,`Ok k→∞−→ g1,`O . Furthermore, by their construction, the basis
elements H1,`i depend continuously on ` for all i ∈ {1, ..., n}. Hence,〈
`Ok ,
[
H
1,`Ok
j′2
, g1,`Ok
]〉
k→∞−→
〈
`O,
[
H1,`O
j′2
, g1,`O
]〉
,
which is a contradiction to (52).
The second case is similar to the first case and will thus be skipped.
Therefore, (J ′,K ′) > (J,K) is not possible and the closure is shown.
Lemma 7.2.
Let V be a finite-dimensional euclidean vector space and S an invertible skew-symmetric
endomorphism. Then, V can be decomposed into an orthogonal direct sum of two-dimensional
S-invariant subspaces.
Proof:
S extends to a complex endomorphism SC on the complexification VC of V , which has purely
imaginary eigenvalues.
If iλ ∈ iR is an eigenvalue, then also −iλ is a spectral element. Denote by Eiλ the correspon-
ding eigenspace. These eigenspaces are orthogonal to each other with respect to the Hilbert
space structure of VC coming from the euclidean scalar product 〈·, ·〉 on V .
Let for iλ in the spectrum of SC
V λ := (Eiλ + E−iλ) ∩ V.
If λ 6= 0, dim(V λ) is even and V λ is S-invariant and orthogonal to V λ′ , whenever |λ| 6= |λ′|:
Indeed, one then has for x ∈ V λ, x′ ∈ V λ′ ,
x+ iy ∈ Eiλ and x− iy ∈ E−iλ for some y ∈ V, as well as
x′ + iy′ ∈ Eiλ′ and x′ − iy′ ∈ E−iλ′ for some y′ ∈ V.
Therefore,
〈x+ iy, x′ + iy′〉 = 0 and 〈x− iy, x′ + iy′〉 = 0.
Thus, one has
〈x, x′ + iy′〉 = 0 and hence, 〈x, x′〉 = 0.
Suppose that dim
(
V λ
)
> 2, choose a vector x ∈ V λ of length 1 and let y = S(x). Since
S2C = −λ2I, both, on Eiλ and on E−iλ,
S(y) = S2(x) = −λ2x.
This shows that W λ1 := span{x, y} is an S-invariant subspace of V λ. If V λ1 denotes the or-
thogonal complement of W λ1 in V
λ, then V λ1 is S-invariant, since S
t = −S.
In this way, one can find a decomposition of V λ into an orthogonal direct sum of two-
dimensional S-invariant subspaces W λj and by summing up over the eigenvalues, one obtains
the required decomposition of V .
179
Lemma 7.3.
Let G be a Lie group, M a dense subset of C∗(G) and H a Hilbert space. Furthermore, let
for every j ∈ N the mapping ϑj : C∗(G) → B(H) be linear and bounded by c‖ · ‖C∗(G) for a
constant c > 0 (independent of j) and let (pij)j∈N be a sequence of representations of G on
the Hilbert space H such that
‖pij(h)− ϑj(h)‖op j→∞−→ 0 ∀h ∈M.
Then,
‖pij(a)− ϑj(a)‖op j→∞−→ 0 ∀a ∈ C∗(G).
Proof:
Let a ∈ C∗(G) and ε > 0.
Since M is dense in C∗(G), there exists h ∈M such that ‖a−h‖C∗(G) < ε3c˜ for c˜ := max{1, c}.
Furthermore, there exists J(ε) > 0 in such a way that for all integers j ≥ J(ε), one has
‖pij(h)− ϑj(h)‖op < ε3 .
For all j ≥ J(ε),
‖pij(a)− ϑj(a)‖op ≤ ‖pij(a)− pij(h)‖op + ‖pij(h)− ϑj(h)‖op + ‖ϑj(h)− ϑj(a)‖op.
By assumption, ‖pij(h)− ϑj(h)‖op < ε3 . In addition, as pij is a homomorphism,
‖pij(a)− pij(h)‖op = ‖pij(a− h)‖op ≤ sup
p˜i∈Ĝ
∥∥p˜i(a− h)∥∥
op
= ‖a− h‖C∗(G) <
ε
3c˜
.
Moreover,
‖ϑj(h)− ϑj(a)‖op = ‖ϑj(h− a)‖op ≤ c‖h− a‖C∗(G) <
cε
3c˜
≤ ε
3
.
Thus,
‖pij(a)− ϑj(a)‖op < ε
and the claim is shown.
Corollary 7.4.
Let M be a dense subset of C∗(G) and let pi and (pij)j∈N be irreducible representations of G
such that
‖pij(h)− pi(h)‖op j→∞−→ 0 ∀h ∈M.
Then,
‖pij(a)− pi(a)‖op j→∞−→ 0 ∀a ∈ C∗(G).
Letting ϑj := pi for all j ∈ N, Corollary 7.4 follows directly with Lemma 7.3.
Corollary 7.5.
Let the sets Γi and Si and the Hilbert spaces Hi for i ∈ {0, ..., 8} be defined as in Section 4.2.5
and Section 4.2.2.
Let i ∈ {0, ..., 8}, let M be a dense subset of C∗(G), let ν˜ : CB(Si−1) → B(Hi) be a linear
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map bounded by c‖·‖Si−1 for a constant c > 0 and let (pij)j∈N be a sequence of representations
in Γi such that ∥∥∥pij(h)− ν˜(F(h)|Si−1)∥∥∥
op
j→∞−→ 0 ∀h ∈M.
Then, ∥∥∥pij(a)− ν˜(F(a)|Si−1)∥∥∥
op
j→∞−→ 0 ∀a ∈ C∗(G).
Proof:
Let H := Hi and ϑj := ν˜
(F(·)|Si−1) for all j ∈ N. Then, for all a ∈ C∗(G),
‖ϑj(a)‖op =
∥∥∥ν˜(F(a)|Si−1)∥∥∥
op
≤ c∥∥F(a)|Si−1∥∥Si−1 = c supp˜i∈Si−1 ∥∥F(a)(p˜i)∥∥op
= c sup
p˜i∈Si−1
∥∥p˜i(a)∥∥
op
≤ c sup
γ∈C∗(G)
∥∥γ(a)∥∥
op
= c‖a‖C∗(G).
Therefore, ϑj : C
∗(G) → B(H) is bounded by c‖ · ‖C∗(G) and Corollary 7.5 follows with
Lemma 7.3.
Corollary 7.6.
Use the notations from Section 3.5 and Section 3.6 and let M be a dense subset of C∗(G)
such that ∥∥∥pij(h)− νj(pG/U (h))∥∥∥
op
j→∞−→ 0 ∀h ∈M.
Then, ∥∥∥pij(a)− νj(pG/U (a))∥∥∥
op
j→∞−→ 0 ∀a ∈ C∗(G).
Proof:
Let H := L2(Rd) and let ϑj := νj
(
pG/U (·)
)
for all j ∈ N. Then, for all a ∈ C∗(G), by
Proposition 3.3 and Proposition 3.5, respectively,
‖ϑj(a)‖op =
∥∥∥νj(pG/U (a))∥∥∥
op
≤ ∥∥pG/U (a)∥∥C∗(G/U,χ`) ≤ ‖a‖C∗(G).
Therefore, ϑj : C
∗(G) → B(H) is bounded by c‖ · ‖C∗(G) and Corollary 7.6 follows with
Lemma 7.3.
Lemma 7.7.
Let n ∈ N∗, let B2nR be the 2n-dimensional real unit ball and define the mapping
ψ : [0, 1]n−1 × [0, 2pi)n × (0, 1]→ B2nR ,
ψ(s1, ..., sn−1, t1, ..., tn, ρ) :=
ρ
(√
s1 cos(t1),
√
s1 sin(t1), ...,
√
sn−1 cos(tn−1),
√
sn−1 sin(tn−1),
√
1− s cos(tn),
√
1− s cos(tn)
)
,
where s =
n−1∑
i=1
si.
Then, the absolute value of the determinant of the Jacobian of ψ equals 1
2n−1 · ρ2n−1.
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Proof:
Denote for i ∈ {1, ..., 2n} by Ci the i-th column and by Ri the i-th row of the Jacobian of ψ.
For i ∈ {1, ..., n− 1}, one has
C2i−1 =

0
...
0
ρ cos(ti)
2
√
si
0
...
0
−ρ√si sin(ti)
0
...
0√
si cos(ti)

,
← i− th row →
← (n− 1 + i)− th row →
C2i =

0
...
0
ρ sin(ti)
2
√
si
0
...
0
ρ
√
si cos(ti)
0
...
0√
si sin(ti)

and
C2n−1 =

−ρ cos(tn)
2
√
1−s
...
−ρ cos(tn)
2
√
1−s
0
...
0
−ρ√1− s sin(tn)√
1− s cos(tn)

,
← (n− 1)− th row →
C2n =

−ρ sin(tn)
2
√
1−s
...
−ρ sin(tn)
2
√
1−s
0
...
0
ρ
√
1− s cos(tn)√
1− s sin(tn)

.
Now, in several steps, this matrix will be transformed into a new matrix whose determinant
can easily be calculated. For simplicity, the columns and rows of the matrices appearing in
each step will also be denoted by Ci and Ri for i ∈ {1, ..., 2n}.
First, one takes out the factor ρ in the rows Ri for i ∈ {1, ..., 2n − 1}, the factor 12 in
the rows Ri for i ∈ {1, ..., n − 1}, the factor √si in the columns C2i−1 and C2i for every
i ∈ {1, ..., n − 1} and the factor √1− s in the columns C2n−1 and C2n. Hence, one has the
prefactor ρ2n−1 1
2n−1 s1 · · · sn−1(1−s) and the columns of the remaining matrix have the shape
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C2i−1 =

0
...
0
cos(ti)
si
0
...
0
− sin(ti)
0
...
0
cos(ti)

,
← i− th row →
← (n− 1 + i)− th row →
C2i =

0
...
0
sin(ti)
si
0
...
0
cos(ti)
0
...
0
sin(ti)

for all i ∈ {1, ..., n− 1} and
C2n−1 =

− cos(tn)1−s
...
− cos(tn)1−s
0
...
0
− sin(tn)
cos(tn)

,
← (n− 1)− th row →
C2n =

− sin(tn)1−s
...
− sin(tn)1−s
0
...
0
cos(tn)
sin(tn)

.
Next, for every i ∈ {1, ..., n}, the column C2i−1 shall be replaced by sin(ti)C2i−1 − cos(ti)C2i.
Then, the prefactor changes to ρ2n−1 1
2n−1
s1···sn−1(1−s)
sin(t1)··· sin(tn) and for every i ∈ {1, ..., n},
C2i−1 =

0
...
0
−1
0
...
0

. ← (n− 1 + i)− th row
The columns C2i for i ∈ {1, ..., n} stay the same.
Now, for all i ∈ {1, ..., n − 1}, the rows Ri and Rn−1+i will be interchanged. Therefore, the
prefactor is multiplied by (−1)n−1 and for every i ∈ {1, ..., n− 1},
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C2i−1 =

0
...
0
−1
0
...
0

, ← i− th row C2n−1 =

0
...
0
−1
0

and
C2i =

0
...
0
cos(ti)
0
...
0
sin(ti)
si
0
...
0
sin(ti)

,
← i− th row
n− th row →
← (n− 1 + i)− th row
C2n =

0
...
0
− sin(tn)1−s
...
− sin(tn)1−s
cos(tn)
sin(tn)

.
In the next step, for every i ∈ {1, ..., n − 1}, the matrix will be developed with respect
to the i-th row, which has only one non-zero entry, namely the entry −1 in the (2i− 1)-th
column. Furthermore, one develops with respect to the (2n−1)-th row which also only consists
of one non-zero entry, −1, in the (2n − 1)-th column. The prefactor is then multiplied by
(−1)n(−1)2n−1+2n−1
n−1∏
i=1
(−1)i+2i−1 =
n−1∏
i=1
(−1)n+i−1, i.e. the prefactor now equals
(−1)n−1
n−1∏
i=1
(−1)n+i−1ρ2n−1 1
2n−1
s1 · · · sn−1(1− s)
sin(t1) · · · sin(tn) =
n−1∏
i=1
(−1)iρ2n−1 1
2n−1
s1 · · · sn−1(1− s)
sin(t1) · · · sin(tn) .
One has a n× n-matrix left, whose columns have the shape
Ci =

0
...
0
sin(ti)
si
0
...
0
sin(ti)

,
← i− th row
Cn =

− sin(tn)1−s
...
− sin(tn)1−s
sin(tn)

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for all i ∈ {1, ..., n−1}. Now, in every column Ci for i ∈ {1, ..., n}, one can take out the factor
sin(ti). Then, the prefactor changes to
n−1∏
i=1
(−1)iρ2n−1 1
2n−1 s1 · · · sn−1(1 − s) and one has the
following columns:
Ci =

0
...
0
1
si
0
...
0
1

,
← i− th row
Cn =

− 11−s
...
− 11−s
1

for all i ∈ {1, ..., n− 1}. In the last step, the column Cn will be replaced by Cn + 11−s
n−1∑
i=1
siCi.
Since
1 +
1
1− s
n−1∑
i=1
si =
1− s
1− s +
1
1− s s =
1
1− s,
one obtains the columns
Ci =

0
...
0
1
si
0
...
0
1

,
← i− th row
Cn =

0
...
0
1
1−s

for i ∈ {1, ..., n−1} and the prefactor stays the same, i.e.
n−1∏
i=1
(−1)iρ2n−1 1
2n−1 s1 · · · sn−1(1−s).
Since the remaining matrix is a triangular matrix, one can easily calculate its determinant
and gets
n−1∏
i=1
(−1)iρ2n−1 1
2n−1
s1 · · · sn−1(1− s) 1
s1 · · · sn−1(1− s) =
n−1∏
i=1
(−1)i 1
2n−1
· ρ2n−1.
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