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ABSTRACT 
The smallest rectangle containing the numerical range of a real matrix is deter- 
mined. 
1. INTRODUCTION 
Let A be an n-square complex matrix. The numerical range of A is 
defined by 
W(A) = {x*Ax :x*x = 1, x E C”). 
It is well known that W(A) is a closed convex subset of the complex plane 
containing the set of eigenvalues o(A) of A [6]. If A is a 2-square matrix, 
then W(A) is an elliptical disk (possibly degenerate) [3-51. It appears that 
W(A) is more complicated for n-square matrices A, n > 3. Johnson [l] 
indicated that 
max Rez= max A, 
z E W(A) A E c(H) 
where H = (A + A*)/2. It was shown in [4, Theorem 21 that if A is an 
n-square real matrix then 
max IIrnzl=i 
i E W(A) 
max IAl. 
A E dA - A’) 
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The purpose of this paper is to determine the value maxz ~ W(Ar Im z, and 
the smallest rectangle containing W(A) for any n-square real matrix A. 
Let A be an n-square real matrix. Set H = (A + A’)/2 and 
A - A’ 1 0 ’ 
2. RESULT 
The idea of the following proof is due to [2, VIII. 3.31. 
TIIEOREM. Let A be un n-square real matrix. Then [a,b]X[c,d] is 
the smallest rectangle containing W(A), where a = min, tP(llr h, b = 
maxht~(,,rh, ~=~rnin~,~(~)h, and d=imaxhrrrcKjh. 
Proof. Let w = u + iv be a complex unit vector with u, v E R”. Then 
(Aw,w)=(Au,u)+(Av,v)+i((Av,u)-(Au,u)). It follows from [l] that 
[a, b] is the smallest interval containing (Au, u) + (Av, v). 
For the imaginary part, consider the function 
f(z)= (4,x)-(h,y), 2 = x + iy E C”. 
Suppose p = pi + ip, is a maximum for f on the unit sphere. Let W be the 
subspace of R”” generated by p. Then for each unit vector w, + iw, in W I, 
the curve 
c(t) = (cos tp, + sin tw,) + i(cos tp, + sin tw,) 
lies on the unit sphere of R”“. Since f(p) is a maximum on the unit sphere 
and f(c(0)) = f(r)>, it follows that the derivative of f(c(t)) at t = 0 is 0, i.e. 
p;Aw, + w:Ap, - p;Aw, - w;Ap, = 0. (1) 
Equation (1) is the same as 
[;;I’[ -‘A t][::]+[::]‘[ -"A t][;:]=‘. (2) 
NUMERICAL RANGE 27 
The first term in Equation (2) is real and hence equals its transpose. 
Therefore 
0 A-A’ P, co 
-A+A’ 0 I[ 1 Pz 
This shows that 
0 A-A’ I[ 1 P, EW ’ -A+At 0 pz 
Hence there exists a real number A such that 
0 A-“1[;;]=+‘;]. 
-A+A’ 0 
Then we obtain 
Ap, - A’pp = AP,> (3) 
A’p, - Ap, = hp,. (4) 
Adding the inner product of Equation (3) with p, to the inner product of 
Equation (4) with p,, we have 
= A + CAP,, pz> - CAP,, PI>. 
Thus f(p)=(Ap,,p,)-(Ap,,p,)=A/2. Since 
A - At 
-A+A’ 0 1 
is symmetric, it follows that the maximum and the minimum of f on the unit 
sphere of R2” are equal to one-half of the largest and the smallest eigenval- 
ues of K respectively. W 
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3. THE 3-SQUARE CASE 
Let A = (aij) be a S-square real matrix. Then the matrix K as defined in 
section 1 equals 
0 UJ P 
0 
1; 0 -y Y 0 
0 -cY -p 
.; Y 0 -Y 0 0 
where (Y= a,2 -uZ1, /3= u13- us1, and y= u~~--u~~. If O#AE R, set 
p = l/A; then after column operations on AI - K, we obtain 
-A 0 0 
0 A 0 0 
0 0 A 
A-piX”-&3” - PCLPY CLcvY 
* - PLPY A-/_~a"-py" -cLffP 
PaY -PUP A-pup”-py2 
Hence if 0 # A is an eigenvalue of K, then A is a zero of the following 
polynomial: 
A3[(A-pa” - /_@)(A - /.~a’ - py’)(A - pp’ - py*) +2/..~~cx~~*y~ 
- p*a"y"(A - pa2 - /g”)- $p*y*(A -/L@* - py') 
- pza2/?2(A - /_~a’ - pp*)]. (5) 
On multiplying the polynomial (5) by A3, it becomes 
(A2 - a2 - p*)(A” - a2 _ y”)(A2 _ /3” _ y2)+2a”p2y” 
- (y2y2(~2_a2_Y*)_~2y2(~2-~2-y2)- ,*pz(A2-a2-~*). 
(6) 
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Observe that A2 = o? + p2 + y2 is a zero of the polynomial (6). Indeed, (6) is 
equal to 
A2[ A2 -(a” + p2 + y2)]f 
Thus the eigenvalues of K are zero and +(cu” + p2 + + y2)‘j2. Hence the 
maximum and minimum imaginary part of W(A) are 
i ( C (aii - aj1)3”^ - and 
"\i<j 
- i( C(ajj - aji)2)1’2 
‘<J 
respectively. 
CONJECTURE . Let A 
symmetric matrix defined 
then A = 0 or 
= (aij) be an n-square real matrix, and K be the 
by A as in Section 1. If A is an eigenvalue of K, 
A2 = c (aij - aji)2. 
i<j 
We have shown that the conjecture is true if n = 3. It is easy to verify 
that it is also true for n = 2. 
Geometric properties of nilpotent matrices were studied by Marcus and 
Pesce [4]. Let A be a 3-square real nilpotent matrix. We may assume 
0 
A=0 [ 
a b 
0 0  c. 1 0 
Then by the Theorem, we have 
max 
z E W(A) 
Im .a = f(a” + b2 + c~)~‘~, 
min Imz= -_(a2+b2+c2)1’2. 
i E W(A) 
The characteristic polynomial of H = (A + At)/2, times 4, is 
p(A) = 4A3 -(a” + b2 + c2)A - abc. 
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Since H is symmetric, it follows that solutions of p(h) = 0 are real. Suppose 
s is the maximum eigenvalue; then 
p(h) = (A - s)(4A2 +4sA +4s2 - a2 - b” -c”). 
The other two eigenvalues are then 
s * (a2 + b” + c2 -3s”) 
l/2 
A= - 
2 
Since all solutions are real, 
s2 < 
us + b” + cs 
3 . 
On the other hand, the relative minimum of p(A) is A = [(a2 + b” + 
c”)/12]1’2, at which p(A) is negative or zero. Thus the maximum root s of 
p(A) is greater than or equal to [(a” + b” + c”)/lZ]““. This shows that 
The author is indebted to the referee for a careful reading of this paper 
and for his helpful comments. 
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