[8] [9] [10] [11] ). In particular, we shall use the operator which transforms analytic functions of three complex variables into solutions of (1) [7] [10]. where &r = C x Γ is the product of a contour C in the f-plane and a contour Γ in the ^-plane, and ε > 0 is taken to be sufficiently small. The domain & is further restricted for a particular choice of f( τ , V> ζ) so that the integrand is absolutely integrable [3] [13] ; in this case the double integral may be regarded as an iterated integral, and the orders of integration may be interchanged. 1 The function f(τ 9 
V> I) is called the ^-associate of H{X).
The operator p 4 (/) was first introduced by R. Gilbert [7] ; however, certain improvements in the notation, which are employed here are due to E. Kreyszig [10] . Kreyszig has also obtained an inverse operator for p 4 (/), and investigated in detail the representation of harmonic polynomials generated by this operator.
In order to understand how the operator p± transforms analytic functions into harmonic functions it is useful to consider the powers of τ, which act as generating functions for the homogenous, harmonic 80 R. p. GILBERT polynomial [5] [7] [1O] The H k n ι (X) are linearly independent polynomials, which form a complete system. From (3) it is clear then that there are just (n + I) 2 independent, homogeneous, harmonic polynomials of degree n. These polynomials have an integral representation (in view of (3)
where k,l are integers from 0 to n. Because of this representation it is clear that we must consider a special class of analytic functions {/ (r, 7] , I)}, which are transformed into harmonic functions H(X). For instance, as Kreyszig points out both the functions (τ, η, ξ) .
JoJo
where the subscripts τ denote partial derivatives, then it may be shown that u satisfies the four dimensional analogue of the vanishing of the curl and divergence. (This property is simiar to that given by Prof. Bergman [3] in the case of three dimensional harmonic vectors). By direct computation it follows that Σv=i0w v /9#v -0. As a generalization of the curl of u, we introduce the skewsymmetric tensor
where e mnrs is a permutation symbol, and we are using the summation convention for repeated indices. The components of the fourvector u may be expressed as
where N r is the rth component of 82 R. p. GILBERT consequently, du r /dx s has the representation since τ may be written as the scalar product of X and N. It follows from (13) that (14) P mn = 0 .
The class of harmonic vectors, whose components are defined by (11) play an interesting role in the development of a residue calculus for harmonic functions of four variables. This aspect will be presented in a later paper.
3 Integral representations for harmonic functions with rational associates. The introduction of the operator p 4 allows a simple method for constructing harmonic functions with standard singularities. For example, let us suppose that the p 4 -associate f (τ, η, ξ) (τ, η, ξ) where p and q are polynomals. It is convenient for some of our formulae and no real loss in generality to assume further, that q(τ, η, ξ) = τ -φ(V> I) 5 ?" 1 !" 1 -I n order to investigate the harmonic, function-element and the connection between the branches of the whole harmonic function it is useful to consider the singularity manifold of the integrand,
where n is the degree of φ(η, ξ) in ξ. Alternately, one might represent the singularity manifold as
where the A V (X; rj) are algebraic functions of X and ΎJ. We choose an initial point X° (about which we define our harmonic function element) and a domain of integration *%r 9 such that
Suppose £^ = C x Γ (where C, Γ lie in the ξ f η planes respectively), and let rf be a fixed value of η e Γ. Furthermore, let us suppose that the denominator rfξq(τ, rf, ξ) = Q(X; rj\ ξ) vanishes for μ roots, ξu ξto , £> inside of C, that as η varies about Γ the μ roots do not cross over or meet C, and as η returns to rf after a circuit over Γ the new roots ξ hl , ξ k2 , , ξ kμ are simply a permutation of the ξi, f 2 , •••,!>. In this case the integral may be evaluated as follows [12] 1 f 47rJo X"; τf,ξ) and hence one may write
where the individual terms in (18) correspond to different circuits about Γ in (19). This expression is thus seen to be equivalent to a period of an Abelian integral [14] .
We next consider the domain of definition of the function element defined by pKflq), &, X"). Certainly
will be valid for all points X, which may be reached by continuation along a contour J5f(X) originating at X° provided that at no time a point of J£?{X) corresponds to a singularity of P(X; η, ξ)IQ(X; η, ξ) on &r. The domain of definition &\ of the function element is then seen to contain at least the points X whic may be reached from X°a long Sf(X) such that
Certainly &\ may be enlarged to include a point X 1 on the set /i 4 = E{Q(X; Ύ], ξ) = 0; (η, ξ) e ^} if it is possible to deform & continuously so as to not pass over a point of
However, there are instances where the integral representation (20) for H°(X) is defined for X 1 e Λ\ and in these cases it may be possible 84 R. P. GILBERT to continue the function element H°(X) along a contour ^f(X) which passes through X
1
. This is the case, when the intersection E{Q(X 1 ; V> I) = 0} Π S& consists only of isolated points and these points are inessential singularities of the first kind for P(X*; η f ξ)IQ(X 1 ; η, ξ) whose pole-like behavior is of order one.
3 [13] We are now in a position to consider the representation under general circumstances. As before we assume that the singu-
, rj\ has n branches; then for a particular η° e Γ there will be μ roots ξ lf ξ 2 , , inside C and n -μ roots ξ u+1 , ξ u+2 , , ξ n outside C. If the discriminant, 
where a is a complex constant, ^ = C x Γ and C, Γ are unit circles in the ξ, η planes respectively. H(X) may be rewritten as the iterated integral, (27) by realizing how the transformation (28) maps the unit circle | η | = 1. We distinguish three case:
for rj a point of the complement of Γ with respect to Γ. Since, (28) is a linear transformation it maps circles into circles, and if the image circle of | η \ -1 touches | ξ \ -1 at all it must do so in two points or be tangent to | ξ \ = 1. If it touches in two points we shall call these points lOλ), ^(%), and they will be the images of η, rj 2 going around | η \ = 1 in a positives sense. In case (i) the integral may be evaluated as follows, 
where £& shall be specified below. With the ^-integration we have
from which it follows that, where Yηξ + Zη + Z*ξ + F* +/(^, ξ) = 0 has a double point at I = a, η = β. As before, we choose a suitably small contour Γ such that for η e Γ there correspond two roots £iθ?), &0?), with ξ t inside and | 2 outside of C; one has then (36) wvin-_L_ί ^2_
since dξ x [η\ldη satisfies the equation 
where ξ = π(η) is an arbitrary analytic function of η.
The set of points, however, which are contained in the above intersection may consist of a four dimensional region. Consequently, this is hardly a restriction on the possible singularities of H(X). In order to locate the singularities more accurately we consider the case where f(τ, η, ξ) is a rational function, that is
ηξ JKthς ' q(τ,y,ξ) where P and Q are polynomials. Now, a singularity of the interand occurs for a value of Xe E{Q(X; η, ξ) = 0}. If &ί = C x Γ, then for a fixed )/ e Γ, Q(X; rj\ ξ) has the decomposition
where the m k are integers ^ 0, and m x + m 2 + + m r = degree of ξ in Q. The criteria for an m k > 1 is that 8Q/8| = 0, for some ξ = A k (X; rf); this is equivalent to a multiple pole singularity of the integrand.
Since, ξ = π(rj) is an analytic function of ΎJ 9 and furthermore, since only poles of order equal to or greater than two are non-integrable on ^, X is a regular point providing (39) X ί E{Q(X; η, ζ) = 0} Π ^{-^-+ ^) -g--θ} Π
7, g) = 0} n £7{-^-= θ} Π £/{-^--θ} .
By interchanging the roles played by f] and ξ in the above theorem (either may be considered independent), and by considering the decomposition To illustrate this result let us consider the representation
(rηξ -of
In this case we may take the singularity manifold to be
We may eliminate by computing the intersection
If x u x 2 , x 3 , Xi are real this is seen to become
The proceding theorem also gives us an insight into the singularities of the harmonic function 6. An inverse for the operator* As mentioned earlier, Kreyszig [10] gave an inverse operator for p 4 . (see expression 8). In an earlier paper the present author introduced an operator which was not an inverse for p A , but did generate a function of three complex variables closely related to the normalized associate. This was done by using the orthonormal property of the spherical harmonics on the unit hypersphere. Since, there are distinct advantages to inverse operator of both types we shall develop an inverse for p 4 which 4 It is interesting to consider the three categories, \Z/Y\ <1, > 1, = 1, of expression (30) in view of this result. On E{\ Z | 2 + I Y\ 2 -aY= 0} (x u χ 2 , xz, x* real) these categories become respectively | Y\ > \ a |/2, < | a |/2, = | a 1/2. Y = a/2, was seen to coincide with the case where ξ(η) maps the unit circle into itself and this corresponds to the third category, | Y\ = \a 1/2. depends on the orthonormal property.
The variable τ used in this paper is somewhat different than the original variable
and was a modification of KreysigV, which lead to a more unified presentation of formulae. The original variable t is, however, useful because of its connection with the surface harmonics, Sn'
where p, θ lf θ 2 , φ are the hyperspherical coordinates defined by 
B(X*) = ξ(-iy, η-iy, + y, + yjj) .
When I σ \ < 1/| Aξ + B \ (i.e. | s \ < 1), the expression for the kernel is itegrable and one obtains
Hence we have the result. 
where the integration is over the unit hyper sphere. There are two particular uses for this type of inverse operator, (i) obtaining integral solutions to boundary value problems, and (ii) formulating necessary and sufficient criteria for singularities of
H(X*).
Occasionally it is useful to extend the arguments of H(X*) to complex values; if we introduce the complex, hyperspherical, polar coordinates P = +Vyl 
here the domain of integration is a product of contours, % x γ 2 x d, in the u lf u 2 , ΐ -planes respectively; Ύ lf Ύ 2 are paths joining +1 to-1, and δ is a closed loop encircling the origin in the v-plane.
Since (25) is a Cauchy integral we may deform the product of contours continuously providing we do not pass over a third-order pole of Uj, or v. (We note that the integrand has branch-point like singularities only at u 3 --±1, which corresponds to points on the boundary of ^?). Let us start with an initial point of definition for f (σ, Ύ] , ξ) say the origin η = ξ = σ -0, and let us choose & such that Pl\ΐL) is absolutely integrable. f(σ, η, ξ) will then be defined in some neighborhood of the origin JV 0 providing that all points (σ, η, ξ) = Σ e N o lie on a curve J5f(Σ) originating at the origin and such that no point of ^f(Σ) corresponds to a third order pole of the integrand on the domain of integration etc. Having thus established a domain of definition for f(σ, η, ξ) we may extend this region by continuously deforming & according to the usual precautions. We recognize, however, that the singularities of the integrand are of a more complicated type than occur for the operator p 4 (/). For instance, there are singularities of the kernel, which move as we continue along a curve £f(Σ), and there are the fixed singularities of the harmonic function H(X*). The singularities of the kernel are those points Σ, which lie on 
Now we may continue f{σ, η, ξ) along ^f{Σ) as long as it is possible to deform & so that it does not cross over a third-order, pole-like singularity of (54). This may always be accomplished except when the singularities of (54) 
