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Abstract
The consistency of Moving Particle Semi-implicit (MPS) method in reproducing the
gradient, divergence and Laplacian differential operators is discussed in the present
paper. Its relation to the Smoothed Particle Hydrodynamics (SPH) method is rigorously
established. The application of the MPS method to solve the Navier-Stokes equations using
a fractional step approach is treated, unveiling inconsistency problems when solving the
Poisson equation for the pressure. A new corrected MPS method incorporating boundary
terms is proposed. Applications to one dimensional boundary value Dirichlet and mixed
Neumann-Dirichlet problems and to two-dimensional free-surface flows are presented.
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1 Introduction
The “Moving Particle Semi-implicit” method (MPS) is a numerical technique
first introduced by Koshizuka and Oka in the nineties (Koshizuka et al., 1995;
Koshizuka and Oka, 1996) to solve incompressible Navier-Stokes equations. It
relies on a meshless discretization of the continuum to approximate differential
operators. In order for the obtained flow field to exhibit the properties of an
incompressible flow, a fractional time step approach is used. This approach
requires solving a Poisson equation for the pressure field at every time step, which
consequently demands a numerical approximation of the Laplacian operator.
The MPS scheme is mainly used to solve violent free-surface flows, exploiting the
fact that no mesh is needed for the computations. This can be seen in (Koshizuka
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et al., 1998) where the technique was used to simulate breaking waves on a sloping
beach and in (Khayyer and Gotoh, 2009a,b) where impact pressures in sloshing
flows are accurately computed. Yoon et al. (1999a) extended MPS method to
simulate multiphase flows and Yoon et al. (1999b) improved the MPS formulation
in regards to the advection scheme by incorporating an arbitrary Lagrangian-
Eulerian model.
With the increasing computational power in the early 2000s, Naito and Sueyoshi
(Naito and Sueyoshi, 2001; Sueyoshi and Naito, 2003) extended the method to
3D. They utilized it to simulate complex marine engineering problems, such as the
sinking of a vessel after the flooding of the cargo holds and green water events.
Tsukamoto et al. (2011) adapted the MPS method to model complex fluid structure
interaction problems. Different corrections aimed at improving the accuracy of the
method have recently been documented. Tanaka and Masunaga (2010) introduced
some corrections in the fractional step pressure solver in order to mitigate pressure
oscillations. Khayyer and Gotoh (2011) enhanced the capabilities of the method
in order to better approximate tensile states in fluids and developed a higher
order approximation to the differential operators aiming at obtaining more accurate
pressure fields Khayyer and Gotoh (2010, 2012); the improvement is demonstrated
with results for sloshing flows both in two and three dimensional cases.
Regardless all that body of work neither the derivation of the MPS numerical
method from its first principles, nor its consistency in regards to how accurately
it reproduces the continuum as the numerical resolution increases, have been
discussed at length in the literature. As CFD practitioners we believe this issue
is paramount in order to guarantee the Engineering applicability of the numerical
technique.
The present paper addresses this matter by first analyzing the consistency of
the MPS approximations to the gradient, divergence and Laplacian operators
and deriving continuous integral forms of these approximations. Second, the
connections with Smoothed Particle Hydrodynamics (SPH), see e.g. (Monaghan,
2012), are rigorously presented by relating, through the integral form of the
operators, the MPS weighting function with the SPH kernel. Third, the integral
form of the operators is applied to the solution of the Poisson equation used
in MPS for the pressure computation through the fractional step methodology.
Some problematic issues regarding the implementation of Dirichlet and Neumann
boundary conditions are discussed and some corrections to the operators proposed.
Finally, applications to one-dimensional problems and two-dimensional free-
surface flows are presented.
2
2 Governing equations
Newtonian incompressible flows are the ones treated with the MPS method. The
incompressible Navier-Stokes equations in Lagrangian formalism are hence taken
as the field equations:
Dr
Dt
=u, (1)
∇·u = 0, (2)
Du
Dt
= g +
∇ · 
ρ
. (3)
where ρ stands for the fluid density and g is a generic external volumetric force
field. The flow velocity u is defined as the material derivative of a fluid particle
with position r.  denotes the stress tensor of a Newtonian incompressible fluid:
 = −P I + 2 µ , (4)
in which P is the pressure, is the rate of deformation tensor ( = (∇u+∇uT )/2)
and µ is the dynamic viscosity. With this notation, the divergence of the stress tensor
 is computed as:
∇ ·  = −∇P + µ∇2u . (5)
The MPS method is based on a Helmholtz-Hodge decomposition of an intermediate
velocity field initially devised by Chorin (Chorin, 1968) in the late sixties. First, an
intermediate velocity field u∗ is explicitly computed using the momentum equation
but ignoring the pressure term. Second, the zero divergence condition is imposed
on the velocity field at the next time step, thus obtaining the Poisson equation for
the pressure:
∇2P = ρ
∆t
(∇ · u∗) , (6)
in which ∆t is the time step. Once the pressure is found, pressure gradients and
particle positions are modified. A comprehensive flow-chart of the whole approach
can be found in e.g. (Yoon et al., 1999b).
3 MPS discretization
3.1 Density and number density
The set of equations (1-3) has to be discretized in order to implement the fractional
step algorithm. The fluid domain is discretized in a set of particles and the
differential operators at an individual particle i are evaluated using the value of
the different fields at the neighboring particles. The MPS method weights these
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neighboring particle properties by using a compactly supported function w whose
argument is the distance between particles
∣∣∣xi − x j∣∣∣ normalized with the cut-off
radius re and which is non-negative. The weighting function is singular at the origin
in some formulations (Koshizuka and Oka, 1996; Tsukamoto et al., 2011; Khayyer
and Gotoh, 2011) and regular in others (Yoon et al., 1999b,a). The notation of
reference (Yoon et al., 1999b) is used to present the formalism.
A particle number density at a particle with coordinates xi is defined as:
〈n〉i :=
∑
j∈Ji
w

∣∣∣xi − x j∣∣∣
re
 , (7)
where Ji consists in all neighboring particles’ indexes and it may or may not include
i itself (Yoon et al., 1999a,b).
In the MPS literature, only the dependance of w on the distance
∣∣∣xi − x j∣∣∣ is
made explicit in the notation. However, the definition of the weighting function
incorporates the cut-off radius re in terms of the ratio |x| /re. We have chosen
to make explicit the dependance of the weighting function on re; the benefits
of this choice, which is non-standard in the MPS literature, will be clear in the
computations that follow.
The approximation to the density field for a particle i is obtained from 〈n〉i as (Yoon
et al., 1999b):
〈ρ〉i = m〈n〉i∫
Rd
w
( |x|
re
)
dx
, (8)
where m is the mass of each particle and d is the number of dimensions.
Since we are solving incompressible flows, the fluid has its constant reference
density ρ0 as a fundamental physical magnitude, for which a compatible reference
number density n0 can be defined from equation (8) as:
n0 =
ρ0
m
∫
Rd
w
( |x|
re
)
dx. (9)
The mass of a particle m can be obtained as the total mass of the fluid M divided by
the number of particles N. Moreover, the volume integral of the kernel in equation
(9) equals, by defining q = x/re:∫
Rd
w
( |x|
re
)
dx = (re)d
∫
Rd
w (|q|) dq. (10)
Let us define A0 as
A0 =
∫
Rd
w (|q|) dq. (11)
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This value only involves the shape of the kernel and does not depend on the number
of particles nor does it depend on the specific value of re. Using this notation,
equation (9) becomes:
n0 =
ρ0
(M/N)
(re)d A0. (12)
The ratio M/ρ of the total mass over the density is the total volume V . Therefore,
n0 =
1
(V/N)
(re)d A0. (13)
The total volume over the number of particles, V/N, is the volume υ associated to
each particle. Let us call ∆x the typical particle spacing. It can be assumed that
υ = (∆x)d and with this in mind the value n0 satisfies
1
n0
=
1
A0
(
∆x
re
)d
. (14)
This expression will be useful in the computations that follow.
The ratio re/∆x is an indicator of the number of particles inside the weighting
function support (neighbors).
Identity (14) is important because it allows for the introduction of the typical
particle distance ∆x in the formalism. The integral version of the MPS differential
operators is obtained by taking the limit as ∆x→ 0.
3.2 Gradient and divergence
The gradient in the MPS method for a scalar function φ at a particle with co-
ordinates xi is approximated (see e.g. (Yoon et al., 1999b)) by the following sum
〈∇φ〉i = dn0
∑
j,i
 φ j − φi∣∣∣x j − xi∣∣∣2
(
x j − xi
)
w

∣∣∣x j − xi∣∣∣
re

 . (15)
This sum can be interpreted as a discrete approximation of an integral. Taking into
account the value of n0 given by equation (14) a continuum analogue of the MPS
discrete gradient is defined by:
〈
∂xkφ
〉
(x) ≈ d
(re)d A0
∫
Rd
φ(x′) − φ(x)
|x′ − x|2
(
x′k − xk
)
w
( |x − x′|
re
)
dx′. (16)
The question arises whether this expression is a consistent approximation to the
gradient of a function. It is possible to compare it with the SPH expression of the
gradient (see section A.4 in the appendix), whose consistency has been established
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in the literature (see appendix for details). Let us rewrite (16) as:
〈
∂xkφ
〉
(x) ≈ − d
(re)d A0
∫
Rd
φ(x′) − φ(x)
|x − x′|
(
xk − x′k
) 1
|x − x′|w
( |x − x′|
re
)
dx′. (17)
If expressions (17) and (A.8) in the appendix were to coincide for every function
φ, necessarily, the following relation between the SPH kernel and the given MPS
weighting function must hold:
1
hd+1
W˜ ′
( |x|
h
)
= − d
(re)d A0
1
|x|w
( |x|
re
)
. (18)
Assuming that the MPS weighting function and the SPH kernel characteristic
lengths are equal (h ≡ re), we have
q =
x
re
=
x
h
.
SPH practitioners usually consider kernels with a 2h support radius whilst the
radius of the MPS weighting function is re. Nonetheless, for the sake of simplicity,
we will assume that both are equal.
Set q := |q|; equation (18) can then be rewritten as:
W˜ ′(q) = − d
A0
1
q
w(q). (19)
This expression can be used to obtain the function W˜ involved in the definition of
the SPH kernel from the MPS weighting function w. However, in order for equation
(19) to give rise to a well defined SPH kernel, we must first check that:∫
Rd
W˜ (|q|) dq = 1. (20)
This is indeed the case since combining equations (11), (19) and (A.4) from the
appendix, we deduce that∫
Rd
W˜(|q|)dq = −1
d
∫
Rd
|q| W˜ ′(|q|)dq = 1
A0
∫
Rd
w(|q|)dq = 1.
Let us now focus on the divergence operator, with u being a generic vector field.
The divergence of u at a particle with co-ordinates xi is computed through the MPS
method (see e.g. (Yoon et al., 1999b)) with the following sum:
〈∇ · u〉 = d
n0
∑
j,i

(
u j − ui
)
·
(
x j − xi
)
∣∣∣x j − xi∣∣∣2 w

∣∣∣x j − xi∣∣∣
re

 . (21)
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Substituting n0 with its value from equation (14) and interpreting the sum as a
discrete approximation of an integral, we get a continuum analogue of the MPS
discrete divergence:
〈∇ · u〉 (x) ≈ d
(re)d A0
∫
Rd
(u′ − u) · (x′ − x)
|x′ − x|2 w
( |x − x′|
re
)
dx′. (22)
Equation 22 can be rewritten as:
〈∇ · u〉 (x) ≈ − d
(re)d A0
∫
Rd
(u′ − u) · (x − x′)
|x − x′|
1
|x − x′|w
( |x − x′|
re
)
dx′. (23)
It is possible to compare it with the SPH expression of the divergence (see section
A.4 in the appendix). As with the gradient, if expressions (23) and (A.9) were
to coincide for every vector field, necessarily the identity (18) must hold. The
same argument used for the gradient allows us to conclude that (23) is a consistent
approximation of the divergence.
3.3 Laplacian
The Laplacian in MPS for a scalar function φ at a particle with co-ordinates xi is
estimated (see e.g. (Yoon et al., 1999b)) with the sum:
〈∆φ〉i = 2d
λn0
∑
j,i
(φ j − φi) w 
∣∣∣x j − xi∣∣∣
re
 , (24)
with
λ =
∫
Rd
w
( |x|
re
)
|x|2 dx∫
Rd
w
( |x|
re
)
dx
. (25)
Let us define:
A2 =
∫
Rd
|q|2 w (|q|) dq. (26)
As for A0, A2 only depends on the form of the kernel and does not depend on the
number of particles nor on the specific value of re. With this notation, we have:
λ =
(re)2 A2
A0
. (27)
Substituting n0 in equation (24) with its value from equation (14) and interpreting
the sum as the discrete approximation of an integral, we get a continuum analogy
to the MPS discrete Laplacian:
〈∆φ〉 (x) ≈ 2d
(re)d+2 A2
∫
Rd
[
φ(x′) − φ(x)] w ( |x − x′|
re
)
dx′. (28)
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Again, in order to check whether this expression is a consistent approximation of
the Laplacian, we compare it with the SPH version from Morris et al. (1997)(see
section A.5). If expressions (28) and (A.11) were to coincide for every function φ,
necessarily, the following relation must hold:
− 2
hd+1
W˜ ′
( |x|
h
)
=
2d
(re)d+2 A2
|x|w
( |x|
re
)
. (29)
Under the same assumptions used for the gradient, equation (29) can be written as:
W˜ ′(q) = − d
A2
q w(q). (30)
Equation (30) can be used to obtain the function W˜ involved in the definition of the
SPH kernel from the MPS weighting function w. As before, in order for equation
(30) to give rise to a well defined SPH kernel, we must check that (20) also holds in
this case. This turns out to be true since combining equations (26), (30) and (A.4),
we deduce that∫
Rd
W˜(|q|)dq = −1
d
∫
Rd
|q| W˜ ′(|q|)dq = 1
A2
∫
Rd
|q|2 w(|q|)dq = 1.
3.4 Summary of consistency order
The consistency of the MPS gradient, divergence and Laplacian operators has
been established. The order of consistency of these approximations is obtained by
pursuing the analogy with the well established SPH results described in section
A.6:
〈∇xφ〉 = ∇xφ+O
(
(re)2
)
, 〈∇ ·u〉 = ∇·u+O
(
(re)2
)
, 〈∆φ〉 = ∆φ+O
(
(re)2
)
.
3.5 Relation between the MPS weighting functions and the SPH kernels
It is remarkable that the relations between the SPH kernel and MPS weighting
functions for the gradient and the Laplacian presented in equations (19) and (30)
are different. The MPS method is somewhat equivalent to SPH although different
kernels for the gradient and the Laplacian are used. This is not a common practice
in SPH. However, some cases can be found in the literature, as in (Laibe and
Price, 2012a,b), who employ two types of kernels, one to interpolate densities and
buoyancies, and another one to calculate drag terms in dusty gas simulations.
Let us build the equivalent SPH kernels of the MPS weighting function used in for
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instance (Yoon et al., 1999b)
w(r) =

−(2r/re)2 + 2, 0 ≤ r/re < 0.5,
(2r/re − 2)2, 0.5 < r/re ≤ 1,
0, 1 < r/re.
(31)
Let us remind the reader that q = r/re. With this in mind, identity (19), referred to
the equivalence of the gradient operator between MPS and SPH, is applied in order
to obtain:
W˜(q) = − d
A0
∫ q
0
1
s
w(s)ds + C. (32)
Let us use the notation W˜∇ to denote the SPH kernel obtained above. The constant
C is obtained by imposing W˜∇(1) = 0; we therefore deduce:
W˜∇(q) = − dA0

−2q2 + 2 log(q) + 3 + 2 log(0.5), 0 ≤ q ≤ 0.5,
2q2 − 8q + 4 log(q) + 6, 0.5 < q ≤ 1,
0, 1 < q.
(33)
When for instance, d = 1, one can easily check that A0 = 2; the graphs of w and W˜∇
are shown in figure 1. Let us stress the fact that W˜∇ is a singular kernel, which is
something seldom seen in the SPH literature. The kernel is re-scaled by introducing
the smoothing length as in equation (A.1):
W∇ (x; h) =
1
hd
W˜∇
(∣∣∣∣∣xh
∣∣∣∣∣) . (34)
Turning now to the Laplacian, we can apply identity (30) to recover the analytic
expression of W˜ as
W˜(q) = − d
A2
∫ q
0
s w(s)ds + C. (35)
Let us use the notation W˜∆ for this kernel. The constant C is obtained by imposing
W˜∆(1) = 0, thus obtaining:
W˜∆(q) = − dA2

−q4 + q2 − 7/24, 0 ≤ q ≤ 0.5,
q4 − 8/3q3 + 2q2 − 1/3, 0.5 < q ≤ 1,
0, 1 < q.
(36)
When d = 1, one can easily check that A2 = 1/4; the graphs of w and W˜∆ are plotted
in figure 1. W˜∆ is a non-singular kernel, a compactly supported class 2 piecewise
polynomial function. W∆ is defined in a similar way as W∇. As already pointed out
in section 3.3 it is relevant that the gradient and Laplacian SPH derived kernels are
different. It is interesting to note that the pressure effects, which are controlled by
9
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Fig. 1. MPS weighting function and SPH equivalent kernels
the gradient value, are modeled by using a singular kernel. The diffusive effects
are on the other hand modeled by a regular kernel, with zero slope at the origin,
which is necessary, as demonstrated by Violeau (2009) to obtain correct dissipation
values.
It is pertinent to compare both kernels with the fourth order Wendland one (order
here refers to the differentiability order at the boundary of the compact support),
which has become very popular among SPH practitioners due to its outstanding
anti-clumping properties (see e.g. (Dehnen and Aly, 2012; Robinson, 2009; Macia`
et al., 2011b; Valizadeh and Monaghan, 2012)). It can be appreciated in figure 1
that the Wendland kernel W˜R is not as spiky as W˜∆ and not as flat as W˜∇. Actually, it
makes sense to obtain the equivalent MPS weighting function for this Wendland
kernel specially for the gradient since singular kernels present problems when
discretizing kernel integrals, as will be later discussed in this paper. In 1D the
expression for the Wendland kernel is:
W˜R(q) =
3
32
 (2 − 2 q)
4 (1 + 4 q), 0 ≤ q ≤ 1,
0, 1 < q.
(37)
Equation (19) can now be used to obtain an MPS weighting function from an SPH
kernel:
w(q) := −q
d
W˜ ′(q). (38)
Notice that, from identity (A.4), with this definition of w one has A0 = 1.
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For the Wendland kernel in 1D,
w∇R(q) = −qW˜R′(q) = 30
 q
2 − 3 q3 + 3 q4 − q5, 0 ≤ q ≤ 1,
0, 1 < q.
(39)
Its graph can be seen in figure 1. One salient aspect to highlight is that it has a
double hump and goes to zero at the origin, which makes it radically different
from any of the MPS weighting functions documented in the literature (see e.g.
Koshizuka and Oka (1996); Yoon et al. (1999b)). The reason for this is out of the
scope of the present paper but may be related to the different nature of the pressure
gradient model used in MPS (substraction of pressures in the interaction of a pair
of particles) and the one used in SPH (addition of pressures in the interaction of a
pair of particles).
The same can be done with the Laplacian equivalence (equation (30)) to obtain the
MPS weighting function:
w(q) := −d
q
W˜ ′(q). (40)
Notice that with this definition of w one has A2 = 1 from identity (A.4) in the
appendix.
For the Wendland kernel in 1D:
w∆R(q) = −
1
q
W˜R
′(q) = 30
 1 − 3 q + 3 q
2 − q3, 0 ≤ q ≤ 1,
0, 1 < q.
(41)
Its graph can be seen in figure 1. It has a non zero derivative at the origin so it
essentially lays between the original weighting function w from (Yoon et al., 1999b)
and the singular weighting function used by e.g. Tsukamoto et al. (2011).
4 Boundary value problems
4.1 General
The fractional step method presented in section 2 requires solving a Poisson
problem in each time-step. This Poisson problem is a partial differential equation
boundary value problem defined in a compact domain Ω which involves the
numerical approximation of the Laplacian operator for the left hand side. Dirichlet
or mixed Neumann and Dirichlet boundary conditions (BCs) can be considered in
order to obtain a unique solution.
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In this section an MPS integral formulation of this boundary problem is analyzed
in order to unveil inconsistencies present in the differential operators introduced in
section 3 when applied to bounded domains. The problem is formulated in a general
way as 
∆P(x) = f (x), x ∈ Ω,
P(x) = g(x) x ∈ ∂Ω1,
∂nP(x) = h(x) x ∈ ∂Ω2,
(42)
assuming that ∂Ω = ∂Ω1 ∪ ∂Ω2 and that n is the exterior unitary normal to ∂Ω.
The MPS Laplacian operator in its integral formulation (equation (28)) is now
modified considering that the integrals over Rd are restricted to Ω, which is where
P is defined:
〈∆P〉 (x) ≈ 2d
(re)d+2 A2
∫
Ω
[
P(x′) − P(x)] w ( |x − x′|
re
)
dx′. (43)
4.2 Zero Laplacian problem
A zero Laplacian problem ( f (x) = 0) for the pressure is relevant in this context
since it is common that free-surface problems be driven by hydrostatic pressure
dominated fields, which are linear, meaning that they have a zero Laplacian.
Writing the Laplacian in its integral formulation (equation (28)), it must hold for
every x ∈ Ω that: ∫
Ω
[
P(x′) − P(x)] w ( |x − x′|
re
)
dx′ = 0. (44)
This is equivalent to:
P(x)
∫
Ω
w
( |x − x′|
re
)
dx′ =
∫
Ω
P(x′) w
( |x − x′|
re
)
dx′. (45)
It turns out that the only solutions to equation (45) are the constant ones, as it is
next shown.
Start noticing that since P is a continuous function in Ω, it will reach a maximum
in this domain. Let us denote by x∗ the point at which P takes its maximum. If P
is not identically constant, then this maximum must be strict. Hence, there exist
points x′ such that |x∗ − x′| < re and P(x′) < P(x∗). Since the weighting function w
is non-negative (see section 3.1), then one must have:
P(x∗)
∫
Ω
w
( |x∗ − x′|
re
)
dx′ >
∫
Ω
P(x′) w
( |x∗ − x′|
re
)
dx′. (46)
This clearly contradicts equation (45) and therefore P(x′) = P(x∗),∀x′.
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This forces P to be a constant function and thus the integral approximation to the
boundary value problem (42) with f (x) = 0 does not have a solution unless g is
constant. In such case, that constant is the only solution to the problem. A practical
consequence of this to the analysis of the many-neighbor limit of the discrete MPS
formulation will be discussed in section 5.5.1. It must be noticed that this regime
is not reached in practical applications since the number of neighbors is limited by
computational cost.
4.3 Constant sign source Poisson problem
We now consider a constant sign Laplacian problem for the pressure. This problem
is relevant in this context since the divergence of the intermediate velocity field in
equation (6) can maintain a constant sign for some intermediate flow fields. This
can happen e.g. due to an expansion or contraction in free-surface flows, as in the
standing wave case discussed in section 5.6.
Let us suppose that f (x) in problem (42) has a positive constant sign ( f (x) ≥ 0 for
every x ∈ Ω with f (x′) > 0 for some x′ ∈ Ω). Writing the Laplacian in its integral
formulation (equation (28)), one has that for every x ∈ Ω:∫
Ω
[
P(x′) − P(x)] w ( |x − x′|
re
)
dx′ =
(re)d+2 A2
2d
f (x), (47)
which is equivalent to
P(x)
∫
Ω
w
( |x − x′|
re
)
dx′ =
∫
Ω
P(x′) w
( |x − x′|
re
)
dx′ − (re)
d+2 A2
2d
f (x). (48)
Since P is a continuous function in Ω, it will reach a maximum in this domain. Let
us denote by x∗ the point in which P takes its maximum and assume it is strict for
x close to x∗ . Since the weighting function satisfies w ≥ 0 (see section 3.1), then
P(x∗)
∫
Ω
w
( |x∗ − x′|
re
)
dx′ >
∫
Ω
P(x′) w
( |x∗ − x′|
re
)
dx′
≥
∫
Ω
P(x′) w
( |x∗ − x′|
re
)
dx′ − (re)
d+2 A2
2d
f (x∗). (49)
Therefore, since f is non-negative, there is no P verifying equation (48) at
x∗. Hence, the integral approximation to the boundary value problem (42) with
f (x) ≥ 0 does not have a solution. A similar reasoning can be done for a constant
negative sign using the minimum of P instead of its maximum to reach an identical
conclusion. Similar considerations to those made in previous section regarding the
practical implications of this issue apply here as well.
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4.4 Consistent definition of MPS operators
4.4.1 General
The performance of the MPS Laplacian operator in its integral formulation has
been shown to present significant problems for simple boundary value problems
in compact domains. The impact of such problems at a discrete level will later
be discussed with practical applications and will be addressed using the following
corrected formulas for the MPS gradient, divergence and Laplacian, which involve
the computation of boundary integrals using the related SPH kernels to each
operator. The need for these boundary integrals arises from the fact that the integral
domain is not Rd but Ω.
The formulas are implemented in the MPS method by incorporating boundary
integral terms (see (De Leffe et al., 2009; Colagrossi et al., 2009; Ferrand et al.,
2012; Macia` et al., 2012) for an analogous SPH treatment) and by using the SPH
kernel - MPS weighting function equivalences presented in section 3.5.
The formulas to be introduced in sections 4.4.2-4.4.4 involve the following volume
integrals of the equivalent SPH kernels (section 3.5):
Γ∇ (x) =
∫
Ω
W∇
(
x − x′; re) dx′, (50)
Γ∆ (x) =
∫
Ω
W∆
(
x − x′; re) dx′. (51)
The reason for introducing these integrals will be explained in the following
sections. Let us mention for the moment that equation (50) will play a role in our
approximation to first order differential operators whereas equation (51) will be
used in the approximation to the Laplacian.
4.4.2 Corrected MPS gradient
The proposed corrected formula for the MPS gradient is
〈∇xφ〉 (x) ≈ d
(re)d A0 Γ∇ (x)
∫
Ω
φ(x′) − φ(x)
|x′ − x|2
(
x′ − x)
w
( |x − x′|
re
)
dx′ +
1
Γ∇ (x)
∫
∂Ω
(
φ(x′) − φ(x)) W∇ (x − x′; re) n dx′. (52)
The proposed correction is aimed at correcting the fact that weight function
summations may not be complete close to the boundaries. For this reason the term
Γ∇(x) is introduced in the denominator (it must be noticed that Γ∇(x) is equal to
one when x is far from the boundary). Once this correction has been performed,
the boundary term appears naturally as a result of applying the Green’s identity. It
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allows to perform accurate integrations close to the boundaries (it must be noticed
that this boundary term vanishes identically when it is applied to a particle that is
far from the boundary).
A nice feature of formula (52) is that it combines the use of the MPS weighting
function w and the equivalent SPH kernel W∇. Its discrete formulation requires
the discretization of the surface integral across ∂Ω. Therefore it is necessary
to explicitly define this surface. This is a tricky issue in fragmented flows but
since MPS requires solving a boundary problem for the fractional step method,
evaluating this boundary integral does not introduce additional difficulties. A
simple alternative is to discretize ∂Ω in a series of surface elements of area S j
each one with a particle at its centroid and with an exterior unitary normal n j. The
integral in equation (52) can therefore be discretized as:
〈∇φ〉i =
d
n0 Γ∇i
∑
j,i
 φ j − φi∣∣∣x j − xi∣∣∣2
(
x j − xi
)
w

∣∣∣x j − xi∣∣∣
re


+
1
Γ∇i
∑
x j∈∂Ω
(
φ j − φi
)
W∇
(
x j − xi; re
)
· n j S j. (53)
The kernel integrals (50) and (51) also have to be discretized to enter into this
expression. A coherent MPS approach to these discretizations, taking into account
equation (14) is
Γ∇i =
A0 (re)d
n0
∑
j,i
W∇
(
x j − xi; h
)
, (54)
Γ∆i =
A0 (re)d
n0
∑
j
W∆
(
x j − xi; h
)
. (55)
4.4.3 Corrected MPS divergence
Formula (52) for the approximation of the partial derivatives is easily applied to the
definition of a corrected formula for the MPS divergence:
〈∇ · u〉 (x) ≈ d
(re)d A0 Γ∇ (x)
∫
Ω
(u′ − u) (x′ − x))
|x′ − x|2 w
( |x − x′|
re
)
dx′
+
1
Γ∇ (x)
∫
∂Ω
(
u′ − u) · nW∇ (x − x′; re) dx′. (56)
This integral can be discretized analogously to the gradient one.
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4.4.4 Corrected MPS Laplacian
The proposed corrected formula for the MPS Laplacian is
〈∆φ〉 (x) ≈ 2d
(re)d+2 A2 Γ∆ (x)
∫
Ω
[
φ(x′) − φ(x)] w ( |x − x′|
re
)
dx′
+
2
Γ∆ (x)
∫
∂Ω
φ(x′) − φ(x)
|x′ − x|2
(
x′ − x) W∆ (x − x′; re) n dx′. (57)
Introducing the boundary terms and the normalization factor Γ∆ aims, analogously
to the gradient and divergence approximations, at correcting the incompleteness
of weight function summations and corresponding inaccuracies close to the
boundaries (Macia` et al., 2012).
The discrete version for this formula can be written as follows:
〈∆φ〉i = 2d
λn0 Γ∆i
∑
j,i
(φ j − φi) w 
∣∣∣x j − xi∣∣∣
re

+
2
Γ∆i
∑
x j∈∂Ω
φ j − φi∣∣∣x j − xi∣∣∣2
(
x j − xi
)
W∆
(
x j − xi; re
)
· n j S j. (58)
In practice, the need for these corrections will be justified with some applications
presented in section 5.
5 Applications
5.1 General
A series of analyses at the discrete level are now presented with the aim to show
some practical consequences of the problems and proposed solutions documented
in section 4.
The corrected formulas presented in section 4.4 incorporate the kernel integrals (50)
and (51). These are evaluated using a sweep across the particles. The first discrete
application will be to analyze the rate of convergence of those summations. We
will focus on a one dimensional evenly-spaced setup, fixing the kernel/weighting
function support radius and varying the resolution ∆x by increasing the number of
particles.
Next, the accuracy and convergence of the MPS gradient and Laplacian operators
will be compared with the proposed corrected versions. The divergence is not
discussed in 1D since it coincides with the gradient.
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A zero Laplacian boundary value problem in 1D with Dirichlet boundary
conditions is then proposed. Dirichlet BCs are very important in MPS since in
the Poisson equation for the pressure, the value of the pressure at the free surface
particles is given.
A constant sign source term 1D Poisson problem with mixed Dirichlet and
Neumann boundary conditions is then proposed. This is a relevant problem from a
practical application point of view since solid boundary conditions for the pressure
are modeled using a Neumann boundary condition.
Finally a two dimensional realistic flow consisting of the attenuation of a viscous
standing wave is proposed. This flow has a Dirichlet BC on the free surface and a
Neumann BC on the bottom of the tank; moreover, an analytic solution is available
in the literature.
5.2 Kernel integrals
As discussed in section 4.4 and apparent from the new proposed formulae
definitions presented in that section, the normalization factors Γ∇ and Γ∆ are
a fundamental part of the new formulae. It is hence important to discuss how
accurate the evaluation of these factors is, with the neighbors’ summations (54)
and (55), before presenting comparisons between the classical formulae and the
new proposed ones.
In this and the next three sections one dimensional problems will be considered. In
all these examples the computational domain will be the closed interval [0, 1]. The
interaction range re is set as 0.1. The limit δx → 0, keeping re fixed corresponds
to the integral approximation discussed in the previous sections. This range of the
parameters is not reached in practical applications due to computational cost but is
the natural one to be considered in order to discuss consistency of the operators.
In figure 2 (left) it can be observed that for Γ∇ the convergence to 1 is very slow,
the patent reason for this being the singular nature of the kernel. The convergence
to the exact values of the differential operators which involve this renormalization
factor is therefore expected to be also slow. On the other hand, the convergence for
the Γ∆ factor is good (figure 2 right). For re/∆x = 2 the exact value is obtained
which is a convenient property to be later discussed.
5.3 Gradient evaluation
Let us consider a linear field P(x) = x for x ∈ [0, 1]. In figure 3 (left) it can be
appreciated that, keeping re = 0.1 fixed, the gradient approximation provided by
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Fig. 2. Kernel summations computed with the MPS gradient derived SPH kernel Γ∇ (left)
and with the MPS Laplacian derived SPH kernel Γ∆ (right)
the classical MPS formula (15) converges to the exact value as ∆x goes to zero
(re/∆x→ ∞) everywhere in the domain except at the boundaries, where the values
are halved.
It can be appreciated that for re/∆x = 2 the MPS evaluation of the gradient returns
the exact solution. The solution for re/∆x = 2 is exact because for evenly spaced
particles, the MPS operator is equivalent to a second order centered finite difference
scheme.
This is very promising but in practical applications the particles do not lie in a
regular lattice. Let us slightly modify the particles positions by displacing them
from the lattice with a random noise with maximum amplitude equal to 0.05∆x.
With this new configuration the results presented in figure 3 (right) are obtained.
These results indicate that the effect of this low noise in lowering the accuracy of
results is substantial.
It can be nonetheless appreciated that increasing the number of neighbors becomes
a means to increase accuracy even for the disordered configuration. On one hand,
one could think that reducing re for a fixed number of neighbors could solve these
problems but that may be in general not the case (Quinlan et al., 2006; Amicarelli
et al., 2011).
On the other hand, increasing the number of neighbors allows to have more accurate
approximations in the bulk of the domain but difficulties appear at the boundaries
as can be seen in figures 3 (left) and (right). This lack of convergence to the exact
solution close to the boundaries can be overcome by correcting the gradient formula
(15) as indicated in section 4.4.2, using equation (53). Its one dimensional form is:
〈Px〉i = 1n0 Γ∇i
∑
j,i
 P j − Pi∣∣∣x j − xi∣∣∣2
(
x j − xi
)
w

∣∣∣x j − xi∣∣∣
re


+
1
Γ∇i
[(P(1) − Pi) W∇ (1 − xi; re) + (Pi − P(0)) W∇ (xi; re)] . (59)
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Due to the singularity of the normalization factor for the gradient discussed in
section 5.2, the convergence to the exact solutions for this formula is slow (figure 4
left) albeit clear, even close to the boundaries. An MPS weighting function which
would give rise to an SPH regular kernel would be a good option to explore. The
convergence is not affected by disordering the particles as can be appreciated in the
left panel of figure 4.
Without entering into further consideration of disordered particle configurations, it
seems clear that the ratio ∆x/re must be small (thus implying a significant number
of neighboring particles) in order to obtain good interpolation properties for the
first order differential operators (for both general configurations and areas close
to the boundaries). In particular, this applies to the divergence operator, which is
necessary when evaluating the source term of the Poisson equation (6) and the
pressure gradient for the momentum equation (3).
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Fig. 3. Gradient evaluation (section 5.3) with MPS Gradient (equation 15). Regular lattice
(left), disordered lattice (right).
0.0 0.2 0.4 0.6 0.8 1.0
x
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
〈P
x
〉
re/Δx = 2
re/Δx = 2
3
re/Δx = 2
5
Analytic
0.0 0.2 0.4 0.6 0.8 1.0
x
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
〈P
x
〉
re/Δx = 2
re/Δx = 2
3
re/Δx = 2
5
Analytic
Fig. 4. Gradient evaluation (section 5.3) with corrected MPS Gradient (53). Regular lattice
(left), disordered lattice (right).
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5.4 Laplacian evaluation
Let us now focus on a quadratic field P(x) = x2 for x ∈ [0, 1]. In figure 5 (left) it
can be appreciated that, for re = 0.1, the approximation to the Laplacian given by
the classical MPS formulation (24) converges to the exact value as ∆x goes to zero
everywhere in the interior of the domain. This is no longer the case on the boundary
points where the operator becomes singular as ∆x/re goes to zero. Such singularity
has been subject of investigation in the SPH context in e.g. (Colagrossi et al., 2011;
Macia` et al., 2011a). It can be overcome by correcting the formula as indicated in
section 4.4.4 now using the equation which incorporates the boundary terms with
the SPH kernel. Its one dimensional form is:
〈Pxx〉i = 2
λ n0 Γ∆i
∑
j,i
(P j − Pi) w 
∣∣∣x j − xi∣∣∣
re

+
2
Γ∆i
[
P(1) − Pi
1 − xi W∆ (1 − xi; re) −
Pi − P(0)
xi
W∆ (xi; re)
]
. (60)
The convergence is clear (figure 5 right) but quite slow due to the low order of
the numerical derivatives involved in the boundary terms contributions of equation
(58).
Coming back to figure 5, it can be appreciated that for re/∆x = 2 the Laplacian
is exact. This was also the case with the gradient evaluation of section 5.3, but as
in that case, if the particles’ positions are displaced from the lattice with a random
noise of just 0.05∆x maximum amplitude, figure 6 is obtained. This figure shows
that the effect of this small disorder in the accuracy of results for small number of
neighbors is substantial, and a similar discussion as that of section 5.3 applies here.
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Fig. 5. Laplacian evaluation (section 5.4) with a regular lattice: MPS Laplacian (24) (left),
corrected MPS Laplacian (58) (right).
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Fig. 6. Laplacian evaluation (section 5.4), MPS Laplacian (24), noisy particle distribution.
5.5 Boundary value problems
5.5.1 1D zero Laplacian: Dirichlet boundary conditions
A 1D zero Laplacian problem whose exact solution is P(x) = x is proposed:
P′′(x) = 0, x ∈ [0, 1],
P(0) = 0,
P(1) = 1.
(61)
The domain [0, 1] is discretized by fixing the cut-off radius re and choosing the
particle distance ∆x as a fraction of re. The MPS weighting function from (Yoon
et al., 1999b) is used.
Equation (24) is used in the MPS method to compute the discrete Laplacian.
Dirichlet boundary conditions are implemented in MPS (see i.e. (Koshizuka et al.,
1998; Tsukamoto et al., 2011)) by identifying the particles defining the boundaries
and then applying to those particles the corresponding value of the pressure. Their
contribution to the Laplacian pass to the right hand side of the linear system that
results from discretizing the boundary value problem.
Assuming re = 0.1 and evenly spaced particles, the results for different values of
the ratio ∆x/re are presented in figure 7. It is clear that, as we tend to the continuum
(∆x → 0), the solution does not converge to the analytical one (p = x). It actually
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becomes discontinuous and tends, as a consequence of the lack of consistency of
the integral operator discussed in section 4.2, to a constant function in the interior
of the domain.
The solution for re/∆x = 2 is exact because for evenly spaced particles, the
MPS operator is equivalent to a second order centered finite difference scheme.
Nonetheless, the need for a larger number of neighboring particles lies in the
low interpolation properties of the gradient operator and Laplacian operator with
disordered particles discussed in sections 5.3 and 5.4 respectively.
If the corrected Laplacian operator (58) is applied, the convergence to the exact
solution is clear across the domain (figure 8 left and zoom in right).
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Fig. 7. Solution of the boundary value problem (61), MPS Laplacian (24).
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Fig. 8. Solution of the boundary value problem (61), corrected MPS Laplacian (58) (right,
zoom).
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5.5.2 1D constant sign source: Dirichlet and Neumann boundary conditions
A 1D Poisson problem whose exact solution is P(x) = x2 and which uses mixed
Neumann and Dirichlet boundary conditions is proposed:
P′′(x) = 2, x ∈ [0, 1],
P′(0) = 0,
P(1) = 1.
(62)
The domain [0, 1] is discretized by fixing the cut-off radius re and choosing the
particle distance ∆x as a fraction of re. The MPS weighting function from (Yoon
et al., 1999b) is used.
Equation (24) is used in the MPS scheme to compute the discrete Laplacian. The
Dirichlet boundary conditions implementation has been discussed in section 5.5.1.
The Neumann boundary conditions are implemented by creating a set of dummy
particles in the region with x < 0. The pressure of all these dummy particles is
taken equal to the pressure of the particle on the left boundary, (x = 0), which is
in itself an unknown. The number of dummy particles is chosen in such a way that
the number of neighbors remains constant (Tsukamoto et al., 2011). In figure 9 a
sketch of the setup is presented.
Fig. 9. Boundary value problem (62) discretization example sketch, with re/∆x = 2.
Assuming re = 0.1 the results for different values of the ratio re/∆x are presented
in figure 10. It is clear that as we tend to the continuum (∆x → 0), the solution
does not converge to the analytical one (p(x) = x2). It does not either converge to
a continuous solution of the integral formulation (47), becoming discontinuous at
(x = 1).
As in the previous section, the solution for re/∆x = 2 is exact for similar reasons.
If the corrected Laplacian operator (58) is applied, the exact solution is recovered
for all the discretizations (figure 11 left and zoom in right).
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Fig. 10. Solution of the boundary value problem (62), MPS Laplacian (24).
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Fig. 11. Solution of the boundary value problem (62), corrected MPS Laplacian (58) (right,
zoom).
5.5.3 Symmetrized corrected Laplacian
The corrected Laplacian formula (58) is now modified symmetrizing the
normalization factors so that the Poisson equation linear system becomes
symmetric. This is very convenient from a computational point of view.
Additionally this makes the formula conservative in terms of linear momentum.
This is not so relevant in the MPS context since the gradient formula (the original
and the corrected one) is not intrinsically conservative. Therefore, in the MPS
version of equation (5) we have a conservative version of the discrete Laplacian
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and a non-conservative one for the pressure gradient. The proposed formula is
〈∆φ〉i = 2d
λn0
∑
j,i
 1
Γ∆i j
(
φ j − φi
)
w

∣∣∣x j − xi∣∣∣
re

+
∑
x j∈∂Ω
2
Γ∆i j
φ j − φi∣∣∣x j − xi∣∣∣2
(
x j − xi
)
W∆
(
x j − xi; re
)
· n j S j, (63)
with
Γ∆i j = 0.5
(
Γ∆i + Γ
∆
j
)
. (64)
As can be seen in figure 12, the effect of this symmetrization in the accuracy of the
Poisson solver is negligible. For the sake of computational efficiency this will be
the formula used for the free-surface flow discussed in the next section.
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Fig. 12. Solution of the boundary value problems (61) (left) and (62) (right) with corrected
MPS symmetrized Laplacian (63).
5.6 Standing Wave
The objective of this paper has been to discuss the consistency of the MPS method,
to establish its relationship with SPH, and to present alternative formulations for
some of the operators. A full assessment of these new formulations when applied
to complex 2D or 3D flows is not within the mentioned objectives and is left for
future work. Nonetheless we think it is interesting to at least present an application
of these operators to a realistic case considering the typical value for the MPS
parameters used in the literature, specially the ratio re/∆x.
The evolution of a viscous standing wave has been chosen. This is a classical
problem in the scientific literature for which an approximate analytical solution
is available (Lighthill, 2001); it is of practical interest since it is related to the
propagation of gravity waves. The standing wave flow has been widely studied
in SPH (see e.g. Colagrossi et al. (2012, 2011); Antuono et al. (2011); Antuono and
Colagrossi (2012)) and has been useful as well for validating mesh-based solvers
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(Carrica et al., 2007). Periodic boundary conditions have been imposed on the sides
of the domain implying that the surface integrals of the corrected formulations are
defined in straight segments making them easier to compute.
Finally, the particles are in a constant positive pressure state due to the presence of
the hydrostatic pressure which prevents the onset of tensile instabilities. (Khayyer
and Gotoh, 2011) performed an interesting validation study on MPS considering
a set of interesting cases (rotating square, impinging jet, etc..) but not a standing
wave one. They were interested in stability related problems, which is not within
our goals. This is the primary reason for choosing a problem, the standing wave,
for which numerical instabilities are not expected.
The chosen standing wave configuration consists in a rectangular tank with length
L and a water filling height of H = L/2. A sketch of this setup is displayed in figure
13. The wave length is λ = L, k is the corresponding wave number (i.e. k = 2pi/λ),
A is the wave amplitude and  denotes the ratio 2A/H. The setup is the same used
by Colagrossi et al. (2012).
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Fig. 13. Notation and layout of the initial condition for the standing wave problem
For small-amplitude waves (i.e. small ), Potential Theory predicts the following
approximate solution:
ϕ(x, y, t) = ϕ0(x, y) cos(ω t) ; ϕ0(x, y) = −  H g2ω
cosh[k(y + H)]
cosh(kH)
cos(k x).
(65)
Here, the circular frequency ω is given by the dispersion relation of gravity waves,
that is, ω2 = g k tanh(k H) where g is the acceleration of gravity. At time t = 0 the
free surface is horizontal while the initial fluid velocity is given by ∇ϕ0.
Potential Theory predicts that the total energy of the standing wave is conserved
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during the evolution. However, if the fluid is viscous and the dissipation due to the
solid boundary layers is neglected, it is possible to obtain an approximate analytical
solution that gives the decay of the kinetic energy (see (Lighthill, 2001)). This is
EK(t) = 2 g λH
2
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e−4 ν k
2 t [ 1 + cos(2ω t) ]. (66)
The coefficient of the exponential (4 ν k2), which governs the kinetic attenuation
rate, depends on the wave number and on the kinematic viscosity ν = µ/ρ. The MPS
simulations have been implemented by using a free-slip condition for the velocity
and a Neumann condition for the pressure along the bottom boundary of the tank,
and periodic BCs on the lateral sides. This is in accordance with the hypothesis
made by Lighthill (2001) in which only internal and free surface viscous boundary
layer dissipation sources are considered.
A set of two simulations with parameter values g = 1, L = 2,  = 0.1 and
H/∆x = 50, 100, using both the classical and corrected formulations have been
carried out. The Reynolds number is Re = H
√
gH/ν = 250, high enough for the
Lighthill approximation to be reasonably accurate. A value of re/∆x = 4 for the
Laplacian and re/∆x = 2 for the gradient are taken, which are common for MPS
practitioners (see e.g. Yoon et al. (1999b); Tsukamoto et al. (2011)).
In figure 14 the decay of the kinetic energy is displayed using a classical MPS
scheme and the proposed corrected formulas discussed in section 4.4. The corrected
approach performs better when compared to the analytical solution with significant
over-damping observed in the classical approach. A plot of the velocity field
modulus after half an oscillation cycle, normalized with the maximum initial
velocity, is provided in figure 15. The graphs show the extra damping occurring
in the classical approach simulations, made noticeable by the differences in the
velocity modulus in the area close to the free surface. This evidence is not enough
to proclaim any general conclusion although the results are promising. Further
investigation is left for future work.
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Fig. 14. Standing wave kinetic energy time evolution
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Fig. 15. Velocity field modulus at the second kinetic energy peak, t/T ≈ 0.5, uncorrected
formulation (left), corrected (right).
6 Conclusions
The consistency of the moving particle semi-implicit (MPS) method in reproducing
the gradient, divergence and Laplacian differential operators has been discussed
in the present paper. It has been shown that the operators are consistent by
performing an analogy with the SPH formulations. The equivalence between the
MPS weighting function and the SPH kernel has been established. It has been
shown that this equivalence differs for the first order and second order differential
operators leading to different equivalent SPH kernels formulations. It has been
shown that for each MPS weighting function it is possible to find two SPH kernels,
one which allows the computation of the MPS gradient and a different one for the
Laplacian. It has been shown that the converse also holds; from an SPH kernel two
MPS weighting functions can be obtained, one using the gradient equivalence and
another, the Laplacian equivalence. To summarize, we show that SPH and MPS are
closely related.
SPH started earlier in the seventies and was applied in the early nineties to free-
surface flows using an explicit approach with a weakly compressible fluid model
to numerically simulate liquid behavior. Later in the mid nineties, the MPS method
appeared imposing incompressibility with a projection scheme. In the late nineties
a similar approach was followed to obtain the first incompressible SPH model.
From then on, they have run parallel, approaching a wide range of problems.
The connections amongst them have been clearly established in the present paper
through the comparison of the differential operators and the convolution functions.
We believe this can be useful in order to establish a common framework that can
help the progress of both methods.
The application of the MPS scheme in solving the Navier-Stokes equations, using
a fractional step approach, has been treated. Some inconsistency problems when
solving the Poisson equation in the fractional step method have been unveiled. It
has been shown that in general, such an equation does not have a solution when
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using the MPS integral formulation. Due to the equivalences shown, the same
inconsistency problems occur with the incompressible SPH method.
A corrected formulation of the operators has been proposed involving the use of
boundary integrals. Applications to one dimensional boundary value Dirichlet and
mixed Neumann-Dirichlet problems have been presented. These applications show
that the use of the corrected formulations is crucial in order to obtain a convergence
to the exact results in all these problems.
Although in this work we have not focused on validation of practical fluid
mechanics problems, a complex free-surface flow application, namely the evolution
of a viscous standing wave has been briefly discussed. We have shown that the
corrected formulations improve the accuracy of the results under the analyzed
conditions.
As a final remark, and after showing the equivalence of MPS and SPH methods, we
would like to stress that, although being crucial in guaranteeing convergence to the
exact solution, consistency is not the only factor to take into account in order to have
a reliable numerical method. Stability, conservation properties and computational
feasibility are equally important. Translating all the existing results available in the
MPS literature to SPH and viceversa is left, amongst other things, as future work.
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A SPH approximation of differential operators
A.1 General
Smoothed Particle Hydrodynamics (SPH) is a numerical method used among many
other applications to solve the Navier-Stokes equations. It has very attractive
features for certain types of flows, namely that it is mesh-free, its Lagrangian
character and its conservation properties. SPH has been used in a wide range
of contexts, including Astrophysics (Benz, 1988), Magnetohydrodynamics (Price,
2012), free surface flows (Monaghan, 1994; Gomez-Gesteira et al., 2010), Coastal
Engineering applications (Dalrymple and Rogers, 2006) and even Solid Mechanics
(Libersky et al., 1993). A comprehensive recent review of the method can be found
in (Violeau, 2012). In SPH both a weakly compressible approach in order to impose
incompressibility (Monaghan, 2005) and a pure incompressible one (Cummins and
Rudman, 1999; Lee et al., 2008) similar to MPS have coexisted through the years.
In this appendix, the continuous version of the SPH modeling of the gradient and
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Laplacian differential operators together with some related consistency statements
are introduced; they are useful in describing the equivalences with the MPS method
discussed in the bulk of the paper.
A.2 Kernel
Let W (x; h) be the function of x ∈ Rd depending on h > 0 defined by
W (x; h) =
1
hd
W˜
(∣∣∣∣∣xh
∣∣∣∣∣) , (A.1)
where W˜ : R→ R is a nonnegative differentiable function such that:∫
Rd
W˜ (|x|) dx = 1. (A.2)
When d > 1 ∫
Rd
W˜ (|x|) dx = ωd
∫ ∞
0
W˜ (r) rd−1dr, (A.3)
the constant ωd being the volume of the unit sphere in Rd.
An important result used in the calculations documented in the paper in order to
establish the relationships existing between the SPH kernel and the MPS weighting
functions is the following:∫
Rd
W˜(|x|)dx = −1
d
∫
Rd
|x| W˜ ′(|x|)dx. (A.4)
This relationship is a direct consequence of the following identities obtained
through integration by parts
−
∫
Rd
x2k
|x|W˜
′(|x|)dx = −
∫
Rd
xk∂xkW˜(|x|)dx =
∫
Rd
W˜(|x|)dx,
after summing over k.
A.3 Continuous SPH approximation
The SPH approximation with respect to the kernel W of a function u (x) on Rd
taking real values is defined as:
〈u〉 (x) :=
∫
Rd
u
(
x′
)
W
(
x − x′; h) dx′ (A.5)
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A.4 Derivatives
The SPH approximation of the partial derivative ∂xku is set to be:
〈
∂xku
〉
(x) :=
∫
Rd
u
(
x′
)
∂xkW
(
x − x′; h) dx′. (A.6)
Note that
〈
∂xku
〉
coincides with ∂xk 〈u〉. In addition, since
∇xW (x;h) = 1hd+1 W˜
′
( |x|
h
)
x
|x| ,
we can write
〈
∂xku
〉
(x) =
1
hd+1
∫
Rd
u
(
x′
) xk − x′k
|x − x′|W˜
′
( |x − x′|
h
)
dx′ (A.7)
The previous expression can be anti-symmetrized so that, at the discrete level, the
derivative of a constant function is identically zero. Note that:∫
Rd
xk − x′k
|x − x′|W˜
′
( |x − x′|
h
)
dx′ = 0.
Therefore (A.7) is also equal to:
〈
∂xku
〉
(x) =
1
hd+1
∫
Rd
u (x′) − u (x)
|x − x′|
(
xk − x′k
)
W˜ ′
( |x − x′|
h
)
dx′. (A.8)
Nonetheless, the discrete version of this formula does not conserve linear
momentum when used to evaluate the pressure gradient and it is generally replaced
by a similar one which is instead symmetric (see (Monaghan, 2005) for a specific
discussion on this topic).
The divergence operator can be written as:
〈∇ · u〉 (x) = 1
hd+1
∫
Rd
(u (x′) − u (x)) · (x − x′)
|x − x′| W˜
′
( |x − x′|
h
)
dx′, (A.9)
which is identically zero for constant fields at the discrete level.
A.5 The Laplacian
We will consider the following SPH approximation of the Laplacian of a function
u (x) due to Morris et al. (1997) whose consistency was demonstrated by Espan˜ol
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and Revenga (2003).
〈∆u〉 (x) := 2
∫
Rd
(x′ − x) · ∇xW (x′ − x;h)
|x′ − x|2
[
u
(
x′
) − u (x)] dx′. (A.10)
In order to compare this expression to the MPS approximation of the Laplacian, it
is useful to rewrite (A.10)as:
〈∆u〉 (x) = − 2
hd+1
∫
Rd
u (x′) − u (x)
|x′ − x| W˜
′
( |x′ − x|
h
)
dx′. (A.11)
A.6 Consistency
The reader is referred to (Macia` et al., 2011a) for details on consistency results of
SPH approximation to differential operators. A summary is provided here. For a
general twice differentiable function u the following holds:
〈u〉 = u + O
(
h2
)
,
〈∇xu〉 = ∇xu + O
(
h2
)
, 〈∇ · u〉 = ∇ · u + O
(
h2
)
, 〈∆u〉 = ∆u + O
(
h2
)
.
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