In the course of hypertension, cardiovascular disease events (e.g. stroke, heart failure) occur frequently and recurrently. The scientific interest in such study may lie in the estimation of treatment effect while accounting for the correlation among event times. The correlation among recurrent event times comes from two sources: subject-specific heterogeneity (e.g. varied lifestyles, genetic variations, and other unmeasurable effects) and event dependence (i.e. event incidences may change the risk of future recurrent events). Moreover, event incidences may change the disease progression so that there may exist event-varying covariate effects (the covariate effects may change after each event) and event effect (the effect of prior events on the future events). In this article, we propose a Bayesian regression model that not only accommodates correlation among recurrent events from both sources, but also explicitly characterizes the event-varying covariate effects and event effect. This model is especially useful in quantifying how the incidences of events change the effects of covariates and risk of future events. We compare the proposed model with several commonly used recurrent event models and apply our model to the motivating lipid-lowering trial (LLT) component of the Antihypertensive and Lipid-Lowering Treatment to Prevent Heart Attack Trial (ALLHAT) (ALLHAT-LLT).
Introduction
Cardiovascular disease (CVD) is a class of diseases that involves the heart or blood vessels [35] . The incidences of CVD events (e.g. myocardial infarction, congenital heart disease, and stroke) can be either fatal or non-fatal. The non-fatal CVD events may occur multiple times for some high-risk individuals, generating a statistical issue of recurrent events. These events may impair an individual's ability to live a normal daily life, resulting in enormous healthcare costs to society. In the United States alone, CVD is responsible for around 17% of national health expenditure [21] . Globally, CVD is the leading cause of death, accounting for the greatest burden of morbidity and mortality in both developed and developing countries [35] . Considering rising healthcare costs and enormous impact on human life, multiple epidemiological and clinical trial studies have been devoted to identify and manage risk factors at both the population and subject levels through primordial, primary, and secondary prevention [43] .
In the statistical analysis of single time-to-event outcomes, the standard survival model can be used [8] . When the scientific interest lies in recurrent events (e.g. recurrent CVD events), the assumption of the Cox proportional hazards model is violated due to the correlation among event times from the same individual. To adjust for this correlation, frailty models and variance-corrected models have been widely used. Frailty models are first used for cluster data where frailty is an independent and identically distributed random variable that describes the within-cluster common risks. In the context of recurrent event data, the study population is heterogeneous in lifestyle, genetic makeup, and environmental exposure, in addition to other unmeasured variables. Each study subject acts as a cluster whose frailty term introduces subject-specific heterogeneity and produces within-subject correlation in the occurrence and timing of recurrent events [1, 23] . However, frailty models do not account for event dependence, that is, the occurrence of a past event may change the risk of a later event [24] . In the context of CVD, when a CVD event occurs, it can cause damage to the cardiovascular system. The damage may accumulate as the number of events increases, changing the disease progression and increasing the risk of future CVD events. Therefore, in the analysis of recurrent CVD event data, it is essential to incorporate and quantify event dependence. To this end, variance-corrected models adjust the correlated event times using robust standard error or an event-specific baseline hazard (a stratified baseline hazard that is different for each event). Specifically, there are five prominent variance-corrected models for the recurrent event data: AG model by Andersen and Gill [3] ; gap time (PWP-GT) and total time (PWP-CP) models by Prentice, Williams, and Peterson [36] ; LWA model by Lee, Wei, and Amato, and Leurgans [32] ; and WLW model by Wei, Lin, and Weissfeld [42] . A systematic review and comparison study of these models is provided by Kelly and Lim [30] . Among these five models, PWP-GT and WLW models use stratification strategy by eventspecific baseline hazard to incorporate event dependence. This type of stratified models is useful in handling event dependence because the incidence of an event may change the hazard function.
Both frailty models and stratified variance-corrected models account for either subjectspecific heterogeneity or event dependence, but not both. Simulation studies have shown that the statistical inference is biased and inefficient if any of these two types of dependence are misspecified or unaccounted [4, 30, 41] . There is only a limited literature accounting for both subject-specific heterogeneity and event dependence in the analysis of recurrent event data. Box-Steffensmeier and De Boef [4] proposed a conditional frailty model with a frailty term and the event-stratified baseline hazard function. Similar to the stratified variance-corrected models, they utilized event-specific stratification to incorporate event dependence where different parameters for different event occurrences were adopted in the model. However, a critical issue with such stratification strategy is that the event-stratified statistical inference is inefficient and disconnects the relation between consecutive events because it essentially fits a separate model for each event [30] .
Moreover, the effects of treatment and other covariates may vary as disease progresses. For example, a patient with more CVD events may have more severe disease. Some therapies may work for the first event but not for second and further events. Consequently, it is desirable to estimate the event-specific covariate effects for different event occurrences, which may change. This would give more informative results than the classical frailty models which use common hazard function and can only estimate the 'average effect'. Event-specific covariate effects also have the advantage of observing how effects change with each subsequent event [26, 30] .
In this article, we develop a novel Bayesian framework for the analysis of recurrent event data. Specifically, the framework uses: (1) a frailty distribution to characterize the subjectspecific heterogeneity and within-subject dependence; (2) event-varying covariate effects to study how effects change with each subsequent event; (3) an event effect to explore and assess the event dependence among consecutive event times. The remainder of this article is organized as follows. In Section 2, we describe the lipid-lowering trial (LLT) component of the Antihypertensive and Lipid-Lowering Treatment to Prevent Heart Attack Trial (ALLHAT) that motivates this methodological development and propose a Bayesian regression model for recurrent event data to address the correlation among event times. Section 3 presents extensive simulation studies to evaluate the performance of the proposed model, in comparison to multiple commonly used recurrent event models. In Section 4, we apply the proposed models to the ALLHAT-LLT study and present analysis results. The concluding remarks and discussion are given in Section 5.
Data and models

A motivating clinical trial
This methodological research is motivated by the LLT component of the ALLHAT study [9] , which was a randomized, non-blinded, large pragmatic trial conducted from February 1994 through March 2002 at 513 clinical centers in the United States, Puerto Rico, US Virgin Islands, and Canada [2] . The study was conducted in participants ages 55 and older with stage 1 and 2 hypertension and at least one additional cardiovascular risk factor. The principal objective of the ALLHAT-LLT study was to evaluate the impact of large sustained cholesterol reduction on all-cause mortality in a hypertensive cohort. Other fatal/non-fatal outcomes were prespecified as secondary endpoints, including CVD events, including myocardial infarction, stroke, and heart failure. A total of 10,355 subjects were randomly assigned to receive either pravastatin (5170 subjects) or usual care (5185 subjects). The detailed results of the ALLHAT-LLT study are previously described [2] .
The follow-up time was 4.8 years in median duration, with a maximum of 7.8 years. We exclude the subjects with death confirmation pending and those with missing data in covariates and obtained the final dataset with a sample size of 9901. The recurrent events under consideration are the CVD events including non-fatal myocardial infarction, stroke, and heart failure. In the pravastatin group, 546 subjects had one CVD event and 183 subjects had at least two CVD events, while in the usual care group, 561 subjects had one CVD event and 184 subjects had at least two CVD events. Because the recurrent CVD events are of primary interest in this article, we treat as censoring the subjects who died, or lost to follow-up, or withdrew from the study. To visualize the data structure, Figure 1 displays the timing and number of CVD events for three selected subjects. The follow-up times are shown on the x-axis and the subjects' IDs are on the y-axis. Figure 1 suggests that the frequency and event times of recurrent events vary across subjects and some subjects may experience multiple occurrences of CVD events. For example, Subject 1 had one CVD Figure 1 . Three selected subjects' time to CVD events (including myocardial infarction, stroke, and heart failure). event at 7.4 month and another CVD event at 23.2 month and died immediately after, while Subject 2 did not have any CVD event before censoring at 33.9 month, and Subject 3 had 5 CVD events at various time points. The occurrence of CVD events may increase the risk of future CVD events. Previous studies have showed that prior CVD event occurrence is a major risk factor of CVD events [14, 25] . To visualize this strong correlation, Figure 2 displays cumulative hazard functions of the first CVD event after study onset for subjects with and without prior CVD events before entering the study. This figure suggests that subjects with prior CVD events had much higher risk of having another CVD event during the study than the subjects without. This phenomenon manifests the strong event dependence among the sequences of recurrent CVD events.
Models
Assuming a subject is at risk of J occurrences of recurrent events prior to censoring, we denote gap time j (time between events j−1 and j) by T j and total time j (time from study onset to event j) as R j (R j = j k=1 T k ). Let Z j be the covariate vector related to gap time j. For each subject, the frailty model assumes that all gap times T j , where j = 1, . . . , J, share a common unobserved frailty term W. Therefore, gap times for each subject are independent conditional on the frailty W and the covariate vector Z j . The hazard function for gap time j in the form of Cox proportional hazards model can be specified as
where λ 0 (t) is the baseline hazard function for recurrent events, and β is the covariate effects of Z j . We assume frailty term W has a normal distribution with E(W) = 0 and Var(W) = τ . The variance τ specifies the within-subject correlation between gap times and a large value of τ indicates a strong correlation among within-subject events and a large between-subject variation. We refer to this model as frailty model. Alternatively, a subset of variance-corrected models accounts for event dependence through event stratification via event-specific baseline hazard, which is a stratified baseline hazard function that is different for each event. For example, in Prentice, Williams and Peterson gap time model [36] , gap time t j has hazard function of the form
where λ 0j (t) is baseline hazard function for event j, and β j is covariate effects of Z j for event j. In contrast to model (1), both λ 0j (t) and β j are event-specific parameters. The advantage of model (2) is that it accounts for event dependence by allowing both the covariate effects and the baseline hazard function to be affected by the earlier events. We refer to this model as PWP-GT model. However, neither the frailty model (1) nor the stratified variance-corrected model (2) presents a general modeling strategy for the recurrent event data characterized by both subject-specific heterogeneity and event dependence [4] . A model that combines a frailty term to incorporate unobserved subject-specific heterogeneity with event-based stratification to incorporate event dependence has been studied [4, 26] . The hazard function of event j is
Simulation studies showed that both models (1) and (2) give biased estimation for the fixed effects when both subject-specific heterogeneity and event dependence exist [4] . In contrast, model (3) provides robust estimation when the data exhibit either subject-specific heterogeneity or event dependence, or both. Note that both models (2) and (3) utilize event-stratification to estimate the event-specific parameters, e.g. β j . We refer to Model (3) as conditional frailty model [4] . Although models (2) and (3) have accounted for the event dependence via event stratification, some studies have showed that the event stratification is inefficient because it essentially fits a separate model for each event and fails to make use of all the available information contained in the ordering of events [30] . Furthermore, recurrent events occur in a time-sequential fashion, for example, the second event can only occurs after the first event occurs. Due to censoring, fewer subjects can have higher number of events. Models (2) and (3) become unreliable as the sample size of subjects with later events become very small and cannot provide accurate estimation of parameters for each gap [26, 30] . A convenient ad hoc solution is to set a fixed number l and assume λ 0j = λ 0l and β j = β l for j ≥ l.
Another issue with models (2) and (3) is that the event dependence is not modeled explicitly. In the context of hypertension studies, physicians and patients are often interested in knowing how event occurrences change the risk of future events. For example, survivors of a stroke may have increased risk of another stroke, which is a major source of increased mortality and morbidity [39] . To model the event effect, the hazard function of event j can be written as
where β j is event-stratified effect of covariate vector Z j , α k is the additional risk introduced by the kth event (with j = 1, . . . , J and α 0 = 0), and the parameter vector α = (α 1 , . . . , α J−1 ) is defined as event effect. The quantity of α k can be interpreted as log relative risk of next CVD event for a subject with k past events relative to a subject with k−1 past events. Alternatively,
k=0 α k is log relative risk of next CVD event for a subject with j−1 past events relative to subject without any past event. To this end, model (4) explicitly accounts for event dependence because β j and α k specify how the covariate effects and hazard function, respectively, change as the number of past events increases. Unlike the event-stratification used for Models (2) and (3), we model the covariate effects β = (β 1 , . . . , β J ) and the event effect α = (α 1 , . . . , α J−1 ) as regression functions varying by the number of past events. This model strategy can borrow information from adjacent events (detailed in Section 2.3), thereby improving estimation efficiency and avoiding over-fitting.
The proposed model is more comprehensive and can reduce to other models with additional restriction being imposed. If β 1 = · · · = β J , model (4) reduces to event-invariant covariate effects model. If α 1 = · · · = α J−1 , model (4) reduces to linear event effect model where each event occurrence is assumed to increases the risk of next event by the same amount [18, 19] . Moreover, model (1) is a special case of model (4) with β 1 = · · · = β J and α 1 = · · · = α J−1 = 0, assuming neither event-variant covariate effects nor event dependence effects. Furthermore, our model is more informative than models (2) and (3) because event dependence is modeled explicitly using event effect parameter vector α.
Likelihood function and Bayesian inference
Because the recurrent events are subject to independent censoring, not all the event times can be observed. For subject i (i = 1, . . . , n), let C i be the censoring time, T ij be gap time j (time between the events j−1 and j), R ij = j k=1 T ik be total time j (time from study onset to the event j), and C ij = C i − R i,j−1 be gap censoring time j, where j = 1, . . . , m i with m i being the number of recurrent events before censoring. We let the observed gap time be X ij = min(T ij , C ij ) and the censoring indicator be δ ij = I(T ij ≤ C ij ), where I(·) is the indicator function. We assume that the distribution of {W i , Z ij , C i , X ij , j = 1, . . . , m i } is independent and identically distributed for all subjects. In the article, we use lowercase letters to denote realization of the corresponding random variables, that is,
Based on the hazard function (4), the likelihood function conditional on frailty
In likelihood function (5), the baseline hazard function λ 0 (t) is unspecified. To increase modeling flexibility, we model λ 0 (t) as a smoothing function without specifying a specific parametric functional form. Specifically, we adopt a penalized spline with a set of sufficiently flexible spline basis. Rupper et al. [38] suggested that quadratic or cubic regression splines can fit the data better than linear splines with small number of knots. For cubic splines, the columns of model matrix tend to be highly correlated because each column is a transformed version of t, which can introduce considerable collinearity [29] . The collinearity may result in a nearly singular model matrix and imprecision in the spline fit [38] . The cubic B-spline basis re-scales the cubic spline basis, and is more numerically stable than truncated power bases in computation. The baseline hazard function using the cubic B-spline basis is λ
The knot locations (κ 1 , . . . , κ K ) are equally spaced as suggested by Eilers and Max [12] . Gray [20] suggested to use the cubic B-spline with fairly small number of basis functions (10-20 knots) and that the number of knots has little effect on the fixed effects parameter estimation. Alternatively, other strategy (e.g. model selection criteria) can be applied to choose the optimal number and location of knots [38] . To avoid over-fitting by splines, we impose a penalty based on finite differences of the coefficients of adjacent B-splines [12] . This type of penalty is a discrete approximation to the traditional integrated square of the finite derivation and it reduces the computation complexity. The penalty term with the first order differences can be written as ζ
where ζ is the smoothing parameter [12] . In Bayesian framework, Lang and Brezger [31] 
where the variance parameter τ u controls the amount of smoothness of spline functions, and it corresponds to the smoothing parameter ζ .
The covariate effects β = (β 1 , . . . , β J ) and the event effect α = (α 1 , . . . , α J−1 ) are event-specific parameters which may vary by the number of past events. Since the biological mechanism of covariate and event effect on the risk function may be similar across different event incidences, it is more realistic and efficient to borrow strengths from adjacent events. To do this, we use a random walk prior process [13] that assumes a smoothing marginal dependence structure on β j (or α j ). Formally, the random walk prior process is specified as β j ∼ N(β j−1 , τ β ), for j = 2, . . . , J − 1, with diffuse priors β 1 ∝ constant. A similar random walk prior with τ α as the variance of normal prior can be used for the event effects α j . By random walk prior specification, the estimation of β and α can borrow strength from the adjacent events and improve efficiency in the estimation process, especially when the sample sizes are small for the later events.
Because there is no prior information about the model parameters, we specify diffuse prior distributions for all other parameters. Specifically, we assign the N(0, 100) prior distribution for event-invariant covariate effects, and assign the inverse gamma distribution Inv-Gamma(a, c) (with very small a and c, e.g, a = c = 0.001) for the variance parameters τ , τ u , τ α , and τ β . We have investigated other selections of diffuse prior distributions with various hyper-parameters and have obtained very similar results in both the simulation studies and the application to the ALLHAT-LLT study.
To obtain the estimates of the parameter vector, we generate samples using Hamiltonian Monte Carlo (HMC) [11] and No-U-Turn Sampler (NUTS) [22] , which are MCMC algorithms that avoid random walk behavior by using the gradient of the log-posterior. Both HMC and NUTS algorithms are implemented in Stan, a probabilistic programming language implementing statistical inference. The model fitting is performed in Stan (version 2.14.0) (Stan Development Team, 2016) by specifying the full likelihood function and the prior distributions of all unknown parameters. For large datasets, Stan may be more efficient than the BUGS language in achieving faster convergence and requiring smaller number of samples [22] . The convergence of the MCMC chains is assessed via monitoring MCMC chain histories, autocorrelation plots, and density plots. In addition, we run multiple chains with different initial values and compute the Gelman-Rubin scale reduction statistics ( R) to ensure R of all parameters smaller than 1.1 [16] . From the MCMC samples, we estimate the posterior means, posterior standard deviations, and 95% credible intervals of parameters. To facilitate easy reading and implementation of the proposed model, a Stan code has been posted in the Web Supplement.
Model selection criteria
We use the conditional predictive ordinate (CPO) [15] statistic for our model selection, derived from the posterior predictive distribution (PPD). Let the parameter vector θ = (β, α, τ , τ u , τ α , τ β , u) with u = (u 1 , . . . , u K+3 ) being the vector of spline basis coefficients. For subject i, the CPO statistic is defined as
. . , x im i ) is the vector of the observed gap times, f (x i | θ) is the density function obtained from model (5), π(θ | D) is the posterior distribution, D is the full data, and D (−i)
is the data with subject i deleted. There is no analytic solution for the above integration. In the absence of a closed form, a Monte Carlo approximation of CPO i can be obtained using the harmonic-mean approximation [10] as
, where θ (m) is the parameter samples at the mth iteration of a total of M posterior samples after burn-in. A large CPO value indicates a better fit. The summary statistic of the CPO is the log pseudo-marginal likelihood (LPML), defined as LPML = n i=1 log( CPO i ). We can compare different models using LPML, where larger value of LPML indicates better fit.
Another widely used model selection approach is deviance information criterion (DIC) [40] which can be computed from the posterior samples. DIC provides an assessment of model fitting and a penalty for model complexity. Because of the mixture framework in our model, we use the DIC 3 measurement [6] . The DIC 3 is defined as DIC 3 
Simulation study
We conduct simulation studies to compare the performance of four candidate models: frailty model (1), PWP-GT model (2), conditional frailty model (3) , and the proposed model (4). In each simulation study, we generate 600 datasets with 400 subjects within each dataset. The event times are generated from the hazard function λ ij (t) = λ 0 (t) exp(X i1 β j + X i2 η + w i + α j−1 ), where λ 0 (t) is the baseline hazard function, X i1 is a binary variable taking values 0 or 1 with probability 0.5, β j is event-specific parameter, and X i2 is a continuous variable generated from the normal distribution with mean 0 and standard deviation 0.5. The coefficient for X i2 is η = −0.5. We consider frailty w i following a normal distribution with mean 0 and variance τ = 0.5. The baseline hazard function follows Weibull distribution with λ 0 (t) = 0.04t 0.25 . The event effect α k is assumed to decrease as event increasing where α j = 0.4j −0.6 . The censoring time c i is generated from a uniform distribution with the range of 12 and 15.
We use the inference procedure in Section 2.3 to estimate the unknown parameters and set the number of knots for baseline hazard function to be 10. We have explored different number of knots and obtained very similar results. In each simulation study, we run two parallel MCMC chains with over-dispersed initial values. Each chain is run for 10,000 iterations. The first 5000 iterations are discarded as burn-in, and the remaining 5000 samples are used to obtain the posterior distributions of the parameters. We compute bias (the average of posterior means minus the true values), standard error (SE, the standard deviation of the posterior means), mean standard error (SEM, the sample mean of the square root of posterior variances), and coverage probability (CP) of 95% equal-tail credible intervals. In the simulation study I, we assume that the event-invariant covariate effects β j ≡ 0.5 for all j. The data are fitted by all four candidate models. The simulated data exhibit both subject-specific heterogeneity and event dependence. Therefore, we expect to see biased estimates from the models which do not consider both of these data features. Table 1 displays the results from all four models. The estimation from the frailty model is biased because it does not consider the event dependence. Moreover, the random effects variance (τ ) is overestimated because under the assumption of no event dependence, the frailty model treats part of event dependence as subject-specific heterogeneity. Large bias is observed in the results from the PWP-GT model. Similar simulation results have been reported in the literature [4, 30, 41] . By accounting for both subject-specific heterogeneity and event dependence, the conditional frailty model provides the parameter estimates close to the true values, with SEM being close to SE and CP being close to the nominal value. In general, the conditional frailty model outperforms the frailty model and PWP-GT model, in the presence of both subject-specific heterogeneity and event dependence. However, it does not model the event dependence explicitly and cannot explicitly inform how the past events impact the risk of a next event. Compared to the other models, the proposed model provides additional information related to event dependence which may be critically important for researchers, because the hazard ratio of a subject with any number of past events having the next event as compared to a subject without event history (α) can be obtained.
In the simulation study II, we allow both the event effect and the treatment effect to be event-varying (α j = 0.4j −0.6 and β j = 1.5 − 0.06j 1.5 ) and compare the proposed model with the conditional frailty model. Table 2 suggests that the proposed model generally provides estimates with negligible bias, SE being close to SD, and CP being reasonably close to 95%, indicating that the proposed model can successfully recover the true parameters in the presence of both event-varying treatment effect and event dependence. In comparison, the conditional frailty model gives large bias and higher SEM for the event-varying covariate effects (β) because it essentially fits a separate model for each event. Note that the bias for β 5 from the conditional frailty model is particularly large because we assume λ 0j = λ 05 and β j = β 5 for j ≥ 5, to ensure sufficient sample size in the last strata (subjects with at least five recurrent events). Consequently, the estimated β 5 is the 'average effect' for the fifth event and the events thereafter. However, the proposed model does not have such restriction where each event effect and covariate effect are modeled explicitly. The simulation studies I and II assume that both subject-specific heterogeneity and event dependence exist. In the simulation study III, we follow similar setting as simulation study I and assume no subject-specific heterogeneity (τ = 0) and no event dependence (α j ≡ 0). Thus, all four models (frailty model, PWP-GT model, conditional frailty model, and the proposed model) are overparameterized. And, the simulation results (Web Table 1 ) suggest that the proposed model still performs reasonably well under model overparameterization.
In conclusion, the simulation results suggest that the proposed model can account for both subject-specific heterogeneity and event dependence, can explore the event-varying effects of covariates and past events, and can provide less biased parameter estimates than other candidate models. Compared to the conditional frailty model, the proposed model, by introducing event effect parameter α k , explicitly estimates the event dependence and explores the function form of the event effect for the risk of future events. Further, the proposed model provides more accurate parameter estimates than the conditional frailty model because it can borrow information from adjacent events.
Application to ALLHAT data
In this section, we apply the proposed model to the motivating ALLHAT-LLT study. In the analysis of recurrent CVD events (including myocardial infarction, stroke, and heart failure), we use two parallel chains with over-dispersed initial values and run each chain for 10,000 iterations. The first 5000 iterations are discarded as burn-in and the parameter estimates are based on the remaining 5000 iterations from each chain. For the baseline hazard function, we use Bayesian B-splines with 10 knots. We have investigated other selections of knots and obtained very similar results. For the ease of illustration, we apply the Bayesian random walker prior as detailed in Section 2.3 to estimate the event effect and the event-varying effect of one covariate (treatment), while the effects of more eventvarying covariates can be easily modeled in a similar fashion. Good mixing properties of the MCMC chains are observed in the trace plots which are posted in Web Figure 1 .
Previous studies suggest a number of risk factors for CVDs, including older age, male gender, hypertension, diabetes, tobacco use, excessive alcohol consumption, excessive sugar consumption, prior history of CVDs, obesity, lack of physical activity, air pollution, etc. [14, 25] . Based on the data availability, we include the following covariates in the model for CVD events: lipid-lowering group (llt = 0 for usual care, 1 for pravastatin), gender (gender = 0 for female, 1 for male), race (race = 0 for white and others, 1 for black), diabetes (diabetes = 0 for no, 1 for yes), cigarette smoking (smoker = 0 for never smoker, 1 for current smoker, 2 for past smoker), aspirin use (aspirin = 0 for no, 1 for yes), antihypertensive treatment before study onset (blmeds = 0 for no, 1 for yes), antihypertensive randomization group (att = 0 for doxazosin, 1 for chlorthalidone, 2 for amlodipine, 3 for lisinopril), occurrence of CHD before study onset (lchd = 0 for no, 1 for yes), age, body mass index (bmi), systolic blood pressure (sbp), diastolic blood pressure (dbp), high-density lipoprotein cholesterol (hdl), and low-density lipoprotein cholesterol (ldl).
It is expected that the gap times between consecutive CVD events are positively correlated. To accommodate this correlation, we fit the proposed model with the event-varying treatment effect ( llt j ) and event effect (α j ) while adjusting for all the CVD risk factors. Table 3 presents the estimated the event-varying treatment effect llt j and the event effect α j , j = 1, . . . , 10. Table 3 suggests that the overall treatment effect is not statistically significant in reducing the risk of CVD events because the 95% credible intervals of llt j all cover 0. Furthermore, the treatment effect is rather invariant to the number of past events because the estimates of llt j are very similar. Table 3 also suggests that the effect of each event varies. For example, the log relative risk of next CVD event for a subject with one CVD event relative to a subject without any CVD event isα 1 = 0.654 (95% CI [0.457, 0.834]). After the first CVD event, comparing subjects with j past events and ones with j−1 past events, j > 1, the log relative risk of having a CVD event again (α j ) is not significantly different and the event effect (α j , j > 1) are smaller than α 1 . This pattern is not unexpected. The first incidence of CVD event may damage the cardiovascular system and may significantly increase the risk of CVD event recurrence. The CVD event incidences after the first one also increase the risk of future CVD events, but the magnitude of risk increasing may not be as high as the first CVD event. Based on the findings in Table 3 , we reduce our proposed model to a more parsimonious one with event-invariant treatment effect ( llt j = llt, for j = 1, . . . , 10) and linear event effect function with intercept (α j = μ 1 + μ 2 (j − 1), j = 1, . . . , 9). We refer to this model as reduced proposed model.
To assess the performance of the reduced proposed model and the conditional frailty model, we use the model selection criteria in Section 2.4. Table 4 presents DIC 3 , EAIC, and EBIC, LPML values for these two models. The results suggest that the proposed model outperforms the conditional frailty model in all criteria with smaller DIC 3 , EAIC, EBIC, and larger LPML, and hence it is selected as the final model. Table 5 displays the posterior mean, standard deviation (SD), and 95% equal-tail credible intervals from the 
Discussion
In this article, we propose a Bayesian recurrent event model to account for both the subject-specific heterogeneity and event dependence. The proposed method provides robust estimation when the data exhibit both the subject-specific heterogeneity and event dependence, while frailty models and variance-corrected models ignore one of the data features and produce biased estimation. To model the event-varying covariate effects and event effect, we utilize the Bayesian random walk prior. This model strategy can borrow strength from adjacent events and perform better than the event-stratification strategy used in the conditional frailty model. Moreover, our model can inform how the covariate effects and the risk of future disease events change as the number of past events accumulates. The simulation studies suggest that our model is flexible and it can estimate different functional forms of event-varying covariate effects and event effect. In the analysis of the ALLHAT-LLT study, the proposed model has a better fit than the conditional frailty model. We have identified event-invariant and insignificant pravastatin effect, positive event effect on the risk of CVD events, some significant risk factors of recurrent CVD events, in addition to sizeable subject-specific heterogeneity.
There are some limitations in our proposed model that we will address in a future study. First, the recurrent event process may be stopped by some terminal events such as dropout or death. The terminal events are often correlated with the recurrent process (e.g. the subjects with more CVD occurrences are more likely to die), leading to the issue of dependent termination. The dependent termination has a non-neglectable impact on the occurrences of the recurrent events [7, 17, 27] . In this scenario, the shared frailty model is commonly used to introduce the correlation between the processes of recurrent events and termination [26] . However, the recurrent events may change the disease progression and may consequently change the risk of death. Thus, the event dependence between recurrent events and terminal event also needs to be accounted for and quantified. How to address the mutual event dependence in the joint analysis of recurrent events and dependent termination is an important direction of future research. Moreover, we have chosen a normal distribution for the subject-specific heterogeneity. In generalized linear mixed models, misspecification of random effects distribution has little impact on the parameters that are not associated with the random effects [28, 34, 37] . The impact of random effects misspecification in our model framework warrants further investigation.
