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1 Introduction and definitions
1.1 Introduction
Semi-infinite lattice systems with free surface were studied extensively by
mean field and numerical approaches. They exhibit a rich variety of critical
behaviour depending on the relative strengths of the surface and bulk cou-
pling constants. Ordinary critical behaviour occurs when the surface spins
order at the bulk critical temperature as the temperature is lowered. When
the surface couplings are sufficiently enhanced, the surface spins order above
the bulk critical temperature in a transition known as the surface transition.
As the temperature is then lowered through the bulk critical temperature
the extraordinary transition takes place. Finally, a special critical behaviour
arises if the couplings are adjust such that the bulk and surface transitions
coincide. We refer the reader to Binder [3] for a review on the subject. Exact
results may be found in [1], [28]. A rigorous approach of the semi-infinite
Ising model is proposed in a series of articles by Fro¨hlich and Pfister, [15]-
[17]. In particular, they observed that the surface transition does not occur
for temperatures less than the critical bulk temperature (see Figure 1 in [15]).
A new scheme, was found by Lipowsky [26], in the case of the q-state Potts
model. In the many component limit q → ∞, both mean field theory and
Migdal-Kadanoff renormalization group predict a new phase where the bulk
is ordered while the free surface is disordered. The relative strengths of the
surface and bulk couplings can be chosen such that when the temperature
is lowered, first the bulk spins order through an extraordinary transition
and then surface spins order through a surface transition, or a new special
transition arises (see diagram Figure 1 in [26]). Intuitively, one can think that
the low temperature ordered bulk acts upon the spin on the boundary surface
like an external magnetic field. Roughly speaking, one can imagine that this
effect modifies the Hamiltonian in the boundary surface by a term containing
a magnetic field. Then for the Ising case a surface phase transition cannot
occur when the bulk is ordered. However, this observation is not true for
the q-state Potts model where it is known for q large that a disordered state
arises even in a presence of a magnetic field and coexists with the ordered
one aligned with the magnetic field [5].
The aim of this work is to prove that for q large the mean field or renor-
malization group prediction are indeed correct . We will study both surface
phase transitions (of the semi-infinite q-state Potts model for bulk dimension
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d ≥ 3), using the Fortuin-Kasteleyn representation of this model. In doing
so we think that the method can be extended to a broader class of systems.
Let us sketch out the main scheme of the approach. Since we have to
study the surface phase transitions and thus the possible coexistence of “sur-
face phases” (that actually holds), we define following [15] two surface free
energies corresponding respectively to the high and low temperature bulk.
Here by “surface phases” we mean states invariant under horizontal trans-
lations. The ratio of partition functions defining the surface free energies
is then expanded using high or low convergent expansion. This leads to
horizontally translation invariant systems called hydra models that are then
analyzed with the help of Pirogov-Sinai theory [32]. Actually, the theory de-
veloped for the study of translation invariant bulk states can be implemented
to the case under consideration.
The paper is organized as follow. The surface free energies are defined in
the next subsection. In Section 2, we present the Fortuin-Kasteleyn represen-
tation and the ground state analysis of the model. Then we give convergent
cluster expansions of the bulk partition function in the high and low (bulk)
temperature regime. The hydra system for the high temperature bulk case
is presented in Subsection 3.1. Subsections 3.2 and 3.3 are devoted to the
large q analysis of the hydra model. Finally, some proofs are postponed to
the appendix.
1.2 Surface free energies
Consider a ferromagnetic Potts model on the semi-infinite lattice L = Zd−1×
Z
+ of dimension d ≥ 3. At each site i = {i1, ..., id} ∈ L, with iα ∈ Z for
α = 1, ..., d−1 and id ∈ Z+, there is a spin variable σi taking its values in the
set Q ≡ {0, 1, . . . , q−1}. We let d(i, j) = maxα=1,...,d |iα − jα| be the distance
between two sites, d(i,Ω) = minj∈Ω d(i, j) be the distance between the site
i and a subset Ω ⊂ L, and d(Ω,Ω′) = mini∈Ω,j∈Ω′ d(i, j) be the distance
between two subsets of L . The Hamiltonian of the system is given by
H ≡ −
∑
〈i,j〉
Kijδ(σi, σj) (1.1)
where the sum runs over nearest neighbor pairs 〈i, j〉 (i.e. at Euclidean
distance dE(i, j) = 1) of a finite subset Ω ⊂ L, and δ is the Kronecker
symbol: δ(σi, σj) = 1 if σi = σj , and 0 otherwise. The coupling constants
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Kij can take two values according both i and j belong to the boundary layer
L0 ≡ {i ∈ L | id = 0}, or not:
Kij =
{
K > 0 if 〈i, j〉 ⊂ L0
J > 0 otherwise
(1.2)
The partition function is defined by:
Zp(Ω) ≡
∑
e−βHχpΩ (1.3)
Here the sum is over configurations σΩ ∈ QΩ, β is the inverse temperature,
and χpΩ is a characteristic function giving the boundary conditions. In par-
ticular, we will consider the following boundary conditions:
• the free boundary condition: χfΩ = 1
• the ordered boundary condition: χoΩ =
∏
i∈∂Ω δ(σi, 0), where the bound-
ary of Ω is the set of sites of Ω at distance one to its complement
∂Ω = {i ∈ Ω : d(i,L \ Ω) = 1}.
• the free boundary condition in the bulk and ordered boundary condition
on the surface: χfoΩ =
∏
i∈∂sΩ δ(σi, 0), where ∂sΩ ≡ ∂Ω ∩ L0
• the ordered boundary condition in the bulk and free boundary condition
on the surface: χofΩ =
∏
i∈∂bΩ δ(σi, 0),where ∂bΩ = ∂Ω \ ∂sΩ.
Let us now consider the finite box
Ω = {i ∈ L | max
α=1,...,d−1
|iα| ≤ L, 0 ≤ id ≤M}
its projection Σ = Ω ∩ L0 = {i ∈ Ω | id = 0} on the boundary layer and its
bulk part Λ = Ω\Σ = {i ∈ Ω | 1 ≤ id ≤M}.
Following Fro¨hlich and Pfister [15] we introduce two surface free energies,
the free (or disordered) surface free energy with free boundary condition in
the bulk,
gf = − lim
L→∞
1
|Σ| limM→∞ ln
Z f(Ω)
Qf(Λ)
(1.4)
and the ordered surface free energy corresponding to ordered boundary con-
dition in the bulk,
go = − lim
L→∞
1
|Σ| limM→∞ ln
Zo(Ω)
Qo(Λ)
(1.5)
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Here |Σ| = (2L + 1)d−1 is the number of lattice site in Σ, and Qf(Λ) and
Qo(Λ) are the following bulk partition functions:
Qf(Λ) =
∑
exp
{
βJ
∑
〈i,j〉⊂Λ
δ(σi, σj)
}
(1.6)
Qo(Λ) =
∑
exp
{
βJ
∑
〈i,j〉⊂Λ
δ(σi, σj)
} ∏
i∈∂Λ
δ(σi, 0) (1.7)
where the two sums are over configurations σΛ ∈ QΛ. The surface free ener-
gies do not depend on the boundary condition on the surface, in particular
one can replace Z f(Ω) by Z fo(Ω) in (1.4) and replace Zo(Ω) by Zof(Ω) in
(1.5). The partial derivative of the surface free energy with respect to βK
represents the mean surface energy. As a result of this paper we get, for q
large and eβJ−1 < q1/d, that the mean surface energy ∂
∂βK
gf is discontinuous
near βK = ln
(
1 + q1/(d−1)
)
.
Namely, let 〈·〉p denote the infinite volume expectation corresponding to
the boundary condition p:
〈f〉p(βJ, βK) = lim
L→∞,M→∞
1
Zp(Ω)
∑
σΩ∈QΩ
fe−βHχpΩ
defined for local observable f and let e−τ be defined by (3.22) below. As
a consequence of our main result (Theorem 3.6 in Section 3), we have the
following
Corollary 1.1 Assume that eβJ −1 < q1/d and q is large enough, then there
exists a unique value Kt such that
(i) for any n.n. pair ij of the surface
〈δ(σi, σj)〉f(βJ, βK) ≤ O(e−τ ) for K ≤ Kt
〈δ(σi, σj)〉fo(βJ, βK) ≥ 1− O(e−τ) for K ≥ Kt
(ii) for any n.n. pair ij between the surface and the first layer
〈δ(σi, σj)〉f(βJ, βK) ≤ O(e−τ)
〈δ(σi, σj)〉fo(βJ, βK) ≤ O(e−τ)
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In that theorem the ratios of the partition functions entering in the defini-
tion of the surface free energy gf (with both Z
f(Ω) and Z fo(Ω)) are expressed
in terms of partition functions of gas of polymers interacting through a two-
body hard-core exclusion potential. For eβJ − 1 < q1/d and q large, the
associated activities are small according the values of K namely for K ≤ Kt
with the free boundary condition and for K ≥ Kt with the free-ordered
boundary condition. The system is then controlled by convergent cluster
expansion.
In the next subsection, we give the expression of the Fortuin-Kasteleyn
representation of the partition function Zp(Ω). We also present, in Theo-
rems 2.1 and 2.2, the high and low temperature expansions of the Fortuin-
Kasteleyn representation of the bulk partition function Q(Λ) that converge
respectively for eβJ −1 < q1/d and eβJ −1 > q1/d whenever q is large enough.
2 Random cluster models
2.1 The Fortuin–Kasteleyn (FK) representation
By using the expansion eβKijδ(σi,σj) = 1 + (eβKij − 1)δ(σi, σj), we obtain the
Fortuin–Kasteleyn representation [14] of the partition function:
Zp(Ω) =
∑
X⊂B(Ω)
∏
〈i,j〉∈X
(eβKij − 1)qNpΩ(X) (2.1)
where B(Ω) = {〈i, j〉 : i ∈ Ω, j ∈ Ω} is the set of bonds with both endpoints
belonging to Ω, and NpΩ(X) is the number of connected components (regard-
ing an isolated site i ∈ Ω as a component) of a given X ⊂ B(Ω). These
numbers depend on the considered boundary condition; introducing S(X) as
the set of sites that belong to some bond of X and C(X|V ) as the number
of connected components (single sites are not included) of X that do not
intersect the set of sites V , they are given by:
N fΩ(X) = |Ω| − |S(X)|+ C(X|∅)
NoΩ(X) = |Ω| − |S(X) ∪ ∂Ω| + C(X|∂Ω)
N foΩ (X) = |Ω| − |S(X) ∪ ∂sΩ|+ C(X|∂sΩ)
NofΩ (X) = |Ω| − |S(X) ∪ ∂bΩ|+ C(X|∂bΩ)
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Hereafter |E| denotes the number of elements of the set E. The Boltzmann
weight in (2.1) can be written in terms of the following Hamiltonian:
HpΩ(X) = −βs|Xs| − βb|Xb| −NpΩ(X) + |Ω| (2.2)
where Xs = X ∩ B(L0), Xb = X \Xs, and
βs ≡ ln(e
βK − 1)
ln q
βb ≡ ln(e
βJ − 1)
ln q
(2.3)
Actually, one has:
Zp(Ω) = q|Ω|
∑
X⊂B(Ω)
q−H
p
Ω(X) (2.4)
Hence from this representation where the configurations are given by sub-
sets of bonds of the lattice, we are left to analyze a model with an inverse
temperature given by ln q and Hamiltonian given by (2.2) where βs and βb
are independent (real–valued) coupling constants. The next subsection is
devoted to the study of the ground states of this model.
2.2 Ground states
To study the diagram of ground states of the Fortuin–Kasteleyn representa-
tion, it is convenient to introduce the formal Hamiltonian
H(X) ≡ −βs|Xs| − βb|Xb|+ |S(X)| − C(X) (2.5)
where C(X) = C(X|∅) is the number of connected components of X, and
the relative Hamiltonian
H(Y |X) ≡ H(Y )−H(X) (2.6)
Note, that this last expression makes sense for any configurations X and Y
that coincide almost everywhere (a.e.), i.e. that differ only on a finite set
of bonds. A configuration X is called ground state, if for any configuration
Y = X a.e., one has
H(Y |X) ≥ 0
For a fixed bond b of the lattice let nb be the occupation number: nb = 1
if b belongs to X and 0 otherwise. The structure of ground states invariant
under horizontal translations is indicated in Fig. 1 (for positive couplings βs
and βb).
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FIGURE 1 : The diagram of ground states.
There are four regions with a unique ground state:
1. In region I ( βb <
1
d
, βs <
1
d−1 , the ground state is the configuration
X f = ∅ .
2. In region II (βb <
1
d
, βs >
1
d−1 , it is the configuration X
fo = B(Lo).
3. In region III ( βb >
1
d
, βs <
1
d−1(1− βb), it is the configuration Xof =
B(L \ Lo).
4. In region IV ( βb >
1
d
, βs >
1
d−1(1 − βb), it is the configuration Xo =
B(L).
On the separating lines between any two regions the corresponding ground
states coexists. The g.s. X f coexists with X fo and Xo at the point S1 and
with Xof and Xo at the point S2.
On the part of the line βd = 1/d above and on S1, there are furthermore
infinitely many g.s. that coexist with the previous ones, namely all configu-
rations say Xk, k = 2, 3, ..., with occupied bonds nb = 1 below and on the
k layer and empty bonds nb = 0 otherwise. Analogously, on the part of the
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line βd = 1/d below and on S2 there are also infinitely many g.s. coexisting
with the previous ones, namely all configurations X ′k, k = 2, 3, ..., with oc-
cupied bonds above and on the k layer and empty bonds otherwise. Finally,
when βs = 0 and βb ≥ 1, comes in addition to this list the configuration
X˜of = B(L) \B(Lo).
This suggest that for large q the extraordinary transitions will occur
through a sequence of layering transitions. Here we concentrate on the sur-
face transitions, but let us mention a particular study of layering transitions
and entropic repulsion for a simplified Solid-On-Solid type model in [9], [7].
2.3 FK representation in the high temperature regime
In terms of the Fortuin–Kasteleyn representation, the partition function
Qf(Λ) reads:
Qf(Λ) = q|Λ|
∑
Y⊂B(Λ)
qβb|Y |−|S(Y )|+C(Y ) (2.7)
We will first recall that this system is described by a gas of polymers inter-
acting through two-body hard-core potential and with activity given by (2.8)
below.
Indeed, first let us call polymer, a connected subset of B(L) (in the Rd
sense). We will use P(Λ) to denote the set of polymers whose bonds belong
to B(Λ). Two polymers γ1 and γ2 are said compatible (we will write γ1 ∼ γ2)
if they do not intersect, i.e. if the set S(γ1) ∩ S(γ2) is empty. They are said
incompatible otherwise and we will use the notation γ1 ≁ γ2. A family of
polymers is said compatible if any two polymers of the family are compatible
and we will use P(Λ) to denote the set of compatible families of polymers
γ ∈ P(Λ).
Clearly each subset Y of B(Λ) may be decomposed (in a unique way) in
a compatible family of polymers Y = {γ1, . . . , γn}. Introducing the activity
of polymers by
ϕf(γ) = q
βb|γ|−|S(γ)|+1 (2.8)
one has:
Qf(Λ) = q|Λ|
∑
Y ∈P(Λ)
∏
γ∈Y
ϕf(γ) (2.9)
(with the sum running over compatible families of polymers including the
empty-set with weight equal to 1).
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We will now introduce multi-indexes in order to write the logarithm of this
partition function as a sum over these multi-indexes (see [27]). A multi-index
C is a function from the set P(Λ) into the set of non negative integers, and
we let suppC = {γ ∈ P(Λ) : C(γ) ≥ 1}. We define the truncated functional
Φ0(C) =
a(C)∏
γ C(γ)!
∏
γ
ϕf(γ)
C(γ) (2.10)
where the factor a(C) is a combinatoric factor defined in terms of the con-
nectivity properties of the graph G(C) with vertices corresponding to γ ∈
suppC (there are C(γ) vertices for each γ ∈ suppC) that are connected by
an edge whenever the corresponding polymers are incompatible). Namely,
a(C) = 0 and hence Φ0(C) = 0 unless G(C) is a connected graph in which
case C is called a cluster and
a(C) =
∑
G⊂G(C)
(−1)|e(G)| (2.11)
Here the sum goes over connected subgraphs G whose vertices coincide with
the vertices of G(C) and |e(G)| is the number of edges of the graph G. If the
cluster C contains only one polymer, then a(γ) = 1. In other words, the set
of all bonds of polymers belonging to a cluster C is connected. The support
of a cluster is thus a polymer and it is then convenient to define the following
new truncated functional
Φ(γ) =
∑
C:suppC=γ
Φ0(C) (2.12)
As a result we have
Theorem 2.1 Assume that βb < 1/d and c0νdq
− 1
d
+βb ≤ 1, where νd = (2d)2
and c0 = (
√
3 + 2)e
2√
3+1 , then
Qf(Λ) = q|Λ| exp
 ∑
γ∈P(Λ)
Φ(γ)
 (2.13)
with a sum running over (non-empty) polymers of Λ, and the truncated func-
tional Φ satisfies the estimates
|Φ(γ)| ≤ |γ|
(
c0νdq
− 1
d
+βb
)|γ|
(2.14)
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Proof. We first notice that easy geometrical observations [23, 24] gives
the inequality |γ|
d
− |S(γ)|+ 1 ≤ 0 which in turn implies:
ϕf(γ) ≤ q−( 1d−βb)|γ| (2.15)
On the other hand the number of polymers γ of length |γ| = n containing a
given site is less than (νd)
n. This follows from the fact that for any polymer
there exists a path going through the center of every bond at most twice (see
[30]). Then we have
∑
γ∋x ϕf(γ) <∞ as soon as νdq−
1
d
+βb < 1.
According ref. [27], under the condition
ϕf(γ0) ≤
(
eµ(γ0) − 1) exp [−∑
γ≁γ0
µ(γ)
]
(2.16)
where µ is a positive function, one has
ln
∑
Y ∈P(Λ)
∏
γ∈Y
ϕf(γ) =
∑
C
Φ0(C) (2.17)
where the last sum runs over (non empty) clusters of polymers in P(Λ), and
the truncated functional Φ0 satisfies the estimate∑
C:C(γ1)≥1
|Φ0(C)| ≤ µ(γ1) (2.18)
We choose µ(γ) = (aνd)
−|γ| to get by taking into account the above remark
on the entropy of polymers
∑
γ≁γ0
µ(γ) ≤ |S(γ0)|
∞∑
n=1
a−n ≤ (|γ0|+ 1) a
−1
1− a−1 ≤
2
a− 1 |γ0| (2.19)
for a > 1. Since µ(γ0) ≤ eµ(γ0)− 1, the bound (2.15) gives that the condition
(2.16) will be satisfied whenever
νdq
− 1
d
+βbae
2
a−1 ≤ 1 (2.20)
The value a0 =
√
3 + 2 that minimizes the function ae
2
a−1 provides the con-
ditions given in the theorem. By definition (2.12), the relation (2.17) yields
11
(2.13) while the relations (2.18) and (2.19) yield:
|Φ(γ0)| ≤ e−λ|γ0|
∑
C:suppC=γ0
|Φ0(C)|
∏
γ
eλC(γ) (2.21)
≤ e−λ|γ0|
∑
γ≁γ0
∑
C:C(γ)≥1
|Φ0(C)|
∏
γ
eλC(γ) ≤ 2
a0 − 1 |γ0| e
−λ|γ0|
provided νde
λq−
1
d
+βba0e
2
a0−1 ≤ 1; we choose for λ the value that realizes the
equality to get (by taking into account that 2
a0−1 ≤ 1) the estimate (2.14).
Let us mention that a recent study of these expansions for the Potts
model on a general graph, i.e. not restricted to nearest neighbor interactions,
is given in ref. [33].
2.4 FK representation in the low temperature regime
We now derive an expansion of the bulk partition function Qo(Λ) at “tem-
perature” βb >
1
d
. The FK representation of this partition function reads
Qo(Λ) =
∑
Y⊂B(Λ)
qβb|Y |+N
o
Λ(Y ) = qβb|B(Λ)|
∑
Y⊂B(Λ)
q−βb|B(Λ)\Y |+N
o
Λ(Y ) (2.22)
where NoΛ(Y ) = |Λ|−|S(X) ∪ ∂Λ|+C(X|∂Λ). The expansion is mainly based
on a duality property and we first recall geometrical results on Poincare´ and
Alexander duality (see e.g. [25],[2],[12],[19]).
We first consider the lattice Zd and the associated cell-complex L whose
objects sp are called p-cells (0 ≤ p ≤ d): 0-cells are vertices, 1-cells are bonds,
2-cells are plaquettes etc...: a p-cell may be represented as (x; σ1e1, ..., σpep)
where x ∈ Zd, (e1, ..., ed) is an orthonormal base of Rd and σα = ±1, α =
1, ..., d. Consider also the dual lattice
(Zd)∗ =
{
x = (x1 +
1
2
, ..., xd +
1
2
) : xα ∈ Z, α = 1, ..., d
}
and the associated cell complex L∗. There is a one to-one correspondence
sp ↔ s∗d−p (2.23)
between p-cells of the complex L and the d − p-cells of L∗. In particular to
each bond s1 corresponds the hypercube s
∗
d−1 that crosses s1 in its middle.
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The dual E∗ of a subset E ⊂ L is the subset of elements of L∗ that are in
the one-to-one correspondence (2.23) with the elements of E.
We now turn to the Alexander duality in the particular case under con-
sideration in this paper. Let Y ⊂ B(Λ) be a set of bonds. We define the
A-dual of Y as
Ŷ = (B(Λ) \ Y )∗ (2.24)
As a property of Alexander duality one has∣∣∣Ŷ ∣∣∣ = |B(Λ) \ Y | (2.25)
NoΛ(Y ) = Ncl(Ŷ ) (2.26)
where Ncl(Ŷ ) denotes the number of independent closed (d − 1)-surfaces of
Ŷ . We thus get
Qo(Λ) = qβb|B(Λ)|
∑
Ŷ⊂[B(Λ)]∗
q−βb|Ŷ |+Ncl(Ŷ ) (2.27)
Now as in the previous subsection, the system can be described by a gas
of polymers interacting through hard core exclusion potential. Indeed, we
introduce (hat)-polymers as connected subsets (in the Rd sense) of (d − 1)-
cells of L∗ and let P̂(Λ) denote the set of polymers whose (d−1)-cells belong
to [B(Λ)]∗. Two polymers γ̂1and γ̂2 are compatible (we will write γ̂1 ∼ γ̂2) if
they do not intersect and incompatible otherwise (we will write γ̂1 ≁ γ̂2). A
family of polymers is said compatible if any two polymers of the family are
compatible and we will use P̂(Λ) to denote the set of compatible families of
polymers γ̂ ∈ P(Λ). Introducing the activity of polymers by
ϕo(γ̂) = q
−βb|γ̂|+Ncl(γ̂) (2.28)
one has:
Qo(Λ) = qβb|B(Λ)|
∑
Ŷ ∈P̂(Λ)
∏
γ̂∈Ŷ
ϕo(γ̂) (2.29)
(with the sum running over compatible families of polymers including the
empty-set with weight equal to 1). As in the previous subsection, we introduce
multi-indexes Ĉ as functions from the set P̂(Λ) into the set of non negative
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integers, and the truncated functional
Φ̂0(Ĉ) =
a(Ĉ)∏
γ̂ Ĉ(γ̂)!
∏
γ̂
ϕo(γ̂)
C(γ̂) (2.30)
Φ̂(γ̂) =
∑
Ĉ:supp Ĉ=γ̂
Φ̂0(Ĉ) (2.31)
Here supp Ĉ =
{
γ̂ ∈ P̂(Λ) : C(γ̂) ≥ 1
}
and a(Ĉ) is defined by (2.11) with a
graph G(Ĉ) with vertices corresponding to γ̂ ∈ supp Ĉ that are connected by
an edge when the corresponding polymers are incompatible. Again, Φ̂0(Ĉ) =
0 if Ĉ is not a cluster i.e. if the set of all d − 1-cells of polymers belonging
to supp Ĉ is not connected.
Theorem 2.2 Assume that βb > 1/d and ĉ0ν̂dq
−βb+ 1d ≤ 1, where ν̂d =
d224(d−1), and ĉ0 =
[
1 + 2d−2(1 +
√
1 + 23−d)
]
exp
[
2
1+
√
1+23−d
]
, then
Qo(Λ) = eβb|B(Λ)| exp
 ∑
γ̂∈P̂(Λ)
Φ̂(γ̂)
 (2.32)
with a sum running over (non-empty) polymers, and the truncated functional
Φ̂ satisfies the estimates∣∣∣Φ̂(γ̂)∣∣∣ ≤ |γ̂|(ĉ0ν̂dq−βb+ 1d)|γ̂| (2.33)
Proof. We first notice that the obvious geometrical inequality Ncl(γ̂) ≤
|γ̂|/d implies:
ϕo(γ̂) ≤ q−(βb− 1d )|γ̂| (2.34)
On the other hand the number of polymers γ̂ of length |γ̂| = n containing a
given vertex is less than (ν̂d)
n. To see it, we first observe that the number of
p-cells that share a same vertex equals 2p
(
d
p
)
: 2p is the choice for the signs of
the σ’s and the binomial coefficient
(
d
p
)
is the choice for p vectors eα among
(e1, ..., ed). This implies (by duality) that a (d−1)-cell contains 2d−1 vertices
and hence that the number of (d− 1)-cells connected (i.e. sharing at least a
vertex) with a given (d− 1)-cell is less than 2(d−1)(d2(d−1) − 1). Finally, one
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uses the fact that for any polymer of length n there exists a path of length
less than 2n going through the center of every (d− 1)-cell.
For a function µ(γ̂) = (aν̂d)
−|γ̂| we get
∑
γ̂≁γ̂0
µ(γ̂) ≤
∞∑
n=1
|S(γ̂0)|a−n ≤ 2
d−1
a− 1 |γ̂0| (2.35)
if a > 1 and the convergence condition (2.15) for the case under consideration
will be satisfied whenever
ν̂dq
−βb+ 1dae
2d−1
a−1 ≤ 1 (2.36)
Here we choose a0 = 1 + 2
d−2(1 +
√
1 + 23−d) that minimizes the function
ae
2d−1
a−1 .
The remainder of the proof is analog to that of Theorem 2.1
3 Surface transition in the high temperature
bulk regime
3.1 Hydra model
To study the surface free energy gf we shall express the ratio of partition
functions entering in its definition (1.4) in terms of a partition function of
geometrical objects to be called hydras.
Definition 3.1 A connected set of bonds δ ⊂ B(Ω) is called hydra if there
exists a bond of δ which has one of its endpoint on the boundary surface Σ
(i.e. if S(δ) ∩ Σ 6= ∅).
Any bond of the hydra with one endpoint in the boundary surface Σ and
one endpoint in the bulk Λ is called neck of the hydra.
A connected component of bonds of the hydra with two endpoints in the
boundary surface is called foot of the hydra.
A connected component of bonds of the hydra with two endpoints in the
bulk is called head of the hydra (heads of hydras are polymers introduced in
Subsection 2.3).
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FIGURE 2 : A hydra, in two dimensions (a dimension not considered in this paper),
with 2 feet (components of full lines), 5 necks (dotted lines), and 3 heads (components of
dashed lines).
We let H(Ω) denote the set of hydras of Ω. Two hydras δ1 and δ2 are said
compatible (we will write δ1 ∼ δ2) if S(δ1) ∩ S(δ2) 6= ∅. A family of hydras
is said compatible if any two hydras of the family are compatible and we let
H(Ω) denote the set of compatible families of hydras δ ∈ H(Ω).
Clearly, a connected subset of bonds included in B(Ω) is either a hydra
δ ∈ H(Ω) or a polymer γ ∈ P(Λ) (defined in subsection 2.3) and thus any
subset of B ∈ B(Ω) is a disjoint union of a compatible family of hydras
X ∈ H(Ω) with a compatible family of polymers Y ∈ P(Λ).
Then, the partition function Zp(Ω) defined by (2.4) reads
Zp(Ω) = q|Ω|
∑
X∈H(Ω)
q−H
p
Ω(X)
∑
Y ∈P(Λ):Y∼X
∏
γ∈Y
ϕf(γ) (3.1)
where we take into account that the Boltzmann weight q−H
p
Ω(Y ) of the subsets
Y ⊂ B(Λ) coincides with the bulk one given in (2.7) and the compatibility
Y ∼ X means S(Y ) ∩ S(X) = ∅.
According to Subsection 2.3, the last sum in the RHS of the above formula
can be exponentiated as: exp
{∑
γ∈P(Λ);γ∼X Φ(γ)
}
. Hence dividing the above
partition function by the partition function Qf(Λ) we get by taking into
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account Theorem 2.1:
Ξp(Ω) ≡ Z
p(Ω)
Qf(Λ)
(3.2)
= q|Σ|
∑
X∈H(Ω)
q−H
p
Ω(X) exp
− ∑
γ∈P(Λ);γ≁X
Φ(γ)

Hereafter the incompatibility γ ≁ X means S(γ) ∩ S(X) 6= ∅.
Ξp(Ω) is thus the partition function of a gas of hydras X = {δ1, . . . , δn}
whose activities are defined from the Hamiltonian HpΩ(X); they interact
through hard-core exclusion potential and through a long range interaction
potential (decaying exponentially in the distance under the hypothesis of
Theorem 2.1) defined on the polymers of the bulk.
Notice that if we neglect this long range potential, the system of hydras
will reduce itself to a (d − 1) Potts model (in the FK representation), when
we moreover restrict to consider only hydras without neck and without head.
As well known, the (d − 1) Potts model undergoes a temperature driven
first order phase transition (at some inverse temperature ≈ (d − 1)−1 ln q),
whenever q is large enough and d ≥ 3. We will show that it is also the
case for the hydra model (3.2) implementing the fact that the necks and the
heads of hydras modify only weakly their activities and that the long range
interaction potential decays exponentially (the needed assumptions are close
to those of Theorem 2.1).
To this end it is convenient to first rewrite this potential in terms of a
model of aggregates, a technique already developed in many analog situations
(see e.g. [18],[11]). Let us introduce the (real-valued) functional
Ψ(γ) = e−Φ(γ) − 1 (3.3)
defined on polymers γ ∈ P(Λ). An aggregate A is a family of polymers
whose support, suppA = ∪γ∈Aγ, is connected. Two aggregates A1 and A2
are said compatible if suppA1 ∩ suppA2 = ∅. A family of aggregates is said
compatible if any two aggregates of the family are compatible and we will
use A(Λ) to denote the set of compatible families of aggregates. Introducing
the statistical weight of aggregates by
ω(A) =
∏
γ∈A
Ψ(γ) (3.4)
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we then get:
exp
−
∑
γ∈P(Λ);
γ≁X
Φ(γ)
 =
∏
γ∈P(Λ);
γ≁X
(1 + Ψ(γ))
=
∑
A∈A(Λ)
∏
A∈A;
A≁X
ω(A) (3.5)
where A ≁ X means that every polymer of the aggregate A is incompatible
with X. Since the support of aggregates is a connected set of bonds i.e. a
polymer, it is convenient (as it was done for clusters in Subsection 2.3) to
sum the statistical weights (3.4) over aggregates with same support. We thus
define the weight
ψ(γ) ≡
∑
A:suppA=γ
ω(A) (3.6)
with A ≁ X, to get
Ξp (Ω) = q|Σ|
∑
X∈H(Ω)
q−H
p
Ω(X)
∑
Y ∈P(Λ)
∏
γ∈Y
γ≁X
ψ(γ) (3.7)
The system is thus described by two families: a compatible family of
hydras and a compatible family of polymers each of these polymers being
incompatible with the family of hydras.
The next subsections are devoted to the large q analysis of this model in
the frame of Pirogov-Sinai theory. As well known in this theory, it is useful
to introduce diluted and crystal partition functions for which an important
set of recurrence relation holds (see Lemma 3.2 below). Let us introduce the
diluted partition functions for our system .
We define the envelope E(M) of a set of sites of the lattice L as the set
of bonds of B(L) that contain an endpoint in M . Next it is convenient to
define local observables with which the main terms of the Hamiltonian (the
number of bonds and the number of sites) can be written.
Let the energy per site of a configuration X ⊂ B(L) be:
ei(X) = −βs
2
|E(i) ∩Xs| − βb
2
|E(i) ∩Xb|+ |i ∩ S(X)| (3.8)
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where Xs = X∩B(L0) and Xb = X \Xs. We define, for (any) volume Ω ⊂ L,
the diluted Hamiltonian of a configuration X = Xp a.e., as:
HdilΩ (X) =
∑
i∈Ω
ei(X)− C(X) + C(Xp) (3.9)
where the number of connected components C(X f) of the ground state X f
equals 0, and the number of connected component C(X fo) of the ground state
X fo equals 1.
Note that even though our model is defined on a d–dimensional box Ω it
has a (d − 1)-dimensional structure and the highest order of the logarithm
of partition functions behaves like O(|Σ|). It will be convenient to consider
Ω as a set of lines. We let a line L(x) be a cylinder set of sites of L whose
projection on the boundary layer is the site x and whose height is less than a
given numberM : L(x) = {i ∈ L |(i1, ..., id−1) = x ∈ L0, id ≤M}. We let LM
be the set of all such lines. For Ω ⊂ LM , we let Σ = Ω∩L0, be its projection
on the boundary layer, Λ = Ω \ Σ and ‖Ω‖ = |Σ| be the number of lines
of Ω. We will use Hp(Ω) to denote the set of compatible families of hydras
defined on the envelope E(Ω) that coincide with the ground state Xp on the
envelope E(∂Ω) and on the envelope E(LM \Ω), and use Pdil (Λ) to denote
the compatible families of polymers defined on E(Ω) \ (E(Σ) ∪ E(∂Ω)).
The diluted partition function is defined by
Ξdilp (Ω) =
∑
X∈Hp(Ω)
q−H
dil
Ω (X)
∑
Y ∈Pdil(Λ)
∏
γ∈Y
γ≁X
ψ(γ) (3.10)
Notice that the diluted Hamiltonian on ground states reads on set of lines
Ω ⊂ LM :
HdilΩ (X
p) = ep ‖Ω‖ (3.11)
where
ef = 0
efo = 1− (d− 1)βs (3.12)
Up to a boundary term O(∂Σ) one has ln Ξp (Ω) = ‖Ω‖ ln q + lnΞdilp (Ω) so
that
− lim
Ω↑L
1
‖Ω‖ ln Ξ
dil
p (Ω) = gf + ln q (3.13)
where Ω ↑ L means that we take first the limit M → ∞ and then the limit
Σ ↑ L0 in the van-Hove or Fisher sense.
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Notice also the following bound
0 ≤ ∂
∂βs
ln Ξdilp (Ω) ≤ ‖Ω‖ (d− 1) ln q (3.14)
3.2 contours
Let Ω ⊂ LM and (X, Y ) be a configuration of our system in Ω: X ∈
Hp(Ω), Y ∈ Pdil(Ω), Y ≁ X. A site i ∈ Ω is called p-correct, if X coin-
cides with the ground state Xp on the bonds of the envelope E(i) and Y
does not contain any bond of E(i). A line is called p-correct if all the sites
of the line are p-correct. In other words a line L is f-correct if X ∩E(L) = ∅
and Y ∩ E(L) = ∅; a line L is fo-correct if X ∩ E(L) = B(L0) ∩ E(L) and
Y ∩ E(L) = ∅. Sites and lines that are not p-correct are called incorrect.
The set of incorrect lines of a configuration (X, Y ) is called boundary of
the configuration (X, Y ).
A triplet Γ = {suppΓ, X(Γ), Y (Γ)}, where suppΓ is a maximal connected
subset of the boundary of the configuration (X, Y ) called support of Γ, X(Γ)
the restriction of X to the envelope E(supp Γ) of the support of Γ, and
Y (Γ) the restriction of Y to E(supp Γ), is called contour of the configuration
(X, Y ). Hereafter a set of sites is called connected if the graph that joins all
the sites i, j of this set with d(i, j) ≤ 1 is connected.
A triplet Γ = {supp Γ, X(Γ), Y (Γ)}, where supp Γ is a connected set of
lines is called contour if there exists a configuration (X, Y ) such that Γ is a
contour of (X, Y ). We will use |Γ| to denote the number of incorrect points
of supp Γ and ‖Γ‖ to denote the number of lines of supp Γ .
Consider the configuration having Γ as unique contour; it will be denoted
(XΓ, Y Γ). Let Lp(Γ) be the set of p-correct lines of LM \ supp Γ. Obviously,
either a component of Lf(Γ) is infinite or a component of Lfo(Γ) is infinite.
In the first case Γ is called contour of the free class or f-contour and in
the second case it is called fo-contour. When Γ is a p-contour (we will
let Γp denote such contours) we use Ext Γ to denote the unique infinite
component of Lp(Γ); this component is called exterior of the contour. The
set of remaining components of Lp(Γ) is denoted IntpΓ and the set Lm6=p(Γ)
is denoted IntmΓ. The union IntΓ = IntfΓ ∪ IntfoΓ is called interior of the
contour and V (Γ) = supp Γ ∪ IntΓ.
Two contours Γ1 and Γ2 are said compatible if the union of their supports
is not connected. They are mutually compatible external contours if V (Γ1) ⊂
Ext Γ2 and V (Γ2) ⊂ Ext Γ1.
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We will use G(Γp) to denote the set of configurations having Γp as unique
external contour. The crystal partition function is then defined by :
Ξcr(Γp) =
∑
(X,Y )∈G(Γp)
q−H
dil
V (Γp)
(X)
∏
γ∈Y
ψ(γ) (3.15)
Lemma 3.2 The following set of recurrence equations holds :
Ξdilp (Ω) =
∑
{Γp1,...,Γpn}ext
q−ep‖Ext‖
n∏
i=1
Ξcr(Γpi ) (3.16)
Here the sum is over families {Γp1, . . . ,Γpn}ext of mutually compatible external
contours in Ω (suppΓpi ⊂ Ωint = {i ∈ Ω : d(i,LM \ Ω) > 1}), ‖Ext‖ = ‖Ω‖ −∑
i
‖V (Γpi )‖ where ‖V (Γpi )‖ is the number of lines of V (Γpi );
Ξcr(Γp) = ̺(Γp)
∏
m∈{f,fo}
Ξdilm (IntmΓ
p) (3.17)
where:
̺(Γp) ≡ q−HdilsuppΓp(XΓ
p
)
∏
γ∈YΓp
ψ(γ) (3.18)
Proof. We have only to observe that for any X ∈ Hp(Ω)
HdilΩ (X) =
∑
Γ
HdilsuppΓ(X
Γ) +
∑
p
ep ‖Lp(X) ∩ Ω‖ (3.19)
where the sum is over all contours of the boundary of the configuration
(X, Y = ∅) and ‖Lp(X) ∩ Ω‖ is the number of p–correct lines inside Ω of this
configuration.
Lemma 3.2 gives the following expansion for the partition function
Ξdilp (Ω) = q
−ep‖Ω‖
∑
{Γp1,...,Γ
p
n}comp
n∏
i=1
z(Γpi ) (3.20)
where the sum is now over families of compatibles contours of the same class
and
z(Γp) = ̺(Γp) qep‖Γ
p‖Ξ
dil
m (IntmΓ
p)
Ξdilp (IntmΓ
p)
(3.21)
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with m 6= p (and ‖Γp‖ is the number of lines of supp Γp).
To control the behavior of our system, we need to show Peierls condition,
that means that ̺(Γp) qep‖Γ
p‖ has good decaying properties with respect to
the number of incorrect points |Γp| of supp Γp. In fact we shall consider
the modified Peierls condition introduced in ref. [21] where ep is replaced by
e = min (ef, efo). Let
e−τ =
(
22d−1q−
1
2(d−1) + 24cν3dq
−( 1d−βb)
) 1
1− 6cν3dq−(
1
d
−βb)
(3.22)
where c = 8e(e− 1)(√3 + 2)e 2√3+1 and νd = (2d)2. We have the following
Proposition 3.3 (Peierls condition) Let Ω ⊂ LM be a finite connected
set of lines, assume that βb <
1
d
, and 6cν3dq
− 1
d
+βb < 1, then for all βs ∈ R :∑
Γp:suppΓp=S
|̺(Γp) | qe‖Γp‖ ≤ e−τ‖S‖ (3.23)
where ‖S‖ is the number of lines of S.
The proof is postponed to the Appendix.
The recurrence equations of Lemma 3.2 play in our case the role of Lemma
2.3 from Ref. [32]. Together with the Peierls estimates 3.3, they allow to
study the states invariant under horizontal translation (HTIS) of the hydra
system by applying Pirogov-Sinai theory. Here we do not need any extension
[10] [6] developed for interacting contours. Actually we have non interacting
contours and only a standard form of the theory is required. We present it
in the next subsection. We chose Zahradnik’s approach [34] with the notion
of truncated contour models including some improvements from [20]. We are
dealing with complex activities, a situation analyzed in Refs. [35], [4] and we
mainly follow the presentation given in that last reference.
3.3 Diagram of horizontal translation invariant states
To state our result, we first define the functional
Kp(S) =
∑
Γp:suppΓp=S
z(Γp) (3.24)
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Consider the partition function Ξdilp (Ω) (3.20) and for a compatible family
{Γp1, ...,Γpn}comp of p-contours, denote by S1, ..., Sn their respective supports.
By summing over all contours with the same support this partition function
can be written as the partition function of a gas of polymers S with activity
Kp(S) =
∑
Γp:suppΓp=S
z(Γp) interacting through hard-core exclusion potential:
Ξdilp (Ω) = q
−ep‖Ω‖
∑
{S1,...,Sn}comp
n∏
i=1
Kp(Si) (3.25)
Here {S1, ..., Sn}comp denotes compatible families of polymers, that is
d(Si, Sj) > 1 for every two Si and Sj in the family: recall that by definitions
of contours a polymer S is a set of lines whose graph that joins all the points
of the lines of S at distance d(i, j) ≤ 1 is connected.
Next we define auxiliary models, namely the truncated contour models
associated to each boundary conditions.
Definition 3.4 A truncated contour functional is defined as
K ′p(S) =
{
Kp(S) if ‖Kp(S)‖ ≤ e−α‖S‖
0 otherwise
(3.26)
where ‖Kp(S)‖ =
∑
Γp:suppΓp=S |z(Γp)| , and α > 0 is some positive parameter
to be chosen later (see Theorem 3.6 below).
Definition 3.5 The collection {S, p} of all p-contours Γpwith support
suppΓp = S is called stable if
‖Kp(S)‖ ≤ e−α‖S‖ (3.27)
i.e. if Kp(S) = K
′
p(S).
We define the truncated partition function Ξ′p(Ω) as the partition function
obtained from Ξdilp (Ω) by leaving out unstable collections of contours, namely
Ξ′p(Ω) = q
−ep‖Ω‖
∑′
{Γp1 ,...,Γpn}comp
n∏
i=1
z(Γpi )
= q−ep‖Ω‖
∑
{S1,...,Sn}comp
n∏
i=1
K ′p(Si) (3.28)
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Here the sum goes over compatible families of stable collections of contours.
Let
hp = − lim
Ω→L
1
‖Ω‖ ln Ξ
′
p(Ω) (3.29)
be the metastable free energy of the truncated partition function Ξ′p(Ω).
For α large enough, the thermodynamic limit (3.29) can be controlled by
a convergent cluster expansion. We conclude the existence of hp, together
with the bounds
e−κe
−α|∂sΩ| ≤ Ξ′p(Ω)ehp‖Ω‖ ≤ eκe
−α|∂sΩ| (3.30)
|hp − ep ln q| ≤ κe−α (3.31)
shown below. Here κ = κcl (χ
′)2 where κcl =
√
5+3
2
e
2√
5+1 is the cluster con-
stant [20] and κ′ = 3d−1− 1; ∂sΩ = ∂Ω∩L0 in the way defined in Subsection
1.2.
Theorem 3.6 Assume βb < 1/d and q is large enough so that e
−α ≡
e−τ+2κ
′+3 < 0.7
κκ′ , then there exists a unique β
t
s =
1
d−1 +O(e
−τ ) such that :
(i) for βs = β
t
s
Ξdilp (Ω) = Ξ
′
p(Ω)
for both boundary conditions p =f and p =of , and the free energy of
the hydra model is given by gf + ln q = hf = hfo .
(ii) for βs < β
t
s
Ξdilf (Ω) = Ξ
′
f(Ω)
and gf + ln q = hf < hfo
(iii) for βs > β
t
s
Ξdilfo (Ω) = Ξ
′
fo(Ω)
and gf + ln q = hfo < hf
Let us introduce the Gibbs states 〈 · 〉p, associated to the partition func-
tions Ξdilp . Theorems above show also that at βs = β
t
s
〈nb 〉f = O(e−τ)
〈nb 〉fo = 1−O(e−τ ) (3.32)
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for any bond b of the boundary layer while
〈nb′ 〉f = O(e−τ )
〈nb′ 〉fo = O(e−τ ) (3.33)
for any bond b′ between the boundary layer and the first layer. This is
because, with free (f) boundary conditions, bonds b of the boundary layer
and bonds b′ of between the boundary and first layer are occupied only if
there is a free contour surrounding them and that the correlation functions
are controlled by the contour model cluster expansion. With free-ordered (fo)
boundary conditions, bonds b are empty and bonds b′ are occupied only if
there is a fo-contour surrounding it and again the correlations are controlled
by cluster expansion.
This shows in particular that the derivative ∂
∂K
gf of the free energy gf
with respect to the surface coupling constant K is discontinuous near K =
β−1 ln
(
1 + q
1
d−1
)
.
Obviously, the first relations of (3.32) and (3.33) hold true for any βs ≤ βts
while the second relations of (3.32) and (3.33) hold true for any βs ≥ βts.
Notice also that the estimate (3.33) on the mean values of the bonds b′
between the boundary and first layer can be extended to the bonds of the
bulk.
Outline of proof of Theorem 3.6
The first step is to prove the inequalities (3.30) and (3.31). To exponen-
tiate the partition function
Zp(Ω) = qep‖Ω‖Ξ′p(Ω) =
∑
{S1,...,Sn}comp
n∏
i=1
K ′p(Si) (3.34)
we define the truncated functional ΦT associated to K ′p
ΦT (X) =
a(X)∏
γ X(S)!
∏
S
K ′p(S)
X(S) (3.35)
defined on the multi-indexes X associated to the polymers: a multi-index is
a function from the set of polymers into the set of non negative integers, and
a(X) is defined as in (2.11).
The number of polymers S with number of lines ‖S‖ = n and containing
a given line can be bounded by νn where ν = (3d−1 − 1)2. Actually, There
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exists at most 3d−1−1 lines at distance 1 of a given line and for any connected
set of lines there exists a graph going through every line at most twice.
As a result of the standard cluster expansion [20, 27], we get for κe−α < 1
Zp(Ω) = exp
{∑
X
ΦT (X)
}
(3.36)
= exp
{
‖Ω‖
∑
X:suppXL
ΦT (X)
‖suppX‖ −
∑∗
X
‖suppX ∩ Ω‖
‖suppX‖ Φ
T (X)
}
(3.37)
Here, the sum in (3.36) is over multi-indexes whose support supp X =
{S : X(S) ≥ 1} belongs to Ω, the first sum in (3.37) is over all multi-indexes
X whose support contains a given line L, and the second sum in (3.37)
runs over multi-indexes whose support intersects both Ω and its complement
LM \ Ω.
The series
∑
X:suppXL
∣∣ΦT (X)∣∣ is absolutely convergent and satisfies the bound∑
X:suppXL
∣∣ΦT (X)∣∣ ≤ κe−α (3.38)
that immediately gives (3.30) and (3.31).
The second step closely follows the Borgs Imbrie paper [4].
We put
ap = hp −min
m
hm (3.39)
The boundary condition p is then called stable if ap = 0. Our task is now
to show that if the boundary condition p is stable, then all collections of
p–contours are stable implying that Ξ′p(Ω) coincides with Ξ
dil
p (Ω).
We notice that when ap ≤ 1 and the hypotheses of Proposition 3.3 hold,
then the condition
Ξdilm (IntmΓ
p)
Ξdilp (IntmΓ
p)
≤ e2|∂sIntmΓp| (3.40)
for all contours Γp with support S ensures that the collection {S, p} is stable,
provided
e−α = e−τ+2κ
′+3 <
1
κ
(3.41)
Indeed since
z(Γp) = ̺(Γp)qe‖Γ
p‖q(ep−e)‖Γ
p‖Ξ
dil
m (IntmΓ
p)
Ξdilp (IntmΓ
p)
(3.42)
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we get, by Proposition 3.3, using (ep − e) ln q ≤ ap + 2κe−α ≤ 3 (see (3.31)),
and the inequality |∂sIntmΓp| ≤ κ′ ‖Γp‖, that ‖Kp(S)‖ ≤ e−τ‖S‖e(3+2κ′)‖S‖.
We then show inductively on diamΩ = maxi,j∈Ω∩L0 d(i, j), that
(i) if amdiamΩ ≤ 1, and ap = 0, then∣∣∣∣ΞdilP (Ω)Ξdilm (Ω)
∣∣∣∣ ≤ eam‖Ω‖+2κe−α|∂sΩ| (3.43)
(ii) if ap = 0, then ∣∣∣∣Ξdilm (Ω)Ξdilp (Ω)
∣∣∣∣ ≤ e3κe−α|∂sΩ| (3.44)
(iii) if amdiamΩ ≤ 1, then ∣∣∣∣Ξdilm˜ (Ω)Ξdilm (Ω)
∣∣∣∣ ≤ e(1+5κe−α)|∂sΩ| (3.45)
The proof is analog to that of Theorem 3.1 in [4] using our previous
estimates and thus we omit it. It gives that for βb < 1/d and q is large
enough so that e−τ+2κ
′+3 = e−α < 1
5κ
, then if ap = 0 all collections of p-
contours are stable.
For our last step, it remains to show that there exists a unique βts =
1
d−1 +O(e
−τ ) such that:
af = 0 and afo = 0 for βs = β
t
s (3.46)
af = 0 and afo > 0 for βs < β
t
s (3.47)
af > 0 and afo = 0 for βs > β
t
s (3.48)
This is a consequence of the fact that the free energy −1‖Ω‖ ln q lnZp(Ω) is a
Lipschitz function of βs uniformly in Ω with a small Lipschitz constant (when
τ is large, one has a good control on the one sided derivative ∂
∂±βsK
′
p(S) of
the activities associated to the partition functions Zp(Ω)).
Lemma 3.7 Assume that κe−α < c
κ′ ≤ 0.7κ′ , then∣∣∣∣ 1‖Ω‖ ln q ∂∂±βs lnZp(Ω)
∣∣∣∣ ≤ (d− 1) acκe−α1− acκe−α (3.49)
where ac =
e
κcl
e9c/8 .
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Proof.
By virtue of relation (3.21) one gets
∂
∂βs
Kp(S) =
∑
Γp:suppΓp=S
(
∂
∂βs
ln ̺(Γp) +
∂
∂βs
ln qep‖Γ
p‖
+
∂
∂βs
ln
Ξdilm (IntmΓ
p)
Ξdilp (IntmΓ
p)
)
z(Γp) (3.50)
Since ∂ep
∂βs
= 0 or ∂ep
∂βs
= −(d − 1) (see (3.12)), the bound (A.15) on the
first term inside the parenthesis gives that
∣∣∣ ∂∂βs ln ̺(Γp) + ∂∂βs ln qep‖Γp‖∣∣∣ ≤
‖Γp‖ (d−1) ln q. This inequality together with the bound (3.14) on the third
term inside the parenthesis leads to∣∣∣∣ ∂∂βsKp(S)
∣∣∣∣ ≤ ∑
Γp:suppΓp=S
[‖Γp‖ (d− 1) ln q + ‖Intm Γp‖ (d− 1) ln q] |z(Γp)|
≤ [‖V (S)‖ (d− 1) ln q] e−α‖S‖ (3.51)
where V (S) ≡ V (Γp) =Int Γp ∪ Γp.
Taking into account the fact that either the one-sided derivative ∂
∂±βsK
′
p(S) =
0 or ∂
∂±βsK
′
p(S) ≤ ∂∂βsKp(S) we get that the left-hand side of (3.49) is bounded
as ∣∣∣∣ 1‖Ω‖ ∂∂±βs lnZp(Ω)
∣∣∣∣ ≤ ∑
S:SL
∣∣∣∣ ∂∂±βsK ′p(S)
∣∣∣∣×
∣∣∣∣∣∣∣
∑∗
{S1,...,Sn}comp
K ′p(S)
Zp(Ω)
∣∣∣∣∣∣∣
≤ (d− 1) ln q
∑
S:SL
‖V (S)‖ e−α‖S‖ exp
− ∑
X:suppX∩S=∅
ΦT (X)

≤ (d− 1) ln q
∑
S:SL
‖V (S)‖ e−α‖S‖e(1+κ′)κe−α‖S‖ (3.52)
where the sum
∑∗
is over all families {S1, ..., Sn}comp compatible with S
and S = S ∪ {L : d(L, S) = 1} is the set of lines at distance less or equal to
1 from S.
The last inequality leads to the lemma by inserting the bound
‖V (S)‖ ≤ ‖S‖ diam S ≤ ‖S‖2 ≤ e‖S‖
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and using the fact that the number of polymers with number of lines ‖S‖ = n
and containing a given line can be bounded by νn = (κ′)2n.
To prove relations (3.46-3.48), we consider the energy difference efo−ef
d−1 =
βs− 1d−1 . As a function of βs it is obviously increasing, negative for βs < 1d−1 ,
positive for βs >
1
d−1 , moreover it intersects the horizontal coordinate axis
only at one point βs =
1
d−1 .
Since afo−af
(d−1) ln q differs only from
efo−ef
d−1 by a Lipschitz function of βs, namely
the function limΩ↑L 1‖Ω‖(d−1) ln q [lnZf(Ω)− lnZfo(Ω)], it will satisfy the same
properties (the intersecting point slightly changed) provided the Lipschitz
constant of this last function is sufficiently small. Indeed,
afo − af
(d− 1) ln q =
efo − ef
d− 1 − limΩ↑L
1
‖Ω‖ (d− 1) ln q [lnZfo(Ω)− lnZf(Ω)] (3.53)
By virtue of Lemma 3.7, the needed condition on the Lipschitz constant is
2 acκe
−α
1−acκe−α < 1 since the Lipschitz constant of
efo−ef
d−1 is 1. This last inequality
requires acκe
−α < 1/3 and is actually fulfilled under the hypotheses of the
Theorem 3.6: by noticing that the geometric constant κ′ = 3d−1 − 1 ≥ 8,
these hypotheses imply acκe
−α ≤ acc/κ′ ≤ acc/8 where the last term is less
than 1/3 for c ≤ 0.7.
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Appendix: Proof of Proposition 3.3
We begin the proof by considering contours Γ =
{
suppΓ, XΓ, Y Γ
}
(where{
XΓ, Y Γ
}
is the configuration having Γ as unique contour) without polymers,
i.e. Y Γ = ∅. We let XΓs = XΓ∩B(L0) be the bonds of XΓ that belong to the
boundary layer and XΓb = X
Γ \XΓs . A site i ∈ L0 of the boundary layer will
be called regular if the bonds of its envelope that belong to the boundary
layer are either all empty or all occupied. It will be called irregular otherwise
and we will denote by I0(Γ) the set of irregular sites of the contour Γ. Namely
I0(Γ) =
{
i ∈ L0 : 1 ≤
∣∣E(i) ∩XΓs ∣∣ ≤ 2(d− 1)− 1}.
Lemma A.1
|̺(Γp) | qe‖Γp‖ ≤ q−
|I0(Γp)|
2(d−1) −( 1d−βb)|XΓpb | (A.1)
Proof. By Lemma 3.2 and definition (3.9), one has
̺(Γp) qe‖Γ
p‖ = q−(H
dil
suppΓp
(X)−e‖Γp‖)
= q
∑
i∈suppΓp∩B(L0)
βs
2
|E(i)∩Xs|+βb|Xb|−S(X)+C(X)−χp+e‖Γp‖ (A.2)
Here, χf = 0, χo = 1, and to simplify formulae we put hereafter X,Xs, and
Xb instead of X
Γp, XΓ
p
s , and X
Γp
b . By using the relations
S(X) = S(Xs) + S(Xb ∪Xs)− S(Xs) (A.3)
C(X) = C(Xs) + C(Xb ∪Xs)− C(Xs) (A.4)
we get
̺(Γp) qe‖Γ
p‖ ≤ qAs(Γp)+Ab(Γp) (A.5)
where
As(Γ
p) =
∑
i∈suppΓp∩B(L0)
(
βs
2
|E(i) ∩Xs| − |i ∩ S(X)|+ e
)
+ C(Xs) (A.6)
Ab(Γ
p) = βb |Xb| − S(Xb ∪Xs) + S(Xs) + C(Xb ∪Xs)− C(Xs) (A.7)
Let us first bound As(Γ
p).
Consider an irregular site (of the boundary layer). Then by definition:
1 ≤ |E(i) ∩Xs| ≤ 2(d − 1) − 1. Since e= min {ef = 0, efo = 1− (d− 1)βs},
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we have,
βs
2
|E(i) ∩Xs| − |i ∩ S(X)|+ e = βs
2
|E(i) ∩Xs| − 1 + e
≤ 1− e
2(d− 1) |E(i) ∩Xs| − 1 + e
= (1− e) |E(i) ∩Xs| − 2(d− 1)
2(d− 1)
≤ |E(i) ∩Xs| − 2(d− 1)
2(d− 1) (A.8)
where we used successively βs ≤ (1− e)/(d− 1) and e ≤ 0
Next, we take into account that the number of connected components
may be bounded as (c.f. e.g. [19, 22]):
C(X) ≤
∑
i:1≤|E(i)∩Xs|≤d−1
1
2|E(i)∩Xs|
(A.9)
When 1 ≤ |E(i) ∩Xs| ≤ 2(d− 1)− 1, we infer
|E(i) ∩Xs| − 2(d− 1)
2(d− 1) +
χ(1 ≤ |E(i) ∩Xs| ≤ d− 1)
2|E(i)∩Xs|
≤ −1
2(d− 1) (A.10)
so that each irregular site i of the boundary layer provides at most a contri-
bution −1
2(d−1) to the right-hand side of (A.6) giving
qAs(Γ
p) ≤ q−
|I0(Γp)|
2(d−1) (A.11)
Consider now, the quantity Ab(Γ
p). One has
qAb(Γ
p) ≤
∏
δ
qβb|δ|−S(δ∪Xs)+S(Xs)+C(δ∪Xs)−C(Xs) (A.12)
where the product runs over connected component of Xb. By the same ge-
ometrical observation as in the proof of Theorem 2.1, one easily gets the
inequality
|δ|
d
− S(δ ∪Xs) + S(Xs) + C(δ ∪Xs)− C(Xs) ≤ 0 (A.13)
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that gives
qAb(Γ
p) ≤ q−( 1d−βb)|Xb| (A.14)
which in turn implies the lemma by taking into account (A.5) and (A.11).
Notice that by (A.2) one has the following bound
∂
∂βs
ln ̺(Γp) ≤ ‖Γp‖ (d− 1) ln q (A.15)
Considering still contours Γ =
{
sup Γ, XΓ, Y Γ
}
without polymers, i.e.
(Y Γ = ∅) we have the
Lemma A.2 Assume that βb <
1
d
, and q
1
d
−βb > 2νd = 2(2d)2, then∑
Γp:suppΓp=S
̺(Γp) qe‖Γ
p‖ ≤
(
22d−1q−
1
2(d−1) + 8νdq
−( 1d−βb)
)‖S‖ 1
1− 2νdq−(
1
d
−βb)
(A.16)
which shows that, whenever q is large enough, the Peierls condition holds
true for the class of contours without polymers.
Proof. First, observe that for contours Γp with support suppΓp = S
and number of irregular sites of the boundary layer |I0(Γp)| = k one has
|Xb| = |δ1|+ ...+ |δm| ≥ ‖S‖ − k. Therefore,∑
Γp:suppΓp=S
̺(Γp) qe‖Γ
p‖ ≤
∑
0≤k≤‖S‖
∑
Γp:|I0(Γp)|=k
q
− k
2(d−1) q−(
1
d
−βb)|Xb|
≤
∑
0≤k≤‖S‖
(‖S‖
k
)
22(d−1)k2‖S‖−kq−
k
2(d−1)
×
∑
n≤‖S‖
∑
i1,...,in;
iα∈S∩L0
∑
δ1i1,...,δnin
|δ1|+...+|δn|≥‖S‖−k
m∏
j=1
q−(
1
d
−βb)|δj |
(A.17)
Here the binomial coefficient
(‖S‖
k
)
bounds the choice of irregular sites of
the boundary layer while the factor 22(d−1)k2‖S‖−k bounds the numbers of
contours with ‖S‖ lines and k irregular sites. Then
32
∑
Γp:suppΓp=S
̺(Γp) qe‖Γ
p‖ ≤
∑
0≤k≤‖S‖
(‖S‖
k
)
22(d−1)k2‖S‖−kq−
k
2(d−1)
×
∑
n≤‖S‖
(‖S‖
n
) ∑
m1+...+mn≥‖S‖−k
n∏
j=1
(
νdq
−( 1d−βb)
)mj
(A.18)
Here the binomial coefficient
(‖S‖
n
)
bounds the choice for the components
δ1, ..., δn of Xb to hit the boundary layer at i1, ..., in. The above inequality
yields ∑
Γp:suppΓp=S
̺(Γp) qe‖Γ
p‖ ≤
∑
0≤k≤‖S‖
(‖S‖
k
)
22(d−1)k2‖S‖−kq−
k
2(d−1)
×
∑
n≤‖S‖
(‖S‖
n
) ∑
m≥‖S‖−k
(
2νdq
−( 1d−βb)
)m
≤
∑
0≤k≤‖S‖
(‖S‖
k
)
22(d−1)k2‖S‖−kq−
k
2(d−1)
×
(
2νdq
−( 1d−βb)
)‖S‖−k 2‖S‖
1− 2νdq−( 1d−βb)
(A.19)
that gives the inequality of the lemma.
We now turn to the general case of contours with non empty polymers
and first give a bound on the activity ψ (γ) of polymers.
Lemma A.3 Assume that βb <
1
d
, and cν2dq
− 1
d
+βb ≤ 1 with c = 8e(e −
1)(
√
3 + 2)e
2√
3+1 and νd = (2d)
2, then
|ψ (γ)| ≤
(
cν2dq
− 1
d
+βb
)|γ|
(A.20)
Proof. Let us first recall the definition (3.6): ψ(γ) ≡ ∑A:suppA=γ ω(A)
where the weights of aggregates are defined by (see (3.3) and (3.4)): ω(A) =∏
γ∈A e
−Φ(γ)−1. By Theorem 2.1 we know that |Φ(γ)| ≤
(
ec0νdq
− 1
d
+βb
)|γ|
(≤
1) for q large enough. Since for any |x| ≤ 1, |e−x − 1| ≤ (e− 1) |x|, we have
|Ψ(γ)| = ∣∣e−Φ(γ) − 1∣∣ ≤ (e− 1) |Φ(γ)| ≤ ((e− 1)ec0νdq− 1d+βb)|γ| ≡ e−σ|γ|
(A.21)
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Then,
∑
A:suppA=γ
|ω(A)| =
∑
n≥1
∑
γ1,...,γn
supp {γ1,...,γn}=γ
n∏
j=1
|Ψ(γj)|
≤
∑
n≥1
2|γ|
∑
γ1b1,...,γnbn
supp {γ1,...,γn}=γ
n∏
j=1
e−σ|γj |
≤
∑
n≥1
2|γ|
∑
m1,...,mn
m1+...+mn≥|γ|
n∏
j=1
(
νde
−σ)mj
≤
∑
n≥1
∑
m1,...,mn
m1+...+mn≥|γ|
n∏
j=1
(
2νde
−σ)mj (A.22)
Here, we used as in the proof of Theorem 2.1 that the number of polymers of
length m containing a given bond or a given vertex is less than νd
m; the term
2|γ| bounds the combinatoric choice of the bonds or vertices bj ∈ γj, because
γ being connected, it contains n− 1 such intersecting cells (see [13]).
We put k = m1 + ... +mn and notice that there are at most
(
k
n−1
)
such
numbers to get∑
A:suppA=γ
|ω(A)| =
∑
1≤n≤k
∑
k≥|γ|
(
k
n− 1
)(
2νde
−σ)k
≤
∑
k≥|γ|
(
4νde
−σ)k = ∑
k≥|γ|
( c
2
ν2dq
− 1
d
+βb
)k
≤ 1
1− c
2
ν2dq
− 1
d
+βb
( c
2
ν2dq
− 1
d
+βb
)|γ|
(A.23)
provided that c
2
ν2dq
− 1
d
+βb < 1. The lemma then follows by assuming that
c
2
ν2dq
− 1
d
+βb ≤ 1
2
We finally turn to the
Proof of Proposition 3.3
Consider a contour Γ =
{
supp Γ, XΓ, Y Γ
}
and as above the decomposition
XΓ = XΓs ∪ XΓb where XΓs = XΓ ∩ B(L0) is the set of bonds of XΓ on the
boundary layer and XΓb = X
Γ \XΓs . Consider also the union Zb = XΓb ∪ Y Γ.
34
Notice that the set Z = XΓs ∪ Zb is a family of hydras and there are at most
3|Zb| contours corresponding to this family: this is because a bond in Zb may
be occupied either by XΓb or by Y
Γ or by both. Let
|˜̺(Z)| = ∑
Γ:XΓ
b
∪Y Γ=Z
|̺(Γ)| (A.24)
The above remark on the number of contours associated to Z and Lemma
A.3 implies
|̺(Γ) | qe‖Γ‖ ≤ q− |I0(Γ)|2(d−1)
(
3 sup
{
q−(
1
d
−βb), cν2dq
− 1
d
+βb
})|Zb|
≤ q− |I0(Γ)|2(d−1)
(
3cν2dq
− 1
d
+βb
)|Zb|
(A.25)
The rest of the proof is then analog to that of Lemma A.2 starting from
Lemma A.1 and replacing νdq
− 1
d
+βb by 3cν3dq
− 1
d
+βb. It gives∑
Γp:suppΓp=S
|̺(Γp) | qe‖Γp‖ ≤
(
22d−1q−
1
2(d−1) + 24cν3dq
− 1
d
+βb
)‖S‖ 1
1− 6cν3dq−
1
d
+βb
(A.26)
provided 6cν3dq
− 1
d
+βb < 1 and ends the proof of the proposition.
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Figure captions
1. The diagram of ground states.
2. A hydra, in two dimensions (a dimension not considered in this paper),
with 2 feet (components of full lines), 5 necks (dotted lines), and 3
heads (components of dashed lines).
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