Abstract. A new nontrivial example of an application of the Nielsen fixedpoint theory is presented, this time, to integro-differential equations. The emphasis is on the parameter space so that no subdomain becomes invariant under the related solution (Hammerstein) operator. Thus, at least three (harmonic) periodic solutions are established to a planar integro-differential system.
Introduction
The Nielsen theory allows us to obtain the lower estimate of the number of fixed points. More precisely, if f : X → X is a compact (continuous) map on a (metric) ANR-space X, then a nonnegative integer N (f ), called the Nielsen number of f , is defined such that (see e.g. [6] ):
• N (f ) ≤ #Fix(f ) := card{x ∈ X : f (x) =x}, • N (f ) = N (f ), for any compactf : X → X which is compactly homotopic to f, i.e. if there is a compact map h : X × [0, 1] → X such that h 0 = f, h 1 =f, where h t (x) := h(x, t), for t ∈ [0, 1]. Let us recall that by an ANR-space X, we understand that, for any metric space Y, its closed subset S ⊂ Y and a continuous mapping g : S → X, there exists a (continuous) extension of g onto some neighbourhood of S in Y. Roughly speaking, ANR-spaces are, up to retractions and up to homeomorphic images, open subsets of normed spaces.
Given a compact f : X → X on X ∈ ANR, we say that x, y ∈ Fix(f ) are Nielsen related if there exists a path u : [0, 1] → X such that u(0) = x, u(1) = y, and u, f (u) are homotopic, keeping the endpoints fixed. Since the Nielsen relation is an equivalence (cf. [6] ), Fix(f ) splits into (in view of compactness, a finite number of) fixed-point classes.
If, for a Nielsen class N ⊂ Fix(f ), we have ind(N , f) = 0, i.e. if the associated fixed-point index is nontrivial, then N is called essential. The Nielsen number N (f ) is then defined to be the number of essential Nielsen classes. For more details, see e.g. [1] , [3] , [6] , [7] .
A nontrivial application of the Nielsen theory to differential equations is always a difficult task. This problem, associated with the name of J. Leray, has not yet been solved in a satisfactory way. There are some contributions (for the survey of results in this field, see [2] , [7] , [12] ), but practically all of them have some handicap.
In [1] , we tried to construct such a nontrivial example for a planar differnetial system without implemented (or small) parameters, but as observed in [10] , there was a gap concerning assumptions imposed on the related solution operator in the parameter space. This gap can be simply avoided by adding some additional restricitons (see Theorem 6.17 on p. 359 in [3] ), but then some subdomains of the parameter space become invariant under the solution operator, and so alternative approach (rather than the Nielsen theory) can be used, even in a more efficient way (cf. [10] ). The subdomain subinvariance is also present in [8] , [9] , where integral equations involving Urysohn-type operators are treated for the same goal.
In the present paper, we would like to avoid this drawback. Our aim is to present a multiplicity criterium for solutions of a planar integro-differential system, by means of the Nielsen number, in as transparent a way as possible. Thus, the right-hand sides can apparently take a more general form, their regularity can be weakened and the multiplicity criteria in terms of inequalities can be improved. This is only indicated in the concluding remarks.
Applied method
Before constructing the desired example, we develop, by means of the Nielsen number, a simple technique for studying a rather general class of operator equations with constraints. Although it is only a slight modification of a very special case of multivalued boundary value problems studied in the monograph [3] (cf. Theorem 1.25 on p. 242 and Theorem 6.4 on p. 351 in [3] ), we shall prove it fully, for the sake of completeness.
Let K ⊂ R be a compact interval and let C denote the set of all continuous functions from K to R n . Let · denote the usual maximal norm on C. Let us deal with a general operator equation
where λ ∈ [0, 1], together with a constraint (e.g. a boundary or initial condition)
where the properties of operator G λ : C → C and set S ⊂ C are to be specified later. To keep this presentation simple and self-contained, we shall consider classical solutions to (1), (2), i.e. solutions x ∈ C 1 which satisfy (1), for all t ∈ K. We start with the following lemma describing the properties of the solution operator to the fully linearized system (1).
, be a bounded and continuous operator. Let S ⊂ C be bounded. Let there exist a closed and bounded set Q ⊂ C such that, for each q ∈ Q, the equation
together with ( and let x = T (q, λ). Since x is a solution to (3), it is continuously differentiable. We thus have
where C G is a nonnegative constant. This proves the equi-continuity of T (Q×[0, 1]). Let us now prove the continuity of T. In view of the compactness of T (Q × [0, 1]), it is sufficient to prove that T has a closed graph (see e.g. Proposition 3.16 on p. 33 in [3] ). Let us consider a sequence
, and consequently
Moreover, let {x k (t)} be bounded, for each t ∈ K, because the sequence x k is convergent in C. This implies that (cf. Theorem 4 on pp. 13-14 in [4] ) we have a selected subsequence, denoted just the same, such that x k → x, uniformly on K, and
On the other hand, we have
The uniqueness of the weak limit gives us x = G λ (q) in L 1 (K), and since both sides are continuous, x = G λ (q) in C, which proves that T has a closed graph.
As already pointed out, if X is an ANR-space and f : X → X is a compact (continuous) map, we can define the Nielsen number N (f ) which provides the lower estimate for the number of fixed points of f in X. Moreover, N (f ) is a homotopy invariant in the sense that any (compact)f : X → X compactly homotopic to f has at least N (f ) fixed points in X. We can thus state the following proposition. Proof. Each fixed point of T is a solution to (1), (2) . Since Q is an ANR-space and T is a compact continuous selfmap of Q, the Nielsen number N (T ) is welldefined and gives the lower estimate of the number of fixed points of any compact T , compactly homotopic to T.
Nontrivial example
, a > 0, and consider the following system of integro-differential equations:
where e : [0, ω] → R is a continuous function with |e(t)| ≤ E, for all t ∈ [0, ω], and
, the system takes the form
while, for ϕ = 0, it reduces to
We shall be looking for the lower estimate of the number of ω-periodic solutions to (6), (7) . Let us denote λ = 4ϕ π and define
Then G λ satisfies the assumptions of Lemma 1 which will be used to obtain at least two ω-periodic solutions to (4), (5).
Let us define sets S = Q ⊂ C([0, ω], R
2 ) as follows. Function q = (q 1 , q 2 ) belongs to Q if the following conditions are satisfied: 
(s)ds = 0) and |q(t)| ≤ ε, for all t ∈ [0, ω] (function q differs from its integral average by less than ε).
The values of a and ω having been given, we shall specify the values of B, δ, R, E and ε in the subsequent parts.
It follows from Corollary 4.4 on p. 284 in [13] (cf. [5] ) that a finite union of closed convex sets in a Banach space is an ANR-space. Since Q can be regarded as a union of four closed convex sets in C([0, ω], R 2 ), it must be an ANR-space. For the homotopic parameter ϕ = 0, system (4), (5) reduces to a simpler case, which can be easily handled (in fact, we can explicitely compute two constant fixed points). For ϕ = π 4 , the situation becomes nontrivial. We shall show that set Q is invariant under the solution operator, which takes a parameter q ∈ Q to the solution x of the linearized equation. In this case, no obvious or easily detectable subset of Q can be recognized to be separately invariant.
In order to apply Proposition 1, we use the method of Schauder linearization. Let us take an arbitrary q ∈ Q. The system of fully linearized equations takes the form
where (10) p
For B = 1, operator p reduces to identity. For B < 1, the operator "shrinks" function q closer to its integral average. Indeed, if q = q +q, where
The fully linearized system (8), (9) posesses, for any q ∈ Q, a unique solution x(t) which is given by the known convolution with the Green operator
where f i stand for the right-hand side of equations (8), (9) , namely,
Let us denote by T ϕ the solution operator which takes q ∈ Q to the unique solution x of the linearized system given by (12) . We shall prove that Q is invariant under
Let us take q ∈ Q arbitrary. Operator p defined by (11) takes q to p(q) such that p(q) = q +p, where |p(t)| ≤ Bε. Substituting this p(q) into (13) and (14), we obtain f i (t) = F i (t) +f (t), where
This estimate can be shown as follows:
√ q i | reveals that it is bounded from above by value 2
The unique solution of the linearized problem is given by (12) , where
Substituting (15) and (16) into (12), we obtain x i (t) = F i a +x i (t), wherex i satisfies the inequality
for all t ∈ [0, ω]. We can now take B and E small enough to fulfil
This means that function x differs from a constant function by less than ε 2 , which implies that it differs from its integral average by less than ε. The above calculations ensure that the solution x = T ϕ (q) satisfies condition (iv) of the definition of the parameter set Q, independently on q ∈ Q and ϕ ∈ [0, We must further ensure that, for each q ∈ Q, function x = T ϕ (q) satisfies conditions (ii) and (iii). Since both q and x = T ϕ (q) differ from their integral averages by less than ε, let us first deal with constant functions. This is easy, because the solution mapping T ϕ takes constant functions to functions that differ from a constant function by less than πE 4a , and it is a composition of
by angle ϕ in the anti-clockwise direction.
The re-scaling part of the composition ensures that constants R and δ can be specified so that the solution operator T ϕ takes constant functions satisfying (ii) and (iii) to functions that again satisfy (ii) and (iii). Since functions in Q differ from their integral averages by less than ε, we need to find R, δ and ε such that the following conditions are satisfied:
Inequalities (18) guarantee that T ϕ (q) satisfies conditions (ii) and (iii) of the definition of the parameter set Q. Taking further ε ≤ δ 2 ensures that Q is a nontrivial ANR-space (leaving the "hole" inside).
Starting from a > 0 and ω > 0, we have specified constants R, δ, B, E and ε such that set Q becomes invariant under the solution operator T ϕ which takes any q ∈ Q to the solution x of the linearized problem (8), (9) , for ϕ ∈ [0, . Figure 1 shows how operator T π 4 treats constant functions in Q, for a particular choice of R and δ, and helps understand why we cannot easily detect any subinvariant domains of Q.
Since Q is invariant under T ϕ , for any ϕ ∈ [0, One can easily check by an explicit computation that L has two fixed points in Q which belong to different Nielsen classes. Therefore, according to (reduction) Lemma 2 in [1] , N (L) = N (r • T 0 ) = 2. This finally shows that system (6), (7) admits at least two ω-periodic solutions.
We are in the position to formulate the multiplicity criterium for ω-periodic solutions to system (6), (7) .
