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図 1.2: 連続状態行動空間におけるQ学習で必要となる性質 (I)

































































































































































X1; : : : ; Xnに等分割し，区間ごとに別々のコードパターン x1; : : : xnを対応させ
る．そして xが区間Xi(i = 1; : : : ; n)に含まれる場合，xをXiに割り当てられた









素の約半数が 1で残りが 1）パターン s = (s1; : : : ; sm)> および c = (c1; : : : ; cm)>
があるとき，sの要素の一部（通常は約半数）をパターン cに応じて選び 0とする．
不感化する素子の選び方として最も単純なのは，
si  1 + ci
2
si (2.1)




















1. m次元の 2値パターンをランダムに 9個作成し，p1; p2; : : : ; p9とする．た
だし，角度のように変域の両端の値が同じ状態を表すような変数について
は，p1 = p9とする．
2. piと pi+1の間 (i = 1; : : : ; 8)を，それぞれ 44個のパターンで補間し，p1; p2;
: : : ; p9と合わせて 361個のコードパターンを作成する．




第 3層は，第 2層で分散表現されたパターンを相互不感化する層で，l (l  1)
個の素子群G()(;  = 1; : : : ; l， 6= )で構成される．素子群G()はm個の素
子からなり，第 2層の素子群の出力パターン xを受け取るとともに，別の素子群
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図 2.1: SDNNを用いた l変数関数近似器の構成
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の出力パターン x による修飾を受けてパターン x() = x(x)を出力する．以
降の表記を簡略化するため，すべての ; の組み合わせ（ただし  6= ）につい






1 + ( x)k
2
xk (2.2)
にしたがって行う（x()k は x()の k番目の要素）．ここで，は修飾する素子
をランダムな順序に入れ替えるためのm次の置換行列であり，出力パターン間に
意図しない相関が生じることのないよう，および ごとに異なるものを用いる．














で計算される．ここで (u)は u > 0のとき 1を，それ以外のときは 0を出力する
関数，wijは xSDの j番目の素子からの結合荷重，wi0は素子のしきい値である．








となる．ここで Iは 1から nまでの自然数を要素とする添字集合，g(u)はスケー
ル変換を行う関数である．
関数近似器の学習は，第 4層の素子への結合荷重としきい値を，一種の誤り訂正
学習（p-delta則 [25]）で修正することで行う．具体的には，もし出力値 z = g(u)
が目標値 z^ = g(u^)より大きければ，第 4層の素子で 1を出力しているもののうち，





wij  wij + c sgn (u^  u) xSDj (2.5)
wi0  wi0   c sgn (u^  u) (2.6)























用いることができる．以下では 2.1.2の構成と比較しやすいように，関数 z =
f(x; y) = f(x1; : : : ; xl; y)を近似する関数近似器として説明する（図 2.2）．なお，
第 1層から第 4層については 2.1.2の関数近似器と全く同じ構成なので，説明は
省略する．








第 6層は，第 5層のすべての素子の出力値に基づいて関数の近似値 zを出力す
る 1個の素子からなる．式で表すと次式のようになる．


















まず n個の素子のうち 1番目から n0番目 (n0 < n)の素子が 1，それ以外の素子












等分した区間 Yk(k = 1; : : : ; n  n0 + 1)と 1対 1で対応する（y ! qk : y 2 Yk）．
yとして q1; : : : ; qn n0+1を用いた場合，yによって不感化されない素子の添字
集合 J(y)は次式のように表すことができる．
J(y) = fk; k + 1; : : : ; k + n0   1 : y 2 Ykg (2.11)
2.3 モデルの学習則






















れば 0になる）．具体的に，式 (2.10)のコードパターンを用いた場合，素子 zjは
区間 Ystから Yendに含まれる行動の Q値を表現するために用いられる（ここで，
































































アクロボットの物理パラメータはm1 = m2 = 1[kg]，l1 = l2 = 1[m]，lc1 = lc2 =
0:5[m]，I1 = I2 = 1[kg m2]とした．ここでm1，m2は各リンクの質量，l1，l2は
各リンクの長さ，lc1，lc2は根本の関節からリンクの重心までの距離，I1，I2は慣
性モーメントである．
アクロボットの状態は各リンクの角度と角速度 1; 2; _1; _2によって完全に規定
される．そこで，学習エージェントが受け取る状態変数 s = (s1; s2; s3; s4)は，こ
の 4変数を 1; 2 2 [ ; )[rad]， _1 2 [ 3; 3][rad=s]， _2 2 [ 5; 5][rad=s] の
24
範囲で [0; 1]に正規化したものとした．式で表すと以下のようになる．8>>>>>>>>><>>>>>>>>>:
s1 = 1=2 + 0:5
s2 = 2=2 + 0:5
s3 = h( _1=6 + 0:5)





1 (1  x)
x (0  x < 1)
0 (x < 0)
(3.2)
エージェントは，行動として第 2関節に加えるトルク  の値を [ 10;+10] [Nm]
の範囲で選択する．行動を離散化する際には，最小値および最大値を含み，その
間を等間隔に分けることとした（例えば行動数 jAj = 3の場合， 2 f 10; 0;+10g
となる）．
ゴール状態は，第 2リンクの先端が第 1関節から見て鉛直上向きに 1:5 [m]以上









10000 1) (k  10000)
10 2 (k > 10000)
(3.3)
これによって は第 1～10000エピソードの間に 0:1から 0:01まで減少するため，
課題は徐々に難化することになる．




















パラメータはm = 200; n = 300; c = 0:1，SDNN-Cのパラメータはm = 200; n =
900; n0 = 300; c = 0:1とした．このとき，SDNN-Dが扱う行動数が jAj = 3である
のに対し，SDNN-Cで扱える行動数は 601であり，行動値を十分細かく離散化す









(20  u  280)









































次元に 15個，全体で 155個の格子状に配置し，ガウス関数のパラメータは = 0:1，
行動数は jAj = 21に設定した．
いずれの関数近似器についても価値関数に関する事前知識は与えないものとし，
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表 3.1: 強化学習 1ステップの平均計算時間












実験は，関数近似器と行動数 jAjのみが異なる 3条件，SDNN-C（jAj = 601），
SDNN-D（jAj = 3），RBFN（jAj = 21）について行った．





まず各手法の計算時間を表 3.1に示す．計算環境は，Dell Precision T7400クアッ
ドコアインテル (R)Xeon(R)プロセッサX5482(2× 6MB L2キャッシュ，3.20GHz，
1600MHzFSB)，8GBクアッドチャネルDDR2-SDRAMメモリである．
この表より，SDNN-Cと SDNN-Dの計算コストは同程度となることがわかる．
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状態変数は，式 (3.1)の s1; s2; s3; s4（正規化した両リンクの角度と角速度）に













I1(s3   0:5)2 + I2(s4   0:5)2

(4.2)
ここで，l1，l2は各リンクの長さ，I1，I2は慣性モーメントであり，l1 = l2 = 1[m]，
I1 = I2 = 1[kg m2]である．
一方，行動変数 a = ()は，関数近似器の種類や冗長変数の有無によらず，行








Case I (s1; s2; s3; s4)
Case II (s1; s2; s3; s4; s5)
Case III (s1; s2; s3; s4; s5; s6)
降は " = 0:1の "-greedy方策にしたがって行動を選択し，価値関数の学習を行う






SDNN-Cのパラメータは，第3章と同様のもの（m = 200; n = 900; n0 = 300; c =
0:1）とした．出力値の範囲は [ 20; 20]で，スケール変換関数g(u)も同様（式 (3.4)）
である．
RBFNは，3.2.2と同様に，各状態行動次元に同数のガウス関数を等間隔で配
置して構成する．各次元に配置するガウス関数の個数は，状態空間が 4次元 s =




状態行動次元に 4個，全体で 4d個を格子状に配置した．ここで dは状態行動空間
の次元数である．また，は 0:2とした．
SDNN-C，RBFNともに初期状態において，すべての状態・行動でQ(s; a)  0
となるように初期化した（初期値の設定方法については 3.2.2参照）．

























図 4.1: 強化学習 1ステップの計算にかかった平均時間









まず，計算時間の結果を図 4.1に示す．計算環境は，Amphis BTO MD800iCi7G
TYPE-SR インテル core i7-3970X (6-core)プロセッサ，16GB SDRAMメモリ
(DDR3-1600 4GB  4)である．横軸は状態空間の次元数（左から順番にCase I,



















































































s2; s3; s4の 3次元となる．
報酬は，ゴール状態に到達した際に+10を，角速度 _1; _2が正規化範囲を外れた





+10 (if height  1:5[m]; j _1j < 3; j _2j < 5)








































し，関数近似器に SDNN-C（jAj = 601），SDNN-D（jAj = 3）および RBFN






個の格子点をとり，各格子点を中心とした  = 0:2のガウス関数を基底関数とし
て構成した．なお，これ以外の設定は 3.2.2と共通である．
5.2.3 結果
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