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Abstract
In this paper we consider the initial boundary value problem for the 3D Boussinesq system
with the velocity dissipation and weak damping effect to instead of the dissipation effect for
the thermal conductivity and establish the global existence of weak solutions. Furthermore, we
prove that the global weak solution is strong and unique under some small initial data condition.
1. Introduction
1. Introduction
The purpose of this paper is to investigate the initial-boundary value problem of the three-
dimensional Boussinesq system with the velocity dissipation and thermal damping effect
which can be written as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tu + u · ∇u − Δu + ∇Π = θe3, x ∈ Ω, t > 0,
∂tθ + u · ∇θ + κθ = 0, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t ≥ 0,
(1.1)
with the initial condition
(u, θ)|t=0 = (u0, θ0), x ∈ Ω(1.2)
and the natural boundary condition
u|∂Ω = 0,(1.3)
where Ω ⊂ R3 is a bounded domain with smooth boundary. u = (u1(t, x), u2(t, x), u3(t, x))
denotes the velocity of the fluid, θ and Π stand for the scalar temperature and pressure,
respectively. θe3 is buoyancy force with e3 = (0, 0, 1), and the damping coefficient κ is a
positive number.
The Boussinesq equations arise from a zero order approximation to the coupling between
Navier-Stokes equations and the thermodynamic equations and describe many geophysical
phenomena in atmospheric and oceanographic sciences [28, 30]. There has been a huge
amount of literature on the study of the Boussinesq system by many physicists and math-
ematicians due to its physical importance and mathematical challenges, for example, see
[1, 3, 4, 6, 8, 13, 14, 19, 20, 21, 29, 36, 37, 41] and the references therein.
Here we recall some of the recent progresses in terms of the following generalized Boussi-
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nesq system on the domain Ω ⊂ Rd
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tu + u · ∇u − div(μ(θ)∇u) + ∇Π = θed,
∂tθ + u · ∇θ − div(ν(θ)∇θ) = 0,
∇ · u = 0,
(u(0, x), θ(0, x)) = (u0(x), θ0(x)).
(1.4)
Recently, big progresses have been made on the global well-posedness of the system
(1.4) especially for the case Ω = R2(d = 2). Chae [7], Hou and Li [15] independently
proved the global existence of smooth solutions to (1.4) in R2 for ν(θ) = 0 and μ(θ) = μ > 0.
When ν(θ) = νθ with ν > 0 and μ(θ) = 0, Hmidi and Keraani [12] proved the global
existence and uniqueness of solutions to (1.4) in R2 with the suitable initial data. Wang and
Zhang [35] obtained the global existence of smooth solutions to (1.4) under the assumptions
that both μ(·) and ν(·) belong to L∞(R+) and have positive lower bounds. Very recently,
Abidi and Zhang [2] addressed the global well-posedness of the system (1.4) in R2 for
−div(ν(θ)∇θ) = (−Δ) 12 θ under the framework of Besov space and ||μ(·) − 1||L∞ ≤ ε for
some sufficiently small ε. Here the fractional Laplacian has been found wide applications in
mathematical physics [38], in control and optimization [16, 17] and so on.
Subsequently, we consider the two-dimensional Boussinesq system with variable kine-
matic viscosity in the velocity equation and with weak damping, and establish the global
well-posedness for the two-dimensional Boussinesq system with general initial data in [42].
The results we mentioned above are obtained for the whole space R2. In many real-world
applications, the flows are often restricted to bounded domains with suitable constraints
imposed on the boundaries and these applications naturally lead to the studies of the initial-
boundary value problems. In addition, solutions of the initial-boundary value problems may
exhibit much richer phenomena than those of the whole space counterparts. When μ and
ν depend on the temperature, Lorca and Boldrini [26, 27] proved the global existence of
weak solution with small initial data and the local existence of strong solution for general
data to the problem (1.4). Recently, Sun and Zhang [33] extend the global existence of
smooth solution to the Boussinesq system (1.4) with full dissipations (both μ and ν have
positive lower bound) in [35] to the case of bounded domain. For the partial dissipation
cases, when μ(θ) = ν > 0 and ν(θ) = 0 in (1.4), Lai, Pan and Zhao [19] obtained the unique
classical solution for H3 initial value and the non-slip boundary condition for a bounded
smooth domainΩ ⊂ R2. Subsequently, Li, Pan and Zhang [24] obtained the unique classical
solution to the system (1.4) with μ = 0 and κ(θ) > 0 for H3 initial value and the slip boundary
condition for a bounded smooth domain Ω ⊂ R2.
However, to the best of our knowledge, there are few results for partial dissipation cases
μ(θ) = μ > 0 and ν(θ) = 0 which corresponds to our system (1.1) with κ = 0 in Ω = R3.
The local smooth solution to the system (1.1) with κ = 0 has been established. The global
regularity or finite time singularity for strong solutions of the system (1.1) with κ = 0 in
R
3 with large initial data is still a challenging open problem just like the three-dimensional
Navier-Stokes equations. Some regularity criterions for the system (1.1) have been obtained
(see e.g. [10, 31]). It is mentioning that different regularized 3D Boussinesq system have
been proposed(we refer interested readers to [5, 39, 40] and the references therein).
On one hand, the system (1.1) without damping mechanism can be viewed as that the
Navier-Stokes system which is forced by the temperature. On the other hand, we have no
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way to capture the regularity effect or decay property of θ which will bring us the main
obstacle consists in the propagation of the regularity of u since the temperature equation
without a damp term is a pure transport equation. Except for the one [42] mentioned above,
very little result is known which studies thermal damping for the Boussinesq system as we
know. That is why in the present paper we consider the initial boundary value problem to
the system (1.1) with damping mechanism in a bounded smooth domain Ω ⊂ R3.
To state our main result clearly, we define
0 :=
||θ0||2L2
κ2
+ ||u0||2L2 and 0 :=
||θ0||2L2
κ
+ ||∇u0||2L2 .
Now, we state our main results.
Theorem 1.1. Let 0 < α < 12 , 3 < p <
6
1+2α , the initial data θ0 ∈ L∞ ∩ H1 and u0 ∈ D10,σ.
There exists a sufficiently small positive constant ε0 depending only on the initial data such
that if

2α
0 
1−2α
0 ≤ ε0,(1.5)
then the system (1.1)-(1.3) has a unique global strong solution (u(t, x), θ(t, x), Π(t, x)) satis-
fying that for any given 0 < τ < T < ∞,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
θ ∈ ([0, T ];H1),
∇u ∈ L∞((0, T ); L2) ∩ L∞((τ, T );W1,p) ∩ ([τ, T ];H1 ∩W1,p),
Π ∈ L∞((τ, T );W1,p) ∩ ([τ, T ];H1 ∩W1,p),
ut ∈ L2((0, T ); L2) ∩ L∞((τ, T ); L2), ∇Πt ∈ L2((τ, T ); L2),
∇ut ∈ L2((τ, T );H1) ∩ L∞((τ, T ); L2), utt ∈ L2((τ, T ); L2).
Furthermore, there holds for all t ≥ 0
||∇θ(·, t)||2L2 ≤ Ce−κt(1.6)
and for all t ≥ 1
||∇ut(·, t)||2L2 + ||∇u(·, t)||2H1∩W1,p + ||∇Π(·, t)||2L2∩Lp ≤ Ce−δt,(1.7)
where δ := min{λ, κ−} and κ− < κ is any positive constant closed enough to κ, the constant C
depends only on the initial norms ||θ0, u0,∇u0||2L2 , the damping constant κ and the Poincare´
constant λ.
Remark 1.1. In Theorem 1.1, we do not need to impose any additional initial compat-
ibility conditions unlike in [19, 24] for the two-dimensional case. On the other hand, the
exponential decay-in-time properties in (1.6)-(1.7) involve the higher-order derivatives of
the strong solutions (θ, u,Π) to the system (1.1)-(1.3).
Remark 1.2. It is easy to see from (1.5) that problem (1.1)-(1.3) has a unique strong
solution (θ, u,Π) on Ω × [0,∞), provided 0 is sufficiently small or 0 is small enough. It
is worth mentioning that the damping coefficient κ just has to be sufficiently large such that
it does not need to require any smallness condition on the initial norm ||θ0||L2 .
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Remark 1.3. The obvious advantage of the damping term lies in that it provides exponen-
tial decay of ||θ||Lp , which has been sufficiently explored in the paper. However, the global
well-posedness of system (1.1) without damping effect for the temperature equation is an
interesting open problem.
The rest of this paper is organized as follows. In Section 2 we present some notions
and basic tools. In Section 3 we first establish the global existence of weak solutions, then
obtain the higher regularity for the weak solutions, where the crucial ingredient is to utilize
the polynomial decay-in-time estimate for small time and the exponential decay-in-time
estimate for large time in terms of the velocity field which is inspired by the recent work
given by He, Li and Lu¨ [11]. In Section 4 we complete the proof of Theorem 1.1.
2. Preliminaries
2. Preliminaries
In this section, we introduce some notations and conventions, and recall some basic tools
which will be used throughout this paper. In particular, we provide the Gagliardo-Nirenberg
type inequalities and the regularity estimates for elliptic equations in bounded domains.
First of all, we use the convention that C (or C(s)) to denote strictly positive constants
depending on the index s, respectively, whose values are insignificant and may change from
line to line. We denote κ− < κ is any positive constant closed enough to κ. For X a Banach
space and I an interval of R, we denote by (I; X) the set of continuous functions on I with
values in X, and by Lp(I; X) with p ∈ [1,∞] stands for the set of measurable functions
on I with values in X, such that t 
→ || f (t)||X ∈ Lp(I). Let Ω ⊂ R3 be a smooth bounded
domain. For r ∈ [1,∞] and k ∈ N, the homogeneous and nonhomogeneous Sobolev spaces
are defined in a standard way,
Lr := Lr(Ω), Wk,r := { f ∈ Lr |Dα f ∈ Lr, ∀|α| ≤ k}, Hk := Wk,2,
Dk,r := { f ∈ Lrloc|Dk f ∈ Lr}, D1 := { f ∈ L6|Df ∈ L2},
C∞0,σ := { f ∈ C∞0 |∇ · f = 0}, D10,σ := C∞0,σ closure in the norm of D1,
|| · ||X1∩X2 := || · ||X1 + || · ||X2 , for two Banach spaces X1 and X2,
|| f1, · · · , fk||X := || f1||X + · · · + || fk||X , for Banach space X.
We start with the well-knownGagliardo-Nirenberg inequality for bounded domains which
will be used frequently later.
Lemma 2.1 ([18]). Let Ω ⊂ R3 be a bounded domain with smooth boundary ∂Ω. We
have
1. H1 ↪→ Lp for p ∈ (1, 6], particularly, || f ||L6 ≤ C||∇ f ||L2 for f ∈ H10(Ω);
2. W1,p ↪→ L∞ for p ∈ (3,∞);
3. || f ||L3 ≤ C|| f ||
1
2
L2 ||∇ f ||
1
2
L2 for f ∈ H1(Ω);
4. || f ||L4 ≤ C|| f ||
1
4
L2 ||∇ f ||
3
4
L2 for f ∈ H1(Ω);
5. || f ||L∞ ≤ C|| f ||
1
2
L2 ||∇ f ||
1
2
H1 for f ∈ H10(Ω) ∩ H2(Ω).
We will need the Poincare´ type inequality.
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Lemma 2.2 ([9]). Let Ω ⊂ R3 be a bounded domain with smooth boundary and f ∈
H10(Ω). Then, there exists a constant λ depending only on Ω such that
|| f ||L2 ≤ λ||∇ f ||L2 ,
where λ is Poincare´ constant which depends only on Ω.
Finally, we recall the following regularity estimate for elliptic equations in a bounded
domain.
Lemma 2.3 ([32]). Let Ω ⊂ R3 be a bounded domain with smooth boundary. Consider
the Stokes problem ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−μΔu + ∇Π = F, x ∈ Ω,
∇ · u = 0, x ∈ Ω,
u = 0, x ∈ ∂Ω.
(2.1)
If F ∈ Wm,p with p ∈ (1,∞) and m ≥ −1, then it holds u ∈ Wm+2,p and Π ∈ Wm+1,p.
Furthermore, we have
||u||Wm+2,p + ||Π||Wm+1,p ≤ C||F ||Wm,p ,
where the constant C depends only on Ω and the indices p, μ,m.
3. Global existence of weak solutions
3. Global existence of weak solutions
The goal of this section is to prove the global existence of weak solutions to the system
(1.1)-(1.3), which is an important step in the proof of our main theorem. We first recall the
definition of weak solutions.
Definition 3.1. Let Ω ⊂ R3 be a bounded domain with smooth boundary ∂Ω. Assume
(u0, θ0) ∈ L2(Ω). A pair of measurable functions (u, θ) is called a weak solution of (1.1)-
(1.3) if for any T > 0, u ∈ ([0, T ]; L2(Ω)) ∩ L2([0, T ];H10(Ω)), θ ∈ ([0, T ]; Lp(Ω)) with
1 ≤ p < ∞ and∫
Ω
u0 · φ0dx +
∫ T
0
∫
Ω
(u · φt + u · ∇φ · u − ∇u · ∇φ + θφ3)dxdt = 0,
∫
Ω
θ0ψ0dx +
∫ T
0
∫
Ω
(θψt + (u · ∇ψ)θ − κθψ)dxdt = 0,
hold for any φ = (φ1, φ2, φ3) ∈ C∞0 (Ω × [0, T ])3 satisfying φ(x, T ) = 0 and ∇ · φ = 0, and for
any ψ ∈ C∞0 (Ω × [0, T ]) satisfying ψ(x, T ) = 0.
Next, we state the main result of this section as a proposition.
Proposition 3.1. Under the assumptions of Theorem 1.1, there exists a global weak so-
lution (u, θ) of (1.1)-(1.3) such that for any T > 0, u ∈ ([0, T ); L2(Ω)) ∩L2([0, T );H10(Ω)),
and θ ∈ ([0, T ); Lp(Ω)) with 1 ≤ p < ∞.
Before proving the above proposition, we need to establish two lemmas which involve
the basic estimates of θ and u.
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By the standard energy method, it is easy to derive the following exponential decay esti-
mate for ||θ||Lp , which plays an essential role in the proof of our main theorem.
Lemma 3.1. Under the assumptions of Theorem 1.1, we have for all 1 ≤ p ≤ ∞
||θ||Lp = e−κt||θ0||Lp ≤ ||θ0||Lp .(3.1)
Proof. Taking the L2 inner product of θ equation in (1.1) with |θ|p−2θ and using the
divergence-free condition ∇ · u = 0, we obtain
1
p
d
dt
||θ||pLp + κ||θ||pLp = 0,
which reduces to ddt ||θ||Lp + κ||θ||Lp = 0. Solving this differential equation leads to (3.1). The
proof of Lemma 3.1 is ended. 
With the aid of the above exponential decay estimate for ||θ||Lp , we can obtain the basic
energy estimate involving the velocity u.
Lemma 3.2. Under the assumptions of Theorem 1.1, we have
sup
t∈[0,T ]
||u||2L2 +
∫ T
0
||∇u||2L2dt ≤ 30.(3.2)
Proof. Taking the L2 inner product of the velocity equation in (1.1) with u and using the
fact ∇ · u = 0, we obtain
1
2
d
dt
||u||2L2 + ||∇u||2L2 =
∫
Ω
θu3dx ≤ ||θ||L2 ||u||L2 ,(3.3)
due to (3.1), it gives that
||u||L2 ≤ 1
κ
||θ0||L2 + ||u0||L2 .(3.4)
Inserting (3.4) into (3.3) and using (3.1), we get
d
dt
||u||2L2 + 2||∇u||2L2 ≤ 2e−κt||θ0||L2
( ||θ0||L2
κ
+ ||u0||L2
)
.(3.5)
Integrating (3.5) with respect to time t over [0, T ] yields the desired result (3.2). This com-
pletes the proof of Lemma 3.2. 
We now prove the Proposition 3.1.
Proof of Proposition 3.1. The proof is a consequence of Schauder’s fixed point argument
which follows [19, 25]. For the sake of completeness, we prove the Proposition 3.1 in detail.
For any fixed T ∈ (0,∞), we consider the problem (1.1)-(1.3) in Ω × [0, T ]. For notational
convenience, we write
X := ([0, T ]; L2(Ω)) ∩ L2([0, T ];H10(Ω))
with ||V ||2X := ||V ||2([0,T ];L2(Ω)) + ||V ||2L2([0,T ];H10 (Ω)) and define
 = {V ∈ X : ||V ||X ≤ R0},
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where R0 will be specified later. Clearly,  ⊂ X is closed and convex.
We fix  ∈ (0, 1) and define a continuous map on . For any V ∈ , we regularize it and
the initial data (u0, θ0) via the standard mollifying process, we first mollify V by the standard
procedure (see [25]) to get
V = V¯ ∗ ρ/2,
where V¯ is the truncation of V in Ω = {x ∈ Ω : dist(x, ∂Ω) > } (extended by 0 to Ω), and
ρ/2 is the standard mollifier. Then v satisfies
V ∈ ([0, T ];C∞0,σ(Ω¯)) with C∞0,σ(Ω¯) := { f ∈ C∞0 (Ω¯) : ∇ · f = 0};(3.6)
||V ||([0,T ];L2(Ω)) ≤ C||V ||([0,T ];L2(Ω));(3.7)
||V ||L2([0,T ];H10 (Ω)) ≤ C||V ||L2([0,T ];H10 (Ω)),(3.8)
for some constant C > 0 which is independent of . Similarly, we regularize the initial data
to obtain the smooth approximation θ0 for θ0 and u

0 for u0 respectively, such that
θ0 ∈ C∞0 (Ω¯) and ||θ0 − θ0||H1(Ω) < ,
u0 ∈ C∞0,σ(Ω¯) and ||u0 − u0||H1(Ω) < .
Then the transport equation with smooth initial data{
∂tθ + V · ∇θ + κθ = 0,
θ(0, x) = θ0(x),
(3.9)
has a unique solution θ(t, x).
We next solve the nonhomogeneous (linearized) Navier-Stokes equation with smooth ini-
tial data u0(x) ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂tu + V · ∇u − Δu + ∇Π = θe3,
∇ · u = 0, u|∂Ω = 0,
u(0, x) = u0(x),
(3.10)
and denote its solution by u . This process allows us to define a map
T(V) = u .
The solvability of (3.9) and (3.10) follow easily from [19, 25]. We then apply Schauder’s
fixed point theorem to construct a sequence of approximate solutions to (1.1)-(1.3). It suf-
fices to show that, for any fixed  ∈ (0, 1), T :  →  is continuous and compact. More
precisely, we need to show the following dissertations:
(1) ||u || ≤ R0, namely, T maps  into  for any fixed  ∈ (0, 1);
(2) ||u ||([0,T ];H10 (Ω)) + ||u ||L2([0,T ];H2(Ω)) ≤ C;
(3) ||T(V1) − T(V2)|| ≤ C||V1 − V2|| for C independent of  and any V1,V2 ∈ .
It is easy to verify (1). In fact, due to Lemma 3.1, we have for any t ∈ [0, T ],
||θ ||2Lp +
∫ T
0
||θ ||2Lpdt ≤ ||θ0||2Lp + C(Ω, p) for p ∈ [2,∞)(3.11)
and
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sup
t∈[0,T ]
||u ||2L2 +
∫ T
0
||∇u ||2L2dt ≤ 3
( ||θ0||2L2 + C(Ω, p)
κ2
+ ||u0||2L2
)
.(3.12)
Next, we prove (2) which implies the compactness of T by the Sobolev embedding the-
orem. Similar to (3.3), we obtain
||ut ||2L2 +
d
dt
||∇u ||2L2 =
∫
Ω
(−V · ∇u + θe3) · ut dx(3.13)
≤ C
(
||V · ∇u ||2L2 + ||θ ||2L2
)
+ ε||ut||2L2
≤ C
(
||θ ||2L2 + ||V ||2L∞||∇u ||2L2
)
+ ε||ut||2L2 ,
which follows from (3.11) and the Gronwall inequality that
sup
t∈[0,T ]
||∇u ||2L2 +
∫ T
0
||ut ||2L2dt ≤ C
(
||θ0||2L2 +  + ||∇u0||2L2
)
eC
∫ T
0 ||V ||2L∞ds.(3.14)
Recalling the elliptic regularity estimate (see Lemma 2.3), we have
||∇2u ||2L2 + ||∇Π ||2L2 ≤ C||ut + V · ∇u − θe3||2L2(3.15)
≤ C(||ut ||2L2 + ||V ||2L∞||∇u ||2L2 + ||θ ||2L2 ).
Combining (3.15) with (3.11) and (3.14) gives that
||∇2u ||L2([0,T ];L2(Ω)) + ||ut ||L2([0,T ];L2(Ω)) ≤ C
(
||θ0||2L2 , ||∇u0||2L2 ,
∫ T
0
||V ||2L∞ds
)
.(3.16)
Now, we prove the continuity of T . Let T(vi) = ui(i = 1, 2). By definition of T , we have⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tui + Vi · ∇ui − Δui + ∇Πi = θi e3, x ∈ Ω, t > 0,
∂tθ

i + Vi · ∇θi + κθi = 0, x ∈ Ω, t > 0,
∇ · ui = 0, ui |∂Ω = 0, x ∈ Ω, t ≥ 0,
(ui (0, x), θ

i (0, x)) = (u

0(x), θ

0(x)).
(3.17)
Subtracting the equation for i = 2 from the one for i = 1, we have
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tu + V1 · ∇u − Δu + V · ∇u2 + ∇Π = θe3, x ∈ Ω, t > 0,
∂tθ
 + V1 · ∇θ + V · ∇θ2 + κθ = 0, x ∈ Ω, t > 0,
∇ · u = 0, u |∂Ω = 0, x ∈ Ω, t ≥ 0,
(u(0, x), θ(0, x)) = (0, 0),
(3.18)
where u = u2 − u1, V = V2 − V1 , θ = θ2 − θ1 and Π = Π2 − Π1.
Taking the L2 inner product of (3.18)2 with θ and using the divergence-free condition
∇ · v1 = 0, we obtain
1
2
d
dt
||θ ||2L2 + κ||θ ||2L2 = −
∫
Ω
V · ∇θ2θdx(3.19)
≤ ||θ ||L2 ||V ||L2 ||∇θ2||L∞ ≤
κ
2
||θ ||2L2 +Cκ||∇θ2||2L∞||V ||2L2 .
Since θ2 ∈ ([0, T ];C∞0 (Ω¯)), we get from (3.19) that
||θ ||2L2 + κ
∫ T
0
||θ ||2L2ds ≤ CκT ||V ||2([0,T ];L2(Ω)).(3.20)
IBVP for 3D Boussinesq System 69
Taking the L2 inner product of (3.18)1 with u and using the divergence-free condition ∇ ·
V1 = 0, we obtain
1
2
d
dt
||u ||2L2 + ||∇u ||2L2 =
∫
Ω
θu3dx −
∫
Ω
V · ∇u2 · udx(3.21)
≤ ||θ ||L2 ||u ||L2 + ||V ||L2 ||∇u2||L6 ||u ||L3
≤ λ||θ ||L2 ||∇u ||L2 +Cλ 12 ||V ||L2 ||u2||H2 ||∇u ||L2
≤ C(λ)||θ ||2L2 +C(κ, λ)||V ||2L2 ||u2||2H2 +
1
2
||∇u ||2L2 ,
which from u2 ∈ L2([0, T ];H2(Ω)) and (3.20) yields that
||u ||2
([0,T ];L2(Ω)) + ||u ||2L2([0,T ];H10 (Ω)) ≤ C(κ, λ, T )||V1 − V2||
2
([0,T ];L2(Ω)),(3.22)
that is,
||T(V1) − T(V2)||2 ≤ C||V1 − V2||2,(3.23)
which implies that T : →  is continuous.
Therefore, the Schauder’s fixed point theorem implies that for any fixed  ∈ (0, 1), there
exists u ∈  such that T(u) = u , namely,⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tu + u · ∇u − Δu + ∇Π = θe3, x ∈ Ω, t > 0,
∂tθ
 + u · ∇θ + κθ = 0, x ∈ Ω, t > 0,
∇ · u = 0, u |∂Ω = 0, x ∈ Ω, t ≥ 0,
(u(0, x), θ(0, x)) = (u0(x), θ

0(x)),
(3.24)
where u is the regularization of u . By a bootstrap argument (c.f. [19, 25]) we know that
(θ, u) ∈ C∞(Ω¯ × [0, T ]). Then it is obvious that (θ, u) satisfies the integral identities,∫
Ω
u0 · φ0dx +
∫ T
0
∫
Ω
(u · φt + u · ∇φ · u − ∇u · ∇φ + θφ3)dxdt = 0,(3.25)
∫
Ω
θ0ψ0dx +
∫ T
0
∫
Ω
(θψt + (u · ∇ψ)θ − κθψ)dxdt = 0,(3.26)
for any  > 0, φ = (φ1, φ2, φ3) ∈ C∞0 (Ω × [0, T ])3 satisfying φ(x, T ) = 0 and ∇ · φ = 0, and
for any ψ ∈ C∞0 (Ω × [0, T ]) satisfying ψ(x, T ) = 0.
In view of (3.11), (3.12) and from the definition of u we know that there exist functions
u ∈  and θ ∈ ([0, T ]; Lp(Ω)) for 2 ≤ p < ∞ such that as  → 0+,
u ⇀ u weaky in ([0, T ]; L2(Ω)) ∩ L2(0, T ;H10(Ω)),
θ ⇀ θ weaky in ([0, T ]; Lp(Ω)),
and
||u||2
([0,T ];L2(Ω)) + ||u||2L2([0,T ];H10 (Ω)) ≤ C(θ0, u0,Ω),(3.27)
||θ||([0,T ];Lp(Ω)) + ||θ||L1([0,T ];Lp(Ω)) ≤ ||θ0||([0,T ];Lp(Ω)).(3.28)
Since u · ∇ψ ∈ ([0, T ]; L2(Ω)), we have
|
∫ T
0
∫
Ω
(u · ∇ψ · θ − u · ∇ψ · θ)dxdt|
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≤ |
∫ T
0
∫
Ω
(u − u) · ∇ψ · θdxdt| + |
∫ T
0
∫
Ω
u · ∇ψ · (θ − θ)dxdt|
≤ ||θ ||L2([0,T ];L2(Ω))||u − u||L2([0,T ];L2(Ω)) + |
∫ T
0
∫
Ω
u · ∇ψ · (θ − θ)dxdt|
≤ C||u − u||L2([0,T ];L2(Ω)) + |
∫ T
0
∫
Ω
u · ∇ψ · (θ − θ)dxdt| → 0 as  → 0+.
Moreover, since
|
∫ T
0
∫
Ω
(u · ∇φ · u − u · ∇φ · u)dxdt|
≤ |
∫ T
0
∫
Ω
u · ∇φ · (u − u)dxdt| + |
∫ T
0
∫
Ω
(u − u) · ∇φ · udxdt|
≤ ||u ||L2([0,T ];L2(Ω))||u − u||L2([0,T ];L2(Ω)) + ||u||L2([0,T ];L2(Ω))||u − u||L2([0,T ];L2(Ω))
≤ C||u − u||L2([0,T ];L2(Ω)) → 0 as  → 0+,
letting  → 0+ in (3.25) and (3.26), respectively, we verify that (u, θ) is a weak solution to
(1.1)-(1.3) in Ω × [0, T ]. We conclude the argument by noticing that T is arbitrary. This
combining with (3.27) and (3.28) completes the proof of Proposition 3.1. 
4. Global regularity with small initial data
4. Global regularity with small initial data
In this section, we prove that the weak solutions described in Proposition 3.1 are actually
strong solutions by establishing the global regularity for small initial data.
Proposition 4.1. Let (θ0, u0) satisfy the conditions in Theorem 1.1 and (θ, u,Π) be the
global weak solution obtained in Proposition 3.1. Then it holds that∫ T
0
||∇u||4L2dt ≤ 2
(
0 + 
α
0
)
.(4.1)
Before proving Proposition 4.1, we first establish an auxiliary result, the time-weighted
estimate on the gradient of velocity.
Lemma 4.1. Assume that (θ0, u0) satisfies the conditions in Theorem 1.1. Let (θ, u,Π) be
the global weak solution obtained in Proposition 3.1. It holds that
sup
t∈[0,T ]
(
tα||∇u||2L2
)
+
∫ T
0
tα||ut||2L2dt ≤ Cα01−α0 exp
{
C
∫ T
0
||∇u||4L2dt
}
.(4.2)
Proof. Firstly, taking the L2 inner product of u equation in (1.1) with ut and using the
divergence-free condition ∇ · u = 0, we obtain
||ut||2L2 +
d
dt
||∇u||2L2 =
∫
Ω
(−u · ∇u + θe3) · utdx.(4.3)
Recalling that (u,Π) satisfies the following Stokes system⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−Δu + ∇Π = −ut − u · ∇u + θe3, x ∈ Ω,
∇ · u = 0, x ∈ Ω,
u = 0, x ∈ ∂Ω.
(4.4)
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It follows from Lemma 2.3 and Gagliardo-Nirenberg’s inequality that
||∇2u||L2 + ||∇Π||L2 ≤ C||ut + u · ∇u − θe3||L2
≤ C(||ut||L2 + ||u||L6 ||∇u||L3 + ||θ||L2 )
≤ C(||ut||L2 + ||∇u||3L2 + ||θ||L2 ) +
1
2
||∇2u||L2 ,
which gives that
||∇2u||L2 + ||∇Π||L2 ≤ C(||ut||L2 + ||∇u||3L2 + ||θ||L2 ).(4.5)
Combining with (4.3) and using the Ho¨lder and Young inequalities, we obtain
||ut||2L2 +
d
dt
||∇u||2L2 ≤ C
(
||u · ∇u||2L2 + ||θ||22
)
+ ε||ut||2L2
≤ C
(
||u||2L6 ||∇u||2L3 + ||θ||2L2
)
+ ε||ut||2L2
≤ C
(
||∇u||32||∇2u||L2 + ||θ||2L2
)
+ 2ε||ut||2L2
≤ C
(
||θ||2L2 + ||∇u||6L2
)
+ 3ε||ut||2L2 ,
which gives that
||ut||2L2 +
d
dt
||∇u||2L2 ≤ C
(
||θ||2L2 + ||∇u||6L2
)
.(4.6)
Utilizing the Gronwall inequality to (4.6) gives that
sup
t∈[0,T ]
||∇u||2L2 +
∫ T
0
||ut||2L2dt ≤ C0 exp
{
C
∫ T
0
||∇u||4L2dt
}
.(4.7)
Multiplying (4.6) by t, one has
t||ut||2L2 +
d
dt
(
t||∇u||2L2
)
≤ ||∇u||2L2 +C
(
t||θ||2L2 + ||∇u||4L2 t||∇u||2L2
)
,(4.8)
which together with (3.3) and the Gronwall inequality yields that
sup
t∈[0,T ]
t||∇u||2L2 +
∫ T
0
t||ut||2L2dt ≤ C0 exp
{
C
∫ T
0
||∇u||4L2dt
}
.(4.9)
Consequently, it follows from (4.7)-(4.9) that
sup
t∈[0,T ]
(
tα||∇u||2L2
)
+
∫ T
0
tα||ut||2L2dt(4.10)
= sup
t∈[0,T ]
[
||∇u||2(1−α)L2
(
t||∇u||2L2
)α]
+
∫ T
0
||ut||2(1−α)L2
(
t||ut||2L2
)α
dt
≤
(
sup
t∈[0,T ]
||∇u||2L2
)1−α[
sup
t∈[0,T ]
(
t||∇u||2L2
)]α
+
( ∫ T
0
||ut||2L2dt
)1−α( ∫ T
0
t||ut||2L2dt
)α
≤ Cα01−α0 exp
{
C
∫ T
0
||∇u||4L2dt
}
.
This ends the proof of Lemma 4.1. 
Next, we recall the following abstract bootstrap argument or continuity argument which
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will be needed to prove Proposition 4.1.
Lemma 4.2 ([34]). Let T > 0. For each t ∈ [0, T ], we have two statements, a “Hypothe-
sis” H(t) and a “Conclusion” C(t). Suppose we can verify the following four assertions:
(1) (Hypothesis implies Conclusion) If H(t) holds for some time t ∈ [0, T ], then C(t) also
holds for the same t;
(2) (Conclusion is stronger than Hypothesis) If C(t) holds for some time t0 ∈ [0, T ], then
H(t) holds for t in a neighborhood of t0;
(3) (Conclusion is closed) If C(tn) holds for the time sequences {tn} ⊂ [0, T ] and tn → t,
then C(t) holds;
(4) (Base case) If H(t) holds for at least one t1 ∈ [0, T ].
Then C(t) holds for all t ∈ [0, T ].
Proof of Proposition 4.1. If T ≤ 1, due to (4.2), we have∫ T
0
||∇u||4L2dt ≤ sup
t∈[0,T ]
(
tα||∇u||2L2
)2 ∫ T
0
t−2αdt(4.11)
≤ C2α0 2(1−α)0 exp
{
C
∫ T
0
||∇u||4L2dt
}
= C2α0 
1−2α
0 0 exp
{
C
∫ T
0
||∇u||4L2dt
}
.
On the other hand, if T > 1, due to (3.2) and (4.2), we have∫ T
0
||∇u||4L2dt(4.12)
≤ sup
t∈[0,1]
(
tα||∇u||2L2
)2 ∫ 1
0
t−2αdt + sup
t∈[1,T ]
(
tα||∇u||2L2
) ∫ T
1
||∇u||2L2dt
≤ C2α0 2(1−α)0 exp
{
C
∫ T
0
||∇u||4L2dt
}
+C2α0 
1−α
0 exp
{
C
∫ T
0
||∇u||4L2dt
}
≤ C2α0 1−2α0
(
0 + 
α
0
)
exp
{
C
∫ T
0
||∇u||4L2dt
}
.
For the sake of simplicity, we define function E(t) on [0, T] as follows
E(t) :=
∫ t
0
||∇u||4L2ds.
In summary, for both the cases t ≤ 1 and t > 1, respectively, there is a positive constant C
such that
E(t) ≤ C2α0 1−2α0
(
0 + 
α
0
)
exp
{
CE(t)
}
.(4.13)
Next, we use the bootstrap argument. Setting
Hypothesis H(t) : E(t) ≤ 4
(
0 + 
α
0
)
for t ∈ [0, T ](4.14)
and
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Conclusion C(t) : E(t) ≤ 2
(
0 + 
α
0
)
for t ∈ [0, T ].(4.15)
The conditions (2)-(4) in Lemma 4.2 are clearly true and it remains to verify (1) under the
small initial data condition (1.5). Once this is verified, then the bootstrap argument would
imply that (4.15) actually holds for any t ∈ [0, T ].
It follows from (4.13) and (4.14) that,
E(t) ≤ C2α0 1−2α0
(
0 + 
α
0
)
exp
{
4C
(
0 + 
α
0
)}
≤ 2
(
0 + 
α
0
)
,
provided that (1.5) holds.
Thus, this ends the proof of Proposition 4.1. 
Proposition 4.2. Let (θ0, u0) satisfy the conditions in Theorem 1.1 and (θ, u,Π) be the
global weak solution obtained in Proposition 3.1. Then it holds that
sup
t∈[0,σ(T )]
t1+α||ut||2L2 +
∫ σ(T )
0
t1+α||∇ut||2L2dt ≤ C
(
||θ0, u0,∇u0||L2 , ||θ0||L∞ , κ
)
,(4.16)
where σ(t) := min{1, t}.
Proof. Taking t-derivative of the u equations in (1.1), one has
utt + u · ∇ut + ut · ∇u − Δut + ∇Πt = θte3.(4.17)
Taking the L2 inner product of (4.17) with ut and using the fact ∇ · u = 0, we obtain
d
dt
||ut||2L2 + ||∇ut||2L2(4.18)
= −
∫
Ω
ut · ∇u · utdx +
∫
Ω
θte3 · utdx
= −
∫
Ω
ut · ∇u · utdx −
∫
Ω
(u · ∇θe3) · utdx − κ
∫
Ω
θe3 · utdx
=:
3∑
i=1
Ii,
where we have used the θ equation, namely, θt = −u · ∇θ − κθ.
We estimate the above three terms one by one as follows
I1 = −
∫
Ω
ut · ∇u · utdx ≤ C||ut||2L4 ||∇u||L2(4.19)
≤ C||ut||
1
2
L2 ||∇ut||
3
2
L2 ||∇u||L2 ≤ ε||∇ut||2L2 +C||ut||2L2 ||∇u||4L2 ,
I2 = −
∫
Ω
(u · ∇θe3) · utdx =
∫
Ω
u · ∇ut · θe3dx(4.20)
≤ C||u||L2 ||θ||L∞||∇ut||L2 ≤ ε||∇ut||2L2 +C||θ||2L∞||u||2L2 ,
I3 = −κ
∫
Ω
θe3 · utdx ≤ Cκ||θ||L2 ||ut||L2(4.21)
≤ κ||θ||L2 +Cκ||θ||L2 ||ut||2L2 .
Substituting (4.19)-(4.21) into (4.18) and absorbing the ε- terms, one has
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d
dt
||ut||2L2 + ||∇ut||2L2 ≤ C(||∇u||4L2 + κ||θ||L2 )||ut||2L2 +C||θ||2L∞||u||2L2 + κ||θ||L2 .(4.22)
Multiplying (4.22) by t1+α yields that
d
dt
(
t1+α||ut||2L2
)
+ t1+α||∇ut||2L2 ≤ (1 + α)tα||ut||2L2 +C(||∇u||4L2 + κ||θ||L2 )t1+α||ut||2L2(4.23)
+Ct1+α||θ||2L∞||u||2L2 +Cκt1+α||θ||L2 .
Due to (3.1) and (3.2), we have∫ σ(T )
0
||u||2L2 t1+α||θ||2L∞dt ≤
(
sup
t∈[0,σ(T )]
||u||2L2
) ∫ σ(T )
0
t1+αe−2κt||θ0||2L∞dt(4.24)
≤ C0||θ0||
2
L∞
κ2
,
and ∫ σ(T )
0
t1+ακ||θ||L2dt =
∫ σ(T )
0
t1+ακe−κt||θ0||L2dt ≤ ||θ0||L2
κ
,(4.25)
where the following basic calculation has been performed for m ∈ Z+∫ σ(T )
0
t1+αe−mκtdt = − 1
mκ2
∫ σ(T )
0
t1+ακde−mκt ≤ 1 + α
mκ2
∫ σ(T )
0
tακe−mκtdt ≤ 1 + α
m2κ2
.
Invoking the Gronwall inequality to (4.23) and using (4.24)-(4.25) yields that (4.16). 
Next, we will prove the following exponential decay estimates in time with respect to the
velocity for large time, which plays a crucial role in our analysis.
Proposition 4.3. Let (θ0, u0) satisfy the conditions in Theorem 1.1 and (θ, u,Π) be the
global weak solution obtained in Proposition 3.1. Then it holds that
sup
t∈[0,T ]
eδt||u||2L2 +
∫ T
0
eδt||∇u||2L2dt ≤ C,(4.26)
sup
t∈[0,T ]
eδt||∇u||2L2 +
∫ T
0
eδt||ut||2L2dt ≤ C,(4.27)
sup
t∈[σ(T ),T ]
eδt||ut||2L2 +
∫ T
σ(T )
eδt||∇ut||2L2dt ≤ C,(4.28)
sup
t∈[σ(T ),T ]
eδt
(
||∇2u||2L2 + ||∇Π||2L2
)
≤ C,(4.29)
where δ := min{λ, κ−} and κ− < κ is any positive constant closed enough to κ as mentioned
above, the constant C depends only on the initial norm ||θ0, u0,∇u0||L2 , ||θ0||L∞ and κ, λ.
Proof. First, coming back to (3.5), and using the Poincare´ inequality (see Lemma 2.2),
we have
d
dt
||u||2L2 + δ||u||2L2 + ||∇u||2L2 ≤ e−κt||θ0||L2
(1
κ
||θ0||L2 + ||u0||L2
)
.(4.30)
Integrating (4.30) with respect to time variable over [0, T ] yields the desired result (4.26).
Next, multiplying (4.6) by eδt, one has
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eδt||ut||2L2 +
d
dt
(
eδt||∇u||2L2
)
≤ δeδt||∇u||2L2 +C
(
eδt||θ||2L2 + ||∇u||4L2eδt||∇u||2L2
)
,(4.31)
Integrating (4.31) with respect to time variable over [0, T ], using (3.1), (4.1), (4.26) and the
Gronwall inequality yield that (4.27).
Similarly, multiplying (4.22) by eδt, one has
d
dt
(
eδt||ut||2L2
)
+ eδt||∇ut||2L2 ≤ δeδt||ut||2L2 +C(||∇u||4L2 + κ||θ||L2 )eδt||ut||2L2(4.32)
+C||θ||2L∞eδt||u||2L2 + κeδt||θ||L2 .
Integrating (4.32) with respect to time variable over [σ(T ), T ], using (3.1), (4.1), (4.27) and
Gronwall inequality yield that (4.28).
Due to (4.5), one has
sup
t∈[σ(T ),T ]
eδt
(
||∇2u||2L2 + ||∇Π||2L2
)
≤ C sup
t∈[σ(T ),T ]
eδt
(
||ut||2L2 + ||∇u||6L2 + ||θ||2L2
)
,
which together with (3.1), (4.27) and (4.28) gives that (4.29). 
Proposition 4.4. Let (θ0, u0) satisfy the conditions in Theorem 1.1 and (θ, u,Π) be the
global weak solution obtained in Proposition 3.1. It holds that∫ T
0
||∇u||L∞dt ≤ C,(4.33)
where the constant C depends only on the initial norm ||θ0, u0,∇u0||2L2 , ||θ0||L∞ and κ, λ.
Proof. It follows from Lemma 2.3 and Gagliardo-Nirenberg’s inequality that
||∇2u||Lp + ||∇Π||Lp
≤ C||ut + u · ∇u − θe3||Lp
≤ C
(
||ut||
6−p
2p
L2 ||∇ut||
3p−6
2p
L2 + ||u||L6 ||∇u||L 6p6−p + ||θ||Lp
)
≤ C
(
||ut||
6−p
2p
L2 ||∇ut||
3p−6
2p
L2 + ||∇u||L2 ||∇u||
p
5p−6
L2 ||∇2u||
4p−6
5p−6
Lp + ||θ||Lp
)
≤ C
(
||ut||
6−p
2p
L2 ||∇ut||
3p−6
2p
L2 + ||∇u||
6p−6
p
L2 + ||θ||Lp
)
+
1
2
||∇2u||Lp ,
which gives that
||∇2u||Lp + ||∇Π||Lp ≤ C
(
||ut||
6−p
2p
L2 ||∇ut||
3p−6
2p
L2 + ||∇u||
6p−6
p
L2 + ||θ||Lp
)
.(4.34)
From (4.34) and Sobolev inequality, we have
||∇u||L∞ ≤ C||∇u||L2 +C||∇2u||Lp(4.35)
≤ C
(
||∇u||L2 + ||ut||
6−p
2p
L2 ||∇ut||
3p−6
2p
L2 + ||∇u||
6p−6
p
L2 + ||θ||Lp
)
.
Due to (3.1), (3.2), (4.16) and (4.27), we have∫ σ(T )
0
||∇u||L∞dt ≤ C
∫ σ(T )
0
(
||∇u||L2 + ||ut||
6−p
2p
L2 ||∇ut||
3p−6
2p
L2 + ||∇u||
6p−6
p
L2 + ||θ||Lp
)
dt(4.36)
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≤ C
∫ σ(T )
0
||∇u||2L2dt
+ sup
t∈[0,σ(T )]
(
t1+α||ut||2L2
) 6−p
4p
∫ σ(T )
0
t−
1+α
2
(
t1+α||∇ut||2L2
) 3p−6
4p dt
+ sup
t∈[0,σ(T )]
||∇u||
2p−6
p
L2
∫ σ(T )
0
||∇u||4L2dt +
||θ0||L2∩L∞
κ
≤ C
(
||θ0, u0,∇u0||2L2 , ||θ0||L∞ , κ, λ
)
,
where we have used the fact
∫ σ(T )
0 t
−2p(1+α)/(p+6)dt < ∞ which requires the condition p <
6
1+2α .
On the other hand, we have from (3.1), (4.27) and (4.28)∫ T
σ(T )
||∇u||L∞dt ≤ C
∫ T
σ(T )
(
||∇u||L2 + ||ut||L2 + ||∇ut||L2 + ||∇u||
6p−6
p
L2 + ||θ||Lp
)
dt(4.37)
≤ C sup
t∈[σ(T ),T ]
e
δt
2 ||∇u, ut||L2
∫ T
σ(T )
e−
δt
2 dt
+C
( ∫ T
σ(T )
e−δtdt
) 1
2
( ∫ T
σ(T )
eδt||∇ut||2L2dt
) 1
2
+ sup
t∈[σ(T ),T ]
||∇u||
2p−6
p
L2
∫ T
σ(T )
||∇u||4L2dt +
||θ0||L2∩L∞
κ
≤ C
(
||θ0, u0,∇u0||2L2 , ||θ0||L∞ , κ, λ
)
.
Combining this with (4.36) gives (4.33) and finishes the proof of Proposition 4.4. 
Proposition 4.5. let (θ0, u0) satisfy the conditions in Theorem 1.1 and (θ, u,Π) be the
global weak solution obtained in Proposition 3.1. Then it holds that
||∇θ||L2 ≤ Ce−κt||∇θ0||L2 ,(4.38)
where the constant C depends only on the initial norm ||θ0, u0,∇u0||2L2 , ||θ0||L∞ and κ, λ.
Proof. Taking the xi-derivative of the θ equations in (1.1), one has
∂iθt + u · ∇∂iθ + κ∂iθ = −∂iu · ∇θ.(4.39)
Taking the L2 inner product of θ equation in (4.39) with ∂iθ, using the divergence-free con-
dition ∇ · u = 0 and summing over i, we obtain
1
2
d
dt
||∇θ||2L2 + κ||∇θ||2L2 ≤ ||∇u||L∞||∇θ||2L2 ,
which together with (4.33) and the Gronwall inequality lead to (4.38). 
The following lemma is necessary for further estimating on the higher-order derivatives
of the strong solution (θ, u,Π).
Proposition 4.6. Assume that (θ0, u0) satisfies the conditions stated in Theorem 1.1. Let
(θ, u,Π) be the global weak solution obtained in Proposition 3.1. It holds that
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sup
t∈[0,T ]
σ(t)eδt(||ut||2L2 + ||∇2u||2L2 + ||∇Π||2L2 )(4.40)
+
∫ T
0
eδt(σ(t)||∇ut||2L2 + ||∇2u||2L2 + ||∇Π||2L2 )dt ≤ C,
where the constant C depends only on the initial norm ||θ0, u0,∇u0||2L2 , ||θ0||L∞ and κ, λ.
Proof. Multiplying (4.22) by σ(t)eδt, one has
d
dt
(
σ(t)eδt||ut||2L2
)
+ σ(t)eδt||∇ut||2L2(4.41)
≤ d
dt
(
σ(t)eδt
)
||ut||2L2 +C(||∇u||4L2 + κ||θ||L2 )
(
σ(t)eδt||ut||2L2
)
+C||θ||2L∞eδt||u||2L2 + κeδt||θ||L2 .
which together with (3.1), (4.1), (4.26), (4.27) and the Gronwall inequality yield that
sup
t∈[0,T ]
σ(t)eδt||ut||2L2 +
∫ T
0
σ(t)eδt||∇ut||2L2dt ≤ C.(4.42)
Due to (4.5), (4.26), (4.27) and (4.42), one has
sup
t∈[0,T ]
σ(t)eδt
(
||∇2u||2L2 + ||∇Π||2L2
)
+
∫ T
0
eδt
(
||∇2u||2L2 + ||∇Π||2L2
)
dt(4.43)
≤ C sup
t∈[0,T ]
σ(t)eδt
(
||ut||2L2 + ||∇u||6L2 + ||θ||2L2
)
+C
∫ T
0
eδt
(
||ut||2L2 + ||∇u||6L2 + ||θ||2L2
)
dt ≤ C.
Thus, the proof of Proposition 4.6 is completed. 
The following proposition is concerned with the estimates on the higher-order derivatives
on the strong solutions u,Π which in particular imply the continuity in time of both ∇2u and
∇Π in the L2 ∩ Lp norm.
Proposition 4.7. Let (θ0, u0) satisfy the conditions in Theorem 1.1 and (θ, u,Π) be the
global weak solution obtained in Proposition 3.1. Then it holds that
sup
t∈[0,T ]
σ(t)eδt||∇ut||2L2 +
∫ T
0
σ(t)eδt||utt||2L2dt ≤ C,(4.44)
where the constant C depends only on the initial norm ||θ0, u0,∇u0||2L2 , ||θ0||L∞ and κ, λ.
Proof. Taking the L2 inner product of (4.17) with utt and using the divergence-free con-
dition ∇ · u = 0, we obtain
1
2
d
dt
||∇ut||2L2 + ||utt||2L2 = −
∫
Ω
u · ∇ut · uttdx −
∫
Ω
ut · ∇u · uttdx −
∫
Ω
θte3 · uttdx(4.45)
≤ ε||utt||2L2 + ||u||2L∞||∇ut||2L2 + ||ut||2L2 ||∇u||2L∞ + ||θt||2L2
≤ ε||utt||2L2 +C||∇u||2H1 ||∇ut||2L2 +C(||∇u||2H1 + ||∇ut||2L2 + ||θ||2Lp)||ut||2L2 + ||θt||2L2
≤ ε||utt||2L2 +C(||∇u||2H1 + ||ut||2L2 )||∇ut||2L2 +C(||∇u||2H1 + ||θ||2Lp)||ut||2L2 + ||θt||2L2
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≤ ε||utt||2L2 + ||θt||2L2 +C(||∇u||2H1 + ||ut||2L2 + ||θ||2Lp)||∇ut||2L2 ,
where we have used the facts ||u||L∞ ≤ C||∇u||H1 and
||∇u||L∞ ≤ C(||∇u||L2 + ||∇ut||2 + ||θ||Lp),(4.46)
(4.34) and the Poincare´ inequality in the last step due to ut|Ω = 0.
In view of the θ equation (1.1), one has
||θt||2L2 ≤ ||u · ∇θ||2L2 + κ||θe3||2L2 ≤ C||∇u||2H1 + κ||θ||2L2 .(4.47)
Inserting (4.47) into (4.45), absorbing the ε- term, we obtain
d
dt
||∇ut||2L2 + ||utt||2L2 ≤ C(||∇u||2H1 + ||ut||2L2 + ||θ||2Lp)||∇ut||2L2(4.48)
+C||∇u||2H1 + κ||θ||2L2 .
Next, multiplying (4.48) by σ(t)eδt, one has
d
dt
(
σ(t)eδt||∇ut||2L2
)
+ σ(t)eδt||utt||2L2(4.49)
≤ d
dt
(
σ(t)eδt
)
||∇ut||2L2 +Ceδt||∇u||2H1 + κeδt||θ||2L2
+C(||∇u||2H1 + ||ut||2L2 + ||θ||2Lp)
(
σ(t)eδt||∇ut||2L2
)
,
together (3.1), (4.26), (4.27), (4.40) and the Gronwall inequality yield that (4.44). 
Proposition 4.8. Let (θ0, u0) satisfy the conditions in Theorem 1.1 and (θ, u,Π) be the
global weak solution obtained in Proposition 3.1. It holds that
sup
t∈[0,T ]
σ(t)eδt
(
||∇2u||2Lp + ||∇Π||2Lp
)
+
∫ T
0
σ(t)eδt
(
||∇2ut||2L2 + ||∇Πt||2L2
)
dt ≤ C,(4.50)
where the constant C depends only on the initial norm ||θ0, u0,∇u0||2L2 , ||θ0||L∞ and κ, λ.
Proof. Recalling that (ut,Πt) satisfies the following Stokes system⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−Δut + ∇Πt = −utt − u · ∇ut − ut · ∇u + θte3, x ∈ Ω,
∇ · ut = 0, x ∈ Ω,
ut = 0, x ∈ ∂Ω.
(4.51)
It follows from Lemma 2.3 and (4.45)-(4.47) that
||∇2ut||2L2 + ||∇Πt||2L2 ≤ C||utt + u · ∇ut + ut · ∇u − θte3||2L2(4.52)
≤ C(||utt||2L2 + ||u||2L∞||∇ut||2L2 + ||ut||2L2 ||∇u||2L∞ + ||θt||2L2 )
≤ C||utt||2L2 +C(||∇u||2H1 + ||ut||2L2 + ||θ||2Lp)||∇ut||2L2
+C||∇u||2H1 +Cκ||θ||2L2 ,
from which, (4.40) and (4.44), it follows that∫ T
0
σ(t)eδt(||∇2ut||2L2 + ||∇Πt||2L2 )dt ≤ C.(4.53)
Due to (4.34), we have
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||∇2u||2Lp + ||∇Π||2Lp ≤ C(||ut||2L2 + ||∇ut||2L2 + ||∇u||
12(p−1)
p
L2 + ||θ||2Lp),(4.54)
which combining (4.40) and (4.44) implies that
sup
t∈[0,T ]
σ(t)eδt(||∇2u||2Lp + ||∇Π||2Lp)(4.55)
≤ C sup
t∈[0,T ]
σ(t)eδt(||∇ut||2L2 + ||∇u||2L2 + ||θ||2Lp) ≤ C.
Thus, the proof of Proposition 4.8 is completed. 
Finally, we give the proof of our main Theorem 1.1.
Proof of Theorem 1.1. From (4.26), (4.27), (4.29), (4.40) and (4.50), we deduce that
∇u,Π ∈ ([τ, T ]; L2) ∩ ([τ, T ] ×Ω),(4.56)
where we have used the standard embedding
L∞([τ, T ];H1 ∩W1,p) ∩ H1([τ, T ]; L2) ↪→ ([τ, T ]; L2) ∩ ([τ, T ] ×Ω).
Furthermore, it follows from (3.1) and (4.38) that
θ ∈ ([0, T ];H1).(4.57)
Due to (4.27) and (4.40), one obtains that
ut ∈ H1((τ, T ); L2) ↪→ ([τ, T ]; L2),(4.58)
which together with (4.56) yields that
ut + u · ∇u ∈ ([τ, T ]; L2).(4.59)
Since (u, θ) fulfills (4.4), we deduce from (4.50), (4.56)-(4.59) that for any p ∈ (3, 6/(1+2α))
∇u,Π ∈ ([τ, T ];D1 ∩ D1,p).(4.60)
With the global regularity established at our hand, we can prove the uniqueness of the
solution. This idea is borrowed from [22] which is introduced in [20, 23].
Let (ui, θi)(i = 1, 2) be two global smooth solutions to system (1.1)-(1.3) with the same
initial data (u0, θ0). Denote
(u, θ,Π) = (u1 − u2, θ1 − θ2,Π1 − Π2).
Obviously, the difference (u, θ,Π) satisfies⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tu + ∇Π − Δu = −div(u1 ⊗ u + u ⊗ u2) + θe3,
∂tθ + κθ = −div(u1θ + uθ2),
divu = 0,
(u(0, x), θ(0, x)) = (0, 0),
u(t, x)|Ω = 0.
(4.61)
Introduce some new notations (u, θ,Π) = (I − Δ)−1(u,θ,Π), from (4.61), we have
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tu + ∇Π − Δu = −(I − Δ)−1div(u1 ⊗ u + u ⊗ u2) + θe3,
∂tθ + κθ = −(I − Δ)−1div(u1θ + uθ2),
divu = 0,
(u(0, x), θ(0, x)) = (0, 0),
u(t, x)|Ω = 0.
(4.62)
Taking the L2 inner product of (4.62)1 and (4.62)2 with (I − Δ)u and (I − Δ)θ, respectively,
we obtain
1
2
d
dt
||u,∇u, θ,∇θ||2L2 + ||∇u,Δu, κθ, κ∇θ||2L2
(4.63)
= −
∫
Ω
(u1 ⊗ u + u ⊗ u2) · ∇udx +
∫
Ω
θ(I − Δ)u3dx −
∫
Ω
u1θ · ∇θdx −
∫
Ω
uθ2 · ∇θdx
=
4∑
i=1
Ji.
Next, we estimate the above four terms one by one.
J1 = −
∫
Ω
(u1 ⊗ u + u ⊗ u2) · ∇udx(4.64)
≤
∫
Ω
(
|u1| + |u2|
)(
|u| + |Δu|
)
|∇u|dx
≤ ||u1, u2||L6
(
||u||L3 ||∇u||L2 + ||Δu||L2 ||∇u||L3
)
≤ ε||∇u,Δu||2L2 +C||∇u1,∇u2||4L2 ||u,∇u||2L2 ,
J2 =
∫
Ω
θ(I − Δ)u3dx(4.65)
≤ ||θ||L2
(
||u||L2 + ||Δu||L2
)
≤ ε||Δu||2L2 +C||u, θ||2L2 ,
J3 = −
∫
Ω
u1θ · ∇θdx = −
∫
Ω
u1(I − Δ)θ · ∇θdx(4.66)
= −
3∑
k=1
∫
Ω
∂ku1∂kθ · ∇θdx ≤ ||∇u1||L∞||∇θ||2L2 ,
J4 = −
∫
Ω
uθ2 · ∇θdx ≤
∫
Ω
|θ2|
(
|u| + |Δu|
)
|∇θ|dx(4.67)
≤ ||θ2||L∞
(
||u||L2 + ||Δu||L2
)
||∇θ||L2
≤ ε||∇θ,Δu||2L2 +C||θ2||2L∞||u,∇θ||2L2 .
Plugging (4.63)-(4.67) into (4.63) and absorbing the ε-terms, we have
1
2
d
dt
||u,∇u, θ,∇θ||2L2 ≤ C
(
1 + ||∇u1,∇u2||4L2 + ||θ2||2L∞
)
||u,∇u, θ,∇θ||2L2 ,(4.68)
which together with the zero initial data and the Gronwall inequality yields that u = θ = 0.
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By definition of (u, θ), one obtain that u = θ = 0 which implies the uniqueness.
Thus, we have finished the proof of Theorem 1.1. 
Acknowledgements. The authors are grateful to the anonymous referees for helpful com-
ments and suggestions that greatly improved the presentation of this paper. This work is
supported by National Natural Science Foundation of China under grant No. 11971188.
References
[1] H. Abidi and T. Hmidi: On the global well-posedness for Boussinesq system, J. Differential Equations 233
(2007), 199–220.
[2] H. Abidi and P. Zhang: On the global well-posedness of 2D Boussinesq system with variable viscosity,
Adv. Math. 305 (2017), 1202–1249.
[3] D. Adhikari, C. Cao and J. Wu: The 2D Boussinesq equations with vertical viscosity and vertical diffusivity,
J. Differential Equations 249 (2010), 1078–1088.
[4] D. Adhikari, C. Cao and J. Wu: Global regularity results for the 2D Boussinesq equations with vertical
dissipation, J. Differential Equations 251 (2011), 1637–1655.
[5] H. Bessaiha and B. Ferrariob: The regularized 3D Boussinesq equations with fractional Laplacian and no
diffusion, J. Differential Equations 262 (2017), 1822–1849.
[6] C. Cao and J. Wu: Global regularity for the two-dimensional anisotropic Boussinesq equations with vertical
dissipation, Archive for Rational Mechanics and Analysis 208 (2013), 985–1004.
[7] D. Chae: Global regularity for the 2D Boussinesq equations with partial viscosity terms, Adv. Math. 203
(2006), 497–513.
[8] R. Danchin and M. Paicu: Global well-posedness issues for the inviscid Boussinesq system with Yudovich’s
type data, Comm. Math. Phys. 290 (2009), 1–14.
[9] L.C. Evans: Partial Differential Equations, Second edition. Graduate Studies in Mathematics 19, Provi-
dence, R.I, Amer Math Soc., 2010.
[10] J. Geng and J. Fan: A note on regularity criterion for the 3D Boussinesq system with zero thermal conduc-
tivity, Appl. Math. Lett. 25 (2012), 63–66.
[11] C. He, J. Li and B. Lv: On the Cauchy Problem of 3D Nonhomogeneous Navier-Stokes Equations with
Density-Dependent Viscosity and Vacuum, arXiv:1709.05608.
[12] T. Hmidi and S. Keraani: On the global well-posedness of the Boussinesq system with zero viscosity, Indiana
Univ. Math. J. 58 (2009), 1591–1618.
[13] T. Hmidi, S. Keraani and F. Rousset: Global well-posedness for Euler-Boussinesq system with critical
dissipation, Comm. Partial Differential Equations 36 (2011), 420–445.
[14] T. Hmidi, S. Keraani and F. Rousset: Global well-posedness for a Boussinesq-Navier-Stokes system with
critical dissipation, J. Differential Equations 249 (2010), 2147–2174.
[15] T. Hou and C. Li: Global well-posedness of the viscous Boussinesq equations, Discrete Contin. Dyn. Syst.
12 (2005), 1–12.
[16] J. Kang and Y. Tang: Value function regularity in option pricing problems under a pure jump model, Appl.
Math. Optim. 76 (2017), 303–321.
[17] J. Kang and Y. Tang: Asymptotical behavior of partial integral-differential equation on nonsymmetric
layered stable processes, Asympt. Anal. 102 (2017), 55–70.
[18] O.A. Ladyzhenskaja and V.A. Solonnikov: Linear and quasi-linear equations of parabolic type, Providence,
R.I, Amer Math Soc., 1968.
[19] M. Lai, R. Pan and K. Zhao: Initial Boundary Value Problem for Two-Dimensional Viscous Boussinesq
Equations, Arch. Ration. Mech. Anal. 199 (2010), 739–760.
[20] A. Larios, E. Lunasin and E.S. Titi: Global well-posedness for the 2D Boussinesq system with anisotropic
viscosity and without heat diffusion, J. Differential Equations 255 (2013), 2636–2654.
[21] J. Li and E. S. Titi: Global Well-Posedness of the 2D Boussinesq Equations with Vertical Dissipation, Arch.
Ration. Mech. Anal. 220 (2016), 983–1001.
82 Y. Yu and Y. Tang
[22] J. Li and E.S. Titi: Global well-posedness of strong solutions to a tropical climate model, Discrete Contin.
Dyn. Syst. 36 (2016), 4495–4516.
[23] J. Li, E.S. Titi and Z. Xin: On the uniqueness of weak solutions to the Ericksen-Leslie liquid crystal model
in R2, Math. Models Methods Appl. Scie. 26 (2016), 803–822.
[24] H. Li, R. Pan andW. Zhang: Initial boundary value problem for 2D Boussinesq equations with temperature-
dependent diffusion, J. Hyperbolic Differ. Equ. 12 (2015), 469–488.
[25] P.L. Lions: Mathematical Topics in Fluid Mechanics. Volume 1, 2, Oxford University Press, New York,
1996, 1998.
[26] S.A. Lorca and J.L. Boldrini: The initial value problem for a generalized Boussinesq model: Regularity
and global existence of strong solutions, Mat. Contemp. 11 (1996), 71–94.
[27] S.A. Lorca and J.L. Boldrini: The initial value problem for a generalized Boussinesq model, Nonlinear
Anal. 36 (1999), 457–480.
[28] A. Majda: Introduction to PDEs and Waves for the Atmosphere and Ocean, Courant Lecture Notes in
Mathematics 9, American Mathematical Society, 2003.
[29] C. Miao and X. Zheng: Global well-posedness for axisymmetric Boussinesq system with horizontal viscos-
ity, J. Math. Pures Et Appl. 101 (2014), 842–872.
[30] J. Pedloski: Geophysical Fluid Dynamics. Springer-Verlag, New York, 1987.
[31] H. Qiu, Y. Du and Z. Yao: A blow-up criterion for 3D Boussinesq equations in Besov spaces, Nonlinear
Anal. 73 (2010), 806–815.
[32] T. Roger: Navier-Stokes equations: theory and numerical analysis, North-Holland Publishing Co.,
Amsterdam-New York-Oxford, 1984.
[33] Y. Sun and Z. Zhang: Global regularity for the initial-boundary value problem of the 2D Boussinesq system
with variable viscosity and thermal diffusivity, J. Differential Equations 255 (2013), 1069–1085.
[34] T. Tao: Nonlinear Dispersive Equations: Local and Global Analysis. CBMS Regional Conference Series
in Mathematics 106, Providence, R.I, Amer Math Soc., 2006.
[35] C. Wang and Z. Zhang: Global well-posedness for the 2D Boussinesq system with the temperature depen-
dent viscosity and thermal diffusivity, Adv. Math. 228 (2011), 43–62.
[36] G. Wu and X. Zheng: Global well-posedness for the two-dimensional nonlinear Boussinesq equations with
vertical dissipation, J. Differential Equations 255 (2013), 2891–2926.
[37] X. Wu, Y. Yu and Y. Tang: Global existence and asymptotic behavior for the 3D generalized Hall-MHD
system, Nonlinear Anal. 151 (2017), 41–50.
[38] X. Wu, Y. Yu and Y. Tang: Well-posedness for the incompressible Hall-MHD equations in low regularity
spaces, Mediterr. Journal of Math. 15 (2018), Art. 48, 14pp.
[39] Z. Xiang and W. Yan: Global regularity of solutions to the Boussinesq equations with fractional diffusion,
Adv. Differential Equations, 18 (2013), 1105–1128.
[40] Z. Ye: A note on global well-posedness of solutions to Boussinesq equations with fractional dissipation,
Acta Math. Sci. Ser. B Engl. Ed., 35 (2015), 112–120.
[41] Y. Yu, X. Wu and Y. Tang: Global regularity of the 2D liquid crystal equations with weak velocity dissipa-
tion, Comput. Math. Appl. 74 (2017), 920–933.
[42] Y. Yu, X. Wu and Y. Tang: Global well-posedness for the 2D Boussinesq system with variable viscosity
and damping, Math. Methods in Appl. Sci. 41 (2018), 3044–3061.
IBVP for 3D Boussinesq System 83
Yanghai Yu
School of Mathematics and Statistics
Hubei Key Laboratory of Engineering Modeling
and Scientific Computing
Huazhong University of Science and Technology
Wuhan, Hubei 430074
P.R. China
[Current Address:]
School of Mathematics and Statistics
Anhui Normal University
Wuhu, Anhui, 241002
P.R. China
e-mail: yuyanghai214@sina.com
Yanbin Tang
School of Mathematics and Statistics
Hubei Key Laboratory of Engineering Modeling
and Scientific Computing
Huazhong University of Science and Technology
Wuhan, Hubei 430074
P.R. China
e-mail: tangyb@hust.edu.cn
