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A field-programmable-gate-array-(FPGA-) based data acquisition and control system was designed in a hardware/software codesign environment using an embedded Xilinx Microblaze soft-core processor for use with a subsurface ion mobility spectrometer
(IMS) system, designed for detection of gaseous volatile organic compounds (VOCs). An FPGA is used to accelerate the digital signal processing algorithms and provide accurate timing and control. An embedded soft-core processor is used to ease development
by implementing nontime critical portions of the design in software. The design was successfully implemented using a low-cost,
oﬀ-the-shelf Xilinx Spartan-III FPGA and supporting digital and analog electronics.
Copyright © 2008 Sin Ming Loo et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

1.

INTRODUCTION

Ion mobility spectrometry (IMS) is an analytical technique
for gas phase analysis of chemical compounds in laboratory
environments; more recently, this method has been used in
field applications to rapidly detect chemical warfare agents,
explosives, and narcotics [1, 2]. Ion mobility spectrometry is
used to separate and quantify ions based on the drift of ions
at ambient pressure under the influence of an electric field
against a counter-flowing neutral drift gas. Gas samples to be
analyzed are moved into a reaction region where the sample
molecules are ionized using one of several ionization methods (in our case a Ni63 foil is used). The product ions produced are then introduced to the drift region of the IMS in
pulses by opening a gate for a specified time interval (called
the ion gate pulse width, or pulse width). Once in the drift
region, the ions are separated according to their mobilities,
which are dependent on the size-to-charge ratio of the ions.
When the ions reach the detector, a small current is generated that is amplified and sent to the data acquisition system.
This current is recorded as a function of drift time, which is
used to identify each analyte; the relative size of the current
peak is used to determine concentration.

The focus of this paper is on the use of a hardware/software codesign technique and an FPGA for control
of a small IMS sensor system designed for real-time detection
of gaseous VOCs in the subsurface [3–5]. The areas of eﬀort
include the use of an FPGA to implement IMS data acquisition and processing, sensor and sampling module control,
digital filtering to remove noise from the IMS data, and digital signal processing for detecting current peaks for identification of VOCs. Section 2 provides an overview of the IMS
system, Section 3 describes the hardware/software codesign
implementation details, and in Section 4, results of system
validation tests are discussed. Finally, a summary is presented
in Section 5.
2.

IMS SENSOR SYSTEM

The sensor system is comprised of downhole subsystem and
uphole components (Figure 1). The uphole subsystem includes a power supply, supply monitoring and communication, and the sensor drift and carrier gas supply. The downhole subsystem is housed in a 4.4-cm diameter, and 1.22m long cylindrical steel casing that can be lowered down an
open borehole (currently deployable to approximately 10 m)
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Figure 1: IMS hardware/software system block diagram.

or inserted into the soil using telescopic drilling techniques
(Figure 2). The downhole subsystem includes the sampling
module (used to draw in gaseous samples from the soil for
introduction to the sensor), IMS sensor, preamplifier, high
voltage power supply, power manager, and an FPGA responsible for communication, control, and data acquisition and
processing. During the prototyping stage, the FPGA is placed
uphole, but will ultimately reside with the downhole components. A compact Spartan-III FPGA board has been designed to be inserted into the IMS probe housing as shown
in Figure 2.
3.

IMS HARDWARE/SOFTWARE CODESIGN

Previously, an embedded data acquisition (DA) system using
a Microchip PIC18F452 microcontroller (PIC) was used for
IMS system control [6, 7]. The PIC-based DA system provided a small, low-cost, and low-power solution capable of
meeting the needs of the system. The DA system took advantage of the resources of the PICby using the on-chip analogto-digital conversion (ADC) to digitize the analog signal provided by the IMS and the on-chip memory to store the
data. However, the PIC-based DA system had many limitations, including limited memory (1536 bytes), low-sampling
rate (10 kHz) and resolution (10-bit) ADC, only 24 digital
inputs/outputs (I/Os), and lack of digital signal processing
(DSP) power. These limitations led to very limited research
growth potential for the IMS system. When the DA requirements were re-evaluated, three of the most important crite-

ria identified were performance, accurate timing control, and
expandability.
To overcome some of the limitations of PIC microcontroller, a low-cost Xilinx Spartan-III FPGA was chosen to
be the main processing element of the IMS sensor system.
The FPGA provides a high degree of flexibility and scalability, good high speed (DSP) performance, and a larger number of I/O pins (over 200 I/Os). Flexibility in the IMS system
was a high priority, since neither the IMS sensor nor the system itself had been fully optimized. The high performance
FPGA DSP allows for upgrades and higher-order digital filtering techniques that can help improve the signal-to-noise
ratio (SNR) and, therefore, the resolving power of the sensor.
3.1.

IMS control stages

The process of controlling the IMS sensor system can be
divided into the following five control stages: initialization,
sampling, data acquisition, postprocessing, and data transmission. In the initialization stage, the drift and carrier gas flow
rates are measured and if they are out of their desired operating ranges, they are adjusted accordingly. In addition, the
ion gate pulse width (PulseWidth) and data scan time (i.e.,
ScanTime, length of time over which ion currents are collected at the detector) are set. The IMS system is then ready
to begin the sampling stage, during which a gaseous sample
is extracted from the soil with the sampling module and introduced into the ionization region of the IMS sensor. In the
data acquisition stage, the ion gate is cycled open and closed
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Figure 2: IMS sensor with supporting electronics, metal probe housing, Spartan-III Starter Kit FPGA, and computer.

for 200 microsecond intervals (PulseWidth), and ions travel
through the drift tube until they strike the detector. The ion
currents are amplified, digitized, and stored in memory. This
data is collected repeatedly and averaged to eliminate noise.
If desired, current data is digitally filtered to further reduce
the amount of noise in the data and/or reduce the number of
data samples required to represent the signal. Once the data
are in memory, the postprocessing stage occurs when further
filtering may be applied and peak times and areas are calculated. Once this stage is complete, the data are transmitted to
the uphole subsystem.
3.2. Hardware and software control
The FPGA (along with the necessary external circuitry) must
initiate the various IMS control stage transitions, control the
ion gate controller and sampling module, collect, amplify,
digitize, and process the ion current measurements, perform
desired postprocessing of the data (including ion peak calculations for identification and quantification of analytes),
and finally, communicate with the uphole subsystem. The
roles of the FPGA, the hardware modules that are implemented by the FPGA, and most importantly the Xilinx Microblaze microprocessor, are shown in the IMS system diagram (Figure 1). It is interesting to note that the system control naturally breaks down into hardware (those requiring
speed and accurate timing control) and software (postprocessing for rapid algorithm changes/updates). Portions requiring tight timing requirements were implemented with
VHDL and interfaced to the Microblaze through fast simplex link (FSL). The overall operation of IMS hardware and
software control can be visualized with a task graph with six
tasks; see Figure 3 (init: initialization, samp: sampling, da:
data acquisition, post: postprocessing, and com: communication). The control is sequential in nature, thus hardware is
used where performance and accurate timing are required.
The init task is responsible for checking environmental
variables including drift gas flow rates, and receiving parameters from the uphole system. This task has been im-

plemented in C since parsing through a data packet can be
done much more easily and eﬃciently in software. The samp
task is implemented in VHDL since accurate timing can be
achieved in hardware (by counting clocks). The ionized sample molecules do not move into the drift region until the IMS
gate opens during the data acquisition stage (da task). The
third task, da, involves opening and closing the IMS gate at
discrete intervals (PulseWidth) and allowing groups of ions
to travel through the IMS where they eventually strike the
collector. This collection process is repeated, and the data is
averaged together to eliminate any anomalies. Much of the da
task is implemented in VHDL with moderately complex control in C. In the post task, the data can again be filtered digitally (implemented in VHDL) to further remove any noise
from the data, and analysis methods can be applied to calculate the peak locations and the area under the peaks, to
identify and quantify the compounds present. For example,
with peak detection algorithm, the ability to change number of scans that are averaged is extremely important during
the research phase of the sensor system development program. Hardware implementations with state machines were
used because accurate timing control is critical for some tasks
and settings (e.g., InjectTime, ExtractTime, PulseWidth, and
ScanTime) of the sensor system. Finally, for the com task,
data are passed from the downhole device to the uphole
device. Details on the uphole device and the communication protocol have not yet been fully specified. However, it
is assumed that communication with the uphole device will
be achieved via a communication standard called recommended standard 232 (RS232). This standard was chosen because of its wide use in industry and ease of implementation.
Figure 4 contains additional details related to Figure 3.
3.2.1. Control stages transitions
Transitions between control stages are achieved in the FPGA
as a combination of software implemented in C running on
an embedded Microblaze soft-core processor, and two separate hardware finite state machines (FSMs) written in VHDL.
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The software control program remains in an idle state until
it receives a command from the uphole device. It will then
parse out the desired commands and data and begin the IMS
sensor data collection by sending commands to the appropriate hardware. Figure 4 shows the flow diagram of the overall
control program. Due to the large amount of RAMrequired
to store and process the IMS data, the code is designed to
run in external 1 Mb static random access memory (SRAM),
as opposed to the internal block RAM(BRAM) of the FPGA.
The Microblaze controls the SRAMusing an external memory controller (EMC) IP core provided by Xilinx EDK, which
attaches to the Microblaze via the on-chip peripheral bus
(OPB).
A bootloader is used to run the software control in
SRAM. The software control program data is placed in
the Xilinx platform flash programmable read only memory
(PROM) along with the bit stream that is used to configure
the FPGA. The bootloader program runs in BRAM, and during power-up of the system it copies program data from the
PROM and places it in SRAM. The bootloader then jumps to
the start of the SRAM and executes the program. The bootloader program and the methods used for extracting the data
from the PROM are based on a sample design provided by
Xilinx [8]. The PROM interface design is shown in Figure 5.
The logic in Figure 5 includes clock to the PROM, enable,
and initialize signal to indicate start of read. Since XCF02S is
a serial PROM, DIN is only one-bit width.
The first hardware FSM (referred to hereafter as the DA
FSM) generates the ion gate pulse width (PulseWidth), collects the ion current data from the IMS sensor, and sends it
to the Microblaze where it is stored in SRAM. The DA FSMprovides the software control program (running in Microblaze) with new ion current data points as they become available. The DA FSM communicates with Microblaze via two
FSL busses, one for sending and the other for receiving data.
These high-speed, unidirectional links allow the DA FSM to
pass data fast enough for the Microblaze to receive and process it before receiving the next data packet. The FSL also allows the Microblaze to send the FSM a single 32-bit parameter representing the settings for the current IMS test parameters (ScanTime, PulseWidth, etc.), which is decoded by the
DA FSM. A state machine diagram of the DA FSM is shown
in Figure 6. The state machine uses ClkCnt = 9 to transition to the send pulse state to ensure that the state machine
is synchronized properly. The ClkCnt counter is used to generate the ADC clk (which is always running), and checking
for ClkCnt = 9 synchronizes the start of the gate pulse with
the rising edge of the clock. This also helps ensure that gate
pulse width is always the same width by making the gate

pulse starts and stops on the same number of counts every
time.
The sampling module FSM controls the timing of the actuation of solenoid valves in the sampling module that extract samples from the soil and then inject them into the
IMS ionization region. This FSM also communicates with
the Microblaze via two FSL busses. The software control program sends data to the sampling module control FSM as a
single 32-bit word representing the extraction and injection
sequence for the valves. The FSM stays in IDLE state until a
start signal is received. At this time FSM proceeds to extract
state and the sample is extracted from the soil. Once enough
sample has been extracted, FSM moves to inject state where
the sample is introduced to the IMS sensor. A single bit is
sent to the Microblaze via FSL when the sampling module
FSM has completed its task. A high-level state machine diagram of this FSM is shown in Figure 7.
3.2.2. IMS gate controller
The IMS gate controller is a digital device that controls the
flow of ions from the ionization region into the drift region
of the IMS sensor. The FPGA interfaces with the gate controller via a single digital signal. When the signal is a digital
“low” the IMS gate is closed, and when the signal is a digital
“high” the IMS gate is open. A single, brief opening and closing of IMS gate is generated in the FPGA by counting clock
cycles using a countup counter, implemented as hardware in
the FPGA. A countup counter is designed to increment on
every rising edge of a clock. The counter value needed to generate a desired pulse width is equal to the desired ion gate
pulse width multiplied by the system clock frequency. The
accuracy of the timing is limited only by the frequency of the
system clock and the jitter of the signal. Our system clock
runs at 75 MHz using a digital clock manager (DCM) module, which makes it possible to generate pulses (PulseWidth)
with an accuracy of 13.33 nanoseconds, or the duration of
a single clock cycle. If greater accuracy is required, the system clock frequency can be raised using a DCM. The ion gate
pulse width is part of the hardware DA FSM and is designed
to provide the user with the option of selecting the desired
ion gate pulse width. This flexibility was especially valuable
during the prototype development stage of the IMS system
when the ideal pulse width had not yet been determined.
3.2.3. Sampling module
The sampling module extracts a volume of gas samples from
the soil to be introduced to the IMS sensor for analysis using
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latching solenoid valves [9]; it can be run in “single injection mode” in which a single sample is extracted, injected,
and analyzed or in continuous mode in which a continuous
stream of sample is injected into the IMS for analysis. These
valves are controlled by swapping the high and low terminals and sending 20-millisecond, 5-V pulses to change the
open/close state. As these valves could not be driven directly
from the FPGA, which is only capable of driving 24 mA of
current at a maximum of 3.75 V, a half-H bridge (Texas Instruments SN754410NE) is used to drive the valves. The con-

trol signals for the valves are generated by the sampling module FSMas described above. The timing of state transitions
is achieved by counting clock cycles with a countup counter
in the same manner as for the gate controller. The sampling
module control code was written in VHDL and is designed to
allow for flexibility in the duration of the extraction and injection states, so that the system can be optimized for diﬀering environmental conditions. A single 32-bit control word
contains extraction time (ExtractTime), injection time (InjectTime), and continuous or single injection mode.
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3.2.4. Data acquisition and processing

Analog-to-digital conversion

The data acquisition process involves the following stages:
amplification, digitization, and processing of the ion current.
These stages are described below.

For ease of implementation, an oﬀ-the-shelf successiveapproximation register (SAR) ADCwas used for ADC
(ADS7818, TI). All noise filtering is applied during postprocessing to ensure that as much of the IMS signal remains intact as possible. The ADS7818 interfaces with the FPGA via a
3-wire serial peripheral interface (SPI) protocol. The data are
collected from the ADS7818 in a 12 bit shift-register. The DA
FSMcollects data from the ADS7818 and sends them to the
Microblaze via FSL for processing and storage in SRAM every
2.1 microseconds (ScanTime). It is noted that ADS7818 has

Preamplification
An inverting opamp configuration with a 109 gain factor was
used to amplify the subnano Amp ion current signal from
the IMS and convert it to a voltage before ADC.
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top sampling rate of 500 K samples/second. Although this is
likely not needed for the system, it can be used to enhance
noise filtering by pushing the noise frequency further out in
the frequency spectrum, thus making the noise easier to filter.
Real-time processing
To improve analyte identification ability, it is important to
remove as much of the noise in the ion current readings as
possible without removing valid content. Therefore, multiple scans of the IMS spectra are averaged to filter out system
noise. After data collected by the hardware FSM are sent to
Microblaze, averages are performed in real time and stored
in external SRAM. The number of scans to be averaged is a
variable selected by the user via the uphole device.
The second area of real-time processing performed in
the FPGA and Microblaze is decimation filtering. The decimator is designed using finite impulse response (FIR) filtering techniques. The filter coeﬃcients used in this design
were calculated using Matlab (MathWorks, Natick , MA) filter design tools [10]. The user selects the windowing method
used to calculate the coeﬃcients, the number of taps, the cutoﬀ frequency and filter gain, and whether symmetric coeﬃcients are desired. The Hamming window was used, and a
65-order (65 taps) filter was selected with a gain of 1 and
a cut-oﬀ equal to 10 kHz. Since IMS signal has bandwidth
of less than 10 kHz, a decimation factor of 10 was chosen
to bring the sampling rate down to ∼50 kHz, as this is an
appropriate sampling rate for the IMS. The design tool was
configured to generate the coeﬃcients as unsigned 16-bit values to facilitate the integration of the coeﬃcients into FPGA
filter implementation. In this implementation, oversampling
(500 K samples/second and decimated to 50 kHz) is used as
an attempt to reduce noise due to the antenna created by the
wiring in the probe and support cables to the uphole system
components.
The decimator is implemented in this design using the
Xilinx Logicore multiply accumulate finite impulse response
v5.1 (MACFIR) core attached to Microblaze via a send FSL

and a receive FSL [11]. The MACFIR is a highly configurable
and highly eﬃcient core that is included with the Xilinx ISE
tools.
Postprocessing
Postprocessing of IMS data may be performed in the FPGA
prior to sending the data uphole, or after the data have been
collected by the uphole device. Once the noise has been removed from the signal, the data can be processed to identify the analytes present in the sample. An important step in
this identification process is peak detection. The peak detection algorithm is implemented as a software routine written
in C running on Microblaze. The detection algorithm allows
the number of nearest neighbors to be passed in as an input parameter to allow the routine to be altered according
to the types of compounds being detected, the widths of the
peaks being detected, and so that the number of unwanted
peak detections that occur due to noise can be reduced. In
addition, a noise floor threshold parameter is used that limits peaks detected to those occurring above that threshold.
This is necessary even after applying noise filtration techniques because a certain amount of noise will nearly always
be allowed to pass through the noise filter. The algorithm for
the autodetermination of the noise floor threshold uses the
initial ∼1 millisecond of data to determine the threshold by
storing the largest value during this interval as the threshold. This method assumes that no peaks occur during this
interval, and the detected current is only due to DC oﬀset
and noise. If this is not the case, then the threshold would
need to be provided directly or the algorithm can be altered
as needed.
Once the IMS sensor system is fully characterized and
calibrated, a table of mobility values will be stored in the system. The peak locations (along with pressure and temperature measurements) will allow analytes to be identified by
calculating the reduced ion mobility values associated with
the peaks and comparing them to the values stored in the table. The results will then be sent to the uphole device.
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SYSTEM VERIFICATION
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A step-by-step approach to system verification was taken.
Each component of the design was verified on an individual basis, then additional components were successively combined until the entire design was verified. Figure 8 shows perchloroethylene (PCE) data captured by the IMS system under laboratory conditions. The sampling module was set to
continuously extract and inject the PCE sample gas with extraction and injection times both equal to 0.5 second. An
ion gate pulse width of 200 microseconds and scan time of
19.6 milliseconds was used. As the PCE sample was injected
into the IMS, three distinct peaks characteristic of PCE became apparent. The data was collected using the design as
described in Section 3 with 512 averages. This test showed
that the FPGA is capable of successfully gathering data from
the IMS while operating the sampling module. Further complete sensor system characterization is currently underway.
5.

SUMMARY

An FPGA data acquisition and control system for a compact IMS sensor system that was designed for subsurface
use was successfully designed, implemented, and tested. The
functionality of the design was verified in a laboratory environment with PCE and in the field (not shown). The design provides accurate control and timing to the IMS gate
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Special Issue on
Network Coding for Wireless Networks
Call for Papers
The main idea in network coding was introduced in 2000 by
Ahlswede et al. With network coding, an intermediate node
in a network cannot only forward its incoming packets but
also encode them. It has been shown that the use of network
coding can enhance the performance of wired networks
significantly. Recent work indicates that network coding can
also oﬀer significant benefits for wireless networks.
Communications over wireless channels are error-prone
and unpredictable due to fading, mobility, and intermittent
connectivity. Moreover, in wireless networks, transmissions
are broadcast and can be overhead by neighbors, which is
treated in current systems as interference. Finally, security
poses new challenges in wireless networks, where both
passive and active attacks have quite diﬀerent premises than
in wired networks. Ideas in network coding promise to help
toward all these issues, allowing to gracefully add redundancy
to combat errors, take advantage of the broadcast nature
of the wireless medium and achieve opportunistic diversity,
exploit interference rather than be limited by it, and provide
secure network communication against adversarial attacks.
In this special issue, we are interested in original research
articles which can carry the momentum further and take
the wireless network coding research to the next level. The
areas of interest include novel network code designs and
algorithms, new applications of wireless network coding,
network coding capacity, and performance analysis. In
addition to original research articles, we are open to review
articles. The following list indicates topics of interest which
is by no means exhaustive:
•
•
•
•
•
•
•

Network codes and algorithms for wireless networks
Physical layer network coding
Joint source coding and network coding
Graph codes and network coding
Reduced complexity decoding for network coding
Secure network coding
Capacity and fundamental bounds on network coding
performance
• Cross-layer optimization and network coding
• Energy-eﬃcient network coding
• TCP, routing, MAC, or scheduling algorithms for
network codes

• Wireless network coding for multimedia application
• Wireless network coding for bio-medical application
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Call for Papers
The recent advances in embedded software/hardware design
have enabled large-scale and cost-eﬀective deployment of
Wireless Sensor Networks (WSNs). Such a network consists
of many small sensor nodes with sensing, control, data processing, communications, and networking capabilities. The
wireless sensor networks have a broad spectrum applications
ranging from wild life monitoring and battlefield surveillance to border control and disaster relief, and have attracted
significant interests from both academy and industry.
A wireless sensor node generally has limited storage and
computation capabilities, as well as severely constrained
power supplies, and the networks often operate in harsh
unattended environments. Successful design and deployment of wireless sensor networks thus call for technology
advances and integrations in diverse fields including embedded hardware manufacturing and signal processing as well
as wireless communications and networking across all layers.
We have seen the initial and incremental deployment of
real sensor networks in the past decade, for example, the
ZebraNet for wildlife tracking, the CitySense for weather
and air pollutants reporting, and the Sensormap portal for
generic monitoring services, to name but a few; yet the
full potentials of such networks in the real world remain
to be explored and demonstrated, which involves numerous
practical challenges in diverse aspects.
This special issue aims to summarize the latest development in the design, implementation, and evaluation of
wireless sensor systems. Topics of interest include but are not
limited to:
• Practical architecture and protocol design for sensor
•
•
•
•
•

communications and networking
Management, monitoring, and diagnosis of sensor
networks
Implementation and measurement of experimental
systems and testbeds
Experience with real-world deployments of wireless
sensor networks
Interactions with ubiquitous communication and networking infrastructures
Novel killer applications of wireless sensor networks
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Special Issue on
Dependable Semantic Inference
Call for Papers
After many years of exciting research, the field of multimedia
information retrieval (MIR) has become mature enough
to enter a new development phase—the phase in which
MIR technology is made ready to get adopted in practical
solutions and realistic application scenarios. High users’
expectations in such scenarios require high dependability
of MIR systems. For example, in view of the paradigm
“getting the content I like, anytime and anyplace” the service
of consumer-oriented MIR solutions (e.g., a PVR, mobile
video, music retrieval, web search) will need to be at least
as dependable as turning a TV set on and oﬀ. Dependability
plays even a more critical role in automated surveillance
solutions relying on MIR technology to analyze recorded
scenes and events and alert the authorities when necessary.
This special issue addresses the dependability of those
critical parts of MIR systems dealing with semantic inference. Semantic inference stands for the theories and algorithms designed to relate multimedia data to semanticlevel descriptors to allow content-based search, retrieval,
and management of data. An increase in semantic inference
dependability could be achieved in several ways. For instance,
better understanding of the processes underlying semantic
concept detection could help forecast, prevent, or correct
possible semantic inference errors. Furthermore, the theory
of using redundancy for building reliable structures from
less reliable components could be applied to integrate
“isolated” semantic inference algorithms into a network
characterized by distributed and collaborative intelligence
(e.g., a social/P2P network) and let them benefit from the
processes taking place in such a network (e.g., tagging,
collaborative filtering).
The goal of this special issue is to gather high-quality and
original contributions that reach beyond conventional ideas
and approaches and make substantial steps towards dependable, practically deployable semantic inference theories and
algorithms.
Topics of interest include (but are not limited to):
• Theory and algorithms of robust, generic, and scalable

semantic inference
• Self-learning and interactive learning for online adaptable semantic inference

• Exploration of applicability scope and theoretical

performance limits of semantic inference algorithms
• Modeling of system confidence in its semantic infer•
•
•
•

ence performance
Evaluation of semantic inference dependability using
standard dependability criteria
Matching user/context requirements to dependability
criteria (e.g., mobile user, user at home, etc.)
Modeling synergies between diﬀerent semantic inference mechanisms (e.g., content analysis, indexing
through user interaction, collaborative filtering)
Synergetic integration of content analysis, user
actions (e.g., tagging, interaction with content)
and user/device collaboration (e.g., in social/P2P
networks)
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