Abstract-In this paper we derive tight upper and lower bound on the redundancy (of binary Huffman codes) in terms bounds on the redundancy of the Huffman code on a source, of P1 := maxi ui, the probability of the most likely source for which the probability of one of the symbols is known. We symbol. On the other hand in [4] 
D probabilities are merged into a new unit, and henceforth
Recently Ye and Yeung [12] presented a simple upper
represented by an intermediate node in the tree. Throughout bounds on R(T) in terms of the probability of any source this paper, unless D is explicitly specified, we talk about the symbol, as opposed to the case the least or the most likely binary Huffman codes. probability is given. Using a complicated approach they conDenote by 1(u) the length of the path from the root to a jectured the tight upper bound on R(T) for a source containing node u on the Huffman tree T. Then the expected length of a symbol with a given probability p, without knowledge about the Huffman code is defined as its 'rank in the source distribution. In this paper we prove k this conjecture with a simple approach and prove that this L(T) : u uIl(ui).
(1) upper bound is tight. Similarly, we present a tight lower =1i bound on R(T) for a source that contains a symbol with
Similarly, the entropy is defined as given probability p. We further describe all possible sets of distribution which achieve this lower bound. We show that k simple extentions of our results lead to the lower bound on HQT) :=-Ui logD(Ui).
(2) the redundancy when either P1 [10] or PN [4] are known. We i=1 also extend our proof to the D-ary Huffman codes and find the The Huffman encoding is optimal in the sense that no other tight lower bound on R(T) when probability of any symbols code for distribution p can have a smaller expected length than is known.
L(T).
The redundancy R(T) of the code is defined as the dif-
II. PRELIMINARIES
ference between the average codeword length L(T), and the
In this section we present some definitions and results that entropy H(T) of the source. It is easy to show that the will be useful in the rest of the paper.
redundancy of the Huffman code is always non-negative and Let T =T(p) be a binary Huffman tree for a source with never exceed 1. These bounds on RQT) can be improved if probability distribution p =(u1, u2,. .., UlN). For the rest of partial knowledge about the source distribution is available, this paper, we identify each node of a Huffman tree by the Gallager [2] , Johnsen [3], Capocelli and Desantis [4] and [5] , probability of the corresponding symbol or unit; this is defined Manstetten [6] and Capocelli et a!. [7] improved the upper as the sum of the probabilities of all the leaf symbols lying Fig. 2 . Upper bounds of Theorems 1, 2 and 3, on the redundancy of a source containing a symbol with probability p. Fig. 1 . Decomposition of a Huffman tree around an intennediate node u.
Our result improves the following bound obtained in [12] , in the sub-tree under that node. For each intermediate node u and in fact proves a conjecture for the tightest upper bound of T, let Au denote the sub-tree of T under u, and denote given in the same paper: by u-1 * Au its normalized version, where the probability of Theorem 2: Let p be the probability of any source symbol. each node is scaled by a factor of 1/u, so that the scaled Then the redundancy of the corresponding Huffman code is leaf probabilities sum to one. Therefore, u-1 * Au itself is a upper bounded by Huffman tree for a source with probabilities which are given on the leaves of (u-1 * Au). Similarly We will also use the following upper bound on the redundancy of a source whose most likely symbol probability is R(T) = R(Au) + u R(u-1 * Au) (3) known. A more precise form of this bound is included in [6], and we refer the interested readers to that work for details and III. UPPER BOUND proof.
In this section we provide a tight upper bound for the which includes a symbol with probability p, but is otherwise where ay RmaxQN) = 1 + 1/3 -ff(1/3) 0.415, and arbitrary. The redundancy of this code is upper bounded by Wi 0.491 is a root of 3 -p-2pi) =y, see Figure 2 .
Finally we will need the following lemma in our proof of Rmax(P) -1 + p .f(p), if 0 P < 05 (4) Theorem 1.
Lemma 2: Let P1 be the probability of the most likely letter where X(p) :=-p logp -(1 -p) log(1 -p) is the binary in a source, which also contains another letter with probability entropy function. Furthermore, this bound is tight, so there are q. If P1 > wil 0.491 and q> fro 0.18, then l(pi) =1, i.e. sequences of sources whose Huffman redundancies converge the length of the codeword corresponding to the most likely to Rmax(p).
symbol is 1. Before we prove this theorem, we shall review some previProof: We first note that as long as P1 > 3, the length ous related results, which will be used in our proof. l(pi) cannot be larger than 2; otherwise, there would be at 132 we have R(T) = 1-e(pl) + (1-pi)R((l-P1) 1 * A(l-pi)) (7) We then upper bound the term R ((1 -p1)-1 * A(1-p,)) using Theorem 2. Note that wo < q < 1, since p was assumed to be greater than wo. We consider the following two cases on the Therefore, the corresponding tree has a structure as in of Theorem 2. It remains to show that for W0 < p < 0.5, the Thus we have shown that R(T) is upper bounded by Rmax(p) redundancy of a Huffman code for a source which contains a for all p. It only remains to show the tightness of the bound. symbol with probability p cannot be larger than Rmax(p).
It is easy to check that the redundancy of a source with We prove this claim using an argument on p1, the prob-distribution pE ((1 -E) (1 -p), p, E(1 -p)) is ability of the most likely symbol in p. First note that, if P = P1 is the most likely symbol, then from Theorem 3, R(pE) 1 +p-38(p)-(1 p)QX(E)-E), (9) R(T) < f (p) < Rmax(p). Suppose then that p < p1. Clearly which tends to Rmax(p) = 1 + p -f(p) as e goes to zero. In this section we provide a lower bound for the redundancy Suppose then that P1 > i3. Let T be a Huffman tree for p, of the Huffman code for a source that contains a symbol with which contains p > WO0 as a leaf. Then by Lemma 2 we have a given probability p. As we will see, the redundancy can be i(pi) =1. Thus p should appear in the sub-tree under the zero only if p is dyadic, i.e p -2-l for some integer 1. We intermediate node of probability 1-p1, i.e. p C A1l_1 and will also show that our bound is tight and describe all possible hence q := eP (1 -p1>1 * A1l_1. Then by Lemma 1, sets of distributions which achieve this redundancy. the redundancy, it suffices to only consider a simple class of The unique solution of the above system of equations is probability distributions, which is depicted in Figure 4 . To see this, let u be any intermediate node in a Huffman tree T, 2m 2 which does not contain p in the sub-tree under it, i.e. p , Au. 
Therefore Au is a Huffman tree containing a leaf with proba-This is readily seen to be a convex function of m. To minimize, bility p, whose redundancy is at most equal to that of T. This ' . .
.~~~~~~~~~~~we differentiate with respect to m and set the derivative equal argument can be repeated until T is converted into the form to zero. of Figure 4 . A necessary and sufficient condition for i=1 this is that p < xm-l = (1-p)am-. It is then easy to see p~~~~~~~~~~~~~~~~~~~~~~~~~~F ig. 5. Lower bound and upper bound on the redundancy of a source containing a symbol with probability p. Fig. 6 . Lower bound for the Huffman redundancy of a source containing a symbol with probability p.
Remark 2. The proof of Theorem 4 essentially describes allV.CNLSO the source distributions that contain a symbol of probabilityV*CNLSO p, and achieve the lower bound Rmin (p) on the redundancy. In this paper we have obtained tight upper and lower bounds As argued, the Huffman trees for all such distributions have on the redundancy of the Huffman code for a source, for a 'backbone' of form of Figure 4 , with probabilities that are which the probability of one of the symbols is known. Our uniquely determined by the theorem. Any such tree which ex-upper bound proves a conjecture of [12] , and our lower bound tends beyond this unique backbone must satisfy the inequality extends and completes several earlier partial results. We have of (11) with equality, i.e. R(xj1l * A\z ) must be zero for all further discussed the explicit form of the distributions that intermediate x, 's. From Remark 2 above, this can happen only achieve each of these bounds. Our arguments can be readily if the corresponding distributions for the sub-trees x -1 * Ax extended to the case of D-ary Huffman codes. are dyadic. Thus, all the distributions containing a symbols of
