Introduction
Subgroup Discovery (SD) algorithms aims to find subgroups of data that are statistically different given a property of interest [3] . SD algorithms only focuses on finding subgroups (represented by rules) for the property of interest. We deal with the problem of software defect prediction through SD identifying software modules with a high probability of being defective.
SD Algorithms
In this work, we compare two well-known SD algorithms: The SD [2] algorithm is a covering rule induction algorithm that using beam search aims to find rules that maximise q g = TP FP+g , where TP and FP are the no. of true and false positives and g is a generalisation parameter to control the specificity of a rule. The CN2-SD [4] algorithm is an adaptation of the CN2 algorithm.It uses WRAcc as a measure of the quality of the induced rules. where the n(Class · Cond) corresponds to the TP and N is the total number of instances.
Quality Measures
where n c is the number of values of the target class.
Datasets
PROMISE repository (CM1, KC1, KC2, KC3, MC2, MW1 and PC1) D'Ambros et al [1] repository (Equinox, Lucene and Eclipse PDE-UI) 
Experimental Results

Conclusions
SD algorithms focused on finding rules for defective modules ignoring the non-defective ones so that the algorithms are robust to problems faced by classification algorithms such as datasets being unbalanced, noise, inconsistency and redundancy of the data. These problems are present in most defect prediction datasets in the software engineering domain.
In unbalanced datasets and considering classification only the number of TP and FP as evaluation measures, the best classification rules using the CN2 algorithm correspond to those rules covering samples of the non-defective class. The metrics used for classifiers cannot be directly applied in SD and need to be adapted (no direct comparison with classifiers).
