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1. Introduction 
Most studies of centralization and decentralization of decision making in economic systems 
have been performed within the framework of a basically static theory. The normal starting point 
is to construct a static model in which the structure and of production and prices are determined 
as a static equilibrium solution. The question of stability of this system is then analyzed with the 
help of a quasi-dynamical analysis, i.e., the system is assumed to have a dynamic search 
procedure for the equilibrium in the vicinity of the equilibrium point. One example of such a 
procedure is the well known tatSnnement process first proposed by L&on Walras [4]. According 
to this principle, the price of a commodity is assumed to be increased if there exists a positive 
excess demand for the commodity, while it is decreased in the case of excess supply. It can, under 
certain conditions, be shown that an economy based upon this adjustment principle can return to 
its equilibrium in finite time without any interference from a central policy making agent. 
Roy Harrod was the first economist to properly address the problem of stabilization of a 
dynamic economy. In a study “Towards a Dynamic Economics ” in 1948 [lo] he conjectured that 
a growing economy based upon Keynesian assumption, with investments determined by an 
accelerator, could not be automatically stabilized. Any equilibrium would lie on a “knife-edge” 
and any slight disturbance would throw the system into permanent divergence. Surprisingly 
enough, Harrod never addressed the Keynesian idea that there might be a need for central policy 
making in order to ensure stabilization of the otherwise unstable dynamic economy. 
In this paper we are readdressing the problem of existence, uniqueness and stability of 
dynamic models, subjected to different types of economic policy regimes. 
In the second section of the paper we analyze the problem of equilibrium and optimum 
properties of linear dynamic systems. Thereafter, the problem of stability in situations of 
completely decentralized policy making according to the Marshallian and Walrasian adaption- 
patterns is analyzed. These basically decentralized reaction patterns are in Sections 5 and 6 of the 
paper confronted with a supplementary centralized policy making, based upon interest rate and 
growth rate controls for the economy seen as a macro entity. It is then shown that an economy 
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without possibilities of substitution between different inputs requires a combination of decentral- 
ized and centralized decision making if long term stable economic growth under conditions of 
equilibrium and optimality are to be achieved 
2. Economic dynamics with maximization of welfare 
Before developing our dynamic system, we first consider a classical Leontief system (e.g., [12], 
[13] and [17]). Production activities of the economy are classified into n sectors or industries. The 
ith sector is denoted i (i=l,..., n), and the output of the ith sector is written with xi 
(i= 1 >**., n), or vector x. Outputs in these sectors are produced to be traded, consumed and 
invested in the economy. Each sector is assumed to produce one single kind of goods. That is, 
there is no joint production in the economy. This implies that the Leontief model is a special case 
of the von Neumann model. In each sector, production means the transformation of several 
kinds of goods in given quantities into a single kind of good in a certain amount. It is assumed 
that the pattern of input-output relations is stable, which is specified as constant input 
coefficients. This implies that the technology of the system is invariant. Although it is necessary 
to relax this invariance condition, at a first stage we accept it for convenience. 
With these conditions, the economy can be generally described with the following system (e.g., 
P11) 
X>,AX+h, (2.1) 
where h is investment delivery vector with element hi (i = 1,. . . , n). An element a,, (i, j = 
1 ,...’ n), is called an input coefficient, of the technology matrix A. This means that in order to 
produce one unit of the jth good, aij (i = 1,. . . , n) units of the i th good are needed as inputs. 
Here, a,j (i, j = 1,. . . , n) are assumed to be constants. In economic terminology, this implies 
non-substitution and constant returns to scale in the economy. 
The investment delivery hi (i = 1,. . . , n) consists of a sum 
h, = k hi,, i=l,...,n, (2.2) 
j=l 
where hij (i, j= l,..., n) denotes the investment deliveries from sector i to sector j. 
In dynamic terms, we denote the output change in sector i with DXi (i = 1,. . . , n), where the 
operator D denotes the derivative with respect to time. Now, we can specify a relation between 
DX, and hlj (i, j= l,..., n). Similarly to the coefficients aij (i, j = 1,. . . , n), we define 
coefficients bij (i, j = 1,. . . , n) to measure how much of output from sector i is needed for 
investment in sector j to obtain an increase of capacity of one additional unit of capacity in 
terms of output. In this initial stage, we consider b,, as a constant, though it is really dependent 
upon the existing structure of the economy [14]. With this definition, we see 
hj,=bij2,, i, j=l,..., n. (2.3) 
where the dot also denotes the derivative respect to time. Substituting (2.3) into (2.1), we obtain 
the dynamic Leontief system as follows [l]: 
X>,AX+BX, (2.4) 
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where B is an n * n matrix ( bjj). This is the fundamental system to be analysed. Let us consider 
a long run homogeneous growth rate u. Here, the homogeneous growth rate implies that all the 
sectors in the economy grow at the same rate u. Therefore we have 
Jci=uxi, i=l,..., n. 
Consequently, (2.4) can be re-written 
X>AX+aBX, 
which can be written in a normalized 
as 
(2.5) 
x>Ax+aBx, 
where 
/” \ 
form as 
(24 
x,=x;/ I 1 CX, , i=l,..., n. I=1 
as product scale does not matter in the system, the normalization does not affect our analysis. In 
what follows, we will use the ‘normalized’ variables and deal with system (2.6). 
It should be mentioned that the assumption about the homogeneous growth rate can be 
relaxed. Here, we consider the case when the economy consists of multiple sectors no less than 2. 
If we denote the growth rate of the ith sector ui (i = 1,. . . , n), the economy can be described 
n n 
xi > C aijxj + a, C biixJ, 
j=l j=l 
We assume that in long-run the growth rates in different sectors are proportional during the 
study period. If we denote the growth rate of the first sector with u, then the ith sector growth 
rates ui (i= l,..., n) can be expressed 
ui = Uk,) i = l,..., n. 
where k, = 1, kj (i=2,..., n) are positive numbers. Substituting the growth rates into the 
system, we obtain 
xi 2 2 a,,x, + u k kibijxj, i= l,..., n, 
j=l j=l 
With these equations, the system with proportional growth rates can be described with (2.6), 
though the matrix B should have different implications for this case. 
If we accept u as an endogenous variable in the system, it is immediately seen that our system 
can be reduced into a nonlinear system as (2.6) is nonlinear with respect to x and u. 
The corresponding optimization problem is defined as follows 
maxVG)>, (2.7) 
subject to (2.6). 
In (2.7), U is the welfare function of the society, which is dependent upon the growth rate. It 
is assumed that the social welfare function satisfies the following properties 
u’(u) > 0, U”(U) < 0. (2-g) 
The first inequality simply implies that any increase in the growth rate improves the social 
welfare. The second requirement means that it may not be satisfactory with a very high growth 
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rate. In other words, there could be disutility effects of economic growth. In this study, we use a 
simplified form of the welfare function as follows: 
where 
u(a) = (Yup, (2.9) 
(Y>o, o<p<1. (2.10) 
Clearly, (2.9) satisfies (2.8). When p = 1, there exist no disutility effects in the growing economy. 
Now, we show that the objective function in the system with proportional growth rates for 
different sectors can also be appropriately defined as (2.9). For example, it is possible to propose 
a welfare function as follows 
with 
O< kpjG13 O<pi, 
i=l 
where ui (i = 1,. . . , n) is the growth rate of the i th sector. If we assume the proportional growth 
rates as before, then the welfare function is reduced to 
which is equal to (2.9). The discussions above mean that the system with the proportional growth 
rates is mathematically equal to that with the homogeneous growth rate. Consequently, it is 
sufficient for us to study the system with the homogeneous growth rate. 
The Lagrangian H of the problem is defined as 
H=H(a, P, 4 
= (Yu” -pT{Ax+uBx-x}, (2.11) 
where pT is a n * 1 vector. It is well known that an element pi (i = 1, _ _ . , n) of p can be 
interpreted as (normalized) shadow price, simply referred to as price output of the corresponding 
sector. It is worth mentioning that the function H has explicit economic implications. We can 
call this function ‘an economic potential’ of the system. It may also, in the very long term, be 
interpreted as a measure of constrained welfare of the economic system. Clearly, it is better for 
the society to have a high value of U(u), as U(u) is defined to be the welfare of the economy. If 
we note that the vector x is supply, while the total terms {Ax + uBx} is demand, then 
{ Ax + uBx - x } is ‘excess demand’ in the admittedly special case of a nonsubstitution economy. 
The ‘excess demand’ is equal to the extent to which the requirements of demanders are not 
satisfied. For the society, it is better to make this amount as small as possible. The sectoral excess 
demand, multiplied by the respective price, is equal to the total value of excess demand. In what 
follows, we try to analyse the behavior of the problem by specifying the Kuhn-Tucker 
conditions. 
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If we only deal with the interior solution of the problem, the necessary 
optimal solution can be written as 
aH/au = U’(a) -pTBx = 0, 
aH/api= -{(Ax+uBx-x}~~,=O, i=l,...,n, 
aH/ax,= -{~pj("jj+oh,i)-pi]=O, i=l,...,n, 
j 
in which we use (i) to express the i th element of a vector, and 
H= ‘Cal - (CPkC('kj+ ubkj)xj- Cpink]* 
k j k 
If we specify U(u) as in (2.9), U’(u) in (2.12) is equal to 
U’(u) = apuP-l if p < 1, 
u’(u) = (Y ifp=l. 
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conditions of the 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
We separate the two cases p < 1 and /I = 1, as the growth rate, as shown below, has different 
forms with respect to p and x in the two cases. 
Consequently, from (2.12)-(2.14), it is possible to obtain a solution of the problem. With 
comparative analysis, it is not difficult to investigate how a shift in the structural coefficients can 
affect the optimal solution. However, our main interest is to develop a dynamic model with 
reference to the stationary solution of (2.12)-(2.14). 
As we have mentioned before, the solution of (2.12)-(2.14) may be considered as a possible 
description of economic behavior in the long-term. As the economic system is always subjected 
to different perturbations, actual development of the system may be far away from this 
equilibrium. That is to say, during a process of an actual evolution of the system it is possible for 
economic trajectories to be far away from the long-term solution. 
To find out conditions for the system far away from the equilibrium, we have to develop a 
dynamic system to describe behavior if the economic system is perturbed. In what follows, we 
must try to define an adjustment of price and output dynamics. We consider that dynamics of 
prices and outputs can be described, in view of the short-term, with the following equations 
dp,/dt= -aH/ap,=C(akj+u~kj)xj-xj, i=l,...,iZ, (2.17) 
dx,/dt=aH/ax,= -(~pj(aij+uhij)-p,}, i=l,...,n, 
j 
(2.18) 
subject to (2.12). The set of differential equations in (2.12) describes the dynamics of our 
economic system. It should be mentioned that (2.12) always holds along any trajectory of (2.17) 
and (2.1). A further analysis shows that the growth rate can be uniquely determined by the price 
and output at any time. This implicitly implies that the growth rate and interest rate are adjusted 
to their equilibrium in a very fast way. Here, we assume that the cost of capital is decomposed 
into the price of capital and interest rate r. In order for a full equilibrium to exist, u = Y at the 
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equilibrium point in our economy. For simplicity, we assume that r(t) = a(t) also holds when 
the system is outside of equilibrium, though in the actual development process r and u may be 
different [16]. Therefore, we may interpret a(t) as the interest rate in our system. To explain an 
adjustment process of the growth rate, let us denote the optimal growth rate determined from 
(2.12) with u* (= O(P, x)). w e can consider the dynamics of the actual growth rate to be 
governed by the following equation 
d=r(u*-u), (2.19) 
where 7 is an adjustment parameter. (2.19) describes the behavior of the central government in 
the system. This adjustment equation simply implies that if the actual growth rate is above the 
optimal one, then the speed of growth should be decreased, and vice versa. In Section 6, we will 
further explain implications of (2.19). If the value of r is taken to be large, then we can always 
keep u* = u. That is, the behavior of the dynamics of the system can be understood from (2.17) 
and (2.18) under appropriate conditions. This fact can also be guaranteed from the slaving 
principle by Haken [8,9]. Surely, it is worth further investigating the cases when r takes other 
values, which would increase the complexity of the dynamics by introducing a new dimension 
into the system. 
The task of our study is to investigate certain aspects of its behavior. This system may also be 
written in a vector form as 
i,=Ax+uBx-x, ii-p-A=p-uBTp. (2.20) 
Now, it is necessary to given an economic interpretation of our dynamic system. Firstly, it should 
be mentioned that (2.17) simply means that if the demand for the ith good exceeds the supply of 
this good, then the price of the ith good should be increased, and vice versa. This equation takes 
into account the consumers of the system. Similarly, (2.18) implies that if the total cost per unit 
of the i th product is greater than the price of this good, then the i th sector should decrease its 
output in order to decrease loss. To show this, it is just needed to interpret economic implications 
of different terms in the adjusting equations. As mentioned above, in (2.17) {C( akj + ubkj)xj - 
xi } is the excess demand for the i th good. Consequently, the price moves according to whether 
the demand of the users is satisfied or not. In (2.18), it is directly seen that the terms ( pkaik) 
expresses unit cost of production for the i th sector with using the product of the k th sector as 
input, and ( upjbij) means unit rental cost of the i th sector of increasing its capacity by the use of 
the k th good. Therefore, Cp,( a ik + ubjk) is the total cost of the i th sector in producing one unit 
of output. As pi is revenue of the i th sector for one unit of the product, we see that 
{Pi-Cp,(a,j+eb;j)} is th e profit of the ith sector in producing one unit of output. (2.18) 
implies that direction of changes in outputs is controlled by profits (losses). 
In our system, we have required (2.12) to hold at any point of time. This implies that welfare, 
in the short-term, is not explicitly influenced by varying growth rate, though it is implicitly 
dependent upon it. Change in the welfare of the society is explicitly dependent upon price and 
output. As (2.12) holds at any time, we can reduce our dynamics by one dimension. 
To solve u as a function of p and x from (2.12), we have to separately consider the two cases 
p < 1 and p = 1. If /3 < 1, then from (2.12) and (2.13, we have 
u = d( p, x) = ( pTBx/a@l"p-l'. (2.21) 
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Now, we consider the case when p = 1. If we differentiate both sides of (2.12) with respect to 
time, we obtain 
pTBx + pTBn = 0. (2.22) 
If we substitute (2.20) into (2.22), we can solve for the growth rate e as follows 
o=qp, X) =f(p, X){(X’ - XTAT)BX +pTB(I-AT)p, (2.23) 
where f( p, x) is a nonlinear function with respect to p and x determined as 
f(p, x) = { pTBBTp - XTBTBX} -I. (2.24) 
This form of 0( p, x) may be a very complicated nonlinear equation. We finally find that our 
economy is described with a set of nonlinear differential equations as 
jj=Ax+ll(p, x)Bx-x, f =p -ATp - 8(p, X)BTp. (2.25) 
This describes a possible dynamics of our system. It should be noted that the function e( p, x) 
takes on different forms depending upon the value of p. As the system is too complicated for 
general analysis of its behavior, in the next section we consider an economy consisting of only 
one sector. 
3. Economic cycles in one sector model 
It should be mentioned that Medio [14] tried to investigate economic cycles with an adjusted 
Leontief system by directly introducing nonlinear terms into the system. 
As the economy consists of only one sector, we can simply express output with x. The general 
dynamic input-output model, corresponding to (2.1), is reduced to 
x 2 ax + bl. (3.1) 
This system can be considered as the aggregate multiplier-accelerator model, where x is income, 
a and b are the propensity to consume and the incremental capital output ratio respectively. For 
simplicity, we consider the utility function to be of form as 
u(a) = u1’2, (3.2) 
i.e., (Y = 1, p = i in (2.9). 
The corresponding Lagrangian for the one sector model is defined as 
H(a, p, x) = u1’2 -p(ax + ubx - x). (3.3) 
The dynamics corresponding to (3.3) can thus be written as 
i,=ax+bxtl(p, x)-x, f =p - ap - be(p, x)p, (3.4) 
in which 0( p, x) is given as 
U = e( p, X) = i/( bpX)*. (3.5) 
It should be mentioned that the discussion in this section does not depend critically upon the 
form of utility function. 
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The dynamics of the system is finally described with two nonlinear differential equations. It is 
well known that for a nonlinear dynamic system with dimension not less than two, even very 
simple systems can generate very complicated behavior. Even a small change in parameters of 
the system can cause a completely different behavior, e.g., structural changes taking place in the 
system as a result of perturbations of the parameters. It is known that such structural changes 
cannot occur within a linear system. 
Now, we set to investigating behavior of the nonlinear dynamic system. First, we show that 
any time-dependent solution of the system is periodic. 
Proposition 3.1. Any time-dependent solution of (3.4) is periodic. 
Proof. It is evident that (3.4) can be rewritten as 
dp/dx = -x/p. 
From (3.6), we find an invariance of the dynamic system 
(3.6) 
s( p, x) =p2 + x2 = c, (3.7) 
where c is a constant. (3.7) can be kept along an arbitrary trajectory of (3.4). The conclusion 
about periodic solution is immediate from (3.7). 
However, it should be noted that this economic cycle is not a limit cycle, as any small 
perturbations in the initial conditions will destruct the existing cycle to produce a new one. 
Furthermore, the system is conservative, which is to be proved below. 
From Proposition 3.1, it can be concluded that the model can be used to explain oscillatory 
phenomena in the economic system. It is of importance to know whether the solution is stable or 
unstable. If the solution is unstable, we have to be very careful in dealing with it as any small 
disturbance from the solution will be magnified, and the actual trajectory will divert from the 
unstable solution. 
Before proving some properties of the system, it is necessary for us to define the concept of 
conservative system. The fundamental property of a conservative system is the existence of a 
function of the variables which is a constant of motion and plays the role of energy [15]. 
Definition (Conservative system). For a dynamic system 
3 =f(y), 
where y is a vector, if there exists a function H(y), known as a first integral, of the system such 
that 
then the system is called conservative. 
One of conservative systems which is well known is the Lotka-Volterra system. Conservative 
systems often have oscillatory solutions, though they are structurally unstable as explained later. 
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Fig. 1. Economic cycles with different energy. 
Proposition 3.2. The system is conservative and the cycle in Proposition 3.1 is neither stable nor 
unstable. 
Proof. As we already found an invariant amount S in the proof of Proposition 1, according to the 
definition, we see that the system is conservative. 
Now, we show that the cycle can not be stable. As S( p, x) does not change as we move along 
a trajectory of the system, these trajectories are defined by the curves S( p, x) = c for different 
values of the constant c. As this value is independent of time, we see it can be determined by any 
point on a trajectory. Especially, its value can be determined by given initial conditions. 
Consequently, two trajectories with different conditions can never meet with each other. It 
follows from this that the cycle can not be stable. For if it were, then all trajectories in a 
neighborhood of it would tend to it, and hence would have S = c, as S is a continuous function. 
This implies that any small perturbation in the initial conditions should result in different 
behavior of the system. Consequently, the cycle is not stable. The unstable case can be similarly 
explained. Actually, it is not difficult to see that all trajectories starting in the positive quadrant 
are bounded, so the only possibility is that the phase plane consists of closed trajectories, each 
with different value of the energy S( p, x). We can illustrate the behavior as in Fig. 1. 
From the discussions above, we know that the economic cycles are orbitally stable, though the 
system is not stable. Here, ‘orbitally stable’ implies that two periodic solutions which start close 
together produce trajectories which remain close together all the time. However, it should be 
mentioned that although two cycles are very close, their motion speed may be very different. A 
solution on one trajectory will complete a revolution more quickly or slowly than one on an 
adjacent trajectory and will gain or lag more and more. 
As we have mentioned previously, our model is appropriate only for the short run. Proposi- 
tions 3.1 and 3.2 hold effectively for the short-run. It may be said that any economic system is 
subjected to various exogenous perturbations. It is significant to know whether the effects of 
such small perturbations remain in the system for ever. If they remain within the system, there 
would exist accumulative effects in the long-run. It is immediate to see that random perturba- 
tions will cause the solution to wander around trajectories until it finally meets one of the axes 
p = 0 or x =O. Such solutions are of no interest. Therefore, the model cannot be considered 
adequate in describing long-term oscillatory behavior of the economic system. 
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4. Properties of the multiple sector model 
In Section 3, we have shown certain properties of the model with only one sector. It is 
necessary to investigate the case when the system has multiple sectors. In what follows, we show 
in multiple model we can find similar behavior as in the one sector case. 
Here, we deal with the system 
@=Ax+B(p, x)Bx-x, a=p-ATp-B(p, x)B*p, (4.1) 
in which the function t9( p, x) is given. For this system, we have the following results. 
Proposition 4.1. Any time-dependent solution of (3.4) is periodic. 
Proof. To investigate periodic solutions, as in Sector 3 we define a number S( p, x) as 
S(p, x)=pTp+xTx= t (p;+x;). (4.2) 
i=l 
If we differentiate S( p, x) with respect to t, we obtain 
qp, x) =2(pTp+xTi). 
Substituting (4.1) into (4.3), we see 
(4.3) 
s’(p, x)=2p*{(A+B(p, x)B-I}x+2x*{I-A*-O(p, x)B*}p 
= 2p*{(A + 8(p, x)B - I}X + 2p*{ 1-A - e(p, X)B}X = 0. (4.4) 
which means that S( p, x) is constant for any solution of (4.1). Consequently, the invariant first 
integral on any trajectory is obtained. As the discussion in Proposition 3.1, the proposition is 
immediate. •I 
Similarly to Proposition 3.2, we obtain: 
Proposition 4.2. The system (4.1) is conservative and the cycle in Proposition 4.1 is neither stable 
nor unstable. 
Proof. As we already proved existence of the first integral S( p, x), clearly it is conservative. 
Proof for stability can be completed similarly to the proof of Proposition 3.2. 0 
We have thus generalized the results of Section 3. At last, we have to show another property of 
the system called structural stability. 
In mathematical terms, a system Dy = g(y), where y is a vector, is structurally stable if there 
exists a homeomorphism from the orbits of Dy to the orbits of Dy = g(y) + w(y) for 
sufficiently small perturbations w(y). This is a significant concept in model building [3]. As our 
economic models are sometimes very simple descriptions of the actual world, we have to neglect 
certain variables or terms which seem to be not very important in determining the behavior of 
variables of the system. If the model used is not structurally stable, it is very difficult to use it for 
any description of the actual system with such a model as there will always exist some, at least 
very small, perturbations. 
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Proposition 4.3. The system (4.1) is structurally unstable. 
Proof. Here, we use a well known mathematical result related to conservative systems. It has 
been proved that any conservative system is structurally unstable [5]. As our system is conserva- 
tive, it is structurally unstable. q 
As our system is structurally unstable, we must be careful in employing the dynamic 
input-output model as any small perturbation in the functional forms may result in a completely 
different behavior. 
5. Stabilization with growth rate adjustment 
In the previous sections we have proved that the dynamic input-output system of this study is 
structurally and dynamically unstable. It is of significance to stabilize a dynamic model as it may 
be said, at least most of time during a developing process of an actual economic system, that the 
development should be stabilized. Therefore, it may be interesting to see under what conditions 
such a system can be stabilized. In order to change the stability of a conservative system, we may 
add new terms to disturb the original system, which result in a stable system. Otherwise, it is also 
possible to introduce new economically reasonable variables into the system to change the 
interaction relations among the variables, from which we can obtain a new stable system. 
For simplicity, in this section we still put our attention to the system with one sector. 
However, we consider the case when the adjustment speed of the actual growth rate to the 
optimal one is not too fast. That is, the value of 7 in (2.19) is not too large. In this case, it is 
necessary to take into account of (2.19) if we want to understand the behavior of the whole 
system. 
In this section, we also take the welfare function to be of the form U(a) = a1/2 as in Section 3. 
According to (3.5) the optimal growth rate u* is equal to l/( bpx)2. If we take the welfare 
function and the adjustment speed as these forms, then the dynamics of the system can be 
summarized as follows 
6 = r(u* - u) = +/(bxp)1’2 - u), (5.1) 
p = ax + bxu - x, (5.2) 
f =p - ap - bup, (5.3) 
where the definitions of the variables and parameters are defined as in Section 2 and 3. It must 
be mentioned that although we have specified functional forms in the system, this is only for 
convenience of explaining the ideas related to the dynamics. All the results in this section can be 
obtained even if we would use general froms of the functions. The tasks of this section is to 
investigate behavior of this system. 
First, we note that there still exists an invariant in this system. From (5.2) and (5.3), similarly 
to Section 3, we obtain 
s(p, x)=p2+x2=1, (5.4) 
where we specify the integral constant with 1 as this does not affect our analysis. Consequently, 
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the dimension of the dynamic system should be decreased by this constraint. Now, in order to 
reduce the dimension, we introduce a transformation as follows 
2 =px. (5.5) 
Taking the derivative of the two studies of (5.5) with respect to time, and then substituting (5.2) 
and (5.3) into the obtained equation, we obtain 
i=px+p_t=x2(a+ba-1)+p2(1-Lz-bba) 
= (x2 -p2)(1 -a - bo). (5 4 
With (5.4) and (5.5) (x2 -p*) can be reduced to a function of z as 
(x2 -p2) = I- 2p2 = (1 - 2(1 f (1 - 4~*)~‘*))/2 
= Q(z), (5 -7) 
in which we have to choose either + or - from + to give a unique, meaningful Q(Z). Q(z) 
must be negative as z has to be positive. With these preparations, finally the dynamic system is 
reduced into a two-dimensional system as 
ti=+/(bz)1’2-+ i = Q(z)(l -a - ba). (5.8) 
Here, it should be noted that the variable z has explicit economic implications. It is the total 
value of the output. As x can also be interpreted as capacity of production, px is the total value 
of capacity. Consequently, our system describes dynamic interactions between the growth rate 
and welfare of the system. 
In the first equation in (5.8) the optimal growth rate depends upon z. The higher the value of 
z is, the lower the optimal growth rate is. The economy is organized in such a way that it always 
tries to adjust its growth rate to the optimal rate which dependent upon z. The second equation 
implies that a change in the value of the capacity z is related to the difference between the saving 
rate s (S = 1 - a) and the ‘real’ growth rate (ba). The function Q(z) can be interpreted as an 
adjustment parameter of z to its equilibrium. In what follows, we investigate the behavior of this 
nonlinear dynamic system. 
The equilibrium of the system is defined as 
+/(bz)l’* - u) = 0, Q(z)(l - a - bu) = 0. (5.9) 
The equilibrium ( zO, uO) is determined as 
z0 = l/b&, a0 = (1 - a)/b. (5.10) 
The meaning of the equilibrium is easy to explain. If the equilibrium is stable, it is possible to 
perform a comparative analysis with respect to the parameters a and b. If the propersity to 
consume is to be increased, then the growth rate must decrease, while the value of the capacity is 
increased at the equilibrium. Effects of a change in b upon the variables can also be similarly 
explained. The first condition in (5.10) corresponds to a ‘Wicksell equilibrium’ condition, while 
the second to a ‘Harrod equilibrium’ condition. As at the equilibrium the interest and growth 
rates are equal, from the first equation (5.10) we know that for a fixed b, if we have higher level 
of the total value of capital at the equilibrium, the interest rate must be lower, and vice versa. We 
can illustrate interactions of the incremental capital output ratio, the interest rate and the total 
value as in Fig. 2. 
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Fig. 2. Interest rate and the total value of capital. 
Now, we check the stability of the equilibrium. The Jacobian of the system is easily calculated 
as 
J= 
-r/2( bz3y2 
0 . 
in which z is evaluated at zO. The eigenvalue p is decided as 
Pl,2 = (-7 + (T2 + hQ)/(bZ3y2]/2. 
As Q is negative, the real part of p is always negative. Therefore, we have the following results. 
Proposition 5.1. The Harrod equilibrium is stable if there is a proper feed-back control of the interest 
rate. 
This proposition is very significant if we note the difference between the systems in the 
previous sectors and (5.1)-(5.3). It may be said that the input-output dynamics defined in 
Section 2 is stabilized by introducing the growth rate dynamics. We can illustrate the dynamics 
as in Fig. 3. 
6. Further interpretations of the dynamic system 
In the previous sections we have developed a dynamic input-output system and have proved 
some properties of the system. Here, we define a more general input-output dynamic system and 
develop some economic implications of the approach. 
Fig. 3. Dynamics in (z, CT) plane. 
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It is worth mentioning that further analysis based on this approach may be carried out. Here, 
we only indicate further directions for studying this system with some interpretations of 
economic implications. 
Above, we have made no difference between adjustment speeds of price and output towards 
their equilibria. It is often assumed that the adjustment speed of price may be much lower than 
that of output. In some of the economic literature, this fact is taken into account by ‘fixing’ 
prices. It is not difficult to imagine that the dynamic behavior of economies with fixed prices and 
with fast adjusting prices should behave differently, as differences of adjustment speeds influence 
the stability of a dynamic system. Consequently, it may be valuable to investigate behavior of 
our dynamic system with different speeds of adjustment. We can slightly generalize (2.17) and 
(2.18) as follows: 
dPi 
dt 
- -ai~=~i(~(u~j+u~Xj)xj-xi), i=l,...,n, 
I i 
subject to 
dH 
- = U’(u) - pTBx = 0. au 
(6-l) 
(6.2) 
(6.3) 
The parameters (Y~ and pi (i = 1,. . . , n) are constant adjustment speeds for prices and outputs 
respectively. For different sectors, adjustment speeds of prices or outputs should be different. It 
should be noted that if the prices are fixed,i.e., (Y~ = 0 (i = 1,. . . , n), then the dimension of the 
system can be largely reduced. 
In what follows, we show that different adjustment speeds correspond to different economic 
mechanism acting upon the system. 
Before continuing the analysis, it should be noted that the general system is still conservative. 
This can be shown by introducing a function S( p, x) 
S(p, x> = t (pt/a,+xF/bi). 
i=l 
inwhichaiand& (i=l,..., n) are not equal to zero. If some of them equal zero, we may let the 
corresponding terms in S( p, x) be zero. It can be shown that S( p, x) is the invariant first 
integral of the system. Consequently, the results of Sections 4 hold for (6.1)-(6.3). 
We may write the system in a simpler form. We assume that adjustment speeds of prices are at 
the same order of magnitude. That is, differences among adjustment speeds of prices are not too 
large. We also make similar assumptions for adjustment speeds of output. However, we assume 
that the difference between adjustment speeds of prices and outputs may be very large. With 
these notations, we can write (6.1) and (6.2) as 
i= l,..., y1, (6-5) 
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Table 1 
Combinations of the adjustment speeds 
P 1 1 1 0” 1” cF2 
7 0 1 03 co 
where p is an appropriate ‘relative adjustment speed’ parameter. It is required that p > 0. When 
the economy is controlled by different mechanisms, p should take on different values. 
Here, we consider dynamics of the interest rate or growth rate. Let the optimal interset and 
growth rates be u* = u *(x, p). Then the dynamics of u is described by 
ti=r(a*(x, P)-u), (6.6) 
where r is the adjustment speed. Values of r also depend upon economic mechanisms. 
In what follows, we assume that there exists a central government, which influences the 
economy by controlling the growth rate. Moreover, we may assume that the government does not 
directly control prices. However, the government may be an ‘auctioneer’ influencing dynamic 
process of prices which are determined by disequilibria of demand and supply. In this system 
outputs are decided by the firms. The firms make decision according to prevailing profits in 
market. 
Now, we show that it is possible for the parameter p to take value from positive finite to 
infinite, and 7 to take value from zero to positive infinite. If p = a (= 1) where a is positive and 
finite, it implies that the firms adjust their product at the same speed as prices changes. If 
p = + cc, this means that the market is perfectly competitive. r = 0 means that the growth rate 
(interest rate) is fixed by the central government. In this case, the system is reduced to a linear 
system. r = 1 says that it takes some time before the actual growth rate arrives the optimal one. 
r = + cc was explained in Section 2. We have six possible different combinations of p and r, 
which correspond to various economic mechanisms. We illustrate these combinations in Table 1. 
Now, we interpret some implications of these combinations. First, we note that if r = 0, the 
interest rate is fixed. In this case, the system becomes linear and is dynamically and structurally 
unstable. If r = co, i.e., the adjustment speed of the interest rate is very fast, the system is 
reduced to (4.1). 
We consider the case when u = M, r = co. The corresponding dynamic system is reduced to 
(6.4). The dynamics consists of only adjustment processes of the prices. Actually, this means that 
once the price structure is determined, the product and growth rate are soon decided. And the 
price structure is explicitly independent of product and growth rate, though the structure is 
implicitly dependent upon them. Clearly, this case corresponds to purely competitive economy, 
which is both structurally and dynamically unstable. 
We see that in this special case, the process is reduced to the until recently most popular form 
of modelling the price mechanism, the tatannement, or Walrasian adjustment process. There 
exists a lot of literature on this process (e..g, [18] and [7]). This process describes what popularly 
is referred to as “the law of demand and supply”. If at prevailing market signals there is a 
positive excess demand, the corresponding market price will rise, and if a negative excess 
demand is observed it will fall. Also, this process implies perfect competition under which the 
firms believe that they can trade what they want to at current prices. And there is no room left 
for any actual firm to change price and so the fictious auctioneer appears. This auctioneer may 
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appear as a ‘central government’ in our system. The central government has perfect information 
about both product and price structures so that the actual growth rate can be fast brought 
towards the optimal level. 
Second, let p = 6 and r = a2, where 6 is sufficiently small. In this case, after time is scaled it 
can be shown that the system consists of (6.5) only. In this case, the adjustment of the growth 
rate is very slow, and the adjustment of the prices is very fast. Fast price adjustment may be 
interpreted as that the central government has perfect information about the price structure. The 
firms can get information about the price structure very fast. In this case, if there exist more 
sectors than one, exchange among the firms will take place as long as the firms can obtain 
mutual advantage by exchange. Adjustment processes without price adjustment has also been 
studied by economists [20,7]. This process is known as the Edgeworth process. 
If ,u = 7 = 1, then the dynamics consists of adjustment processes of price, output and growth 
rate. In this case, the firms are not perfectly competitive and the government has imperfect 
information. The economy may be considered to correspond to a mixed economy. It is not 
difficult to interpret other combinations in Table 1. 
7. Conclusions 
This paper studies one of the most important problems of economics-the problem of 
centralization and decentralization of decisions on quantities and prices of products and capital. 
This is done against a farmework of a dynamic economic system based on the Leontief 
input-output model with constant input, output and incremental capital output coefficients. 
Within this framework the problem of homogeneous economic growth in a model with n sectors 
is analyzed from the point of view of the long run. It can be shown that this system can achieve 
an equilibrium in terms of a special aspect of long term welfare maximization. It can also be 
shown that a dynamic system of this kind possesses a unique general equilibrium solution 
characterized by the same rate of growth in all n sectors. 
The problem of stability of this model cannot be analyzed unless there are specific assump- 
tions made about the determination of prices and outputs. Firstly, it is assumed that prices are 
determined according to the Walrasian tat6nnement procedure. This means that the price of a 
commodity is assumed to be increased if there is an excess demand for that commodity, while it 
would be decreased if there would be a situation of excess supply. Decisions on quantitative 
changes are assumed to be determined in a Marshallian tatcnnement process, in the sense that 
the planned quantity of production is assumed to be decreased if there is a recorded loss, while 
production is planned to be increased if a profit is recorded. The problem thus formulated is 
primarily related to short run oscillations. 
This type of decentralized decision making is analysed within a one sector version of the 
model. It is proved that this one-sector model has oscillatory solutions. It is furthermore a 
conservative system and it is thus neither stable nor unstable. In the following section the result 
is generalized and it is proved that such a decentralized system is structurally unstable. This 
implies that the behaviour of the system is easily disturbed by every small perturbations. 
In Section 5, we consider a case of limited centralization of decision making. There we assume 
that the interest and growth rate is under control of some central authority. It is assumed that the 
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adaption of interest and growth rates are always adjusted towards the optimal growth and 
interest rate with appropriate adjustment speeds. It is proved that in this case: 
(a) with decentralized determination of prices and quantities of products according to the 
tatannement processes described above, and 
(b) with a central determination of growth and interest rates according to an adaptive 
adjustment procedure, the periodic solutions in prices and outputs disappear and the system 
becomes stable. 
For this case there exists a long run stable solution which can converge towards the unique 
general equilibrium, and welfare maximizing solution. This implies that a linear dynamic 
input-output system can be stabilized if the decentralized decisions on prices and quantities are 
complemented by a centralized determination of interest and growth rates according to an 
adjustment principle. 
Appendix. Structural stability 
Now, we explain the concept of structural stability. Further explanation is referred to Arnold 
[31. 
This concept is related to qualitative properties of functions. To explain the real world, we 
build economic model. However, the result may be very sensitive to the smallest change in the 
model. In such a case, an arbitrarily small change in the model leads to another model with 
essentially different properties. A well known example is the predator-prey system. A result like 
this cannot be trasferred to the real process under consideration, as when constructing model the 
real situation was idealized and simplified, and the parameters were determined only approxi- 
mately. Consequently, the question arises of choosing those properties of the model of a process 
which are not very sensitive to small changes in the model, and thus may be viewed as properties 
of the real process. Structural stability implies such properties. 
Although fundamental ideas of this concept were introduced by Poincare, its development 
initiated from the work of Andronov and Pontrjagin in 1937 [2]. And in the 1960s Smale gave a 
significant success of the theory of structural stability for phase spaces with small dimension. He 
showed that for phase spaces of large dimension, systems exist in the neighborhood of which 
there is no structurally stable system. For the qualitative theory of differential equations this 
result has approximately the same significance as Liouville’s theorem on the impossibility of 
solving differential equations by quadrature for the integration theory of differential equations. 
It implies that the problem of the complete topological classification of differential equations 
with high-dimensional phase space is hopeless even restricted to generic equations and nondegen- 
erate cases. 
For convenience of the explanation, we restrict the discussion to the interior M of a closed 
curve r without contact to any of the vector fields to be considered. Let 52 be the set of all such 
C’ vector fields. Two vector fields X and Y in 1(2, are equivalent if there exists a homeomor- 
phism on M which maps one onto orbits of the other and preserves the sense of direction in 
time. This is equivalence relation among vector fields. X is structurally stable if every Y in a 
neighborhood of X is equivalent to X. Now, we precisely define the concepts. We shall consider 
the differential equation Dy = g(y), y E M, given by the vector field g on the manifold M. 
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Definition. Two systems are said to be topologically orbitally equivalent if there exists a 
homeomorphism of the phase space of the first system onto the phase space of the second, 
converting oriented phase curves of the first system onto oriented phase curves of the second. No 
coordination of the motion on corresponding phase curves is required. 
Definition. Let M be a compact manifold (of class C-l, r > 1). Let g be a vector field of class r 
(if M has boundary, then it is assumed that g is not tangent to it). The system (44, g) is said to 
be structurally stable if there exists a neighborhood of g in the space C’ such that every vector 
field in this neighborhood defines a system topologically orbitally equivalent to the initial one, 
and the homeomorphism relizing the equivalence is close to the identity homeomorphism. 
A system which is not structurally stable is structurally unstable. Here, we give an example of 
a structurally unstable system. The equation of a pendulum with friction is [3]: Dx, = Dx, = 
-x1 - kx,. If k = 0, then all phase curves are closed. If k > 0, they spiral towards the singular 
point 0, which is focal type. Consequently, a small change in the friction coefficient changes the 
behavior of the phase curve qualitatively if the coefficient had been zero before the change. It 
does not change the qualitative picture if the coefficient had been positive. In what follows, we 
show how structural stability can be guaranteed. 
Theorem. A g E D is structurally stable if and only if every equilibrium point and every periodic orbit 
is hyperbolic and there are no connections between saddle points. Also, the set of structural stable 
systems is open and dense in 62. 
The Theorem is referred to by Chow and Hale [6, p. 3621. This theorem gives a necessary and 
sufficient condition for proving structural stability of a dynamic system. It should be mentioned 
that the results are not so easy to apply as they appear because for real problems it is difficult to 
check the conditions. 
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