We study generic constrained differential equations (CDEs) with three parameters, thereby extending Takens's classification of singularities of such equations. In this approach, the singularities analyzed are the Swallowtail, the Hyperbolic, and the Elliptic Umbilics. We provide polynomial local normal forms of CDEs under topological equivalence. Generic CDEs are important in the study of slow-fast (SF) systems. Many properties and the characteristic behavior of the solutions of SF systems can be inferred from the corresponding CDE. Therefore, the results of this paper show a first approximation of the flow of generic SF systems with three slow variables.
The present document studies constrained differential equations (CDEs) with three parameters.
The main motivation comes from slow-fast systems, which are usually given as εẋ = f (x, α, ε) α = g(x, α, ε),
where x ∈ R n represents states of a process, α ∈ R m denotes control parameters, and ε > 0 is a small constant. Mathematical equations as (1.1) are often used to model phenomena with two times scales. A constrained differential equation is the limit ε = 0 of (1.1), that is 0 = f (x, α, 0) α = g(x, α, 0).
(1.2)
We assume throughout the rest of the text that the functions f (·) and g(·) are C ∞ smooth (all partial derivatives exist and are continuous). From (1.1) one can observe that whenever f (·) = 0, the smaller ε is, the faster x evolves with respect to α. Therefore, in the context of SF systems, the coordinates x and α receive the name of fast and slow respectively. Defining the new time parameter τ = t/ε, the system (1.1) can be rewritten as x = f (x, α, ε) α = εg(x, α, ε), (1.3) where denotes derivative with respect to the fast time τ . Systems (1.1) and (1.3) are equivalent as long as ε = 0. In the limit ε = 0 the system (1.3) reads x = f (x, α, 0) 4) and it is called the layer equation. A first approximation of the slow-fast dynamics of (1.1) (or (1.3)) is given by studying both (1.2) and (1.4).
For interpretation purposes, it is convenient to consider the constraint f (x, α, 0) = 0 as the critical set of an m-parameter family of smooth functions V : R n × R m → R, that is f (x, α, 0) = ∂V ∂x (x, α).
The family V is also called potential function. By such consideration, we define the constraint manifold S V as the critical set of V , this is
Observe that the set S V serves as the phase space of the CDE (1.2), and as the set of equilibrium points of the layer equation (1.4) . We can roughly interpret the dynamics of a CDE as follows. Let a potential function V be given. If the initial condition (x 0 , α 0 ) / ∈ S V , x has to adjust infinitely fast (according to (1.4) ) to satisfy the constraint S V . This infinitely fast behavior occurs along the so called fast foliation, which is a family of n-dimensional hyperplanes parallel to the (x, 0) space. Once the constraint is satisfied, the dynamics follow (1.2). Naturally, S V does not need to be a regular manifold. It may very well happen that the potential function V has degenerate critical points. In fact, it is in such situation where the most interesting phenomena appear. Two classical examples are given in sections 3.1 and 3.2. For an illustration of the previous description see figure 1 . . If the initial conditions do not lie within the critical set S V , then there is an infinitely fast transition towards S V according to the layer equation (1.4) . Once the constraint S V is satisfied, the dynamics are governed by the CDE (1.2). The phase space is then the manifold S V . Such manifold may have singularities, which consist of points in S V tangent to the fast foliation. The set of such tangent points is denoted by B. At such points, the trajectories may jump to another stable part of S V or they may indefinitely follow the fast foliation.
In the context of CDEs, one is interested on the description of the local behavior of (1.2) in an arbitrarily small neighborhood of a singularity of the potential V . We assume that such singularity is located at the origin. Formally speaking, we consider germs [2, 6] of functions V at the origin. Therefore, in the rest of the paper whenever we write a function V : R n × R m → R we actually mean that V is the preferred representative of the germ of V at the origin. Given such potential, then one studies the types of vector fields that are likely to occur. Remark 1.1. As we detail below, a normal form of a CDE is given by a generic 1 local potential function V , and by a member of an equivalence class 2 of vector fields. That is, an important element on the analysis of singularities of CDEs is the classification of families V : R n × R m → R. For sufficiently small number of parameters, such classification problem is known as elementary catastrophe theory (see section 2).
Constrained equations (1.2) are a first approximation of the slow dynamics of a slow-fast system (1.1). Therefore, normal forms of CDE play an important role in understanding the overall dynamics of the corresponding SF system. The latter type of equation with one (Fold) and two (Cusp) slow variables have been studied in [7, 12, 13, 22] and in [4] respectively. The main contribution of this paper consists on a list of normal forms of CDEs with three parameters (see theorem 5.1). This means that up to an ε = 0 approximation, we also provide a description of generic slow-fast systems with three slow variables.
The present document is arranged as follows. In section 2 we briefly recall the basic concepts of elementary catastrophe theory. After this, in section 3 we present a couple of classical examples of slow-fast systems used to roughly model real life phenomena. Next, in section 4 we review the formal definitions, and the main results of CDE theory [17] . Afterwards, in section 5 we present a geometric analysis of constrained differential equations with three parameters focusing on the catastrophes defining the generic potential functions and their influence in the type of vector fields that one may generically encounter. Once we provide sufficient geometric insight of the problem, we present our results in sections 5.2 and 5.5 followed by the corresponding proofs. For completeness, in the appendix we include some background theory to which we refer in the main text.
Elementary catastrophe Theory
Catastrophe theory has its origins in the 1960's with the work of René Thom [18, 19, 20] . One of its goals was to qualitatively study the sudden (or catastrophic) way in which solutions of biological systems change upon a small variation of parameters. The most basic setting of this theory is called elementary catastrophe theory [10, 14, 15] . It is concerned with gradient dynamical systemṡ
The variables x ∈ R n represent the states or the measurable quantities of a certain process, and α ∈ R m represent control parameters. One concern is to find equilibria of (2.1), this is, to solve
In mathematical terminology, one is interested in the qualitative behavior of the solutions x of (2.2) as the parameters α change. It is also interesting to know to what extent different functions V may show the same topology (or the same local behavior). These ideas led to the topological classification of families of degenerate functions V (x, α) : R n × R m → R for m ≤ 4, which is known as the "seven elementary catastrophes", see table 1.
Theorem 2.1 (Thom's classification theorem [6] ). Let V (x, α) : R n × R m → R be an m−parameter family of smooth functions V (x, 0) : Remark 2.1. Loosely speaking, the codimension of a singularity is the minimal number of parameters m for which a singularity persistently occurs in an m−parameter family of functions. In this paper we focus on constrained differential equations (1.2) written as
where α ∈ R 3 , and therefore V (x, α) is any of the codimension 3 catastrophes of table 1. For each of such items, we provide polynomial local normal forms (modulo topological equivalence) of the vector field g(x, α) ∂ ∂a .
Motivating examples
In this section we review two classical examples of natural phenomena that can be qualitatively understood by means of elementary catastrophe theory, and that are modeled by slow-fast systems. These applications were thoroughly studied by Zeeman [23] . His interest for using this theory was that it enables a qualitative description of the local dynamics of a biological system instead of modeling the complicated biochemical processes involved. These examples also serve to understand the way the CDEs and SF systems relate to each other.
Zeeman's heartbeat model
The simplified heart is considered to have two (measurable) states. The diastole which corresponds to a relaxed state of the heart's muscle fiber, and systole which stands for the contracted state. When a heart stops beating it does so in relaxed state, an equilibrium state. There is an electrochemical wave that makes the heart contract into systole. When such wave reaches a certain threshold, it triggers a sudden contraction of the heart fibers: a catastrophe occurs. After this, the heart remains in systole for a certain amount of time (larger in comparison to the contraction-relaxation time) and then rapidly returns to diastole. A mathematical local representation of the behavior just explained is given by
where x, b ∈ R. Observe the similarity of (3.1) with a Van der Pol oscillator with small damping [21] . The variable x models the length of the muscle fiber, b corresponds to an electrochemical control variable and x 0 > 1 √ 3 represents the threshold. In the limit ε = 0 we obtain the CDE
The potential function V is a section of the cusp catastrophe, see table 1 and note that a = −1.
The constraint manifold is defined by
Observe that there are two fold points defining the singularity set.
The set B corresponds singularities of S V , where the fast foliation is tangent to the curve S V . At such points, the trajectory has a sudden change of behavior, it jumps. A schematic of the dynamics of (3.2) is shown in figure 2.
For sufficiently small ε > 0, the trajectories of (3.1) are close to those of (3.2). It is one of the goals of the theory of SF systems to make precise the notion of closeness mentioned above, especially in the neighborhood of singular points (see for example [8, 7] ).
Zeeman's nerve impulse model
This model qualitatively describes the local and simplified behavior of a neuron when transmitting information through its axon, see [23] for details and compare also with the Hodgkin-Huxley model [11] . Qualitatively speaking, there are three important components on this process: the concentration of Sodium (Na) and Potassium (K), and the Voltage potential (V) in the wall of the axon. As information is being transmitted, there is a slow and smooth change of the Voltage and of the concentration of Potassium but a rather sudden change in the concentration of Sodium. Another local characteristic is that the return to the equilibrium state, when there is no transmission, is slow and smooth. The three variables mentioned behave qualitatively as shown in the figure 3. Observe that a characteristic property is the sudden and rapid change of the Sodium conductance followed by a smooth and slow return to its equilibrium state. See [23] , where a qualitatively similar graph is plotted from measured data.
A mathematical model that roughly describes the nerve impulse process is given by
The corresponding constrained differential equation reads
The defining potential function is V = 
and is the critical set of V . Recall that S V serves as the phase space of the flow of (3.6). The attracting part of the manifold S V , denoted by S V,min , is given by points where
If we restrict the coordinates to S V , we can perform the transformation (a, b) → (a, −x 3 − ax), which allows us to rewrite (3.6) as the planar systeṁ
The vector field (3.7) is not smooth. It is not well defined at the singular set
However outside B, the flow of (3.7) is equivalent to the flow oḟ
The vector field (3.8) receives the name of the desingularized vector field. Note that (3.8) is smooth and is defined for all (x, a) ∈ R 2 . The importance of (3.8) lays in the fact that one obtains the solutions curves of de CDE (3.6) from the solutions of (3.8). The general reduction process through which we obtain the desingularized vector field is described in section 4.2.
Observe that (3.8) has equilibrium points (a, x) as follows.
• p a = (−1, 1), which is a regular equilibrium point.
•
, which is contained in the fold line, thus receives the name folded singularity.
Furthermore, p f is a saddle point, whence it is called folded-saddle singularity. Observe in figure 4 the phase portrait of (3.8) and note the smooth return of some trajectories and compare with the heartbeat model where this effect does not occur.
Once (3.8) is better understood, we are able to give a qualitative picture of the flow of (3.6) recalling that to obtain (3.8) we performed the change of variables (a, b) → (a, −x 3 − ax), and we scaled by the factor 3x 2 − a. We show in figure 4 the phase portraits of desingularized vector field (3.8) and of the CDE (3.6). Observe that although the vector field X is defined for all (x, a) ∈ R 2 we are only interested in the region S V,min . When the trajectories reach the singular set B, they jump to another attracting part of S V,min . Bottom right: projection of the phase portrait of (3.6) onto the parameter space. The map π is a smooth projection of the total space (x, a, b) ∈ R 3 onto the parameter space (a, b) ∈ R 2 .
Remark 3.1. Figure 4 graphically shows all the important elements in the theory of constrained differential equations.
• The constraint manifold S V is the phase space of the flow of the CDE.
• The map π : R n × R m → R m is a smooth projection from the total space onto the parameter space. The vector field induced in this space is denoted byX.
• The smooth vector field X is obtained by desingularization, which we denote by D. In the previous example such process is as follows. First one restricts the coordinates to the constraint manifold, allowing the change of coordinates b = −3x 2 − a. Then project such restriction onto the parameter space, this is (x, a, b)|S V = (x, a, −3x 2 − a) → (a, −3x 2 − a). By such reparametrization we are able to compute the smooth vector field X. Observe that for points in S V,min , the desingularization process D can be seen as a map between the solution curves of X and those of the CDE (3.6). The details of the desingularization procedure is to be given in section 4.2.
• The solutions of the CDE are obtained from the integral curves of the desingularized vector field X.
Constrained Differential Equations
In this section we provide a brief introduction to the theory of constrained differential equations developed by Takens [17] . We also present some results to be extended in the present paper. Particularly, we discuss the desingularization process, which is an important step in the study of singularities of CDEs. Next we give Takens's list of local normal forms of CDEs with two parameters.
Definitions Definition 4.1 (Constrained Differential Equation (CDE))
. Let E and B be C ∞ -manifolds, and
that has the following properties:
CDE.1 V restricted to any fiber of E (denoted by V |π −1 (π(e)), e ∈ E) is proper and bounded from below, CDE.2 the set S V = e ∈ E : V |π −1 (π(e)) has a critical point in e , called the constraint manifold, is locally compact in the sense: for each compact K ⊂ B, the set
and X is such that:
Remark 4.1.
• S V is a smooth manifold of the same dimension as B.
• The covering property of X means that for all e ∈ E, the tangent vector X(e) is an element of T π(e) B, the tangent space of B at the point π(e). T B denotes the tangent bundle of B.
The covering property of X defines a vector fieldX :
For reference, see the following commutative diagram.
E B
T B X πX Definition 4.2 (The set of minima). The set S V,min is defined by SV,min = e ∈ E : V |π −1 (π(e)) has a critical point in e, which Hessian is positive semi-definite
Recall that in coordinate notation we are studying equations of the form
and therefore S V,min corresponds to the attracting region of S V .
γ exist for all t 0 ∈ J, satisfying
is the left (resp. right) derivative of π(γ) at t.
S3 Whenever γ t
along which V is monotonically decreasing.
Remark 4.2.
• Solutions are also defined for closed or semiclosed intervals. A curve γ :
is a solution of (V, X) if, for any α < α < β < β, γ|(α , β ) is a solution and if γ is continuous at α and β (at β, or at α) or if there is a curve from γ (α) to γ α + and from γ β − to γ (β) (from γ β − to γ (β), or from γ (α) to γ α + ) as in property S3 above.
• The property S3 above describes the jumping process. It basically says that if a jump occurs, it happens along some fiber π −1 (π(e)).
Definition 4.4 (Jet space).
Let π : E → B be a fibre bundle as before. We define J k V (E, R) as the space of k−jets of functions V : E → R. Similarly J k X (E, T B) is defined to be the space of k−jets of smooth maps X :
is the space of k−jets of constrained equations. For a given (V, X), the smooth map j k (V, X) : E → J k (E) assigns to each e ∈ E the corresponding k−jets of V and X at e. ∞ (E, R), e ∈ E; where (V, e) ∼ (V , e ) if e = e and all partial derivatives of (V − V ) up to order k vanish at e. The same idea holds for J k X (E, T B) and thus for J k (E). This equivalence relation is independent of the choice of coordinates.
Definition 4.5 (Singularity). We say that a CDE (V, X) has a singularity at e ∈ E if 1. X(e) = 0, or 2. V |π −1 (π(e)) has a degenerate critical point at e.
is the set of CDEs (V, X) for whose restriction V |π −1 (π(e)) has in e a critical point of Thom Boardman symbol I (see appendix A for details).
The following statements are shown, for example, in [2] • J (E) can be stratified since the closure of Σ I is an algebraic subset of J (E),
• Σ I is a submanifold of J (E).
It is useful now to state Thom's transversality theorem in the context of constrained differential equations.
. . , i k ) be a sequence of positive integers such that
In the rest of this document, the term generic shall then refer to definition 4.7.
Remark 4.4. The analysis of the present document is local. Therefore, we identify the fibre bundle π : E → B with the trivial fibre bundle π :
Moreover, by definition 4.7, let e ∈ R n × R m be a point such that V |π −1 (π(e)) has a degenerate critical point at e. Then, for m ≤ 4, there are local coordinates such that V can be written as one of the seven elementary catastrophes of table 1. Furthermore, the local normal form of the pair (V, X) can be given as a polynomial expression.
Definition 4.8 (The Singularity and Catastrophe sets). The singularity set, also called bifurcation set, is locally defined as
The projection of B into the parameter space π(B) is called the catastrophe set, and shall be denoted by ∆.
As can be seen from the definitions of this section, many of the topological characteristics of a generic CDE are given by the form of the potential function V . It is specially important to know how the critical set of V is stratified. The following example is intended to give a qualitative idea of the geometric objects that one must consider.
Example 4.1 (Strata of the Swallowtail catastrophe). Consider a CDE (V, X) where the potential function V is given by the swallowtail catastrophe (see table 1 ). Then we have the following sets.
B, the catastrophe set
The set of only fold points
The set of only cusp points
The swallowtail point
The sets Σ i (V ) above are formed as follows (see appendix A for the generalization)
The strata are manifolds of certain dimension formed by points of the same degeneracy. In our particular example we have
Is a three dimensional manifold of regular points of S V .
Is a two dimensional manifold of fold points.
Is a one dimensional manifold of cusp points. . . .
Note that we have the inclusion S
, which is a generic situation [2, 9] . The geometric features of the critical points of V have an influence on X. Recall that X maps points of the total space to tangent vectors in the base space. Therefore, besides S V being the phase space of the solutions of (V, X), a generic property of X is to be transversal to the projection of the bifurcation set B, that is to ∆.
Following example 4.1, the critical set of the codimension 3 catastrophes are stratified as shown at the end of this section in figures 6a, 7a and 7b respectively. Definition 4.9 (Topological equivalence [17] ). Let (V, X) and (V , X ) be two constrained differential equations. Let e ∈ S V,min and e ∈ S V ,min . We say that (V, X) at e is topologically equivalent to (V , X ) at e if there exists a local homeomorphism h form a neighborhood U of e to a neighborhood U of e , such that if γ is a solution of
Observe that definition 4.9 does not require preservation of the time parametrization, only of direction.
Desingularization
The desingularized vector field X of a CDE (V, X) is constructed in such a way that we can relate its integral curves with the solutions of (V, X). The process to obtain such vector field is described in the following lines.
Lemma 4.1 (Desingularization [17] ). Consider a constrained differential equation (V, X) with V one of the elementary catastrophes. Then the induced smooth vector field, called the desingularized vector field is given by
2) whereπ = π|S V . Furthermore, given the integral curves of the vector field X and the mapπ, it is possible to obtain the solution curves of (V, X).
For a proof and details see appendix B. Once the desingularized vector field (4.2) is known, the solutions of (V, X) are obtained from the integral curves of X. First by changing the coordinates according to the parametrization due toπ. In cases where det(dπ) < 0, we reverse the direction of the solutions.
Remark 4.5. Let (V, X) and (V , X ) be topologically equivalent CDEs. From definition 4.9 the homeomorphism h also maps S V,min to S V ,min . Therefore, we can pic one generic potential function as one of the seven elementary catastrophes and study the topological equivalence of CDEs (V, X) and (V, X ), this is with the same potential function. Denote by X and X the corresponding desingularized vector fields. It is then clear that if X and X are topologically equivalent, so are the CDEs (V, X) and (V, X ). Now, let us take the notation as introduced for the catastrophes in section 2. We have the following list of desingularized vector fields.
Corollary 4.1. Let (V, X) be a constrained differential equation with the potential function V given by a codimension 3 catastrophe (see table 1 ). Let the map X : E → T B be given in general form
, where f a , f b , f c are smooth functions of the total space E. Then the corresponding desingularized vector fields X read as
• Swallowtail:
• Elliptic Umbilic:
(4.4)
• Hyperbolic Umbilic:
Proof. Straightforward computations following lemma 4.1.
We end this section with Takens's theorem on normal forms of constrained differential equations with two parameters. X(x, a, b)
X(x, a, b)
Remark 4.6.
• In the fold case of theorem 4.2, one extra parameter is considered (see the catastrophes list in section 2). Due to this fact, instead of having a fold singularity point at (x, a) = (0, 0), there is a fold line {(x, a, b) = (0, 0, b)}. In the case E is 2-dimensional, this is, (V, X) = + ax, g(x, a) ∂ ∂a , the corresponding normal forms read
(4.6)
• Although the classification under topological equivalence may seem too coarse, it is the simplest one. Recall the well-known fact [1, 5] that there is no topological difference between the phase portraits shown in figure 5. On the other hand, for application purposes, a smoother equivalence relation could be required. This would give an infinite classification since for two vector fields to be smoothly equivalent, their linear parts are to have the same spectrum. Still, if desired, the procedure to obtain a smooth normal form follows almost the same lines as below. The only difference is to skip the center manifold reduction, see section 5. In the bottom picture we present the projection of the singularity set, this is ∆ = π(B). The same numbered notation is used to indicate the different strata. Remark 4.7. Figures 6a, 7a and 7b play an important role in understanding the behavior of the solutions of generic CDEs with potential function corresponding to a codimension 3 catastrophe. In each figure, the solution curves are contained in the attracting part of S V . By the generic conditions of X, we have that for each point p ∈ ∆, the tangent vector X(p) is transverse to ∆ at p. When a solution curve reaches a point in B we generically expect to see a catastrophic change in the behavior of the solutions.
Normal forms of generic constrained differential equations with three parameters
In this section we provide the main result of the present paper, phrased in theorem 5.1. We give 16 local normal forms of generic constrained differential equations with three parameters. Thereby, we extend the existing Takens's list [17] . The last part of this sections contains the phase portraits of these generic CDEs.
Due to the fact that the total space of the CDEs studied in this paper is 4 or 5 dimensional, it is worth to have a qualitative idea of what are the implication of the genericity of the map X. So, before stating the main result of the present document, we extend the description of codimension 3 catastrophes given by figures 6a, 7a, and 7b. We focus in describing how the geometry of S V and the genericity of X relate. After this, the results stated in theorem 5.1 will seem natural.
Geometry of the codimenion 3 catastrophes.
In this section we review some of the geometrical aspects of the codimension 3 catastrophes to have an idea of what is their influence in the type of the generic desingularized vector fields.
The Swallowtail
We recall that the swallowtail catastrophe is given by the potential function
The constraint manifold, this is the phase space of the constrained differential equation (V, X) with potential function given by (5.1), is the critical set of V .
Within the constraint manifold, there are two important sets. The set S V,min is the attracting region of S V . The set B consists of singular point of S V , that is where S V is tangent to the fast foliation. In the present case, the fast foliation consists of a family of curves parallel to the x-axis. The previous sets read
The projection of the singular set B into the parameter space is called the catastrophe set, and it is denoted by ∆ (∆ = π(B)). As it is readily seen, the set S V is 3-Dimensional. In figure 8 we show tomographies of S V as well as sections of ∆ (see also figure 6a for the stratification of the swallowtail catastrophe). Recall also that the desingularized vector field reads
Note that a generic condition is X(0) = f c (0) ∂ ∂x = 0. This is, we expect that X is given by a flow-box in a neighborhood of the central singularity. From figure 9 we can see that a flow-box in the direction of the c-axis is transversal to ∆ in a neighborhood of the swallowtail point. On the other hand, the fast fibers are parallel lines to the x-axis. If a trajectory jumps, it does so along such a fiber. A jump of a trajectory from a singular point to a stable branches of S V is expected only when a < 0 as this is the only case where equation defining S V (5.2) may have more than two distinct real roots. We show in figure 10 the projections of the singular set B into the manifold S V , representing the possible jumps to be encountered. 
The Hyperbolic Umbilic
We proceed as in the previous section with a geometric description of the hyperbolic umbilic singularity. Recall that the corresponding catastrophe reads V (x, y, a, b, c) = x 3 + y 3 + axy + bx + cy.
Now we have two constraint variables (x, y) (as opposed to the swallowtail singularity where the constraint variable is x). This means that the fast foliation is a family of planes parallel to (x, y, 0, 0, 0) ∈ R 5 . The critical set of V is given by
There are attracting points within S V defined as
The singular set of S V is formed by all the points which are tangent to the fast fibers. Recall that now the fibration is given by parallel planes to the (x, y, 0, 0, 0) space. Such singular set reads
We show in figure 11 some tomographies of the constraint manifold S V as well as sections of the singular set B. . The shaded region represents the stable part of S V , that is S V,min . For reference purposes, the singularity set B is divided into two components B 1 and B 2 . In each figure the thick curve represents the 2-dimentional set of folds. For a = 0 the dots stand for the 1-dimensional set of cusps. For a = 0 the dot represents the central singularity, the hyperbolic umbilic point, which correspond to the intersection of the cusp lines. Recall that π is a projection from the total space to the parameter space, and occurs along the two dimensional fast foliation. Now, recall that the desingularized vector field reads
The vector field X has generically an equilibrium point at the origin. It can also be shown that such point is isolated within a sufficiently small neighborhood of the origin. Therefore, in contrast with the swallowtail case, we do not expect that a generic vector field X has the form of a flow-box. Note however, from the linearization of X around the origin, that the hyperbolic eigenspace is two dimensional and the center eigenspace is one dimensional (see section 5.3 for details). So, we expect to have a 1-dimensional center manifold and two hyperbolic invariant manifolds intersecting at the origin. Such manifolds arrange the whole dynamics in a small neighborhood of the central singularity, the hyperbolic umbilic point. We expect that X meets transversally the set π(B).
The transversality of X to π(B) means that X is also transversal to B. Such transversality property is depicted in figure 12.
x y a <0
x a =0
x a >0 Figure 12 : The transversality property of X with respect to B means that the integral curves of X are tangent to the thin lines depicted. Recall that if X is transversal to B|(a = 0) (center picture), then X is also transversal to a small perturbation of B|(a = 0) (left and right pictures).
It is worth to take a closer look to figure 11, specially to the case a < 0. Observe in the parameter space (a, b, c) that within the shaded region S V,min , there appear to be a set of singularities π(B 2 ). However this is only a visual effect due to the projection map π. We can note from the the same picture in the space (x, y, a), that the trajectories in S V,min cannot meet the set B 2 .
The jumping behavior is now more complicated. Mainly because a jump may occur along a plane parallel to the (x, y, 0, 0, 0) space. However, two important facts can be seen from figure 11 . First, the set S V,min is one connected component. Second, as explained in the previous paragraph, we can see that there is no superposition (along the fibers) of points in S V,min and points in B (compare with the diagram of the swallowtail given in figure 8 ). This means that along the projection π it is not possible to join a point in B with a point in S V,min . These facts lead us to conjecture that there are not jumps for generic CDEs with a hyperbolic umbilic singularity. Such idea is proved in section 5.5
The Elliptic Umbilic
Now we provide some insight on the geometry of the elliptic umbilic catastrophe, which is given by
As in the hyperbolic umbilic case, the fast fibration is now two dimensional. The constraint manifold, the set of critical points of V reads
As before, within S V there is a set of attracting points and a set of singular points. Each of such sets are given as
which is equivalent to the condition 36x 2 + 36y 2 − 4a 2 ≥ 0 and a > 0. The set of singular points is given by
We show in figure 13 some tomographies of the constraint manifold S V as well as sections of the singular set B. Recall that π is a projection from the total space to the parameter space.
The desingularized vector field in this case reads
and as in the Hyperbolic Umbilic case, there is generically an equilibrium point at the origin. Similar arguments as before then apply. Namely, we expect that the vector field has a 1-dimensional center manifold and two hyperbolic invariant manifold intersecting at the origin. A qualitative picture of the transversality of X with respect to B is shown in figure 14 x y a <0
x a >0 Figure 14 : The transversality property of X with respect to B means that the integral curves of X are tangent to the thin lines depicted in the right picture.
Regarding the jumps, the same arguments as for the hyperbolic umbilic catastrophe apply. Observe from figure 13 that it is not possible to join points in B with points in S V,min along the fibers.
Main theorem
In this section we provide a list of generic CDEs with three parameters. In contrast with Takens's list of normal forms [17] , the result in this sections includes CDEs with two dimensional fast fibers.
As it was mentioned in section 4 folds and cusps (lower codimension singularities) also appear as generic singularities of CDEs with three parameters. However the qualitative behavior in the neighborhood the solutions near folds and cusps can be understood from Takens's list [17] . The novelty of theorem 5.1 is the description of the solutions of CDEs in a neighborhood of a swallowtail, hyperbolic, and elliptic umbilic singularity.
Theorem 5.1. Let (V, X) be a generic constrained differential equation with three parameters. Then (V, X) is topologically equivalent to one of the following 16 polynomial local normal forms.
Saddle
Remark 5.1. If b = c, these fold normal forms reduce to those of theorem 4.2.
Cusp
V (x, a, b, c) X(x, a, b, c) Type
Flow-box
X(x, a, b, c) Type
Flow-box

Hyperbolic Umbilic
V (x, y, a, b, c) X(x, y, a, b, c) Type
Center-Saddle
with ρ ,j , η ,j , σ ,j ∈ R.
Elliptic Umbilic
Where A = 1 9 ±3a 2 + δa 3 , δ ∈ R, and B = −6x
We show in section 5.4 some phase portraits of the CDEs of theorem 5.1. Recall remark 4.7 for the relationship between the list of normal forms and figures 6a, 7a and 7b.
Proof of the main result
In this section we prove theorem 5.1. We only detail the hyperbolic umbilic case as it is the most interesting one. All the other cases follow exactly the same lines. The procedure is summarized as follows.
1. Desingularization of (V, X). With this we obtain the desingularized vector field X. Then we are able to use standard techniques of dynamical systems theory to obtain a polynomial normal form of X following the next two steps.
2. Reduction to a center manifold, see appendix C. This reduction greatly simplifies the expressions of the normal forms.
3. Apply Takens's normal form theorem, see appendix D.
4. At this stage, we have a polynomial local normal form of the vector field X. Now, recall that the form of X is obtained by following the desingularization process described in section 4.2. So, the last step in order to write the local normal forms of a constrained differential equation (V, X) is to carry out the inverse coordinate transformation performed when obtaining X.
The Hyperbolic Umbilic
Following table 1, we deal with the constrained differential equation The attracting region of S V is
which is equivalent to the conditions 36xy − a 2 ≥ 0 and x + y ≥ 0. Consequently, the catastrophe set reads
Refer to figure 7a for the pictures of S V and B. Following the desingularization process, we choose coordinates in S V . The projection into the parameter space restricted to S V is
Observe that det(Dπ) ≥ 0 for points in S V,min . By following corollary 4.1, the corresponding desingularized vector field is
The vector field X has an equilibrium point at the origin. The corresponding linearization shows
Following the normal form theorem D.1, we write the elements of H k ⊗ C as a combination of the monomials u m1 z m2zm3 , where m 1 + m 2 + m 3 = k, having the relations
We can choose as a complement of the image of X 1 , − k the space spanned by
This base is chosen so that we can easily write the normal form in the original coordinates by identifying z ∂ ∂z +z ∂ ∂z , and ı z ∂ ∂z −z ∂ ∂z with v ∂ ∂v + w ∂ ∂w , and v ∂ ∂w − w ∂ ∂v respectively. Then, we have that the k−th order polynomial normal form of X reads 18) where ρ j , η j , and σ j are some nonzero constants. Compare with [16] , where the case of a vector field having eigenvalues of its Jacobian equal to {α, ±ı} , α = 0 is studied.
At this point then, we have two normal forms of the vector field X depending on the eigenvalues of D 0 X. Recall that the solutions of (V, X) are related to the integral curves of X and therefore also to the integral curves of X . In order to locally identify the coordinates in which we expressed X with the original coordinates (x, y, a, b, c), we perform a linear change of coordinates such that
in the case of the center-saddle vector field (5.13), and
in the case of the vector field (5.18). By carrying out the computations, X has respectively the k−th order local normal form 1. Center-saddle case 21) where δ ∈ R.
Center case
where ∆ = a 108 a 2 + 6ax + 6ay + 18x 2 + 18y
The phase portraits of (5.21) and (5.22) are shown in figures 20 and 21 respectively.
Finally, by following lemma 4.1 we can obtain the form of (V, X). Recall that the desingularized vector field is defined by X = det(Dπ)(Dπ) −1 X. This means that in principle, once we know X, X is obtained as X = 1 det(Dπ) DπX. Clearly, the map X is not define for points at the bifurcation set.
Away from such set, X is equivalent to the smooth map DπX. Furthermore, since det(Dπ) > 0 in S V,min , the solution curves of (V, X) are obtained from the integral curves of X and by the reparametrization
Straightforward computations show that the CDE (V, X = DπX) with a hyperbolic umbilic singularity has the local normal forms as stated in theorem 5.1.
Phase portraits of generic CDEs with three parameters
In this section we present the phase portraits of some of the normal forms of theorem 5.1. Recall that S V is the phase space, this is, the solution curves belong to the manifold S V . Such manifolds are as depicted in figures 6a, 7a and 7b. At the bifurcation sets B, the solution curves have a sudden change of behavior. It is said, a catastrophe occurs.
In some words, a generic constrained differential equation with three parameters is likely to qualitatively behave as one of the pictures presented in this section.
Regular
In this case the constraint manifold S V has no singularities. So the constraint manifold S V is the whole 
Fold
In this case the potential function is V (x, a, b, c) = 1 3
The attracting part of S V is given by
The projectionπ = π|S V is given bỹ
Note that the determinant ofπ is non-positive for points in S V,min . From this point we know that the trajectories of X and of X have opposite direction. Due to the presence of 3 parameters, the fold set is the plane
It is important to note that all phase portraits of the the Fold case have projections matching figure  3 of [17] .
• Flow-box-1. By recalling the normal form in theorem 5.1 it is easy to see that the integral curves are as depicted in figure 16 . • Flow-box-2. The phase portrait in this case is as in figure 16 , just the direction of the trajectories is reversed.
• Source, Sink and Saddle. In all the following cases, a 1-dimensional center manifold W C appears within the fold surface.
The choice of ρ = ±1 changes the direction of W C . In all the following pictures we set ρ = 1.
The direction of the integral curves of X and of (V, X) are in opposite direction since det(Dπ) is negative in S V,min [17] . In such space, the dynamics are reduced to the 2-parameter fold listed in [17] and in theorem 4.2. Observe that there exists a 1-dimensional manifold which is locally tangent to the fold surface.
Cusp
• The flow-box and the (dual) flow-box cases. Since in this case the generic vector field X is a flow box, the phase portraits that we obtain are just the same as in Takens's list [17] . Just one more artificial variable, the c-coordinate, is considered. figure 3 and note the resemblance with these projections.
Swallowtail
In this section we present the phase portrait of a generic CDE in a neighborhood of a swallowtail singularity. This is, we consider the potential function
Locally, the vector field is a flow-box and is depicted in figure 5 .4. It is straightforward to see that if one is to consider a potential function −V , the topology of the solutions does not change. Figure 19 : Tomographies for different values of the parameter a of the phase portraits of the swallowtail case. The catastrophe is stratified in the sets shown in figure 6a. Note the particular behavior of the solutions when a < 0. In such case, there exists a region near the origin where jumps may occur. Observe that the shown solutions are in accordance with our description is section 5.1.1, that is X is transverse to the projection of the singular set.
Hyperbolic Umbilic
The total space is R 5 . The constraint manifold and the bifurcation set are detailed in figure 7a. From the exposition of section 5.3 we know that the origin of the desingularized vector field is an equilibrium point. We show in figures 20 and 21 the phase portraits of the center-saddle and center-center cases respectively. We take advantage on the fact that {a = 0} is an invariant set. This means that the integral curves are arranged by those in the subspace (x, y, 0, b, c). Note that both phase portraits satisfy the geometric description given in section 5.1.2. That is, the integral curves are transversal to the singular sets. We have decided to show only the solution curves within S V,min as those are the ones we are interested in. 
Elliptic Umbilic
The constraint manifold and the bifurcation set are described in figure 7a. We show in figure 22 the phase portrait of the center-saddle. It is easy to check that S V,min |a = 0 is just a point, so unlike in the hyperbolic umbilic case, there are no solutions curves of the corresponding CDE at {a = 0}. Therefore, we show projections into S V,min |a > 0 with the value of a fixed, of some integral curves. Figure 22 : Phase portraits of the center-saddle case of the elliptic umbilic. Top left: the desingularized vector field. The origin is a semi-hyperbolic equilibrium point with two hyperbolic and one center directions. The center manifold is locally tangent to the singularity cone depicted. The hyperbolic directions shown (corresponding to a saddle) together with the center manifold arrange all the integral curves sufficiently close to the origin. Top right: Projection of some solutions curves into a tomography (a fixed) of S V,min . Observe that S V,min is the inside region of a cone (refer to figure 7b and section 5.1.3). Bottom: the projection of the solution curves into the parameter space.
Jumps in generic CDEs with three parameters
Constrained differential equations and slow-fast systems are closely related. CDEs may represent an approximation of some generic dynamical systems with two or more different time scales. One interesting behavior of the latter type of systems is formed by jumps. Roughly speaking a jump is a rapid transition from one stable part of S V to another. One common example of such behavior a relaxation oscillations. See also the examples in section 3, where the characteristic property of jumps is described.
In this section we discuss the possibility of encountering such jumping behavior in generic CDEs with a swallowtail, hyperbolic, or elliptic umbilic singularity.
Definition 5.1 (Finite Jump). Let γ be a solution curve of a CDE (V, X). Let q ∈ B. We say that γ has a finite jump at q if 1. There exists a point p ∈ S V,min such that π(p) = π(q).
2. There exists a curve from p to q along which V is monotonically decreasing.
In the case of the fold singularity, there are no finite jumps. In the case of the cusp singularity, a solution curve γ has the jump [17] (x, a, b) → (−2x, a, b).
(5.23)
To study if there exist finite jumps in the generic CDEs with three parameters, we have the following proposition. where it is readily seen that
2. If V is the hyperbolic or the elliptic umbilic catastrophe, then there are no finite jumps.
Proof. We detail the proof of the hyperbolic umbilic case. The other cases follow the same methodology.
Recall that for the hyperbolic umbilic The point q = γ ∩ B is known. The point p is unknown, it corresponds to a possible arriving point when a finite jump occurs. If such a point p exists, then it is a nontrivial solution of π(p) = π(q). The easiest case is when a 2 = 0. We have π(p) = (0, −3x Here we have two cases: 1) 0 = x 2 y 2 =⇒ x 2 = 0, and y 2 = 0, or 2) 0 = x 2 y 2 =⇒ x 2 = 0, and y 2 = 0.
1. a 2 = 0, x 2 = 0, y 2 = 0. We have −3x 
39)
The corresponding y 1 solutions are
This is, for a trajectory γ such that γ|B = (x 2 , y 2 , a 2 , b 2 , c 2 ), there are possible jumps to It is clear thatX is defined only for points where the projection in non-singular. Next, observe that the map A → det(A)A −1 is a C ∞ map on the whole space of square matrices. This means that we can define a smooth vector field by X = det(dπ)(dπ) −1 X(x,π(x, a)).
(B.8)
Note that for all points where det(dπ) = 0, the solutions of (V, X) are obtained from the integral curves of X. First by reparametrization due to the smooth projectionπ, and in cases where det(dπ) < 0, by then reversing the direction of the solutions. 
