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Γ-EVALUATIONS OF HYPERGEOMETRIC SERIES
FRITS BEUKERS, JENS FORSGA˚RD
1. Introduction
Let a, b, c ∈ C such that c 6∈ Z≤0. The Gauss hypergeometric function F (a, b, c | z) is
defined by the power series expansion
∞∑
n=0
(a)n(b)n
(c)nn!
zn.
This power series converges in the complex disc | z | < 1. When Re(c − a − b) > 0 the
series also converges on | z | = 1. Note that if the a or b parameter is a negative integer
then F (a, b, c | z) is a polynomial. There are no convergence issues in that case.
In the classical literature on hypergeometric functions we find many instances of special
evaluation of a hypergeometric function at specific arguments. The best known evaluation
is due to Gauss,
F (a, b, c | 1) = Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) .
The left hand side converges only if Re(c − a − b) > 0. Anther example is Kummer’s
evaluation
F (a, b, a− b+ 1 | − 1) = 1
2
Γ(a/2)Γ(a− b+ 1)
Γ(a)Γ(a/2− b+ 1) .
From this one can deduce two others, as shown by Bailey in [2, p11]. The first is
F
(
2a, 2b, a+ b+ 1/2 | 1/2) = Γ(1/2)Γ(a+ b+ 1/2)
Γ(a+ 1/2)Γ(b+ 1/2)
,
attributed to Gauss and the second is
F
(
a, 1− a, c | 1/2) = Γ(c/2)Γ((c+1)/2)
Γ((c+a)/2)Γ((1+c−a)/2)
.
There is a related evaluation
F (2a+ 1, b, 2b | 2) = Γ(−a)Γ(
1/2 + b)
Γ(1/2)Γ(−a+ b) ×
e2piia − 1
2
.
However, for the moment this is only well-defined when 2a+ 1 ∈ Z≤0 and 2b 6∈ Z≤0, since
in that case the left hand side is a finite sum.
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2 FRITS BEUKERS, JENS FORSGA˚RD
The above examples contain 3 or 2 degrees of freedom in their parameters. It turns out
that there exists a very extensive list of one parameter evaluations. As an example we
quote from Bateman’s [7, 2.8(53)],
F
(− a, a+ 1/2, 2a+ 3/2 | − 1/3) = (8
9
)2a
Γ(2a+ 3/2)Γ(4/3)
Γ(2a+ 4/3)Γ(3/2)
.
These evaluations take place at fixed arguments and the values are a product of values
of Γ-functions times an exponential function times, possibly, a periodic function in the
hypergeometric parameters. We call them Γ-evaluations.
In the literature we find many more of such “strange evaluations.” For example, [11]
from 1982 and [13] from 1998, which also includes special evaluations for higher order
hypergeometric functions. The evaluations are often in polynomial form, by which we
mean that one of the first two hypergeometric parameters is a negative integer. The
development of computer algebra methods made it possible to automatize the search
for Γ-evaluations. See for example [10] and the remarkable manuscript [9] containing
40 Γ-evaluations discovered around 2004 by Shalosh Ekhad, Doron Zeilberger’s tireless
computer. One more or less random example of such a Γ-evaluation is
F
(
2t, t+ 1/3, 4/3 | − 8) = 2 cos (pi(t+ 1/3))
27t
Γ(t− 1/6)Γ(1/2)
Γ(t+ 1/2)Γ(−1/6)
which can be found in [11, (3.7)] when t ∈ −1/3 + Z≤0 and additionally in [8, 4.3.2(xxi)]
when 2t ∈ Z≤0.
The inspiration for the present paper comes from Akihito Ebisu’s remarkable AMS Mem-
oir [8], in which the author develops a systematic method to find Γ-evaluations of Gaussian
hypergeometric functions. After explanation of the idea the author produces a long list
of sample Γ-evaluations, either in the finite form, with one a or b parameter in Z≤0, or
an interpolated version which holds for all parameter values t. We have adapted Ebisu’s
approach, which very briefly comes down to the following.
Consider a triple of hypergeometric parameters a, b, c and abbreviate it by β := (a, b, c).
We denote F (β | z) := F (a, b, c | z). Let k, l,m be a triple of integers, which we denote as
γ := (k, l,m), the shift vector. Using contiguity relations we can find rational functions
Rγ(β, z) and Qγ(β, z) in Q(a, b, c, z) such that
F (β + γ | z) = Rγ(β, z)F (β | z) +Qγ(β, z)F ′(β | z).
A quadruple (β, z0) := (a, b, c, z0) is called admissible with respect to γ if Qγ(β+tγ, z0) = 0
for all t ∈ C. Choose an admissible quadruple (β, z0). We then obtain the functional
equation
(1.1) F (β + (t+ 1)γ | z0) = Rγ(β + tγ, z0)F (β + tγ | z0)
for F (β + tγ | z0) as function of t. Suppose that
Rγ(β + tγ, z0) = R0
r∏
i=1
t+ αi
t+ δi
, R0 ∈ C×.
Γ-EVALUATIONS OF HYPERGEOMETRIC SERIES 3
Then observe that Rt0
∏r
i=1
Γ(t+αi)
Γ(t+δi)
satisfies the same functional equation as F (β+ tγ | z0).
All we need to do is identify these two functions of t. This is done in Theorem 2.4, which is
our main result. From Theorem 2.4 we can deduce interpolated versions of Γ-evaluations
which occured only in finite form in earlier publications.
Since in many of the latter cases the argument is outside the disc of convergence we need
to extend the evaluations of F (a, b, c | z) to z outside the unit disc.
The sum F (a, b, c | z) can be continued analytically to C \ [1,∞) using Euler’s integral
F (a, b, c | z) = Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
xb−1(1− x)c−b−1
(1− zx)a dx.
In the integrand we choose xb = exp(b log |x|), (1−x)c−b = exp((c− b) log |1−x|) and we
define (1−zx)a using the choice | arg(1−zx)| < pi. Note that this integral only converges
at the points 0 and 1 if Re(b) and Re(c− b) are positive. To get an integral without these
restrictions one can replace the line of integration [0, 1] by the so-called Pochhammer
contour C:
b b0 1
and division of the integral by (e2piic−1)(e2pii(c−b)−1). The four horizontal piecewise linear
paths should be thought of as four copies of the real segment [δ, 1 − δ] and the rounded
parts as the circles |z| = δ and |z − 1| = δ for some small δ > 0. For the evaluation of
F (a, b, c | z) at z ∈ (1,∞) we make the choice lim↓0 F (a, b, c | z + i). Its value is now
given by the Euler integral over the arc
b bbc
1/z0 1
or its Pochhammer version. When a, b, c are real, the value lim↓0 F (a, b, c | z − i) is its
complex conjugate.
In the above description we have suggested that the degrees in t of numerator and de-
nominator of Rγ(β + tγ, z0) are the same. In Theorem 4.2 we prove that this is indeed
the case when the vector β + tγ is non-resonant. This means that none of the four linear
functions
a+ kt, b+ lt, c− a+ t(m− k), and c− b+ t(m− l)
is an integer valued constant. It turns out that the non-resonant case is the interesting
case; in Section 3 we give a description of the resonant cases only for completeness. In
the non-resonant case, Theorem 4.2 also gives the values of z0 and R0. This is a result
found previously by Iwasaki in [12, Thm 2.3], although not in this wording and with a
different proof using asymptotic analysis of the Euler integral.
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Although we believe that for a given admissable quadruple there should exist a simple
procedure to determine Rγ(β + γt), we have not been able to discover it. Another issue
we should mention is a difference between the result of Theorem 2.4 and some finite
evaluations in [9] and [8]. As an example consider the identity
F (t, 3t− 1, 2t|epii/3) = −
√
3
2
epii(
t/2+1/3)
(
4√
27
)t
Γ(t+ 1/2)Γ(1/3)
Γ(t+ 1/3)Γ(1/2)
,
which can be deduced from Theorem 2.4. It holds for all t ∈ C. When t = −n for any
n ∈ Z>0 the left hand side is not well-defined as hypergeometric series, but the equality
should be read as the limit when t→ −n. We get, after some simplication,
F (−n,−3n− 1,−2n|epii/3) = −
√
3
2
epii/3
(−√−27
4
)n
(2/3)n
(1/2)n
.
In [9, Thm 11] and [8, 4.2.4] we find the same evaluation, but with the factor −√−3epii/3/2
missing. The reason is that in the latter evaluations the function F (−n,−3n− 1,−2n|z)
is interpreted as the polynomial F (−n,−3n−1, c|z)|c=−2n. It is remarkable that the limit
and the polynomial evaluation differ by a constant factor. In many cases when both the
a-parameter and c-parameter become zero this phenomenon seems to occur. We have not
found an explanation.
We have not made an exhaustive search for all admissable quadruples. This is more or
less done in [8]. There it is also remarked that through the use of Kummer’s solution to a
hypergeometric equation any admissable quadruple is associated to 24 others. This may
explain the abundance of these Γ-evaluations. In Section 4 we give a description and a
proof of the existence of these associated quadruples through the properties of the Euler
kernel, which is the integrand of the Euler integral.
In the final section we present a more or less random list of examples of Γ-evaluations.
2. Interpolation
Let us begin with an example. We consider the case (k, l,m) = (2, 2, 1) and carry out the
program we sketched in the introduction. We get
Rγ(a, b, c, z) =
c(2 + a+ b− c)
(a+ 1)(b+ 1)(z − 1)2 and
Qγ(a, b, c, z) =
c((1 + 2a+ a2 + 2b+ ab+ b2 − c− ac− bc)z + (1 + a− c)(1 + b− c))
a(1 + a)b(1 + b)(−1 + z)2 .
The numerator of Qγ(a+ 2t, b+ 2t, c+ t, z) reads
(c+ t)
(
1 + a+ b+ ab− 2c− ac− bc+ c2 + z + 2az + a2z + 2bz + abz + b2z
−cz − acz − bcz + (2 + a+ b− 2c+ 7z + 5az + 5bz − 4cz)t+ (8z + 1)t2)
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The equations for the admissible quadruple are obtained by setting this polynomial in t
identically zero. We get
0 = 8z + 1
0 = 2 + a+ b− 2c+ 7z + 5az + 5bz − 4cz
0 = 1 + a+ b+ ab− 2c− ac− bc+ c2 + z + 2az + a2z
+2bz + abz + b2z − cz − acz − bcz.
Solution of this system yields
(2.1) z0 = −1/8, a = 2t, b = 2t+ 1/3, c = t+ 5/6
or
z0 = −1/8, a = 2t, b = 2t− 1/3, c = t+ 2/3.
Taking the first possibility we get
Rγ
(
2t, 2t+ 1/3, t+ 5/6,−1/8) = 16
27
× t+
5/6
t+ 2/3
So we find from (1.1) that
F
(
2(t+ 1), 2(t+ 1) + 1/3, t+ 1 + 5/6 | − 1/8) = 16
27
× t+
5/6
t+ 2/3
× F (2, 2t+ 1/3, t+ 5/6 | − 1/8)
for all t. Notice that
(
16
27
)t Γ(t+5/6)
Γ(t+2/3)
satisfies the same functional equation. These functions
turn out to differ by a constant factor, as shown in Corollary 2.7.
In this section we prove Theorem 2.4 which states that for any admissible quadruple
(β, z0) there exists a complex interpolation of the Γ-evaluations. We find from [1] the
following estimate.
Lemma 2.1. Suppose s = a+ bi with a1 < a < a2 and | b | → ∞. Then
|Γ(a+ bi)| =
√
2pi |b|a− 12 e−pi|b|2 [1 +O(1/|b|)].
Proposition 2.2. Let β = (a, b, c) ∈ R3 and γ = (k, l,m) ∈ Z3. Let z0 ∈ C and z0 6= 1.
Then F (β+γt |z0) is a meromorphic function in t ∈ C having at most finitely many poles
with |Re(t)| ≤ 1
2
. Let
C1 = | k arg(1− z0)|+ |l|pi
2
+
|m− l|pi
2
− |m|pi
2
, | arg(1− z0)| ≤ pi.
Then there exist C2, C3 ≥ 0 such that∣∣F (β + γt |z0)∣∣ ≤ C2 |Im(t)|C3 eC1|Im(t)|
for all t ∈ C with |Re(t)| ≤ 1
2
and |Im(t)| sufficiently large.
Proof. In order to prove our estimate we use the ordinary Euler integral. We first prove
the proposition under the assumption that −a > |k|
2
, that b > |l|
2
, and that c− b > |m−l|
2
.
Let us write
G(β + γt |z0) :=
∫ 1
0
xb−1+lt(1− x)c−b−1+(m−l)t
(1− z0x)a+kt dx.
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This integral converges for all t with Re(t) ≤ 1
2
because of our assumptions on a, b, c.
Since Re(t) ≤ 1
2
we get
|xb−1+lt| ≤ xb−1− |l|2 and |(1− x)c−b+(m−l)t| ≤ (1− x)c−b−1− |m−l|2 .
Let c1 =
∫ 1
0
xb−1−
|l|
2 (1− x)c−b−1− |m−l|2 dx. Recall that∣∣(1− z0x)−a−kt∣∣ = |1− z0x|−a−kRe(t) exp ( arg(1− z0x) k Im(t)).
Let c2 = minx∈[0,1],|y|≤ 1
2
|1− z0x|−a−ky. Notice also that
max
x∈[0,1]
exp
(
arg(1− z0x) k Im(t)
) ≤ exp (| arg(1− z0) k Im(t)|).
We conclude that |G(β + tγ|z0)| has the upper bound (c1/c2) e| arg(1−z0) k Im(t)|. Using
Lemma 2.1 we find the desired estimate for
F (β + tγ |z0) = Γ(c+mt)
Γ(b+ lt)Γ(c− b+ (m− l)t)G(β + tγ|z0)
when −a > |k|
2
, b > |l|
2
and c− b > |m−l|
2
.
In the general situation we first choose integers ∆a,∆b,∆c such that
−a−∆a > |k|
2
, b+ ∆b >
|l|
2
, c− b+ ∆c−∆b > |m− l|
2
.
Denote ∆β = (∆a,∆b,∆c). Then there exists a contiguity relation
F (β + tγ|z0) = r(t, z)F (β + ∆β + tγ|z0) + s(t, z)F (β + ∆β + (0, 0, 1) + tγ|z0) ,
where r(t, z) and s(t, z) are rational functions in (t, z) whose denominators are a polyno-
mial in t times a product of powers of z and z− 1. Hence we can specialize to z = z0 and
get
F (β + tγ|z0) = r(t, z0)F (β + ∆β + tγ|z0) + s(t, z0)F (β + ∆β + (0, 0, 1) + tγ|z0) ,
We then apply the above estimate to the terms on the right hand side. 
Proposition 2.3. Let f(t) be a periodic entire function with unit period one. Suppose
that there are constants C+, C− ≥ 0 such that
(1) |f(t)| = O(eC+Im(t)) when Im(t)→∞, and
(2) |f(t)| = O(e−C−Im(t)) when Im(t)→ −∞.
Then, f(t) = g(e2piit) where g(z) ∈ C[z, 1/z]. Moreover, g has a pole of order at most
C+/2pi at z = 0, and a pole of order at most C−/2pi at z =∞.
Proof. Consider the composite function g(z) = f
(
log z
2pii
)
. This is an entire function in z,
except possibly at z = 0, which is an isolated singularity. Notice that Im(t) = − log |z|
2pi
. So
when z → 0 we get Im(t)→∞ and we can use the estimate
|f(t)| = O(e− log |z|2pi C+) = O(|z|−C+2pi ).
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When z →∞ we get Im(t)→ −∞ and we can use the estimate
|f(t)| = O(e log |z|2pi C−) = O(|z|C−2pi ).

We can now show our main theorem.
Theorem 2.4. We use the notations from the introduction. Let (β, z0) be an admissible
quadruple with respect to γ = (k, l,m) ∈ Z3. We assume that m ≥ 0 and c 6∈ Z≤0 when
m = 0. Write
Rγ(β + tγ, z0) = R0 ×
r∏
j=1
(t+ αj)
(t+ δj)
.
Then, there exists g(z) ∈ C[z, 1/z] such that
F (β + tγ | z0) = g
(
e2piit
)
Rt0
r∏
j=1
Γ(t+ αj)
Γ(t+ δj)
for all t ∈ C. Moreover, g has a pole order at most
arg(R0)
2pi
+
| arg(1− z0)k|
2pi
+
|l|
4
+
|m− l|
4
− |m|
4
at z = 0 and order at most
−arg(R0)
2pi
+
| arg(1− z0)k|
2pi
+
|l|
4
+
|m− l|
4
− |m|
4
at z =∞.
Remark 2.5. We have used that the numerator and denominator of R have the same
degree. This is a consequence of Lemma 4.1.
Remark 2.6. The assumption m ≥ 0 is not a restriction. If m < 0, then we apply
Theorem 2.4 with −γ and simply replace t by −t.
Proof. We find that
G(t) := F (β + tγ | z0)R−t0
r∏
j=1
Γ(t+ δj)
Γ(t+ αj)
is a meromorphic periodic function with period 1. Poles can only arise from the factor
F (β + tγ | z0) when c + mt ∈ Z≤0, or from the product
∏
j Γ(t + δj) when t + δj ∈ Z≤0
for some j. It follows, since m ≥ 0, that there are no poles for Re(t) is sufficiently
large. Hence, G(t) is holomorphic in t. We now use the estimates from Lemma 2.1 and
Proposition 2.2 and to get |Rt0G(t)| = O(eC1|Im(t)|), where
C1 = | arg(1− z0)k|+ |l|pi
2
+
|m− l|pi
2
− |m|pi
2
,
as in Proposition 2.2. This yields |G(t)| = O(e(arg(R0)+C1)|Im(t)|) when Im(t) → ∞ and
|G(t)| = O(e(− arg(R0)+C1)|Im(t)|) when Im(t)→ −∞. The result now follows from Proposi-
tion 2.3. 
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We give three example applications.
Corollary 2.7. For all t ∈ C we have
F
(
2t, 2t+ 1/3, t+ 5/6 | − 1/8) = (16
27
)t
Γ(t+ 5/6)Γ(2/3)
Γ(t+ 2/3)Γ(5/6)
.
Proof. In the beginning of this section we considered the example γ = (2, 2, 1) and the
admissible quadruple (2.1). From Theorem 2.4, applied to this example, we find that(
27
16
)t
Γ(t+ 2/3)
Γ(t+ 5/6)
F (2t, 2t+ 1/3, t+ 5/6 | − 1/8)
is a Laurent polynomial in e2piit. Since arg(16/27) = arg(1− z0) = 0 the estimates for the
pole order of g at 0 and ∞ are 1
2
. Hence, g is constant. The value of the constant can be
found by setting t = 0. 
Corollary 2.8. For all t ∈ C we have
F
(
3t, t+ 1/6, 1/2 | − 3) = cos(pit)
16t
Γ(t+ 1/2)Γ(1/3)
Γ(t+ 1/3)Γ(1/2)
.
Proof. Consider the admissible quadruple a = 3t, b = t + 1/6, c = 1/2, and z0 = −3. We
get
Rγ(β + tγ, z0) = − 1
16
× t+
1/2
t+ 1/3
.
Application of Theorem 2.4 yields
F (3t, t+ 1/6, 1/2 | − 3) = e
piit
16t
Γ(t+ 1/2)
Γ(t+ 1/3)
g
(
e2piit
)
.
Here, g(z) is a Laurent polynomial, bounded at z =∞, and with a pole at z = 0 of order
at most 1. Hence, g
(
e2piit
)
= u + ve−2piit for some u, v ∈ C. Setting t = 0 and t = −1
2
yields {
1 = (u+ v)Γ(1/2)/Γ(1/3)
0 = u− v.
Hence, u = v = Γ(1/3)/2Γ(1/2) and our corollary follows. 
Corollary 2.9. For all t ∈ C we have
F
(
3t, t+ 1/6, 1/2 | 9) = 1
2 · 64t
(
1 + e2pii(t+
1
6) − e4pii(t+ 16)
)
.
Proof. Consider the admissible quadruple a = 3t, b = t + 1/6, c = 1/2, and z0 = 9. We
find that Rγ =
1
64
. So Theorem 2.4 gives F (3t, t + 1/6, 1/2 | 9) = 64−tg (e2piit). Since
arg(1− 9) = pi, we get the estimate 2 for the polar order of g(z) at z = 0 and at z =∞.
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Hence, g
(
e2piit
)
=
∑2
k=−2 ake
2piikt. To determine the values of the ak we use five special
evaluations of 64tF (3t, t+ 1/6, 1/2 | 9) for t = 0,−1
3
,−2
3
,−1
6
, and 1
6
. We obtain the system
1
1
−1
2
1
2
ζ
 =

1 1 1 1 1
ζ−2 ζ2 1 ζ−2 ζ2
ζ2 ζ−2 1 ζ2 ζ−2
ζ2 ζ 1 ζ−1 ζ−2
ζ−2 ζ−1 1 ζ ζ2


a−2
a−1
a0
a1
a2

where ζ = e
pii
3 . Solution of the system gives implies our corollary. 
3. Resonant quadruples
Our next goal is to explain the values of z0 and Rγ(β + tγ) that occur in the above
considerations. For that purpose it turns out to be convenient to restrict to admissible
quadruples such that β + tγ is non-resonant, that is, none of
a+ kt, b+ lt, c− b+ (m− l)t, and c− a+ (m− k)t
is an element of Z. If one of these linear polynomials is an integer constant, then we say
that the quadruple is resonant. In this section we make some comments on the resonant
case and proceed with the non-resonant cases in the next sections. We will use the identity
(3.1) F (c− a, c− b, c | z) = (1− z)a+b−cF (a, b, c | z).
Suppose that β + tγ is resonant and that (β + tγ, z0) is a resonant quadruple. Then we
distinguish the following cases.
(1) Exactly one of a+ kt, b+ lt, c− b+ (m− l)t, and c− a+ (m− k)t is an integer.
(a) If a+ kt ∈ Z, then we conjecture that the admissible quadruples are given by
a = 2, b = 1 + lt, c = 2 +mt, and z0 = m/l, with Γ evaluation
F (2, 1 + lt, 2 +mt |m/l) = l(1 +mt)
l −m ,
or a = −1, b = lt, c = mt, and z0 = m/l with Γ evaluation
F (−1, lt,mt |m/l) = 0.
It should be remarked that these evaluations are a direct consequence of the
general identities
F
(
2, r, s
∣∣∣ s− 2
r − 1
)
=
(r − 1)(s− 2)
r − s+ 1 and F
(
− 1, r, s
∣∣∣ s
r
)
= 0,
which are easy to prove. A similar remark applies to the next cases.
(b) The case b+ lt ∈ Z is similar to case (1a).
(c) If c− a+ (m− k)t ∈ Z, then we use the identity (3.1) to get
F
(
mt, 1 + (m− l)t, 2 +mt |m/l) = (1− m
l
)(l−m)t
(1 +mt)
10 FRITS BEUKERS, JENS FORSGA˚RD
and
F
(
mt+ 1, (m− l)t,mt |m/l) = 0.
(d) The case c− b+ (m− l)t ∈ Z is similar to case (1c).
(2) Exactly two of a+ kt, b+ lt, c− b+ (m− l)t, c− a+ (m− k)t are in Z,
(a) If a + kt, b + lt ∈ Z, then either ab = 0 or a ∈ Z, b = 1 − a, c = mt, and
z0 = 1/2. In the latter case we might as well replace mt by t. Bailey’s identity
gives
F (a, 1− a, t | 1/2) = Γ(
t/2)Γ((t+1)/2)
Γ((t+a)/2)Γ((1+t−a)/2)
.
(b) If a+kt, c−b+(m−l)t ∈ Z, then either a(b−c) = 0 or a ∈ Z, b = t, c = t−a+1,
and z0 = −1. In the latter case Kummer’s identity gives
F (a, t, t+ 1− a | − 1) = 1
2
Γ(t/2)Γ(t− a+ 1)
Γ(t)Γ(t/2− a+ 1) .
(c) If b + lt, c− b + (m− l)t ∈ Z., then either b = 1 and c = 2, or b ∈ Z, c = 2b,
and z0 = 2. In the former case we get
F (1 + t, 1, 2 | z) = 1 + (1− z)
−t
tz
,
in the latter case we get
F (1− 2t, b, 2b | 2) = Γ(t)Γ(b+
1/2)
Γ(t+ b)Γ(1/2)
× e
−2piit − 1
2
.
(d) The other three cases are related to the above three via the identity (3.1).
4. Euler kernels
Let β be the triple of hypergeometric parameters and γ the shift vector as in the previous
section. Suppose also that z 6= 0, 1. We define
K(β, z, x) =
xb−1(1− x)c−b−1
(1− zx)a .
Application of the Pochhammer contour integral then gives us
Γ(b)Γ(c− b)
Γ(c)
F (β | z).
In [4] the author considered the Q(z)-vector space of twisted differential forms generated
by the differential forms K(β + γ, z, x)dx with γ ∈ Z3. The Q(z)-vector space of twisted
exact forms is generated by d(K(β + γ, z, x)) with γ ∈ Z3. We denote the quotient space
by H1twist(β | z). In [4, Thm 6.1] it is shown, under the assumption β is non-resonant, that
this space is two dimensional with basis K(β, z, x)dx and K(β + (1, 1, 1), z, x)dx. Notice
that
aK(β + (1, 1, 1), z, x) =
∂
∂z
K(β, z, x).
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Define the hypergeometric operator
L = z(z − 1) ∂
2
∂z2
+ ((a+ b+ 1)z − c) ∂
∂z
+ ab.
We find that L(K(β, z, x)) = 0 in H1twist(β | z). Since L commutes with the application of
the Pochhammer contour, and Pochhammer integration is zero on exact forms, we recover
the hypergeometric equation for F (a, b, c | z).
Let (β, z0) be an admissible quadruple with respect to γ and suppose it is non-resonant.
Let M be the field M = Q(β, z0). Define
R̂(t) =
(b+ lt)l(c− b+ t(m− l))m−l
(c+mt)m
Rγ(β + tγ, z0).
Here (x)n = x(x + 1) · · · (x + n − 1) if n ≥ 0 and (x)n = 1(x−1)···(x− |n | ) if n < 0. We can
rewrite equation (1.1) in terms of Euler kernels as
(4.1) K(β + (t+ 1)γ, z0, x)dx ≡ R̂(t)K(β + tγ, z, x)dx
in H1twist(β + tγ | z0). Define also
gγ(z, x) =
xl(1− x)m−l
(1− zx)k .
Then, (4.1) amounts to the statement that there exists W (t, x) ∈M(t, x) such that
(4.2) gγ(z0, x)K(β + tγ, z0, x) = R̂(t)K(β + tγ, z0, x) +
∂
∂x
(W (t, x)K(β + tγ, z0, x)) .
Define the denominator dγ(x) of gγ(z0, x) by
dγ(x) = x
(−l)+(1− x)(l−m)+(1− z0x)k+ ,
where x+ = max(0, x). The numerator nγ(x) is defined by dγ(x)gγ(z0, x).
Let us write
W (t, x) =
p(t, x)
dγ(x)
x(1− x)(1− z0x),
where p(t, x) is another rational function which will turn out to be a polynomial in x.
Then, (4.2) can be rewritten as
(4.3) nγ(x)− R̂(t)dγ(x) = ∂
∂x
(p(t, x)x(1− x)(1− zx)) + q(t, x)p(t, x),
where
q(t, x) := x(1− x)(1− z0x)
(
b− 1 + lt
x
+
c− b− 1 + (m− l)t
x− 1 −
a+ kt
x− 1/z0 −
1
dγ
∂dγ
∂x
)
.
This is the log-derivative of K(β + tγ, z0, x)/dγ(x) times x(1 − x)(1 − z0x). Note that
q(t, x) is a polynomial in x of degree at most 2 and linear in t. The coefficient of x2 reads
z(c − a − 2 + t(m − k) − degx(dγ)), which is non-zero as a result of our non-resonance
condition. Therefore q(t, x) has degree 2 in x. The non-resonance condition also sees to
it that q(t, x) has no zeros in {0, 1, 1/z0}.
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We shall write q(t, x) = q1(x) + tq0(x). Notice that
q0(x) = x(1− x)(1− z0x)
g′γ(z0, x)
gγ(z0, x)
and, in particular, that q0(x) is non-trivial.
It follows from (4.3) that p(t, x) has no poles outside x = 0, 1, 1/z. Suppose it has a
pole of order δ > 0 at x = 0. Then, looking at the order δ poles on both sides of (4.3)
we get 0 = (1 − δ) + (b + tl − 1 − n), where n is the pole order at x = 0 of gγ. This
implies b + lt ∈ Z, contradicting our non-resonance condition. Similarly we show that
p(t, x) has no poles in x = 1, 1/z. Hence p(t, x) is a polynomial in x. Its degree in x turns
out to be at most max(degx(dγ), degx(nγ)) − 2. For the latter fact we use the condition
c− a+ t(m− k) 6∈ Z.
We may interpret equation (4.3) as a system of linear equations in the unknown coefficients
of p(t, x) ∈ M(t)[x], and the unknown R̂(t). If we replace the coefficient 1 of nγ by
another unknown we get a system of N homogeneous equations in N unknowns, where
N = max(degx(dγ), degx(nγ)) + 1. Denote the determinant of the coefficient matrix of
this system by ∆(t). If the problem (4.2) has a solution R̂,W , then ∆(t) is identically 0.
Let p(t, x) and R̂(t) be a solution of (4.3). Let u be the degree of R̂(t) in t We take
u = −∞ if R̂ is identically zero. Since q(t, x) has degree one in t, the degree in t of the
second term in the right hand side of (4.3) is strictly larger than the degree in t of the
first term in the right hand side. In particular, if u < 0, then taking the limit of (4.3) as
t→∞ we obtain that
nγ(x) = x(1− x)(1− z0x)
(
l
x
+
(m− l)
x− 1 −
k
x− 1/z0
)
lim
t→∞
t p(t, x).
The coefficient in the right hand side is the non-trivial polynomial q0(x) of degree ≤ 2.
If it has a zero in x = 0, then l = 0. But that contradicts x dividing nγ(x). Similarly 1
and 1/z0 cannot be zeros of q0(x). Suppose that q0(x) has degree < 2. That would mean
k−m = 0 and the degrees of numerator and denominator of gγ(z0, x) would be the same.
Then degx(p(t, x)) ≤ degx(nγ(x))−2 implies that degx(q0(x)p(t, x)) < degx(nγ(x)), which
again gives a contradiction. We conclude that u ≥ 0.
Assume now that u > 0 and define R̂0 = limt→∞ t−uR̂(t). Let us now consider the same
limit after first multiplying both sides of (4.3) by t−u. We obtain that
−R̂0 dγ(x) = q0(x)
(
lim
t→∞
t1−up(t, x)
)
.
Just as in the previous case, we arrive at a contradiction.
Hence, we conclude that u = 0. Notice that, since the right hand side converges to a non-
trivial polynomial, the degree of p in t has to be −1. In particular, we have completed
the proof of the following statement.
Lemma 4.1. If β + tγ is non-resonant and p(t, x) and R̂(t) is a solution to (4.3), then
R̂(t) has degree 0 in t, and p(t, x) has degree −1 in t.
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Let us now summarize our conclusion. We take the point of view that if degx(q0) < 2,
then we say that q0 has a zero at x = ∞. In particular, if q0 is constant we say that q0
has a double zero at ∞.
Theorem 4.2. Let β + tγ, z0 with γ = (k, l,m) be a non-resonant admissible quadruple.
Let x1, x2 be the zeros of q0(γ, x). Then z0 is such that gγ(z0, x1) = gγ(z0, x2) if x1 6= x2
and g′γ(x1) = 0 if x1 = x2. Moreover, the limit R̂0 := limt→∞ R̂(t) is non-zero and given
by gγ(z0, x1). Consequently, the factor R0 in Theorem 2.4 is given by
mm
ll(m−l)m−l gγ(z0, x1).
Remark 4.3. When none of k, l,m− k,m− l is zero, the zeros x1, x2 are distinct from
0, 1,∞. The condition gγ(z0, x1) = gγ(z0, x2) is simply the requirement that gγ(z0, x) is
a Belyi map. By that we mean a rational function such that the set of images of its
ramification points consists of at most three points in P1.
When one of k, l,m− k,m− l is zero, gγ is automatically a Belyi map, but the condition
gγ(z0, x1) = gγ(z0, x2) still gives a finite number of possibilities for z0.
Example 4.4. Let us consider the example γ = (2, 2, 1). Then gγ(z0, x) is a Belyi map
if and only if z0 = −1/8. There is one non-trivial ramification point of gγ(−1/8, x), which
is x = 4. Then, gγ(−1/8, 4) = 64/27, as desired.
5. Kummer’s list
Let x 7→ g(x) be a fractional linear transformation in x that permutes the points 0, 1,∞.
Then, the substitution x 7→ g(x) in K(a, b, c, z, x)dx, yields as a result an Euler kernel.
For example,
g1(x) = 1/x gives z
−aK(a, a+ 1− c, a+ 1− b, 1/z, x)dx
g2(x) = 1− x gives (1− z)−aK(a, c− b, c, z/(z − 1), x)dx
g3(x) = x/(x− 1) gives K(a, b, a+ b+ 1− c, 1− z, x)dx
g4(x) = 1− 1/x gives z−aK(a, a+ 1− c, a+ b+ 1− c, 1− 1/z, x)dx
g5(x) = 1/(1− x) gives (1− z)−aK(a, c− b, a+ 1− b, 1/(1− z), x)dx.
We can also consider linear fractional transformations in x that permute the four points
0, 1,∞, 1/z. These permutations are products of 2-cycles. Up to a constant factor,
g6(x) = 1/zx gives z
1−cK(b+ 1− c, a+ 1− c, 2− c, z, x)dx
g7(x) = (x− 1/z)/(x− 1) gives z1−c(1− z)c−a−bK(1− b, 1− a, 2− c, z, x)dx
g8(x) = (1− x)/(1− zx) gives (1− z)c−a−bK(c− a, c− b, c, z, x)dx.
Together with the additional substitutions given by gi ◦ gj for i = 1, . . . , 5 and j = 6, 7, 8
we get 24 forms of the shape λ(z)K(a′, b′, c′, h(z), x)dx.
Consider the example given by g1(x) = 1/x, which changedK(a, b, c, z, x)dx into z
−aK(a, a+
1− c, a+ 1− b, 1/z, x)dx. The application of L to this form vanishes in H1twist. As appli-
cation of the Pochhammer contour yields
z−aF (a, a+ 1− c, a+ 1− b | 1/z),
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λ(z) h(z) a′ b′ c′ permutation
1 z a b c (1)
(1− z)c−a−b z c− a c− b c (13)(24)
z1−c z b− c+ 1 a− c+ 1 2− c (14)(23)
z1−c(1− z)c−a−b z 1− b 1− a 2− c (12)(34)
z−a 1/z a a− c+ 1 a− b+ 1 (23)
z−b 1/z b− c+ 1 b b− a+ 1 (14)
zb−c(1− z)c−a−b 1/z 1− b c− b a− b+ 1 (1342)
za−c(1− z)c−a−b 1/z c− a 1− a b− a+ 1 (1243)
1 1− z a b a+ b− c+ 1 (34)
z1−c(1− z)c−a−b 1− z 1− b 1− a c− a− b+ 1 (12)
z1−c 1− z b− c+ 1 a− c+ 1 a+ b− c+ 1 (1324)
(1− z)c−a−b 1− z c− a c− b c− a− b+ 1 (1423)
(1− z)−a z/z−1 a c− b c (24)
(1− z)−b z/z−1 c− a b c (13)
z1−c(1− z)c−a−1 z/z−1 1− b a− c+ 1 2− c (1432)
z1−c(1− z)c−b−1 z/z−1 b− c+ 1 1− a 2− c (1234)
z−a 1− 1/z a a− c+ 1 a+ b− c+ 1 (243)
z−b 1− 1/z b− c+ 1 b a+ b− c+ 1 (134)
za−c(1− z)c−a−b 1− 1/z c− a 1− a c− a− b+ 1 (123)
zb−c(1− z)c−a−b 1− 1/z 1− b c− b c− a− b+ 1 (142)
z1−c(1− z)c−a−1 1/1−z 1− b a− c+ 1 a− b+ 1 (132)
(1− z)−a 1/1−z a c− b a− b+ 1 (234)
z1−c(1− z)c−b−1 1/1−z b− c+ 1 1− a b− a+ 1 (124)
(1− z)−b 1/1−z c− a b b− a+ 1 (143)
Table 1. Kummer’s 24 transformations
the latter is also a solution to the hypergeometric equation. In this way the 24 forms ob-
tained from the 24 rational linear transformations are related to the 24 Kummer solutions;
the entire list can be seen in Table 5.
The last column in Table 5 consists of permutations of S4 in cycle notation. They have
the following meaning. To every triple a, b, c we form the 4-vector
(5.1) (a− 1/2,−b+ 1/2, c− a− 1/2, b− c+ 1/2).
It turns out that the coordinates of these 4-vectors are permutations of each other and
that every permuation occurs precisely once.
As an example, the fifth entry in Table 5 corresponds to our example g1(x) = 1/x. Notice
that
(a′ − 1/2,−b′ + 1/2, c′ − a′ − 1/2, b′ − c′ + 1/2) = (a− 1/2, c− a− 1/2,−b+ 1/2, b− c+ 1/2).
The latter 4-tuple is the same as (5.1) except that the second and third entry are ex-
changed. This explains the permutation (23) in the last column of Table 5.
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In [8, Prop 2.3] we find that to every admissible quadruple there correspond 23 other
admissible quadruples, but with different shift vectors γ = (k, l,m). From the above
considerations we can see that they arise from the 24 transforms of the Euler kernel.
Consider the equality (4.1) which abbreviate as
K(β + (t+ 1)γ, z0, x)dx = R̂(t)K(β + tγ, z0, x)dx.
Apply any one of the 24 permutation actions of Table 5 to this equality. For example the
permutation (34). We then get the equality
K(β′ + (t+ 1)γ′, 1− z, x)dx = R̂(t)K(β′ + tγ′, 1− z, x)dx,
where β′ = (a, b, a + b + 1− c) and γ′ = (k, l, k + l −m). Then, (β′, z0) is an admissible
quadruple with respect to the shift vector γ′. Application of the permutation (1234) gives
us
K
(
β′′ + (t+ 1)γ′′,
z0
z0 − 1 , x
)
dx = zm0 (1− z0)l−m R̂(t)K
(
β′′ + tγ′′,
z0
z0 − 1 , x
)
dx,
where β′′ = (b− c+ 1, 1− a, 2− c) and γ′′ = (l−m,−k,−m) Hence we find that (β′′, z0)
is an admissible quadruple with respect to γ′′. Since (34) and (1234) generate S4 we find
that the transformations k, l,m → k, l, k + l −m and k, l,m → l −m,−k,−m generate
a group of order 24 transformations which give us the 24 integer triples that occur in
Ebisu’s [8, Prop 2.3]. We can find a fundamental domain for these 24 transformations by
requiring that k ≥ m− k ≥ l −m ≥ −l, hence m ≤ 2k, 2l and k + l ≤ 2m. In particular
this implies that k, l,m ≥ 0. Note that this choice differs from Ebisu’s normalization
0 ≤ k + l −m ≤ l − k ≤ m, see [8, (1.14)].
6. Sample Γ-evaluations
In this section we collect some examples of Γ-evaluations related to non-resonant admiss-
able quadruples. For the resonant cases we refer to Section 3. Notice that even if one
of k, l,m− k,m− l is zero, one may still have a non-resonant quadruple. Below we find
several such examples. Each entry is preceded by the corresponding shift vector k, l,m.
In some cases it may happen that the c-parameter tends to a negative integer when the
a or b parameter does (see the final remarks in the introduction). In that case we also
mention what the polynomial interpretation gives as value.
The shift γ = (1, 3, 2).
F (t, 3t− 1, 2t | epii/3) = −
√−3
2
epii(
t/2+1/3)
( 4√
27
)tΓ(t+ 1/2)Γ(1/3)
Γ(t+ 1/3)Γ(1/2)
.
If t ∈ Z≤0 and the left hand side is considered as finite sum, then the constant−
√−3epii/3/2
must be dropped.
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The shift γ = (2, 4, 4).
F (2t, 4t− 1/2, 4t | − 2 +
√
8) =
1√
2
(1 +
√
2)4t
Γ(t+ 1/4)Γ(t+ 3/4)Γ(3/8)Γ(5/8)
Γ(t+ 3/8)Γ(t+ 5/8)Γ(1/4)Γ(3/4)
.
When 2t ∈ Z≤0 and the left hand is considered as polynomial, the right hand side must
be multiplied by
√
2 if t is an integer and by −√2 if t is a half integer.
The shift γ = −(1, 2, 1).
F (−t, 2t+ 1, t+ 4/3 | 1/9) =
(
3
4
)t
Γ(7/6)Γ(t+ 4/3)
Γ(4/3)Γ(t+ 7/6)
.
F (−t, 2t+ 2, t+ 5/3 | 1/9) =
(
3
4
)t
Γ(3/2)Γ(t+ 5/3)
Γ(5/3)Γ(t+ 3/2)
.
The shift γ = (−2, 4, 2). Let z0 = (3 + 2
√
3)/9 and z1 = (3− 2
√
3)/9
F (−2t, 4t+ 1, 2t+ 4/3 | z0) =
(−27z1
16
)t
cos(pi(t− 1/12))
cos(pi/12)
Γ(t+ 2/3)Γ(t+ 7/6)Γ(3/4)Γ(13/12)
Γ(t+ 3/4)Γ(t+ 13/12)Γ(2/3)Γ(7/6)
.
F (−2t, 4t+ 1, 2t+ 4/3 | z1) =
(
27z0
16
)t
Γ(t+ 2/3)Γ(t+ 7/6)Γ(3/4)Γ(13/12)
Γ(t+ 3/4)Γ(t+ 13/12)Γ(2/3)Γ(7/6)
.
F (−2t, 4t+ 2, 2t+ 5/3 | z0) =
(−27z1
16
)t
cos(pi(t+ 1/12))
cos(pi/12)
Γ(t+ 4/3)Γ(t+ 5/6)Γ(5/4)Γ(11/12)
Γ(t+ 5/4)Γ(t+ 11/12)Γ(4/3)Γ(5/6)
.
F (−2t, 4t+ 2, 2t+ 5/3 | z1) =
(
27z0
16
)t
Γ(t+ 4/3)Γ(t+ 5/6)Γ(5/4)Γ(11/12)
Γ(t+ 5/4)Γ(t+ 11/12)Γ(4/3)Γ(5/6)
.
The shift γ = −(1,−1, 1).
F (−t,−t+ 1/3, t+ 4/3 | − 1/8) =
(
27
32
)t
Γ(t+ 4/3)Γ(7/6)
Γ(t+ 7/6)Γ(4/3)
.
The shift γ = (−2,−2, 2). Let z0 = (3
√
3− 5)/4
F (−2t,−2t+ 1/3, 2t+ 4/3 | z0) =
(
81
√
3
128
)t
Γ(t+ 2/3)Γ(t+ 7/6)Γ(3/4)Γ(13/12)
Γ(t+ 3/4)Γ(t+ 13/12)Γ(2/3)Γ(7/6)
.
The shift γ = (0, 1, 3).
F (1/2, t, 3t− 1 | 3/4) = 1
3
Γ(t+ 1/3)Γ(t− 1/3)Γ(1/6)Γ(−1/6)
Γ(t+ 1/6)Γ(t− 1/6)Γ(1/3)Γ(−1/3) .
When t ∈ Z≤0 and the left hand side is considered polynomial, the factor 1/3 should be
dropped.
The shift γ = (1, 3, 1).
F (t, 3t− 3/2, t+ 1/2 | 4) = 6e
2piit cos(pit)
27t
Γ(t+ 1/2)Γ(t− 1/2)
Γ(t− 1/6)Γ(t+ 1/6) .
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The shift γ = (−1, 3, 2).
F (−t, 3t+ 1, 2t+ 3/2 | 1/4) =
(
16
27
)t
Γ(t+ 5/4)Γ(t+ 3/4)Γ(7/6)Γ(2/3)
Γ(t+ 7/6)Γ(t+ 2/3)Γ(5/4)Γ(3/4)
.
F (−t, 3t+ 2, 2t+ 9/4 | − 1/8) =
(
32
27
)t
Γ(t+ 13/8)Γ(t+ 9/8)Γ(4/3)Γ(17/12)
Γ(t+ 4/3)Γ(t+ 17/12)Γ(13/8)Γ(9/8)
.
The shift γ = (3, 3, 4).
F (3t, 3t+ 1/2, 4t+ 2/3 | 8/9) = 108tΓ(t+
11/12)Γ(t+ 5/12)Γ(1/2)Γ(5/6)
Γ(t+ 1/2)Γ(t+ 5/6)Γ(11/12)Γ(5/12)
When t ∈ −1/6 +Z≤0 and the left hand side is considered polynomial one must multiply
the result by 2.
F (3t, 3t+ 1/4, 4t+ 1/3 | 8/9) = 108tΓ(t+
7/12)Γ(t+ 5/6)Γ(3/4)Γ(2/3)
Γ(t+ 3/4)Γ(t+ 2/3)Γ(7/12)Γ(5/6)
When t ∈ −1/12+Z≤0 and the left hand side is considered polynomial one must multiply
the right hand side by 1081/12 Γ(
5/6)Γ(7/12)2
Γ(1/2)Γ(3/4)2
.
F (3t, 3t− 1/2, 4t | 4/3) = 1
4
(1−√−3)e2piit16tΓ(t+
1/4)Γ(t+ 3/4)Γ(1/6)Γ(2/3)
Γ(t+ 1/6)Γ(t+ 2/3)Γ(1/4)Γ(3/4)
When t ∈ Z≤0 and the left hand side considered polynomial we must drop the factor
(1−√−3)/4.
The shift γ = (2, 1, 0).
F (2t, t+ 1/6, 2/3 | − 8) = 2√
3 · 27t sin(pi(t+
1/3))
F (2t, t+ 1/3, 4/3 | − 8) = 2 cos(pi(t+
1/3))
27t
Γ(t− 1/6)Γ(1/2)
Γ(t+ 1/2)Γ(−1/6)
The shift γ = (3, 1, 0).
F (3t, t+ 1/6, 1/2 | 9) = 1
2 · 64t
(
1 + e2pii(t+
1/6) − e4pii(t+1/6))
F (3t, t+ 1/2, 3/2 | 9) = −1
6
√
3 · 64t (1− e
2piit + e4piit)
Γ(t− 1/6)Γ(t+ 1/6)
Γ(t+ 1/3)Γ(t+ 2/3)
F (3t, t+ 1/6, 1/2 | − 3) = 1
16t
cos(pit)
Γ(t+ 1/2)Γ(1/3)
Γ(t+ 1/3)Γ(1/2)
F (3t, t+ 1/2, 3/2 | − 3) = 2
16t
cos(pit)
Γ(t− 1/6)Γ(2/3)
Γ(t+ 2/3)Γ(−1/6)
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The shift γ = (1, 1, 0). Strictly speaking there is no admissable quadruple with respect
to (1, 1, 0). However, we do like to recall the following classical identity
F (t, t+ 1/2, 1/2|z2) = 1
2
(
(1 + z)−2t + (1− z)−2t) .
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