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For the past twenty years, Matrix Prod-
uct States (MPS) have been widely used
in solid state physics to approximate
the ground state of one-dimensional spin
chains. In this paper, we study homoge-
neous MPS (hMPS), or MPS constructed
via site-independent tensors and a bound-
ary condition. Exploiting a connection
with the theory of matrix algebras, we de-
rive two structural properties shared by
all hMPS, namely: a) there exist local
operators which annihilate all hMPS of a
given bond dimension; and b) there ex-
ist local operators which, when applied
over any hMPS of a given bond dimen-
sion, decouple (cut) the particles where
they act from the spin chain while at
the same time join (glue) the two loose
ends back again into a hMPS. Armed with
these tools, we show how to systematically
derive ‘bond dimension witnesses’, or 2-
local operators whose expectation value al-
lows us to lower bound the bond dimen-
sion of the underlying hMPS. We extend
some of these results to the ansatz of Pro-
jected Entangled Pairs States (PEPS). As
a bonus, we use our insight on the struc-
ture of hMPS to: a) derive some theoret-
ical limitations on the use of hMPS and
hPEPS for ground state energy computa-
tions; b) show how to decrease the com-
plexity and boost the speed of convergence
of the semidefinite programming hierar-
chies described in [Phys. Rev. Lett. 115,
020501 (2015)] for the characterization of
finite-dimensional quantum correlations.
1 Introduction
The study of condensed matter phases depends
crucially on our ability to determine the prop-
erties of the ground state of local Hamiltonians
defined over a lattice. Not only this problem has
been shown to be QMA-hard for general Hamilto-
nians [1, 17], but already for mesoscopic systems
(of n ∼ 40 particles), even storing the descrip-
tion of a general quantum state in a normal com-
puter becomes an impossible task. This forces
condensed matter physicists to resort to quantum
state ansatzs in order to understand and study
the properties of matter in the low temperature
regime.
One ansatz that has proven very useful in this
respect is the family of Tensor Network States
(TNS) [18], a class of many-body wavefunctions
of complexity fixed by a parameter known as bond
dimension. In the last few years, TNS have been
successfully used to approximate the low energy
sector of local Hamiltonians of spin lattices of dif-
ferent dimensions [5, 23, 29]. The ability to ap-
proximately compute expectation values in an ef-
ficient manner, together with the possibility to
conduct optimizations in the thermodynamical
limit [25], [6], [21], [13] makes TNS one of the very
few avenues to understand the physics of strongly
correlated systems.
Because of all the above and further theoreti-
cal considerations, in the last years, almost every
talk about TNS starts with the speaker remind-
ing the audience that ‘TNS of low bond dimension
are the only physical states of condensed matter
systems’, or, equivalently, that ‘all other rays of
the Hilbert space of a many body system are not
physically realizable’.
Suppose that we take this last claim at face
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value. That is, we postulate that the laws of Na-
ture are such that the states of condensed matter
systems at low temperature are very close to be-
ing representable by convex combinations TNS of
low bond dimension. This is in effect a physical
theory; as such, its limits must be explored to de-
termine to which degree the theory is falsifiable,
and thus scientific. Given that all one can hope to
estimate in the lab are the expectation values of
certain k-local observables, what makes TNS spe-
cial, when compared to any other quantum state?
Can we prove that the underlying quantum state
cannot possibly be approximated by convex com-
binations of TNS with low bond dimension, i.e.,
can we falsify a TNS model? Note that, even
if we do not adhere to the “Church of the Low
Bond Dimension", we can use the bond dimen-
sion of a TNS model as a measure of the com-
plexity of the underlying quantum state. In this
sense, an experimental refutation of a TNS model
with high bond dimension could be regarded as a
benchmark for the quantum control of condensed
matter systems.
We lack tools to answer these questions. Note
that the naive scheme of lower bounding the bond
dimension by estimating the rank of reduced den-
sity matrices only works with pure TNS and
not convex combinations thereof. Moreover, the
physical scenarios which we consider here just al-
low the experimentalist to estimate averages of
two-body reduced density matrices. In addition,
the variational methods so commonly used in
condensed matter physics to optimize over TNS
of fixed bond dimension are useless to refute a
TNS model: such a task would require relaxation,
rather than variational techniques.
In this paper, we will address these problems
for homogeneous Matrix Product States (hMPS)
[20], a class of TNS used to model non-critical
one-dimensional spin chains with translation in-
variance.
We start by deriving two surprising features of
hMPS: first, for any D we identify local opera-
tors which annihilate all hMPS of bond dimen-
sion smaller than or equal to D. Second, for any
D we prove the existence of local operators which,
when applied over any hMPS of bond dimension
D, decouple (cut) the particles where they act
from the spin chain while at the same time join
(glue) the two loose ends back again into a hMPS.
Armed with these notions, we will define a fam-
ily of k-local operators with negative eigenvalues
whose expectation values are nonetheless positive
for all hMPS of a given bond dimension D. Each
such operator can be used to certify that the
quantum state of a non-critical spin chain does
not admit an hMPS representation of bond di-
mension D. Moreover, this partial characteriza-
tion of the dual cone of hMPS allows us to devise
general feasibility tests, or automated criteria to
falsify hMPS models given limited data about the
underlying quantum state, such as a number of
experimentally available expectation values.
In addition, we will construct instances of local
Hamiltonians of arbitrarily many qubits for which
a blind application of hMPS-based optimization
methods would fail to estimate the ground state
energy. This construction can be generalized to
other TNS for optimizations over spin lattices of
higher spatial dimensions. We will also exploit
the low dimensionality of the space spanned by
hMPS and the notion of cut-and-glue operators
to decrease the complexity and boost the speed
of convergence of the semidefinite programming
(SDP) [27] hierarchies described in [15, 16] for
the characterization of finite-dimensional quan-
tum correlations.
The structure of this paper is as follows: first,
we will introduce local Hamiltonians and MPS,
and also a couple of notions from the theory of
Matrix Algebras. Then we will reveal a con-
nection between hMPS and polynomials of non-
commuting variables, which will allow us to de-
rive non-trivial structural properties of hMPS.
Next, we will use these properties to explore the
limits of hMPS models and improve the SDP re-
laxations proposed in [15, 16]. Finally, we will
discuss how some of our results generalize to Pro-
jected Entangled Pairs States (PEPS) [23].
Before we proceed, though, a disclaimer is in
order: long after the completion of this work,
we were made aware that the connection be-
tween matrix algebras and MPS had already been
pointed out by R. Werner in 2006 [30]. In this en-
cyclopaedia article, Werner also observes that the
dimensionality of the space spanned by MPS of a
fixed bond dimension is polynomial on the system
size.
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2 Matrix product states and the theory
of matrix algebras
Consider a quantum system composed of n dis-
tinguishable particles, each of which has local di-
mension d. A general pure state |ψ〉 of this en-
semble hence lives in (Cd)⊗n, and so we require
dn complex parameters to describe it.
An n-site homogeneous Matrix Product State
(hMPS) is a state of the form
|ψ(ω,A, n)〉 =
d∑
i1,...,in=1
tr(ωAi1Ai2 ...Ain)|i1, ..., in〉,
(1)
where ω,A1, ..., Ad are D×D matrices. Note that
in general Matrix Product States (MPS) the ma-
trices {Ai}di=1 are taken to be site-dependent [20].
The matrix ω is a boundary condition, while the
parameter D is known as the bond dimension of
the state. In order to distinguish it from d, the
latter is also called the physical dimension.
It can be proven that, for D high enough, all
states can be expressed as in eq. (1). However, we
will be interested in systems where the value of D
does not grow much with the system size n. Note
that a hMPS of whatever size can be described
with O(dD2) complex parameters. Hence, as long
as D is not very big, it pays to use this approxi-
mation. Finally, notice that, taking ω = ID, the
state becomes invariant with respect to the per-
mutation 1 → 2 → ... → n → 1. Such states are
called uniform translation invariant (TI) MPS.
For low values of D, computing expectation
values of product operators in a hMPS can be
carried out in an efficient way. Thus hMPS (in
particular, uniform TI MPS) are regularly used to
approximate the ground state of k-local Hamilto-
nians of one-dimensional systems, i.e., Hamilto-
nians of the form:
H =
n∑
j=1
hj , (2)
where hj acts non-trivially on the space of the
particles j, j + 1, ..., j + k − 1. Given H, we will
denote by 〈H〉D the minimum average value of H
achievable with hMPS of bond dimension D.
Note that we can always choose {Ai} satis-
fying
∑d
i=1AiA
†
i = ID [20]. This allows us to
perform calculations in the thermodynamic limit,
i.e., n → ∞. Indeed, in such a case, the m-site
reduced density matrix ρm of the state under con-
sideration is equal to
ρm =
∑
~i,~j
tr(A†jm ...A
†
j1σAi1 ...Aim)|i1, ..., im〉〈j1, ...jm|,
(3)
where σ ≥ 0 satisfies tr(σ) = 1 and ∑iA†iσAi =
σ, and the sum runs over all vectors ~i,~j ∈
{1, ..., d}m. With the latter conditions, the above
is an infinite MPS (iMPS).
If the state of a finite spin chain can be ex-
pressed as a convex combination of hMPS of bond
dimension D, we will say that it admits a hMPS
model of bond dimension D. Furthermore, if the
TI state of an infinite spin chain can be expressed
as a convex combination of iMPS of bond dimen-
sion D, we will say that it admits an iMPS model.
An important notion in uniform MPS is the
concept of injectivity. A uniform n-site TI MPS
|ψ〉 with bond dimension D is said to be injective
if, for m ≤ n, the map Γ : B(CD) → Cdm given
by Γ(X) = ∑i1,...,im tr(XAi1 ...Aim)|i1, ..., in〉 is
injective. Equivalently, a uniform TI MPS |ψ〉
with bond dimension D is not injective if it ad-
mits a representation in terms of D × D block-
diagonal matrices.
We now digress momentarily from the topic of
MPS to the theory of matrix algebras. A ma-
trix polynomial identity (MPI) F (X) for dimen-
sionD is a polynomial of noncommuting variables
X1, ..., Xd that vanishes when evaluated with ma-
trices of dimension D or lower. For example, any
commutator [Xi, Xj ] is a MPI for D = 1. A more
elaborate example is [[X1, X2]2, X3]; this polyno-
mial vanishes when evaluated with 2×2 matrices.
Let us see why: being a commutator, the
trace of Z ≡ [X1, X2] must be zero, and so
Z = ∑3i=1 ciσi, for some complex numbers
c1, c2, c3 (here σ1, σ2, σ3 denote the Pauli matri-
ces). Squaring Z we get Z2 = (∑3i=1 c2i ) · I, and
thus [Z2, X3] = 0 for all X3 ∈ B(C2).
MPIs do not only exist for dimensions 1 and
2. In general, it can be proven that any 2D-tuple
of D × D matrices X1, ..., X2D must satisfy the
standard identity F2D(X) = 0 [7], where
FN (X) ≡
∑
pi∈SN
sgn(pi)Xpi(1)...Xpi(N). (4)
Here SN denotes the set of all permutations pi of
N elements. It can also be shown that MPIs for
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matrices of dimension D must necessarily have
degree 2D or higher [7].
A concept related to MPIs is that of central
matrix polynomials, or polynomials P (X) of non-
commuting variables which are proportional to
the identity when evaluated with D × D matri-
ces. E.g.: in D = 1, any polynomial can be in-
terpreted as a central polynomial. In D = 2 we
already saw an example, namely the polynomial
[X1, X2]2. As with MPIs, it can be proven that
non-trivial central polynomials (i.e., central poly-
nomials which are not MPIs) exist for all dimen-
sions D [7].
3 The Physics of MPS
We will next establish a relation between ma-
trix polynomials and many-body quantum states.
From this link, non-trivial structural proper-
ties of hMPS will follow almost straightfor-
wardly. Let X ≡ (X1, ..., Xd) be any tu-
ple of d noncommuting variables, and let P (X)
be a homogeneous polynomial P (X1, ..., Xd) =∑
i1,...im pi1,...,imXi1 ...Xim of degree m. By
|P (X)〉 we will denote the m-particle vector
|P (X)〉 = ∑i1,...im p∗i1,...,im |i1, ..., im〉.
It is immediate that, for any n-site hMPS |ψ〉
of the form (1), applying 〈P (X)| over particles
s+ 1, ..., s+m leads to
〈P (X)|ψ〉 =
=
∑
i1,...,is,is+m+1,...,in
tr(ωAi1 ...AisP (A)Ais+m+1 ...Ain)×
× |i1, ..., is, is+m+1, ..., in〉. (5)
That is, we obtain a state similar to an (n−m)-
site hMPS, but with an ‘impurity’ in the middle,
namely the matrix polynomial P (A). This notion
of interacting with physical sites in order to engi-
neer operators at the virtual level is actually the
main idea behind measurement-based quantum
computing on MPS [8].
Now, let P (X) be a homogeneous MPI for di-
mension D of degree m. Then, according to (5),
〈P (X)|ψ〉 = 0, i.e., the local operator 〈P (X)|
will have the property of annihilating any hMPS
with bond dimension D or smaller. Conversely,
let |P (X)〉 be an m-particle vector with the prop-
erty of annihilating all hMPS of bond dimension
D or smaller. Due to our freedom in choosing the
boundary condition ω, it is easy to see that P (X)
must necessarily be a MPI. We have just estab-
lished that the local space spanned by hMPS is
the orthogonal complement of the space of homo-
geneous MPIs for dimension D.
Note that, if |ψ〉 is a non-injective uniform TI
MPS, then 〈P (X)|ψ〉 = 0 for all MPIs P (X) of
dimension D− 1. This follows from the fact that
the diagonal blocks of one of its matrix represen-
tations must have size D − 1 or smaller.
The next question to answer is how big these
two spaces are. Denote by HMPSD,m the m-local
space spanned by hMPS of bond dimension D of
whatever size n ≥ m, and call HMPID,m the orthog-
onal complement of HMPSD,m . Since MPIs of degree
smaller than 2D do not exist, we have that, for
m < 2D, HMPID,m = {0}. Now, it is easy to see
that HMPSD,m corresponds to span{|ψ(ω,A,m)〉 :
ω,A1, ..., Ad ∈ B(CD)}. Calling ~a the entries of
the matrices A, we thus have that
|ψ(ω,A,m)〉 =
∑
w
w(~a, ωij ,m)|φw〉, (6)
where the sum runs over all monomials w of de-
gree m in ~a and degree 1 on the entries of ω, and
the vectors {|φw〉}w do not depend on the partic-
ular values of A,ω (e.g.: the vector corresponding
to the monomial ω11(A1)m11 is |1〉⊗m). The above
decomposition allows us to bound the dimension-
ality of HMPSD,m simply by counting the number of
such monomials. The result is
dim(HMPSD,m ) ≤ D2
(
m+ dD2 − 1
dD2 − 1
)
, (7)
where the D2 factor stems from the number of
entries of the boundary condition ω. Relation
(7) implies that the dimension of HMPSD,m increases
polynomially with the system size m, contrar-
ily to the total local space dimension, which in-
creases as dm. In the limit of high m, the space
of MPIs is therefore exponentially bigger than
HMPSD,m .
Both the identification of HMPSD,m with the or-
thogonal complement of HMPID,m and the polyno-
mial bound on dim(HMPSD,m ) appear in Werner’s
encyclopaedic article [30].
In Appendix A we describe two efficient (i.e.,
with time complexity polynomial on m) algorith-
mic procedures to generate an orthonormal basis
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m 5 6 7 8 9 10 11 12 13 14 15
D = 2 30 53 88 139 210 306 432 594 798 1051 1360
D = 3 32 64 128 256 506 976 1820 3278 5700 9597 ×
D = 4 32 64 128 256 512 1024 2048 3278 8192 × ×
D =∞ 32 64 128 256 512 1024 2048 4096 8192 16384 32768
Table 1: Dimension of the m-qubit subspace HMPSD,m for
different values of the bond dimension D.
for HMPSD,m . This allows us to ascertain the exact
dimensionality of the spaces HMPSD,m , for whatever
values of D, d,m. Some results are presented in
Table 1.
Let h ∈ B(HMPID,m ) be a self-adjoint operator
acting on the space of MPIs of dimension D, and
suppose that we integrate it in a k-local Hamil-
tonian H, with k ≥ m. That is, suppose that the
Hamiltonian of the system is H ′ = H + h, with
H given by eq. (2).
The above discussion implies that hMPS of
bond dimension D or lower ‘will not see’ such
a term, i.e., H ′|ψ〉 = H|ψ〉 for all hMPS |ψ〉 =
|ψ(ω,A, n)〉, with ω,A ⊂ B(CD), n ≥ m. Elab-
orating on this, we find a limitation common to
all hMPS-based variational methods for Hamilto-
nian minimization:
Proposition 1. Let D > D′ > 1 be natural num-
bers. Then, for sufficiently large n, there exists a
O(D2)-local TI n-qubit Hamiltonian H satisfying
〈H〉D′−1 > 〈H〉D′ = 〈H〉D′+1 = ...
... = 〈H〉D−1 = 〈H〉D > 〈H〉D+1. (8)
The result also holds when we restrict the Hamil-
tonian minimization to uniform TI MPS (with
ω = ID). Moreover, it can be extended to iMPS
and TI Hamiltonians in the infinite spin chain.
The Hamiltonian can also be taken O(D)-local at
the cost of increasing the physical dimension of
the particles.
See Appendix B for a proof.
A blind application of the proverbial method
of minimizing a Hamiltonian via hMPS of in-
creasing bond dimension until the sequence of en-
ergy values appears to converge hence risks get-
ting stuck at a suboptimal point. Admittedly,
the limitations implied by the Proposition do
not pose a practical threat for usual studies of
one-dimensional non-critical chains, since current
hMPS-based algorithms allow reaching bond di-
mensions of order 100 in a normal computer (way
beyond the locality of Hamiltonians of physical
interest). This is no longer the case, though, for
some other classes of TNS, for which we lack good
optimization schemes and Proposition 1 also ex-
tends, see below. Note though that none of the
arguments above apply to MPS or TNS with site-
dependent tensors.
Let us conclude with a speculative thought:
consider the evolution of hMPS under homoge-
neous Matrix Product Operators (MPO) rather
than under local Hamiltonians. Since MPOs rep-
resent polynomials of arbitrarily high degree, in
principle there could exist homogeneous MPOs
with low bond dimension which nonetheless an-
nihilate all hMPS of a moderately high bond di-
mension. That could jeopardize the performance
of current algorithms to simulate time evolution
in condensed matter systems, see [28].
Suppose now that we choose P (X) in eq. (5) to
be a central polynomial for dimension D. Then
P (A) = p(A)I, where p(A) is a scalar. The
state |ψ〉 will hence get projected into the state
p(A)|ψ′〉, with
|ψ′〉 =
∑
i1, ..., is,
is+m+1, ..., in
tr(ωAi1 ...AisAis+m+1 ...Ain)×
× |i1, ..., is, is+m+1, ..., in〉.
(9)
This is again a hMPS with the same boundary
condition ω and matrices A1, ..., Ad, but where
m particles are just missing.
Now, divide the space of m-degree homoge-
neous central polynomials into classes [P ] = P +
MPI, i.e., two central polynomials P1, P2 belong
to the same class if and only if P1 − P2 is an
MPI. These classes form a vector space QD,m,
the quotient space of m-degree homogeneous cen-
tral polynomials by MPIs. Let {Pi(X)}i be a
basis for QD,m and define the m-local operator
C ≡ ∑i |ϕi〉〈Pi(X)|, where {|ϕi〉}i is any or-
thonormal set of m-particle states. The effect of
C over any hMPS of bond dimensionD or smaller
is to project the m particles where it acts into the
pure state |ϕ〉 ≡ ∑i pi(A)|ϕi〉, while the remain-
ing particles end up in the state (9). It hence
‘cuts’ particles s + 1, ..., s + m off the chain and
‘glues’ the two ends back, see Figure 1.
This sort of operators will be called cut-and-
glue operators. Note that, after tracing out the
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Figure 1: Action of a cut-and-glue operator C over a
MPS.
particles cut, a cut-and-glue operator acting over
an iMPS leaves the spin chain in the same quan-
tum state (modulo normalization).
To understand the significance of cut-and-glue
operators, consider this: given an injective iMPS
|ψ〉, with matrices A1, ..., Ad, one can always find
homogeneous polynomials {Pi(X)}i of degree m
such that Pi(A) ∝ ID for all i (this follows from
the injectivity condition). Hence the operator∑
i |i〉〈Pi(X)| acting on |ψ〉 will produce a state
of the form (∑i pi(A)|i〉)|ψ〉. However, that same
operator applied over an arbitrary iMPS |φ〉 with
matrices B1, ..., Bd will not produce a state pro-
portional to |φ〉, since Pi(B) 6∝ ID. Choosing
{Pi(X)}i to be central polynomials, we make sure
that
∑
i |i〉〈Pi(X)|φ〉 = (
∑
i pi(A)|i〉)|φ〉 for all
iMPS |φ〉 of bond dimension D.
Finally, note that cut-and-glue operators for
dimension D annihilate all non-injective iMPS
of bond dimension D, as well as all iMPS with
lower bond dimension. This follows from the
fact that any central polynomial P for dimen-
sion D evaluated on matrices A = (A1, ..., Ad)
of size smaller than D must equal zero. In ef-
fect, those can be embedded in D × D matrices
as A˜i ≡
(
Ai 0
0 0
)
. Since by definition P (A˜) is
proportional to the identity, the proportionality
constant must be zero.
In Appendix C we sketch efficient procedures
to generate a basis for QD,m. Table 2 gives an
idea of how the dimensionality of QD,m scales
with the system size and the bond dimension in
qubit ensembles. Surprisingly, it turns out that
the dimensionality of Q2,m in Table 2 follows the
sequence of coefficients in the power series ex-
m 3 4 5 6 7 8 9 10 11 12 13 14 15
D = 2 0 1 2 6 10 20 30 50 70 105 140 196 252
D = 3 0 0 0 0 0 0 4 16 50 129 274 542 ×
Table 2: Dimensions of the m-qubit quotient spaces
QD,m for different values of m and bond dimensions
D = 2, 3.
pansion of the Poincaré series P (C2,2; t), which is
sequence A096338 in the On-Line Encyclopedia
of Integer Sequences [24]. We conjecture that the
above observation holds true for entries beyond
m = 15 in Table 2 as well.
Both annihilation and cut-and-glue operators
are important structural features of hMPS. Un-
fortunately, even for D = 2 their implementation
in the lab would require the ability to switch on
non-trivial four-interaction terms. This is exper-
imentally challenging, given that in many exper-
imental setups only 2-local operators are accessi-
ble. Fortunately, there is a cleverer way to exploit
our findings.
The notions of anihilation and cut-and-glue op-
erators allow us to define a family of local opera-
tors h whose average value is non-negative when
computed with n-site MPS of bond dimension
D or smaller. Call P the projector onto the
space HMPSD,n , and consider all m-local operators
h which satisfy:
PhP = f +
n−1∑
j=1
PCjgjC
†
jP, (10)
where f ≥ 0, Cj is a cut-and-glue operator act-
ing non-trivially over particles 1, ..., j and gj is
an entanglement witness [26] with respect to the
partition 1, ..., j|j + 1, ..., n (namely, 〈gj〉 ≥ 0 for
all quantum states separable with respect to the
said partition). Clearly, 〈h〉D ≥ 0. Note that, if
we drop the requirement of locality, one can con-
struct operators of the form (10) for arbitrarily
high bond dimensions just by combining known
families of entanglement witnesses, central poly-
nomials and matrix polynomial identities.
Given an arbitrary (k-local) operator H, con-
sider the problem of maximizing µ ∈ R such that
H − µ admits a decomposition of the form (10).
Then, for any feasible µ, 〈H〉D ≥ µ. If the mini-
mum eigenvalue of H happens to be smaller than
µ, then H − µ can be regarded as a bond dimen-
sion witness: an expectation value for H below µ
would prove that the underlying quantum state
of the system does not admit a hMPS model of
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bond dimension D.
Regretfully, the optimization proposed above
requires an implicit characterization of entangle-
ment witnesses, a problem known to be NP-hard
[9]. A way out is to simply demand gj to belong
to a class of entanglement witnesses which are
easy to describe. An obvious choice is the set of
all operators which are Positive (semidefinite) un-
der Partial Transposition (PPT) [19]. With this
restriction on gj , the maximization of µ can be
formulated as a semidefinite program (SDP), a
class of convex optimization problems which can
be solved efficiently [27].
The dual of this program would be an opti-
mization over all quantum states ρ ∈ B(HMPSD,m )
such that, for all j, CjρC
†
j is PPT for the parti-
tion 1, ..., j|j + 1, ..., n. Since HMPSD,m grows poly-
nomially with m, for small D a normal computer
can reach large values of m. Moreover, playing
with the displacement operator, it is easy to de-
rive a hierarchy of SDPs for the characterization
of iMPS models.
Rather than describing these tools in detail
[the reader can find a full description of the SDP
programs in Appendix D], we will illustrate how
these methods work with a practical example.
Consider an N -site spin 1/2 chain, and suppose
that, via neutron interferometry, we estimate the
expectation value of the XXX Heisenberg Hamil-
tonian
HN =
N−1∑
i=1
1
4~σi · ~σi+1. (11)
We wonder whether our experiment can be ex-
plained with a hMPS model of low bond dimen-
sion.
Take the number of particles in the chain to
be small, say N = 7. For low N , the minimum
eigenvalue of HN can be computed exactly, and
so we find that the minimum average energy per
interaction term is E ≡ min 16〈H7〉 ≈ −0.4727.
On the other hand, an SDP optimization over 7-
site normalized density matrices ρ ∈ B(HMPS2,7 )
satisfying CjρC
†
j , PPT for j = 5, 6 returns the
greater value E2 ≡ 16〈H7〉2 ≥ −0.4065. This op-
timization, and all subsequent ones, was carried
out with the SDP solver MOSEK [3]. The XXX
Heisenberg Hamiltonian can thus be interpreted
as a displaced bond dimension witness: an expec-
tation value smaller than -0.4065, within reach
given the lower value of E, would signify that the
state of the spin chain cannot have a hMPS model
of bond dimension D = 2.
Refuting D = 3 hMPS models for N = 7
is impossible with the tools developed so far,
since HMPS3,N = (C2)⊗N and Q3,N = {0}, for
N = 1, ..., 8, see Tables 1 and 2. To make mat-
ters worse, SDP optimizations for N ≥ 9 are
too memory-demanding for a normal computer.
However, if we drop the PPT condition, the re-
sulting SDP can be seen equivalent to project-
ing 1N−1HN on the subspace HMPS3,N and finding
the minimum eigenvalue of the resulting opera-
tor. This simplified method allows us to reach
greater values of N , at the price of losing robust-
ness in our bounds. With this trick, for N = 13
we obtain a bound E3 ≡ 112〈H13〉3 ≥ −0.44958,
slightly bigger than the minimum energy density
E = −0.46044 achievable.
For N  1, we can take the system to be ap-
proximately translational invariant, so this time
we want to refute iMPS models of low bond
dimension for our system. For D = d = 2
iMPS models, it can be shown that spin chains
are symmetric under parity, and hence satisfy
non-trivial linear constraints. However, if our
experimental setup does not allow us to esti-
mate quantities of the sort
∑N−1
i=1 〈σsi σti+1〉, with
t 6= s, we must again rely on inequalities, in
which case the XXX Heisenberg Hamiltonian can
also serve as a witness. It is a standard result
(see, e.g., [11]) that the ground state energy den-
sity E = limN→∞ 1N−1〈HN 〉 of the infinite XXX
Heisenberg model is given by E = 1/4− ln(2) ≈
−0.4431.
Now, how to derive bounds for iMPS models?
A possibility would be to compute the minimum
expectation value of 1N−1〈HN 〉 for high N via the
hMPS SDP relaxation used above. Intuitively, in-
creasing values of N should give better and bet-
ter approximations to the optimal iMPS value for
the energy density. We chose, though, to use the
slightly better approximation of optimizing the
value of 14~σ1 · ~σ2 over reduced density matrices
subject to the constraints above and the extra
condition ρ ∈ SD,N , where SD,N denotes the span
of the N -site reduced density matrices of iMPS
of bond dimension D. This space can be char-
acterized using similar techniques as the ones we
applied to compute HMPSD,m .
Optimizing over 8-site normalized reduced den-
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sity matrices ρ ∈ B(HMPS2,8 ) satisfying CjρC†j ,
PPT for j = 5, 6, 7 and ρ ∈ S2,8 we find that
E2 ≡ limN→∞ 1N−1〈HN 〉2 ≥ −0.3378. An av-
erage energy lower than the last value will hence
refute all iMPS models of bond dimension D = 2.
This example is very illuminating in that it al-
lows to appreciate the relevance of cut-and-glue
operators for this class of optimizations. For,
if we drop the PPT conditions above, the lower
bound on E2 output by the computer decreases
to −0.4246. This is still bigger than E, and so it
also defines a bond dimension witness. However,
it is one order of magnitude less robust than the
previous one, and so its violation is more chal-
lenging from an experimental point of view.
As a final example, we consider the Majumdar-
Ghosh Hamiltonian [14]:
HMG =
N−2∑
i=1
1
8(2~σi~σi+1 + ~σi~σi+2). (12)
The expectation value of this operator can also
be estimated experimentally via neutron diffu-
sion. In the thermodynamical limit N →∞, the
minimum energy density of HMG is E = −38 =
−0.375, achievable with an iMPS of bond dimen-
sion D = 3 [20]. In contrast, an 8th-order SDP
relaxation over iMPS of bond dimension D = 2
gives E2 ≥ −0.2593. We have just derived a
bond dimension witness with a large gap between
iMPS models with D = 2 and D = 3. On the
negative side, though, our lower bound for E2
is significantly lower than the best upper bound
E2 ≤ −0.125 we found using the Amoeba varia-
tional method [31].
Note that the former SDP methods can be eas-
ily turned into feasibility tests. Indeed, determin-
ing the existence of a state with the properties
above compatible with some partial information
we may hold about the quantum state of the spin
chain (such as, e.g., the average value of a num-
ber of 2-local observables) can also be cast as an
SDP. This procedure can help an experimentalist
to refute the existence of a hMPS or iMPS model
for the state he/she prepared in the lab, without
the need of guessing the ‘right’ bond dimension
witness to do the job.
An immediate question is whether the SDP hi-
erarchy of relaxations for iMPS models sketched
above is complete, in the sense that it allows us
to detect any state lacking an iMPS model by
taking N sufficiently large (the SDP relaxation
for general hMPS is clearly not complete). In
this regard, notice that HMPS1,N corresponds to
the symmetric space of N particles, and Q1,N =
HMPS1,N . Hence for D = 1 the hierarchy reduces to
just imposing that the overall state is symmetric
and PPT with respect to any bipartition. This
is actually the Doherty-Parrilo-Spedalieri (DPS)
method for entanglement detection [4], and con-
vergence follows from the quantum de Finetti the-
orem [12]. Similarly, HMPS∞,N = Cd
N , Q∞,N = {0}
and S∞,N is the span of all TI states. For D =∞
the hierarchy is therefore computing the mini-
mum expectation value of a Hamiltonian term
over N -site states whose N − 1-site reduced den-
sity matrices coincide whenever we remove the
first or the last site. This is essentially a refor-
mulation of Anderson’s approximation [2], where
convergence is also known to hold. One would be
tempted to claim that our SDP hierarchy should
converge as well for all intermediate values of D,
but we leave this matter open.
4 Applications for optimizations over
finite dimensional quantum correlations
In [15, 16], a hierarchy of SDP relaxations is
presented to characterize the statistics of finite-
dimensional quantum systems. This hierarchy re-
lies on the notion of moment matrices. Given
a quantum system in state σ ∈ B(CD), with
(self-adjoint) operators X1, ..., Xd−1 ⊂ B(CD),
its nth order moment matrixM is a matrix whose
rows and columns are labeled by monomials u of
X1, ..., Xd−1 of degree smaller than or equal to
n, with entries given by Mu,v = tr(u†(X)σv(X)).
In [15, 16], it is proposed to relax the require-
ment of M admitting a quantum representation
by demanding M ≥ 0 and M ∈MD, whereMD
denotes the space spanned by moment matrices
with quantum representations of dimension D.
A disadvantage of this method is that, for fixed
d,D, the complexity of implementing the hier-
archy increases exponentially with the index n
of the relaxation. In the following, we show
that every nth-order moment matrix with a quan-
tum representation of dimension D can be inter-
preted as a conic combination of n-site hMPS
with bond dimension D. This will allow us to
devise a hMPS-based algorithm that carries out
an improved version of the nth-order relaxation
Accepted in Quantum 2017-05-09, click title to verify 8
described in [15, 16] in time polynomial in n.
Define Xd ≡ ID, and consider vectors of d in-
dices with values in {1, ..., d}. Then, for any index
vector ~i ∈ {1, ..., d}k, we can associate the mono-
mial u(X)~i ≡ Xi1 ...Xin . This procedure gives
an over-representation of the set of monomials of
degree smaller than or equal to n.
Now suppose that, by repeating rows and
columns, we enlarge the nth-order moment ma-
trixM of the system to an dk×dk matrix M¯ such
that 〈~i|M¯ |~j〉 = Mu~i,v~j , with |~i〉 = |i1〉...|in〉 and
similarly for |~j〉. The ‘enhanced’ moment matrix
M¯ can then be written as
M¯k =
∑
~i,~j
tr(X†in ...X
†
i1σXj1 ...Xjn)|~i〉〈~j|. (13)
This is just the transpose of a conic combina-
tion of hMPS of bond dimension D; much like eq.
(3), but without the condition
∑
iA
†
iσAi = σ. As
such, its support is contained inHMPSD,n ; more pre-
cisely, in the analog set for hMPS with Xd = I
plus any other extra restriction in the variables
X. Hence M¯ can be fully specified by a number
of parameters polynomial in n.
Most interestingly, one can compute spe-
cial cut-and-glue operators C for this kind of
hMPS. The convergence of the scheme can there-
fore be boosted by demanding extra positive
semidefinite constraints such as (CjM¯C†j )Tj ≥
0. ‘Localizing matrices’ of the form M qu,v =∑
~i,~j tr(X
†
~i
σX~jq(X))|~i〉〈~j|, defined in [16] to
model semi-algebraic conditions of the sort
q(X) ≥ 0, can be treated in a similar way.
5 Extension to Projected Entangled
Pairs States
MPS can be understood as elements of a larger
class of TNS called Projected Entangled Pairs
States (PEPS) [23]. Such states are used to ap-
proximate the low energy sector of local Hamil-
tonians describing particles sited in square lat-
tices of arbitrary spatial dimensions. While MPS
are defined via tensors with one physical index
(i = 1, ..., d) and two bond indices (the column
and row indices of the matrices A1, ..., Ad), N -
dimensional PEPS are defined via contractions
of tensors with 1 physical index and 2N bond
indices. MPS can therefore be regarded as one-
dimensional PEPS. For illustration, in Figure 2
Figure 2: The region R in the two-dimensional lattice is
marked in purple. Its boundary ∂R (dashed line) corre-
sponds to all broken links of the repeated tensor.
the tensors of a two-dimensional PEPS are repre-
sented by circles, while physical [bond] indices are
denoted by red [orange] lines. If we assume that
all such tensors are equal, we arrive at the notion
of homogeneous PEPS (hPEPS). It is natural to
ask whether some of the structural features we de-
rived for hMPS also extend to hPEPS of higher
spatial dimension.
Consider the space spanned by hPEPS of bond
dimension D and physical dimension d in a given
region R of the lattice, with boundary ∂R,
see Figure 2. As with hMPS, we can express
any hPEPS in R as in (6), where each mono-
mial w has degree 1 on the boundary condi-
tion and degree |R| on the tensor A generating
the hPEPS. The number of such monomials is
D|∂R|
(
|R|+ dD2 − 1
dD2 − 1
)
, and hence, for fixed
d,D, the local space spanned by hPEPS is upper
bounded by D|∂R|poly(|R|). This bound must
be compared with the total dimensionality of the
physical space in R, namely, d|R|. Provided that
d|R| > poly(|R|)D|∂R|, we will find non-trivial
operators in R which will annihilate all hPEPS
with bond dimension D or smaller. If the spatial
dimension of the lattice is N , taking R to be a
hypercube of size L, with volume |R| = LN and
surface area |∂R| = 2NLN−1, this will happen
for L high enough.
We have just proven the existence of tensor
polynomial identities, i.e., local vectors |φ〉 which
annihilate all PEPS of bond dimension D. Given
that generic hPEPS are the ground state of a
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unique parent Hamiltonian, it is easy to prove
a weaker version of Proposition 1 for hPEPS of
arbitrary spatial dimension. Namely, that the
chain of identities will break at some point be-
yond 〈H〉D (not necessarily at D + 1). Let us
remark that, contrarily to hMPS variational al-
gorithms, current tools for optimizations over
hPEPS do not allow the user to reach high bond
dimensions. Hence, even if the Hamiltonian is
k-local, it may be that we can just compute the
values {〈H〉D : D  k}. In such a predicament
we may be eager to believe that the last estima-
tion is a good approximation to the ground state
energy, if the corresponding optimizations over
lower bond dimensions returned similar results...
and we could be wrong, as the arguments above
show.
6 Conclusion
In this work, we have presented two highly non-
trivial structural properties of hMPS, namely, the
existence of annihilation and cut-and-glue oper-
ators. We used these notions to prove several
results concerning the limitations of the hMPS
approximation. Along the way, we raised a num-
ber of important open questions.
First, it would be desirable to find closed
formulas for the dimensionalities of HMPSD,m and
QD,m. Even though we have efficient methods
to calculate these exactly, large values of m re-
quire a considerable amount of computational
time (hence the missing entries in Tables 1, 2).
Perhaps the connection with the Poincaré series
P (C2,2; t) can be exploited in this regard.
Another interesting problem is whether our
SDP hierarchy of relaxations to refute iMPS mod-
els is complete or can be further improved.
Regarding completeness, forD = 1 the proof of
convergence follows from the quantum de Finetti
theorem [12]. For D = ∞, the hierarchy is just
a reformulation of Anderson’s approximation [2],
whose convergence was established long ago. A
convergence proof for all other values of D would
not only provide us with an alternative defini-
tion of iMPS, but most likely would involve an
intermediate result of depth comparable to the
quantum de Finetti theorem.
As for improvement, a promising avenue to
boost the speed of convergence of the hierarchy is
to incorporate to our codes entropic constraints of
the form S(ρ1,...,k) ≥ S(ρ1,...,k−1) for 2 ≤ k ≤ n,
as in [22]. These hold for any TI state; and, in
particular, for iMPS. Although not reducible to
SDPs, the corresponding problems can nonethe-
less be attacked with the tools of convex opti-
mization theory. Considering the space spanned
by several copies of a hMPS should also help.
Admittedly, it is difficult to believe that these
ideas can ever lead to non-trivial restrictions for
hMPS models with D > 4. Devising new tools
for the characterization of hMPS models of high
bond dimension is hence an important matter.
Finally, it is intriguing whether the analogs of
cut-and-glue operators for hMPS also exist for
hPEPS of higher dimension. The action of such
local operators over an arbitrary hPEPS would be
to project the region where they act into a pure
state and interconnect the links of the particles
in the boundary. Appropriately tamed, such op-
erators would allow transforming tensor network
states of different type into each other by means
of fixed (i.e., state-independent) local operations,
very much like graph states transform into each
other [10]. In this case, however, computational
explorations face the exponential complexity of
characterizing the space spanned by hPEPS of
dimensions two and higher.
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A Exploring HMPSD,m
Except for D = 1, the upper bound defined by
eq. (7) in the main text is not tight, the reason
being that the vectors {|φw〉}w are linearly de-
pendent. This is (partly) due to the fact that
different values of A,ω may correspond to the
same hMPS. Indeed, take D = d = 2, and note
that, for any matrix S ∈ B(CD), the trans-
formation ω → S−1ωS, Ai → S−1AiS leaves
the state in eq. (1) of the main text invariant.
In particular, we can choose S to diagonalize
A1. Applying furthermore a diagonal transfor-
mation T = diag(a, b) we can enforce that the
off-diagonal elements of A2 are equal. With this
parametrization, A is specified by just 5 param-
eters, and so the dimensionality of HMPS2,m is ex-
pected to grow as O(m4), rather than O(m7), as
the formula (7) in the text suggests.
Determining the exact dimensionality ofHMPSD,m
and deriving an orthonormal basis for this sub-
space can be done via two different procedures.
First, given an arbitrary weight w(ω,A) > 0, we
will call polynomial MPS any m-site states of the
form
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|fMPS〉 ≡
∫
dωdAw(ω,A)f(ω,A)∗|ψ(ω,A,m)〉,
(14)
where f(ω,A) is a homogeneous polynomial
of the components of ω (with degree 1) and
A (with degree m). A comfortable possibil-
ity is to take ω,A real and the trivial weight
w(ω,A) = 1. Defining t ≡ dim(HMPSD,m ), our
task is to find a set of polynomials {fi}ti=1 such
that 〈fMPSi |fMPSj 〉 = δij and span{|fMPSi 〉} =
HMPSD,m . This can be seen equivalent to diagonal-
izing the kernel
K(A,ω,A′, ω′) ≡
〈ψ(ω′, A′)|ψ(ω,A)〉w(ω,A)w(ω′, A′) =
= tr

(
d∑
i=1
A¯′i ⊗Ai
)N (
σ¯′ ⊗ σ
)w(ω,A)w(ω′, A′),
(15)
on a basis of homogeneous polynomials of degree
1 in ω and m in the entries of A and taking the
eigenvectors (polynomials) with non-zero eigen-
value.
Alternatively, we can simply sequentially gen-
erate real random D × D matrices ωj , Aj1, ..., Ajd
and use them to define the sequence of random
hMPS (|ψ(ωj , Aj ,m)〉)j . Exploiting the fact that
the overlap between two hMPS can be computed
efficiently, one can apply a Gram-Schmidt process
to the previous sequence of hMPS, thus obtaining
an orthonormal basis for HMPSD,m , whose elements
are finite linear combinations of hMPS.
B Proof of Proposition 1
The goal of this section is to prove Proposition 1
in the main text, which reads:
Proposition 2. Let D > D′ > 1 be natural num-
bers. Then, for any N , there exists an O(D2)-
local TI n-qubit Hamiltonian H, with n > N ,
satisfying
〈H〉D′−1 > 〈H〉D′ = 〈H〉D′+1 = ...
... = 〈H〉D−1 = 〈H〉D > 〈H〉D+1. (16)
For the proof we need two intermediate results,
namely:
1. There exist TI O(D)-local Hamiltonians
of arbitrarily many particles whose unique
ground state is a hMPS of bond dimension
D. This is proven in Section B.1.
2. For any D > 1, there exists a bivari-
ate noncommutative homogeneous polyno-
mial F (X1, X2) of degree O(D2) that is a
MPI for matrices of size D − 1×D − 1, but
not for matrices of size D ×D. This will be
proven in Section B.2.
These two results will be combined to demon-
strate the Proposition in Section B.3.
B.1 Parent Hamiltonians and MPIs
A set of matrices A1, ..., Ad ∈ B(CD) satisfies the
injectivity condition if there exists k such that the
products {Ai1 ...Aik} span all of B(CD). From
[20], we know that any n-site uniform TI MPS
|ψ〉 whose matrices satisfy the injectivity condi-
tion for some order k can be seen as the unique
ground state of a (TI) 2k-local Hamiltonian (pro-
vided that n ≥ 2k). The latter is called the parent
Hamiltonian of |ψ〉.
We will next prove that, for any D, there exist
matrices B1, B2 ∈ B(CD) which satisfy the injec-
tivity condition for k = O(D). With the above,
this will imply that, for any bond and physical
dimensions D, d and any system size n, there ex-
ists an n-site TI MPS which arises as the unique
ground state of a O(D)-local TI Hamiltonian.
Let d = 2, and consider the matrices
B1 =
D∑
j=1
j|j〉〈j|, B2 = 1
D
D∑
i,j=1
|i〉〈j| (17)
Note that we can express the projectors {|i〉〈i|}Di=1
as linear combinations of {Bp1 : p = 1, ..., D}.
Since Bs2 = B2 for any s ≥ 1, this implies that
linear combinations of the (degree 2D+ 1) prod-
ucts Bp1B
2D−p−q+1
2 B
q
1 can generate the matrices
|i〉〈i|B2|j〉〈j| = 1D |i〉〈j|, which span B(CD).
B.2 MPIs for dimension D− 1 which cease to
be identities in dimension D
In this section we will prove that, for anyD, there
exists a polynomial F (X1, X2) of degree O(D2)
which is a MPI for dimension D − 1, but not for
dimension D.
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Choose B1, B2 ∈ B(CD) as in (17). As
proven in Appendix B.1, there exist homogeneous
polynomials {Pj(X)}j of degree O(D) such that
P1(B) = |1〉〈1|, P2(B) = |1〉〈2|, ..., P2D−3(B) =
|D − 1〉〈D − 1|, P2D−2(B) = |D − 1〉〈D|. Note
that the matrices {Pj(B)}j have the peculiarity
that the only permutation of them which does
not vanish is P1(B)P2(B)...P2(D−1)(B). Hence,
by construction, the standard polynomial [eq.
4 in the main text] with N = 2(D − 1), ap-
plied to the tuple Y = (P1(B), P2(B), ...), re-
sults in a non-zero value. That is, the O(D2)-
degree homogeneous polynomial P (X1, X2) ≡
F2(D−1)(P1(X), ..., P2(D−1)(X)), while being an
MPI for D − 1 ×D − 1 matrices, is not an MPI
for dimension D.
B.3 Putting all together
Now we are ready to prove Proposition 1.
Proof. Take a TI n-qubit MPS |ψ〉 with bond di-
mension D′, and build its TI parent Hamiltonian
H [20]. Such is a k-local operator with the prop-
erties H ≥ 0, H|ψ〉 = 0 and |ψ〉 being the only
ground state of H. From Section B.1 we know
that |ψ〉 can be chosen injective and such that H
has interaction strength k = O(D′). Since |ψ〉
is injective, it cannot be expressed as a hMPS
of bond dimension D′ − 1 (because, e.g., |ψ〉 has
Schmidt rank greater than D′ − 1). It follows
that 〈H〉D′−1 > 〈H〉D′ = 0.
Now, form high enough, choose h ∈ B(HMPID,m ),
h > 0, with h 6∈ B(HMPID+1,m). From Section
B.2 we know that, no matter the value of the
physical dimension, there exists such an oper-
ator with m = O(D2). Given h, define the
family of O(D2)-local TI Hamiltonians Hλ =
H − λ∑ni=1 τ i(h), where τ is the translation op-
erator. By construction, Hλ|ψ〉 = H|ψ〉 for all
hMPS of bond dimension smaller than or equal
to D, and so the equalities in eq. (8) are sat-
isfied. On the other hand, for λ high enough,
〈Hλ〉D+1 < 0.
Note that, if we are entitled to play with the
physical dimension of the system, we do not need
to invoke Section B.2 at all. Indeed, it suffices
to set d = 2D and take h to be the standard
identity for dimension D (which, having degree
2D, cannot be an MPI for dimension D+1). The
corresponding family of Hamiltonians Hλ would
then be O(D)-local, rather than O(D2)-local.
C Characterizing QD,m
Viewed as a subspace of (Cd)⊗m, the space of
central polynomials HCPD,m corresponds to the or-
thogonal complement of
HMPS,[,]D,m = span{
∑
i1,...,im
tr(ω[B,Ai1 , ..., Aim ])|i1, ..., im〉} =
= span{
∑
i1,...,in
tr([ω,B]Ai1 , ..., Aim)|i1, ..., im〉} =
= span{|ψ(σ,A,m)〉 : tr(σ) = 0}, (18)
where the last equality follows from the equiva-
lence between traceless matrices and commuta-
tors. Now, the quotient space QD,m corresponds
to HCPD,m ∩ (HMPID,m )⊥ = HCPD,m ∩ HMPSD,m . A basis
for QD,m, orthonormal as a subspace of (Cd)⊗m
can thus be obtained via the following procedure:
first, we sequentially generate real random matri-
ces σj , Aj1, ..., A
j
d, with tr(σj) = 0, which we use
to construct a random basis {|φ[,]i 〉}i for HMPS,[,]D,m
(just as we built a basis for HMPSD,m in Appendix
A). Next, we find its orthogonal complement with
respect to HMPSD,m , the space of hMPS. This can
be done, e.g., by determining the kernel of the
matrix Aij ≡ 〈φ[,]i |φj〉, where {|φj〉}j is a basis
for HMPSD,m .
As before, instead of using a randomized al-
gorithm, we can find an orthonormal basis for
HMPS,[,]D,m via polynomial hMPS {|fi〉}i and use
it to construct the matrix A˜ij = 〈fi|gj〉, where
{|gj〉}j denotes an orthonormal basis of polyno-
mials for HMPSD,m . The kernel of A˜ will give us a
polynomial basis for QD,m.
In either case, the dimensionality of all these
spaces grows polynomially with the system size
m, so for small D we can find an orthonormal
basis for HCPD,m for very high values of m.
D An SDP relaxation for linear opti-
mizations over MPS
Given an m-site Hamiltonian H, consider the
problem
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min tr(Hρ),
s.t. ρ ∈ B(HMPSD,m ), ρ ≥ 0, tr(ρ) = 1,
(CjρC†j )Tj ≥ 0, j = 1, ...,m− 1 (19)
where Cj is a cut-and-glue operator acting non-
trivially over particles 1, ..., j and BTj denotes
the partial transposition of B with respect to
the same particle set [19]. Note that we have
relaxed the condition of CjρC
†
j being separable
to the simpler constraint of being positive un-
der partial transposition. Clearly, the solution
of the SDP (19) will provide a lower bound for
〈H〉D. Let us remark that an implementation
of (19) requires explicit bases for HMPSD,m and
{QD,j : j = 1, ...,m− 1}. These can be obtained
efficiently with the non-deterministic algorithms
described in Sections A and C.
Suppose now that we are interested in optimiz-
ing over TI hMPS given by eq. (3) in the main
text. In that case, one can define the following
hierarchy of SDPs:
hn ≡min 1
n−mtr{
n−m∑
i=1
τi(H)ρ},
s.t. ρ ∈ B(HMPSD,n ), ρ ≥ 0, tr(ρ) = 1,
(CjρC†j )Tj ≥ 0, j = 1, ..., n− 1. (20)
Here τ denotes the translation operator, and is
used to enforce TI on the relaxation. Another
way to enforce TI is to determine (via., e.g., ran-
domization) the span SD,n of the n-site density
matrices of all uniform TI MPS and then demand
ρ ∈ SD,n. In either case, hm ≤ hm+1 ≤ ... ≤ h?,
where h? is the minimum average value of H over
extendible MPS with bond dimension D.
For D = 1, the space HMPSD,n reduces to
the symmetric space of n d-dimensional parti-
cles, and Cj = I (since all polynomials are
central in D = 1). The method hence re-
duces to the Doherty-Parrilo-Spedalieri (DPS)
method for entanglement detection [4]. The DPS
method approximates the set of states of the form∫
dφp(φ)|φ〉〈φ|⊗m, with p(φ) ≥ 0 by partial traces
of the set of n-symmetric states positive under
partial transposition. It can be shown to con-
verge by virtue of the quantum de-Finetti theo-
rem [12]. For D =∞, program (20) is equivalent
to computing the (n−m)th Anderson bound for
the Hamiltonian H [2], and convergence can be
proven easily. It is an open question whether the
hierarchy (20) converges for other values of D.
Accepted in Quantum 2017-05-09, click title to verify 15
