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Abstract
We propose a novel approach to feature point matching,
suitable for robust and accurate outdoor visual localization
in long-term scenarios. Given a query image, we first match
it against a database of registered reference images, using
recent retrieval techniques. This gives us a first estimate
of the camera pose. To refine this estimate, like previous
approaches, we match 2D points across the query image
and the retrieved reference image. This step, however, is
prone to fail as it is still very difficult to detect and match
sparse feature points across images captured in potentially
very different conditions. Our key contribution is to show
that we need to extract sparse feature points only in the re-
trieved reference image: We then search for the correspond-
ing 2D locations in the query image exhaustively. This
search can be performed efficiently using convolutional op-
erations, and robustly by using hypercolumn descriptors,
i.e. image features computed for retrieval. We refer to this
method as ’Sparse-to-Dense Hypercolumn Matching’. Be-
cause we know the 3D locations of the sparse feature points
in the reference images thanks to an offline reconstruction
stage, it is then possible to accurately estimate the camera
pose from these matches. Our experiments show that this
method allows us to outperform the state-of-the-art on sev-
eral challenging outdoor datasets.
1. Introduction
Visual localization is a key component to many robotic
systems, ranging from autonomous navigation [45] to aug-
mented or mixed reality [46]. Yet, accurately predicting
the 6 DoF camera pose of a visual query with respect to a
reference frame can become very challenging in long-term
scenarios: Despite recent progress, many outdoor location
methods are still prone to fail especially at high precision
thresholds and under day-to-night changes [58] as images
can undergo a wide variety of visual changes between dif-
ferent time of day and across seasons.
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(a) Standard sparse-to-sparse matching using SuperPoint
detections and two different descriptors : (Left) SuperPoint
descriptors [4 inliers], (Right) HyperColumn descriptors [5
inliers]
(b) Our sparse-to-dense matching approach using Super-
point detections in the left image only and HyperColumn
descriptors [87 inliers]
Figure 1: Top images: Despite recent progress, matching
sparse feature points extracted from two images captured
under very different conditions remains extremely challeng-
ing. Bottom image: Our key contribution is to show that it
is much more robust to extract sparse feature points in only
one image, and to search for their correspondents exhaus-
tively in the other image. This exhaustive search can be
performed very efficiently using convolutional operations.
Using the 3D locations of the sparse feature points, we can
then compute the camera pose. We show the number of in-
lier matches found by PnP+RANSAC.
Visual localization approaches can be classified into two
categories: Structure-based and image-based methods. In
structure-based methods, the camera pose is estimated from
correspondences between 2D points from the query image
and a reconstructed 3D point-cloud of the whole scene. This
can lead to great accuracy, but often to mediocre robustness
to strong visual changes. Image-based methods predict the
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Figure 2: Sparse-to-dense feature matching using hypercolumns. For each detection mij in the reference image Ii re-
trieved for query image Iq , we extract a hypercolumn descriptor dij , which we cross-correlate exhaustively against the dense
hypercolumn Hq . We then define the correspondent location of mij in Iq as the image location of the maximum value in the
resulting correlation map Ciq,j = dij ∗ Hq .
query’s camera pose by retrieving the nearest geo-tagged
image in a reference database [2, 5, 14, 71]. The advan-
tage is that image retrieval methods can be very robust to
strong appearance changes [2, 21, 52, 71]. The accuracy
highly depends on the spatial sampling of the database, but
unfortunately high sampling rate is costly both in terms of
capture time and memory footprint. It is therefore natu-
ral to combine the two approaches [27, 46, 52, 53] into a
’hierarchical’ pipeline by finding 2D-3D correspondences
only within a subset of the 3D point cloud, obtained using
image retrieval. Such methods benefit from the speed and
robustness of image-based approaches, and the accuracy of
structure-based methods in lenient capturing conditions.
Still, even when using very recent sparse feature detec-
tors and descriptors [3, 17, 48, 73], local 2D-3D match-
ing is prone to fail under strong visual changes in prac-
tice [52, 58]. As illustrated in Fig. 1, it is mostly because it
is still difficult to extract the same sparse feature points in
two images taken under different conditions.
We therefore propose to detect sparse feature points only
in the reference images. Keeping these sparse feature points
is important as they provide the 3D information required
to compute the camera pose in an efficient way. To match
these points against the query image, we perform an exhaus-
tive search, which can be implemented efficiently with con-
volutional operations—the matching procedure takes 10ms
on average in our implementation. Moreover, we notice that
the image features extracted by VGG when trained together
with NetVLAD to compute a robust global image descrip-
tor provide local descriptions that are remarkably robust to
capture condition changes. For our exhaustive search, we
therefore rely on these features, which are sometimes called
’Hypercolumns’ [24].
We call the resulting matching method ’Sparse-to-Dense
Hypercolumn Matching’. We show that when used to-
gether with a powerful retrieval method, it outperforms ex-
isting pipelines on several challenging outdoor localization
datasets.
The rest of the paper is structured as follows: Section 2
discusses the related work while section 3 introduces our
localization pipeline. Our novel ‘Sparse-to-Dense Hyper-
column Matching’ approach is presented in section 4. Sec-
tion 5 describes our experimental setup to thoroughly eval-
uate our approach in the context of long-term localization,
and provides localization results. Source code will be made
available.
2. Related Work
In this section, we review existing approaches tackling
the problem of long-term visual localization. We distin-
guish structure-based methods, which leverage a 3D model
of the scene, from retrieval-based methods, which do not.
2.1. Structure-Based Localization
Structure-based methods regress the full 6 DoF cam-
era pose of query images using direct 2D-3D correspon-
dences. Such methods [38, 39, 41, 54, 60, 66] work by
first acquiring a point-cloud model of the scene through
SfM, and computing local feature descriptors like SIFT [42],
RootSIFT [3] or LIFT [73]. These descriptors are in turn
used to obtain 2D-to-3D correspondences, and the pre-
dicted camera can usually be inferred from those matches
using RANSAC [19, 59] combined with a Perspective-n-
Point (PnP) solver [13, 23, 35, 37].
In consistent daytime conditions, such methods achieve
very competitive results [57, 60, 66, 72]. However, they
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Figure 3: Overview of our hierarchical localization
pipeline. Given a query image, we compute dense hyper-
columns and a global image descriptor using NetVLAD [2].
The image features are extracted using VGG-16 specifically
trained for the image retrieval task under varying capture
conditions such as day and night. We find top-ranked im-
ages in a pose-annotated image database, and subsequently
use the locally reconstructed point cloud as a feature point
detection source. For each feature, we extract sparse hy-
percolumns and match each of them exhaustively with the
query dense representation. This results in numerous robust
correspondences suitable to perform PnP+RANSAC across
changing conditions.
rely heavily on the accuracy and robustness of the local
2D-3D correspondences. Research in structure-based ap-
proaches mostly focuses on improving descriptor matching
efficiency [15, 36, 38, 40, 43, 57], speed [18, 26] and ro-
bustness [39, 54, 55, 66, 67, 75]. Yet, under strong condi-
tion changes, failures in direct matching start to appear and
damage the localization performance [58]. In order to im-
prove the robustness of local feature descriptors and thus in-
crease long-term localization performance, recent methods
have used semantic reasoning [69]. Indeed, semantic maps
are to some extent condition-invariant, and can enhance ei-
ther the feature matching stage [6, 34, 62, 65] or the pose
estimation stage [69]. While being accurate at small scale,
feature-based methods bottleneck is scalability. In large-
scale scenarios, both the construction of precise 3D mod-
els (and their maintenance) and local feature-matching is
challenging and expensive [60].
2.2. Image-Based Localization
In image-based, or retrieval-based, localization methods,
accuracy is traded-off for scalability. The scene is modeled
as an image database containing ground-truth 6-DoF pose
annotations. To infer the pose of a visual query, one can
use compact image-level representations to retrieve the top-
ranked image from the database and use their labels as pose
approximation [14, 60, 74, 76]. The need for ground-truth
3D geometry is alleviated, and this method can easily gen-
eralize to large-scale environments.
To obtain robust global image descriptors, one can ag-
gregate local features in the image into a fixed-size rep-
resentation. VLAD [4] is a popular descriptor, com-
puted by summing and concatenating many descriptors for
affine-invariant regions. DenseVLAD [71] reformulates the
VLAD architecture by densely sampling RootSIFT [3] de-
scriptors in the image. Recent learning-based variants cast
the task of image retrieval as a metric learning problem.
NetVLAD [2] defines a differentiable VLAD layer as the
final activation of a siamese network. Other activations lay-
ers [7, 22, 30, 50, 51, 70] coupled with siamese or triplet
architectures, have shown to deliver competitive results for
the task of image-retrieval [49]. In a very large database, un-
supervised descriptor compression like PCA [28] or Prod-
uct Quantization (PQ) [29] enables efficient approximate
nearest-neighbor search with little loss in performance [22].
Other image-based methods include end-to-end learn-
ing approaches, which avoid using explicit feature match-
ing altogether and leverages CNNs to learn robust repre-
sentations [10, 11, 12, 31]. These methods are either hard
to initialize [58, 62], struggle with large environments [58]
and/or provide overall poor performance [9, 11, 32, 72].
2.3. Hierarchical Localization
For the problem of long-term localization, where strong
appearance changes can occur because of the light or season
differences, global descriptors have shown to provide robust
pose initialization under strong visual changes [21, 52, 58].
Still, the main bottleneck of retrieval-based localization is
the pose approximation step. Several schemes can be imple-
mented to refine the coarsely estimated pose. For instance,
view synthesis [68, 71] artificially generates intermediate
samples, relative pose regression [9, 68] acts as a separate
refinement step and multi-image methods [9, 74, 76] com-
bine the top ranked images to improve pose accuracy.
The image-retrieval step can also be seen as a way to ob-
tain a query’s coarse location, before running a structure-
based pose refinement algorithm. By doing so, 2D-3D
matching is only run on a subset of the whole point
cloud, leading to competitive results at small computational
costs [27, 46, 52, 53].
2.4. Learning-Based Feature Matching
Even in a hierarchical localization pipeline, refining the
query camera pose using 2D-3D correspondences can prove
to be difficult if the features are not invariant to visual
changes and the detections are not consistent across con-
ditions. With the advent of CNNs, learning-based methods
for local feature matching have emerged. Methods such as
LF-Net [48], SuperPoint [17] or DELF [47] perform both
keypoint detection and feature descriptor computation us-
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ing end-to-end learning. Under strong condition changes
such as day-to-night, even learning-based feature descrip-
tors fail to generalize well [52]. In this paper, we propose to
reuse the pixel-wise dense features directly from the image-
retrieval backbone network, and show they are more suited
for long-term visual localization.
3. Method
We give in this section an overview of our pipeline.
We first formalize the problem and its assumption in Sec-
tion 3.1. We then provide an overall description of our
method in Section 3.2.
3.1. Problem Statement
We assume that a database of registered reference images
is available. More precisely, for each reference image Ii of
the database, we assume that the following is available:
• A normalized global image descriptor Di computed as
explained in Section 3.2, which we will use for the re-
trieval step.
Moreover, additional information, which we will use for the
pose refinement step, are also stored:
• the calibration matrixKi and the absolute camera pose
Miw expressed in the world coordinate system;
• a set of Pi 2D feature points {mij}j=1...Pi detected us-
ing SuperPoint [17];
• the descriptor dij for each feature point mij computed
as explained in Section 4;
• the 3D coordinates U ij of each feature point mij .
Given a query image Iq with known calibration matrix
Kq , and this database, we aim to predict the camera pose
Mqw.
3.2. Our Hierarchical Localization Pipeline
When performing localization in large-scale environ-
ments, matching a set of 2D keypoints with a large number
of 3D landmarks can be difficult [60]. As suggested by [52],
one way to reduce the set of 3D points to match the image
keypoints against is to first perform image retrieval. The
returned top-ranked images in the database provide us with
a subset of the large 3D point cloud for which performing
local feature matching is much more efficient. The whole
pipeline is presented in Figure 3.
Image Retrieval. Like previous methods [2, 7, 22, 30, 50,
51, 70], we use a Siamese network approach to learn a dis-
criminative image descriptor robust to changes of the cap-
ture conditions. For the architecture, we opt for the popular
NetVLAD [2] pooling layer with a VGG-16 [64] backbone.
During training, we define positive and negative labels
l(Ii, Ij) ∈ {0, 1} for pairs of images, based on the presence
or absence of co-visibility between images respectively. We
use the same contrastive loss as [2]. Once trained, the net-
work provides a global descriptor Di for each reference im-
age, which is stored in the database.
At test time, given a query image Iq , we compute its
descriptor Dq and retrieve its k nearest neighbors by com-
puting the Euclidean distance between Dq and each stored
descriptorDi. Such top-ranked images provide coarse cam-
era poses which are sufficient to estimate a query’s emplace-
ment [58].
Camera Pose Refinement. In order to obtain a more ac-
curate camera pose estimation, we make use of the local 3D
point clouds fetched from the image retrieval step. For each
of the k nearest neighbors, we establish 2D-3D correspon-
dences and subsequently solve the pose using for instance a
Perspective-n-Point (PnP) [13, 23, 35] solver. Given a set
of matches, we refine the query pose using P3P [33] inside
a RANSAC [20, 59] loop. The method we use to establish
these correspondences is our main contribution, and we de-
scribe it below.
4. Sparse-to-Dense Hypercolumn Matching
If we followed the standard approach to obtain the 2D-
3D correspondences needed to estimate the camera pose,
we would extract sparse feature points in the query image
and match them against the sparse feature points mij ex-
tracted from the nearest neighbors of the query image. As
mentioned in the introduction, this step is still very chal-
lenging, mostly because of the detection step that needs to
identify the same image locations even under strong condi-
tion changes. In order to circumvent this challenging de-
tection problem, we reformulate the local feature matching
step to avoid performing detection in the query image, as
illustrated in Fig. 2. To do so, we perform an exhaustive
search in the query image for the correspondent of each
sparse feature point detected in the reference images. We
explain below how this search can be performed efficiently.
HyperColumn Extraction. In order to perform robust
matching, we rely on image features that were already
used to compute the global image descriptor as shown in
Fig. 3. For each query image, we extract intermediate fea-
tures from the VGG-16 [64] network and aggregate them in
order to obtain a dense and rich representation of the image.
We extract features from the layers conv 3 3, conv 4 1,
conv 4 3, conv 5 1, conv 5 3. We refer to these repre-
sentations as “hypercolumns” [24]. Each intermediate layer
is upsampled using bilinear interpolation to match the res-
olution WH × HH of the earliest layer, before being con-
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catenated along the channel axis and normalized. We de-
fine the obtained hypercolumns for the query image Iq as
Hq ∈ RWH×HH×C .
For each reference image Ii, we are only interested in
descriptors located at feature points. We thus only store in
the database the hypercolumns at locations {mij}j=1...Pi .
We denote Si = {dij}j=1..Pi this set of sparse descriptors,
where dij ∈ R1×1×C .
Sparse-to-Dense Matching. To find correspondences
between the set of sparse descriptors from the reference
image Si and the dense hypercolumns Hq , we perform a
dot product. These dot products can be efficiently imple-
mented with a 1×1 convolution. We define the resulting
cross-correlation map as Ciq,j = Hq ∗ dij ∈ RWH×HH . To
retrieve the final 2D keypoints in the query image, we first
fetch the global maximum of the cross-correlation map
and upsample the retrieved coordinates to match the query
image coordinates. Consequently, this ‘Sparse-to-Dense
matching’ step always gives us Pi 2D-3D correspondences
(See Figures 4 and 5).
Ratio Test. Some detections in the reference image may
fall in image regions with repetitive textures, or in areas that
are occluded in the query image. This may lead to ambi-
guities when looking for point correspondents. To discard
matches with large ambiguity, we apply a ratio test simi-
lar to the one often used in more standard approaches, and
defined as follows. For the cross-correlation map Ciq,j , let
C¯iq,j ∈ R(WH.HH) be the flattened and sorted by decreasing
order map. For a 2D-3D match to be retained, we apply the
following rule:
C¯iq,j [0]
C¯iq,j [f × (WH ×HH)]
> α, f ∈ [0; 1] . (1)
In practice, we use α = 0.9, and adapt the factor f to the
different datasets. Finding the value of C¯iq,j [f×(WH×HH)]
actually does not require sorting the whole array, and adds
negligible overload to the computational cost.
5. Experiments
In this section, we conduct experiments to evaluate our
hierarchical localization approach under challenging condi-
tions. In Section 5.1, we detail how both our evaluation
datasets were setup and reconstructed. We also discuss the
evaluation methods and baselines used for comparison. In
Section 5.2, we show how our hierarchical method can solve
camera poses accurately under challenging conditions and
outperforms existing methods in such categories. Lastly, in
Section 5.3, we run an ablation study, which demonstrates
the improvements brought by our contribution.
Dataset
Training
sequences Condition
Training
images
Reference
images
Query
images
RobotCar
Seasons
[44]
12 Dec 2014 overcast 20,965
6,954 3,97805 Dec 2014 overcast-rain 20,96516 Dec 2014 night 19,376
03 Feb 2015 night 20,257
Extended
CMU-Seasons
[8]
Slices 2-8 urban 9,612
7,159 75,335Slices 9-17 suburban 24,728
Slices 18-25 park 16,148
Table 1: Detailed statistics regarding the training and test-
ing sequences used for each dataset. Reference images
are used to triangulate 3D keypoints offline using Super-
Point [17] detections and descriptors. Note that for Robot-
Car Seasons, only rear images are considered.
5.1. Evaluation Setup
We begin our evaluation by presenting the two challeng-
ing outdoor datasets introduced by [58] which we will be
using throughout this section.
Datasets. Our evaluation set consists of two outdoor
datasets captured from vehicles or using hand-held mobile
phone cameras. Each of the provided datasets contains a set
of reference images, along with their ground truth camera
poses. We are also given sparse 3D reconstructions pre-
computed using RootSIFT [3] features by Sattler et al. [58].
In practice, we do not use the provided sparse 3D recon-
struction and re-triangulated our own point clouds using
SuperPoint [17] detections. We perform the triangulation
using COLMAP [61, 63] on the reference images of each
dataset, similarly to [52].
The first dataset is the Extended CMU-Seasons
dataset [58], which contains about 40% more images than
the original CMU-Seasons dataset [8]. It consists of 7,159
reference images and 75,335 query images, captured using
two front-facing cameras mounted on a car, in the area of
Pittsburgh. The images were captured over the course of
a year and the reference images depict different seasonal
conditions. The park scene is particularly difficult as it was
captured in a rural environment and faces strong vegetation
changes over the year.
The second dataset is the RobotCar Seasons dataset [44],
which contains 6,954 daytime images captured by a rear-
facing camera mounted on a car driving in Oxford. The
3,978 query images were taken over the course of a year,
including some in very challenging conditions such at
nighttime [58]. Note that in this paper we do not consider
the additional reference images taken by the two side-facing
cameras. We report details about the exact sequences used
for training for each dataset in Table 1.
Baselines. We compare our approach both against
structure-based and retrieval-based state-of-the-art meth-
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RobotCar Seasons Extended CMU-Seasons
Day-All Night-All Urban Suburban Park
Method Threshold Accuracy Threshold Accuracy Threshold Accuracy Threshold Accuracy Threshold Accuracy
0.25m
2◦
0.5m
5◦
5m
10◦
0.25m
2◦
0.5m
5◦
5m
10◦
0.25m
2◦
0.5m
5◦
5m
10◦
0.25m
2◦
0.5m
5◦
5m
10◦
0.25m
2◦
0.5m
5◦
5m
10◦
St
ru
ct
ur
e
-b
as
ed
CSL [66] 45.3 73.5 90.1 0.6 2.6 7.2 71.2 74.6 78.7 57.8 61.7 67.5 34.5 37.0 42.2
AS [56] 35.6 67.9 90.4 0.9 2.1 4.3 - - - - - - - - -
SMC [69] 50.3 79.3 95.2 7.1 22.4 45.3 88.8 93.6 96.3 78.0 83.8 89.2 63.6 70.3 77.3
R
et
ri
ev
al
-b
as
ed
FAB-MAP [16] 2.7 11.8 37.3 0.0 0.0 0.0 - - - - - - - - -
NetVLAD [2] 6.4 26.3 90.9 0.3 2.3 15.9 12.2 31.5 89.8 3.7 13.9 74.7 2.6 10.4 55.9
DenseVLAD [71] 7.6 31.2 91.2 1.0 4.4 22.7 14.7 36.3 83.9 5.3 18.7 73.9 5.2 19.1 62.0
ToDayGAN [1] 7.6 31.2 91.2 2.2 10.8 50.5 - - - - - - - - -
H
ie
ra
r
-c
hi
ca
l
NV+SP [52] 53.0 79.3 95.0 5.9 17.1 29.4 89.5 94.2 97.9 76.5 82.7 92.7 57.4 64.4 80.4
NV-r + S-D + H (Ours) 45.7 78.0 95.1 22.3 61.8 94.5 65.7 82.7 91.0 66.5 82.6 92.9 54.3 71.6 84.1
Table 2: Localization results. We report localization recalls in percent, for three translation and orientation thresholds (high,
medium, and coarse) as in [58]. We highlight the best in red and second-best in blue performances for each threshold.
Note that NetVLAD, ToDayGAN, and NV+SP all use pre-trained NetVLAD weights from Pittsburgh30k [2], while we
retrained ours on other RobotCar sequences. We also include SMC, which uses additional semantic data and assumptions.
For Extended CMU-Seasons, some methods did not provide results for the benchmark.
ods. Localization results for these methods were provided
by the authors of the benchmark [58].
For structure-based methods, we compare our approach
to Active Search (AS) [56] and City-Scale Localiza-
tion (CSL) [66]. Both methods are direct 2D-3D match-
ing techniques optimized for matching efficiency and ro-
bustness respectively, and have shown to deliver great ac-
curacy in daytime conditions at a high precision thresh-
old [58]. We also display results for Semantic Match Con-
sistency (SMC) [69], which leverages semantic maps to fil-
ter outliers in the matching stage, and makes additional as-
sumptions regarding the camera height and gravity vector.
We also compare our approach to retrieval-based meth-
ods, such as NetVLAD (pre-trained on Pittsburgh30k [2]
with a VGG-16 [64] backbone), and to DenseVLAD [71].
For these methods, we simply approximate the query image
camera pose by the pose of its retrieved top-ranked database
image. Details about their configuration and implementa-
tion details can be found in the original benchmark [58].
Additionally for RobotCar Seasons, we report the results
obtained by performing night-to-day image translation us-
ing a GAN architecture (ToDayGAN) [1], prior to running
DenseVLAD. Lastly, we show the results obtained by Sar-
lin et al. [52], which is a hierachical approach using a pre-
trained NetVLAD backbone followed by SuperPoint [17]
feature detection and local descriptors for 2D-3D match-
ing (NV+SP). This method also uses co-visibility clusters
to merge 3D points from neighbouring database images.
Metrics. We evaluate our approach using the same local-
ization metric as [58]. Three precision thresholds are de-
fined, accounting for both positional and rotational error.
We refer to these thresholds as high (0.25m and 2◦), medium
(0.5m and 5◦) and coarse (5m and 10◦) precision. For each
threshold, we report the localization recall in percent.
5.2. Large-Scale Localization
Having established our evaluation process, we now
report the performance of our approach.
Training sets. For the NetVLAD retrieval backbone, we
use different weights for both datasets. For RobotCar
Seasons [44], we retrained NetVLAD on tuples extracted
from other RobotCar sequences, featuring for daytime
and nighttime images (see Table 1). Positive and negative
tuples were assembled using the provided GPS and INS
data. Note that these sequences do not overlap with the
test set. For Extended CMU-Seasons [8], we built training
samples using all the provided annotated training data
from the urban, suburban and park slices. When training
NetVLAD, we use hard-negative mining at every epoch,
to obtain for each query the hardest subset of all possible
negatives in the database.
Methods. As presented in Section 3, we run our hierarchi-
cal localization pipeline by first ranking each query with re-
spect to the reference images. We use the normalized global
image descriptors produced by NetVLAD (NV), and obtain
the rankings using a simple dot product. To account for po-
tential image retrieval errors, for every query we run the ex-
haustive matching step on each of the top-N nearest neigh-
bors. The final predicted pose is picked as the one having
the highest number of inliers in the RANSAC loop of the
PnP. For RobotCar Seasons, we use N = 15 and for Ex-
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Day-All Night-All
Method Threshold Accuracy Threshold Accuracy
0.25m
2◦
0.5m
5◦
5m
10◦
0.25m
2◦
0.5m
5◦
5m
10◦
NV (pre-trained) 6.4 26.3 90.9 0.3 2.3 15.9
NV-r (re-trained) 4.1 17.8 86.9 2.4 11.4 84.6
NV-r + S-S + SP 52.9 78.5 93.8 10.9 32.7 87.4
NV-r + S-S + H 49.0 77.9 93.6 14.8 44.5 89.7
NV-r + S-D + SP 50.3 77.5 92.9 14.4 43.2 87.8
NV-r + S-D + H 45.7 78.0 95.1 22.3 61.8 94.5
Table 3: Ablation Study on the RobotCar Seasons dataset.
We first show the improvements coming from using a re-
trained NetVLAD (NV) [2] backbone. Then, we report
localization performance using standard ‘Sparse-to-Sparse’
(S-S) matching using SuperPoint detections and two differ-
ent descriptors: SuperPoint descriptors (S-S + SP) and Hy-
percolumn descriptors (S-S + H), as well as the results of
our ’Sparse-to-dense’ (S-D) matching using SuperPoint de-
scriptors (S-D + SP) and Hypercolumn descriptors (S-D +
H). We report localization recall in percent, for three trans-
lation and orientation thresholds.
Dense Query
Hypercolumn
Descriptors
Sparse Reference
Hypercolumn
Descriptors
(offline)
Correspondence Maps
(Exhaustive search)
Ratio Test
(non-optimized)
PnP Solving
Runtime (ms) 107.29 114.71 10.8 169.14 3.08
Table 4: Runtime measurements. We report the aver-
age runtimes for our sparse-to-dense matching approach on
RobotCar Season, with 512×512 input images. Operations
in italic are run for each of the top-ranked images.
tended CMU-Seasons, we use N = 10 because of the large
amount of images to evaluate.
Implementation details. We use a Pytorch implementa-
tion of NetVLAD to compute the global image descrip-
tors as well as the intermediate VGG-16 features used to
compute the hypercolumns. As in [52], we reduce the di-
mensionality of all produced descriptors to a size of 1024
using PCA, learned on the reference set. When retrain-
ing NetVLAD on RobotCar Seasons and Extended CMU-
Seasons, images are rescaled to a maximum size of 512 pix-
els, while preserving image ratio. At inference time, we
again rescale images to a maximum size of 512 pixels for
all datasets, both to compute the global image descriptors
and to extract intermediate dense features. The offline point
cloud triangulation and the online 2D-3D correspondences
are done using the original images resolutions.
We use different ratio test values for each dataset. For
RobotCar Seasons we use a factor of f = 0.006. For Ex-
tended CMU-Seasons we use a value of 0.12, as we found
much more ambiguous matches and using selective thresh-
olds were leading to a high number of rejections. As in [52],
for both datasets, the RANSAC [20] loop stops when a pose
has a minimum number of inliers of 15.
Performance. We run our experiments on a PC equipped
with an Intel(R) Xeon(R) E5-2630 CPU (2.20GHz) CPU
with 128GB of RAM and an NVIDIA GeForce GTX
1080Ti GPU. We pre-compute compressed global image
descriptors for a faster image retrieval at inference time.
Our main bottleneck in terms of computation times in our
current implementation lies in the VGG-16 inference. As
shown in [52], this part can be sped up using a teacher net-
work with little loss in accuracy. Our ratio test method could
also be replaced by a faster, more traditional non-maxima
suppression scheme computed on GPU. The computation
of the correspondence map is done on GPU through a con-
volution operation and takes on average 30ms in our im-
plementation (depending on the input image resolution and
ratio). We report the average measured runtimes in Table 4.
Results. We report the localization results in Table 2. Our
method outperforms all baselines in very challenging sce-
narios such as nighttime for RobotCar Seasons. We also
show significant improvements for the park scene of Ex-
tended CMU-Seasons, which is arguably the most difficult
with strong changes in vegetation, at medium and coarse
precision thresholds. For other categories, the performance
is usually on par with state-of-the-art structure-based or hi-
erarchical methods such as SMC [69] or NV+SP [52] re-
spectively. On easier categories, such as day-all for Robot-
Car Seasons or urban for CMU, our approach is not as ac-
curate as other feature-point based approaches, especially
at a finer threshold. It is therefore more adapted to complex
correspondence problems. On less challenging cases, the
standard approach which relies on a detector with sub-pixel
accuracy for the query image can still be more accurate.
5.3. Ablation Study
Having presented the results of our full pipeline, we now
evaluate the impact of each element of our pipeline in the
localization step. We run this ablation study on RobotCar
Season [44] and report our results in Table 3.
NetVLAD backbones. We first discuss the impact of hav-
ing a retrained image-retrieval backbone. As shown in Ta-
ble 3, the pre-trained Pittsburgh30k [2] weights (NV) pro-
vides a good coarse pose estimation in daytime, but still
very mild results at nighttime. We can already see that
this will be a very limiting factor when performing 2D-
3D matching, as the selected point cloud subsets will not
be overlapping with the query image. When retraining
NetVLAD (NV-r) on nighttime sequences from RobotCar,
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Figure 4: Examples of inlier correspondences obtained using RANSAC+PnP. Top-row shows correspondences obtained
with our method, bottom row shows correspondences obtained with SuperPoint detection and descriptors.
Figure 5: Example of correlation map. Left image shows
a Superpoint in the reference image. The corresponding
sparse hypercolumn descriptor is used to compute the cor-
relation map (middle) and retrieve the 2D correspondent in
the query image (right).
this gives a significant boost in performance, especially at a
coarse precision level.
However, this is also tightly linked with the database
spatial sampling: A dataset sampled much more sparsely
would yield poor results at a coarse level even at daytime.
We also tried retraining NetVLAD with a ResNet-50 [25]
backbone, and / or a GeM [50] layer activation, but this
always yielded slightly poorer retrieval results than a
VGG-16 [64] network with a VLAD activation layer.
‘Sparse-to-Sparse’ Matching. We evaluate adding a
subsequent camera pose estimation using 2D-3D matches
coming from standard ‘Sparse-to-Sparse’ (S-S) matching
using SuperPoint [17] detections and two different descrip-
tors: SuperPoint descriptors (S-S + SP) and Hypercolumn
descriptors (S-S + H). Both approaches (S-S + SP) and (S-S
+ H) allow to significantly improve the daytime results. For
nighttime results, even if the performance improved, they
remain limited compared to the daytime. We argue that this
discrepancy between daytime and nighttime results comes
from the difficulty to detect and match sparse feature points
extracted from two images captured under very different
conditions. This motivates our novel ‘Sparse-to-Dense’
matching approach. Finally, one can see that the aggrega-
tion of dense features into hypercolumns at different levels
provides improvements. This shows the advantage of using
hypercolumns for description rather than the Superpoint
descriptors. This advantage is likely due to the large
receptive fields of the hypercolumns computed by VGG,
and the way they are learned to be condition-invariant.
‘Sparse-to-Dense’ Matching. We finally evaluate replac-
ing the standard ‘Sparse-to-Sparse’ matching with our novel
‘Sparse-to-Dense’ matching for both Superpoint descriptors
(S-D + SP) and Hypercolumn descriptors (S-D + H). As
shown in Table 3, our novel approach is a way to partially
remove the nighttime detection bottleneck: Compared to
‘Sparse-to-Sparse’ Hypercolumn matching (NV-r + S-S +
H), our ‘Sparse-to-Dense’ Hypercolumn matching (NV-R +
S-D + H) increases the recall by 7.5% and 17.3% for the
high and medium thresholds respectively at nighttime.
6. Conclusion
We have introduced a novel hierarchical localization
method, which reformulates the 2D-3D matching stage to
improve long-term localization capabilities. We showed
that breaking the paradigm of detecting feature points in
both images to match, we can significantly improve the
number of correct matches. While this approach was
demonstrated in this paper in the context of localization, it
is very likely to be useful for other applications.
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