A novel image threshold selection approach based on structural similarity (SSIM) 
Introduction
Image segmentation is a critical preprocess step in the image processing domain [1] [2] . Thresholding is one of the traditional and popular techniques for image segmentation due to its effectivity and simple operation [3] , which classifies an image into groups representing objects and the background by one fixed threshold.
In general, there are two types of image thresholding techniques available: global and local. The study of the global thresholding has never stopped because it is easy to implement and are computationally less involved [4] . This paper focuses on the global thresholding method. As most bilevel thresholding methods can be extended to multiple ones, we start from the former. In the global thresholding technique, a gray-level image is converted into a binary image based on an image intensity value called global threshold which is fixed in the whole image domain. Many popular thresholding methods have been reported in the past years. Otsu suggested establishing an optimum threshold by minimizing the weighted sum of within-class variances of the foreground and background pixels [5] . Kapur et al considered the image was optimally thresholded when the entropy sum of foreground and background reached its maximum [6] . The entropies used in image thresholding were further extended from Shannon entropy to Renyi's entropy by Sahoo et al [7] and Tsallis's entropy by Albuquerque et al [8] . The above and similar methods were based on the grayscale histogram, and then the thresholding method based on 2-D histogram was developed. Abutaleb presented 2-D entropy [9] to generate the optimal threshold by extending Kapur's approach. Liu and Li developed a 2-D Otsu thresholding method [10] . Then the primary definition of 2-D entropy was also replaced by 2-D Renyi's entropy [4] and 2-D Tsallis entropy [11] by Sahoo and Arora. Tsai's moment-preserving thresholding method was a representative one for another small group thresholding method which considered that the grayscale moments of the histogram kept unchanged before and after thresholding [12] , and an improved Tsai's method was also proposed [13] .
Throughout most of the thresholding methods in the literature, optimal threshold is selected by maximizing or minimizing a metric calculated from different classes divided by candidate thresholds. These metrics are some kinds of variances, entropies or others else generated by various criterion functions. In other words, Many, and the most-widely used, approaches to image thresholding are based on analysis of the histogram of intensities in an image, searching for an optimal threshold to divide the histogram into two parts [3] . However, some important information of the original image is missing when the optimal threshold is selected only based on the histogram of the image. Furthermore, these methods consciously or unconsciously model the histogram as a mixture of various distributions, such as Gaussian distributions, Poisson distributions and so on. The applicability of the assumed model of the histogram is limited when it deals with various real-world images. To overcome the abovementioned disadvantages, a novel threshold selection approach that does not rely on the histogram is developed.
In our view, an ideal thresholding method means that the thresholded image is able to preserve the most information of the original image. Naturally, two questions should be answered, (1) what is exactly the "thresholded image", (2) what is the proper metric to directly evaluate the degree of information preservation. Previous research suggests that the human visual system (HVS) is highly adapted for extracting structural information [14] . Meanwhile, we regard the thresholded image as a distorted version of the original image in a high degradation of visual quality. Most gray-level information is missing when an image is threholded into a binary one. The rest of main information of the thresholded image is pixels' affiliations and locations. So the structural information is the dominant information in a thresholded image. In this paper, we propose a novel threshold selection method based on the structure-preserving principle which is under the assumption that the thresholded image segmented by the optimum thresholding method should preserve the most structural information of the original image. Our method first generates a thresholded image, and then extracts comparison regions of images. The structural similarity (SSIM) index [14] is introduced into image segmentation for the first time, which is not seen as a means of evaluating image processing results. Then the SSIM index is combined with comparison regions to calculate partial SSIM (PSSIM). The optimal threshold is determined by maximizing the PSSIM between the original and thresholded image at last. The proposed method was compared with four popular thresholding methods on a variety of images including the synthetic image and real images. Experimental results show that the proposed method has preferable performance for extracting object and achieves better anti-noise capability than the existing typical methods.
The remainder of this paper is organized as follows. Section 2 reviews the general SSIM index. The novel image threshold selection approach based on PSSIM is introduced in Section 3. Some experimental results and discussion are presented to demonstrate that the novel method can get moderate thresholds for most images with better performance or lower misclassification error rate (MER) compared with other popular thresholding methods in Section 4. Section 5 draws the conclusions of this paper.
Structural similarity index
Our new threshold selection approach is proposed on the basis of SSIM index originally produced to image quality assessment [14] [15] . The assumption that the HVS is highly adapted to extract structural information from the viewing field implies that a measure of structural information change can provide a good approximation to perceived image distortion. In the spatial domain, the SSIM method separates the task of similarity measurement between two image patches
, contrast ( c ) and structure ( s ) which are respectively defined as
where 1 C , 2 C and 3 C are small positive constants, and
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Combining the three comparisons terms in Eq. (1), the general form of SSIM is [13] :
The maximum SSIM index value 1 is achieved if and only if p and q are identical [14] . The SSIM index has been used for evaluating image processing results in a rapidly increasing number of exciting applications [15] , such as image fusion, image compression, image watermarking, visual surveillance, chromosome imaging, etc.
Proposed thresholding method
Without losing generality, the original grayscale image f , with Q R  pixels and L gray levels,
And the binary result image g , with the same size as the original image, is produced by a threshold value t ,
). In the next three subsections, we discuss (1) how to generate the thresholded image, (2) how to extract the comparison regions from the thresholded image, and (3) the definition of the nonparametric PSSIM criterion function.
Thresholded image
Bi-level thresholding is performed by assigning pixels having gray-level values below the threshold to group 1 G which represents the backgrounds, and assigning those pixels having gray levels above the threshold to group 2 G which represents the objects, or vice versa. Thus 
The output of the thresholding operation is a binary thresholded image, which is given by
where 1 b and 2 b denote the values assigned to the corresponding groups. Usually, the foreground is represented by gray-level 0, and the background by the highest gray level 1 L  , or conversely the foreground by white and the background by black [16] . In fact, image thresholding method only indicates which groups the pixels in an image belong to, but not what gray-level value should be assigned to each group. Assigned values of gray-level in common use are just to generate a high contrast image for observer. This assignment is too arbitrary to implement in our method. The gray-level values assigned to the foreground and background regions is calculated as
( , )
where r     denotes the integer part of the number r . The amount of pixels which belong to group i G is denoted by i n ( 1, 2 i  ). Pixels in each region of the thresholded image are assigned the average gray-level values 1 b and 2 b of original pixels in corresponding regions. 
Comparison regions
In order to obtain comparison regions, we proceed as follows. Calculate the local variance of the neighborhood of each pixel in the thresholded image. Let 
The set of comparison regions C  composed by the locations where the local variance in the threshoded image is greater than zero can be denoted as 
The comparison and calculation are restricted in the regions C  which represent the uneven neighborhoods. It is obvious that the local variance of many locations equals to zero in the binary thresholded image. Comparison regions extraction can accelerate the processing speed and get better performance than operation in entire image regions remarkably. 
Nonparametric PSSIM criterion function
In our method, the SSIM index is first introduced into image segmentation field, and it is not utilized as the traditional means of evaluating image processing results [15] .
The SSIM is a full-reference quality metric which is originally proposed to measure the similarity between the distorted image and the referenced image. We regard a thresholded image as a distorted image in a high degradation of visual quality, and an original image can be regarded as the reference image. The overall SSIM index value between distorted image and referenced image is defined as the average of all SSIM index values calculated within a local window passed over image [14] . The SSIM index for the local window of the referenced image f and the distorted image g centered at point ( , ) x y is given as 1 2
The local mean intensity ( , ) f x y  and variance 2 ( , ) f x y  of the referenced image can be easily derived from Eq. (8) and Eq. (9) by replacing g to f . In addition, we can see from Eq. (11) that the SSIM value relates to the pixels' values of the thresholded image, so it is explained why we generate the thresholded image in Sec. 3.1.
There are two constant parameters 1 C and 2 C in Eq. (11) . The original specification for SSIM declared that these constant parameters were used to avoid instability when denominators were very close or equaled to zero, and the performance of the SSIM index algorithm was fairly insensitive to variations of these constant values [14] . The influence of these parameters and the most appropriate values for the different constants used in the SSIM equations were analyzed by researchers [17] . As mentioned in Sec. 3.2, the calculation is restricted within the comparison regions, and the local variance of the thresholded image in comparison regions is greater than zero. Obviously, the local variance of the original image in comparison regions is also greater than zero. Since the gray value of an image is greater than or equal to zero, the local mean of an image in an uneven region is impossible to equal to zero. To sum up, the situation that the denominator in Eq. (11) equal to zero will never happen within the comparison regions. Thus, the constant parameters can be omitted, and the general form Eq. (11) 
We define the PSSIM to evaluate the structural similarity between the original image and the thresholded image. The PSSIM value is calculated as the average of the SSIM values obtained in each local window of the comparison regions
where C n denotes the amount of points in the comparison regions. We use Eq. (13) as a criterion function. Our optimal threshold t  is obtained by maximizing the above criterion function PSSIM fg .
Experimental results and discussion
In this section, we report the experimental results obtained by our method. In order to evaluate the performance of the proposed approach, we first evaluate using synthetic image, then present the tests with real images, which are frequently used as test data for image segmentation. The results provided by the proposed method were compared with those yielded by four representative thresholding techniques widely used in the literature, i.e., the Otsu's method [5] , the Kapur's method [6] , Tsai's method [12] and Abutaleb's method [9] .
Synthetic image results
We experiment on the synthetic image to demonstrate better adaptability of our method compared to existing thresholding methods. As shown in Fig. 3(a) , original 8-bit grayscale image with 256 256  pixels shows a square object on the darker background. The histogram of the synthetic image is presented in Fig. 3(b) . Some thresholding results corresponding to Fig. 3(a) are shown in Figs. 4(a) -(e). Obviously, the small object is correctly recognized even though its size is much smaller than that of the background by our method with window size 3 N  , but competitive methods fail to segment the test image. There is generally a serious weakness in thresholding methods, i.e., when the size of background is much larger than that of object and the distribution of background intensities is complex (bimodal or rectangular-shaped distributed), the optimum threshold will tend to dichotomize the image into object and background of similar sizes. The intensity contrast between the object and background, which is a key factor of histogram-based thresholding, however, has much less influence on the image segmentation. The proposed approach overcomes the disadvantage of those general thresholding methods based on the histogram. 
Real image results
The effectiveness of our thresholding approach is assessed on real images in this subsection. We first evaluate the efficiency and adaptability of our method on many standard images with means of human vision, and then discuss the anti-noise capability of the novel approach.
We has tested on many real images, 3 real-world images of different sizes and contents are employed to demonstrate the efficiency and adaptability of our approach in this paper. These images are "Rice" ( 256 256  ),"Cell" ( 191 159  ) and "Cameraman" ( 256 256  ). The original images together with their thresholded images in black and white yielded by Otsu's, Kapur's, Tsai's, Abutaleb's and our methods are displayed side by side in Figs. 5-7 . The relationship between objects and the background in these test images is different. Objects are obviously brighter than the background in "Rice" image. In "Cell" image, objects are a mixture of gray levels from a large value range, and part gray values of objects are close to the background. As shown in original "Cameraman" image, the objects are one man in dark clothes and his camera, and the background is complex. We can see from Figs. 5-7 that the proposed method achieves better ability of object extraction, as it not only can clearly distinguish the objects from the background, but also contains less noise.
We take "Cameraman" image and its results as one of the experimental results to demonstrate the anti-noise capability of our method. Gaussian noise with zero mean and variance 2 n  , is added to the original image which is shown in Fig. 8(a) and the standard deviation n  is gradually increased. For example, a noisy image with 10 n   is shown in Fig. 8(b) . The MER is calculated by comparing thresholding results with ideal result Fig. 8(c) . We run the simulation 20 times to get mean MER for each n  of the noise. The results are shown in Fig. 9 , where partial data of Kapur's method are not included because of its totally failing to segment. It is clearly presented that the proposed method ( 3 N  ) has the comparatively lower MER and still outperforms than others when the noise is stronger. In this method of thresholding, the local statistics and SSIM index are calculated within the 3 3  local window, and then the PSSIM is produced by Eq. (13) . In order to find out what window size will produce an optimal threshold value, we have tested all the test images with different window size N . In particular, we have considered window sizes of 3 3  , 5 5  , 7 7  , 11 11  and 15 15  , respectively.
Window sizes of 3 3  , 5 5  and 7 7  all produced similar optimal threshold values giving acceptable binary images. From the point of computational time and the performance of the segmentation, a window size of 3 3  would be ideal for thresholding with our proposed approach. Considering the applicability, the ability for extracting object and the anti-noise capability, all the experimental results demonstrate that our method yields the most appropriate performance compared to popular methods.
Conclusion
Through introducing SSIM into image thresholding method, we present a criterion function to calculate PSSIM between the comparison regions of the original image and the thresholded image. The optimal threshold is selected by maximizing the PSSIM criterion function. Our approach does not utilize the grayscale histogram of image, but directly computes the degree of structural information preservation of images segmented before and after. Experimental results demonstrate that the proposed method achieves better ability for extracting object and has preferable efficacy for anti-noise than existing typical thresholding methods. Besides, our method could be easily extended to multi-level thresholding methods only by modifying the step of thresholded image generation. Extending our global thresholding method to the local thresholding method is well worth further studying on.
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