Abstract-Link efficiency, data integrity, and continuity for high-throughput and real-time systems are crucial. Most of these applications require specialized hardware and operating systems (OSs) as well as extensive tuning in order to achieve high efficiency. Here, we present an implementation of gigabit ethernet data streaming, which can achieve 99.26% link efficiency while maintaining no packet losses. The design and implementation are built on OpenPET, an opensource data acquisition platform for nuclear medical imaging, where: 1) a crate hosting multiple OpenPET detector boards uses a user datagram protocol over Internet protocol ethernet soft-core, which is capable of understanding PAUSE frames, to stream data out to a computer workstation; 2) the receiving computer uses Netmap to allow the processing software (i.e., user space), which is written in Python, to directly receive and manage the network card's ring buffers, bypassing the OS kernel's networking stack; and 3) a multithreaded application using synchronized queues is implemented in the processing software (Python) to free up the ring buffers as quickly as possible while preserving data integrity and flow continuity.
I. INTRODUCTION

D
ISTRIBUTED data acquisition systems (DDASs) found in applications, such as real-time signal processing platforms, medical imaging, particle accelerators and detectors, and autonomous vehicles, require a high-speed link to spread or divide the acquired data into manageable payloads across multiple receiving or processing nodes. Fig. 1 shows a generic implementation of DDAS where a number n of sensors or detectors acquire data and send it through a medium (e.g., copper or fiber) to a single or multiple receivers or processors. The data analysis can occur in a distributed fashion or by using a single node that aggregates multiple processed outputs. For such applications, the amount of data sent through all links cannot be practically combined into a single link due to its volume, processing power, spatial location, or other application specific requirements.
The most prominent technology chosen in many of these distributed systems is Ethernet. Ethernet is appealing because Fig. 1 . Abstract realization of a DDAS using multiple sources and sinks. The medium used to transfer multigigabit of data is copper, fiber, or even wireless. The typical technology used in such applications is ethernet.
of its maturity, expandability, and viable commercial availability. Moreover, Ethernet speeds have evolved tremendously in the past few decades from a couple of megabits per second (Mb/s) to what is today called Terabit Ethernet [1] . Gigabit ethernet (GbE) is a term used to describe technologies capable of transmitting Ethernet frames at the rate of gigabits per second (i.e., 1000 Mb/s).
Many Ethernet soft-core user datagram protocol over Internet protocol (UDP/IP) stacks have been implemented to enable data acquisition systems using field-programmable gate arrays (FPGAs) to communicate and stream data to processing workstations. Löfgren et al. [2] reviewed previous stateof-the-art designs and implemented three cores (minimum, medium, and advanced) tailored to different requirements. They reported a data rate of approximately 957 Mb/s in both directions when excluding overhead, such as Ethernet preamble, UDP/IP headers, and Ethernet interframe gaps. They did not address packet loss at the workstation side. Alachiotis et al. [3] implemented an area-efficient UDP/IP core with a maximum rate of 113.11 MB/s (948.8 Mb/s). At the workstation side, they improved packet loss by using Java's nonblocking I/O API, which allowed them to achieve 1.17%-0.75% packet loss. Finally, Hegyesi et al. [4] presented an Ethernet-based DDAS, which passes FPGA-processed data to an external microcontroller to pack it into UDP/IP packets; however, the speed is limited to a maximum of 10-Mb Ethernet and packet loss is observable. In this paper, we will demonstrate a realization of GbE using UDP/IP, Ethernet flow control, jumbo frames (Ethernet frames with payload larger than 1500 B), and Netmap [5] for DDAS that is capable of transmitting and receiving 992.6 Mb/s while maintaining zero packet loss.
This realization is implemented and tested on Open-PET [6] - [9] , an opensource hardware and software data acquisition system for nuclear medical imaging and generic 0018-9499 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. OpenPET tree structure. Workstation sends commands to configure and control multiple OpenPET crates through USB or GbE. The parent crate distributes the commands to multiple child crates through 68-pin VHDCI cables. Data or replies collected by the children are sent back using the same cables to the parent and then filtered and buffered to be finally transferred and processed/stored on the workstation.
radiation detectors, using standard 1 GbE and a computer workstation. Fig. 2 shows a tree configuration of an OpenPET system. The current detector board (DB) can process up to 16 analog channels. Each DB channel digitizes data using a 12-b analogto-digital converter running at 40 MHz; therefore, a single 16-channel DB is capable of producing 7680 Mb/s of raw (unprocessed) data. The data are processed and then transferred to the parent node using 16 low-voltage differential signaling differential lines running at 40 MHz. Since double data rate clocking is used to increase the throughput of the data transfer, 1280 Mb/s can be transferred using the 16 lines. Multiplexing and first-in-first-out (FIFO) buffers are used to organize and filter data coming from multiple DBs. As a result, the parent crate will have 1280 Mb/s of data available to be streamed out to the computer workstation. The OpenPET firmware architecture [9] is designed to support generic data transfer paths (USB, GbE, and so on). In [9] , USB v2.0 was implemented and it achieved around 320 Mb/s (480 Mb/s is the maximum theoretical throughput of USB v2.0). In this paper, we add GbE implementation to OpenPET, which can reach 992.6 Mb/s.
Allowing OpenPET and other data acquisition systems to use highly efficient Ethernet implementations opens new doors of improvements in terms of transfer speeds, expandability, and interoperability. For example, instead of using a tree structure for the OpenPET crates, a one-to-one star structure is implemented where all synchronized crates are connected through a standard gigabit switch and each crate streams its data to a dedicated workstation. This eliminates the need to use very-high-density cable interconnect (VHDCI) cables shown in Fig. 2 , thereby allowing the end users to scale up their processing units to distributed ad hoc processing units, which are interconnected using standard networking equipment, i.e., gigabit switches.
II. ARCHITECTURE
The current architecture and design of this implementation are based on the following components: 1) the source(s) contain an FPGA; 2) the link medium between nodes is 1 GbE; and 3) the sink(s) are consumer-based workstations or computers that do not require special arrangements, such as specialized real-time operating systems (OSs) or kernel space execution [10] . It is crucial to note that the system realization can be based on any other similar technologies. For example, the source does not necessarily need to be FPGA-based hardware. The link speed can also be implemented using 10 GbE instead of 1 GbE. Finally, the sinks can be FPGA-based hardware or even simple hardware, such as Parallella [11] or Raspberry PI [12] boards.
The test case of this implementation is performed using OpenPET. An OpenPET crate produces gigabits per second of processed data linked through a standard GbE switch to a workstation computer equipped with a 1 GbE peripheral component interconnect express card for further analysis and storage. The system is designed to support continuous data acquisition and transfer fail-safe mechanisms.
The two major components are the source and the sink. Fig. 3(a) shows an overview of the physical representation of these components. Data is processed in the FPGA (source), passed to a dedicated UDP/IP Ethernet core [13] , translated to a reduced gigabit media-independent interface, and carried out by a dedicated PHY or SFP module through a fiber or copper cable to a workstation (sink). Fig. 3(b) shows the logical implementation of the source where a dedicated Ethernet UDP/IP core has two "clients": one is used to handle OpenPET commands on port UDP 9955, and the other one is used for data on port UDP 9956. The link is full duplex (i.e., a user can send and receive commands or data simultaneously). A user starts the acquisition process using standard OpenPET commands, via port 9955, and then data are sent out from the FPGA, via port 9956, to the processing computer. Ethernet frames carrying the data are stored in the receiving FIFO (RX FIFO) memory ring buffer. We use Netmap in order to disconnect the FIFOs from the OS kernel's network stack and manage it directly using our application, which is written in Python, via the Netmap API. This allows us to have full control of the network interface controller's (NIC's) memory buffers, thereby achieving the highest efficiency possible while running in "user space" (as opposed to "kernel space").
III. IMPLEMENTATION
A. FPGA Logic
A soft core [13] is used in the FPGA to handle low-level Ethernet frames as well as UDP packets. Received or transmitted frames are passed to OpenPET command or data logic blocks.
First, OpenPET commands have a generic and programmable length. Therefore, an abstract command interface is needed to handle UDP packets received by the soft core. The abstract command interface waits for the 8-b UDP bus to receive packets at port 9955. Once a valid packet is received, the payload of that UDP packet is stored and transferred to an NIOS soft microprocessor using a generic counter (a hardware counter with a generic width). The generic counter ensures that the 8-b UDP bus produces a valid OpenPET command. The current OpenPET implementation uses 80-b commands; therefore, ten bus transactions are needed to create a single valid OpenPET command.
In order to correctly synchronize the soft UDP core (clocked externally by the PHY) and the NIOS microprocessor, two FIFOs are used to manage the clock domain crossing. The parameters (e.g., depth, width, and so on) of both FIFOs are generic to allow future expandability and compile-time configurability. Once an OpenPET command is received and stored in the FIFO, the NIOS processor will start polling the command bits using a bus that is equal in width to the carrying medium bus (i.e., the UDP bus). The main reason behind this implementation is to make the firmware as well as the embedded software code generic in order to be used in other parts of the system such as the USB command interface.
Second, the OpenPET main FPGA is designed to send out data to the workstation as soon as it receives it from its children as described in Section III. An FIFO is used to buffer incoming data from children, to synchronize the clock domain crossing, and to adjust the bus width from the 32-b OpenPET data bus to the 8-b UDP bus. The FIFO is designed to allow a parent node to stop transfers; however, the current implementation of the UDP core does not. Therefore, we enhanced the UDP core to accept Ethernet flow control PAUSE frames [14] . As a result, the implementation is now capable of sustaining real-time operations while providing a fail-safe mechanism to stop the data flow. For example, if a workstation's network card is overwhelmed by the amount of data it is receiving, its NIC will independently issue a PAUSE frame, which will be intercepted by the UDP core and translated to a halt signal causing the FIFO to stop outputting data. Once the network card is ready to receive data, the halt signal will be turned OFF causing the FIFO to continue the data flow.
Receiving ring buffers in the network card are designed to sustain 100% of GbE bandwidth; yet, overruns will occur if the processor does not empty the buffers promptly. Therefore, if for any reason (e.g., low process priority, interrupt weight, and so on), the buffers are not emptied in time, the NIC's hardware will independently issue a PAUSE frame regardless of the CPU state.
Typically, data are generated from the FPGA and sent out to the processing workstation on the dedicated data streaming port 9956. Nevertheless, we created a minimal logic interface to handle incoming packets from the workstation to the FPGA on the same port. This logic is used to optimize and configure the UDP link between the FPGA and the workstation prior to the acquisition. Specifically, it is used to do the following: set the UDP payload length, configure the firmware to wait or not wait for acknowledgments, and send sequential test patterns.
The user can configure the data flowing into port 9956. Any configuration byte received on this port is strictly handled by the UDP data interface. This isolated interface allows a user to independently configure and measure Ethernet performance without restrictions or bounds by the OpenPET command interface. Configuration bytes are as follows.
1) Payload Length: The UDP payload length can be set up to the NIC's maximum transmission units (MTU) (9000 B for jumbo frames). 2) Test Mode: The FPGA will output sequential test data (not real data). 3) Acquisition Mode: The FPGA will send out any data received by its children. 4) Idle Mode: The FPGA will be idle. 5) AcknowledgmentRequired: The data from the FPGA will be sent out only if the user requests it (i.e., user acknowledgment is required for each packet). 6) AcknowledgmentNot Required: The FPGA will stream data regardless of workstation readiness. Finally, when the acquisition mode is set to AcknowledgmentNot Required (i.e., the FPGA streams data to the workstation regardless of its readiness), a single byte containing a sequence number is appended to the UDP payload. This sequence number serves as a packet counter, which can be used to detect packet losses or create link performance statistics.
B. Software Interface
In order to maintain cross-platform compatibility and deliver high-speed acquisitions, the Netmap [8] framework is used to manage I/O packets at the NIC level. The OpenPET software library [10] was initially developed to acquire data using USB; however, now it incorporates all software required to interface with Netmap as well as to send or receive UDP and raw Ethernet frames. The OpenPET Python library uses a multithreaded queue to achieve fail-safe high-speed data acquisition and distribution. The library is implemented to be medium-independent (i.e., it works for USB as well as Ethernet). It also utilizes the maximum number of CPUs, cores, and threads regardless of the underlying hardware specifications, thereby achieving maximum throughput.
The following text outlines the implementation of the highspeed software interface for data acquisition. Once the FPGA is configured, the user commands the OpenPET crate to acquire data. Then, the Python software interface registers the corresponding NIC using Netmap and binds to UDP port 9956. Any incoming data on that port will be exclusively managed by our Python application (in user space). Fig. 4 shows Netmap's circular buffer being filled and emptied as data arrives. The tail (write) pointer is where the next Ethernet frame will be written in the NIC's RX memory buffer. The head pointer is the first slot available to user space. The cur (read) pointer is the location of the next read location. Note that typically head and cur pointers advance hand-in-hand in order to increase the throughput. Frames are read sequentially from the Netmap circular buffer using our multithreaded Python application; where thread X queues up a copy of the RX FIFOs into a synchronized queue [15] , while thread Y empties the synchronized queue using a dispatcher. The NIC's RX memory can only be manipulated by privileged code, i.e., the OS kernel or network drivers like Netmap, hence, a copy of that memory is queued in order to allow the user-space Python program to process it. The dispatcher pushes out the data according to the user's specification (e.g., it can write frames to a disk, external analyzer, plotter, and so on). The rate of emptying the queue has to be equal to or greater than that of filling it. The queue is designed to handle bursts of data by allowing it to expand and utilize the entire memory region available. Specifically, the queue can grow up to the amount of available random access memory (RAM) installed on the computer. If the queue needs more memory, the Python application will gracefully terminate the data stream to maintain its integrity by sending raw Ethernet frames directly to the NIC's transmit (TX) buffers asking the FPGA's UDP core to stop. This operation is shown in Fig. 5 . The top part of Fig. 5(a) shows a 70-s data acquisition run with a UDP payload of 8944 B and throughput of 992 Mb/s. We intentionally used a slow hard drive (resulting in 22 MB/s write speeds) to store the data as it arrives from the crate, which makes the workstations's incoming data rate much faster than the outgoing data rate (disk writes). The Python program tries to allocate as much RAM as possible; however, the process's total memory usage is growing, which eventually causes the OS to start paging out memory from RAM to disk. This is shown at the 55th second mark in Fig. 5(a) where the Python program can no longer allocate RAM, which results in gracefully terminating the acquisition. This is accomplished by sending a termination byte using raw Ethernet frames. Moreover, after terminating the acquisition the Python software continues to empty its queue to disk until it is fully depleted.
On the other hand, Fig. 5(b) has an 80-s data acquisition run with an output rate that is faster than the incoming data rate, which results in a constant memory usage. The link is running at 992 Mb/s using 8944 B for UDP payload. At the 18th second mark, the process reaches its maximum memory usage of 35 MB while the free memory reported by the OS shows a small dip.
Finally, in both the runs, Python memory was measured using Python memory profiler [16] and the OS memory was measured using vmstat [17] .
IV. THROUGHPUT MEASUREMENTS AND RESULTS
Throughput tests are performed between an OpenPET crate and a processing computer (workstation) repeated three times. Throughput test using application level handshaking. Application asks source to send data, and once it receives the data, it asks for one more. These results depend on the hardware, OS, and driver used.
The source code of the tests is available in the OpenPET repository [18] . The tests are performed using a crossover cable with nothing sitting between the crate and the workstation as well as straight through cables with a Netgear GS105 switch in between. Both results were the same. The processing computer is equipped with an Intel Core Duo 2 E6700, 2-GB RAM, and 1-GbE Intel EXPI9301CTBLK. Ethernet RX/TX flow control is enabled on the processing computer workstation. Three different 64-b OSs are tested using three independent hard drives: Windows 10, Fedora 23 (Linux 4.4.7), and FreeBSD 10.3.
A. With Handshaking
In this test, the processing computer sends a request, (e) AcknowledgmentRequired, to the FPGA asking it to send a single Ethernet frame (data) using the configuration byte interface on port 9956, as described in Section III. As a result, the FPGA will send a single UDP payload to the computer. Once the UDP payload is successfully received, the computer sends another request for additional data and so on. This method is typically implemented using a while loop with two functions inside it: sendto() and recv(). The latency in the loop is mainly caused by the OS network stack. This method can be used when Netmap is not available or when the user wants to use a generic network card that does not support jumbo frames. It is the simplest method possible to acquire data safely using UDP, and its performance and speed depend on the OS, hardware, and network card driver. Fig. 6 shows a throughput comparison between three different OSs on the same hardware. The y-axis represents the measured throughput in Mb/s, and the x-axis is the UDP payload length. Each run lasted for 30 s and was repeated three times. Fig. 8 shows that the larger the payload, the higher the throughput; however, when the payload is equal or greater than 4096, only modest increases are observed. The maximum throughput achieved using this method does not reach half of the 1-GbE theoretical throughput.
B. Without Handshaking
Here, the FPGA sends data to the processing computer regardless of its state (i.e., ready or busy). The user initializes the acquisition parameters using OpenPET commands Fig. 7 . Maximum achievable throughput on 1 GbE using same hardware (Core Duo 2) but with different OS's. The three curves are overlapping, confirming that the speed of the link is approximately the same using the same hardware. It is important to note that without Netmap both FreeBSD and Fedora were dropping UDP packets as shown in Fig. 8 . Fig. 8 . Number of packets dropped per run. Linux and FreeBSD kernels start dropping UDP packets if the incoming rate is too fast. However, when using Netmap, the NIC buffers are directly managed by the application, which results in zero packet drops. and then starts the acquisition. The OpenPET crate sends the data as soon as it receives it from its children. Therefore, the computer has to receive and process the incoming data as fast as possible. Fig. 7 shows the maximum possible throughput for a given UDP payload. The y-axis is the measured throughput in Mb/s, and the x-axis is the payload size. Each run lasted for 30 s and was repeated three times. Three separate tests were performed: two using Fedora and FreeBSD and one using Netmap (labeled as FreeBSD_Netmap). Note that Fig. 7 does not show the number of packets dropped in the Linux or FreeBSD kernels due to overflows, overruns, and so on (refer to Fig. 8 ). It simply shows the maximum possible throughput for a given UDP payload regardless of data loss. Therefore, if we achieve this maximum throughput without dropping packets, then we achieve the maximum possible throughput for that given setup. Windows 10 was not included in these tests because it failed with Errno. 10 040 [19] .
When Netmap is not used, all packets will be going to the OS's network stack. The network stack and the kernel scheduler will try to process packets as fast as possible based on its priorities. Fig. 8 shows the number of packets dropped for a given UDP payload in FreeBSD, Linux, and Netmap. The y-axis is the total number of packets dropped per run.
Each run typically receives around 410 000 packets. Fig. 8 shows the packet loss performance when Netmap is used and not used. Clearly, the Netmap curve shows that the number of dropped packets is zero. Accordingly, the effective throughput at payload size 8944 reaches 992.6 Mb/s, as shown in Fig. 7 , while maintaining zero dropped packets as shown in Fig. 8 . When Netmap is not used (the top two curves in Fig. 8 ), both the Linux and the FreeBSD kernels showed at least 100 packet losses per run reducing the effective throughput. Most importantly, the packet loss observed will cause data corruption, thus, disrupting data flow and its integrity.
V. DISCUSSION
A. Design Tradeoffs
The UDP/IP Ethernet soft-core is updated to support Ethernet Flow Control PAUSE frames as defined by the IEEE 802.3× standard [14] . This feature allows an overwhelmed NIC (i.e., RX buffer is going to be overrun) to slow down the data stream coming from the source (FPGA) at the expense of increasing the "dead-time." In other words, the OpenPET DB will inhibit its triggering circuitry, thereby ignoring incoming events. Consequently, if this feature is desired, it is possible to utilize the entire allowed bandwidth of the acquisition system while still maintaining data stream integrity at the expense of losing some events.
B. Kernel Optimization
Both FreeBSD and Linux kernels can be configured and optimized. For example, on the Linux kernel, dropwatch [20] can be used to pinpoint where the packets are dropped in the network stack, thereby allowing a sophisticated user to tune the kernel to optimize the acquisition to suit their specific application. However, this significantly complicates the setup for a flexible platform like OpenPET and is considered a drawback because it requires a case-by-case optimization and configuration based on the user's setup.
C. Alternative Protocols (TCP as a Candidate)
In the current UDP implementation, it is possible to detect packet losses at the receiver using a single-byte sequence number; however, the difficulty lies in retransmitting lost packets and not in detecting them. Retransmission requires a very large FIFO at the FPGA level as well as complicated retransmission procedures coded in a hardware description language (firmware).
If packet retransmission is a requirement, then using UDP becomes less appealing since one will be trying to "reinvent" the transmission control protocol (TCP). Though, if one decides to choose TCP instead of UDP, there are few points to consider: TCP effective throughput is considerably less than that of UDP, which is mainly attributed to the fundamental design of the TCP protocol, requiring additional handshaking and packet overhead. Also, TCP requires tremendous FPGA resources and complicated state machines if developed in firmware, or a fast microprocessor and a real-time embedded OS if developed in software.
D. Topology Considerations
If multiple crates are connected to a single processing workstation (many-to-one), through the GbE switch, then the switch's queue will grow, proportional to the number of crates connected, which will eventually lead to packet loss at the switch level. However, in scalable distributed systems a one-to-one mapping (each crate is connected to a dedicated workstation through the GbE switch) is typically used to guarantee that the switch queue will not overflow and the processing workstations can handle the incoming data. Therefore, the indented star topology to be used for systems using the maximum throughput is one-to-one. On the other hand, for low-bandwidth applications, they can still use manyto-one.
E. UDP Payload Size
When using Ethernet jumbo frames, i.e., MTU = 9000 B, the UDP payload size will be less than 9000 B due to the overhead caused by UDP/IP headers and checksums. The maximum UDP payload in this paper is selected to be 8944 B in order to fit full OpenPET event words (4 B) in a single packet to avoid event fragmentation and leave some unused bytes to accommodate any unforeseen future upgrades or enhancements. The size of this UDP payload results in an Ethernet frame of 8986 B in length.
VI. CONCLUSION
We built a data acquisition implementation that can achieve 99.26% efficiency on GbE links using PAUSE frames, Netmap API for user space control of network card ring buffers, and a multithreaded application with synchronized queues. Moreover, a fail-safe mechanism is implemented for hardware that cannot sustain high-throughput data by detecting and terminating the data flow gracefully while still maintaining its integrity.
