Discussed is the structure of classical and quantum excitations of internal degrees of freedom of multiparticle objects like molecules, fullerens, atomic nuclei, etc. Basing on some invariance properties under the action of isometric and affine transformations we reviewed some new models of the mutual interaction between rotational and deformative degrees of freedom. Our methodology and some results may be useful in the theory of Raman scattering and nuclear radiation.
Degrees of freedom, kinematical and canonical variables, symmetries
We can consider a system of material points, let us say physically a molecule or perhaps even the atomic nuclei, subject to translational motion, rigid rotations and homogeneous deformations. By this we mean that the current positions of constituent particles in the physical space, analytically speaking its Euler coordinates, are related to the reference Lagrange coordinates a K by the formula:
where x i are coordinates of the spatial position of a distinguished point of the body, usually the centre of mass, and ϕ system of internal ones. It is convenient to use the quantities
so-called affine velocities respectively in spatial and co-moving representations. If g ij , η AB are metric coefficients respectively in the physical and material spaces (Euler and Lagrange metrics), then their corresponding doubled skew-symmetric parts,
may be interpreted as angular velocities. Obviously, the upper case indices in g and η refer to contravariant inverses of g ij and η AB , i.e.,
Usually, although not always, one uses orthonormal coordinates in which
Remark: unlike in (2), the skew-symmetric parts in general are not ϕ-related,
The equality holds if and only if ϕ is an isometry, i.e.,
Then Ω i j , Ω A B are respectively g-and η-skew-symmetric and coincide with the angular velocity in spatial and co-moving representations.
In certain formulae it is convenient to use the co-moving components of translational velocity,
The Green and Cauchy deformation tensors are respectively given by
and their inverses are as follows:
Warning: to avoid mistakes it is better not to omit the inverse label at C −1 , G −1 . Otherwise some confusions would be possible with the g-and η-shifts of indices. And again it is typical that those are different things and except some special situations the following non-equalities hold:
Having at disposal two pairs of twice covariant tensors (g, C), (η, G), we can construct two mixed tensors
and the corresponding basic deformation invariants,
The quantity I p for any other value of p is a function of the above ones. For non-deformed configurations the quantities G, C coincide respectively with η, g. Sometimes it is more convenient to use measure of deformations vanishing at the non-deformed configurations, so-called Lagrange and Euler deformation tensors,
Constructing from them the mixed tensors E, e, i.e.,
we can obtain new versions of basic deformation invariants Tr E p , Tr ( e p ) , p = 1, . . . , n.
They have the advantage of vanishing when there is no deformation; but of course there is nothing essentially new in them. They are some functions of (13) . Transformation groups and symmetries are very important for our analysis. Linear spatial and material transformations act on internal degrees of freedom as follows:
If A, B are isometries, i.e.,
then obviously I p are preserved by (17) :
this is just the reason they are called deformation invariants.
Affine velocities Ω, Ω suffer the following transformation rule under (17) :
Similarly
Euler velocity field in the physical space may be expressed in the following way through the quantity Ω i j ,
i.e., Ω i j is the gradient of y → v(y) in affine motion. Similarly,φ i A is related to the Lagrange velocity field,
Having in view analysis of equations of motion and first of all the quantization procedure, we must mention the basic concepts of Hamiltonian formalism. Canonical momenta conjugate to x i , ϕ i A , or more precisely dual to generalized velocitiesẋ i ,φ i A , will be denoted respectively by p i , P A i . In certain formulae it is convenient to use the co-moving representation of translational motion:
It is more convenient to use non-holonomic canonical momenta of internal motion conjugate to non-holonomic velocities Ω 
These quantities are referred to as components of affine spin with respect to the space-and body-fixed axes respectively. They are Hamiltonian generators (momentum mappings) of transformations (21) [1, 2, 4] . Left and right acting (in the sense of (21)) rotation subgroups SO (n, g), SO (n, η) are generated by the corresponding skew-symmetric parts,
i.e., by the canonical spin S and vorticity V (in Dyson terms [3] ). Warning (like in (6)): V A B are NOT (!) co-moving components of S, i.e.,
The mentioned duality between non-holonomic canonical momenta and nonholonomic velocities is meant in the obvious sense:
for all virtual velocities. In practical calculations, especially ones concerning problems with high dynamical symmetries, one uses special systems of generalized coordinates based on the polar and two-polar (singular value) decompositions.
Roughly speaking, the polar decomposition consists in representing ϕ as a product of linear isometry (orthogonal matrix) and positively definite symmetric matrix in that or that or opposite ordering; there are two versions of this decomposition.
More precisely, having two pairs of "metrics" (G[ϕ], η), (C[ϕ], g) for any internal configuration ϕ, we can express G[ϕ], C[ϕ] through normalised orthogonal principal axes,
In the generic case those axes are unique. Let us mention that in this way the ϕ-degrees of freedom split into three subsystems: two fictitious rigid bodies (given by principal axes of the Green and Cauchy deformation tensors and deformation invariants, i.e., pure stretchings λ a ). There is exactly one isometry
It is clear that
and
where
and positively definite. As mentioned, one can also write
and positively definite. It is well known that the polar decomposition in both versions is unique. Analytically this is just the factorization into the product of orthogonal and symmetric positive matrices. Diagonalizing the symmetric part one obtains the singular value decomposition, i.e., representation of ϕ as a product of orthogonal, positive-diagonal and again orthogonal matrices,
Using more geometric language, i.e., making a systematic distinction between the material space (Lagrange variables), physical space (Euler variables) and R n (deformation invariants), we would write that
In some formulae it is convenient to use variables q a , where
The fictitious rigid bodies L, R, i.e., attitudes of the main axes of inertia have their own angular velocities and canonical spin variables. "Spatial" angular velocities are respectively given by
Much more convenient are their "co-moving" representants:
The corresponding canonical spin variables are respectively denoted by
Canonical momenta conjugate to Q a , q a are denoted respectively by
Let us observe that Q a , q a , a = 1, . . . , n, are alternative measures of deformation invariants. The two-polar splitting is not unique. The invariants Q a or q a are indistinguishable "particles" on R and may be permuted; those permutations must be accompanied by multiplying the matrices L, R on the right by appropriate orthogonal matrices having in each row and column only zeros but one ±1. It is clear that ̺, τ coincide with spin and minus vorticity,
The pairing between canonical variables and velocities (holonomic and nonholonomic) is given by
Obviously,
Remark: do not confuse the above p a with translational moments conjugate toẋ a ; unfortunately, there are too few characters. When there will be a danger of confusion, canonical momenta conjugate toẋ a will be denoted by p(tr) a .
Deformation tensors are expressed by the following formulae:
In purely analytical matrix terms, when orthonormal axes are used and matrices of η, g coincide with the Kronecker symbol:
When some origin of Cartesian coordinate system is fixed in the physical space, by convention the point y = 0, we can also introduce the orbital and total affine spin with respect to that origin. We denote them respectively by
Their doubled skew-symmetric parts are respectively the "orbital" and "total" canonical angular momenta,
They are Hamiltonian generators of transformations
Similarly, (53) are Hamiltonian generators for the non-restricted transformations (55) with the general L, without the orthogonal constraints (56). However, one must always remember that unlike the absolutely defined transformations (17), (55) are always related to some fixed origin in the physical space and so are the quantities (54).
To finish with this kinematical introduction, let us quote the basic Poissonbracket relations finally following from
The most important of them read
If some function F does depend only on the configuration variables ϕ, but not on the generalized momenta, then
Non-quoted Poisson brackets do vanish. The system of Poisson brackets is very helpful when deriving equations of motion in the balance Hamiltonian form,
where F runs over some complete family of Jacobi-independent functions on the phase space.
Inertial properties and canonical symmetries
The summation of kinetic energies of constituents of our "molecule" results in the following expression:
where m is the total mass of the body and J AB are, roughly speaking, the co-moving components of inertial tensor, or more precisely, the second-order multipoles of the constant Lagrange distribution of matter in the space of Lagrange coordinates,
Here µ is the Lagrange co-moving distribution of mass, automatically constant in time; therefore, also m and J AB are constant in time. Incidentally, later on (the reasons will become clear after some additional remarks) it is convenient to express (64) in the form:
where J[ϕ] ij are spatial, therefore time-dependent, components of the inertial tensor, i.e.,
It is clear that (64) is invariant under isometries acting in the physical space (parameterized by Euler variables) and under the group O (U, J) preserving the fixed inertial tensor J. If J is isotropic in the sense J AB = Iη AB , we are dealing with the double orthogonal symmetry.
If we use the polar decomposition (35) and the corresponding "co-moving" angular velocity
then the expression for the internal kinetic energy becomes
where J η is obtained from J by the η-lowering of the second index,
Obviously, if orthonormal coordinates are used, there is no numerical distinction between matrices of J η and J. The first term in (69) is centrifugal one, the second represents the Coriolis inertial forces, and the third one describes the dynamics of pure deformations. If the body is doubly isotropic,
i.e., in orthonormal coordinates
then (69) becomes
Here the first two terms are centrifugal ones, the third one describes the Coriolis forces, and the last one is the kinetic energy of pure stretching. If we perform the Legendre transformation for the Lagrangian
T being given by (73), and use the variables
then (73) becomes
As seen from the very form of T tr in (64), the Lagrangian given by T tr alone, without the potential term V (x, ϕ), is non-physical in elasticity and condensed matter theory, because it predicts an incompressible expansion of the body. This is also seen in (76) where the interaction between deformation invariants is purely repulsive.
And at the same time there is some "aesthetic" drawback of (64) and the mentioned resulting formulae. Namely, in spite of the affine symmetry of degrees of freedom, the kinetic energy is not affinely-invariant in the sense of dynamics.
Kinetic energies, i.e., the metric tensors on the configuration space, invariant under the left or right affine translations are respectively given by the following expressions:
l are both constant and symmetric in biindices
There are no metrics which would be simultaneously left and right affinely-invariant and non-degenerate. The reason is that the affine group is not semisimple and contains the normal subgroup composed of translations.
There exist however some models of internal kinetic energy invariant simultaneously under the left and right action of the affine group. They are given by linear combination of second-order Casimir invariants:
where A, B are constants. The B-term is a merely secondary correction. The main structure is controlled by the A-term. It is not positively-definite and this property of the kinetic energy might seem embarrassing. It turns out however that at least for incompressible body the negative contribution to T int may encode the dynamics, without introducing any potential energy into Lagrangian or Hamiltonian. Such geodetic highly-invariant models may be often solved explicitly, analytically in terms of some well-known spatial functions on groups. In some situations they may be solved in terms of exponential functions on groups, at least to some extent.
There are also other interesting models where the total kinetic energy, including translational one, is invariant under the left-acting isometry group and right-acting total affine one. There are also models of opposite properties, invariant under the left-acting affine group and right-acting isometry one. Compare with (55) when this model is concerned. The model affinely invariant on the right may be interpreted as a very drastic discretization of the Arnold description of ideal fluid. In Arnold theory this was the Hamiltonian system on the infinite-dimensional group of all volume-preserving diffeomorphisms; in our model this is the finite-dimensional group of affine volume-preserving mappings. Such models may be useful when describing molecules and droplets of nuclear matter. It is interesting that models affinely invariant in the physical space may be also realistic and convenient in condensed matter theory. The point is that due to strong interactions and strong concentration of matter, molecules may be non-sensitive (in their kinetic energy terms); instead, they may "feel", e.g., the Cauchy deformation tensor as a metric object underlying the structure of kinetic energy. Incidentally, such situations are faced with, e.g., in solid state physics. The kinetic energy of electron is then based on the so-called tensor of effective mass, not on the usual metric geometry. Moreover, the tensor of effective mass may have various exotic properties, e.g., it needs not to be positively definite.
If we insist on positive definiteness, then it is interesting that when some phenomenological constants are appropriately chosen, then the left-or rightinvariant affine kinetic energies of the total motion (internal together with translational ones) may have the positive signature. And at the same time they have the structure admitting rigorous analytical solutions.
The kinetic energy invariant under spatial isometries but not under the larger spatial group, and simultaneously invariant under all material affine transformations, has the following form:
The kinetic energy invariant under spatial affine group and under material isometries (but not under a larger group of material, i.e., Lagrangian transformations) has the shape:
where in both formulae above m, I, A, B are inertial constants.
Obviously, the two last terms in both formulae (80), (81) are respectively equal to each other and different symbols Ω, Ω are used only for aesthetic reasons.
Let us remember the formula (65) and notice that (80), (81) may be written in the following suggestive forms, respectively:
If we use Lagrangians of traditional potential forms, i.e.,
then Legendre transformation may be written in any of the following equivalent forms:
there are also various mixed possibilities. Inverting these formulae, i.e., expressing velocities in terms of canonical momenta and substituting them to T , we obtain the kinetic terms T of Hamiltonians. We can admit also some potentials V (x, ϕ) and consider the total Hamiltonians. However, it turns out that if the body is incompressible, the kinetic term alone may encode the dynamics of elastic vibrations. This resembles the Maupertuis principle where the dynamics (including some hidden version of the potential energy) may be encoded in the metric structure of the configuration space, i.e., in some geodetic model.
The mentioned model of incompressible body predicts both the bounded motion (below some energy threshold) and unbounded one. The only obstacle comes from compressibility, which must be stabilised by some potential term preventing the body from the dissociation (splitting).
So, it is convenient to separate the isochoric motion from the pure compressibility. In the case of affinely-invariant dynamical models this is achieved by introducing on the real line R the centre of mass of the deformation invariants,
and the corresponding conjugate momentum,
These quantities have to do with the uniform dilatations. This is rather exceptional phenomenon and should be prevented by some potential V (q). As mentioned, other rotational and deformative modes of motion may be described in a satisfactory way by some geodetic dynamical models. Nevertheless, some potentials are also admissible. The most realistic of them are superpositions of binary and dilatational models:
the second term corresponds to the shear-like part of the motion. The next quantities to be used are Casimir invariants built of Σ, Σ, i.e.,
and of its trace-less parts, i.e.,
We need also the squared magnitudes of spin and vorticity,
but ATTENTION: those positively definite quantities are different when some deformation occurs!!!
The model of T affinely invariant in space but metrically invariant in the system of particle (Lagrangian variables) has the following form:
For the model of T isotropic only in space but affinely invariant within the body we obtain that
In other words we have respectively
Separating the dilatational motion and shear, we obtain respectively
These expressions become the doubly affine invariant model when we put I = 0, i.e.,
And similarly, they may be obtained from (99) when we substitute A → I + A and introduce in addition the mentioned V 2 -, S 2 -terms. Let us observe that S 2 , V 2 are constants of motion and on the level of variables
equations of motion may be solved in terms of exponential mappings on groups. One can also obtain such solutions when potentials V q 1 , . . . , q n (depending only on the deformation tensors) are admitted because S 2 , V 2 Poisson-commute with such terms. The difference appears only on the level of L, R-variables, less interesting for us.
Let us now quote the one-dimensional lattice aspects of the classical dynamics. They are interesting in themselves and are strongly related to the hyperbolic version of Sutherland integrable lattices (at least in the geodetic case). In the affine-affine version they have the following form:
In the explicit binary representation:
or in a more apparent way:
The lattice structure of the dynamics of deformation invariants is obvious.
For the affine-metric and metric-affine kinetic energies we have respectively
It is interesting that the Casimir invariant C(2) has the following form for the incompressible body:
neither q nor p enters here (no dilatational contribution to dynamics). It is very interesting to deviate for a while from the hyperbolic Sutherland lattices to their trigonometric analogues. Namely, if we consider a dynamical system on the unitary group U(n) and use again the analogue of the two-polar decomposition (40),
where L, R ∈ SO(n, R) are real-orthogonal and D is diagonal with complex unitary entries on the diagonal,
then for the combination of Casimir invariants controlled by constants A, B we obtain the kinetic energy
where A > 0, B > 0 and
The Lie-algebraic elements Ω, Ω are skew-Hermitian. The corresponding kinetic energy becomes then in the Hamiltonian representation:
(110) Separating explicitly the dilatational (q, p)-variables we obtain
Casimir invariant takes on the following form:
Let us notice an important role of the negative contribution to (105). It describes attraction and stabilises the vibrating regime of incompressible bodies. All contributions to (112) are positive. However, it does not matter in view of the circular topology of the q-variable and all q a -ones in general. Because then it is impossible to distinguish between repulsion and attraction.
It is very interesting that in (103), (104) the characteristic S 2 and V 2 terms appear. Those invariants of spatial and material rotations are very suggestive and resemble certain formulae appearing in the description of Raman scattering, rotational and deformative excitation of nuclear matter, especially on the quantized level. Let us also mention, one can suspect some physical interpretation in collective models, where both the S 2 and V 2 terms appear. They would contain highly symmetric affinely-invariant expressions controlled by A, B as above and in addition two orthogonal terms restricting the symmetry group to isometries in the physical and material space (in Euler and Lagrange variables respectively). In terms of velocities they would be given by the following phenomenological formulae:
Obviously, the third and fourth terms may be as well written as
The first term may be alternatively written in the form:
Similarly, the second one may be written as
Any of these forms may appeal to some intuitions and may be suggestive when properly read out. It is clear that after Legendre transformation (113) and its lower-noted alternative forms lead to expressions for the kinetic term of the Hamiltonian: It is also clear that the corresponding expressions for (117) will contain on equal footing both the terms proportional to S 2 and V 2 . Let us also mention that the dynamics for q a , p a , M 
To obtain the Poisson brackets for M , N one must use the brackets for ̺, τ from which M , N are built. In turn, the brackets for ̺, τ are implied by the commutation relations in the Lie algebra SO(n, R) ′ for SO(n, R) because ̺, τ are Hamiltonian generators of transformations acting on L, R in (40), respectively, the following ones:
where A, B ∈ SO(n, R). Those Hamiltonian generators are related to spin and vorticity variables as follows:
Therefore, after the Kronecker-delta shift of indices we obtain that
and finally,
Solving (in principle) equations of motion (118), (119), (120) and performing partially the inverse Legendre transformation, one obtains that
so, one can find (in principle) the time dependence of χ, ϑ and then the time dependence of L, R may be found by solving the following equation:
Quantum models
We are interested in studying physical phenomena in the micro-and nano-scale, where the quantized theory must be used. Roughly speaking, for quantum models the configuration space of internal/relative degrees of freedom may be identified with L 2 (GL(n, R)), a bit more rigorously with L 2 (LI(U, V )). Here LI(U, V ) denotes the manifold of linear isomorphisms of U onto V (usually the volume-preserving ones). Kinetic energies are usually based on some underlying metrics,
The corresponding Hilbert space of wave functions L 2 (Q, µ) consists of squareintegrable functions on the configuration space Q endowed with the canonical measure µ built of the metric tensor Γ. The corresponding scalar product is given by
where . If we take translational degrees of freedom into account, the corresponding measure α is given by
The binary decomposition (singular value decomposition) implies that
where µ denotes the Haar measures on the compact, connected and simply connected orthogonal groups SO(n, R).
If we wish to have to do with incompressible bodies, then the dilatation factor must be cancelled by the corresponding Dirac distribution,
When quantizing the "d'Alembert-like" models (76), it is more convenient to deal with the usual Lebesgue measure ℓ on the manifold of internal degrees of freedom,
Then, if we use the two-polar splitting, we have that
If translational degrees of freedom are explicitly taken into account, then in analogy to (134) we have that
It will be also convenient to write the Haar measure (136) in the abbreviated form analogous to (139), (140):
where now
Obviously, the measure λ is invariant under all transformations (17); similarly, α is invariant under (17) accompanied by all affine mappings acting on x i , i.e., on translational degrees of freedom. Unlike this, the Lebesgue measures ℓ, a are invariant only if the mentioned mappings are restricted to isometries.
In general, the procedure of Schrödinger quantization in a Riemannian manifold (Q, Γ) begins from introducing the operator of kinetic energy, proportional to the Laplace-Beltrami operator,
where ∇ µ denotes the operator of the covariant differentiation in the Γ-LeviCivita sense, along the µ-th coordinate axis. The operators ( /i)∇ µ and −( 2 /2)∆ are formally-self-adjoint, i.e., satisfy
if Ψ 1 , Ψ 2 are confined to some dense subdomain of L 2 (Q, µ) consisting of sufficiently smooth functions. Being differential operators, they are evidently unbounded. They are formally self-adjoint, because the Levi-Civita parallel transport does preserve the Riemann measure µ.
However, in general such a procedure would be extremely strenuous. It would be very difficult to avoid mistakes and even if avoiding them we would obtain some rather obscure, non-readable expressions. Fortunately, differential operators generating left and right regular translations in the configuration space, enable one to simplify the procedure in a remarkable way.
Namely, it may be easily shown that transformations of wave functions induced by the argumentwise action of (18) 
, unless the argumentwise action of transformations on Ψ will be accompanied by certain multiplicative correction factor built of the determinants of A, B in (18) .
Because of all that, the operators 
or rather their i -multiplies, are infinitesimal generators of "spatial" and "ma-
are operators representing affine spin with respect to the space-and body-fixed axes respectively. An important point is that no problems of ordering operators appear here. Namely, just due to the geometric interpretation of operators as generators of well-defined transformation groups, the ordering is exactly like in (146), (147).
Instead of fighting with formulae like (144) we simply write the following well-defined expression for the model of internal kinetic energy affinely-invariant both in the Euler and Lagrange variables:
just the automatic replacement of
For the models only isometrically-invariant in Euler variables and affinelyinvariant in Lagrange ones we obtain obviously the following operator of kinetic energy:
Obviously, the kinetic energy operator affinely invariant in Euler variables and only isometrically invariant in Lagrange ones can be obtained of course in the following dual form:
with the same meaning of inertial constants (152). The accompanying expressions for the operator of translational kinetic energy are given respectively by
where, let us remind, P(tr) i , P(tr) A are formally Hermitian operators of linear (translational) momentum as expressed in spatial (laboratory) / material (comoving) terms:
On the classical level we used the logarithmic dilatational invariant
and its conjugate canonical momentum
In quantized theory this momentum is represented by the following formally Hermitian operator:
It is interrelated to the shear parts of the affine spin (deviator) through the following formulae:
Just like on the classical level, one can perform a partial separation of shear (incompressible motion) and dilatations. Expressions for the operators of internal kinetic energy become then
where on the quantum level we mean that
(k factors) and
Sometimes, however, it is more convenient to write simply
where α, β, µ are given by (93) and again the operators C(k) are built according to the Casimir prescription,
k multiplicative factors. The quantized version of the model (113), (117) will be based on the following operator of kinetic energy:
In all those expressions for T there is no problem with the ordering of operators, just due to the geometric interpretation of the operators Σ What concerns (170) itself, this model is spatially and materially invariant only under the isometry groups. However, it has a nice structure because it is a superposition of two affinely-invariant terms and two additional ones which restrict this symmetry to a weaker one, namely isometric. Manipulations with phenomenological inertial constants enable one to control somehow those symmetry properties. After some calculations performed on (170), we obtain that
where α, β, µ, ν are some constants built of I 1 , I 2 , A, B, in analogy to (167), (168). It may be also convenient to represent the above expression as
where a, b, c, d are some new constants. In any case, the formula (172) may be also postulated as something primary, without the intermediary step (170), just as a natural generalisation/unification of (167), (168). Just as in the classical theory, spin and vorticity operators may be expressed in terms of their components with respect to bases co-moving with the L-and R-gyroscopes,
the ordering of variables as indicated. Due to the orthogonality of L, R it is clear that the following holds for the "magnitudes":
In geodetic cases, or with potentials V q 1 , . . . , q n built of deformation invariants, S i j , V A B are quantum constants of motion, i.e., they commute with the Hamiltonian H = T + V . It is not the case with r, t, however their squared magnitudes, being equal to those of S, V, are also constants of motion.
Just like in the classical theory, in certain quantum expressions it is convenient to use the following operators:
which enable one to perform a "partial diagonalization" of the kinetic energy. It is clear that for all geodetic models or more general dynamical models with potentials depending only on deformation invariants, the eigenvalues of orthogonal Casimirs of spin and vorticity
are "good" quantum numbers. In the physical three-dimensional case they are given respectively by
where s, j are non-negative integers,
It may be also shown [15, 18, 19, 20] that s, j may be non-negative integers and half-integers,
with the condition, however, that s, j are simultaneously integer or half-integer, i.e., (j − s) is integer:
This has to do with admitting some special kind of multivalued wave functions; the procedure suggested among others by Pauli and Reiss [13, 14] . The configuration space of internal degrees of freedom, originally identified with GL + (3, R), is then replaced by its universal covering manifold, i.e., the universal covering group GL + (3, R), which, by the way, is not a linear group (it does not admit any realisation in terms of finite-dimensional matrices).
There is an interesting message of formulae (162), (163), (167), (168), (171), (172), concerning the spectrum of radiation of objects described by T int as Hamiltonians of internal motion. More generally, this applies also to Hamiltonians of the form
i.e., ones with potential terms depending only on deformation invariants (scalar stretchings). Those spectral peculiarities appear, in particular, in phenomena like the Raman scattering, when the absorbed light gives rise to the internal excited states which decay through radiation witnessing about the splitting of internal energy levels. This splitting is imposed onto some system of background levels corresponding to the spectra of the first two terms in (162), (163), (167), (168), (171), (172) and is described by the terms proportional to operators S 2 , V 2 . As we know very well, in the three-dimensional physical space these operators have spectra (177), (178), under certain conditions (179), (180).
In expressions (162), (167) we easily recognise the rotational Raman splitting controlled by the quantity 2 s(s + 1). These terms correspond exactly to excitation of rotations in the physical space.
From this point of view the models (163), (168) describe something else, although the splitting has again the structure 2 j(j + 1). But this is not the quantized rotation. Instead, it is some part of the quantized deformative motion, i.e., some aspect of quantized deformations. The "rotational" expression 2 j(j + 1) is simply due to the rotation of squeezing, rotation of the deformation tensor. So, in spite of the 2 j(j + 1)-structure this is not any rotation of the "molecule" in space, this is rather something like the rotation of some external factors suppressing the "molecule".
In (171), (172) one deals simultaneously with both aspects: the quantized 2 s(s + 1)-rotation in space and the quantized 2 j(j + 1)-controlled deformation process. This might be something realistic, because in spectra of some microobjects one observes splittings of the 2 j(j+1)-type which cannot be interpreted as a quantized rotation in space.
In nuclear physics there appear terms of the type 2 I(I + 1), where I is an isospin. It is so even in elementary particles, where the mass formula of eight-fold way, obtained by Gell-Mann and Okubo for hadrons:
I denoting the isospin quantum number, Y is so-called hypercharge, and a, b, c are constants. This is particularly remarkable when we consider the model (111), (112) where GL(n, R) is replaced by U (n) is such a way that deformation invariants exp (q a ) are "compactified" to exp (iq a ). It seems that the invariance structure and symmetry groups are so fundamental for dynamics that they may lead to quite similar models in rather mutually remote areas of physical phenomena.
Incidentally, let us mention that the term linear in Y may have an analogue within our treatment, and namely if we admit in the formula for the kinetic energy some terms linear in generalized velocities. The only geometrically invariant ones are those proportional to TrΩ = Tr Ω, i.e., proportional to the operator p on the quantum level. Apparently, the terms proportional to velocities might seem exotic. Let us remind, however, that they appear in analytical mechanics of charged particles moving in magnetic field. We did not consider above such models with kinetic terms linear in velocities, nevertheless, it may be easily done.
Let us quote for the sake of completeness some formulae concerning quantum description. In n dimensions our wave functions may be expanded in the series
with the following meaning of symbols:
• Ξ is the set of equivalence classes of unitary irreducible representations of SO(n, R),
• N (α) is the dimension of the α-th representation class; as SO(n, R) is compact, N (α) is finite.
In the physical case n = 3, Ξ is in principle the set of non-negative integers, α, β are, just as above, denoted by s, j = 0, 1, 2, . . ., N (s) = 2s+1, N (j) = 2j+1, and the indices (m, n), (j, k) are considered as jumping by 1 from −s to s and from −j to j respectively, and D s , D j are standard expressions for unitary irreducible representations of SO(3, R). As mentioned, according to certain ideas by Pauli, it is possible to admit some two-valued wave functions Ψ, or more rigorously, wave functions defined on the covering group GL(n, R). This group is nonlinear, i.e., non-realisable in terms of finite matrices.
As mentioned, α, β (s, j) are "good" quantum numbers, so it is often convenient to use just the reduced amplitudes
In the physical case n = 3 this becomes
As mentioned, when two-valued wave functions are admitted SO(3, R) is to be replaced by SU(2) and in the above series only such terms appear that (j − s) is an integer. Obviously, the following eigenequations hold:
Traditionally one uses the convention that m, l are related to the eigenvalues of S 3 , V 3 , the third components of spin and vorticity:
Similarly, for the reduced amplitudes we have
In three dimensions, when D s mn are well-known functions found explicitly by Wigner, this means that the dependence of Ψ on "angular" variables L, R is in a sense explicitly known. And the action of differential operators occurring in our formulae is "algebraized". In two-dimensional space, n = 2, this is just expansion into Fourier series. In three dimensions we have
where S s , S j are matrices of angular momenta indexed by s, j. In the academic general case s, j would have to be replaced by some labels α, β. If n = 3, then S s , S j are standard matrices (2s + 1) × (2s + 1), (2j + 1) × (2j + 1) which are explicitly known and quoted in any textbook on quantum mechanics, e.g., one by Landau and Lifshitz [8] .
In explicitly matrix terms we can write
Differential operators r, t are algebraized as follows:
In certain formulae it is convenient to use the symbols −−→ S 
where the differential operator D λ is given by
Let us observe that unlike to what might be naively expected, the operator D λ involving differential operators ∂/∂q a is not the usual R n (physically R 3 ) Laplace operator. One can reduce it to such a form by modifying the dependent variable, Φ := P λ Ψ,
but the price is that an artificial amended potential
on the purely geodetic level. Then it is sufficient to admit potentials V (q) depending only on the dilatational parameter q = 1 n q 1 , . . . , q n .
The problem splits then into geodetic one on SL(n, R) and one-dimensional quantized oscillations in the q-variable. As usually one deals with almost incompressible (almost isochoric) motion, as V (q) some simple phenomenological model may be used, e.g., some potential well or "steep" oscillator. In metricaffine and affine-metric models, (203) is respectively modified by the following one, i.e.,
based on second-order Casimir invariants for the orthogonal group SO(n, R). In the physical case n = 3, they become 2 2µ s(s + 1),
with the previous meaning of symbols s, j.
In more hypothetical metric-metric models (171), (172) we are dealing with the following additive correction term:
Some qualitative remarks
It is well known that in typical complex objects like molecules, the structure of Raman spectra depends strongly on the mutual positions and splittings of excited energy levels of internal motion. In molecules a typical picture is as follows, cf. some pictures below based on [9, 16, 17] : (i) The main background is created by the system of electronic energy levels.
Usually they are analysed and approximately calculated on the basis of the Born-Oppenheimer approximation [9, 16, 17] . In principle the separation of those levels is such that the corresponding quantum transitions result in radiation on visible light.
(ii) Those levels are, as a matter of fact, bands consisting of systems of vibrational (deformative) energy levels. The frequencies of radiative transitions within those bands are placed within the range of visible light and near infrared electromagnetic field.
(iii) And finally, vibrational levels split into rotational ones. Here the resulting frequencies belong to the radio and infrared ranges.
This situation is often faced with but there are exceptions, when separations between energy levels of various types are comparable. Then one has to do with some resonance phenomena known as the John-Teller effect [9, 16, 17] . And even the very Born-Oppenheimer method may be non-applicable in such exceptional situations. In our model, when applied to molecules, fullerens and similar objects, the general picture and structure of energy levels and their splittings is a bit more complicated and not yet analysed sufficiently in quantitative and qualitative details. The splitting of electronic levels into vibrational and rotational ones has some additional peculiarities. Namely, spatial rotations are controlled by the quantum number s, but quantum deformations are described by two things: the spectrum of D λ and the quantum number j controlling the rotation of squeezing plane of the deformed object.
Moreover, it would be difficult to estimate the structure of splittings in nuclear dynamics, where, nevertheless, some interesting and nontrivial applications are expected.
In our model based on the high affine symmetry one may hope that some partial results may be explicitly obtained. Situation certainly will be much more difficult for more general models of lower dynamical symmetry. The next, more difficult step will follow when even on the level of kinematics we give up the affine model of degrees of freedom and more complicated deformation modes are admitted.
