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ABSTRACT
Swift, S. Hales PhD, Purdue University, August 2016. Implementing and Testing
a Panel-Based Method for Modeling Acoustic Scattering from CFD input. Major
Professors: Gregory A. Blaisdell and Anastasios S. Lyrintzis.
Exposure of sailors to high levels of noise in the aircraft carrier deck environ-
ment is a problem that has serious human and economic consequences. A variety
of approaches to quieting exhausting jets from high-performance aircraft are under-
going development. However, testing of noise abatement solutions at full-scale may
be prohibitively costly when many possible nozzle treatments are under considera-
tion. A relatively efficient and accurate means of predicting the noise levels resulting
from engine-quieting technologies at personnel locations is needed. This is compli-
cated by the need to model both the direct and the scattered sound field in order
to determine the resultant spectrum and levels. While the direct sound field may
be obtained using CFD plus surface integral methods such as the Ffowcs-Williams
Hawkings method, the scattered sound field is complicated by its dependence on the
geometry of the scattering surface—the aircraft carrier deck, aircraft control surfaces
and other nearby structures.
In this work, a time-domain boundary element method, or TD-BEM, (sometimes
referred to in terms of source panels) is proposed and developed that takes advantage
of and offers beneficial effects for the substantial planar components of the aircraft
carrier deck environment and uses pressure gradients as its input. This method is
applied to and compared with analytical results for planar surfaces, corners and spher-
ical surfaces using an analytic point source as input. The method can also accept
input from CFD data on an acoustic data surface by using the G1A pressure gradi-
ent formulation to obtain pressure gradients on the surface from the flow variables
xxvii
contained on the acoustic data surface. The method is also applied to a planar scat-
tering surface characteristic of an aircraft carrier flight deck with an acoustic data
surface from a supersonic jet large eddy simulation, or LES, as input to the scattering
model. In this way, the process for modeling the complete sound field (assuming the
availability of an acoustic data surface from a time-realized numerical simulation of
the jet flow field) is outlined for a realistic group of source location, scattering surface
location and observer locations.
The method was able to successfully model planar cases, corners and spheres with
a level of error that is low enough for some engineering purposes. Significant benefits
were realized for fully planar surfaces including high parallelizability and avoidance
of interaction between portions of the paneled boundary. When the jet large eddy
simulation case was considered the method was able to capture a substantial portion
of the spectrum including the peak frequency region and a majority of the spectral




1.1 Motivation in the Context of Naval Air Operations
Despite changes in technology and new threats from nation states that have de-
veloped substantial anti-carrier capabilities, the aircraft carrier remains an important
component of United States projection and use of military power throughout much of
the world. According to a recent article on the future of the aircraft carrier, carriers
provide crucial flexibility in air operations as well as the ability to defeat air, sea and
land based opponents. It might be added that carriers provide a base of air oper-
ations without the need to negotiate the legal status of forces sited in foreign territory.
Critical to the meaningful operation of an aircraft carrier strike group is the func-
tion of the carrier itself as a base for air power operations. Thus, the consistently
successful and safe launch and retrieval of aircraft from the carrier is among the most
important processes that needs to be considered as part of the employment of a car-
rier force. One of the ongoing difficulties in aircraft carrier flight operations is that
of protecting the hearing of those engaged in flight operations close to high perfor-
mance aircraft. Personnel working in proximity to high-performance aircraft such
as those seen in figure 1.1 may receive levels of sound as high as 130-150 dB, while
furnished with hearing protection that provides only 30 dB of attenuation when worn
properly [1]. The resultant exposure received by deck personnel has the unfortunate
consequence of leading to hearing losses in many cases, burdening personnel with
disability and the armed services with an ongoing responsibility of care. The dollar
amounts spent on veterans’ disability benefits, with hearing as the primary disabil-
ity, reached values as high as 800 million dollars per year in 2005 [2, 3]. In general,
2
but especially in the present budget-constrained economic environment, losses of this
magnitude demand a solution.
Figure 1.1. Crew members aboard the French aircraft carrier Charles de
Gaulle working in close proximity to an F/A-18, by US Navy photographer
[4].
1.1.1 Jet noise reduction techniques
A variety of methods to attenuate sound from jet engines have been considered
in response to this and related noise problems. In commercial aviation the desire
to reduce community noise exposure has helped drive the adoption of high bypass
ratio jet engines, which reduce noise by decreasing the maximum velocity of flow
exiting the jet, while increasing the total flow. Improving mixing in the jet flow has
been noted to lead to noise reductions and a number of investigations of noise con-
trol techniques for jets have considered methods to enhance jet mixing [5]. Including
chevrons in the nozzle has been shown to reduce noise from turbulent combination
of the streams by helping to promote advantageous mixing of the jet and fan stream
with the free stream [6–8]. Corrugations may also help reduce noise from large scale
3
structures [9,10] by producing internal counter-rotating vortices to enhance the mix-
ing of the higher speed primary (core) flow with lower speed secondary flow. The
inclusion of tabs can affect the noise produced by jets via a number of different pro-
duction mechanisms [11, 12]. Manipulation of the flow through the use of fluidic
inserts has also been considered as a possible means of quieting acoustic emissions
from jets [13–15] as have beveled nozzles [16, 17]. Quieting of jets through the in-
jection of water droplets has been investigated as well [18]. Though more applicable
to inlet noise than jet exhaust noise, acoustic liners have been employed in order to
quiet duct modes [19]. Tilting of the jet co-flow relative to the core flow has also been
considered as a noise reduction method [20]. It should be emphasized that this is by
no means an exhaustive list, but only a few characteristic examples of approaches to
reducing noise from jet engines.
1.1.2 Noise prediction problem
Other related techniques or novel approaches to the problem of developing quieter
jets without appreciable loss of thrust will undoubtedly be developed. In attempting
to develop such noise reduction solutions a capacity to inexpensively predict the levels
of resultant noise at personnel locations is highly desirable if not an essential tool.
Experiments tend to be expensive and are not typically conducted in a setting that
precisely mimics the acoustic environment of typical carrier operations. Due to ad-
vances in calculation techniques and computing, the flow physics of an exhausting jet
can, in many instances, be effectively calculated by the use of large eddy simulation
(LES). If the calculation domain is chosen to include the region of sound production
then the effects of the jet noise sources can be meaningfully captured in terms of the
flow variables on a data surface surrounding this region. On this acoustic data surface
(ADS), pressure, density and velocity data are recorded through time. If all noise
sources can be presumed to be enclosed within the surface the sound field can then
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be calculated anywhere outside of the data surface via the Ffowcs-Williams Hawkings
method as suggested by Lyrintzis [21]. The Ffowcs-Williams Hawkings method [22]
was implemented computationally by Farassat [23]. Calculation of noise at personnel
locations is, however, a more difficult problem, as it includes the presence of both
direct and scattered sound paths. While the direct sound component can be calcu-
lated at points outside the region of sound generation with relative ease, the scattered
component may involve reflections from the deck, the aircraft and other structures
placing it, in general, beyond the reach of an analytic solution.
While the structure of the deck environment is complicated it also has certain
highly consistent components. The most prominent of these is the presence of a pla-
nar region of considerable size—the runway itself. A scattering method that is to be
efficiently applied to a jet scattering case should be able to meaningfully capitalize
on this feature or it is likely to be surpassed in efficiency by one that does. The
symmetry plane can reasonably be exploited in a variety of different ways yielding
different advantages depending on the particular choices made.
1.2 Purpose of This Work
This dissertation will propose a method of calculating scattering which allows
an improvement in the efficiency of the scattering calculation when significant planar
surfaces are present. This then can allow the calculation of the total sound field, both
direct and scattered, that is received at observer positions typical of personnel loca-
tions. The method that is developed makes primary use of source panels with single
centrally located control points. The method employed gains efficiency by avoiding
calculations entirely between coplanar panels. This leads to significant performance
gains as well as potential improvements in stability for purely planar surfaces.
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The direct sound is calculated using the Ffowcs-Williams Hawkings Method (FW-
H) which was implemented algorithmically by Farassat [22,23]. This integral acoustics
method allows the calculation of the direct sound field anywhere outside of the ADS
due to the sources enclosed by the ADS provided that the propagation is linear out-
side of the presumed source region. In order to accomplish this the acoustic data
surface (ADS) variables—pressure, density and the three components of velocity—
are provided and quantities derived from these primitive variables are integrated over
the acoustic data surface and their influence at a field point outside of the surface
determined. The present scattering method uses pressure gradients normal to the
scattering surface as input to the scattering model. The G1A method developed
by Lee et al. [24] allows for calculation of the acoustic pressure gradients using the
same ADS variables that are needed for Farassat’s formulation of the Ffowcs-Williams
Hawkings method.
Thus this scattering method allows the prediction of the complete sound field in
a region of interest—including both direct and scattered sound components—with
ADS information from a large eddy simulation of the jet noise production region and
atmospheric conditions as the only input to the integral acoustic methods and the
geometry of the scattering bodies as the only necessary geometrical input as shown in
figure 1.2. Here pressure, density and velocity information stored on an acoustic data
surface serve as input to integral acoustics methods that predict the direct sound and
pressure gradients (or acoustic velocity fluctuations). These are then used by bound-
ary element or equivalent source methods, which model the scattered sound field.
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I Start with a solution of the propagation equation—simple
sources, dipoles, etc, and a source of impinging gradients
I Place sources on or within the boundary and choose source
strengths to satisfy prescribed boundary conditions
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Figure 1.2. Configuration for prediction of acoustic sound field—an acous-
tic data surface represents the sourc , integr l acoustic methods predict
direct sound field and pressure gradients, ESM or BEM give the scattered
sound field.
1.3 Outline
This thesis will commence with a review of methods used to calculate acoustic
scattering. Relevant analytic and numerical methods will be discussed with some
consideration of their merits and limitations in the first chapter. The method under
consideration in this work will then be derived in Chapter 2. The method will then
be applied to a variety of test cases in Chapter 3 including application to planar
regions, corners and spheres using analytic gradient inputs. For a planar region,
using numerical input (via G1A pressure gradient formulation) from an acoustic data
surface obtained from a large eddy simulation of an exhausting jet will be studied.
Validation results for the implementation of the G1A method used in this work will
also be shown. The performance of the method will be discussed in light of the results
in the previous sections in Chapter 4 and recommendations for future work will be
made in Chapter 5.
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1.4 Review of Scattering Methods
1.4.1 Overview
A number of methods have been employed in predicting acoustic scattering. A
brief graphical representation of these methods is presented in figure 1.3. Five main
families of approaches have been considered in acoustic scattering problems, these
include:
1. finding an analytic solution appropriate to the problem domain and scatterer
geometry;
2. modeling the scattering using ray tracing methods;
3. including the complete acoustic domain in a computational fluid dynamics
calculation. A division could also reasonably be made between approaches that
are enacted in the time domain versus those enacted in the frequency domain;
4. representing the scattered field using equivalent sources and enforcing the
boundary condition using control points at the boundary of the applicable do-
main (the equivalent source method); and
5. formulating the problem as a boundary integral equation with solution in
terms of the boundary element method.
In both time and frequency domain methods various forms of filtering or regular-
ization may be employed in seeking for a stable and/or accurate solution. Each of
these approaches necessarily has certain benefits and limitations that may make a
particular method appropriate in some circumstances and inappropriate in others.
8




Figure 1.3. Diagrammatic representation of families of scattering meth-
ods.
1.4.2 Analytic methods
Analytic methods may be available depending on the complexity of the domain
of the scattering problem under consideration. Analytic methods entail finding an
exact mathematical solution to the underlying acoustic propagation and scattering
equation. Some of the more fundamental solutions form the basis of the numerical
scattering techniques which will be discussed in this section. For example, the simple
source is the analytic solution for a point pressure source of a given strength radiating
into free space under linear acoustic propagation. The uniformly radiating panel is
simply the integration of that source along a finite two-dimensional region and its
radiation pattern in free space.
Acoustic scattering can sometimes be modeled by means of an analytic solution
via the method of images. In the method of images, the scattering of a real source
by some solid object with an appropriate symmetry type is modeled by the inclusion
of one or more image sources that together with the real source satisfy the bound-
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ary condition at the physical boundary without imposing any additional non-physical
boundary conditions. For example, one might consider a single source in a semi-
infinite space. The zero normal pressure gradient boundary condition can be satisfied
automatically along the symmetry plane by including an image source positioned
with bilateral symmetry to the real source with regards to the scattering plane. This
approach can be taken with spaces that include some natural fraction of the space
bounded by two semi-infinite planes, where the source is located on the bilateral sym-
metry plane between the two scattering planes. For this case, if the planes partition
off 1/n of the space then the internal angle between the two scattering planes is given
by θ = 2π/n, n ∈ N+, where N+ signifies the positive natural numbers (or equiva-
lently the positive integers), and n−1 image sources and the original source complete
the model of the system for a total of n sources as shown in figure 1.4. This approach
can also allow spaces with an even value of n without the restriction that the source
be placed on the symmetry plane between the physical scattering surfaces.
Figure 1.4. Source (black circles)-scattering plane-image source (red cir-
cles) configurations in which the space is divided into n rotationally sym-
metric partitions. The infinite planar surfaces are truncated for display.
Analytic solutions of scattering are also possible when the domain is such that it
can be addressed using separation of variables. However, this results in a series solu-
tion of infinitely many terms in most non-special cases. A number of such solutions
have been catalogued [25]. Solutions exist, for example, for disks and ellipsoids [26].
For scatterer geometries where there exists a continuous symmetry (either rotational
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or translational) a conformal mapping can be found that allows the Helmholtz equa-
tion to be attacked using separation of variables with a resultant infinite series solu-
tion. For example, scattering of plane waves by finite axisymmetric bodies [27] and
irregular infinite cylinders [28] may be treated in this manner. However, for a general
scattering case separation of variables is not possible and an analytic solution cannot
be found and utilized. Analytic solutions are nevertheless valued as benchmarks for
testing more general methods and are quite useful when they can be found and ap-
propriately applied.
1.4.3 Ray tracing
Ray tracing methods have also been considered in aeroacoustic applications such
as the calculation of scattering from an aircraft fuselage [29]. Acoustic ray tracing
methods use an approach similar to that taken with geometrical optics to predict
acoustic scattering from solid surface reflections. These methods are most effective
for scenarios where the acoustic wavelengths of interest are small relative to the length
scales of both the scatterer features and any flow field non-uniformities. The method
is able to handle moving flow. However, it is not able to predict diffraction phe-
nomena and so may be inadequate for predicting sound in the acoustic shadow zone
region or “zone of silence” where an unobstructed straight ray path from source to
observer does not exist. The geometric theory of diffraction can, however, be used to
supplement for this deficiency.
1.4.4 Computational fluid dynamics (CFD)
Computational fluid dynamics (CFD) methods have also been considered for
acoustic propagation [30, 31]. These include finite volume [32, 33], finite difference
[34–37] and finite element methods [38, 39]. Though sometimes applied to propaga-
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tion problems the expense of such a use typically dictates that CFD methods be used
in the calculation of fluid flow behavior in the hydrodynamic near-field as a first step
to determine the flow solution on an acoustic data surface which will then be used for
the calculation of the sound field due to the enclosed sources using integral acoustic
methods [21].
Difficulties sometimes associated with the use of these methods include the need to
use numerical methods with sufficiently little dissipation to preserve acoustical signals
within the computational domain and problems in adequately representing bound-
ary conditions. Spurious reflections from the edges of the computational domain or
inappropriate boundary representation at solid surfaces can both lead to defective
solutions and are the subject of continuing research. Solutions have included efforts
at developing non-reflecting boundary conditions, or the use of an acoustically ab-
sorptive sponge zone at the end of the problem domain [31,36,40–45].
The use of finite elements in frequency domain acoustic scattering prediction
(Helmholtz equation) is reviewed by Thompson [46]. Such methods have been used
to successfully solve interior problems. They have also been used to solve exterior
problems, however, their effectiveness and ease of application has been limited by the
availability of non-reflecting boundary conditions that prevent spurious reflections of
sound from the edges of the computational domain. Finite element methods have
recently been used for aeroacoustic calculations in rotating domains [47].
1.4.5 Boundary integral equations and boundary element methods (BIE/BEM)
One of the better developed approaches to modeling acoustic scattering is to
formulate the scattering problem as a boundary integral equation (BIE) and then
to discretize and solve the resultant integral equation using the boundary element
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method (BEM). The idea of such an approach is that one chooses a function or set
of functions which is a solution of the governing equation in free space (typically a
radiating solution—one that manifests a decay of amplitude with distance from the
source—for an exterior problem) and places a set of these functions on the boundary
of the scattering surface. These functions are then used to satisfy the boundary condi-
tion by selecting the source strengths. Such Green’s functions are available for both
quiescent and uniform flow, but not for most more complicated flow fields. When
such a Green’s function is available, it already manifests the appropriate propagation
behaviors in free space because it is a solution of the governing equation. Thus, if
such functions are selected so as to satisfy the boundary condition exactly then their
radiated field will precisely match the desired scattered field for the boundary con-
dition in question. This can be done in either the frequency domain, in which case
the equation under consideration is the Helmholtz equation, or in the time domain
in which case the equation under consideration is the wave equation.
Frequency domain BEM
Chen et al. [48] suggest what is effectively a frequency domain boundary integral
method based on the idea of a surface being composed of a number of finite pis-
ton heads. Amini and Harris review the development of various species of boundary
element methods in the frequency domain [49]. The most elementary of these meth-
ods, the Surface Helmholtz Equation (SHE) involves using a single layer potential (a
single closed surface containing some distribution of sources) where the solution is
found in terms of source strengths of the boundary elements. This method suffers
from non-uniqueness and associated ill-conditioning at frequencies corresponding to
internal fluid resonances of the scattering body. Therefore, if there is an internal fluid
resonance the magnitude of the sound wave being propagated internally is chang-
ing, so that the source strengths must differ from one period to another in order
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to properly maintain the boundary condition. Thus for such frequencies there does
not exist a unique set of source strengths that satisfy the boundary condition. The
non-uniqueness problem is sometimes dealt with by including the interior Helmholtz
functional relation in the system of equations to be solved (resulting in the well-
known Combined Helmholtz Integral Equation Formulation (CHIEF) approach of
Schenk [50]) or through taking the normal derivative of the SHE and combining it
with the SHE as in the approaches of Burton and Miller [51]. The CHIEF approach
suffers from the lack of a systematic procedure for choosing the number of interior
points to add or where to place them for an arbitrary scatterer geometry, thus lim-
iting ease of use for this method. The Burton-Miller approaches tend to have lower
condition numbers (meaning that the solution changes less in response to a perturba-
tion of the input—larger numbers suggest greater inaccuracy will result in response
to numerical input errors), but involve greater computational complexity and expense.
While the typical boundary element methods are effective when avoiding inter-
nal resonances, they can be computationally expensive for large problems. If using
a direct method of solution O(N3) operations are needed to solve the dense non-
symmetric system of equations that results from the formulation. This must be
repeated for each frequency of interest. The solution effort can be reduced to O(N2)
operations through the use of iterative solvers. The fast multipole boundary element
method (FM-BEM) allows still greater acceleration for these problems. Shen and
Liu [52, 53] employed this method which reduces the computational expense for the
iterative solution to O(N), greatly improving the scalability of the problem. They
also couple a Burton-Miller approach with an adaptive multipole boundary element




The time domain boundary element methods have also been explored with good
results. Typical time domain boundary element methods require O(N2) operations
per time step in order to calculate the contributions from other boundary element
sources at each control point. If neighboring elements are sufficiently close to one
another to interact at the time level being calculated the solution of a linear system
of equations will be necessary. If direct methods are used this will entail O(N3) op-
erations. Additionally, if direct methods are employed, because the coefficients to be
solved in the linear system remain the same it can be productive to factor the system
once (at an initial cost of O(N3)) and apply the factorization on each time level to
reduce the cost per time step to O(N2). The sparse nature of the system of equa-
tions required by same time level interaction may allow for more efficient factorization
methods. Alternatively, direct methods can be avoided in favor of iterative methods
such as the conjugate gradient method. With such methods the dominant component
of expense per time step is likely to be O(N2) operations required for propagation
from panel to panel rather than the linear system solve. Bluck and Walker [54] follow
this approach in implementing a time domain method with isoparametric elements
and optional same time level interaction available (but not always required) via a
linear system solution. Bluck and Walker further provide results for spheres and
sphere-cone-sphere geometries.
As with many other time-stepping methods the possibility of numerical instability
exists. One of the challenges in the implementation of time-domain boundary integral
methods is that exponentially growing high frequency oscillations may develop over
longer intervals of time. Bluck and Walker note that their method does not seem
to manifest instability in at least one major mode of operation (including same time
level interaction, which they term implicit). Ergin, et al. [55] also succeed in obtain-
ing a stable time domain method using a Burton-Miller formulation [51], which they
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conclude prevented instability by avoiding the development of internal modes within
the region enclosed by the scattering surface.
Various descriptions of the mechanisms of instability in the time-domain acoustic
scattering problem have been given. Bluck and Walker cite Rynne [56] in saying that
the time derivative approximation chosen is quite important to the stability of the
results. One particularly cogent description is given by Chappell, et al. [57]. Sum-
marizing their argument with some commentary, the acoustic scattering equation “is
known to admit nontrivial solutions for a set of discrete resonant wavenumbers”. By
itself internal resonances are not a problem for a time-domain method provided that
the boundary condition is perfectly maintained. However, it is impossible to per-
fectly maintain the boundary condition. Discretization errors ensure that there will
be some imperfection in the representation and ultimately that the boundary will be
somewhat leaky, allowing some portion of the sound from within a closed reflecting
boundary to escape into the outside environment. Thus the resonant modes may
become an issue depending on their magnitude and the degree of imperfection in the
boundary condition representation and enforcement. Discretization error also allows
some of the resonant modes to grow exponentially—i.e., in the complex plane their
associated poles are in the right half plane after discretization, whereas before dis-
cretization all lay along the imaginary axis. The discretization error tends to be more
severe at higher frequencies so there is a high likelihood that, if supported, a higher
frequency mode will prove unstable. Seemingly contrary to the conclusions of Bluck
and Walker, this does not seem to be an issue of implicit versus explicit time advance-
ment schemes so much as sufficiently accurate approximation of the time derivative
to avoid manifestation of unstable high-frequency modes.
A second discussion of high-frequency instability that is of interest to this work
is given by Davies and Duncan [58]. They consider at one point that if panel length
scales are substantially larger than the product of the time step size and the speed
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of sound and if the panels (or boundary elements) are being evaluated in terms of
a single point, then the effects on a panel that should extend over a larger number
of time steps are allowed to instead affect it at two time steps at most. This leads
in effect to an unphysical concentration of the influence of one panel on another in
time and can lead to a situation where two panels are able to engage in a high fre-
quency positive feedback loop with one another. These modes tend to be not only
high-frequency in time but also in space. The spatial high-frequency “chequerboard”
nature of these modes may allow them to have higher directivity and may enhance
interaction between more widely separated parts of a scattering surface than would
ordinarily be the case for lower frequency modes.
The O(N2) operations per time step (resulting in O(NtN
2) operations for a case
of Nt time steps) required for propagation between panels or boundary elements using
normal time domain boundary element methods can lead to limitations in terms of
the number of elements that can be plausibly included. The use of plane wave approx-
imations as a means of accelerating the boundary element method—a time domain
approach similar to the use of the fast multipole method in the frequency domain—
has been investigated and found to significantly reduce computational costs for large
simulations. Ergin, et al. [59] demonstrate an algorithm that uses a two level plane
wave acceleration method to obtain a complexity of O(NtN
1.5 logN). Shanker et
al. [60] indicate that for a multiple level algorithm efficiency can be increased so that
expense scaling as O(NtN log
2N) is possible. Hu [61] also uses an Burton-Miller type
BIE formulation accelerated with a time domain propagation and distribution algo-
rithm to achieve a computational cost per step of O(N1.25) and thus O(NtN
1.25) for a
complete simulation. Hu also used GPU execution to speed up the calculation. Bruno
and Kuzansky [62] propose a method that allows for both a fast (O(NtN
6/5 logN)
to O(NtN
4/3 logN) depending on the nature of the surface) and high-order accurate
solution. See also the work by Wolf and Lele [63] which deals with fast algorithms.
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1.4.6 Equivalent source method (ESM)
The equivalent source method (ESM) is similar to the boundary element method
in that acoustic scattering is simulated through the maintenance of a boundary con-
dition using some set of sources whose strengths through time are determined so as
to satisfy the boundary condition. The ESM differs materially in that the sources
need not be kept at the surface as is done with the boundary element method and
the number of sources need not be equal to the number of control points. Further
there may be more than one type of source used to satisfy the boundary condition
and thus represent the scattered sound field. The equivalent sources are generally
contained within the simulated scattering surface, while the surface boundary con-
dition is maintained at control points on the surface. The potentially fewer number
of control sources used in the equivalent source method leads rather directly to one
of the equivalent source method’s main advantages—the propagation calculation in-
volves fewer than the O(N2) calculations required for the boundary element method,
requiring instead O(MN) where M is the (often significantly lower) number of sources
and N the number of control points. Indeed the use of a larger number of control
points than sources is often seen as contributing to stability. The solution of the resul-
tant over-determined linear system of equations is often obtained using singular value
decomposition, which in general costs O(NM2) operations for initial calculation. Ad-
ditionally, the final propagation to the observers is O(MP ) where P is the number
of observer points allowing easy (and, if desired, parallel) calculation at any point of
interest outside the scattering body. The propagation to the final observer position is
once again typically less demanding than when the boundary element method is used.
Frequency domain ESM
As with boundary element methods both time and frequency domain equivalent
source methods can be formulated. Within the set of frequency domain methods a
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good deal of diversity exists in both the number and type of sources employed [64].
This methodical diversity includes on one extreme a single point multipole with a
theoretically infinite number of terms (taking advantage of the completeness of the
spherical wave functions) and on the other includes a potentially infinite number of
simple sources enclosed within a surface, and includes all of the variants in between.
These varying methods each pose a variety of advantages in terms of theoretical cer-
tainty or uncertainty of a converged solution, stability and efficiency. Depending on
the number and nature of the sources chosen it is by no means certain that a unique
solution will exist in all cases, although a unique solution may not always be required.
For the single point multipole both uniqueness and stability are assured due to the
single point of origin for emitted sound and the resultant impossibility of a positive
feedback loop in the absence of interaction. When equivalent sources are kept on a
closed surface within the scattering surface (often called an “auxiliary surface”) there
is the possibility that a unique set of complex source strengths that will satisfy the
boundary conditions may not exist at frequencies for which the fluid body enclosed by
the auxiliary surface has an internal resonance. The similar problem in the BEM has
led to a number of variants of the frequency domain BEM that apply constraints to
the interior domain as well as the exterior domain in order to control internal modes.
The use of multipoles of various orders as well as monopoles may enable a superior
balance between computational efficiency and accuracy of scattering predictions to
that which is possible using only monopole (simple) sources [65]. One notable fre-
quency domain ESM example is NASA’s Fast Scattering Code (FSC) [66, 67] which
allows the solution of a scattering problem in the presence of a uniform flow. They
opt to solve the linear system using Hermitian matrix techniques which solve the
resultant system of linear equations in O(M3) operations, where M is the number of
sources employed, instead of the more expensive singular value decomposition which




Time domain equivalent source methods have been applied to sound radiated from
a source in proximity to a solid surface and have been examined both with equal and
lesser numbers of equivalent sources to the number of control points utilized. They
have also been employed with interaction at the same time level of calculation al-
lowed (requiring a linear system solve to determine the source strengths, thus often
called implicit) and without such interactions (avoiding a linear system solve, often
called explicit) [68]. They have been applied by Lee et al. [24,69–72] to the scattering
of sound in the time domain. Problems addressed using this approach include the
scattering of sound by spheres, inclusion of the effects of a uniform flow, scattering
of sound by rotocraft and coupling the method to an acoustic data surface using the
G1A acoustic pressure gradient formulation of Lee et al.. This latter development has
enabled the use of LES data as input to an acoustic scattering problem formulated
in terms of pressure and pressure gradients.
The time domain equivalent source methods are susceptible to some of the same
difficulties encountered in the time domain boundary element methods as well as
some of the difficulties that affect the frequency domain methods. For example, high
frequency oscillations exponentially growing through time may occur. In propagation
schemes using singular value decomposition one remedy that has been demonstrated is
limiting the singular values that are included in the determination of the time-varying
equivalent source strengths. This has the beneficial effect of filtering out exponen-
tially growing high frequency modes, but also has the detrimental effect of reducing
the magnitude of the scattered field as it introduces an artificial loss mechanism into
the scattering calculation. Additionally, the positioning of the equivalent source sur-
face within the control point surface can affect both stability and accuracy [68]. This
may result from the same problems with unstable internal resonant modes that occur
in boundary element methods. Related problems occur in frequency domain equiv-
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alent source methods for the resonance frequencies of the volume enclosed by the
source surface if the surface is closed. These resonance frequencies may occur with
the time domain method at the same frequencies and wavelengths for which non-
uniqueness occurs in the corresponding frequency domain method [64]. In some cases
these effects may be blunted due to the separation of the equivalent source surface
from the control point surface, but the problems remain. Also, Swift, et al. [73] found
that time domain equivalent source methods can exhibit instability in the absence of
a closed surface, though the usage of the method in this case was unusual as neither
the scattering surface nor the equivalent source surface were closed.
Additionally, the necessity of determining several user defined parameters com-
plicates use of these methods. The questions of where to position the equivalent
source surface, what classes of sources to use (monopoles, dipole, quadrupoles, etc.)
and what value to choose for the singular value cutoff parameter (if this technique
for stabilization is used) are not trivial, may be problem-specific and may introduce
significant added complexity to the use of these methods. A systematic method
for determining optimal values and choices for these otherwise user-specified choices
would significantly increase the ease of use of these methods.
A search of the research literature for accelerated equivalent source methods sim-
ilar to those used in the fast multipole boundary element method (in the frequency
domain BEM) or plane wave acceleration (in the time domain BEM) was fruitless.
There does not seem to be any reason in principle that such techniques could not
be applied to the equivalent source method. If they could be combined the resultant
technique could be assumed to combine the benefits (and also likely the detriments)
of both methods—leading potentially to the possibility of solving larger problems
that might scale as a mild function of the often smaller number of equivalent sources,
but perhaps complicating the questions surrounding the user-defined parameters even
further. However, lacking examples of such methods in the literature or a proposed
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formulation, comments on the potential utility of such developments remains specu-
lative.
In both time-domain boundary element methods and equivalent source methods
the exponentially growing high-frequency oscillations present a potential problem.
One approach which has been suggested to address this difficulty is filtering [58, 68].
The high frequency oscillations are also necessarily short wavelength oscillations lead-
ing to “chequerboard modes” which might be appropriately addressed using either
spatial or temporal filtering or perhaps some combination of the two. However, care
must be taken in the choice of filtering methods or spurious low frequency instabilities
may be introduced into the system to replace the remedied high frequency instabili-
ties [58]. Intuitively, it may be possible to control wavelengths that are short relative
to panel length scales (in the BEM) by including multiple control points on a single
panel as this would introduce a sort of a spatial averaging that would attenuate wave-
lengths short relative to the panel length scale. Similarly, the ESM has shown some
stability benefits when significantly higher numbers of control points than equivalent
sources are used, possibly pointing to the same effect [69].
Further discussion of stability in these and related time domain methods methods
are highlighted in [56,57,64,74–77].
1.5 Method Under Consideration
The method presented in this work was originally envisioned as a modification
of Lee’s method [69]. That is, as a time-domain equivalent source method but with
coincident source and control points. The use of coincident source and control points
is beneficial for surfaces with a substantial planar component and assures stability for
perfectly planar scatterers. Planar scattering cases are not necessarily stable when
using equivalent source methods, and, indeed this benefit may not be enjoyed for all
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conceivable equivalent source methods depending on the particular varieties of equiv-
alent sources employed.
Upon further review of the literature, however, the proposed method is more ac-
curately classified as a boundary element method. The two families of methods share
certain features that may complicate efforts to strictly separate them. The most
common difference in typical usage of the terms seems to be that in the boundary
element method the control sources are located at the surface where the boundary
condition is to be enforced and in the equivalent source method they can be located
anywhere else enclosed within the surface, even including a minimal distance from
the scattering surface [68] so that the boundary element method can be thought of
as a limiting case of the equivalent source method. It is also often the case that
the number of sources used in equivalent source methods is less than the number of
control points at which the solution is enforced. In the present method a similar idea
is considered briefly, that of including multiple control points per panel, though this
is only considered in a few contexts. The majority of the results are with the same
number of sources and control points.
Ultimately, what has been developed in the present work is a time-domain bound-
ary element method that is able to accept pressure gradient inputs in order to calcu-
late solid surface acoustic scattering. These pressure gradients can be provided via
an analytic source formula or using flow data on an acoustic data surface (ADS) from
a large eddy simulation using Lee’s G1A pressure gradient formulation. Based on a
search of the literature, this appears to be the first study coupling an acoustic data
surface to a time-domain boundary element method using the G1A formulation.
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2. Derivation and Implementation
The purpose of the method is to predict scattering of acoustic radiation by a solid
surface of a known shape using pressure gradients as an input. The pressure gradients
may result from a jet noise source (via an acoustic data surface) or an analytic source.
In order to do this the surface is represented by a set of panels at which the bound-
ary condition appropriate to a solid surface is enforced. The boundary condition is
expressed in terms of the pressure gradient in this work. Each of the panels has some
type of acoustic source, which can be used to locally satisfy the boundary condition
in a predictable manner. This source can be either a simple point source or uniformly
distributed throughout the panel’s surface. If the boundary condition is adequately
satisfied the scattered field can then be modeled using the radiation from the panels.
The derivations presented here have been discussed in various forms previously, for
example in [73,78–80], but are given here in full in the interest of completeness.
2.1 Governing Equation and Boundary and Initial Conditions





−∇2p′ = q′(~y, t), (2.1)
where p′ is the acoustic pressure, c is the speed of sound (assumed to be constant)
and q′ is acoustic source term located at ~y. The flow tangency boundary condition
may be and often is expressed in terms of velocity as:
~u · n̂ = 0, (2.2)
which requires that there be no flow normal to the boundary, or that flow is tangent
to the panel. The surface normal should be taken to be outward pointing throughout
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this work (or on the reflective side of the panel, for open surfaces). Via the linearized
Euler’s equation, the boundary condition can be expressed in terms of either the
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Then plugging the flow tangency boundary condition from above into the left hand















This essentially states that the normal velocity, and thus its time derivative, and
the normal pressure gradient must be equal to zero at all (assumed stationary) solid
boundaries when taken normal to the surface. While much of this analysis could
apply to the velocity potential, what is actually calculated is a pressure gradient,
and acoustic particle velocity is not calculated. The boundary condition must be
specified on both the solid surfaces and the entrance of waves from outside the region
of interest. This is the time domain analogue of the Sommerfeld radiation condition,
which stipulates that there can be no radiation from infinity inward. We might also
implement this constraint by requiring that all source strengths are initially zero and
that no sound it permitted in the domain prior to a prescribed time. These two
constraints — the boundary condition at the scattering surface and the prohibition
of waves entering from external sources or prior to some initial time — are sufficient
to assure a unique solution to the partial differential equation in the domain, thus the
problem is well-posed. For this partial differential equation the solution for a source
in free space is well-known. The pressure due to a spherically radiating point source






The variable r is the distance from the source. A control point is a point on the
surface of the panel at which the boundary condition is enforced or at which the
impinging pressure gradient is calculated for the purpose of determining the source
strength so as to satisfy the boundary condition. As seen in figure 2.1 the distance
between one panel’s source and another panel’s control point is
r = |~xi − ~yj|, (2.8)
where ~yj is the source location vector and ~xi is the receiving panel location vector.
As portrayed the panel on the left is the source and the panel on the right is being
acted upon by the impinging gradient. In fact, both play each role—each have both a
source and a control point—but the present depiction helps illustrate the orientation
of the radiational vector ~r and the unit normal vectors n̂ for a defined source-receiver
interaction.








Figure 2.1. Interaction between two panels (black) is shown. Unit normal
vectors (red) and the radiational vector (blue) from ~y to ~x are also shown.
The objective of the method is the determination of the strengths of the source
on each panel through time that will satisfy the boundary condition. Because the
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sources are already solutions of the propagation equation, the equation will be satisfied
automatically. Thus only satisfying the boundary condition remains as a requirement.
The manner in which the boundary condition ought to be enforced warrants dis-
cussion. Given that in the present model the panel sources are governed by a single
parameter—the source strength time history—it is impossible to ensure that the
boundary condition is exactly satisfied at every point of the boundary. The exact
impinging pressure gradient on the boundary of a single panel will, in general, vary
across the extent of the panel, and this distribution of impinging gradients will also
tend to vary with time. Thus the variation of the impinging gradient on the panel is
intrinsically of higher dimension than the one-dimensional array of source strengths
through time being used to satisfy the boundary condition. It remains, nevertheless,
possible to satisfy the boundary condition in an averaged sense or at some set of
discrete points. Both of these approaches are used in this work.
In determining the pressure gradient effects of sources from other panels (or input
sources in free space) at the boundary of a panel under consideration the imping-
ing gradient is determined at a single control point at the center of the panel under
consideration. This gives an estimate of the average gradient impinging on the panel
while also serving as a point measure of the normal gradient.
When determining the gradient a source located within a panel exerts on the
active side of its associated panel (the side upon which its outward unit normal vec-
tor is defined) the gradient exerted on the panel is determined in an average sense.
For simple source panels this is a necessity—the singularity located at the center of
the panel produces a total oriented gradient output through time proportional to its
source strength through time. This gradient output is concentrated in space and it
would not make sense to evaluate it at any particular point on the panel as it is
unclear where a representative point might be found because of the presence of the
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singularity. At any point other than the center of the panel directly adjacent to the
source the induced gradient normal to the panel is zero and at the center point the
induced gradient is infinite. However, if the boundary condition is to be satisfied
it must at least be satisfied in an average sense so that the total gradient exerted
divided by the surface area is equal in magnitude and opposite in sign to the im-
pinging gradient caused by other sources. Therefore, the effect of a simple source
panel on its associated panel is calculated by finding the total gradient exerted by
the source analytically and dividing it by the panel surface area to produce an average.
For the uniform source panels, this same procedure is followed, but because the
pressure gradient induced by the panel source is uniform in magnitude the average
pressure gradient happens to also equal the gradient that it induces at the control
point so it is also valid in this case to think of the uniform source panel method as
satisfying the boundary condition at the control point (as well as in the averaged
sense), whereas this is not the case in the simple source panel method where the
singularity makes this untenable.
In order to model scattering of sound by a surface, the zero normal pressure
gradient boundary condition of equation (2.6) must be maintained on the surface.
In order to ensure that the boundary condition is satisfied, the acoustic pressure
gradient contributions from sources in free space (not on the boundary), sources on
other panels (on different parts of the boundary), and the source on a particular panel
of interest have to sum to zero in the direction normal to the panel,
∇p′self · n̂+∇p′input · n̂+∇p′other · n̂ = 0. (2.9)
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2.2 Modeling the Effect of a Panel’s Source on the Panel
The first of these components ∇p′self · n̂, is the average normal pressure gradient
that the source on a panel exerts on the panel boundary and is obtained by finding
the negative of one half of the total source strength divided by the surface area




This can be demonstrated a number of ways. For a monopole (simple) source the
most straightforward demonstration comes from taking the radial pressure gradient
of equation (2.7) and integrating it over an oriented hemispherical surface (such as












































= −A(t)/2 = −A(τ)/2,
where τ = t− r/c and S(r) is the hemispherical surface of vanishing radius surround-
ing the source. This shows that the total pressure gradient induced by the source
on the active side of the panel is equal to −A(t)/2, i.e., only half of the total source
strength will be emitted by either side of the panel and the pressure gradient induced
on the active side of the panel by the source within the panel is equal to the source
strength affecting it. The surface-averaged pressure gradient the panel source induces
on the active side of the panel will be equal to the total pressure gradient affecting
the active side of the panel divided by the surface area of the active side of the panel.
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r
Figure 2.2. An illustration of a source (blue) within a panel (red) with a
vanishing dimple of infinitesimal radius r.
However, it might be observed that this first approach supposes that there is a
sort of dimple in the midst of the panel being considered, whereas, in fact, the panel
is flat. Accordingly a second derivation is given where a flat circular panel of radius
R is assumed and the source is placed an infinitesimal distance δ below the panel
surface where r1 is the radial position along the panel and where r =
√
δ2 + r21 is





component of the radiational unit vector in the z-direction. The integrand (which is
dotted with ẑ in order to only consider the gradient normal to the panel) is this time



























































































thus this term vanishes in the integration.
Returning to the source strength term, making the substitution u = δ2 + r21 and




























Taking the limit of this final expression as the panel radius become large relative to



















In this case the panel is placed an infinitesimal distance from the source and it is
seen that half of the “gradient radiation” from the panel’s source impinges on the
active side of the panel. Because the term containing R vanishes in the small δ limit
the total gradient radiation “flux” associated with a particular source strength can
be understood to be independent of R and, indeed, the shape of the panel can thus
be taken to be arbitrary as long as δ << R, i.e., the source is not close to the edge
of the panel relative to its (infinitesimally small) distance to the panel. The average
gradient induced by the source contained in the panel is again obtained through di-
vision of the total self-induced gradient by the panel active side surface area S+.
Once it is known that the panel source induces a panel-averaged normal pressure
gradient equal to −A(t)/2S+, then the panel’s source strength can be chosen so as
to counterbalance the estimate of the average normal pressure gradient impinging
on the panel from other sources as determined at the panel’s control point. This
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approach forms the main conceptual basis of the present algorithm, and allows the
source strengths to be determined.
The knowledge of the total contribution of the on-panel source to the pressure gra-
dient experienced by the panel can then be generalized from a simple source to a more
complicated source distribution by considering that the same area averaged normal
gradient contribution will be imposed upon the panel regardless of where the source is
located provided δ is small relative to R, which is assumed in this problem. Thus the
result holds for uniformly radiating panels as well as simple source panels. Katz and
Plotkin also give this result for uniform source panels, but show further that for these
panels the normal gradient change across the panels is uniform across the surface [81].
Having now established the result, substituting equation (2.10) into equation (2.9),
it is apparent that the strength of a source on a panel at some point in time needed
to satisfy the boundary condition can be found as a weighted sum of the pressure
gradients induced by free sources and other panel sources
A = 2S+∇p′input · n̂+ 2S+∇p′other · n̂. (2.18)
We can represent the contributions from “input sources”—these would include the
normal pressure gradient on a panel surface due to sound predicted using the pressure,
density and velocity information from an acoustic data surface (in the case of an LES
input), or due to an analytic acoustic source—by their induced pressure gradients on
the surface and thus cast them as a sort of pressure gradient source term
B = 2S+∇p′input · n̂ (2.19)
Equation (2.18) can then be recast as
A = B + 2S+∇p′other · n̂, (2.20)
where B is a known input term as given by equation (2.19).
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2.3 Modeling Effects of Gradients From one Panel on Another
The second term on the right hand side in equations (2.18) and (2.20) needs
to be considered next. This term (2S+∇p′other · n̂) represents the source strength
needed in the receiving panel to balance gradients induced on that panel by the
sources on other panels. The method presented here is for fixed geometry—i.e., the
configuration of a modeled scenario is not permitted to change over the course of the
problem. Accordingly, panels are in a fixed geometric relationship to one another. The
information about the way panels affect one another is therefore stored in influence






where A is the source strength, c is the speed of sound, r is the distance from the













τ = t − r/c is typically referred to as the retarded time and indicates what part
of the source time history affects a given point in space at a particular time. This
derivative is obtained using the chain rule and the product rule. We can apply a
similar procedure to the more general case of a panel which induces an acoustic
pressure which may be characterized as the product of a function of space f(x, y, z)
hereafter called a directivity function (which in these equations is assumed to be
positioned at the origin) and a total source strength A(τ) which is a function of
retarded time
p′panel = A(t− r/c)f(x, y, z).
The topic of the spatial functions will be considered further in section 2.8. The
gradient is then
∇p′panel = ∇(A(t− r/c)f(x, y, z)) = (∇A(t− r/c))f(x, y, z) +A(t− r/c)(∇f(x, y, z)),
(2.22)
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or written more succinctly,
∇p′panel = ∇(Af) = (∇A)f + A(∇f). (2.23)












In general, it cannot be assumed that the components of this gradient will be purely
in the radiational direction (i.e., in the direction of the vector ~r), because the gradient
of the spatial functions of some source types have non-radial components, e.g., uni-
form source panels, dipole panels, quadrupoles and others. Though only simple and
uniform source panels have received deliberate focus in this work, the influence ma-
trix framework ought to be able to accommodate dipole or other interesting types of
sources as well, as long as an appropriate spatial directivity function f were provided
and model assumptions were otherwise well-satisfied. Indeed no reason is presently
apparent why this framework could not admit mixed source types in a single simula-
tion.
The expression developed thus far in this section is for a single panel interacting
with a single panel. In reality the contributions of multiple panels on each panel must
be considered. Discretizing equation (2.24) and summing over all panels leads to








+ Aj(t− |ri,j|/c)∇f · n̂i
)
. (2.25)
Inserting this into equation (2.20) provides a complete expression for the source
strengths needed to maintain the zero normal pressure gradient boundary condition
at the panel centers










+ Aj(t− |ri,j|/c)∇f · n̂i
)
, (2.26)
where ri,j = |~ri,j| is the distance between the ith and the jth panels, r̂i,j = ~ri,j/|~ri,j|
is the unit vector in the radiational direction and n̂i is the unit normal vector on the
panel for which the source strength is being calculated as shown in figure 2.1.
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2.4 Temporal Discretization
Equation (2.26) is discrete in space, but continuous in time. As it stands, it could
probably be applied via automatic differentiation at this stage. Indeed some versions
of this idea might be capable of assuring stability. However, further discussion of
analytic differentiation will be reserved for the future work Chapter (5) and in this















k − |ri,j|/c)∇f · n̂i
)
. (2.27)
The features which need to be considered numerically are interpolation and differ-
entiation in the discrete source length time record to compute the source strengths
Aj and their derivatives, ∂Aj/∂t, at the retarded time t
k − |ri,j|/c. Equation 2.27 as
shown leaves the source strength on the right hand side in symbolic terms that imply
continuity; however, these should be seen as place-holders for the discrete interpola-
tion and differentiation processes that will be ultimately be implemented.
2.5 Polynomial interpolation
Interpolation is necessary because in general the distance between panels will not
equal the speed of sound c multiplied by an integer number of time steps. Thus
information between the known discrete values will be required. The derivative of
the source strength in time also enters directly into the equation and will thus need
to be evaluated numerically. Initially values are only available at time levels prior to
the time level of calculation. Additionally, the finite distance between panel centers
ensures that most panels (for a reasonably small time step size) except those which are
adjacent or nearly so will have more than a distance cdt between them. Thus source
strength time record values will exist for most panel to panel interactions that bracket
the point in the time record needed for retarded evaluation at discrete times (tk −
|ri,j|/c) of the source strength. The index of the entry in the time record bracketing
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immediately before the (typically unavailable) time point needed for retarded time









(called the index time delay matrix), where b·c is the floor function which rounds
down to the nearest integer value less than or equal to the input value. The next
entry in the time record will provide a second bracket on the point in the time record
where retarded evaluation should occur and is found by adding t
(i.d.)
i,j + 1 to the index
of the time level of calculation, k. If the available source strength time record values
bracket the point needed for retarded time evaluation then the necessary evaluation
of the source strength becomes one of interpolation and numerical differentiation. To
accomplish this with suitable accuracy and efficiency various orders of polynomials
can be constructed to interpolate the requisite set of points.
Consider a polynomial of degree n, a0 + a1t + a2t
2 + a3t
3 + ... + ant
n with which
to interpolate a set of points [A−(n−1), ..., A−2, A−1, A0, A1] at the times
[t−(n−1), ..., t−2, t−1, t0, t1], where t0 and t1 are the time indices that immediately
bracket the desired point in the source strength time history. In order to determine

























































Table 2.1. Polynomial coefficients of interpolating polynomials of degree
n in terms of values of the underlying time series A for small values of n.
n a0 a1 a2 a3
n = 1 A0 A1 − A0 0 0







− A0 + A−12 0





− A−1 + 5A−23
A1
2









The time array is non-dimensionalized by the time step dt and t0 is subtracted
from the array of time levels, giving
1 1 1 1 ... (1)(n−1)
1 0 0 0 ... 0(n−1)
1 −1 1 −1 ... (−1)(n−1)
1 −2 4 −8 ... (−2)(n−1)
... ... ... ... ... ...





















The system can be summarized as [T ]~a = ~A. The matrix is invertible, a result which
is assured by the ability of the polynomials to interpolate a sequence of n+1 values of
for an nth order polynomial. The coefficients ai of the degree n polynomial can then
be determined from ~a = [T ]−1 ~A. This means that any of the terms of the coefficient
values of the interpolating polynomials can be found as a sum of functional values,
i.e., the appropriate set of values of the source strength time history.




n). This polynomial can then be differentiated to
obtain the derivative (a1 + 2a2tp+ 3a3tp
2 + ...+nantp
n−1)/dt. These polynomials can
then be evaluated to find the interpolated source strength and its derivative at times
in between the two bracketing time levels t0 and t1. The interpolating polynomials are
functions of tp ∈ [0, 1), the time difference between the earlier of the two points that
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bracket the retarded time in the source strength time record and the point desired










For a polynomial of order n, the formal accuracy of the time advancement method is
O(dtn+1) for the interpolation of the source strength and O(dtn) for interpolation of
the derivative values. Note that the formal error must always be of higher order than
that of the polynomial interpolating some discrete set of values and of the same or
higher order for the derivative calculation. The polynomial order used for the calcu-
lations in this work is n = 1 leading to an interpolation with O(dt2) and a derivative
interpolation with order O(dt1).
2.6 Influence Matrices









−f r̂i,j · n̂i
c
(




+(a0 + a1tpi,j + a2tp
2
i,j + ...)∇f · n̂i
)
.
In this expression the source strengths are contained within the ak’s as they are
composed from weighted sums of source strengths. If, for an example case, n = 1 was


















The a0 and a1 terms can be expressed as weighted sums of entries from the source
strength time series as indicated in table 2.1, with the result that the summand on
the right hand side of equation (2.33) becomes
−f r̂i,j · n̂i
c
























Upon inspecting equation (2.34) it is fairly clear that the terms under the summation
can be expressed as a combination of values of the source strength at particular time

























(1− tpi,j)∇f · n̂i −









tpi,j∇f · n̂i +




Equations (2.36) and (2.37)—here referred to as influence matrices—are constant
provided that the geometry of the problem is not changing. Thus it is typically ad-
vantageous to calculate them once and then save the values.
Casting the interaction between panels in terms of influence matrices both for
panels with simple source and uniform source density makes it possible to use a com-
mon computational framework for uniform and simple source panels or other types of
panels that might be considered by simply replacing the influence matrix formulation
chosen for a given scenario—or region within a scenario. There is no intrinsic reason
why all panels in a given case would necessarily have to be of the same type and
indeed significant benefits in accuracy might be realized by including uniform source
panels in areas of a scattering surface adjacent to observer positions. This framework
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thus allows the accommodation of a variety of panel types, while avoiding the need
for major changes in program architecture, and allows one code with different choices
of method details.
In general, the number of influence matrices will be one greater than the order of
the polynomial chosen to interpolate the source strength time history, so for a case






























i,j would be determined based on table 2.1 and equation (2.32).
































2.7 Possibility of Same-Time-Level Interaction
Considering equation (2.39), it is clear that all of the information required for
calculation of the source strength at the time level of calculation will be available from
the past source strength time history unless panels are close enough together that they
interact at the present time level. Whether this occurs is partially dependent on the
geometry and time step size chosen for a problem of interest. Some authors have
described related methods as either implicit or explicit depending on whether such
interactions between panels at the time level of calculation occur. If such interactions
occur then the method is referred to as implicit and solution of a linear system is
required in order to progress in time. This solution can be obtained by a variety of
different methods ranging from direct solution or factorization to iterative methods.
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In the present method an iterative method was implemented. In this method the
process followed is:
1. Determine which panel pairs are capable of interacting with one another on the
same time level








j based on available source strengths—if
t
(i.d.)
i,j = −1 they will not be initially available and will be temporarily set to
zero





j for same-time-level interaction relationships and return
to step (3)
5. Repeat for a given number of iterations or until the change in step (3) drops
below a nominal value
This approach is thus similar to iterative root finding methods for single variable
equations. It was found that this iterative approach converged reliably with changes
in step (3) approaching machine precision after 10 or so iterations. Ten iterations was
used in the cases that consider same-time-level interactions in the results in Chapter 3.
2.8 Directivity Functions
A variety of different source panels could conceivably be accommodated within
the influence matrix framework. Indeed it appears to be possible to use a variety of
source types together in a single simulation if this could be appropriately motivated.
The directivity functions for the two most commonly used types of panels are here
considered.
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2.8.1 Simple source panel directivity
For simple source panels the directivity function can be obtained easily from the










is the time-invariant portion of the function. The gradient of this function is given
by
∇f = − r̂
4πr2
. (2.41)
If interpolation in time with an n = 1 polynomial is employed using simple source























2.8.2 Uniform source panel directivity
The formulation for the uniform source panels is somewhat more involved and is
given by Katz and Plotkin [81]. They discuss the use of quadrilateral panels with a
uniform source strength along the surface of the panels. They specifically indicate
that, while a simple source approximation may be adequate for source panel methods
used in potential flow in the far field, the behavior of a panel with uniform source
strength per unit area differs significantly in the near field. The near field for the
purpose of this discussion may be considered to be (as Katz and Plotkin indicate,
p. 247) 3-5 times the average panel diameter. This is a long enough distance that
it seems prudent to develop the uniform source panel method and compare it with
42
the simple source method despite the fact that it necessarily involves an increase in
complexity.
To begin, following Katz and Plotkin, with some modifications to the sign con-
vention and the use of source strength rather than source strength per unit area, the
radiation from a uniform source panel can be found by integrating the directivity
function of a simple source over the two dimensional region that the panel occupies
with a uniform source distribution






(x− x0)2 + (y − y0)2 + (z − z0)2
. (2.44)
Here (x0, y0, z0) is a source point and (x, y, z) is a field point. In evaluating this
integral, we assume that z0 = 0 and that the panel is oriented so as to lie in the x-y
plane. A method for transforming the the actual orientation of a panel and field point
to this canonical position will be outlined in section 2.9. The resultant directivity
function is given with minor modification to the version seen in Katz and Plotkin as




(x− x1)(y2 − y1)− (y − y1)(x2 − x1)
d12
ln
r1 + r2 + d12
r1 + r2 − d12
+
(x− x2)(y3 − y2)− (y − y2)(x3 − x2)
d23
ln
r2 + r3 + d23
r2 + r3 − d23
+
(x− x3)(y4 − y3)− (y − y3)(x4 − x3)
d34
ln
r3 + r4 + d34
r3 + r4 − d34
+
(x− x4)(y1 − y4)− (y − y4)(x1 − x4)
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In this equation for f and those that follow for the spatial derivatives of f ,
d12 =
√
(x2 − x1)2 + (y2 − y1)2
d23 =
√
(x3 − x2)2 + (y3 − y2)2
d34 =
√
(x4 − x3)2 + (y4 − y3)2
d41 =
√
















(x− xk)2 + (y − yk)2 + z2
ek = (x− xk)2 + z2
hk = (x− xk)(y − yk),
where k = 1, 2, 3, 4 for a quadrilateral figure, and indicates which of the four corner
locations is being referenced.









, are obtained using the expressions,
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2.8.3 Form for triangular panels
Our method uses both quadrilateral and triangular planar panels in order to model
scattering. The triangular panels have been particularly employed with the sphere
cases. In order to obtain the triangular form, which is not available in Katz and
Plotkin, we find the limit as two of the corners approach one another. To begin it is
assumed without loss of generality, that the fourth corner is being brought to meet
the third one, differing by the vector [ε, 0, 0]. Under these assumptions,
d34 =
√














When we apply these assumptions in order to bring the two corners infinitesimally
close to one another, we obtain in the limit an expression for the directivity or spatial
dependence due to a triangular uniform source panel of constant strength
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(x− x3 + ε)(y1 − y3)− (y − y3)(x1 − x3 + ε)
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(x− x1)(y2 − y1)− (y − y1)(x2 − x1)
d12
ln
r1 + r2 + d12
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+
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The spatial derivatives of the spatial function of pressure f due to a triangular uniform
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It may be worth noting at this stage that once the triangular form is obtained it
enables a relatively quick derivation of any shape of panel that lies in a two dimen-
sional plane and has straight sides by addition of additional triangular figures. The
adjacent sides of various sub-triangles cancel in their contributions allowing easy con-
struction of, for example, a pentagon or other more complex shape with relatively
good efficiency.
2.8.4 Dipole panels or other panel types
Although not covered here it appears that dipole panels could reasonably be in-
corporated into the present framework without a great deal of difficulty. While the
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formulation exists in Katz and Plotkin [81] attempts to implement the formula in
connection with this project resulted in unphysical behavior such as increase in the
z-component of the gradient in the z = 0 plane when the distance from the center of
the dipole panel was increased. It is not currently known whether the error lies in
the formulation or its implementation.
2.9 Rotating the Coordinate System
The spatial dependence function formulation assumes that the panel is located in
the z = 0 plane. Thus, it is necessary to rotate and translate the coordinate system so
as to place the panel in this plane and any points of significance, such as other panels,
in an isomorphic relationship to the original setup. We accomplish this by using the
known panel normal, panel center, and field point to transform the coordinates of the
panel and the field point into a canonical coordinate system. This is done by first
obtaining the radiational vector from the panel center to the field point
~r = ~fp− ~pc. (2.53)
The length of the radiational vector r = ||~r|| is then determined, and the radiational
unit vector r̂ = ~r/r. The length of the component of ~r in the direction of n̂ is found:
zr = n̂ · ~r. ~r is then orthogonalized with n̂ by subtracting the component of ~r in the
direction of n̂
~v1 = ~r ⊥ n̂ = ~r − zrn̂. (2.54)
from which we obtain v̂1 = ~v1/||~v1||. The unit projection of ~r onto the plane containing
the panel can thus serve as a basis vector with the panel normal vector v̂2 = n̂ serving
as a second basis vector. A third such vector is obtained by taking the normalized
cross product of the first two vectors
v̂3 =
(~r − zrn̂)× n̂
||(~r − zrn̂)× n̂||
. (2.55)
The coordinates of the vertices are then projected onto this coordinate system, which,
because it is orthogonal and unitary, gives us the panel coordinates in the plane that
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we need, and preserves all geometric relationships (isomorphic). This transformation
also has the benefit of being usable regardless of the number of vertices in the panel,
and thus can be used for either triangular or quadrilateral panels. In the event of
linear dependence between the radiational vector and the normal vector, a randomly
chosen vector is used in place of the radiational vector in the procedure to construct
the basis.
2.10 Computational Costs of Uniform Source Versus Simple Source Pan-
els
As was indicated previously, there are two possible steps at which paneling with
uniform source (or simple source) directivity can be applied—during panel to panel in-
teractions via the influence coefficients, or during propagation from the panels (whose
source strengths have already been determined at that stage) to the observer(s). Each
of these has a set of computational costs associated with it. The influence matrices
for the uniform source panel formulation (shown in equations (2.36) and (2.37)) in-
volve evaluation of the gradient of the uniform panel directivity function as well as
the directivity function itself and rotation of the coordinate system into a standard
position. These additional considerations lead to added expense relative to the sim-
ple source panel formulation of the influence matrices (shown in equations (2.42) and
(2.43)). In order to get an idea of the magnitude of these differences, calculation
times for generating the influence matrices in MATLAB were measured using a Dell
OptiPlex 745 with an Intel Core 2 Duo CPU at 2.13 GHz, with 4.00GB RAM and
a 64-bit operating system running Windows 7. The results of these calculations are
shown in table 2.2.
Examining the times represented in this table, for most sufficiently large cases the
influence matrix calculation for the uniform source panel formulation takes around
7.5 times as long as the calculation for the simple source panel formulation. The
implications of this depend somewhat upon what application is being considered.
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Table 2.2. Time (seconds) required for influence matrix calculation on a
desktop computer.
# Panels # Matrix Simple Source Uniform Source
Elements Panel Time Panel Time
20 400 0.0317 0.1593
80 6,400 0.20 1.53
180 32,400 1.02 7.79
320 102,400 3.24 25.02
500 250,000 8.08 60.12
720 518,400 16.38 125.12
980 960,400 30.28 231.48
1280 1,638,400 52.09 393.11
1620 2,624,400 84.97 632.04
2000 4,000,000 127.57 962.39
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Every element of the influence matrices is calculated separately, which may negate
considerations of raw size because this makes the process highly parallelizable. Com-
putational times for panel to panel interactions are the same for a uniform source
panel case as they would be for a simple source panel case because once the influence
matrices have been calculated the calculation process is identical between the two
formulations. One final difference which may occur between a uniform source panel
formulation and a simple source panel formulation occurs in the step after the source
strengths (including panel to panel interaction effects) have been calculated and the
scattered sound field is calculated at the observer locations. The equivalent source to
observer step can be carried out using either simple source or uniform source panel
directivity. As was the case for the influence matrix calculation, the uniform source
panel formulation is more computationally costly for the panel to observer calcula-
tion. For a sphere scatterer case with 500 scattering points, results for the simple
source panel and uniform source panel implementations of the equivalent source panel
to observer step are shown in table 2.3. Because the precise specifications are irrele-
vant to the amount of time required for the source strength to observer propagation
calculation a detailed description of this case is not given. Similar computation times
would be expected for any geometry provided that data existed for the retarded time
interval required for calculating the sound field at the observer at the time specified
in the calculation and provided that the number of time levels (samples) at which the
scattered field was being evaluated was comparable. Scaling of computational time
requirements should be linear with the number of panels as the propagation from
each panel to each observer is a distinct process.
The equivalent source panel to observer propagation step is again a parallelizable
process, so the increased expense, while significant may be very manageable for engi-
neering applications. Also, it may be noted that, while there is a significant sunk cost
for each panel to observer pair, there is a relatively smaller incremental cost for an
increase in signal length; thus, the length of signal being considered may also affect
the economics of the method.
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Table 2.3. Time required in a 500 panel sphere case for the propagation
step from the equivalent source panels (with previously calculated source
strengths) to 61 observers for signals with varying lengths (measured in
numbers of samples). (Results from reference [80])
Panel type 266 time 532 time 1065 time 2130 time
samples samples samples samples
Simple Source Panel 20.86 sec 29.28 sec 33.01 sec 41.65 sec
Uniform Source Panel 118.91 sec 129.49 sec 150.36 sec 196.32 sec
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Having thus discussed the costs of the two steps that are potentially influenced by
the choice between uniform source panels and simple source panels, the benefits are
of interest in determining whether these costs are justified in various contexts. The
effects of propagation from the equivalent source panels to an observer are considered
first in Chapter 3 by addressing the problem of a planar scattering surface. This has
the advantage of providing a case where no panel to panel interactions occur. Thus,
any changes that occur as a result of the change in the panel directivity function in
the course of the comparison can be specifically attributed to the change in the direc-
tivity pattern at that step. The effect of including uniform source distribution panel
directivities in the influence matrix formulation will be considered next in Chapter 3
in connection with the application of the method to spheres and will finally also be




In this chapter, the method method developed in Chapter 2 is applied to a set of
scattering cases including scattering by planar regions, corners meeting at right angles
and spheres with an analytic simple source as input. The method is also applied to
a case with a planar scattering surface while using an acoustic data surface from a
jet large-eddy simulation as input via the G1A pressure gradient formulation and
validation cases for the implementation of G1A are shown. A number of parameters
deemed relevant to the performance of the method are discussed and investigated
and performance of the method is evaluated using error metrics introduced in this
chapter.
3.1 Parameters and concepts
Two parameters, the number of points per period (ppp = T/dt, where T is the
period and dt is the time step size) and the number of panels per wavelength (λ/∆x)
are relevant to all of the scenarios considered here. Information on these is therefore
considered prior to discussion of any particular results. Similarly, methods for assess-
ing error are relevant to multiple scenarios and are aggregated here as are several key
concepts such as wetted data.
3.1.1 Number of points per period
One parameter of clear importance is the number of points per period (ppp) used
in the time domain to sample a given waveform undergoing propagation and scatter-
ing. It is found by dividing the waveform period (T ) by the sampling period (dt).
The Nyquist sampling criterion suggests that at least two points per period be used.
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However, the relatively low-order finite difference numerical methods used for calcu-
lation of derivatives suggest the use of significantly higher values of the number of
points per period. The most typical values of ppp used in the following studies were
16, 32 and 48 points per period, although 8 points per period was also used. In order
to characterize the errors that result from the numerical methods themselves—i.e.,
outside of their specific role in predicting propagation—the error due to the use of in-
terpolating polynomials with orders between one and five were calculated for numbers
of points per period equal to ppp = 8, 16, 32 and 48. This allows a concrete bound
to be placed on the percentile error of the sine function and its derivative. This was
accomplished by sampling the waveform at the given number of points per period
and then interpolating it using a polynomial of orders n = 1, 2, 3, 4 and 5 at a set of
points in between the sampled values. The derivative was also determined at these
points by differentiating the interpolating polynomial. The interpolated signal was
then compared to the precise values of the sine function or its derivative sampled at
the same points as those at which the polynomials were used to estimate. The errors
were then determined by subtracting the two arrays and scaling by the maximum
value of the sine function or its derivative. The direct results of this process with
known values of the sine function at values of ti = 2πi/ppp, ∀i ∈ [0, ppp] and interpo-
lated values in between are shown in figure 3.1. Here the error—defined as predicted
minus actual divided by maximum of actual—is seen to decrease as the polynomial
order increases, as the number of points per period ppp with which the sine waveform
is sampled increases, and as the point at which the polynomial is used for estimation
nears a point with a known sample. Approximate values of the maximum absolute
error scaled by the maximum value of the sine function or its derivative are given for
this case in table 3.1, which may be seen as summarizing the results in figure 3.1.
In order to generalize the prediction of error for given numerical methods and
numbers of points per period, the phases of the sampled values in the waveform were
varied. The maximum error across all of the different phase positions of the samples
of the waveform was calculated for the entire period of the sine function. The results
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Table 3.1. Approximate maximum absolute errors of polynomial inter-
polations of the sine function and its derivative with known samples at
ti = 2πi/ppp, ∀i ∈ [0, ppp] divided by maximum values.
ppp error(f)/max f error(df/dt)/max df/dt
8 ≈ 0.07 ≈ 0.32
16 ≈ 0.02 ≈ 0.17
32 ≈ 0.005 ≈ 0.1
48 ≈ 0.002 ≈ 0.05
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Table 3.2. Approximate maximum errors of polynomial interpolations of
the sine function and its derivative across possible sampling phases.
ppp error %f error%df/dt
8 ≈ 0.076 ≈ 0.38
16 ≈ 0.018 ≈ 0.19
32 ≈ 0.0048 ≈ 0.098
48 ≈ 0.0022 ≈ 0.065
are shown in figure 3.2. Based on the contents of this figure it is possible to give the
maximum possible error for a sine function and its derivative (scaled by the maximum
of each function) as a function of points per period as well as the maximum percentage
error that is possible in each part of its domain (e.g., from 0 to 2π). The approximate
maximum error percentages are given in table 3.2.
Given an uncontaminated set of samples or the original sinusoidal function as the
basis of the prediction, the numerical methods for estimating the function and its
derivative are incapable or producing an error larger than those indicated. However,
the listed values should also serve as a cautionary tale because the values listed—
particularly for the derivative—do not drop below 6% for the main values of ppp
employed (including ppp = 8, 16, 32 and 48). The practical realized errors are not
certain to reach these levels and indeed may be unlikely to do so. Practical simu-
lations would include a variety of distances between panels and so in general some
cancellation between overshooting and undershooting contributions may reasonably
be expected. The high levels of possible inaccuracy nevertheless suggests the im-
portance of using additional influence matrices to implement higher order numerical
methods or a sufficient number of points per period in the time domain to assure
method accuracy. This may explain some of the difficulties in obtaining high levels
of convergence in the first order polynomial implementation examined in this work.
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Figure 3.1. Errors in polynomial estimates of the sine function (left) and
its derivative (right) based on the sampled values of sin t with samples
in standard position (ti = 2πi/ppp, ∀i ∈ [0, ppp]) as a percentage of the
maximum value of the respective functions.
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Figure 3.2. Maximum errors in polynomial estimates of the sine function
and its derivative across possible sample phase positions as a percentage
of the maximum value of the respective functions.
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3.1.2 Number of panels per wavelength λ/∆x
The number of panels (boundary elements) per wavelength of an incoming wave
is clearly important to the ability of the method to produce accurate results. Under
no circumstances can the paneling represent variation in a wave that is more spa-
tially refined than the control points of the paneling itself. Similar to the case with
the non-dimensional number of points per period it is reasonable that the Nyquist
sampling criterion would require that at least two panels per period be used in order
to adequately represent a wave. Errors would be expected to decrease with further
refinement beyond that point but prior to this point there would be a risk of spatial
aliasing and loss of proper scattering directivity. Unlike with the question of points
per temporal period the angle of the incoming wave plays a significant role in the
adequacy of the refinement of a given paneling scheme. This will be illustrated by a
brief example.
Consider a plane wave of wavelength λ impinging on a surface of infinite extent
with a direction of propagation d̂ which forms an angle θ with the surface normal n̂
as shown in figure 3.3. The angle φ made between the impinging wavefront and the
scattering surface can also be a useful reference and may be easier to visualize. When
d̂ and n̂ differ by exactly θ = 90o (grazing incidence) then the number of panels per
wavelength is precisely λ/l. However, for more general plane wave cases the number
of panels (assumed to be aligned with the projection onto the plane of the direction











This implies that the division of the wavelength by the panel length scale λ/l gives
a minimum number of panels per wavelength but that the effective number may be
higher in practice because λeff ≥ λ. This is particularly true for waves at near-normal
incidence where a waves spatial period on the surface may be much longer than its
wavelength or even infinite at exact normal incidence.
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Figure 3.3. Plane waves (blue) with wavelength λ and direction vector ~d
impinge upon a paneled surface with normal n̂. The plane waves have an
effective wavelength on the surface of λeff ≥ λ.
3.1.3 Wetted with data
Depending on the particulars of the scattering surface employed the question of
whether the surface is fully wetted with data may become relevant. If a surface is
“fully wetted” with data then all portions of the surface have been, at some particular
point in time, affected by an input signal (such as from an acoustic data surface or an
analytic point source) and have scattered sound to a given observer location. Thus
the moment of fully wetted data must be evaluated with regards to some observer
position in the sense in which the term is here used.
In the case of an infinite plane it is impossible to fully wet the surface with data
due to the infinite extent of the surface. When a finite surface is used to approximate
an infinite surface it may actually be desirable to avoid fully wetting the surface
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with data in order to avoid the potential complications of edge (finite surface) effects.
With spheres, on the other hand the closed surface of the sphere makes complete
wetting of data both possible and desirable. If all portions of the sphere have not
participated in the interaction, the analytic solution, which assumes that these inter-
actions have all taken place, is unlikely to be achieved. With the corner test cases to
be considered, it is important to have a large enough wetted area that a time range
containing the responses from all three image sources in the analytic solution are
available for comparison. However, it may also be preferable to not include a large
enough time range that finite plane edge effects become an issue as negative reflection
contributions (a finite plane effect) from the edges diminish the fidelity of the solution.
3.1.4 Error measures
A brief discussion of the error metrics employed will help elucidate the results.
Max edB Error
edB is the maximum decibel error across observers of the ratio between the ana-








where maxobs is the maximum taken across observers and maxtime is the maximum
taken across time. This dB measure is good for characterizing relative magnitude
differences in the directivity. However, it is not valid and may give spurious results
near nulls in the sound field as this may cause the denominator to reach or approach
zero leading to large proportional errors.
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eRMS*
eRMSd and eRMSs are the RMS errors normalized by the maximum across ob-
servers of the maximum absolute value of the analytic prediction of the direct sound





where “reference” is either d for the analytically determined direct sound or s for
the analytically determined scattered sound. This measure is thus sensitive to errors
in phase as well as errors in magnitude because any difference between the analytic
and numerical prediction will be detected. It should be noted that this is an RMS
value normalized by a maximum value rather than a ratio of RMS values or a ratio of
maximum values. Some of the errors are expressed as % RMS Error. This is simply
the above measure multiplied by 100.
3.2 Propagation From Input Source to Surface, From Surface to Ob-
servers
In order to propagate sound and pressure gradients from an analytic input source
to the scattering surface a MATLAB function implements the formula for propagation
of either the pressure or the pressure gradient. The pressure gradient is needed for
determining the response of the panels to the input so the pressure gradient is used
at the propagation step from input source to panels. For determining the scattered
pressure at an observer location only the pressure due to the panel sources is needed
so only pressure is propagated in this final step. (The influence matrix formulation
is not used in either of these steps but is used in determining source strengths due
to panel-to-panel interactions taking place between the two steps.) When calculating
the pressure gradient, a time-derivative of the source time history is needed for which
a central difference is used except at the ends where a one-sided difference is used to
calculate the derivative. Because the values of the signals are only known at discrete
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times, interpolation was used to determine values at required time levels between the
available data. Because of the use of signals with some first derivative discontinuities
linear interpolation was used. For propagation from the paneled surface to an observer
location an appropriate simple source or uniform source directivity function was used.
3.3 Scattering By Planar Surfaces
3.3.1 Justification for studying scattering by planes
As indicated in the introductory section a main motivation of this research is the
application of the method to the problem of a high-performance (fighter) jet aircraft
launching from an aircraft carrier. This environment is dominated primarily by a
single planar surface: the flight deck. Thus the performance of the method for a
planar region is of significant practical interest. If the flight deck were the only fea-
ture this method might be obviated by the availability of an image source solution
(another advantage of using planes for validation). However, as important as the
planar component is, the scattering problems of interest are not purely planar and
cannot be adequately represented by an analytic solution (though this might serve
as an acceptable first approximation). This necessitates the use of a numerical solu-
tion, but properly exploiting the planar component nevertheless remains important
to the overall success and performance of the method for the target case. The present
method avoids inter-panel interactions in any planar region of a surface leading to
significant potential savings.
Additionally the use of a planar surface makes it possible to investigate the
method’s performance in the absence of interaction between panels. This in turn
isolates the effects of surface size and relationships between panel size and wave-
length (i.e., λ/∆x) in the absence of stability concerns which are dependent upon
the existence of inter-panel interactions. It also makes it possible to evaluate a quite
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large case due to the ease of parallelization for such a geometry. These benefits are
discussed further below.
3.3.2 Analytic solution for an infinite plane via the method of images
The solution for an infinite plane is easily obtained via the method of images as
explained in section 1.4.2. Thus a single input point source would result in a single
image point source of the same strength through time and positioned with bilateral
symmetry to the input source relative to the scattering surface (which is the sym-
metry plane). This is the solution for an infinite plane, while those cases simulated
with the present boundary element method will be necessarily finite. This leads to
an intrinsic limitation in the resultant predictions that must be taken into account—
either as a limited region of applicability or as a limitation on method accuracy.
3.3.3 The question of the region of applicability of the solution
When a finite plane is used to represent an infinite plane the question must be
considered if and where the solution is valid and to what extent. On a theoretical ba-
sis the image source solution of the infinite plane is valid at a particular observer only
until sound from the input source has had time to travel from the input source to an
edge point and from the edge point to the observer position. The three dimensional
region with which a source and observer can interact via scattering is necessarily ellip-
soidal with the source and observer as the foci of the ellipsoid as shown in figure 3.4.
Until this region includes an edge point of the scattering surface, the scattered solu-
tion should match the analytic infinite plane solution, whereas after this point some
degree of contamination ought to be expected. Also it is important to note that the
solution will only be valid if both the source and the observer are located on the side
of the scattering surface where the outward pointing normal is defined as in figure 3.4,
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where the solution can be taken to be uncontaminated by edge effects provided that
the path slack—the distance in a trip from source to a point on the scattering surface
to the observer location beyond the direct path distance—employed does not allow
contributions from edges of the scattering plane to the prediction and provided that
the observer is located on the correct side as in the observer (represented by a green
“o” above the plane) rather than the image observer on the opposite side of the plane












Figure 3.4. A source (red *), observer (green o) and plane (black lines),
their ellipsoidal region of interaction (red ellipses) and its shadow on the
scattering plane (magenta ellipse). The direct sound path (blue solid line),
the shortest scattering path (blue dashed line) and longest scattering path
for a particular path slack (red dashed line) are also shown.
Any combination of observer location and time satisfying these requirements (no
source-edge-point-observer transit possible for that time step) may be said to be in
the region of applicability of the scattering prediction. However, solutions of accept-
able accuracy may be possible even when some of these requirements are relaxed.
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For example, edge effects may be of low magnitude at a given point relative to the
predicted scattered sound. In this case the solution achieved may be close enough
to the true solution that it is useful for engineering applications. Thus a finite plane
may be an acceptable approximation of an infinite plane even when edge effects are
present depending on the location of the observers, the extent of the plane and the
consequent relative magnitude of the edge effects. It would be expected that the
accuracy (or conversely the various error measures) would vary continuously from a
relatively maximal (or minimal) value in the true region of applicability with gradual
reduction as an observer location and time period affected by edge reflections begin
to be considered and increased degradation as the position includes larger contribu-
tions from missing versus present components of the plane. It is probably possibly
to mathematically quantify this effect, but no effort has been made to do so in this
work.
3.3.4 Benefits of the method for planar surfaces
Efficiency and parallelizability
The time domain boundary element method under consideration has a number
of significant advantages for calculating scattering from surfaces that have significant
planar components and especially for purely planar surfaces. For both uniformly
radiating panels and simple source panels, coplanar panels cannot interact with one
another. The pressure gradients which coplanar source panels induce at one another’s
control points are orthogonal to their surface normals (i.e., r̂ ⊥ n̂→ r̂·n̂ = 0), thus the
zero normal pressure gradient boundary condition is automatically satisfied (for panel
to panel interactions) in this case and no interaction between the panels is needed.
For partially planar surfaces this has the benefit that potentially large portions of the
influence matrices are identically zero decreasing the burden resulting from this por-
tion of the calculation from O(N2) to < O(NNnon−c), where Nnon−c is the size of the
largest non-coplanar subset of a paneling scheme. If the region is purely planar then
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this step—associated with inter-panel interactions—does not occur and the expense
is reduced to O(N) costs associated with propagation from the input source to the
scattering surface and from the scattering surface to the observer location, where N
is the number of panels. For purely planar surfaces there is no interaction between
panels and each panel responds individually to the input source. Thus the problem
is entirely parallelizable under these circumstances.
In a partially planar setting many of the advantages seen for the method presented
in this paper—unconditional stability, andO(N) performance and easy parallelizability—
would be limited by the presence of features outside of the plane that make relevant
contributions to scattering.
Lax equivalent theorem implications and stability
The absence of inter-panel interactions in a purely planar surface also assures the
ultimate accuracy of the solution within constraints imposed by the geometry and
discretization. The lack of interaction makes the method unconditionally stable for
purely planar cases. Because of the assurance of stability in these cases the Lax
Equivalence Theorem (which states that the stability and consistency of a numerical
method are sufficient to show that the method is convergent) assures that a con-
vergent solution will be reached limited only by the consistency of the method with
the underlying differential equation and the discrete computational geometry with
the physical. Thus, within the region of applicability a convergent solution may be
assured.
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3.3.5 Comparison with a time domain equivalent source method for cal-
culating scattering from a square planar region
In this section the two methods for predicting acoustic scattering are compared as
applied to the planar scattering problem—the time-domain boundary element method
being presented in this work and Lee’s time-domain equivalent source method. In both
cases only a finite portion of the scattering plane (an open surface) can be included,
leading to a certainly limited region of applicability. Neither method captures the
boundary condition on the interior side of the panels as this would require a dipole
type method. Thus the boundary conditions at the edge of an open paneled surface is
imperfectly represented in both methods. However, for a sufficiently large surface the
contamination from this effect should be limited for the observer locations considered.
Problem description and parameters comparison between time-domain
BEM and ESM for square planar region
For the finite plane cases used in this comparison, the speed of sound is chosen to




and wavelength λ = c/f = 2π) and the source is located at the origin of the coordinate
system. The number of points per period employed in the time domain in both the
TD-ESM and the TD-BEM prediction of scattering was ppp = 32. The plane is
located at z = −1 leading to a source-plane distance of 1. The planar surface varies
in x and y with a center at (0, 0,−1) and side lengths and numbers of sources used to
represent the planes as indicated in tables ?? and ??. An arc of observers are spaced
in 10o increments in the y-z plane, centered around the origin and a radial distance
of Robs = 10 from the input source. The configuration for the sparsest set of sources
is displayed in figure 3.5.
Three values of the plane dimensions (L = 5×5, L = 10×10 and L = 20×20) and
three values of the number of sources (N = 16× 16, N = 34× 34 and N = 70× 70)













Figure 3.5. The configuration for the case with a 16× 16 set of equivalent
sources and control points (colored blue), with their normals as green
arrows. The plane has dimensions of 20 × 20. The black *’s are the
observer locations and the single green point toward the center is the
input source. The red point that appears below the green point is the
image source.
method of Lee et al. [69] have also been included. Lee’s method assumes a scattering
body of finite thickness and the region containing the equivalent sources is typically
a reduced size (often 0.8 of the original scale) version of the scattering point surface.
The scattering plane in the present cases is infinitesimally thin. This potentially
complicates the process of choosing a location for the equivalent source plane given
the precedent in practice of designing the equivalent source surface as a scaled version
of the scattering surface. There is no clear scaled down location for the equivalent
source plane, therefore a separation between the equivalent source and scattering
planes of 0.5 was chosen with the source and scattering planes being of equal size. The
plane sizes and numbers of sources used in Lee’s method are the same as those used
for our method. Additionally, in Lee’s method the source strengths are determined
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using a singular value decomposition. Not all singular values are used as some of
the smaller values have been seen to contribute to instability. Accordingly singular
values that were less than 0.35 times the maximum singular value were eliminated
from the calculation of scattering. The results for these two sets of cases are shown
in figures 3.6 and 3.7 which also contain the input parameters for each case in the
sub-captions.
Results of comparison between time-domain BEM and ESM for square
planar region
In figure 3.6, results using the present time-domain boundary element method for
the maximum pressure amplitude recorded at each observer location in a 180 degree
arc in 10 degree increments are shown for a periodic signal. Thus the directivity is
compared between the numerical finite plane cases and the analytical infinite plane
case. Several observations can be made.
First, all of the cases have produced finite results. While a clear consequence of
the unconditional stability of the method for purely planar scatterers this is still a
notable feature and one that very much improves the accuracy of and potential for
confidence in the results.
Second, for a given side length, the results appear to be consistent with one an-
other for various levels of refinement in the panel spacing across a range of observer
positions representing various angles of incidence. This indicates that the range of
panel sizes explored all proved sufficient to resolve this feature of the scattered sound
field. The lowest resolution present in any of these cases was the case shown in panel
c, which had ppλ ≥ λ/∆x = 5.0265. This thus appears to be a sufficient value for
ppλ (discussed in section 3.1.2), though smaller values may also be adequate.
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Third, it is fairly clear that as the side length increases the infinite plane result
is approached, with the largest of the planes showing quite a good resemblance to
the analytical (infinite plane) result. The largest plane has a side length equal to
3.1831 wavelengths of the sound, and this appears to be adequate in connection with
the choice of λ/∆x. The smaller finite plane results are not expected to closely ap-
proximate the infinite plane result. Thus the difference between the analytical and
numerical result is expected.
Also, these results did not take a long time to obtain. Example times for these
cases were 200 seconds for the 70 × 70 case, 58 seconds for the 34 × 34 case and 23
seconds for the 16×16 in MATLAB on a Dell Optiplex 745 desktop computer with an
Intel Core 2 CPU 6400 @ 2.13GHz and 4 GB of RAM running Windows 7 Enterprise.
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a.) L=5, N = 16× 16 b.) L=10, N = 16× 16 c.) L=20, N = 16× 16




























































d.) L=5, N = 34× 34 e.) L=10, N = 34× 34 f.) L=20, N = 34× 34




























































g.) L=5, N = 70× 70 h.) L=10, N = 70× 70 i.) L=20, N = 70× 70
Figure 3.6. Maximum pressure in 10o increments at Robs = 10 is shown for
finite planes calculated using the present TD-BEM method and infinite
planes predicted using an analytic solution.
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a.) L=5, N = 16× 16 b.) L=10, N = 16× 16 c.) L=20, N = 16× 16






















































d.) L=5, N = 34× 34 e.) L=10, N = 34× 34 f.) L=20, N = 34× 34






















































g.) L=5, N = 70× 70 h.) L=10, N = 70× 70 i.) L=20, N = 70× 70
Figure 3.7. Maximum pressure in 10o increments at Robs = 10 is shown for
finite planes calculated using Lee’s TD-ESM method with a source-plane
separation of dps = 0.5 and infinite planes predicted using an analytic
solution.
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Having examined the results for these finite plane cases using the proposed time-
domain boundary element method, results produced using our implementation of the
time-domain equivalent source method of Lee et al. are shown in figure 3.7. In these
results several observations can be made:
First, not all of the cases predicted finite results. The results shown in parts b, e,
and f of the figure were not finite, hence the absence of some of the results from Lee’s
method.
Second, for those cases that did predict finite results, there are varying levels of
agreement with the analytical case. Among those cases which remained well-bounded
only the case with L = 20 (shown in part i of the figure) correctly predicted the di-
rectivity. Even in this case the phase of the prediction was incorrect so that the
total sound prediction was compromised. These results are thus materially less ac-
curate and less predictable than those obtained via the method presented in this work.
The method of Lee et al. (in contrast with the present method) has several input
parameters that must be interactively adjusted in order to obtain optimal predictive
function. These include the singular value decomposition cutoff parameter, which de-
termines which singular values are retained in the propagation step (set to 0.35 times
the maximum singular value in this case), the number of sources, the number of
control points (where the boundary condition is enforced), and the distance between
the source plane and the control point plane. Better choices of some combination
of these values might very well lead to consistent and finite results. Also, Lee [69]
reports improved stability in connection with the use of larger numbers of control
points than source points and failure to employ this technique might have decreased
the performance of his method in this case as well.
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Additionally, Lee’s method is designed to treat closed surfaces (surfaces that en-
close a volume of space, with a clear interior and exterior) rather than the infinitesi-
mally thin open planes considered here. Thus, it would be unfair to be overly critical
toward Lee’s method on the basis of this group of cases for which it was not designed.
The unconditional stability of the proposed method for planar scattering cases is,
nevertheless, an asset. In section 3.7.9 the performance of the two methods will be
compared for spherical cases that both methods are specifically designed to handle.
3.3.6 Analysis using ring elements to determine effects of finite plane
extent
One approach to determining the necessary extent of a plane in order to capture
a given frequency of sound is to analyze the scattering of sound from a simple source
located on the axis of rotational symmetry by a disk composed of simple source panels
as measured by an observer also on this same axis. An example configuration for this











Figure 3.8. A source (green) is located above a disk-shaped scatterer
(blue) with observers (black) located along the axis of symmetry. An
image source (red) is shown below the plane.
To begin with the problem has a variety of length scales that may influence the
outcome. These include λ, the wavelength, r, the disk radius, hsource or hrec, the
source and observer heights, respectively and (less likely) the panel length scale dr,
though this should be chosen to be small enough to properly resolve the wavelength
in question. Acoustic reciprocity ought to guarantee that hsource and hrec are mathe-
matically interchangeable. This still leaves a total of four length scales. Nevertheless
this scenario has some advantages because the axial symmetry renders the problem
effectively two-dimensional and the scatterer effectively one-dimensional from the per-
spective of the source and observer as it presents only a particular range of round-trip
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distances relative to the source/observer pair. It may then be possible to simplify the
analysis even further by introducing still another scale, γ, the “path slack”.
The path slack is defined as the difference between the minimum round trip dis-
tance from the source to a point on the scattering surface to an observer and the
round trip distance for sound from a source to an edge point of the scatterer to an
observer. As long as there is a single value to the path slack (as in the case described
in this section) then it may be the case that the nondimensional ratio of the path




would predict some aspects of the appropriateness of an approximation of a given
planar surface to an infinite planar surface. This might be useful for the determining
the necessary size of a finite planar approximation to an infinite planar surface. At the
very least, the use of the path slack lets the user know from the beginning how long
of a signal can be obtained for a point source without contamination from edge effects.
To investigate whether this is the case, scattering of sound from a simple source
with ω = 1, thus λ = 2π by a planar region with five different source heights hs = λ/4,
hs = λ/2, hs = λ, hs = 2λ and hs = 4λ and four different observer heights ho = λ/4,
ho = λ/2, ho = λ and ho = 2λ is considered. This allowed study of behavior of the
RMS error as a portion of the analytically predicted scattered sound for a range of
values of Γ ∈ [0.2, 6], the path slack in wavelengths. Results are shown for values of
the path slack of up to six wavelengths. Results are shown with the error plotted as
a function of path slack in figure 3.9, with the radius normalized by the wavelength
in figure 3.10 and with the radius normalized by the source height in figure 3.11.
It was originally supposed that Γ would be the controlling parameter. Indeed the
results show monotonic decrease in RMS error as a function of path slack. However,
in figure 3.9 there is a pronounced lack of collapse among the curves representing
data relating to differing source and observer heights. This indicates that—at a
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minimum—other parameters are of significant importance in predicting the normal-
ized RMS error. Increases in both source height hs and observer height ho lead to
increases in the error observed for a given number of wavelengths of path slack. Curi-
ously there appears to be a lack of reciprocity between observer and source locations
in the amount of RMS error predicted. This result was particularly unexpected. The
error appears to be significantly influenced by source and observer height apart from
considerations of path slack.
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Figure 3.9. RMS error normalized by the analytically predicted maximum
scattered pressure as a function of path slack normalized by wavelength
for various source heights and observer heights.
Looking at the plot of eRMSs in figure 3.10, there is again monotonic decrease
with r/λ but there is again fairly poor collapse between plots with different values
of the source height and observer height. In these plots it appears that the source
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height exerts quite a strong influence on the scaling of the error.
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Figure 3.10. RMS error normalized by the analytically predicted maxi-
mum scattered pressure as a function of radius normalized by wavelength
for various source heights and observer heights.
Based on the apparent qualitative influence of the source height, the eRMSs errors
from figure 3.10 were re-plotted with r/hs as the horizontal variable. In this case the
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collapse between various source heights seems to have improved. This could be inter-
preted to support the importance of knowing what portion of the hemispherical region
of radiation blocked by an infinite plane is blocked by a given finite surface. There is
still an unresolved difference as a function of observer heights that must be considered.
r/h
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Figure 3.11. RMS error normalized by the analytically predicted max-
imum scattered pressure as a function of radius normalized by source
height for various source heights and observer heights.
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In figure 3.12 the dependence of the predicted maximum scattered pressure on
the path slack is clearly evident. This relationship is due to the effect of the phase
relationship between the error signal from the edge (representing the missing portion
of the plane) and the scattered signal from the included portion of the surface. When
they arrive in phase a peak results and when opposite in phase a minimum results.
When they are 90o out of phase no contribution occurs. Because the horizontal axis is
denominated in wavelengths the fluctuation of the error signal in each wavelength is
a noticeable feature of the graphs wherein the minima fall very nearly on the integer
values of the path slack normalized by the wavelength, Γ.
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Figure 3.12. Maximum scattered pressure normalized by the analytically
predicted maximum scattered pressure as a function of path slack.
Based on the results of this section it appears that for a scenario with a disk
shaped scatterer with the source and observer located on the axis of symmetry, the
most important parameter for determining the RMS error is the relationship between
the source height (hs) and the radius (r)—specifically r/hs. This intuitively relates to
the portion of the energy from a given source that will be reflected by the surface. The
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observer height also exerts some influence though the precise relationship has not been
characterized. In general a higher observer height leads to a greater RMS error which
is also the case with source height at equal radius. The phase of the error is determined
principally by the path slack parameter Γ with integer values corresponding to dips
in the predicted scattered pressure, values half way between integers corresponding
to peaks and values 1/4 and 3/4 of the way through corresponding to approximately
accurate peak pressure predictions.
3.3.7 Analysis using ring elements to examine the effects of panel refine-
ment
While a plane wave might potentially result in a single relationship between the
refinement of the paneling in a scattering surface and the wavelength of the sound
(i.e., ppλ = λ/∆x), this cannot be the case for the radiation from a point source. The
wavefronts from a point source are spherical and so will impinge upon a scattering
surface at a variety of angles depending on the geometric relationship of the source
to a given location on the surface. In order to characterize the levels of error that
can reasonably be expected for a case in which a point source is scattered by surface
with inadequate panel resolution (as may often be the case in practical scattering
problems) and apply the idea of section 3.1.2 to a point source, the ring element case
from the previous section has been modified.
The ring case is especially well suited to capture the potential effects of panel
length scale because the ring shape ensures that the maximum effect is captured by
causing all reflections for a given ring to arrive in phase. This ensures that the worst
case scenario is achieved and makes it possible to estimate a practical upper bound
on the error. It is thus a conservative approach, because any case using a regular
rectangular planar grid with square panels of the same edge length as a given disk
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radius would then be expected to have error less than or equal to the corresponding
disk case.
To limit the effects of finite plane effects, the surface has been enlarged somewhat
to a length of 12 wavelengths. With a wavelength of 2π this leads to a radius of
R = 24π = 75.398, significantly longer than the previous set of cases. In figure 3.13
the RMS error is shown, normalized by the analytically predicted maximum of the
scattered sound field (eRMSs) at an observer location as a function of the panel
refinement in the radial direction. The error increases substantially when the value
of the radial refinement approaches half of the wavelength (∆R/λ → 0.5). This re-
sult can be expected as a spatial manifestation of the Nyquist sampling criterion. It
also provides significant justification for restricting panel size in general to half of the
wavelength under consideration in order to assure reasonable accuracy.
It is not immediately clear why the magnitude of the scaled errors in figure 3.13
would increase with increased source height to the degree seen. The analytically pre-
dicted scattered sound field would surely be smaller in magnitude which would lead
to increased scaled values if the error were of the same absolute magnitude, but the
error ought to also decrease with distance and it is difficult to account for a five fold
increase in error as seen in the final subpart of figure 3.13. It is possible that rings
with larger radii would have greater relative influence if the source were more distant.
The outer rings would be more sensitive to the phase of the incoming wave because
it would be arriving at a steeper angle. Thus a panel far from the center would cut
across a larger range of phases in the wave than one close to the center. This might
allow a greater magnitude of error to be produced in the cases with higher source
height relative to wavelength, although significant uncertainty remains on this point.
Considering now figure 3.14 which shows the details of the same measure as the
previous plot eRMSs as a function of ∆R/λ, it is clear that (for the range of source
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heights considered) in order order to assure error below around 10% a panel spacing
on the order of one tenth of the wavelength ought to be used. In general such a
restrictive treatment is not necessary because panels are rarely the same distance
apart.
Examining figure 3.15, it becomes clear that source height is not the correct scaling
and cannot provide meaningful information in predicting the error, at least indepen-
dent of other variables.
Finally, examining figure 3.16, it is clear that the resultant estimates of the pres-
sure (normalized by the analytic infinite-plane prediction) at the observer location
fluctuate with changes in ∆R and some bias toward over-prediction of the pressure
with increased ∆R appears to be evident.
It is apparent from these results that the main parameter influencing the adequacy
of the choice of panel refinement for a planar type surface is the ratio of the wave-
length to the panel length scale, ppλ = λ/l, although the source height (and to a lesser
extent the observer height) appears to modify this relationship to at least some degree.
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Figure 3.13. eRMSs as a function of ∆R/λ.
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Figure 3.15. eRMSs as a function of ∆R/hs.
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Figure 3.16. P/P∞ as a function of ∆R/λ, where P∞ denotes the analytic
infinite-plane result.
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It seems possible, in principle, to determine the approximate mathematical form
of error contributions from the local source strength per unit area on the plane. This
can be done by considering the disk configuration discussed with a source height hs,
and observer height ho, a radial variable R with an increment dR, a distance from the
source to a point on the disk of r =
√
h2s +R
2, and a time-harmonic source strength













The source strength per unit area can be obtained by combining equations 2.9 and 2.10





















The expression for the source strength per unit area then becomes






















Next, consider the evaluation of A at the retarded time using the complex form






















When a particular instance t = 0 is chosen (or, alternatively, the explicit time depen-
dence is removed) the remaining expression for the complex source strength per unit
area is


















Examining the bracketed terms, if
√
h2s +R
2 << 1/k which occurs when the source is
quite close to the plane at small values of R, then the second term will be important.
In the opposite set of circumstances where
√
h2s +R
2 >> 1/k the first term will be
the more influential. This occurs when the source is far from the planar scattering
surface relative to the wavelength (λ = 2π/k) or when evaluating the source strength
at a position on the plane where R is large. Thus inclusion of only the first term




2 decays asymptotically only as R−1 and will shrink significantly more
slowly than this when R < hs. In order to show the behavior of this function it is
plotted in a non-dimensionalized format, hf = h/
√
h2 +R2 in figure 3.17. In this
figure, the observer height, ho, is plotted, but it is equally applicable to the source
height, hs, or the observer height, ho, because the mathematical form is common to
both and the plotted curve is thus applicable to characterizing both circumstances.
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Figure 3.17. Plots of h/
√
R2 + h2 as a function of R/h for two ranges of
values.













When a panel representation is considered it is as if the continuous integration is
replaced by a discrete integration. Thus the error should be accessible as the integral
of the difference between the discrete and continuous or sampled versions of the
integrand. A similar approach should be able to produce a prediction of the error
associated with a finite surface. The nondimensionalized variation of the denominator
of the integrand is also represented in figure 3.17 where in this case the variable h
should be read as the observer rather than the source height as was previously the
case.
3.3.8 Planar regions with simple source and uniform source paneling
In order to investigate the differences in performance between simple source and
uniform source panels, a comparison was conducted between finite planar surfaces
paneled with each type of panels. The differences may be most pronounced when an
observer is quite close to the scattering surface and the concentrated singularity at
the center of the simple source (but not the uniform source) panels is placed in close
proximity to the observer. Scattering was measured at a line of observers a small,
medium or large distance above the planar surface. The problem is described first
and the results are then compared.
Problem Setup
The goal of this experiment is to determine whether the performance (as measured
by decreased error magnitude) is enhanced by the use of panels with a uniform source
distribution. All cases in this group are performed with an L = 16×16 planar arrange-
ment of panels with an input source at w = 1 (f = 1/2π), with the speed of sound
c = 1 leading to a wavelength of λ = 2π and a panel edge length of ∆x = ∆y = 16/N ,
which varies by case. N is used here to indicate the number of panels a in a given
dimension rather than exclusively the total number of panels. This leads to the same
number of panels per wavelength λ/∆x×λ/∆y in both the x- and y-direction, though
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the values differs by case. It was anticipated based on prior planar cases [78] that
the effects of the finite plane would be sufficiently minimal to allow for a meaningful
error analysis. The time step was chosen such that there were 32 points per pe-
riod (ppp), which helps to minimize errors from this source in non-interacting cases.
This resulted in a time step size of dt = 2π/32 = 0.1963 relative to a period of T = 2π.
Scattering of sound radiated from a simple source located at (0, 0, 0) was calcu-
lated for a source-plane distance of 1.0 unit so that the plane is located at z = −1.
Observer points were placed at the source level (1.0 unit from the plane, at z = 0),
below the source level (0.1 units from the plane, at z = −0.9), and far above the plane
(10.0 units from the plane, at z = 9). The observers were arranged in a diagonal line
for each case with observers running from (x, y) = (2, 2) to (x, y) = (6, 6) at the
z-values indicated previously. The choice of the diagonal ensured that the observer
line would pass near both panel center and the dips in pressure between them and
capture any variation due to the concentration of the source at a single point in the
simple source panels. 30 observers were employed in this line with observer one being
at (2, 2) and observer 30 being at (6, 6). The setup for the case at each height with the
lowest panel resolution is shown in figure 3.18. The same geometrical configurations
were used for both the version of the model with simple source panels and the version
of the model with uniform source panels.
Plane with h = 0.1
Results are now given for the observer line located h = 0.1 above the scattering
surface. In the tables in this section, N gives the number of sources in each dimension
of the planar region, while L gives the length (in both planar dimensions) of the
paneled scattering surface and ppp indicates the number of points per period used to










































































Figure 3.18. Diagonal line of observers at heights of h = 0.1 (left), h = 1.0
(center), h = 10.0 (right) shown from on edge (top panels), above (middle
panels) and an angle (bottom row). Scattering plane (blue dots), image
source (red dot), input source (green dot) and observers (black dots).
Table 3.3. Scattering from a planar surface calculated using simple source
panels at h = 0.1
casenum N λ/∆x× λ/∆y eRMSd eRMSs edB
1 8× 8 π × π 0.498 0.511 3.60
2 16× 16 2π × 2π 0.117 0.119 0.42
3 32× 32 4π × 4π 0.023 0.024 0.22
4 64× 64 8π × 8π 0.009 0.009 0.22
5 128× 128 16π × 16π 0.007 0.007 0.22
6 256× 256 32π × 32π 0.007 0.007 0.22
98
Table 3.4. Scattering from a planar surface calculated using uniform
source panels at h = 0.1
casenum N λ/∆x× λ/∆y eRMSd eRMSs edB
1 8× 8 π × π 0.166 0.171 2.75
2 16× 16 2π × 2π 0.030 0.031 0.35
3 32× 32 4π × 4π 0.009 0.009 0.24
4 64× 64 8π × 8π 0.007 0.007 0.22
5 128× 128 16π × 16π 0.007 0.007 0.22
6 256× 256 32π × 32π 0.007 0.007 0.22
Examining the set of cases with observers at a distance of h = 0.1 from the planar
scattering surface, the largest errors are at lower paneling resolutions in the simple
source panels, as seen in tables 3.3 and 3.4. This appears to be a result of the variation
in distance from the scattering source at the center of the simple source panels as the
observer position varies diagonally across the nearest set of panels. It can be argued
that, if the panel-observer distance is small relative to the panel length scale, using
the directivity pattern for a uniform panel provides better directivity in the closest
set of observers because of the absence of the central singularity in the uniform source
panel. To illustrate this hypothesis consider figures 3.19 and 3.20, and note how in
case 1 of the simple source panel implementation there is a significant over-prediction,
which is absent in the uniform source panel implementation, though both do contain
some additional under-predictions. Finally, looking at the error in cases 5 and 6 in
tables 3.3 and 3.4 it is notable that the error ceases to decrease. This is probably
attributable to the influence of edge effects, which are relatively constant for a plane
of fixed dimensions, or the value of ppp chosen. Each of these phenomena will tend
to leave some low remaining amount of error in the numerical prediction that is not
resolved by further refinement of the paneling.
99


































































































































































Figure 3.19. Normalized maximum pressures at observers in a diagonal
line at h = 0.1 calculated using simple source panels at various panel
densities, as given in table 3.3. The case numbers are 1-3 for the first row
and 4-6 for the second.
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Figure 3.20. Normalized maximum pressures at observers in a diagonal
line at h = 0.1 calculated using uniform source panels at various panel
densities, as given in table 3.4. The case numbers are 1-3 for the first row
and 4-6 for the second.
Plane with h = 1.0
Next, results are given for the observer line located h = 1.0 above the scattering
surface. Examining this set of cases, the errors are roughly equal at the measurement
precision considered. When the panel resolution is increased in case numbers 3-4, no
differences were seen. Small differences were seen in only the coarsest 2 panelings,
as shown in tables 3.5 and 3.6. The increased similarity between the two methods
appears to be due to the increased distance from the near-field, and the asymptotic
similarity between the simple source and uniform source distribution directivities as
distance from the panel to the observer becomes large relative to the panel length
scale.
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Table 3.5. Scattering from a planar surface calculated using simple source
panels at h = 1.0
casenum N λ/∆x× λ/∆y eRMSd eRMSs edB
1 8× 8 π × π 0.145 0.177 2.00
2 16× 16 2π × 2π 0.012 0.014 0.27
3 32× 32 4π × 4π 0.006 0.008 0.21
4 64× 64 8π × 8π 0.006 0.008 0.21
Table 3.6. Scattering from a planar surface calculated using uniform
source panels at h = 1.0
casenum N λ/∆x× λ/∆y eRMSd eRMSs edB
1 8× 8 π × π 0.147 0.180 2.10
2 16× 16 2π × 2π 0.014 0.017 0.27
3 32× 32 4π × 4π 0.006 0.008 0.21
4 64× 64 8π × 8π 0.006 0.008 0.21
Plane with h = 10.0
Lastly, results are given for the observer line located h = 10.0 above the scattering
surface. Examining this set of cases, there are no significant differences in the errors
between the simple source and uniform source distribution panels, as may be seen in
tables 3.7 and 3.8. At this distance into the far-field the simple source and uniform
source distribution directivities are very close and have identical entries in tables 3.7
and 3.8 except at the coarsest paneling. This is the expected asymptotic result as the
uniform directivity equals that of the simple source in the long distance limit.
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Table 3.7. Scattering from a planar surface calculated using simple source
panels at h = 10.0
casenum N λ/∆x× λ/∆y eRMSd eRMSs edB
1 8× 8 π × π 0.108 0.130 1.69
2 16× 16 2π × 2π 0.030 0.036 0.54
3 32× 32 4π × 4π 0.026 0.031 0.46
4 64× 64 8π × 8π 0.025 0.030 0.46
Table 3.8. Scattering from a planar surface calculated using uniform
source panels at h = 10.0
casenum N λ/∆x× λ/∆y eRMSd eRMSs edB
1 8× 8 π × π 0.108 0.131 1.70
2 16× 16 2π × 2π 0.030 0.036 0.54
3 32× 32 4π × 4π 0.026 0.031 0.46
4 64× 64 8π × 8π 0.025 0.030 0.46
Synopsis
The effect of using panels with a uniform source distribution to calculate scattering
from a planar surface appears to have been relatively small except for the case where
the observers were very close to the scattering surface, and where the paneling was
sufficiently coarse to bring the central singularity in close proximity to an observer.
This may point to the value of taking into account the effects of panel directivity
patterns in these contexts where there is very close interaction between a panel and
an observer or between panels. For more distant observers, using simple source panels
appears to be adequate.
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3.3.9 Planar regions with multiple control points per panel
The limited improvements seen in some contexts—particularly in cases with ob-
servers very near planar surfaces—when using uniform source panels motivated some
further explorations of possible method enhancements. In particular, methods to bet-
ter estimate the average gradient impinging upon a panel were explored. This was
done by considering the effects of using multiple control points on a single panel. The
use of multiple control points can occur at two different stages within the current
formulation: 1. During the initial calculation of the source strengths that would oc-
cur due to the input source only, 2. During consideration of the interactions between
source panels.
Only the first of these enhancements—dealing with propagation from the initial
source to multiple control points—applies to planar regions. It was implemented and
tested using a finite planar surface. The use of this surface focuses attention on the
initial step by eliminating panel to panel propagation as a source of error. In this series
either divided or undivided panels were used. When divided panels were used, each
of the square panels comprising the scattering surface were subdivided into tenths in
both length and width so that each of the sub-panels used had 1/100th of the area
of the total undivided panel. Gradients were then evaluated at each of the sub-panel
positions and summed in order to determine the total source strength needed for the
panel to meet the boundary condition as estimated based on the contributions from
each of the sub-panels. The surface dimensions were L = 16×16, the wavelength was
λ = 2π, with ppp = 32 similar to what was done when considering the advantages
of uniform or simple source panels in section 3.3.8. The 30 observers were similarly
arranged in a diagonal from (x, y) = (2, 2) to (x, y) = (6, 6).
Examining the results from these cases, shown in table 3.9, some improvements
were seen in the multiple control point cases; however, these were limited to refine-
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ments coarser than would normally be preferred in a scattering case, e.g. λ/l =
2π/2 = π. When panelings were in a range typical of normal use of the method,
no non-trivial benefit was seen for using multiple control points during the input
stage, and some actually worsened the results. This seems to suggest that for nor-
mal use of the method as presently formulated, the use of multiple control points per
panel is not preferred, though it may be indicated if unusually rough paneling is used.
Table 3.9. eRMSs for observer located at h = 0.1 resulting from sim-
ple/uniform source panels with single/multiple control points
Uniform Simple Uniform Simple
NPanels Multiple Multiple Single Single
N = 8× 8 0.131 0.490 0.171 0.511
N = 16× 16 0.033 0.122 0.031 0.119
N = 32× 32 0.011 0.025 0.009 0.024
N = 64× 64 0.008 0.010 0.007 0.007
N = 128× 128 0.007 0.007 0.007 0.007
N = 256× 256 0.007 0.007 0.007 0.007
3.4 Validating G1A and use of the Scattering Method With G1A
In order to apply the time-domain boundary element method under consideration
to predict scattering of noise from a simulated jet some means of coupling the simula-
tion, a large eddy simulation (LES) in this case, with the boundary element method
is needed. The present time domain boundary element method is designed to accept
pressure gradient inputs. These are determined using Lee et al.’s G1A pressure gra-
dient formulation [24, 69]. Lee et al.’s pressure gradient formulation, which predicts
acoustic pressure gradients anywhere outside of an acoustic data surface based on the
effects of sources enclosed in the surface on the flow variable on the acoustic data
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surface, was obtained through an analytical differentiation of the Ffowcs-Williams
Hawkings method. The Ffowcs-Williams Hawkings method similarly predicts acous-
tic pressure anywhere outside of an acoustic data surface (ADS) due to the sources
enclosed within the surface based on the flow variables recorded on the ADS. The
validation of our implementation of the G1A method will be discussed in this section.
3.4.1 G1A implementation and validation with a point source
In order to develop an integrated set of tools for investigating both direct and scat-
tered sound fields, Lee et al.’s G1A pressure gradient formulation was implemented
within an existing Ffowcs Williams–Hawkings code written for parallel processing of
large surfaces [?, 45, 82, 83]. The Ffowcs Williams–Hawkings code was validated pre-
viously [82, 83]. The architecture of the G1A module was written so as to capitalize
on the existing parallel structure of the code and significantly simplify the process of
implementation.
In order to validate the G1A code, an acoustic data surface provided by James
Erwin of CRAFT Tech was used. The shape of the surface is designed to be similar
to an ADS from an LES case. The surface used was piecewise conical, approximately
1.5 meters long and depicted in figure 3.21. In this figure, lengths are given with
regard to a reference length scale Dj = 0.0508m, which if applied to an LES case
would likely be chosen to equal the jet diameter, making the surface close to 30 Dj
in length. The grid has a radius of 0.1211 meters (2.3839 Dj) adjacent to the inlet at
x=-0.1211 meters (-2.3839 Dj), a radius of 0.1770 meters (3.4843 Dj) adjacent to the
outlet region at x=1.4980 meters (29.488 Dj), and maximal axial and circumferential
grid spacings of ∆xmax = 0.0171m and ∆Cmax = Rmax∆θ = 0.00927m respectively.
The point source is located at 0.254 meters (5 Dj) in the x-direction.
This surface contained the data for a point source at a frequency of 2 kHz. The
relationship between the derivative of the pressure at an observer through time and
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Figure 3.21. Setup for validation of G1A module. (Used with permission
from James Erwin of CRAFT Tech.)
the radial derivative at the same point through space was employed to verify the














the gradient in the radial direction is equal to the derivative of the pressure in time
divided by the speed of sound. Thus in order to validate the G1A method the pressure
(using the existing implementation of the Ffowcs-Williams Hawkings method) and the
gradient (using G1A) at the same point were calculated. The pressure gradient and
the pressure time derivative scaled by 1/c were then plotted on the same axis as
shown in figure 3.22.
The results from the pressure derivative and those from the radial pressure gradi-
ent are essentially identical and provide confirmation that our implementation of the
G1A method produces an accurate prediction of the gradient. Minor defects visible
at the end points may be due to the lower formal accuracy of the derivative method
used (a compact difference) at end points.
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Figure 3.22. Results for validation of G1A module.
3.4.2 BEM validation with a point source
The same acoustic data surface containing data (provided by CRAFT Tech) for a
point source at a frequency of 2 kHz was next used to validate the new BEM method
and determine what grid parameters would produce accurate results. The case under
consideration was a finite planar scattering surface being used to act in place of an in-
finite planar scattering surface. The panels need to be small relative to the wavelength
(λ/∆x is sufficiently large) to provide a good simulated reflection. Also, the plane
needs to be large in order to behave sufficiently similarly to an infinite plane. This
implies that the ratio between the source height above the planar surface (h = 0.635
meters) and the side length (L) in length (i.e., L/h) must be sufficiently large. It is
also desirable for computational reasons to have the number of points be as small as
possible. Thus a variety of parameter values were explored in an attempt to get an
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Table 3.10. BEM validation test cases
Case Nx Ny Lx Ly ∆x ∆y λ/∆x L/λ L/h
1 20 20 1.2 1.2 0.06 0.06 2.860 6.993 1.89
2 20 10 2 1 0.1 0.1 1.716 11.656, 5.8275 3.15, 1.57
3 20 20 1.5 1.5 0.05 0.05 3.432 8.741 2.36
4 30 30 1 1 0.033 0.033 5.148 5.8275 1.57
5 60 60 2 2 0.033 0.033 5.148 11.655 3.15
adequate balance between these three competing constraints. The parameters chosen
for a number of cases are shown in table 3.10 and the results of these experiments are
shown in figure 3.23. The variables listed in table 3.10 are (in order of appearance):
1. the number of panels in the x-direction, 2. the number of panels in the y-direction,
3. the side length in x, 4. the side length in y, 5. the grid spacing in x, 6. the grid
spacing in y, 7. the grid refinement parameter, 8. the side length parameter and 9.
the side length divided by the source height. The position of the center of the plane
(chosen to coincide with the location of the source in x) was fixed at 0.254, and the
wavelength (λ) was 0.1716 m in all cases.
In order to provide a comparison with the scattering results, direct sound was
calculated using the FW-H method at two observer locations. The first was the po-
sition of the actual observer. The second was the observer location mirrored across
the scattering plane so that the results at the mirrored position permit a prediction
of the scattered sound which would be present for an infinite plane. This was then
compared with the scattering results predicted via BEM. In figure 3.23, the black
line is indicative of the infinite plane solution generated using a mirrored observer
location and the red marks are the predictions using the BEM method.
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A few observations might be made concerning the results. First, all the cases were
stable, thus producing finite results. Second, the expectation that the ratio between
the wavelength and the panel side length λ/∆x needs to be sufficiently large to resolve
the waveform and that the ratio between the plane side length and the wavelength
L/λ or the source height L/h needs to be sufficiently large to adequately simulate an
infinite plane have both been verified. The worst case appears to be case 2, which has
one side longer than the other and also a lower value of λ/∆x than the others, and
overshoots significantly. Because case 4 turns out seemingly better with a smaller
plane, it seems that λ/∆x is too low in case 2, leading to inadequate resolution of the
waveform. Case 4 has larger errors than case 3 and case 4 has a larger value of λ/∆x
and smaller value of L/λ and L/h than case 3. Thus it seems likely that the λ/∆x of
case 4 is adequate and the value of L/λ and thus L/h chosen is insufficient to obtain
infinite plane-like behavior. Only cases 3 and 5 really resolve the waveform well once
past the starting transients. These transients are the result of several effects including
the use of a signal which abruptly begins, the signal’s reaching different portions of
the discretized planes (scatterer positions) at different times, as well as some trun-
cation of the signal at the scattering point at the beginning and end of the record,
which results from the code using only the time range for which data is available from
all parts of the FW-H surface.
The magnitude in cases 1 and 4 was off by around 1.5 dB. Case 2 overshot by
around 6 dB. Both cases 3 and 5 produced adequate results with errors in magnitude
of less than 1 dB in their steady portion. Therefore case 3, the one of the two with
the least number of panels, was chosen to give a rough estimate of the values of
the non-dimensional model parameters needed for good performance in this problem.
The parameters for case 3 were, λ/∆x = 3.432, L/λ = 8.74 and L/h = 2.36. The
results of section 3.3.6 suggest that the first and last of these are the more important
parameters for limiting normalized RMS errors though the second also plays a role in
predicting the degree pressure magnitude errors. These values then become the base
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values of choice for use with more complicated cases with multiple frequencies and
other similar considerations.
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Case 1: λ/∆x = 2.860, L/λ = 6.993 Case 2: λ/∆x = 1.716, L/λ = 11.656, 5.8275




































Case 3: λ/∆x = 3.432, L/λ = 8.74 Case 4: λ/∆x = 5.148, L/λ = 5.8275


















Case 5: λ/∆x = 5.148, L/λ = 11.655
Figure 3.23. BEM validation results obtained using an ADS representing
a single mono-frequency source. Analytic (black line) and BEM (red dots)
prediction of the scattered pressure.
112
3.4.3 BEM application with multiple sources at multiple frequencies and
amplitudes
In the final case under consideration, an acoustic data surface (provdided by James
Erwin of CRAFT Tech) containing data for an enclosed set of five monopoles at
different frequencies and amplitudes ranging from 1 to 5 kHz is considered. The
locations and frequencies of the sources are given in table 3.11 and a visual depiction
of the setup is given in figure 3.24. In this problem, the grid dimensions are the same
as those given in the previous problem.
Table 3.11. Point source description
Amplitude x-loc y-loc z-loc Frequency
(Pa) (in) (m) (in) (m) (in) (m) (kHz)
10 5 0.127 0 0 0 0 5
8 10 0.254 0 0 0 0 4
6 15 0.381 0 0 0 0 3
4 20 0.508 0 0 0 0 2
2 25 0.635 0 0 0 0 1
As has been done previously, the scattered sound predicted by the BEM method
is compared to the scattered sound predicted for an infinite plane obtained by using
a mirrored observer. To determine the necessary size and refinement of the scatter-
ing plane, the information gained from the previous problem is used. To increase
accuracy a value of 4 panel lengths per wavelength is used instead of 3.432. The
side length of 8.74 wavelengths seems adequate. However, now multiple frequencies
must be considered. Each of these wavelengths would be most efficiently served by a
different sized plane. In order to make sure all wavelengths are adequately resolved,
both the lower and highest wavelengths must be considered.
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The lowest wavelength partially determines how long the side needs to be in con-
cert with the source height (h = 0.635 meters). In this case the lowest wavelength
is λmax = c/f = 343.2(m/s)/1000(1/s) = 0.3432m. This means that in order to
have a square plane 8.74 wavelengths long a side length of 8.74 ∗ 0.3432m = 3m is
needed leading to a value of L/h = 3/0.635 = 4.7244 for the lowest frequency source.
It ought logically to be centered at the lowest frequency source. The highest fre-
quency, on the other hand, will control the grid spacing resolution. In order to have 4
panel side lengths per wavelength a grid resolution of ∆x = λmin/4 = 0.06864m/4 =
0.01716m is needed. In order to get the desired resolution for the chosen side lengths,
Nx = Ny = L/∆x = 3/0.01716 = 174.83 grid points are needed. Adding a small
margin,Nx = Ny = 176 grid points are used. The total number of grid points to be
considered is thus Ntotal = NxNy = 30, 976 grid points. Using 32 cores on a cluster,
the gradients for each scattering point takes just over a second to calculate, resulting
in a total time of around 8.6 hours for calculation of the pressure gradients, but only
a few additional minutes for the calculation of scattering using the method presented
for flat panels. Thus the calculation of the pressure gradient inputs using the G1A
formulation is the dominant expense of the method for planar cases. This expense,
however, can be entirely parallelized and thus largely circumvented if abundant com-
putational resources are available.
The results for these choices of the grid dimensions and refinement are shown in
figure 3.25. In this figure the analytical (infinite plane) prediction is represented as
a black line, the BEM prediction is represented as red x’s and the difference between
them as a blue line. The initial portion of the graph depicts a region where the
scattering surface is not fully wetted with data—that is, portions of the scattering
surface which interact with the source observer pair do not all have complete data—
and thus may introduce transient errors as data first reaches each. The analytical
and numerical predictions do not match well in this region and the error is relatively
large. After about 7 milliseconds, when the scattering surface is fully wetted, the
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Figure 3.24. ADS, observer and scattering plane configuration. (Used
with permission from James Erwin of CRAFT Tech.)
agreement between the two is good, and the error is of lower magnitude. This will be
referred to as the steady region. In the steady region, the RMS values of the analyti-
cal prediction, the BEM prediction and the error are (as normalized by the analytical
prediction) 1.0000, 0.9798, and 0.0346 respectively, indicating the scattered signal
predicted using the present boundary element method is in good agreement with the
analytic prediction. The RMS values of the BEM prediction differs by approximately
2 percent in magnitude from the analytical prediction (0.9798 rather than 1.0000),
with the error term having a RMS value 14.6092 dB less than that of the analytic
reference signal, thus the signal to noise ratio in this case is large.
The agreement between the BEM and analytical predictions of scattering dur-
ing this time period indicates that the choices of parameter values governing grid
refinement relative to the minimum wavelength and plane size relative to the maxi-
mum wavelength were adequate to resolve the frequencies in the problem. This also
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suggests that similarly chosen parameters would likely lead to success in more com-
plicated problems such as a jet LES where the sources are no longer single points,
but distributed and non-stationary, though the size of the acoustic data surface sur-
rounding the jet might provide an additional requirement for an enlarged plane so as
to provide sufficient sideline depth at all points of the plume.


















Figure 3.25. Analytic (black line) and BEM (red x’s) predictions of the
scattered sound field. The error is shown in blue.
3.5 LES case
The final case—acoustic data surface information from a jet large eddy simulation
(LES) serving as input to a scattering prediction via G1A [24]—is most directly related
to the raison d’etre of this work as it connects the scattering problem to a simulation
of an actual jet and thus perhaps comes closer to illustrating the actual process that
might be followed in executing such a scattering calculation.
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3.5.1 Jet LES Case setup
An acoustic data surface was provided by Aikens [45], which contained results from
a simulation of a nominally perfectly expanded round jet performed using CRAFT
CFD. CRAFT CFD is a multi-block structured LES code. It is able to use a 5th-order
upwind-biased spatial differencing scheme and, for temporal advancement, employs
an implicit 2nd-order time-stepping method [45]. The parameters used for this study
are described in table 3.12 and include Md the nozzle exit design Mach number, pj
and p∞ the jet design exit pressure and the free-stream static pressure respectively,
Uj the jet exit velocity, Tj and T∞, the jet and free-stream temperature, ReDj , the
nozzle Reynolds number and ∆t, the simulation time step size. In the original cases
studied by Aikens, multiple grids are considered with differing azimuthal spacing in
order to better understand the effect of this variable. In this noise prediction, a data
surface based on the G240 grid of Aikens [45] with approximately 11 million nodes
and some 240 azimuthal nodes was used. This was the second finest of the four grids
used in his study (G60, G120, G240 and G480).









∆t 1.1704 ×10−5 s
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The problem domain extends for 60 nozzle radii with a further stretching region at
the domain termination lasting an additional 30 jet radii to help damp strong vortices
and numerical reflections, which would otherwise contaminate and degrade acoustic
predictions. In the study of Aikens, the end of the potential core (the dominant
noise production region [45,84–86], particularly for low frequencies) was found to be
near 20Rj (Aikens, pg. 63). The resultant positioning may face some limitations.
Experimental results suggest that the peak source region for noise from large scale
turbulence structures varies depending on the location of the observer and the fine
scale turbulence noise source may be located slightly further downstream than the
source for the large scale structures [86] with perhaps some contributions from the
near nozzle region as well [82, 87].
The data provided by Aikens included multiple acoustic data surfaces (ADS) cor-



















Figure 3.8. Time averaged lipline (r = Rj) TKE for the four grids.
Figure 3.9. x-y contours of velocity dilatation, with locations of ADS
sleeves and end-caps indicated.Figure 3.26. Computational domain and acoustic data surfaces of varying
sizes including sleeve and end-cap components surrounding the presumed
source region in an LES of a turbulent jet. (Source: Aikens [45], used by
permission of the author.)
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section of the scattering surface with the acoustic data surface, the tightest (having
the smallest interior volume and radii) was selected as an input to the scattering
model. This surface is shown in figure 3.28. In this problem the x-coordinate is in
line with the jet centerline extending in the direction of flow, y corresponds to the
starboard wing and z corresponds to height with the jet exit center corresponding to
(x, y, z) = (0, 0, 0). The direct sound prediction was validated by comparison with
published far-field OASPL results of Aikens [45], which shows good correspondence
with the present results. An ADS can ordinarily include a sleeve (a long approxi-
mately cylindrical portion wrapped around the jet) as well as end caps (flat regions
of constant x-coordinate, which complete the surface). The end cap is not included
in any of the cases presented in this study, as the convection of quadrupole sources
through the end cap has been noted to be a source of spurious noise in previous
studies [45]. Methods for dealing with the quadrupole term in the acoustic pressure
prediction have been developed based on the frozen turbulence assumption [88, 89]
or through averaging over multiple endcaps [45], but to our knowledge techniques
for predicting pressure gradients due to quadrupole convection through the end cap
have not yet received the degree of attention and development given to techniques for
prediction of the acoustic pressure.
The choice of observer locations in the present study is determined largely by
comparison with the real-world case of an F/A-18 E/F aircraft taking off from an
aircraft carrier. Based on visual examination of a number of photos such as that
shown in figure 3.27 and video footage it appears that it is relatively common for
the final checker—the person that inspects the aircraft for hydraulic leaks and proper
control surface functioning immediately before take-off—to crouch (so as to avoid
being propelled by the high-speed exhaust) just at the tip of the aircraft wing (y =
6.85 m) at approximately 1/3 normal height (1.79 m is an average height for the
military), and about two nozzle diameters forward of the exit plane. If it is assumed
(based again on estimates from photographs) that the nozzle radius is about Rj = 0.25
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m, then the first observer location is as recorded in table 3.13, with all coordinates
relative to the nozzle exit plane.
Figure 3.27. Illustration of the “final checker” crouching preparatory to
fighter jet catapult launch after checking aircraft control surfaces and
looking for hydraulic leaks.
The second observer location is designed to reflect the peak noise exposure that
an observer in this position might receive as the airplane moves forward during take
off. In order to determine where this occurs, a series of observers spaced at 0.5 Rj
intervals were placed in a line going aft-ward from the first observer position to the
end of the problem domain as shown in figure 3.28. The OASPL referenced to 20µPa
120
of the direct sound as calculated using FW-H was considered at each position as
shown in figure 3.29, and the second observer location was chosen to reflect the peak
in OASPL, which was located at x = 44.5Rj. This was also consistent with the loca-















Figure 3.28. Observer line (blue circles) used to locate peak exposure
position for a crouching observer characteristic of final checker position.
Presumed source location (yellow dot with red rays), ADS (rough trun-
cated cone of very fine blue dots) and the two chosen observer locations
(red dots).
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Figure 3.29. Overall sound pressure level at each of the observers due to
direct sound exposure.
In theory the observer position at the peak exposure angle may be found by first
finding the angle between the jet exit vector and the propagation direction of the





where C is the phase speed of a hypothetical wavy surface of the convecting jet. Here
the jet velocity has been used as the phase speed. It is not necessarily clear that these







= 0.8215 radians = 47.07o. (3.11)
Then the sideline distance (27.4 Rj in y and 4.768 Rj in z) divided by the tangent
of the angle φ is added to the location of greatest noise production at the end of the








= 20 + 25.87 = 45.87. (3.12)
As indicated, the agreement is good between the two with the theory calculated using
Uj predicting the peak at 45.9 jet radii, and measurement locating it at 44.5 jet radii.
Using the location determined for the downstream peak, the second observer lo-
cation is given in table 3.13.
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Table 3.13. Coordinates of chosen observer and image observer locations.
Observer measure x-pos y-pos z-pos
1
physical -1m 6.85m -1.192m
non-dim. (Dj) -2 13.7 -2.384
non-dim. (Rj) -4 27.4 -4.768
2
physical 11.125m 6.85m -1.192m
non-dim. (Dj) 22.25 13.7 -2.384
non-dim. (Rj) 44.5 27.4 -4.768
image 1
physical -1m 6.85m -2.384m
non-dim. (Dj) -2 13.7 -4.768
non-dim. (Rj) -4 27.4 -9.537
image 2
physical 11.125m 6.85m -2.384m
non-dim. (Dj) 22.25 13.7 -4.768
non-dim. (Rj) 44.5 27.4 -9.537
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In order to capture reflections at these two positions the portions of the ground
plane that are most relevant to the scattering problem must be determined. While
any portion of the plane will contribute some amount, however minute, to the scat-
tering of a non-planar source, the greatest contributions presumably come from the
region of nearly specular reflection—near where a ray would reflect off the scattering
surface in order to travel from the source to the observer. This region is centered
at the intersection between the scattering plane and a line connecting the source
position and the image observer position. The length of this line, ||~rsource−obs.image ||,
is also equal to the minimal path length that sound coming from the source must
travel to interact with the observer after encountering the scattering plane. Portions
of the scattering plane that are most near the point where the line and the plane
intersect are typically the most important in capturing the reflection. These points
can be selected by allowing a total source-scatterer-observer path slightly longer than
the minimum path length, i.e., allowing a small quantity of ‘slack’ in the path. The
general idea of such a setup is shown in figure 3.30.
Previous experiments have supported the idea that a relatively small amount of
path slack is needed; often on the order of a few wavelengths. (This experiment was
performed before the importance of the ratio of the sideline length and the source
height in assuring accurate results when using this method had been identified so
path slack is the main design parameter considered here.) Numerically this region of
the surface can be described as
||~rsource−surface||+ ||~rsurface−obs.|| < ||~rsource−obs.image ||+ λ×N,
meaning that for a surface point to be included the sum of its distance from the
source and its distance from the observer must be less than the sum of distance of
the source from the image observer and some small number of wavelengths, λ × N ,













Figure 3.30. A source (red *), observer (green o) and plane (black lines),
their ellipsoidal region of interaction (red ellipses) and its shadow on the
scattering plane (magenta ellipse). The direct sound path (blue solid line),
the shortest scattering path (blue dashed line) and longest scattering path
for a particular path slack (red dashed line) are also shown.
Reflection using an LES with N = 1 wavelengths of path slack
The longest and shortest relevant wavelengths were determined by examination of
the published spectra of Aikens [45]. These correspond to Stlow = 0.03 and Sthigh =
2.5. The reflecting surface also might have been designed to capture the highest
frequency which the LES was capable of supporting, though this was not done. The
















In practice, the characteristics of a given CFD calculation including its formal accu-
racy and dissipation, as well as the sizing the ADS mesh may limit accuracy beyond
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the time resolution of the simulation itself. The significantly lower cutoff of 2.5 seen
in the published results of Aikens suggested that attempting to resolve frequencies
up to the Nyquist cutoff was unnecessary. It was also noted that in the published
spectra a peak around St = 0.2 was seen, although this naturally varies with ob-
server position [86]. Ultimately, a surface was constructed with a design range of
St ∈ [0.03, 0.254] in the case of a normal reflection. For oblique reflections the panel
spacing is effectively changed because the scatterer is inclined relative to the direc-
tion of propagation as discussed in section 3.1.2, thus limits of St1 ∈ [0.03, 0.79] and
St2 ∈ [0.03, 1.49] might be expected when the present oblique reflections are consid-
ered. This should provide adequate support for a majority of the energy in the signals.
Thus N = 1 wavelengths of the presumed longest wavelength (St = 0.03 cor-
responding to a wavelength of 1.135Rj) worth of slack in the transmission path is
allowed, so that only points in the plane that can be reached with a source-plane-
observer path no more than one wavelength longer than the direct source-image ob-
server path are included in the calculation. The refinement of the (simple source)
paneling in the plane is chosen to be ∆x = 0.0681 in order to include 2 panel lengths
per the shortest target wavelength in keeping with the limitation deduced from sec-
tion 3.3.7 where errors are seen to sharply increase as fewer than two panels per
wavelength are used. The region can be paneled with the numbers of panels indi-
cated in table 3.14. The scattering surface appears in relation to the surrounding
geometry as shown in figure 3.31. In the figure, the center of the presumed source
region is identified by a yellow dot, and the observer position is indicated by a ma-
genta dot. The acoustic data surface is shown as a white wire frame, the (presumably
more relevant) included portion of the scattering surface is shown in red, and the
(presumably less relevant) not included portion of the scattering surface is shown in
blue.
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Table 3.14. Number of panels used with two panels per shortest wave-











































Figure 3.31. Scattering surfaces (red ovular shape) used for 1λmax of path
slack, the peak source region (yellow dot) and the (x,y) observer location
(magenta dot). The acoustic data surface (white mesh). (Top) The setup
for observer 1 (top) and observer 2 (bottom).
In order to make examination of the spectra (which are initially quite noisy) eas-
ier, the power spectra are smoothed using a 7-point moving average. This allows the
trends present in the spectra to be more easily discerned above the otherwise sizable
and visually noisy variation between adjacent bins.
129
Examining the two spectra qualitatively, it is clear that the second observer loca-
tion receives much higher noise levels than the first. This is due to the second observer
location being located directly in line with the peak radiation direction. This region
also tends to be dominated by Mach wave radiation from the large-scale structures
in supersonic jets, while the first observer location would be expected to experience
larger relative contributions from the fine-scale turbulence noise [86]. Consistent with
the observation that the second observer is located in the region dominated by the
large-scale structure noise the spectrum also appears to be more peaked with a steeper
descent from the peak frequency region than that seen in the first observer location
where the fine-scale turbulence noise is more influential.
Comparing the prediction of the scattered sound field at the observer location
using the boundary element method presented here (using simple source panels) to
the direct sound field at an image observer location (the ideal scattering result from
an infinite plane) it appears that some features of the spectra are well-preserved, while
others have been partially degraded. This is visible in the smoothed spectra presented
in figure 3.32, where it is apparent that the peak frequency region matches well with
the image observer prediction. However, further away from the peak frequency region,
the predictions differ markedly. This is probably due in part to the fact that different
frequency regimes may emanate from different source regions and in part to the
limited size of the scattering surface relative to the spectral range of interest.
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Figure 3.32. Smoothed spectra from an image observer (black) and BEM
(red line) scattering prediction using a scattering surface with 1λmax of
path slack. Final checker position run-up exposure (left) and peak take-off
sound levels (right).
The time traces (not shown) are correspondingly similar in general, but with
some low frequency straying from the image observer prediction, and some rounding
of features in the boundary element method prediction, which might indicate a loss
of high frequency scattering. Differences at low frequencies may be due to too small
of a reflecting surface, while high frequency differences may be due to a lack of spatial
resolution due to the panel size.
Reflection using an LES with N = 2.5 wavelengths of path slack
In order to better capture the scattering from the ground plane of a jet simulated
using LES, a larger reflecting surface including points with up to N = 2.5 times
the longest target wavelength was considered. It is anticipated that this will help
capture reflections from sources that may be less localized. Jet noise produced by
both fine-scale turbulence and large-scale structures is produced over an extended
region and, while this region tends to be centered near the end of the potential core,
significant contributions can occur over a range of perhaps 4-10 nozzle diameters in
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Table 3.15. Number of panels used with two panels per shortest wave-




some cases [86]. This should capture some portion of the specular reflection region
for the region near the nozzle where some high frequency contributions may originate
[82,87]. Alternately, this region could be more specifically targeted with a deliberate
addition to the scattering plane; however, the simpler surface is investigated here. If
the source region were idealized as a point (though clearly not the case), the surface
ought to capture sound at Strouhal numbers in the ranges St1 ∈ [0.012, 0.794] for
observer position 1 and St2 ∈ [0.012, 1.494] for observer position 2. Naturally, only
the lower limit has changed due to the increase in size of the surface. The surface
generated for N = 2.5 wavelengths worth of path slack are shown in figure 3.33, and
the number of scattering points used in each surface is shown in table 3.15.
The scattering surface is clearly larger than when only one wavelength of path
slack was considered. In contrast to the N = 1 wavelength surface the N = 2.5









































Figure 3.33. Scattering surfaces (red ovular shape) used for 2.5λmax of
path slack, the peak source region (yellow dot) and the (x,y) observer
location (magenta dot). The acoustic data surface (white mesh). (Top)
The setup for observer 1 (top) and observer 2 (bottom).
Examining the smoothed spectra from the scattering prediction using the larger
surface shown in figure 3.34, it is clear that for the first observer location the low
frequency capture of the N = 2.5 wavelength case is significantly improved relative
to the N = 1 case shown in figure 3.32. The high frequencies were affected less than
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anticipated. It was originally supposed that the expansion of the scattering surface
would improve capture of high frequencies that might not originate from the peak
source region at the end of the potential core; however, the lack of improved per-
formance for the first position may suggest that the problem is instead insufficient
resolution in the paneling. The second point, however, appears to rule out this sug-
gestion.
At the second observer position marked improvement is seen in the attenuated
high frequencies as well as improvement in the low frequencies similar to that seen
at the first observer location. At both observer positions the difference between the
OASPL predicted using the boundary element method and a mirrored observer was
reduced when the larger surface was employed as shown in table 3.16. A significant
differentiating feature between the two points is the position of the scattering surface
in relation to other potential noise source regions. At the first observer location,
specular reflection of sound originating close to the lip line might not be adequately
captured because of the larger angle between the ray from the observer to this po-
sition and the semi-major axis of the scattering surface. On the other hand, the
orientation of the scattering surface used for the second observer location might be
better situated to capture sound from this source because this angle would be smaller.
It is possible that better scattering surfaces could have been custom made by
including as part of the design process measuring the direct sound field at a line
of observers at which spectra might be taken in order to determine where various
frequencies primarily originate or where contributions rise above a stipulated level.
This could then be used to choose paneling of minimal density and extent for the
frequency range present at any given position. This would, however, significantly
complicate the surface design process because different source regions could call for
the inclusion of a portion of a scattering surface at multiple values of the panel size,
though the smallest could always be used for simplicity. Ideally, all paneled subregions
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would fit cleanly together to form a simply connected surface (i.e., one with no holes).
However, the multiple sizes of panels employed in an effort to minimize the total
number considered would complicate the determination of such an optimal scattering
surface. Clearly, there is a trade-off between the time needed to design a scattering
surface for a given problem and the time needed to actually run the calculation of
the pressure gradients for the surface.
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Figure 3.34. Smoothed spectra from an image observer (black) and BEM
(red line) scattering prediction using a scattering surface with 2.5λmax of




The simple source method was also applied to the case of an exhausting supersonic
jet with results of a large eddy simulation used as input to the scattering problem. The
method was successfully applied in capturing the peak frequency region of the spec-
tra, and the overall sound pressure level (OASPL) at the chosen observer positions.
However, some less prominent higher and lower frequencies were under-predicted.
Predictions of the scattered sound field at both observer locations followed analytic
prediction for the spectra and OASPL better when the surface was expanded.
3.6 Scattering By Corners
3.6.1 Problem justification
The case of a corner composed of two planar regions meeting at a single axis at 90
degrees relative to one another is integral to many real-world scenarios. This feature
occurs when any solid vertical surface is present on the deck of an aircraft carrier, and
as such the usefulness of the present model for dealing with real geometries is very
much tied to its ability to correctly predict scattering from a corner. Additionally,
surfaces with sharp angles have been historically challenging for equivalent source [68]
and panel methods [90], making the performance of the present method for a case
which poses this challenge a subject of interest in this work.
3.6.2 Problem setup
In the corner cases, a sinusoidal simple source is considered as input to the prob-
lem of pinput = sin(ωt)/r, where c = 1 and ω = 1. This implies that → T = 2π/ω =
2π, λ = Tc = 2π = 6.2832, f = c/λ = 1/2π = 0.15915. The number of points per
period was ppp = 16 in all cases. This relatively lower number was chosen to enhance
stability as smaller time steps are associated with instability in this method. The
source is located at a distance of 1 from both of the planar regions, with an observer
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arc located at a radius of Robs = 6 from the source. The observer arc is located in the
symmetry plane that cuts in half both of the finite planes comprising the corner. The
general form of the setup can be seen in figure 3.35, which can be useful in under-
standing the angular arrangement of the observers. Also visible in the figure are the
three image sources (marked with red dots) and input source (green dot) that provide
the analytic solution for the corner scattering problem as discussed in section 1.4.2,
the observer arc (black dots) and the scattering surface (blue dots). The dimensions
of the two planar regions were L = 40.5 × 20.25 where the longer dimension is the
edgewise length of the planar surface and the shorter dimension is the sideline length.










Figure 3.35. Corner setup for a L = 40.5×20.25 corner using N = 108×54
panels with a corner gap of ∆g = 0.01 and a stretching ratio of r = 1.00.
3.6.3 Problem challenges
Significant difficulties may affect an attempt to model a corner using the methods
of this work. Particularly, two difficulties seem to affect these cases. First, related
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methods [68, 90] experience difficulties if there is a sharp discontinuity in the scat-
tering surface. This is also a non-trivial problem using the present TD-BEM as the
influence matrix formulation assumes that the influence of one panel upon another
can be successfully approximated as taking place at a single point. For interactions
between panels very near one another relative to their length scale, the change in the
gradient across the extent of the panel can be expected not to be linear and thus the
panel center may not be precisely representative of the average gradient impinging
upon the panel. Hence the assumption that a single control point is entirely repre-
sentative of impinging gradients is likely to be inadequate, and the case will require
special treatment in order to produce a correct prediction.
Second, the fact that the planes forming the corner are at a constant angle to one
another may allow unstable interactions to occur. As discussed in section 1.4.5, un-
stable modes with high spatial and temporal frequency may develop in time domain
boundary element methods. The regularity of uniform paneling, if used, may allow
more distant portions of the surface to interact through beam-forming-like effects—
e.g, the highest supported frequency of a paneled surface with a regular pattern of
paneling would have a highly directional component to it because of the distinct and
regular phase relationships among the panels similar to a shotgun loudspeaker ar-
ray [91] or other phased array. This highly directional effect may allow more distant
portions of a surface to interact so as to generate instability.
Third, although the planes will necessarily be finite in extent, the analytic solution
used for comparison will correspond to an infinite corner formed by two semi-infinite
planes. Thus some degree of error is introduced into the solution.
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3.6.4 Approach and preliminary experiments
The necessity to properly resolve the corner region, avoid creating conditions con-
ducive to instability and provide a large enough scattering surface to assure infinite
corner type behavior requires several steps. First, the close corner region must be
addressed. Several treatments were attempted including leaving a small gap at the
corner, and use of geometric grid stretching. It was found that in a corner com-
posed of planar region of size L = 12× 6 (edgewise×sideline lengths) represented by
N = 32 × 16 panels sources, a mixture of grid stretching and use of a small corner
gap was able to reduce RMS error measured at an observer arc at Robs = 6 signifi-
cantly from %eRMSs = 22.4 percent when a uniform grid with no gap employed to
%eRMSs = 7.0 percent when a grid with a geometric stretching ratio of r = 1.10
was used in connection with a gap of ∆g = 0.01.
The case described above is not large enough to avoid finite plane effects. It
seems, however, to have resolved at least a substantial portion of the close corner be-
havior so that the corner gridding approach can be used in a preliminary experiment
to determine how large of scattering surface is needed in order to approach infinite
plane results. This case is therefore expanded in both dimensions. The same paneling
pattern is employed up to a distance of 6 from the corner, using the same values of
r = 1.10, ∆g = 0.01, and N = 16 panels in the sideline direction as in the previous
case. The planar region is then extended using uniform paneling with ∆x = 0.375,
the same as the uniform edgewise (corner direction) spacing. This edgewise (corner
direction) panel density (∆x = 0.375) is chosen because it is known that it is stable in
connection with the time step size chosen, which is dt = 2π/16 = 0.3927 correspond-
ing to ppp = 16. Expanding the plane in this manner makes it possible to determine,
regardless of whether or not the corner behavior has been fully resolved, at what point
the plane size exerts a significantly lesser influence on the results than other factors.
In this sizing experiment, the planar regions which comprise the corners maintain an
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aspect ratio of 2, meaning that the length along the corner is always twice the length
in the other dimension—as if one folded an initially square scatterer in half. The
dimensions vary between L = 12 × 6 and L = 54 × 27. The increments of the plane
size are initially 1.5 units in the edgewise direction from 12 until 33 after which 3.0














Figure 3.36. Planar outlines included in the expanding plane study.
As shown in figure 3.37, results varied significantly depending on the extent of the
planar regions comprising the corner. However, this variation continued for greater
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planar extents than was expected based on the comparison to a single square planar
scatterer. The error continues to fluctuate up to a corner length of around 40, while
for a single square planar scatterer a value of nearly half that is adequate as shown
in section 3.3.5 [78]. This suggests that extent may actually be more important in
the corner case than in the planar case. This could be because of the interaction
between the two planar regions which is absent in the planar case. Because the error
fluctuation decreased in the expanding corner series at around an edgewise length of
40 it was concluded that an edgewise length of at least 40 is needed to assure that
finite plane effects were not the dominant source of error.






















Ledge=2Lside, extend in both dimensions
Figure 3.37. Percent RMS Errors seen for corners comprised of scattering
regions of varying extent.
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3.6.5 Paneling pattern comparison results
Accordingly, several cases were designed with this plane size. Each case included
a different pattern of paneling:
• Uniform grid—all panels within a uniform region have the same dimensions,
length and width are equal
• Stretched grid—all panels within a stretched region have the same edgewise
dimension, but panels closer to the corner are smaller in their sideline dimension
(the same paneling pattern used in order to estimate the size of the plane needed
to reduce finite plane effects)
• Nearly square aspect ratio stretched grid—grid is stretched by a predictable
geometric ratio in the sideline direction, but the panel dimension in the edge-
wise direction is also varied such that the panels are kept approximately square
(aspect ratio of nearly one).
The regions where these paneling types were used are shown in figure 3.38. Examples
of each type of paneling pattern are shown in 3.39. On the left is a uniform paneling,
in the center is an example of geometric grid stretching and on the right is an example
of geometric stretching with the aspect ratio of the panels constrained to be near one
(i.e., close to square in shape).
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Figure 3.38. Paneling pattern setup for the L = 40.5× 20.25 cases. Uni-
form paneling pattern (top), paneling pattern regions used in cases where
a stretched paneling was employed (bottom).
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Figure 3.39. Example paneling patterns (not corresponding to reported
cases). Uniform paneling pattern (left), a paneling pattern with stretching
in the sideline direction (center), a paneling pattern with stretching in the
sideline direction while maintaining AR ≈ 1.
The first of these panelings—uniform paneling—did not perform well. The RMS
error for the uniform grid with ∆x = 0.375 (leading to ppλ = 16.76 panels per
wavelength) was eRMSs = 27.2 percent, which is clearly not acceptable. Extending
the stretched grid (initially L = 6, N = 16 in the sideline direction with r = 1.10 and
∆g = 0.01) using uniform paneling with ∆x = 0.375 was successful in reducing RMS
error to eRMSs = 8.9 percent, though this too is higher than desired. In this case
the number of panels per wavelength in the sideline direction in the corner region
varied in the range ppλ ∈ [9.01, 37.65] with the higher value adjacent to the corner.
The number of panels per wavelength in the edgewise direction was the same as in
the uniform case and in the uniform extension region away from the corner in the
stretched cases ppλ = 16.76. The final paneling scheme, which shrunk the size of
panels in both dimensions as r = 1.06 as the middle of the corner was approached,
led to RMS error of eRMSs = 3.4 percent, which is likely to be acceptable for many
engineering applications. In this case the number of panels per wavelength in the
corner region was in the range ppλ ∈ [11.22, 26.99]. The maximum acoustic (red)
direct, reflected (blue), and total (black) sound pressures at each observer location
(referenced by angular position in the arc) for each of the three cases are shown in
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figure 3.40. On the left in the figure, when the uniform paneling is used, the directivity
pattern trend is nearly the reverse of what it ought to be although the magnitude is
approximately correct. Using the grid stretched in the sideline direction only (center
panel of figure 3.40) the directivity is much improved. However, at the points closest to
the scattering surface (the 0 and 90 degree positions) the directivity overshoots a bit.
This behavior has been seen in a number of different corner cases and seems to be a
particularly challenging aspect of the scattered field to capture for corner cases. Using
the grid with square aspect ratio panels, improves the directivity pattern further.
There is still a small overshoot notable at the 0 and 90 degree positions, but this is
less severe than before, suggesting that the close corner resolution directly affects this
feature, and possibly suggesting that further improvements in the treatment of the
corner may lead to increased accuracy. However, the current level of performance is
probably adequate for some engineering applications as it stands.

























































Uniform grid Stretched grid+unif. extens. Square aspect ratio pattern
∆x = 0.375, ∆g = 0.01 ∆xe = 0.375, ∆g = 0.01, r = 1.1 ∆g = 0.005, r = 1.06
Figure 3.40. Directivity patterns of direct sound (red), scattered sound
(blue) and total sound (black) for three simple source paneling patterns
(marker faces) and analytic predictions (lines).
3.6.6 Corner panel type comparison introduction
Next the performance of the method when using simple source panels is com-
pared to its performance when using uniform source panels. The general physical
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configuration is similar to that described in section 3.6.2, as depicted in figure 3.35,
although a wider variety of parameter values for the gap size and the stretching ratio
are explored. The paneling patterns are also the same as in the previous experiment
include uniform arrangement of panels, stretching in one direction and stretching in
one direction while maintaining a nearly square shape. The only significant change
is the panel directivity—from simple source to uniform source panels.
The results are in many respects similar to those seen in section 3.6.5. The general
pattern of improvements from uniformly spaced paneling (worst result) to paneling
stretched in one dimension (better result) to paneling stretched with near unity as-
pect ratio (best result) was observed when uniform source panels were used similar
to what was seen with simple source panels. The numbers of panels per wavelength
(ppλ) are the same as in the simple source panel cases in the preceding subsection.
There are, however, some differences worth mentioning between the models’ perfor-
mance when simple versus uniform source panels were used.
When uniformly spaced paneling (N = 108 × 54 panels forming a corner from
two L = 40.5× 20.25 planar regions) with a variable gap ∆g between the end of the
planar regions and the natural corner, which varied in size between 0 and 0.02875
in increments of 0.00125 was used, all of the cases that had uniform source paneling
did better than the corresponding cases with simple source paneling, resulting in
a decrease in error for the uniform source panel cases that varied between 6% and
11% with a mean reduction of 8% in RMS error and around a fifth of a dB drop in
max directivity error (as defined in sections 3.1.4 and 3.1.4 respectively). For the
uniform source panels, eRMSs ∈ [0.232, 0.257] as seen in table C.49, while for the
simple source panels, eRMSs ∈ [0.248, 0.289] as seen in table C.50. However, when
uniformly spaced paneling is used the panel spacing configuration produces much
larger error magnitudes than the particular panel type (simple source versus uniform
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source), probably because of insufficient resolution in the corner region and its large
consequent errors.
When paneling which stretches in only the sideline direction is considered (N =
108 × 54 with even spacing in the edgewise direction and stretching in the sideline
direction in the interior region with a stretching ratio of r = 1.10 and dimensions
L = 40.5 × 20.25 and a gap ∆g ∈ [0, 0.01750] in increments of 0.00125), the use of
uniform source panels instead of simple source panels leads to a reduction in RMS
error between 38% and 56% with an average reduction of 47%. Error for the uniform
source panel cases was in the range eRMSs ∈ [0.042, 0.056] as seen in table C.51,
while error for the simple source panel cases was in the range eRMS ∈ [0.070, 0.127]
as shown in table C.52. As an example, eRMSs changes from 0.075 to 0.044 for a
pair of matched cases with ∆g = 0.015 and there is also a 0.37 dB (from 1.00 to
0.63 dB) reduction in max directivity error. Once again, every uniform source panel
case was better than every equivalently configured simple source panel case, a useful
improvement.
For the cases with stretched paneling where a near-unity aspect ratio was main-
tained and a stretching ratio of r = 1.06 was employed with a gap of size ∆g ∈
[0.0000000, 0.0071875] in increments of 0.0003125 (L = 40.5 × 20.25 with N vari-
able in the edgewise direction) the results were more ambiguous. The simple source
panels produced less RMS error with an average 6% lower than the uniform source
panels (minimum of 0.032 versus 0.036 for an advantage of 11% for the simple source
panels), but produced higher directivity error (0.47 dB versus 0.36 dB for an advan-
tage of 0.11 dB for the uniform source panels in predicting the directivity pattern).
The range of RMS errors for each panel type was eRMSs ∈ [0.036, 0.040] for the
uniform source panels as shown in table C.53 and eRMSs ∈ [0.032, 0.040] for the
simple source panels as shown in table C.54. However, the uniform source panels
reach their best case at a much lower value of the gap size than the simple source
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panels which may suggest that their performance is more in keeping with the physics
of the problem where ideally no gap should be employed. The monotonic increase
in error with gap size suggests that perhaps the error at the minimum gap comes in
this case from another source. Thus these results are more difficult to interpret. One
possible confounder may be that errors from panel configuration have been brought
to a low enough level that they are no longer dominant so that at this point finite
plane effects have again become more of a concern. Alternatively, various changes
in the configuration could interact with finite plane effects—i.e., whether the errors
happen to add constructively or destructively in ways that may be difficult to predict
or account for. Given the relatively low number of points per period (ppp = 16) em-
ployed in these cases, the numerical method used for time advancement must be seen
as a significant potential source of error. Further examination would be needed to
determine whether either panel type yields a consistent advantage when other source
of error are more fully limited.
The directivity patterns associated with the best case in each group when uniform
source panels were used are shown in figure 3.41. These may be reasonably compared
with the results in figure 3.40 which shows similar results for simple source panels,
although the differences are relatively minor.
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Uniform grid Stretched grid+uniform extension Square aspect ratio panel grid
Case # 24 Case # 15 Case # 5
Figure 3.41. Directivity patterns of direct sound (red), scattered sound
(blue) and total sound (black) for three uniform source paneling patterns
(marker faces) and analytic predictions (lines).
3.7 Scattering By Spherical Surfaces
3.7.1 Justification for studying spheres
The third class of problems that will be addressed is the case of sound from a point
source scattered by an acoustically hard sphere. This is appealing as a study case for
several reasons. First, the surface is closed and will thus provide a case where a prop-
erly converged solution is valid anywhere outside of the scattering surface. Thus the
region of validity for the solution is clear and does not shrink after fully-wetted data
is available on the sphere for any particular observer. Second, an analytic solution is
available for the sphere in the form of an infinite series which will yield acceptable re-
sults once a sufficient (finite) number of terms are evaluated and summed. This is an
advantage over the plane in that with the plane an attempt is made to approximate
an infinite plane with a finite paneled surface. Third, the cases will necessarily involve
panel to panel interactions and this will provide a second check on the performance
of this facet of the code. Fourth, the spherical case was one of the cases for which
Lee [69] evaluated his time-domain equivalent source method and gave results in his
dissertation work. Using the same scenario configuration insofar as possible makes it
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possible to compare the performance of the two methods. Finally, the case is similar
in many ways to structures that one might find in a flight deck environment such as
radar domes or the nose region of a relatively blunt aircraft. Thus shapes of this type
and the performance of the method in response to them is of direct interest to the
problems motivating development of the method.
3.7.2 Sphere physical setup
The physical setup of the problems explored in this section is deliberately designed
to mirror that of Lee [69] in order to facilitate comparison. Accordingly, the sphere
is centered at the origin (0, 0, 0) and has a radius of Rsphere = 1 and a single point
source input is located at a distance of Rsource = 2 from the sphere center set on the
positive x-axis (2, 0, 0). For the near-field cases, an observer arc is located at a radius
of Robs = 1.2 from the sphere center (similar to Lee), while in the far-field cases an
observer arc is located at a radius of Robs = 10.0. In both the near and far-field cases
the observer ring consists of 60 observer positions spaced in 6 degree increments in
order to give an adequate angular resolution for plotting. A characteristic sketch is
provided in figure 3.42, where the near-field observer layout can be seen. The speed
of sound in all of the sphere cases is c = 1.
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Figure 3.42. Near-field sphere case setup: A paneled sphere of radius
Rsphere = 1 (blue asterisks), observer ring at Robs = 1.2 (black asterisks)
and initial source at Rsource = 2 (green asterisk).
3.7.3 Creating discretized approximation of a sphere
The paneling of the spheres used for the examination of the method’s performance
will follow a basic pattern. The sphere is first approximated using an icosahedron
and each of its triangular facets is then broken up into a number of sub-triangles.
The level of refinement indicates the number of subdivisions made in the sides of
each icosahedron’s triangular facets. The number of elements per original facet is
equal to the “refinement level” (r.l.) squared. Thus, as the icosahedron has 20 facets
with no further refinement, the total number of facets with refinement is equal to
20 × (r.l.)2. The vertices of each of these triangles are then projected radially back
onto the sphere surface in order to more closely approximate a sphere. An example
of the sphere refinement is shown in figure 3.43 where an initial icosahedral approxi-
mation to a sphere is refined using a refinement level of 8. The process is shown with
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one triangular facet refined (in the second drawing in the figure) and then with the
whole sphere treated in this way (in the third drawing, at right).
Figure 3.43. Approximating a sphere using triangular refinement of an
icosahedron with projection.
The center coordinates and area of each of the triangles is then stored as well as
each resultant triangle’s unit normal vector and these act as the geometric inputs
to the scattering computation. The paneling of four (representative) configurations
are shown in figure 3.44. In this figure, the panel centers are depicted as blue as-
terisks. The observers are located in a ring of 1.2 sphere radii at angular spacings
of 6 degrees. The cases with N=500, 720, 980 and 1200 are shown in the figure as
examples of the setup configuration. The source, represented by a green asterisk, is
located 2 units from the sphere center. The physical parameters that result from the
sphere discretization process are also given in table 3.17. Here the approach of the
discretized sphere surface area to the spherical value of 4π ≈ 12.5664 can be seen in
the area as the number of facets is gradually increased.
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N = 500 N = 720














N = 980 N = 1280
Figure 3.44. Illustration showing the visual density of paneling for various
numbers of panels. Panel centers denoted with asterisks.
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Table 3.17. Physical parameters associated with sphere approximations
for a refinement levels from 1 to 18 inclusive. The radius is a = 1. l is the
shortest non-zero distance between panel centers.




level elements area (total)
1 20 0.5671 0.0451 9.5745
2 80 0.3246 0.0258 11.6659
3 180 0.2136 0.0170 12.1506
4 320 0.1532 1.2e-02 12.3291
5 500 0.1180 9.4e-03 12.4134
6 720 0.0955 7.6e-03 12.4598
7 980 0.0801 6.4e-03 12.4898
8 1280 0.0688 5.5e-03 12.5062
9 1620 0.0604 4.8e-03 12.5188
10 2000 0.0537 4.3e-03 12.5278
11 2420 0.0484 3.9e-03 12.5345
12 2880 0.0440 3.5e-03 12.5395
13 3380 0.0403 3.2e-03 12.5435
14 3920 0.0372 3.0e-03 12.5466
15 4500 0.0346 2.8e-03 12.5492
16 5120 0.0323 2.6e-03 12.5513
17 5780 0.0303 2.4e-03 12.5530
18 6480 0.0285 2.3e-03 12.5544
3.7.4 Temporal range setup
The range of time chosen for evaluating the output of the model ought to receive
some attention. The scattering method under study in this work is a time-domain
method and thus results need to be evaluated on some particular interval of time.
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The analytic solution assumes a signal of infinite length and so it is necessary to chose
an interval of time that is reflective of the asymptotic behavior of scattering from a
sphere rather than a transient or other less characteristic response.
It should be noted that the input source produces a sine wave function which
switches on at particular point in time and that this does create some species of tran-
sient. The behavior of the spherical scattering has to quickly reach its asymptotic
character in order to match what one would expect in terms of a fairly short impulse
response—e.g., it would not be expected to have many repeated audible echoes of
an impulse scattered by a sphere. Thus one can suppose that the scattered impulse
response is typically short. Still the possibility that the asymptotic behavior has not
been achieved for a particular chosen interval of signal cannot be strictly ruled out.
In practice, however, this behavior is achieved quickly. In fact, good results at an ob-
server position appear to be achieved when all portions of the scattering surface have
received the initial signal and their contributions have reached the observer position.
Thus, in order to select an appropriate interval for the scattering setup, the transit
time from the source to the most distant point on the sphere (a total of three time
units due to the sphere radius of Rsphere = 1 and the distance from the sphere center
to the input source Rsource = 2) and then the transit time from that point to the
observer most distant from it (2.2 for the near-field observers and 11 for the far-field
observers) must be determined. The instant when the last observer has received the
beginning of the scattered signal from all portions of the sphere (t = 5.2 seconds for
the near-field observers or t = 14 for the far-field observers) is termed the moment of
fully wetted data. Conveniently, the choice of speed of sound to be c = 1 causes the
distance and transit time to have equal numerical values.
A second consideration in selecting the temporal interval (as will be seen in the
analysis of section 3.7.8) is whether the internal modes of the sphere may interfere
with the long term solution of the scattering problem. In many frequency domain
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methods internal resonance frequencies close to the frequency under investigation
have been seen to complicate the pursuit of an accurate solution. In the time do-
main, some internal modes may grow exponentially causing instability. Alternately,
resonances at or near the driving frequencies may lead to decreased performance for
longer signals. Accordingly, the earliest sample period representing the fully wetted
problem is desired.
The time interval for which tabulated results are reported in each of the spherical
cases begins at the instant of fully wetted data, which occurs at t = 5.2 seconds for
the near-field cases (with Robs = 1.2) and t = 14 seconds for the far-field cases (with
Robs = 10.0) and extends until one period of the input waveform after that point in
time. A discussion of the error associated with various temporal intervals is shown in
section 3.7.8
3.7.5 Accuracy and stability and their influencing parameters
Lax Equivalent Theorem implications
As indicated earlier the Lax Equivalent Theorem indicates that the stability and
consistency of the method are sufficient to show that the method is convergent. In the
planar case the guaranteed stability of the method is seen to be advantageous inas-
much as the only remaining requirement is the consistency of the method with the
underlying differential equation and the problem geometry with the physical geome-
try it seeks to represent. However, the correspondence between the physical geometry
and the computational geometry is limited because the plane is not a closed figure.
In the case of the sphere the opposite situation occurs. The geometry is closed en-
suring that there is a clear region of applicability of the solution. However, in the case
of the non-planar sphere each panel is able to interact with each other panel leading to
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the possible presence of instability and thus limiting the certainty of convergence on
that account. As propagation within the domain is conducted using Greens functions,
stability and thus accuracy of the method are tied to the proper choice of the source
strengths and distributions used to maintain the boundary. Obtaining stability in the
calculation of the source strengths at the boundary is thus of paramount importance.
Parametric analysis of boundary for a sphere
Considering the simple source influence matrix approach (equations 2.42 and 2.43)
it seems clear that a possible mechanism exists for instability to occur in the event
that the values of the influence matrices support positive feedback between pairs of
panels. While not exhaustive as to the possible mechanisms for instability, this analy-
sis nevertheless seems worth pursuing. Positive feedback could arise in these equations
depending on the relative values of panel sizes, distances and angles, as well as time
step size and the speed of sound. Parameters that would suggest stability or insta-
bility based on these equations are thus examined. In approaching this problem, the
magnitude of the individual entries used in the calculation of the influence matrices
is examined as large values in these terms have been seen experimentally to predict
instability. It is presumed that such large values may lead to an unstable scenario
in which pairs or small local groups of panels may be able to interact with positive












For a curved surface (as in a sphere) with a radius of curvature a, which is approx-
imated using flat panels, for small θ, (the angle between intersecting panel normal
vectors) sin θ ≈ θ ≈ l/a, where l is the panel length scale which in the small panel














Figure 3.45. Adjacent panels (dotted red lines) in a spherical surface
of radius a. Panel normals (green lines), the radiational vector (solid
magenta line). The panel length or length scale is l.
Thus a nearby panel m panels away (approximately ml away if m is small) would
have an angle of approximately ml/a to one another with respect to the center of
curvature, and the angle their normal and radiational unit vectors would have relative
to one another would be ml/2a. Thus n̂· r̂ could be approximated as |n̂· r̂| = | cos β| =
| sin θ/2| ≈ ml/2a. β is the angle between n̂ and r̂ and is equal to π/2+θ/2. (Only the
magnitude is of concern and not the sign, hence the absolute value signs.) The panel
area dS is proportional to the square of the panel length scale l. Thus, combining
these together and inserting into equation (3.13), yields


















which shows the scaling of the terms that compose the influence matrices. When only
interactions between the panels that are closest to one another are considered, m = 1
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which describe respectively the panel length divided by the sphere radius, and the
panel length divided by the distance sound travels in a time step. Examining the
terms in the influence matrices as well as the non-dimensional parameters, the indi-
vidual elements of the influence matrices will be small provided that l is small relative
to the radius of curvature, i.e., l << a, and the panel side length is kept small relative
to the product of the propagation speed and the time step size, i.e., l << cdt. The
latter of these two parametric constraints is of particular interest because it may seem
counterintuitive to those familiar with the Courant-Friedrichs-Lewy (CFL) condition.
The CFL condition typically requires that the time step be no larger than dt = l/c
in order to obtain stability in an explicit numerical method and thus requires that
the numerical domain of dependence (those points in a simulation that can influence
a particular point in a simulation) include the physical or mathematical domain of
dependence (those points in reality that can have exerted an influence on a given
point at a given time). In the case of this boundary element method, a reverse CFL
condition apparently exists in which the time step must not be made smaller than a
given value for stability! Looking at the physical meaning of this, one implication is
that if the time step is small enough that the distance sound propagates in a time step
(cdt) is smaller than the entirety of a panel then the panel (which must have a source
strength sufficient to balance out impinging gradients over the entire surface area of
the panel) will be unphysically concentrating its response which spatially spans over
multiple time steps into a single instant of contribution. Thus, similar to the case
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with the regular CFL condition this seems to be a problem of the relationship between
the computational and physical scales of propagation and dependence.
Choosing parameters that keep the ratios in equation (3.14) and the non-dimensional
parameters small makes it possible to limit the strength of interaction of individual
panel pairs, which, based on observed patterns in using this method, appears to in-
fluence stability. The influence of these parameters will be investigated in the cases
under study in order to determine whether they can be used to reliably predict sta-
bility of the method. While groups of panels may interact to produce instability in
spite of individual pairs of interactions producing bounded results (just as groups may
also conceivably contribute to stability when instability would initially be expected),
the parameter l/cdt will be investigated and discussed in terms of the effect of these
parameters as they relate to single pair of panels interactions.
3.7.6 Analytic solution
The analytic solution for a sphere scattering sound from a point source used in
the comparisons presented in this chapter comes from Lee’s dissertation [69], who
reference Crighton et al. [92]. This solution is used both to determine maximum
pressure at observer locations for the purpose of considering directivity, and also for
the calculation of RMS errors at each observer. The sound at an arbitrary point

















In these equations, primes denote derivatives, jn is the spherical Bessel function of the
first kind and order n, hn is the spherical Hankel function of the second kind and order
n, Pn is the Legendre polynomial of order n, R is the source to observer distance,
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Rsource is the source to sphere center distance, and Robs is the sphere center to observer
distance. k, in these equations, represent the wavenumber and a is the sphere radius.
While the formulas give a complex amplitude, the behavior of the pressure through
time may be obtained through multiplication by −iei2πft and consideration of the
real part of the signal. In the sphere cases considered in this work the speed of sound
is c = 1, and the sphere radius is chosen to be a = 1. This made it possible to use
the same sphere geometry for multiple cases with different frequencies (and thus wave
numbers) of sound.
3.7.7 Parameter values for cases under study and comparisons considered
A number of different frequencies and time steps were considered in order to in-
vestigate the effects of these parameters on the stability and accuracy of the method
and its suitability for predicting acoustic scattering in this class of problems. Cases
included a variety of numbers of points per period ppp = 16, ppp = 32, and ppp = 48
in time, and frequencies such that ka = 1, ka = π and ka = 5, where k is the
wavenumber, and a is the sphere radius. Series of cases with fixed values of l/cdt
were also considered which made it possible to directly investigate the effects of this
parameter. For the cases with ka = π, there is an internal fluid resonance for the
sphere. This can be an especially challenging case as the panel source strengths will
have greater magnitude in each succeeding period of the waveform. As has been dis-
cussed elsewhere in this work many of the cases chosen to evaluate the method were
modeled after Lee [69] in order to enable comparisons between the two methods. The
frequencies chosen are thus those of several of Lee’s test cases and also follow his log-
ical justification that they provide a low frequency, a resonant and a high frequency
case and thus form a decently representative set. Lee graciously provided data which
will be used briefly for the qualitative comparison of the directivity predictions for
the spheres.
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In addition this analysis will consider comparisons between panels with single and
multiple control points, simple and uniform source panel distributions and cases with
and without same-time-level (implicit) interaction.
3.7.8 Sphere results
Sphere error magnitudes as a function of starting time
In section 3.7.4 the constraints on choice of temporal range for evaluating the
accuracy of a scattering prediction were discussed. In order to demonstrate the con-
sequences of this choice in terms of errors, the error signal itself as a function of
time and the RMS error for one period of the signal as a function of the starting
time of the error measurement interval are plotted. The results of this analysis pro-
vide support for the idea of beginning at the moment of fully wetted data used in
the later tabulated results. Plots are shown for cases with sixteen points per period
(ppp = 16) for signals with ka = 1, ka = π, and ka = 5. In order to maintain
geometric comparability as well, the same scattering surface with 6480 panels was
used in all cases investigated in this section. The results from this examination are
shown in figures 3.46, and 3.47.
In these figures the differences between the analytical and numerical predictions of
scattering are shown for the observers at the 0, 90, and 180 degree positions relative
to the line connecting the sphere center with the source (blue line). The RMS error
calculated over a one period long interval is also shown in order to indicate the results
that would be obtained for period RMS error in each position at various points in
time (red line). Figure 3.47 presents the same data shown in figure 3.46, but focuses
on the details of the behavior at early time. It should be noted that prior to the
moment of fully wetted data (t = 5.2 for the near-field cases) the analytic solution
is not expected to be achieved as the simulation is in effect modeling a transient at
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that point in time. It is only the steady solution that is expected to correspond to
the analytic solution.
In examining figure 3.46 it is qualitatively clear that the period RMS error is fairly
level through time after initial transient decay for the case with ka = 1 (top row of
figure), while for the case with ka = π it increases, apparently linearly (middle row
of figure), and for the case with ka = 5 the error level oscillates in a pattern visually
similar to acoustical “beating” (bottom row of figure). This may indicate that the
signal is close to a system resonance. The ka values corresponding to the resonance
frequencies for the interior region of the sphere include ka ≈ 3.14, 4.49, 5.76, 6.28, 6.99,
and so forth, consisting of the zeros of the spherical Bessel functions and it is not
clear how close such a value would have to be for it to lead to a periodic variation in
the error.
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Figure 3.46. Error in scattering predictions at observers 0, 90, and 180
degrees from the source and period RMS error for 30 periods of each
signal. (top) ka = 1, (middle) ka = π, and (bottom) ka = 5
Looking then at figure 3.47, which shows the early time behavior, the initially
larger period RMS error does not reach its steady value at the same time in each of
the signals or at the same time for each observer. For the case with ka = 1 (figure
top row) the error reaches its settled level at about 6 time units for the observer at
0 degrees, just slightly earlier for the observer at 90 degrees and at slightly less than
five time units for the observer at 180 degrees. For the case with ka = π (second
row of figure), the error reaches its steady level at about 2 for the observer at 0
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degrees and about 4 for the observer at 180 degrees, while for the observer at the 90
degree position the typical large starting error does not seem to be present, although
a minimum in the period RMS error appears to occur at around 5. For the case with
ka = 5, the results are qualitatively similar, with the observers at 0 and 180 degrees
reaching their steady values of period RMS error at close to 2.5 and 4 respectively,

















































































































































Figure 3.47. Error in scattering predictions at observers 0, 90, and 180
degrees from the source and period RMS error shown at early times from
t = 0 to t = 13. (top) ka = 1, (middle) ka = π, and (bottom) ka = 5
While the error is smaller at the 90 degree position for all three values of ka,
the more rapid reduction in starting transient error for the cases with ka = π and
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ka = 5 at the 0 and 180 degree positions may be due to the shorter wavelength and
resultant lessened diffraction around the sphere, i.e., sound with a long wavelength
bends around an obstruction more readily than sound with a short wavelength, thus
short wavelength sound would more quickly achieve its asymptotic value because the
component in the spheres “shadow” would be lessened to begin with. Thus, while one
could identify points in the time series in which the period RMS error reaches its long
term behavior, this does not appear to occur at the same time for all wavelengths
of sound, and any choice of when to begin the error analysis necessarily results from
somewhat of a compromise between competing interests. The results in this section
largely confirm the choice of using the instant of fully wetted data for the beginning
of the error measurement period. For the near-field cases shown this occurs at t = 5.2
time units.
Effects of including or excluding same-time-level interactions
As noted in section 2.7 it is possible to run the code in both implicit and explicit
modes. Thus the code was run in both implicit or interacting mode (in which source
values of neighbors at the current time level are considered in the calculation) and
explicit or non-interacting (in which such interactions are not considered) operating
modes. As indicated previously, the period beginning at the instant of fully wetted
data, t = 5.2 for these near-field cases, was chosen for analysis. The sphere discretiza-
tion is as described in section 3.7.3 and the physical parameters are as described in
section 3.7.7. The main question being explored in this section is: Which operating
mode leads to the smaller error?
The results of the sphere cases are shown in tables 3.18 through 3.28. In these
tables a number of parameters are examined to see how they may influence the suc-
cessful prediction of scattering. The refinement level indicates how many times each
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of the triangular facets of the icosahedron are subdivided in order to approximate
the sphere as discussed in section 3.7.3. The number of elements indicates how many
panels were used in the simulation. The RMS errors mentioned are the spatial maxi-
mum (across observers) of the RMS errors evaluated over a single period of the signal,
normalized by the maximum of the direct sound. l is the minimum distance between
panels, l/(4πa) and l/(cdt) are parameters that were thought to be possibly relevant
for stability base on equation 3.14, and λ/l indicates approximately how many panels
per wavelength are present, and can give an indication of whether a given wavelength
is adequately resolved as discussed in section 3.1.2. Furthermore, l/cdt compares the
panel length scale with the distance sound travels in a time step, which has also been
associated with stability per section 3.7.5. The cases tabulated here are designed to
examine 3× 3 conditions—3 values of ka (ka = 1, ka = π, and ka = 5), and 3 values
of the points per period (ppp = 16, ppp = 32, ppp = 48).
Looking at tables 3.18 through 3.20, which contain the results for the cases with
ka = 1, and a number of points per period equal to ppp = 16, ppp = 32 and ppp = 48
respectively, the level of refinement that results in the best results differs between
the interactive and the non-interactive cases in every instance. In all three cases,
the best interactive case has a higher refinement level (around 9, resulting in 1620
panels), than the best non-interactive case, which has a refinement level of around
5 (associated with 500 panels). This could be due to the fact that greater degrees
of panel refinement place greater numbers of panels within the distance range cov-
ered by same time level interaction, and thus not accounting for these interactions
leads to larger errors as refinement increases beyond a certain point. At every level
of refinement investigated for ka = 1, the interactive version of the code produced
error equal to or less than the non-interactive version of the code. The errors for the
ka = 1 case tended to be the lowest of any of the three wavenumbers investigated
with values as shown in table 3.21. It should also be noted that the error levels tend
to be flat over a significant range of refinement levels. Thus the error for refinement
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levels of 5 to 18 could be reasonably described as roughly 1 percent. These errors
can be interpreted as the RMS error as a percentage of the maximum range of the
direct sound. Thus the error associated with the prediction represents a very small
fraction of the sound field. Also, the decreases in RMS error level off after a certain
point, after which they begin to increase with further increase in panel density. This
may suggest that there is some disadvantage with very close interactions that could
be further improved upon, or that there exists another dominant source of error in
that regime that prevents further gains from refinement.
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Table 3.18. Errors for a sphere with ka = 1, λ = 2π and ppp = 16 for one
period of the signal beginning at t = 5.2.





cdtlevel of error non- error
elements interactive interactive
4 320 0.0212 0.0130 0.1532 1.2e-02 41.0 0.39
5 500 0.0191 0.0106 0.1180 9.4e-03 53.2 0.30
6 720 0.0191 0.0100 0.0955 7.6e-03 65.8 0.24
7 980 0.0194 0.0100 0.0801 6.4e-03 78.4 0.20
8 1280 0.0197 0.0101 0.0688 5.5e-03 91.3 0.18
9 1620 0.0201 0.0098 0.0604 4.8e-03 104.0 0.15
10 2000 0.0203 0.0099 0.0537 4.3e-03 117.0 0.14
11 2420 0.0205 0.0100 0.0484 3.9e-03 129.8 0.12
12 2880 0.0208 0.0100 0.0440 3.5e-03 142.8 0.11
13 3380 0.0210 0.0101 0.0403 3.2e-03 155.9 0.10
14 3920 0.0211 0.0102 0.0372 3.0e-03 168.9 0.09
15 4500 0.0213 0.0102 0.0346 2.8e-03 181.6 0.09
16 5120 0.0214 0.0103 0.0323 2.6e-03 194.5 0.08
17 5780 0.0216 0.0104 0.0303 2.4e-03 207.4 0.08
18 6480 0.0217 0.0104 0.0285 2.3e-03 220.5 0.07
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Table 3.19. Errors for a sphere with ka = 1, λ = 2π and ppp = 32 for one
period of the signal beginning at t = 5.2.





cdtlevel of error non- error
elements interactive interactive
4 320 0.0114 0.0086 0.1532 1.2e-02 41.0 0.78
5 500 0.0083 0.0063 0.1180 9.4e-03 53.2 0.60
6 720 0.0083 0.0059 0.0955 7.6e-03 65.8 0.49
7 980 0.0093 0.0058 0.0801 6.4e-03 78.4 0.41
8 1280 0.0093 0.0058 0.0688 5.5e-03 91.3 0.35
9 1620 0.0090 0.0056 0.0604 4.8e-03 104.0 0.31
10 2000 0.0095 0.0058 0.0537 4.3e-03 117.0 0.27
11 2420 0.0097 0.0059 0.0484 3.9e-03 129.8 0.25
12 2880 0.0098 0.0058 0.0440 3.5e-03 142.8 0.22
13 3380 0.0102 0.0060 0.0403 3.2e-03 155.9 0.21
14 3920 0.0103 0.0061 0.0372 3.0e-03 168.9 0.19
15 4500 0.0103 0.0061 0.0346 2.8e-03 181.6 0.18
16 5120 0.0105 0.0062 0.0323 2.6e-03 194.5 0.16
17 5780 0.0107 0.0062 0.0303 2.4e-03 207.4 0.15
18 6480 0.0108 0.0063 0.0285 2.3e-03 220.5 0.15
170
Table 3.20. Errors for a sphere with ka = 1, λ = 2π and ppp = 48 for one
period of the signal beginning at t = 5.2.





cdtlevel of error non- error
elements interactive interactive
4 320 0.0073 0.0073 0.1532 1.2e-02 41.0 1.16
5 500 0.0056 0.0053 0.1180 9.4e-03 53.2 0.90
6 720 0.0066 0.0051 0.0955 7.6e-03 65.8 0.73
7 980 0.0060 0.0048 0.0801 6.4e-03 78.4 0.61
8 1280 0.0060 0.0048 0.0688 5.5e-03 91.3 0.53
9 1620 0.0063 0.0050 0.0604 4.8e-03 104.0 0.46
10 2000 0.0070 0.0048 0.0537 4.3e-03 117.0 0.41
11 2420 0.0071 0.0049 0.0484 3.9e-03 129.8 0.37
12 2880 0.0071 0.0050 0.0440 3.5e-03 142.8 0.34
13 3380 0.0073 0.0052 0.0403 3.2e-03 155.9 0.31
14 3920 0.0072 0.0051 0.0372 3.0e-03 168.9 0.28
15 4500 0.0074 0.0051 0.0346 2.8e-03 181.6 0.26
16 5120 0.0076 0.0052 0.0323 2.6e-03 194.5 0.25
17 5780 0.0077 0.0053 0.0303 2.4e-03 207.4 0.23
18 6480 0.0078 0.0053 0.0285 2.3e-03 220.5 0.22
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Table 3.21. RMS error in the best cases in the series with ka = 1 normal-
ized by the maximum of the direct sound at the observer position.
ppp best RMS error # of best RMS error # of
non-interactive panels interactive panels
16 1.91% 500 0.98% 1620
32 0.83% 500 0.56% 1620
48 0.56% 500 0.48% 980
Examining now the cases with ka = π, results of which are found in tables 3.22
through 3.24 for ppp = 16, ppp = 32, and ppp = 48 respectively, larger RMS errors
are seen in these cases than are present in the ka = 1 cases, typically around twice
as large. For example, the smallest RMS error for the period examined in the ka = π
cases is 2.6 times the smallest seen in the ka = 1 cases. The errors associated with
the best interactive and non-interactive cases for this series are listed in table 3.25
for convenience. A second observation is that typically a denser paneling is needed
in order to get best results for any particular number of points per period. This is
expected because the higher wave number of π decreases the time step (for a fixed
number of points per period) and so a denser paneling is needed as seen previously in
order to obtain a stable case per section 3.7.5. The number of panels per wavelength
is naturally also reduced when the period of the waveform decreases, and this value
was tabulated and is discussed below. Also, differing from the pattern seen in the
ka = 1 cases, for the ka = π cases it appears that a greater number of points per
period (ppp) leads to a larger number of panels for the minimum error case. The
pattern of minimal error is, however, not strictly monotonic. For example, in ta-
ble 3.22 there are a number of local minima including refinement levels of 9 and 14
for the non-interactive cases, and 10, 13, and 15 for the interactive case. This seems
consistent with the observation that the error seems to be fairly flat over a large
range of refinement levels. Also, similar to the cases with ka = 1, for the cases with
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ka = π the best results seem to have been observed for ppp = 48. This may indicate
that the best results would come at higher paneling densities than those which were
investigated for ppp = 48.
Although not an issue in this case, the sphere with ka = π can be challenging
because the internal fluid resonance causes the magnitude of sound in the interior
region of the sphere to increase over time as seen in section 3.7.8. The numerical
representation of the boundary condition naturally includes non-zero approximation
error, and this allows some portion of the interior sound field to leak out or escape.
Thus in this case, if the interior levels are sufficiently large the contribution from
leakage can begin to become a significant source of error. This was not a problem in
this case because an early point in the time history was examined—the first period
with fully wetted data—but would have been a greater source of error if instead a
later point in the time history had been considered. As one might expect, the mag-
nitude of the RMS error due to this source grows roughly linearly with time as does
the average magnitude of the source strengths as seen in figure 3.46.
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Table 3.22. Errors for a sphere with ka = π, λ = 2 and ppp = 16 for one
period of the signal beginning at t = 5.2.





cdtlevel of error non- error
elements interactive interactive
4 320 0.0435 0.0435 0.1532 1.2e-02 13.1 1.23
5 500 0.0274 0.0272 0.1180 9.4e-03 16.9 0.94
6 720 0.0289 0.0253 0.0955 7.6e-03 20.9 0.76
7 980 0.0263 0.0227 0.0801 6.4e-03 25.0 0.64
8 1280 0.0250 0.0227 0.0688 5.5e-03 29.1 0.55
9 1620 0.0249 0.0227 0.0604 4.8e-03 33.1 0.48
10 2000 0.0268 0.0220 0.0537 4.3e-03 37.2 0.43
11 2420 0.0286 0.0223 0.0484 3.9e-03 41.3 0.39
12 2880 0.0290 0.0227 0.0440 3.5e-03 45.5 0.35
13 3380 0.0285 0.0225 0.0403 3.2e-03 49.6 0.32
14 3920 0.0277 0.0231 0.0372 3.0e-03 53.8 0.30
15 4500 0.0283 0.0228 0.0346 2.8e-03 57.8 0.28
16 5120 0.0289 0.0231 0.0323 2.6e-03 61.9 0.26
17 5780 0.0293 0.0231 0.0303 2.4e-03 66.0 0.24
18 6480 0.0295 0.0232 0.0285 2.3e-03 70.2 0.23
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Table 3.23. Errors for a sphere with ka = π, λ = 2 and ppp = 32 for one
period of the signal beginning at t = 5.2.





cdtlevel of error non- error
elements interactive interactive
4 320 0.2123 0.2123 0.1532 1.2e-02 13.1 2.45
5 500 0.0273 0.0273 0.1180 9.4e-03 16.9 1.89
6 720 0.0198 0.0198 0.0955 7.6e-03 20.9 1.53
7 980 0.0171 0.0171 0.0801 6.4e-03 25.0 1.28
8 1280 0.0151 0.0151 0.0688 5.5e-03 29.1 1.10
9 1620 0.0146 0.0146 0.0604 4.8e-03 33.1 0.97
10 2000 0.0144 0.0141 0.0537 4.3e-03 37.2 0.86
11 2420 0.0147 0.0137 0.0484 3.9e-03 41.3 0.77
12 2880 0.0152 0.0141 0.0440 3.5e-03 45.5 0.70
13 3380 0.0149 0.0139 0.0403 3.2e-03 49.6 0.64
14 3920 0.0152 0.0144 0.0372 3.0e-03 53.8 0.60
15 4500 0.0146 0.0139 0.0346 2.8e-03 57.8 0.55
16 5120 0.0152 0.0145 0.0323 2.6e-03 61.9 0.52
17 5780 0.0150 0.0143 0.0303 2.4e-03 66.0 0.48
18 6480 0.0154 0.0146 0.0285 2.3e-03 70.2 0.46
175
Table 3.24. Errors for a sphere with ka = π, λ = 2 and ppp = 48 for one
period of the signal beginning at t = 5.2.





cdtlevel of error non- error
elements interactive interactive
4 320 1.8168 1.8168 0.1532 1.2e-02 13.1 3.67
5 500 0.1160 0.1160 0.1180 9.4e-03 16.9 2.83
6 720 0.0611 0.0611 0.0955 7.6e-03 20.9 2.29
7 980 0.0205 0.0205 0.0801 6.4e-03 25.0 1.92
8 1280 0.0172 0.0172 0.0688 5.5e-03 29.1 1.65
9 1620 0.0151 0.0151 0.0604 4.8e-03 33.1 1.45
10 2000 0.0142 0.0142 0.0537 4.3e-03 37.2 1.29
11 2420 0.0141 0.0141 0.0484 3.9e-03 41.3 1.16
12 2880 0.0136 0.0136 0.0440 3.5e-03 45.5 1.06
13 3380 0.0134 0.0133 0.0403 3.2e-03 49.6 0.97
14 3920 0.0128 0.0127 0.0372 3.0e-03 53.8 0.89
15 4500 0.0129 0.0126 0.0346 2.8e-03 57.8 0.83
16 5120 0.0130 0.0125 0.0323 2.6e-03 61.9 0.77
17 5780 0.0131 0.0126 0.0303 2.4e-03 66.0 0.73
18 6480 0.0133 0.0127 0.0285 2.3e-03 70.2 0.68
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Table 3.25. RMS error in the best cases in the series with ka = π normal-
ized by the maximum of the direct sound at the observer position.
ppp best RMS error # of best RMS error # of
non-interactive panels interactive panels
16 2.49% 1620 2.20% 2000
32 1.44% 2000 1.37% 2420
48 1.28% 3920 1.25% 5120
Considering the cases with ka = 5, shown in tables 3.26 through 3.28 for numbers
of points per period of ppp = 16, ppp = 32 and ppp = 48 respectively, the pattern of
increasing optimal panel number (or refinement level) with increasing wave number
appears to continue. The pattern that was seen in the ka = π cases where greater
numbers of points per period (ppp) led to a greater refinement level for the case with
the lowest error also continues in these cases. In fact, in all three values of ppp, the
interactive version of the code had its lowest value at the highest refinement level
suggesting the strong possibility that the optimal refinement level for these cases was
not contained in the set (i.e., was higher than 18). This is also supported by the
lack of significant region of flat error as seen in the other cases. The trend seen
where the interactive code reached its best value at a higher refinement level than
the non-interactive code continued here in at least the ppp = 16 case. Many of the
error values were identical for these cases between the interacting and non-interacting
versions because the value of l, the minimum inter-panel center distance, was larger
than the time step multiplied by the speed of sound (c = 1), leading to a case where
there was no interaction possible at the same time level for that time step size. This
also accounts for the ppp = 48 case recorded in table 3.28, where all of the values
are the same between the interactive and non-interactive runs, thus the cases where
there is no mathematical difference between including and excluding same time level
interaction are an exception to the general pattern of the interactive runs achieving
177
their best value at a higher level of refinement than the non-interactive runs. Also,
in this case the minimum error achieved in the ppp = 48 series is still greater than
that for ppp = 32. This reversal of the general trend gives further support to the
idea that the panel refinement may not be great enough to get the full benefits of the
choice of ppp. Thus the best case seems most likely to be found outside of the range
of parameters which have been explored.
Table 3.26. Errors for a sphere with ka = 5, λ = 2π/5 and ppp = 16 for
one period of the signal beginning at t = 5.2.





cdtlevel of error non- error
elements interactive interactive
4 320 0.0740 0.0740 0.1532 1.2e-02 8.2 1.95
5 500 0.0475 0.0475 0.1180 9.4e-03 10.6 1.50
6 720 0.0345 0.0345 0.0955 7.6e-03 13.2 1.22
7 980 0.0348 0.0348 0.0801 6.4e-03 15.7 1.02
8 1280 0.0320 0.0309 0.0688 5.5e-03 18.3 0.88
9 1620 0.0354 0.0324 0.0604 4.8e-03 20.8 0.77
10 2000 0.0345 0.0317 0.0537 4.3e-03 23.4 0.68
11 2420 0.0327 0.0303 0.0484 3.9e-03 26.0 0.62
12 2880 0.0304 0.0287 0.0440 3.5e-03 28.6 0.56
13 3380 0.0309 0.0288 0.0403 3.2e-03 31.2 0.51
14 3920 0.0294 0.0276 0.0372 3.0e-03 33.8 0.47
15 4500 0.0301 0.0275 0.0346 2.8e-03 36.3 0.44
16 5120 0.0312 0.0276 0.0323 2.6e-03 38.9 0.41
17 5780 0.0316 0.0277 0.0303 2.4e-03 41.5 0.39
18 6480 0.0311 0.0272 0.0285 2.3e-03 44.1 0.36
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Table 3.27. Errors for a sphere with ka = 5, λ = 2π/5 and ppp = 32 for
one period of the signal beginning at t = 5.2.





cdtlevel of error non- error
elements interactive interactive
4 320 2.1653 2.1653 0.1532 1.2e-02 8.2 3.90
5 500 0.2463 0.2463 0.1180 9.4e-03 10.6 3.00
6 720 0.1100 0.1100 0.0955 7.6e-03 13.2 2.43
7 980 0.0472 0.0472 0.0801 6.4e-03 15.7 2.04
8 1280 0.0403 0.0403 0.0688 5.5e-03 18.3 1.75
9 1620 0.0387 0.0387 0.0604 4.8e-03 20.8 1.54
10 2000 0.0376 0.0376 0.0537 4.3e-03 23.4 1.37
11 2420 0.0368 0.0368 0.0484 3.9e-03 26.0 1.23
12 2880 0.0355 0.0355 0.0440 3.5e-03 28.6 1.12
13 3380 0.0349 0.0349 0.0403 3.2e-03 31.2 1.03
14 3920 0.0343 0.0343 0.0372 3.0e-03 33.8 0.95
15 4500 0.0338 0.0336 0.0346 2.8e-03 36.3 0.88
16 5120 0.0342 0.0338 0.0323 2.6e-03 38.9 0.82
17 5780 0.0348 0.0341 0.0303 2.4e-03 41.5 0.77
18 6480 0.0342 0.0336 0.0285 2.3e-03 44.1 0.73
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Table 3.28. Errors for a sphere with ka = 5, λ = 2π/5 and ppp = 48 for
one period of the signal beginning at t = 5.2.





cdtlevel of error non- error
elements interactive interactive
4 320 90.2020 90.2020 0.1532 1.2e-02 8.2 5.85
5 500 3.1945 3.1945 0.1180 9.4e-03 10.6 4.50
6 720 0.7167 0.7167 0.0955 7.6e-03 13.2 3.65
7 980 0.2058 0.2058 0.0801 6.4e-03 15.7 3.06
8 1280 0.1013 0.1013 0.0688 5.5e-03 18.3 2.63
9 1620 0.0416 0.0416 0.0604 4.8e-03 20.8 2.31
10 2000 0.0410 0.0410 0.0537 4.3e-03 23.4 2.05
11 2420 0.0385 0.0385 0.0484 3.9e-03 26.0 1.85
12 2880 0.0378 0.0378 0.0440 3.5e-03 28.6 1.68
13 3380 0.0372 0.0372 0.0403 3.2e-03 31.2 1.54
14 3920 0.0367 0.0367 0.0372 3.0e-03 33.8 1.42
15 4500 0.0365 0.0365 0.0346 2.8e-03 36.3 1.32
16 5120 0.0364 0.0364 0.0323 2.6e-03 38.9 1.23
17 5780 0.0358 0.0358 0.0303 2.4e-03 41.5 1.16
18 6480 0.0358 0.0358 0.0285 2.3e-03 44.1 1.09
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Table 3.29. RMS error in the best cases in the series with ka = 5 normal-
ized by the maximum of the direct sound at the observer position.
ppp best RMS error # of best RMS error # of
non-interactive panels interactive panels
16 2.94% 3920 2.72% 6480
32 3.38% 4500 3.36% 4500
48 3.58% 5780 3.58% 5780
Thus in this study of the sphere minimum RMS errors (given as percents of the
direct sound maximum value) have been obtained of 0.48% for ka = 1, 1.25% for
ka = π, and 2.72% for ka = 5. This seems to indicate larger errors present at
higher wavenumbers. The points per period were kept at the same three values of
16, 32, and 48 for all cases in order to control for the potential influence of this
parameter. Thus, this variable can be ruled out as the limiting factor. The effects
of the parameter l/(4πa) (as seen in the preceding tables) can also be ruled out on
the basis that this parameter is related only to the geometry of the problem, and was
constant across cases with similar refinement levels and significantly varying levels
of performance. Increasing wavenumber necessarily leads to lower values of λ/l, the
number of panels per wavelength, and the error clearly increases in the cases thus far
explored as the wavenumber increases, making this factor correlated somewhat with
the error. However, much lower errors are possible at lower values of λ/l in the lower
wavenumber case suggesting that here the correlation is only coincidental. If, for
example, the cases with λ/l ≈ 41 are considered, the minimum error for the case with
ka = 1 is 0.73%, while the minimum error for the ka = π cases is 1.37%, and that for
the ka = 5 cases is 2.77%. The ratio between the error seen for the three cases with
λ/l ≈ 41 (but different ka values) is similar to the ratio of the best case errors given
at the beginning of this paragraph. The value of λ/l appears to be adequate in the
range considered and is not, of itself, a major predictor of the magnitude of the errors.
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The second non-dimensional parameter l/cdt also appears to exert a strong influence
on the results in two ways. First, if the value of this parameter is sufficiently large
(around 2 apparently) the case is unstable. Second, if this parameter has a value
greater than one there are frequently elevated values of RMS error, while for values
of this parameter less than one, there tends to be a less clear trend in error levels.
Thus it appears from the results of this survey that low error in the sphere case is
dependent on ka, (the ratio of the sphere radius a and the wavenumber k) as well
as adequate choices of other factors such as the number of points per period and an
adequate choice of the second non-dimensional parameter l/cdt. There is also reason
to believe that in the highest wave number cases the paneling may not have been
fine enough based on the second non-dimensional parameter (which is greater than
one for a majority of the cases) to get the optimal result for the case. Thus more
exhaustive investigation of the method’s performance for spheres remains possible.
3.7.9 Qualitative comparison with Lee’s sphere scattering results
As indicated previously, the geometry of the sphere cases was designed to be the
same as the geometry chosen by Lee in his dissertation on scattering using a time
domain equivalent source method (TD-ESM) [69]. Lee generously provided directiv-
ity data for the purpose of comparing the performance of the two methods for the
sphere cases. As the available data only includes directivities it is not possible to
provide an RMS error as has been done in the cases thus far. Lee’s cases upon which
he based his directivity plots had 2500 surface points and 1225 equivalent sources.
The most similar time-domain boundary element method (TD-BEM) case performed
using the present method is the spherical geometry with 2420 points (corresponding
to a refinement level of 11) and is used in this comparison. Lee’s TD-ESM cases also
have ppp = 15, while the present TD-BEM case has ppp = 16. Thus some small
differences do exist between the setup used in this comparison.
182
Nevertheless, several meaningful comparisons can be made. Lee’s prediction of
the directivity may be seen in figure 3.48, where the analytic results, the TD-BEM
results, and Lee’s TD-ESM results have been plotted on the same axes. In this figure,
the vertical axis shows the peak pressure of the respective signals normalized by the
peak (across observers) of the direct pressure, while the horizontal axis gives the an-
gular position of the observer in degrees. Lee’s TD-ESM prediction is quite good for
the sphere cases. The TD-BEM’s performance is comparable for the ka = 1 case and
ka = π cases, where both methods in general do a good job with sometimes one and
sometimes the other being closer to the analytic prediction in particular directions,
although on the average Lee’s method appears to do better more often. However, for
the ka = 5 case Lee does noticeably better in predicting the directivity between 150-
210 degrees (±30 degrees from the center). The TD-BEM’s prediction also overshoots
the null around 90 degrees, while Lee’s TD-ESM successfully resolves it. Thus, while
there is a range of results where the present TD-BEM performs comparably with Lee’s
TD-ESM in terms of successfully predicting the directivity of sound scattered from
a sphere, the present method does not do quite as well at high frequencies as Lee’s
method does, and may not be able to improve the result easily short of a much more
densely paneled sphere or further development of the method to include improvement
of the time advancement numerics.
Additionally, Lee’s TD-ESM approach for the resonant sphere (with ka = π)
has a qualitative advantage over the TD-BEM approach in that he was able to run
his resonant sphere case for many periods with relatively invariant results. If the
present method is used for a sufficiently long period of time at a resonant condi-
tion, a gradual linear increase in period RMS error is expected. For a resonant
case, the source strengths in the TD-BEM prediction are greater in each subsequent
period. Under these circumstances, it is likely that imperfections in the boundary
condition representation allow slight leakage of sound out of the sphere, which can
then contribute to the error. When the panel source strengths are large enough,
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the leakage, which is small as a percentage of the total sound contained within the
sphere, begins to increase in size because the pressure amplitude within the sphere is
growing as was shown in figure 3.46. Although further development of the boundary
condition representation—particularly to include better resolution of near-neighbor
interactions—might reduce the percentage of sound that is able to leak through, it
remains possible that for very long signals at resonant frequencies the large amplitude
of sound within the resonant sphere may be allowed to result in errors via boundary
leakage. Thus Lee’s method, which has relatively constant source strengths for this
case has a material advantage for long signals with a resonant body geometry.
It is not clear which method is faster as the results for Lee’s method were furnished
by him and thus were performed on different hardware than those employing the
primary method of this study.
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Figure 3.48. Peak pressure predictions of direct, reflected and total sound
fields normalized by analytic peak direct pressure using the present TD-
BEM, the TD-ESM of Lee, and an analytic prediction. A case with ka = 1
(top), a case with ka = π (middle), and a case with ka = 5 (bottom).
The legend is shown only once to avoid interfering with the plot traces.
Data for Lee’s method provided courtesy of Seongkyu Lee.
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Sphere near-field (Robs = 1.2) results with (ppp = 8, 16, 32, 48)
The effects of using uniform versus simple source panels in predicting the scat-
tering of sound from a simple source by a sphere is considered next. The problem
parameters in this case are the same as those in the previous cases with three excep-
tions: 1. the code is always run with same-time-level interaction (implicit mode), 2.
an additional ppp = 8 series is considered, and 3. either simple source or uniform
source panels are used in each particular case whereas only simple source panels were
used in the previous sphere cases. The ppp = 8 case allows investigation of the prac-
tical consequences of inadequate resolution in the time domain to assure good results
from the numerical methods.
The use of uniform source panels versus simple source panels can affect the max-
imum RMS error measured by as much as decreasing the error by 20% (observed
when ppp = 32 points per period were used with ka = 1) or by increasing it by as
much as 5% (observed in all three cases where ka = 5) as shown in table 3.30. This
table shows the lowest uniform source panel and simple source panels errors (from
tables C.3 through C.24) so that the best results of each method can be more easily
compared. Table 3.31 serves as an index to the other tables and indicates which table
contains the results for given values of ka and ppp.
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Table 3.30. Tabulated RMS error at Robs = 1.2 normalized by the maxi-
mum of the scattered sound for uniform source panels and simple source
panels. The lowest error achieved for a given value of ka and ppp.
eRMSs
Uniform Simple
ppp 8 16 32 48 8 16 32 48
ka = 1 0.138 0.029 0.016 0.014 0.144 0.034 0.020 0.017
ka = π 0.124 0.045 0.029 0.028 0.128 0.048 0.031 0.028
ka = 5 0.124 0.063 0.077 0.082 0.125 0.060 0.073 0.078
Table 3.31. Table numbers showing results for each value of ka and ppp at
Robs = 1.2 normalized by the maximum of the scattered sound for uniform
source panels and simple source panels.
Table #
Uniform Simple
ppp 8 16 32 48 8 16 32 48
ka = 1 C.1 C.3 C.5 C.7 C.2 C.4 C.6 C.8
ka = π C.9 C.11 C.13 C.15 C.10 C.12 C.14 C.16
ka = 5 C.17 C.19 C.21 C.23 C.18 C.20 C.22 C.24
For the cases with uniform source panels at the lowest frequency (ka = 1) and the
fewest number of points per period (ppp = 8) the error appeared to be dominated by
the deficiency of the numerical methods for this low numbers of points per period with
errors around 14.5% of the scattered sound field for the cases with uniform source
panels and around 14.1% for simple source panels as shown in tables C.1 and C.2.
In these tables it can be seen that the error reaches a large asymptotic value after
only minimal refinement of the paneling with no further significant variation seen for
further refinement of the paneling. This likely reflects the fact that for a first order
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polynomial interpolation of a sinusoidal function with ppp = 8 (such as that used
in the present method), errors as large as ≈ 38% can occur in the derivative. The
fact that the overall error seen in these cases is lower than this limit reflects both the
fact that the 38% figure is a worst case scenario and the fact that the errors will not
typically all arrive in phase and thus some cancellation between them can be expected.
A slight advantage, ranging between 1% and 5% was nevertheless seen in these
cases for the uniform panels. However, the large magnitude of the error attributable
to the numerical methods in consequence of the inadequate number of points per
period (ppp = 8) makes this a relatively insignificant advantage under these circum-
stances. This disadvantage persists through the other two values of ka explored (π
and 5, shown in tables C.9, C.10, C.17 and C.18), with no case where 8 points per
period was used yielding error lower than 12% of the peak value of the scattered sound
field across observers. This suggests that the method as currently implemented (with
two influence matrices) is not likely to produce results sufficiently accurate for en-
gineering purposes with ppp = 8. Increasing the number of influence matrices may
relax this restriction, as suggested by the results in section 3.1.1 which show signifi-
cant improvement in the error magnitudes realized when the order of the polynomial
used for interpolation in the time advancement procedure is increased. For example,
when 8 points per period are used increasing the polynomial order from 1 to 2 results
in a decrease in error in the estimate of the derivative from a maximum of around
38% to a maximum of around 13% which might be sufficient to bring the error into a
range where a degree of accuracy sufficient for engineering purposes might be achieved.
Considering the more typical number of points per period of ppp = 16 and again
the sphere with ka = 1, a 15% advantage in the RMS error was seen when uniform
source panels were used as shown in tables C.3 and C.4. When the number of points
per period was increased to 32 (as shown in tables C.5 and C.6), the best uniform
source panel case showed a 20% advantage in RMS error over the lowest error case
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among the simple source panel cases. In the case series with ppp = 48, as shown in
tables C.7 and C.8, the best case is once again associated with the uniform source
panels, and has an advantage of approximately 18%. Perhaps counter-intuitively, the
best cases in each of these series were not the ones in which the paneling was most
refined. This would seem to suggest that once the paneling is sufficiently refined other
sources of error dominate any improvements that could occur through further refine-
ment. Accordingly, the error does not change significantly with increasing refinement
once the minimum value is reached. In contrast to this, as the number of points per
period increases the RMS errors decrease with good consistency across these cases.
For a sphere with ka = π, for both ppp = 16 (shown in tables C.11 and C.12) and
ppp = 32 (shown in tables C.13 and C.14) the uniform source panel method again
achieves the lowest error, though only by a small margin. For ppp = 48 (shown in
tables C.15 and C.16) there is a tie for lowest error between the two series. Similar to
the case group with ka = 1, the error tends to vary by little after the minimum error
is achieved. In contrast to the ka = 1 group, the ka = π group tends to achieve its
minimum error cases at higher levels of panel refinement. This may be due to the in-
creased values of l/cdt in these cases due to the higher frequency, the fixed value of dt
for each choice of ppp, and the use of the same geometries across series (which deter-
mines l, the minimum distance between panel centers). As noted previously, increased
values of l/cdt have been associated with instability and decreased accuracy. Consis-
tent with this pattern, lower levels of refinement exhibit elevated levels of error. The
previously observed trend of improved accuracy with increased ppp is again sustained.
In the case of the sphere with ka = 5 and ppp = 16 (shown in tables tables C.19
and C.20), ppp = 32 (shown in tables C.21 and C.22) and ppp = 48 (shown in ta-
bles C.23 and C.24) the simple source panel method performs very slightly better,
by around 5% in each case. In this group of cases, however, the best case is almost
always one of the most refined panelings, and in fact in each of these series the most
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refined paneling, was at least tied for best case. This suggests that the scattering sur-
face used to approximate the sphere may yet be inadequately refined to resolve the
case. This observation is also supported by the fact that the improvement seen in the
ka = 1 series group and the ka = π series group when ppp was increased is reversed
in the ka = 5 series group. This suggests that values of l/cdt are possibly not in an
appropriate range, and that this is thus an active source of error unlike the situation
in the other series groups. One potentially puzzling feature of this series group is the
presence of relatively large dB errors when the RMS error are relatively small. There
is a null in the directivity pattern at Robs = 1.2, which allows a finite error to be
greatly magnified in dB measures. This measure is, therefore, less applicable for this
series group.
Sphere near-field (Robs = 1.2) conclusion with fixed numbers of points per
period (ppp)
As applied to spheres the use of uniform source panels was successful in decreas-
ing error in the lower frequency cases, with performance comparable to the regular
method in the higher frequency ka = 5 case. As the value of ka increases, the value
of the refinement (and thus the number of panels used) at which the minimum error
case occurs tends to increase and the trend of increasing accuracy with increasing ppp
slows and then reverses. This is supportive of a previous observation that limiting
the value of l/cdt is important for the stability of the method and the accuracy of its
predictions.
Sphere near-field (Robs = 1.2) results with fixed values of l/(cdt)
In the previous section, spheres with a fixed number of points per period (ppp)
were considered. In this section instead of fixing the number of samples used to
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represent the signal in the time domain, here the ratio l/cdt—which relates the mini-
mum distance between panel centers, l, to the distance sound travels in a single time
step, cdt—is fixed at a value of one so that any effect due to this relationship can
be controlled while varying other parameters. Thus the value of ppp varies and is
dependent on the value of l = rmin, the minimum distance between panel centers,
which is determined from the paneling. The three angular frequencies considered are
w = 1, w = π and w = 5, corresponding to frequencies of f = 1/(2π), f = 1/2
and f = 5/(2π). The speed of sound remained c = 1 and the radius a = 1 so that
values of ka = 1, ka = π and ka = 5 resulted, and the physical geometry is the
same as described at the beginning of the section 3.7.2. In these series, cases with
Npanels = 20 × N2refine with Nrefine ∈ [5, 18] leading to between 500 and 6480 panels
were considered, a consequence of the use of an icosahedral model for the sphere in
which the triangular facets were subsequently refined to a desired degree by division
into sub-triangles.
In spheres with ka = 1 and l/(cdt) = 1, error values do not appear to vary system-
atically with Npanels with the RMS error normalized by the maximum of the scattered
sound from all simple source panel cases falling in the range eRMSs ∈ [0.014, 0.017]
as seen in table C.25, and all cases for the uniform source panel cases eRMSs ∈
[0.012, 0.019] as seen in table C.26 or eRMSs ∈ [0.012, 0.016] if the first two cases are
excluded. These tables are located in the appendix in order to avoid breaking up the
test too heavily. The lack of continuing decrease in error with increasing density of
paneling suggests that the spatial resolution is adequate, and not a dominant source of
error at that point. The dB directivity error (measured as described in section 3.1.4)
stays relatively constant in the group at around 0.5 dB. This seems to point toward
an important role for the parameter l/cdt in producing accurate results.
In spheres with ka = π and l/(cdt) = 1, there is much more evidence for a sys-
tematic decline in error with increasing density of panels with the best cases being
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recorded for the last or second to the last case in the series (Npanels = 5780, or 6480)
in both simple source panel and uniform source panel series as seen in table C.27
and C.28 respectively. The best simple source panel case had eRMSs = 0.027 com-
pared to a best uniform source panel case with eRMSs = 0.029. Directivity errors
are not reported here because the presence of a null in the directivity pattern makes
the measure meaningless.
In spheres with ka = 5 and l/(cdt) = 1, the often expected pattern of decreasing
error with increasing density of panels is not easily discernible as seen in table C.29
and C.30 which show results for simple and uniform source panels respectively. The
minimum value of the error for the simple source panel series comes with Npanels = 980
at eRMSs = 0.063 with the uniform source panel series achieving its least error
(eRMSs = 0.066) at the same number of panels.
Similar results are seen when l/cdt = 0.5 are used. A slight advantage is seen for
uniform source panels for ka = 1 (as shown in tables C.31 and C.32) and ka = π (as
shown in tables C.33 and C.34), while a slight advantage is seen for simple source
panels at ka = 5 (as shown in tables C.35 and C.36). A summary of the cases with
the minimum error from both the l/cdt = 1.0 and the l/cdt = 0.5 series are shown in
table 3.32 along with the number of panels used in the lowest error case. Looking at
these results there is no clear advantage to the use of either simple or uniform source
panels in this context that does not appear at least as likely to occur as a coincidence
or interaction with other source of error.
192
Table 3.32. Minimum near-field (Robs = 1.2) errors across series with fixed
values of l/cdt and ka. Red indicates the lowest error for a particular value
of ka.
l/cdt ka Simple Source Panel Uniform Source Panel
# Panels eRMSs # Panels eRMSs
1 1 1280 0.014 3380 0.012
1 π 5780 0.027 5780 0.029
1 5 980 0.064 980 0.066
0.5 1 2420 0.015 1620 0.013
0.5 π 5780 0.031 4500 0.030
0.5 5 2880 0.055 2420 0.057
Sphere far-field (Robs = 10.0) analysis with fixed values of l/cdt
In order to examine the accuracy of the equivalent source method under study
farther from the scatterer itself, a scatterer-source geometry similar to the one used
in the previous spherical scattering cases as discussed in section 3.7.2 is employed.
However, in this case the observer arc is located at a distance of Robs = 10, or 10
sphere radii away from the sphere center. The beginning time for result consideration
is then t = 14, dictated by the need for fully wetted data in connection with the
changed location of the observer arc as discussed previously in section 3.7.4.
The results for the far-field observer arc with l/cdt = 1.0 were qualitatively sim-
ilar to those for the near-field observer arc, and are also not tabulated in detail
here due to space considerations but are available in the appendix, although linked
references are provided throughout the section to these tables for ease of location
and access. The cases with the least error in each group, however, are tabulated
in table 3.33 in order to compare performance between simple and uniform source
panels. For the cases with ka = 1, the RMS error normalized by the maximum of the
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scattered sound was not clearly decreasing with increased density of paneling, with
eRMSs ∈ [0.034, 0.037] for the cases using simple source panels (shown in table C.37)
and eRMSs ∈ [0.032, 0.035] (shown in table C.38) for the cases using uniform source
panels.
Similar to results for the near-field ka = π series, the far-field series showed de-
crease in error with increased density of paneling until roughly Npanels = 3380 as seen
in tables C.39 and C.40 for simple and uniform source panels respectively. When
increasing the number of panels beyond this number the error levels off for both sim-
ple and uniform source panels. Minimum error in the simple source panel series is
eRMSs = 0.022 as compared to eRMSs = 0.023 in the uniform source panel series,
a very small difference. The directivity error shows a slight (1/4 of a dB) advantage
to the simple source panels, also very small. Unlike the near-field observer position,
the far-field position apparently does not include a null, thus the dB measure is mean-
ingful for this series.
When ka = 5, the pattern of very little decrease in error with increasing density of
paneling is again seen (in tables C.41 and C.42 for simple and uniform source panels
respectively), with no improvement, and in fact some worsening of results as paneling
increases from Npanels = 980, which is the best case for both paneling schemes. It
seems possible given the rapid decline in error prior to that level of refinement and
its rebound and progress to an approximately asymptotic value after that point, that
the low value of the error is due to multiple sources of error adding in such a way as to
cancel one another in a particular case rather than the method necessarily converging
to precisely the correct value. The source of such error is not presently clear. The
minimum error case happens to be a uniform source panel case (rather than a simple
source panel case); however, the error is only trivially different: eRMSs = 0.024
versus eRMSs = 0.025.
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Next, l/cdt = 0.5 was used instead of l/cdt = 1.0 with geometry and other charac-
teristics kept similar to those described previously in this section. For the series with
ka = 1 this change appears to lead to a longer regime of monotonic decrease in error
with increased density of paneling, ending between Npanels = 1620 and 2000 panels in
both the uniform source panel (table C.44) and simple source panel (table C.43) series.
A trivial advantage was seen for uniform source paneling over simple source paneling,
eRMSs = 0.036 versus eRMSs = 0.037. For the series with ka = π, monotonic de-
crease in error with increasing density of panels seems to have continued throughout
the entire tested regime. There was not an unambiguous advantage to either method
(see table C.45 for simple source panels and C.46 for uniform source panels). For the
series with ka = 5, the error has a region of monotonic decrease until Npanels = 3380
for simple source panels (table C.47), and Npanels = 2420 for uniform source panels
(table C.48), with both achieving the same minimum error of eRMSs = 0.022 in the
asymptote. The far-field results are summarized in table 3.33, which shows the cases
that produced the lowest error for both uniform source and simple source implemen-
tations, along with the number of panels in the lowest error case. Examining both
this table and table 3.32 it seems notable that the error seems to be minimized by the
same series, although the significance of this is questioned by the fact that it tends to
be different individual cases within the series that produce the minimum error. The
similarity is not, however, difficult to accept on its face given that it would suggest
that the same series which produce low near-field error also produce low far-field error.
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Table 3.33. Minimum far-field (Robs = 10.0) errors across series with fixed
values of l/cdt and ka. Red indicates the lowest error for a particular
value of ka.
l/cdt ka Simple Source Panel Uniform Source Panel
# Panels eRMSs # Panels eRMSs
1 1 2880 0.034 2880 0.032
1 π 6480 0.022 6480 0.023
1 5 980 0.025 980 0.024
0.5 1 5780 0.037 4500 0.036
0.5 π 6480 0.026 6480 0.026
0.5 5 6480 0.022 6480 0.022
3.7.10 Potential Method Enhancements
Similar to what was done with the planar cases, the use of multiple control points
per panel was also tried with the sphere cases. While in the case of the planar surfaces
this could only be done during the input phase, in the sphere cases both the input
phase and the interaction phase of the scattering prediction are considered.
The first of these enhancements, dealing with propagation from the initial input
source to multiple control points on each panel was implemented and tested using a
finite planar surface as shown in section 3.3.9. The use of the planar surface focused
attention on the initial step by eliminating panel to panel propagation as a source of
error. In the planar case the use of multiple control points in the input phase of the
propagation procedure was seen to have minimal utility with that utility limited to
cases which used unusually sparse paneling, e.g., λ/l was small, around three in the
planar case.
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This conclusion was also sustained in applying multiple control points during the
input phase of a series of sphere cases. These cases were similar in other respects to
those described in section 3.7.2 except that only spheres with ka = 1 were examined.
No measurable differences were found in these cases as a result of the use of multiple
control points per panel in the input phase, presumably because the paneling required
for a sphere case is already refined beyond the point where multiple control points in
the input phase might be useful.
A second refinement was also explored in the sphere cases, i.e. involving the
use of multiple control points during the panel-to-panel propagation step. A key
consideration in pursuing this line of exploration was that adjacent panels might
experience a larger variation in the strength of impinging normal gradients due to
one another than would be the case with an impinging gradient from a more distant
source. Accordingly, the method was modified to allow multiple control points per
panel during panel-to-panel propagation. This led to some additional difficulties, such
as the problem that sub-parts of a single panel could conceivably exist in relation to
another panel in a positioning that would allow gradients emitted at a single time
level to affect the panel at multiple time levels. In order to address this problem a
third influence matrix was introduced. This allowed calculations for multiple control
points provided that the panels only stretched across two time levels, which could be
ensured by carefully limiting panel extent. This did not, however, prove to be a useful
refinement for the purpose of increasing accuracy of the scattering prediction. In the
sphere cases considered, which had l/cdt = 0.5, the use of multiple control points
in panel-to-panel propagation led to an increase (typically minor) in error across all
cases considered. A variety of possible causes for these difficulties exist including
the broadening of the signal in time introduced by the interaction of a single panel
over multiple time levels, use of flat rather than curved panels to approximate the




Some limited support for the usefulness of l/cdt, the second parameter in equation
(3.14), in predicting stability comes from a study of stability with various time step
sizes and refinement levels. The instability sometimes observed in connection with
this model takes the form of a high frequency oscillation in the panel source strength
that appears to grow with a roughly geometrical increase of amplitude in time. A
range of time step sizes were explored through varying the number of points per
period (ppp). The level of refinement was adjusted so as to be adequate to assure
that high frequency oscillations did not appear before the end of a 30 time unit test
interval. The input signal had period 2π and the number of points per period was
varied, which resulted in changes in the time step size via dt = 2π/ppp. The stability
frontier dividing stable from unstable cases is approximately linear in the time step
size and the refinement level. This is seen in figure 3.49. In this figure the unstable
cases are recorded in marker face with red x’s and the stable cases with green plusses.
It should be noted that as discussed in section 3.7.5 instabilities develop if the time
step size is too small rather than too large, which is the opposite of what one would
expect from the CFL number from experience in CFD.
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Figure 3.49. Stable and unstable cases plotted as a function of “refinement
level” (number of edge subdivisions in each icosahedron facet) and points
per period ppp (top) and l and cdt (bottom) in a signal with period 2π.
Examining figure 3.49 makes it possible get a rough idea of the location of the
frontier of stability for these parameters. The relationship seen there can be inter-
preted in terms of the two non-dimensional parameters listed in equation 3.14. If the
relationship is with the second non-dimensional parameter, then one would expect a
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→ r.l. = ppp× constant2,
where licos is the icosahedral facet side length without further refinement (a refinement





would, on the other hand, be dominant for small r.l. and ppp and large l and cdt,
and would be expected to result in a parabolic stability frontier between cdt and
l in this regime, which, again, appears to be the case although on this point the
sparseness of the data in this region prohibit overly final conclusions. The roughly
linear relationship for small l and cdt appears to be more supportive of
l
cdt
as the relevant parameter for stability within the range of parameters considered im-
portant for high accuracy.
3.7.11 Comments
Given that there were significant errors that were not fully resolved in the sphere
cases there seems to be an open question as to why this is. As discussed previously
the method as currently operated only used two influence matrices resulting in a
method that has error of O(dt2) in the source time history interpolation and O(dt)
in the calculation of the derivative. Although it has not been confirmed in the work
done to this point, the derivative seems like a likely source of these errors. There are
several qualitative reasons for this. First, the tendency toward instability with high
l/cdt involve the derivative term. Second, the derivative term has been implicated in
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the literature as an important source of instability (which by Lax would also often
correlate with inaccuracy) in other time-domain boundary element methods [54, 56].
The increased difficulties in getting accurate predictions at higher frequencies even
with l/cdt held constant is difficult to interpret because with l/cdt held constant the
only parameter varying is l/4πa which is common to both the time derivative of
the source strength and the source strength itself. Notwithstanding the lower formal
accuracy of the derivative make it naturally the more suspect of the two if they are
otherwise of similar magnitude.
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4. Conclusions
The aircraft carrier flight deck environment presents a number of fairly unique chal-
lenges for maintaining a safe and auditorially hygienic environment. Jet noise levels
in this environment pose a substantial operational challenge and risk to hearing. Ef-
forts to attenuate noise from jet aircraft have frequently involved nozzle treatments
which modify the flow field and consequently affect the production and transmission
of noise by the jet. Prediction of the jet flow field may be accomplished by modeling
using large-eddy simulation. The direct sound field can then be predicted using the
FW-H method. This, however, leaves the potentially significant contribution of the
scattered sound field undetermined.
To rectify this limitation, a time-domain boundary element method was developed
that is focused in its development and purpose on applicability in the aircraft carrier
deck environment with its substantial planar scattering components. It can accept
inputs from either an analytic source or from an acoustic data surface (ADS) using
the G1A pressure gradient formulation. Both simple source and uniform source panel
methods have been implemented in order to model scattering. Time advancement
may utilize either implicit or explicit modes. Implicit operation in this case means
that interactions between panels are included which require source strength informa-
tion from the time level of calculation rather than exclusively at earlier time levels.
To allow the use of ADS inputs, the G1A pressure gradient formulation was imple-
mented in an existing computer code with an implementation of the Ffowcs-Williams
Hawkings integral acoustic method for calculating acoustic pressure. The resultant
code can calculate both pressure and pressure gradients at specified observer loca-
tions. The implementation of G1A was validated using the the existing FWH code
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as a reference. The time-domain boundary element method was validated using both
analytic inputs and ADS inputs. Insofar as I am aware this is the first coupling of a
time-domain boundary element method with the G1A pressure gradient formulation.
In order to validate and investigate the method’s performance in predicting scat-
tering for a range of geometries representative of those that might occur in an aircraft
carrier deck environment, planar surfaces, corners and spheres were considered. Nu-
merical scattering predictions were compared with analytic solutions for these cases.
In all cases the speed of sound used was c = 1.
4.1 Planes
Questions and problems considered for planar surfaces included:
• Investigating the size of the plane needed to achieve infinite plane type results
at an arc of observer locations
• Determining the panel size necessary to properly capture reflections at an arc
of observers
• Comparing differences in performance between Lee’s time-domain equivalent
source method (TD-ESM) and the present time-domain boundary element method
(TD-BEM) at an arc of observers
• Comparing the differences in performance when single and multiple control
points per panel were used in the input phase of a scattering calculation
• Examining the difference in performance between uniform source panels and
simple source panels for a diagonal of observers at varying distances from the
scattering surface as a function of panel spacing.
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As discussed in section 3.3.5 a set of planar scattering cases was constructed us-
ing a square planar region of varying size represented by varying numbers of sources
with an observer arc. The TD-ESM of Lee was compared with the present TD-BEM.
When using the TD-BEM, the lowest tested value of ppλ = λ/∆x = 5.0265 panels
per wavelength was adequate to provide a good quality prediction of the directivity
pattern of the scattered sound field. A surface with L/h = 20 was sufficient to pro-
duce an infinite plane type directivity pattern while L/h = 10 was not sufficient (L
is the side length).
The TD-ESM considered produced less consistent results largely due to problems
with stability for a number of the cases considered. Its use was also complicated by
the need for a number of user defined parameters. Better choices of these parameters
might have led to more stable and accurate predictions of scattering. It should also
be noted that the non-closed surface investigated here is a case for which the TD-
ESM is not designed and so its performance should not be criticized on this basis.
Notwithstanding, the unconditional stability for planar cases of the TD-BEM being
developed is a significant benefit.
The accuracy of the TD-BEM’s scattering prediction when using uniform and
simple source panels was compared for a diagonal of observers at three heights above
a scattering plane represented using varying number of sources as discussed in sec-
tion 3.3.8. When l/h ≤ 5 (l is the panel spacing, h the observer height) uniform
source panels were more accurate, while no significant difference existed for l/h ≥ 10.
This is due to the singularity located at the simple source panels centers which is
avoided in uniform source panels. Uniform source panels should be used if l/h is
small.
As discussed in section 3.3.9 use of multiple or single control point per panel was
also considered as a potential method enhancement. To investigate this possibility,
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the case with the diagonal observer line mentioned in the preceding paragraph was
repeated with each panel subdivided into 100 sub-panels each with its own control
point. The gradient for the subdivided panel was then estimated using this ensemble
of control points. Using multiple control points per panel led to a substantial reduc-
tion in error at the lowest panel density. If λ/∆x is comparable to or lower than
approximately ppλ = λ/l = 2π/2 = π the additional panel refinement may be useful.
4.2 Corners
Questions and problems considered for corners included:
• Determining a paneling pattern with good performance in the close corner region
as measured at an arc of observers
• Investigating the size of the planar surfaces comprising the corner necessary for
infinite corner type performance at an arc of observers
• Comparing the differences in performance when single and multiple control
points per panel were used in the input and interaction phases of a scattering
calculation
• Examining the difference in performance between uniform source panels and
simple source panels at an arc of observers
Scattering of a simple source by a corner region was calculated as described in
section 3.6.2. Initially only simple source panels were used. The extent of the corner
region needed to reduce finite plane error was investigated. When the source was
one unit away from both scattering planes and the wavelength was λ = 2π a corner
formed from two perpendicular planar regions of dimensions L = 40.5 × 20.25 was
seen as sufficient to reduce the variation in RMS error to between approximately 8
and 9 percent when using paneling stretched in the sideline direction. This was below
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the threshold that was set by other limitations in the solution such as the time step
size. Finite surface errors would thus be of lower magnitude than errors from other
sources for this paneling.
With the corner sizing determined, effects of paneling pattern were reexamined as
discussed in section 3.6.5. Corner approaches included uniform arrangement of pan-
eling, stretching in the sideline direction and stretching in the sideline direction but
forcing the panels to remain nearly square (with gaps allowed in each case). When
these three paneling patterns were considered, significant advantages were gained from
the latter two and especially the last leading to RMS errors of eRMSs = 27.2 per-
cent, eRMSs = 8.9 percent and eRMSs = 3.4 percent respectively. This confirms
the importance of properly resolving the close corner region to obtain an accurate
scattering prediction. This result can probably be generalized to any region in which
the scattering surface is undergoing rapid variation in angle so that any such surface
would require special treatment.
The choice of whether to use uniform source panels or simple source panels in
the corner case was next considered. When uniform source panels were used an 8-12
percent improvement in performance was seen when a uniform arrangement of panels
was used and when stretching in only the sideline direction was used (a 41 percent im-
provement in this case). In the lowest error paneling pattern, when stretched panels
with near-unity aspect ratio were used the simple source panels performed modestly
better (11 percent improvement). However, in this last case the reversal of pattern of
performance may suggest the contributions of other sources of error have confounded
the effect of panel type.
The performance of uniform source panels in the corner case seems to broadly
support the conclusion that the interactions in the close corner region are of great
importance. The change in the source distribution of the panels acts primarily over
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short distances and is asymptotically similar to the simple source distribution over
longer distances. Thus the substantial changes in the accuracy of the resultant RMS
error must be due to a very short range effect. The corner is the only point at which
interaction occurs along a sufficiently short relative length scale.
4.3 Spheres
Questions and problems considered for spheres included:
• Comparison of the performance of the method with and without same-time-level
interaction (implicit mode) usage
• Comparison of the performance of the method as a function of the number of
points per period and the refinement level of the paneling
• Comparison of the present TD-BEM method with Lee’s TD-ESM method for
predicting scattering by spheres
• Comparison of the accuracy for uniform source panels and simple source panels
• Examining the performance of the method when l/cdt was held fixed
• Evaluating the merit of including multiple control points per panel in a sphere
scattering case
The setup for the scattering cases involving spheres is discussed in section 3.7.2. A
low-frequency (ka = 1), resonant (ka = π) and high-frequency (ka = 5) case were
considered. Period RMS error through time was evaluated. For the resonant case,
the error was seen to increase linearly as a function of time. Correct predictions of
RMS error were possible by examining relatively early points in the time history.
The high-frequency case showed oscillations in the magnitude of period RMS error
which may indicate that the frequency was near but not equal to internal resonance
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frequencies. In general, the moment of fully wetted data was seen as an appropriate
point for beginning measurement of period RMS error and directivity.
The use of same-time-level interaction (implicit operation) resulted in error less
than or equal to comparable cases in which this option was not used. This suggests
that where applicable this option should be used. Using this method also causes
incremental gains with further paneling refinement to continue to higher values of
refinement. This suggests that in the series where further refinement was ineffective
the cause may have been the presence of other sources of error.
The parameters ppλ = λ/l and l/4πa do not appear to play a significant role in
these problems, while l/cdt > 1 does seem to be significantly associated with both
error magnitudes and stability. A distinct trend toward increased RMS error with
increased value of ka was observed. This may be due to the increased density of
internal modes at higher frequencies. In the lower two values of ka, greater numbers
of points per period (ppp) were associated with lower error but not when ka = 5
perhaps suggesting that even the highest number of panels was inadequate via l/cdt
for the shorter time step sizes associated with higher ppp.
In comparing the TD-BEM results for scattering of a point source by a hard
spherical surface to those of Lee’s TD-ESM it was determined that the results were
comparable for spheres with ka = 1 and ka = π with some advantage to Lee’s method.
Lee’s method did significantly better for the high frequency case of ka = 5. Lee’s
method is particularly more effective at capturing the minimum in the directivity pat-
tern of ka = 5 case. Lee’s method also enjoys a qualitative advantage for the resonant
(ka = π) case for which his method does not experience increase in period by pe-
riod source strengths whereas the present TD-BEM does experience this phenomenon.
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The performance of the method when using either simple source or uniform source
panels was compared for four different values of points per period (ppp = 8, 16, 32, 48)
using the same geometry as in the previous problems. For spheres with ka = 1 a 15-
20% advantage was seen when using uniform source panels rather than simple source
panels with the number of points per period used between ppp = 16 and ppp = 48.
For ka = π the error is either improved or tied using uniform source panels over
the simple source panels, though by much smaller margins. This trend was reversed
when examining the cases with ka = 5 with simple source panels showing an advan-
tage in RMS error of around 5%. Absent problems with stability, greater values of
the number of points per period ppp generally yielded better results. This trend was
amplified in cases with ppp = 8, which resulted in error no lower than 12%, a problem
suggested by the study of numerical effects of ppp in section 3.1.1.
Due to the apparent decrease in error with smaller values of l/cdt, series with this
parameter held constant were considered for the same geometries and values of ka
as in the previous sphere experiments. For spheres with ka = 1 and l/cdt = 1 the
error did not appear to vary significantly with the number of panels employed. This
suggests that the parameter values were sufficient in the range explored and that the
measure l/cdt is in fact a significant determinant of error. For the sphere with ka = π
and l/cdt = 1 there was a trend toward lower error with greater numbers of panels
with the highest number of panels used corresponding to the lowest error in the series
for that value of ka. Error also did not decrease decreasing with increasing number
of panels when ka = 5 and l/cdt = 1. The decreased importance of panel density
suggests that a different source of error is making a more dominant contribution and
further establishes the importance of the parameter l/cdt because holding it constant
reduces the dependence of the error on paneling density. The low-order time advance-
ment scheme might explain these errors.
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Unexpectedly, there was very little dependence of the error on whether simple
source or uniform source panels were used in the cases where l/cdt was held constant.
This was true both when l/cdt = 1 and l/cdt = 0.5. Additionally, there was little
difference between these two values with a slight advantage to l/cdt = 1 for spheres
with ka = 1 and ka = π and a slight advantage to using l/cdt = 0.5 when ka = 5.
This was true for both simple source and uniform source panels.
The same experiment was also conducted with the observers located in the far-field
(Robs = 10). Results were qualitatively similar to those for the corresponding near-
field cases which seems reasonable given that the same source strength values—with
the same level of fidelity to the original problem—are used to calculate the pressure
at the position of the far-field and near-field observers.
The use of multiple control points per panel (M.C.P.P.P.) was also considered.
Only the sphere with ka = 1 with near-field observers was considered. In contrast
to the planar cases, the effects of multiple control points were considered during the
interaction phase of the source strength determination procedure rather than only
during the input stage. No discernable benefit was seen when M.C.P.P.P. was used
during the input phase. The use of M.C.P.P.P. in the panel to panel interaction phase
of propagation led to minor increases in error across all cases. This may have been
due to the possibility of signals traveling faster than the nominal phase speed by
impinging at a nearer point on a panel surface and at a time level earlier than what
would normally be required in order for them to elicit a response at the center of the
panel.
Looking at which cases were stable, a pattern emerges. The stability frontier
appears to be roughly linear between number of points per period ppp and refinement
level, which suggests that the value of l/cdt on this frontier is roughly constant. This
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parameter may play a role similar to (though inverse of) the CFL number in predicting
stability. The parameter l/4πa was not important in normally refined cases.
The inaccuracy seen in some stable cases may by due to the O(dt) formal accuracy
of the derivative. This, combined with the limitations on choosing too small of a step
size due to the restriction on l/cdt may limit the accuracy that can be achieved in
these cases with only two influence matrices. It would be advisable to add a third in-
fluence matrix in order to obtain a O(dt2) derivative scheme. This might then reduce
the value of ppp needed for accuracy, increasing the value of dt that could be used to
achieve accurate results into the more easily stable realm.
4.4 G1A/TD-BEM Validation
The G1A pressure gradient formulation was implemented and validated by com-
parison with an existing implementation of the FWH method for direct sound using
an acoustic data surface (ADS) containing information for a monopole source. The
radial pressure gradient through time was compared to the time derivative of the pres-
sure waveform (calculated by differentiating the output from the FWH method) and
dividing by the speed of sound with a high degree of consistency seen between the two.
The data surface used to validate the G1A implementation was used as input to
the BEM under consideration. Parameter values sufficient to obtain good predictions
of the magnitude of the scattered sound field at an observer location were determined
experimentally and used to inform future decisions. For a square planar scattering
surface, values of λ/∆x = 3.432, L/λ = 8.74 and L/h = 2.36 were seen as sufficient.
These were further confirmed via a second prediction made using an ADS with infor-
mation for five acoustic monopoles at different frequencies and locations with good
accuracy.
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4.5 TD-BEM With Jet LES Input
Finally, an acoustic data surface from a jet large eddy simulation of a supersonic
round jet was used as input to the scattering model in order to simulate the complete
work-flow for predicting acoustic scattering for real observer locations. A pair of sur-
faces were designed to capture scattering for a range of Strouhal numbers surrounding
the peak frequency region seen in published spectra of the jet. The high-frequency
chosen determined the panel length scale chosen, while the low frequency chosen influ-
enced the extent of the surface (selected using “path slack”). The ratio of the planar
extent to the source height is also influential in correctly resolving planar scattering.
The scattered sound field was calculated using 1 and 2.5 wavelengths of path
slack. Both predictions captured the peak frequency region of the sound field and
the OASPL. The larger (greater path slack) surface showed improvements in the low
frequency portion of the spectrum as well as (at one location) significant improve-
ment in the high frequency representation as well as better performance in predicting
OASPL. The high frequency result particularly points to the importance of having an
adequately placed surface in order to capture the key specular reflection region. The
simple source method appears to be sufficient for the observer positions shown. The
method is thus capable of predicting the scattered sound for a case directly relevant




The guiding purpose of this project has been to successfully model the acoustics of the
aircraft carrier deck environment. Accordingly, the most substantial future work that
could be recommended would be to employ the methodology described in modeling
a complete jet scattering case with realistic geometry including both the deck, the
jet blast deflector and other deck carrier surfaces and the jet fuselage and control
surfaces. In order to execute such a modeling task with a high degree of confidence
several additional developments would be highly recommended. Additionally, in the
course of performing the work associated with the development of the present method
a number of ideas for future development presented themselves. Both categories of
development possibilities are discussed in the following sections.
5.1 Paneling Type Enhancements, Panel Enhancements
The influence matrix framework should allow for the easy inclusion of dipole pan-
els. A formulation for this panel type is available within Katz and Plotkin. However,
an attempt to implement their formulation in connection with this problem produced
abnormal results and the cause has not as yet been determined. The use of dipole
paneling should allow the inclusion of infinitesimally thin surfaces and could find prac-
tical application to the present problem in enabling the inclusion of aircraft control
surfaces near the nozzle exit. It would also, as a theoretical case, allow finite surfaces
of any sort to be conveniently modeled with good physical fidelity. Additionally, it
seems likely or at least possible that this would prevent internal modes of the sort
that have been seen in other time-domain methods from developing by effectively ex-
cluding sound from penetrating to the interior which could conceivably lead to higher
accuracy in the case of a high-frequency sphere or other closed shape.
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In connection with the use of a dipole panel type it may be possible to use multiple
control points per panel to employ a less dense paneling that includes multiple types
of sources in order to capture impinging gradients that might not be resolved using
only normally oriented dipoles, or to use higher-order elements.
The use of exact rather than approximate expressions for the impinging pressure
gradient might be capable of improving estimates of influence matrix values, partic-
ularly for panels that are closely interacting. These could include considering solid
angles subtended by a panel and averaged distances between panels rather than the
midpoint approximations used in calculating the influence matrices currently.
In order to reduce the magnitude of contaminating edge effects it may be worth-
while to try fading out the edge gradually so that the edge is no longer abrupt and
thus does not produce a single in-phase reflection from the edge. This could be ac-
complished by paneling an area and then gradually reducing the panel area given as
an input to the calculation by multiplying it by a weighting factor w ∈ [0, 1] that
decreases from 1 to 0 as the edge is approached. The edge reflection is caused by the
sudden cessation of the edge. If this were blurred by gradually reducing the response
of the panels to pressure gradients through the weighting factor the risk from coherent
edge contamination could be greatly reduced.
5.2 Exploiting symmetry
If a scenario has a relatively strong symmetry plane it may be of interest to only
model the non-planar features and drop the plane entirely mirroring the relevant
non-planar features and the source. This preserves the physics of the problem while
possibly reducing the size of the scattering problems, or at least the total number of




























Figure 5.1. Out of planar features are mirrored (right), allowing the re-
moval of the scattering plane (present at left absent at right).
Such a technique might allow some calculation of finite plane or finite orifice scat-
tering. Finite orifice scattering might reasonably be modeled by using a source/image
source pair to satisfy the boundary condition generally for an infinite plane. Panels
might then be used to, in essence, remove part of the plane by determining their
source strength based on the gradients that would be passing through an arbitrary
area in the absence of the plane. The resultant system would then be expected to
behave like a plane with a hole in it, though the boundary condition on the opposite
side of the panels may need to be considered.
A similar approach might be used to model the sound passing through an absorb-
ing screen by paneling a particular area that would represent a hole in the absorbing
screen. Both of these ideas can be illustrated by figure 5.2 which shows a source (red),
an image source (green) which together satisfy the boundary condition of the infinite
scattering plane (black grid). A paneled region (blue) can be used to simulate either
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scattering by the missing portion of the plane (by choosing source strengths to give a
negative reflection in response to the source) or to simulate the sound that would pass
through such an opening (by choosing source strengths to give a positive reflection in













Figure 5.2. Setup for modeling sound passing through an orifice in an
absorbing screen or scattering by an orifice in a solid surface.
A finite plane might be approximated by combining a source-image source pair
to enforce the plane generally and then paneling the negative area around a region
containing an arbitrarily shaped planar scatterer. Thus everything but the scatterer
would be paneled. The paneling would react with negative polarity relative to the
input source (or positive with respect to the image source) and the combined system
would be expected to behave like a finite planar region. In practicality, only a finite
region would be paneled surrounding the finite plane. But this region could be made
large enough relative to observer locations that a reasonably high fidelity could be
obtained at quite low cost. The planar character of the scatterer would also allow use
of the parallel computation attributes of the method for such surfaces.
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5.3 Alternative Temporal Schemes
5.3.1 Analytic or automatic differentiation
An analytical time differentiation of the input gradients and source strength time
records rather than a numerical differentiation could be used, e.g., automatic dif-
ferentiation or alternatively, analytic differentiation. If this were successful it would
eliminate any instabilities that resulted from discretization error in time. How such
a methodology might compare in terms of efficiency of calculation would need to be
evaluated. In all likelihood a finite length of time or path distance would be considered
and the response would be truncated after that point thus producing a sort of ana-
lytical impulse response. Analytically approaching the derivatives might also enable
a method for determining stability for periodic signals. This type of approach—in
which the derivatives are first considered analytically or symbolically—might also
enable the differentiation of the entire signal using compact difference or other high-
fidelity methods if the underlying signal is discrete due to the necessity of recording
or there may be automatic differentiation methods that would enable this. The dis-
crete generalized functions time series for each derivative could then be interpolated
and convolved with that derivative using Fourier methods with high accuracy. The
main source of uncertainty for this procedure is the question of how computationally
expensive this process would be.
5.3.2 Impulse response calculation
Alternatively, the interaction between various components of a scattering system
could be characterized using the notion of an impulse response. This could refer either
to the response at an observer location to an impulse produced at a source location
or to the source strength response of the system to an impulse pressure gradient at
any panel control point. The impulse response is ultimately infinite but could be
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reasonably approximated to within a given accuracy using a finite signal length, e.g.,
Nt samples. If the source strength impulse response were considered and Ns source
panels were present, then O(N2sNt) pieces of data would need to be calculated and
stored in order to properly characterize the scattering. After this is accomplished,
however, Fourier convolution methods could be used to obtain the scattered sound
field associated with any source once the pressure gradients due to the sources were
known at the scattering surface control point locations.
5.3.3 High-order methods using more influence matrices
Only two influence matrices were used in the results shown in this work. The
number of influence matrices may be easily increased in order to obtain higher order
numerical methods for time advancement as outlined in section 2.5. The derivative
used in the time advancement of the method is only first order and this may have
been a source of instability and inaccuracy. It would thus be highly recommended to
explore higher order methods with greater numbers of influence matrices.
In connection with the idea of using methods for time advancement with higher
order formal accuracy, it would not be difficult and could be beneficial to characterize
the accuracy of lower order numerical methods that have been employed. This might
give a good idea of how many points per period ppp are required to obtain a particular
level of accuracy.
5.3.4 Iterative approximation of the source strength time history
Currently, the time advancement method uses source strength values at earlier
time indices in order to calculate—explicitly or implicitly—the values at the present
time level. It may also be possible to calculate the entire source strength time his-
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tory in this manner but then obtain an improved estimate by using a higher order
numerical method in connection with points both before and after each time level.
This would allow iterative improvement of the solution and the use of more accurate
numerical methods such as compact differencing at least as long as discontinuous
signals were avoided. Regardless of the particular methods chosen the use of infor-
mation from later as well as earlier time levels could be used to substantially benefit
the accuracy of the source strength calculation.
5.4 Fast Multipole Equivalent Source Method
As noted in the introduction, no documents were found indicating that the equiv-
alent source method has been integrated with the fast multipole method in the fre-
quency domain or plane wave acceleration in the time domain. There does not seem
to be any reason why this could not in principle be done. It ought, therefore, to be
a subject of future consideration for other researchers.
5.5 Including Absorption Effects Due To Turbulence, Relaxation, etc.
For numbers of influence matrices greater than two a longer time record preced-
ing the moment of influence is available. It may be possible to simulate the effects of
turbulence on acoustic propagation within the scattering code by adding a random
variable to the time delay in the influence matrix formulation. The exact form and
implementation of this random variable should be carefully considered.
Alternatively, it would be possible to include absorption in the propagation step
from the panel to the observer via various sorts of filtering in the final propagation
step with the characteristics of the filter determined by the nature of the flow field
and the distance over which the propagation is presumed to take place.
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5.6 Other Scattering Approaches With Ffowcs-Williams Hawkings
For planar-dominant geometries it may be possible to develop a method for cal-
culating scattering numerically based on multiple reflected FW-H surfaces (or, prac-
tically speaking, image observers) together with filtering based upon the geometric
theory of diffraction. Thus the solution would be composed of multiple FW-H calcu-
lations whose predictions would be adjusted for diffraction effects in a manner similar
to ray tracing. This would have the advantage of relative computational simplicity
and unconditional stability but the disadvantages associated with many ray tracing-
type methods.
5.7 Combining Boundary Element and Equivalent Source Methods
There does not seem to be any reason in principle why the time domain equiv-
alent source method of Lee and the present time-domain boundary element method
could not be combined together so that some regions of a body were paneled with
coincident sources and other regions were represented by control points and the B.C.
satisfied with control sources that were spatially separated from the control points.
It is not immediately clear that this would be beneficial as it is a mixed strat-
egy and would likely bring a mixture of the detriments and benefits of each method.
Particularly it is not clear which problem it would be best situated to solve. Notwith-
standing this limitation it could be an interesting project developing the necessary
algorithmic framework to integrate the two. Perhaps one situation in which it could
work well is for a broadband case in which there is a significant planar component
with a significant closed shape that is detached from the planar region. The planar
region would be best addressed using the present method whereas a closed scattering
surface such as a sphere might be better dealt with using Lee’s method. It would be
important to make sure that using the two methods together offered something that
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merely reflecting a body using Lee’s method to avoid simulating the symmetry plane
would not offer.
5.8 A Time-Domain Dipole Equivalent Source Method
The idea of an equivalent source method is to satisfy a boundary condition at a
number of points by choosing the values of a number of sources. It seems possible,
in principle, to turn this idea on its head and panel a closed surface with dipole
panels and place a number of control point on the interior of the paneled surface
and require the algorithm to determine the strengths of the surface dipole sources
so as to satisfy the condition of no sound in the interior of the sphere at some set
of points. If successful, the condition of no sound in the interior corresponds with
perfect reflection at the surface and should lead to the radiation from the sources
appropriately modeling the scattering.
5.9 Unusual Usage of the Ffowcs-Williams Hawkings Method
In a flow with several distinctly stratified flow velocities so that there were con-
sistent stream surface locations with flow of constant velocity in particular areas, the
acoustic field could be calculated using a set of nested FW-H surfaces where a surface
is placed at the boundary of each velocity change. This would then allow calculation
of the sound field while taking into account a somewhat non-uniform flow field, pro-
vided that the velocity could be reasonably approximated as piecewise constant.
5.10 Parallelization
Any development of a code should have as its objective the creation of a code that
is efficient and accurate. In the current technological climate this is best accomplished
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through parallelization. Parallelization of the code should be investigated in order
to determine how to efficiently manage propagation and calculation and deal with
best practices for determining where boundaries should be located between regions
contained on a single node or processor.
5.11 Multiple Control Points Per Panel
Although the addition of multiple control points per panel was not found to be
helpful in most cases investigated in increasing accuracy of a scattering prediction
wherein an otherwise adequate paneling was used it may still be beneficial for im-
proving stability which could be helpful. It might particularly allow the use of greater
numbers of points per period without sacrificing method stability. If multiple control
points per period are used, Gauss quadrature should be employed in determining
their location. Alternatively, higher order panels have been used by others and might
be beneficial in this case as well. The possible advantages of multiple control points
per panel or higher order panels should be weighed against the possibility of simply
including more panels. Certainly a higher-order panel can more accurately model
the response of a panel to pressure gradients which are not uniform across the panel
surface, while the current round of panels bases response solely on the impinging
gradients at a single point.
5.12 Corner Cases
Thus far the corner cases that have been considered in this study have used a
periodic waveform as an input signal. Use of a raised cosine pulse as an interrogating
signal would make it possible to to characterize the reflections from the different re-
gions and exclude contamination from finite plane effects. Alternatively, using path
slack to select which panels are included in the calculation would allow the user to
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control how long of a signal could be ensured to be free of contamination. It would
be good to do an expanding corner series using uniform source panels with the best
known corner treatment and with necessary path slack less than some value as the
criteria of inclusion and see how this affects the fluctuation of the error with increase
in extent.
In the corner region, it may also make sense to consider relocating the control
point of panels relative to the source point in order to better characterize the expo-
sure of the panel—e.g., if they are responding primarily to panels in the corner then
perhaps their exposure is primarily (nearly) edge on and the point that best charac-
terizes their exposure might not be in the center as is otherwise the case. This could
be determined by integrating the impinging derivative over the surface. Better yet,
this process of integration could be used instead of a particular control point while de-
termining gradients impinging on a panel, though distances from panel sources would
still need a particular source reference point in calculating the influence matrices.
A different design principle could also be considered. One could use results for
RMS source strengths in a previous simulation to determine which parts of the plane
make the most significant contributions to the solution. An expanding corner case
could then be developed based on which panels were the largest contributors to the
sound field. This design methodology could be compared with the path slack ap-
proach in order to determine which approach leads to the most efficient prediction
of a given quality. This could also be compared with similar methodologies based on
other measures such as analyzing the RMS contribution of a particular panel location
to a source-panel-observer propagation combination.
Though not highlighted in this work some experiments with removing unsta-
ble high-frequency modes through filtering were attempted. Kropp takes this ap-
proach [68], and this might be worth examining further.
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5.13 Spheres
While the idea of multiple control points was tested and found not to be partic-
ularly helpful for maintaining the accuracy of a given case that was already stable,
it was not tested on an unstable case. This is a regrettable oversight because one of
the largest potential advantages of using multiple control points per period is that
it ought to have the effect of spatially filtering out unstable high-frequency modes
leading to stabilization of cases that would otherwise diverge entirely. This would
require the use of more than two influence matrices and it might therefore be logical
to include to attempt this in connection with the use of multiple influence matrices
to create a higher order time-advancement scheme.
It might be useful when examining the resonant sphere case—or similar cases
where resonance phenomenona are suspected to play a role—to include an observer
location within the sphere in order to monitor the progression of increased source
strengths and sound amplitudes within the sphere. This would provide a straight-
forward means of verifying the mechanism leading to the observed oscillations in the
error of the scattered sound field.
In order to determine the nature of the problems at higher frequencies it would
be wise to perform a series of fairly tightly spaced (in frequency) cases and graph the
max errors for each case in order to determine how they fit in with the known body
resonances of the sphere. This would be valuable in comparing the performance of
the present method to other similar methods in terms of relative error and costs.
5.14 LES Case
The main improvement that could be realized in the LES case is in designing the
surface. The panel length scale is currently fixed based on the shortest wavelength
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to be resolved in the scattering simulation. This is actually inefficiently conservative
in some cases because the angle of the oblique reflection determines the actual length
of the “shadow” of the impinging wave upon the plane, which in turn is more deter-
minative of the success of the simulation. Developing a means of changing the panel
shape and length depending on the relationship of a particular paneled area with the
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A. Ffowcs Williams–Hawkings formulation for stationary
surfaces
The following is taken from references [82] and [21] and is included to illustrate the re-
lationship between the variables needed for the use of the Ffowcs Williams–Hawkings
and G1A methodologies. The Ffowcs Williams–Hawkings method implementation
used is the Farassat formulation 1A for a permeable control surface. It is used to de-
termine, given a knowledge of the pressure, flow velocity, and density on an acoustic
data surface, the pressure fluctuation induced at any point outside of the surface due
to the acoustic sources contained within the surface. It does this via the integration of
certain quantities that can be derived from the data on the surface using the formulas
shown below. For stationary surfaces, certain simplifications are possible and this is
the form shown here.
The Ffowcs Williams–Hawkings formulation for a stationary permeable control
surface, S is given as follows
p′(~x, t) = p′T (~x, t) + p
′








































′δijnj + ρuiun. (A.5)
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The quadrupole term p′Q deals with the volume integration of sources outside of the
surface, is often neglected and will not be shown here. A dot over a variable indicates
a time derivative. Subscript of an r or an n indicates a dot product with a unit vector
in the radiation direction or the normal direction respectively. The terms necessary
for the evaluation of FW-H for a stationary surface are thus: Lr, L̇r, and U̇n.
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B. G1A simplification for stationary surfaces
Similar to the Ffowcs Williams–Hawkings method, the G1A method is used to de-
termine, given a knowledge of the pressure, flow velocity, and density on an acoustic
data surface, the pressure gradient induced at any point outside of the surface due
to the acoustic sources contained within the surface. The name as well as some
aspects of the methodology are modeled after Farassat’s formulation 1A, which simi-
larly attains improved performance by taking the evaluation of time derivatives inside
rather than outside of the integral expressions. The G in the name indicates that the
gradient is what is being implemented rather than the Ffowcs Williams–Hawkings
equation, which is the subject of Farassat’s formulations 1 and 1A. The version of the
G1A formulation appropriate for a stationary surface will now be derived from the
more general formulation for a moving surface. (Those interested in the derivation
of the more general formulation should consult Lee’s dissertation [69] or published
work [24].) In simplifying these formulae, it is helpful to first examine some of the
terms used in the formulation, which are simplified for the stationary surface case.
Derivatives of n with time are zero because the surface and thus its normal are un-
changing. Also, the Mach number, Mi, is zero in all of its components because the
data surface is stationary relative to the ambient fluid. This leads to several simpli-
fications. W is defined as W = rṀr + c(Mr −M2), and when M is 0 it is identically
zero
W = rṀr + c(Mr −M2) = 0. (B.1)
The expression for U(m,n) (not to be confused with other usages of U) also simplifies









Q̇ can also be simplified in the case of a stationary surface
Q = ρ0Un (B.3)
Q̇ = ρ0U̇n + ρ0Uṅ = ρ0U̇n + 0 = ρ0U̇n. (B.4)
The general form of the equation for the pressure gradient due to the monopole
(thickness) sources will now be simplified for a stationary surface, beginning with the
most general form for a moving surface,










































































































































The same process is next shown for the pressure gradient resulting from dipole








































































































































































































































which can be simplified to



























From examining the integrands in equations (B.5) and (B.7), most of the quantities
needed for the G1A computation are already required for the FW-H method. Note
that Lr, L̇r and U̇n in the FW-H formulation require computation of L, L̇ and U̇ as
precursors. That leaves two additional quantities in the G1A formulation, L̈r and Ün,
which are computed from the precursors L̈ and Ü. Therefore, the G1A formulation
only requires the computation of an additional derivative of two vector quantities.
Implementing FW-H and G1A together is then a natural and convenient step.
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C. Extended tabulated results
C.1 Extended tables of sphere results
In these tables, there are a number of parameters that have been investigated
previously in section 3.7.5 and in [79], and some of which have been found to be
significant for stability or accuracy. There are also a number of geometric properties
tabulated. Ncell is the total number of panels used in the problem, l = rmin is the





, and l/(cdt) may be
relevant for stability. l/(cdt) and λ
l
are both believed to be important for accuracy. λ
l
is essentially a measure of panels per wavelength for spheres. In the cases considered
here, the sphere radius was Rsphere = 1, the observer ring is located at a radius of
Robs = 1.2 if near-field observers are indicated and at Robs = 10 if far-field observers
are indicated and the source is located at a distance of Rsource = 2 from the center of
the sphere.
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C.1.1 Sphere cases with fixed values of ppp
Table C.1. Sphere with ka = 1 and ppp = 8 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0014 53.259 0.150 0.040 0.140 2.476
6 720 0.096 0.0076 0.0009 65.791 0.122 0.040 0.139 2.544
7 980 0.080 0.0064 0.0006 78.481 0.102 0.040 0.138 2.543
8 1280 0.069 0.0055 0.0005 91.264 0.088 0.040 0.139 2.564
9 1620 0.060 0.0048 0.0004 104.107 0.077 0.040 0.139 2.592
10 2000 0.054 0.0043 0.0003 116.989 0.068 0.040 0.140 2.602
11 2420 0.048 0.0038 0.0002 129.900 0.062 0.040 0.140 2.607
12 2880 0.044 0.0035 0.0002 142.831 0.056 0.040 0.141 2.609
13 3380 0.040 0.0032 0.0002 155.778 0.051 0.040 0.141 2.616
14 3920 0.037 0.0030 0.0001 168.737 0.047 0.041 0.142 2.617
15 4500 0.035 0.0028 0.0001 181.705 0.044 0.041 0.142 2.617
16 5120 0.032 0.0026 0.0001 194.681 0.041 0.041 0.142 2.622
17 5780 0.030 0.0024 0.0001 207.663 0.039 0.041 0.143 2.625
18 6480 0.028 0.0023 0.0001 220.650 0.036 0.041 0.143 2.626
241
Table C.2. Sphere with ka = 1 and ppp = 8 with simple source panels with
near-field observers.










5 500 0.118 0.0094 0.0014 53.259 0.150 0.042 0.147 2.538
6 720 0.096 0.0076 0.0009 65.791 0.122 0.042 0.145 2.565
7 980 0.080 0.0064 0.0006 78.481 0.102 0.041 0.144 2.558
8 1280 0.069 0.0055 0.0005 91.264 0.088 0.041 0.144 2.576
9 1620 0.060 0.0048 0.0004 104.107 0.077 0.041 0.144 2.601
10 2000 0.054 0.0043 0.0003 116.989 0.068 0.041 0.144 2.609
11 2420 0.048 0.0038 0.0002 129.900 0.062 0.041 0.144 2.614
12 2880 0.044 0.0035 0.0002 142.831 0.056 0.041 0.144 2.614
13 3380 0.040 0.0032 0.0002 155.778 0.051 0.041 0.144 2.621
14 3920 0.037 0.0030 0.0001 168.737 0.047 0.041 0.145 2.622
15 4500 0.035 0.0028 0.0001 181.705 0.044 0.041 0.145 2.621
16 5120 0.032 0.0026 0.0001 194.681 0.041 0.041 0.145 2.625
17 5780 0.030 0.0024 0.0001 207.663 0.039 0.042 0.145 2.628
18 6480 0.028 0.0023 0.0001 220.650 0.036 0.042 0.145 2.629
242
Table C.3. Sphere with ka = 1 and ppp = 16 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0028 53.259 0.300 0.009 0.030 0.741
6 720 0.096 0.0076 0.0018 65.791 0.243 0.008 0.029 0.791
7 980 0.080 0.0064 0.0013 78.481 0.204 0.008 0.029 0.815
8 1280 0.069 0.0055 0.0010 91.264 0.175 0.009 0.030 0.845
9 1620 0.060 0.0048 0.0007 104.107 0.154 0.008 0.029 0.862
10 2000 0.054 0.0043 0.0006 116.989 0.137 0.009 0.030 0.873
11 2420 0.048 0.0038 0.0005 129.900 0.123 0.009 0.031 0.878
12 2880 0.044 0.0035 0.0004 142.831 0.112 0.009 0.031 0.884
13 3380 0.040 0.0032 0.0003 155.778 0.103 0.009 0.032 0.893
14 3920 0.037 0.0030 0.0003 168.737 0.095 0.009 0.032 0.895
15 4500 0.035 0.0028 0.0002 181.705 0.088 0.009 0.032 0.900
16 5120 0.032 0.0026 0.0002 194.681 0.082 0.009 0.033 0.905
17 5780 0.030 0.0024 0.0002 207.663 0.077 0.010 0.033 0.908
18 6480 0.028 0.0023 0.0002 220.650 0.073 0.010 0.034 0.911
243
Table C.4. Sphere with ka = 1 and ppp = 16 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0028 53.259 0.300 0.011 0.037 0.749
6 720 0.096 0.0076 0.0018 65.791 0.243 0.010 0.035 0.790
7 980 0.080 0.0064 0.0013 78.481 0.204 0.010 0.035 0.813
8 1280 0.069 0.0055 0.0010 91.264 0.175 0.010 0.035 0.841
9 1620 0.060 0.0048 0.0007 104.107 0.154 0.010 0.034 0.863
10 2000 0.054 0.0043 0.0006 116.989 0.137 0.010 0.035 0.879
11 2420 0.048 0.0038 0.0005 129.900 0.123 0.010 0.035 0.888
12 2880 0.044 0.0035 0.0004 142.831 0.112 0.010 0.035 0.893
13 3380 0.040 0.0032 0.0003 155.778 0.103 0.010 0.035 0.901
14 3920 0.037 0.0030 0.0003 168.737 0.095 0.010 0.036 0.902
15 4500 0.035 0.0028 0.0002 181.705 0.088 0.010 0.036 0.907
16 5120 0.032 0.0026 0.0002 194.681 0.082 0.010 0.036 0.912
17 5780 0.030 0.0024 0.0002 207.663 0.077 0.010 0.036 0.914
18 6480 0.028 0.0023 0.0002 220.650 0.073 0.010 0.036 0.917
244
Table C.5. Sphere with ka = 1 and ppp = 32 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0056 53.259 0.601 0.005 0.018 0.528
6 720 0.096 0.0076 0.0037 65.791 0.486 0.005 0.016 0.585
7 980 0.080 0.0064 0.0026 78.481 0.408 0.005 0.016 0.614
8 1280 0.069 0.0055 0.0019 91.264 0.351 0.005 0.016 0.634
9 1620 0.060 0.0048 0.0015 104.107 0.307 0.005 0.016 0.689
10 2000 0.054 0.0043 0.0012 116.989 0.274 0.005 0.017 0.652
11 2420 0.048 0.0038 0.0009 129.900 0.246 0.005 0.017 0.658
12 2880 0.044 0.0035 0.0008 142.831 0.224 0.005 0.017 0.701
13 3380 0.040 0.0032 0.0007 155.778 0.205 0.005 0.018 0.664
14 3920 0.037 0.0030 0.0006 168.737 0.190 0.005 0.018 0.667
15 4500 0.035 0.0028 0.0005 181.705 0.176 0.005 0.019 0.668
16 5120 0.032 0.0026 0.0004 194.681 0.164 0.005 0.019 0.668
17 5780 0.030 0.0024 0.0004 207.663 0.154 0.006 0.019 0.669
18 6480 0.028 0.0023 0.0003 220.650 0.145 0.006 0.019 0.670
245
Table C.6. Sphere with ka = 1 and ppp = 32 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0056 53.259 0.601 0.006 0.022 0.534
6 720 0.096 0.0076 0.0037 65.791 0.486 0.006 0.020 0.585
7 980 0.080 0.0064 0.0026 78.481 0.408 0.006 0.020 0.611
8 1280 0.069 0.0055 0.0019 91.264 0.351 0.006 0.020 0.628
9 1620 0.060 0.0048 0.0015 104.107 0.307 0.006 0.020 0.679
10 2000 0.054 0.0043 0.0012 116.989 0.274 0.006 0.020 0.646
11 2420 0.048 0.0038 0.0009 129.900 0.246 0.006 0.020 0.651
12 2880 0.044 0.0035 0.0008 142.831 0.224 0.006 0.020 0.694
13 3380 0.040 0.0032 0.0007 155.778 0.205 0.006 0.021 0.658
14 3920 0.037 0.0030 0.0006 168.737 0.190 0.006 0.021 0.660
15 4500 0.035 0.0028 0.0005 181.705 0.176 0.006 0.021 0.662
16 5120 0.032 0.0026 0.0004 194.681 0.164 0.006 0.021 0.662
17 5780 0.030 0.0024 0.0004 207.663 0.154 0.006 0.022 0.663
18 6480 0.028 0.0023 0.0003 220.650 0.145 0.006 0.022 0.664
246
Table C.7. Sphere with ka = 1 and ppp = 48 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0085 53.259 0.901 0.005 0.017 0.497
6 720 0.096 0.0076 0.0055 65.791 0.730 0.004 0.015 0.522
7 980 0.080 0.0064 0.0039 78.481 0.612 0.004 0.014 0.558
8 1280 0.069 0.0055 0.0029 91.264 0.526 0.004 0.014 0.575
9 1620 0.060 0.0048 0.0022 104.107 0.461 0.004 0.015 0.664
10 2000 0.054 0.0043 0.0018 116.989 0.410 0.004 0.014 0.595
11 2420 0.048 0.0038 0.0014 129.900 0.370 0.004 0.015 0.601
12 2880 0.044 0.0035 0.0012 142.831 0.336 0.004 0.015 0.603
13 3380 0.040 0.0032 0.0010 155.778 0.308 0.005 0.016 0.678
14 3920 0.037 0.0030 0.0008 168.737 0.284 0.004 0.015 0.609
15 4500 0.035 0.0028 0.0007 181.705 0.264 0.004 0.016 0.610
16 5120 0.032 0.0026 0.0006 194.681 0.247 0.005 0.016 0.610
17 5780 0.030 0.0024 0.0006 207.663 0.231 0.005 0.016 0.612
18 6480 0.028 0.0023 0.0005 220.650 0.218 0.005 0.016 0.612
247
Table C.8. Sphere with ka = 1 and ppp = 48 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0085 53.259 0.901 0.005 0.018 0.502
6 720 0.096 0.0076 0.0055 65.791 0.730 0.005 0.018 0.524
7 980 0.080 0.0064 0.0039 78.481 0.612 0.005 0.017 0.555
8 1280 0.069 0.0055 0.0029 91.264 0.526 0.005 0.017 0.571
9 1620 0.060 0.0048 0.0022 104.107 0.461 0.005 0.017 0.653
10 2000 0.054 0.0043 0.0018 116.989 0.410 0.005 0.017 0.589
11 2420 0.048 0.0038 0.0014 129.900 0.370 0.005 0.017 0.595
12 2880 0.044 0.0035 0.0012 142.831 0.336 0.005 0.017 0.597
13 3380 0.040 0.0032 0.0010 155.778 0.308 0.005 0.018 0.667
14 3920 0.037 0.0030 0.0008 168.737 0.284 0.005 0.018 0.603
15 4500 0.035 0.0028 0.0007 181.705 0.264 0.005 0.018 0.604
16 5120 0.032 0.0026 0.0006 194.681 0.247 0.005 0.018 0.605
17 5780 0.030 0.0024 0.0006 207.663 0.231 0.005 0.018 0.606
18 6480 0.028 0.0023 0.0005 220.650 0.218 0.005 0.018 0.606
248
Table C.9. Sphere with ka = π and ppp = 8 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0044 16.953 0.472 0.060 0.131 1.938
6 720 0.096 0.0076 0.0029 20.942 0.382 0.057 0.124 1.626
7 980 0.080 0.0064 0.0020 24.981 0.320 0.057 0.125 1.830
8 1280 0.069 0.0055 0.0015 29.050 0.275 0.057 0.126 1.713
9 1620 0.060 0.0048 0.0012 33.138 0.241 0.058 0.126 1.692
10 2000 0.054 0.0043 0.0009 37.239 0.215 0.058 0.126 1.831
11 2420 0.048 0.0038 0.0007 41.348 0.193 0.058 0.126 1.794
12 2880 0.044 0.0035 0.0006 45.465 0.176 0.058 0.128 1.969
13 3380 0.040 0.0032 0.0005 49.586 0.161 0.058 0.128 1.974
14 3920 0.037 0.0030 0.0004 53.711 0.149 0.059 0.129 2.024
15 4500 0.035 0.0028 0.0004 57.839 0.138 0.059 0.129 2.102
16 5120 0.032 0.0026 0.0003 61.969 0.129 0.059 0.129 2.122
17 5780 0.030 0.0024 0.0003 66.101 0.121 0.059 0.129 2.252
18 6480 0.028 0.0023 0.0003 70.235 0.114 0.059 0.130 2.171
249
Table C.10. Sphere with ka = π and ppp = 8 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0044 16.953 0.472 0.061 0.134 1.706
6 720 0.096 0.0076 0.0029 20.942 0.382 0.059 0.128 1.874
7 980 0.080 0.0064 0.0020 24.981 0.320 0.059 0.129 2.047
8 1280 0.069 0.0055 0.0015 29.050 0.275 0.059 0.130 2.009
9 1620 0.060 0.0048 0.0012 33.138 0.241 0.059 0.130 1.842
10 2000 0.054 0.0043 0.0009 37.239 0.215 0.059 0.130 2.077
11 2420 0.048 0.0038 0.0007 41.348 0.193 0.059 0.130 2.012
12 2880 0.044 0.0035 0.0006 45.465 0.176 0.060 0.131 2.202
13 3380 0.040 0.0032 0.0005 49.586 0.161 0.060 0.131 2.181
14 3920 0.037 0.0030 0.0004 53.711 0.149 0.060 0.132 2.206
15 4500 0.035 0.0028 0.0004 57.839 0.138 0.060 0.132 2.268
16 5120 0.032 0.0026 0.0003 61.969 0.129 0.060 0.132 2.275
17 5780 0.030 0.0024 0.0003 66.101 0.121 0.060 0.132 2.392
18 6480 0.028 0.0023 0.0003 70.235 0.114 0.060 0.132 2.303
250
Table C.11. Sphere with ka = π and ppp = 16 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0089 16.953 0.944 0.029 0.064 4.015
6 720 0.096 0.0076 0.0058 20.942 0.764 0.026 0.058 4.196
7 980 0.080 0.0064 0.0041 24.981 0.640 0.023 0.050 3.489
8 1280 0.069 0.0055 0.0030 29.050 0.551 0.022 0.048 3.055
9 1620 0.060 0.0048 0.0023 33.138 0.483 0.022 0.047 3.051
10 2000 0.054 0.0043 0.0018 37.239 0.430 0.021 0.045 2.734
11 2420 0.048 0.0038 0.0015 41.348 0.387 0.021 0.046 2.783
12 2880 0.044 0.0035 0.0012 45.465 0.352 0.022 0.047 2.620
13 3380 0.040 0.0032 0.0010 49.586 0.323 0.021 0.047 2.466
14 3920 0.037 0.0030 0.0009 53.711 0.298 0.022 0.048 2.291
15 4500 0.035 0.0028 0.0008 57.839 0.277 0.022 0.047 2.191
16 5120 0.032 0.0026 0.0007 61.969 0.258 0.022 0.048 2.086
17 5780 0.030 0.0024 0.0006 66.101 0.242 0.022 0.048 1.993
18 6480 0.028 0.0023 0.0005 70.235 0.228 0.022 0.048 1.987
251
Table C.12. Sphere with ka = π and ppp = 16 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0089 16.953 0.944 0.027 0.059 3.037
6 720 0.096 0.0076 0.0058 20.942 0.764 0.025 0.055 3.293
7 980 0.080 0.0064 0.0041 24.981 0.640 0.023 0.050 2.642
8 1280 0.069 0.0055 0.0030 29.050 0.551 0.023 0.050 2.277
9 1620 0.060 0.0048 0.0023 33.138 0.483 0.023 0.050 2.330
10 2000 0.054 0.0043 0.0018 37.239 0.430 0.022 0.048 2.068
11 2420 0.048 0.0038 0.0015 41.348 0.387 0.022 0.049 2.156
12 2880 0.044 0.0035 0.0012 45.465 0.352 0.023 0.049 2.032
13 3380 0.040 0.0032 0.0010 49.586 0.323 0.022 0.049 1.915
14 3920 0.037 0.0030 0.0009 53.711 0.298 0.023 0.050 1.768
15 4500 0.035 0.0028 0.0008 57.839 0.277 0.023 0.050 1.697
16 5120 0.032 0.0026 0.0007 61.969 0.258 0.023 0.050 1.615
17 5780 0.030 0.0024 0.0006 66.101 0.242 0.023 0.050 1.545
18 6480 0.028 0.0023 0.0005 70.235 0.228 0.023 0.051 1.561
252
Table C.13. Sphere with ka = π and ppp = 32 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0177 16.953 1.888 0.030 0.068 6.393
6 720 0.096 0.0076 0.0116 20.942 1.528 0.022 0.050 5.182
7 980 0.080 0.0064 0.0082 24.981 1.281 0.018 0.040 4.565
8 1280 0.069 0.0055 0.0060 29.050 1.102 0.016 0.036 4.009
9 1620 0.060 0.0048 0.0046 33.138 0.966 0.015 0.034 3.806
10 2000 0.054 0.0043 0.0037 37.239 0.859 0.015 0.032 3.537
11 2420 0.048 0.0038 0.0030 41.348 0.774 0.014 0.032 3.496
12 2880 0.044 0.0035 0.0025 45.465 0.704 0.014 0.031 3.302
13 3380 0.040 0.0032 0.0021 49.586 0.645 0.013 0.030 3.139
14 3920 0.037 0.0030 0.0018 53.711 0.596 0.014 0.031 3.013
15 4500 0.035 0.0028 0.0015 57.839 0.553 0.013 0.029 2.949
16 5120 0.032 0.0026 0.0013 61.969 0.516 0.014 0.031 2.797
17 5780 0.030 0.0024 0.0012 66.101 0.484 0.014 0.030 2.700
18 6480 0.028 0.0023 0.0010 70.235 0.456 0.014 0.031 2.669
253
Table C.14. Sphere with ka = π and ppp = 32 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0177 16.953 1.888 0.027 0.061 5.657
6 720 0.096 0.0076 0.0116 20.942 1.528 0.020 0.044 4.325
7 980 0.080 0.0064 0.0082 24.981 1.281 0.017 0.038 3.719
8 1280 0.069 0.0055 0.0060 29.050 1.102 0.015 0.034 3.217
9 1620 0.060 0.0048 0.0046 33.138 0.966 0.015 0.033 3.062
10 2000 0.054 0.0043 0.0037 37.239 0.859 0.014 0.031 2.852
11 2420 0.048 0.0038 0.0030 41.348 0.774 0.014 0.031 2.851
12 2880 0.044 0.0035 0.0025 45.465 0.704 0.014 0.032 2.693
13 3380 0.040 0.0032 0.0021 49.586 0.645 0.014 0.031 2.568
14 3920 0.037 0.0030 0.0018 53.711 0.596 0.014 0.032 2.472
15 4500 0.035 0.0028 0.0015 57.839 0.553 0.014 0.031 2.440
16 5120 0.032 0.0026 0.0013 61.969 0.516 0.015 0.033 2.298
17 5780 0.030 0.0024 0.0012 66.101 0.484 0.014 0.032 2.237
18 6480 0.028 0.0023 0.0010 70.235 0.456 0.015 0.033 2.229
254
Table C.15. Sphere with ka = π and ppp = 48 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0266 16.953 2.831 0.133 0.297 12.130
6 720 0.096 0.0076 0.0174 20.942 2.292 0.061 0.136 10.814
7 980 0.080 0.0064 0.0122 24.981 1.921 0.020 0.046 4.865
8 1280 0.069 0.0055 0.0091 29.050 1.652 0.018 0.040 4.341
9 1620 0.060 0.0048 0.0070 33.138 1.448 0.017 0.037 4.075
10 2000 0.054 0.0043 0.0055 37.239 1.289 0.015 0.035 3.712
11 2420 0.048 0.0038 0.0045 41.348 1.161 0.015 0.034 3.608
12 2880 0.044 0.0035 0.0037 45.465 1.056 0.015 0.033 3.409
13 3380 0.040 0.0032 0.0031 49.586 0.968 0.014 0.032 3.313
14 3920 0.037 0.0030 0.0026 53.711 0.894 0.014 0.030 3.051
15 4500 0.035 0.0028 0.0023 57.839 0.830 0.013 0.030 2.948
16 5120 0.032 0.0026 0.0020 61.969 0.775 0.013 0.029 2.913
17 5780 0.030 0.0024 0.0017 66.101 0.726 0.013 0.029 2.790
18 6480 0.028 0.0023 0.0015 70.235 0.683 0.013 0.028 2.727
255
Table C.16. Sphere with ka = π and ppp = 48 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0266 16.953 2.831 0.116 0.259 12.009
6 720 0.096 0.0076 0.0174 20.942 2.292 0.061 0.136 10.710
7 980 0.080 0.0064 0.0122 24.981 1.921 0.020 0.046 4.066
8 1280 0.069 0.0055 0.0091 29.050 1.652 0.017 0.038 3.575
9 1620 0.060 0.0048 0.0070 33.138 1.448 0.015 0.034 3.340
10 2000 0.054 0.0043 0.0055 37.239 1.289 0.014 0.032 3.039
11 2420 0.048 0.0038 0.0045 41.348 1.161 0.014 0.031 2.965
12 2880 0.044 0.0035 0.0037 45.465 1.056 0.014 0.030 2.801
13 3380 0.040 0.0032 0.0031 49.586 0.968 0.013 0.030 2.744
14 3920 0.037 0.0030 0.0026 53.711 0.894 0.013 0.028 2.509
15 4500 0.035 0.0028 0.0023 57.839 0.830 0.013 0.028 2.434
16 5120 0.032 0.0026 0.0020 61.969 0.775 0.012 0.028 2.426
17 5780 0.030 0.0024 0.0017 66.101 0.726 0.013 0.028 2.324
18 6480 0.028 0.0023 0.0015 70.235 0.683 0.013 0.028 2.284
256
Table C.17. Sphere with ka = 5 and ppp = 8 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0071 10.652 0.751 0.076 0.167 7.678
6 720 0.096 0.0076 0.0046 13.158 0.608 0.067 0.147 4.541
7 980 0.080 0.0064 0.0032 15.696 0.510 0.060 0.132 5.724
8 1280 0.069 0.0055 0.0024 18.253 0.438 0.059 0.130 5.736
9 1620 0.060 0.0048 0.0018 20.821 0.384 0.056 0.124 6.465
10 2000 0.054 0.0043 0.0015 23.398 0.342 0.057 0.125 5.864
11 2420 0.048 0.0038 0.0012 25.980 0.308 0.058 0.128 5.828
12 2880 0.044 0.0035 0.0010 28.566 0.280 0.057 0.126 5.485
13 3380 0.040 0.0032 0.0008 31.156 0.257 0.057 0.125 5.308
14 3920 0.037 0.0030 0.0007 33.747 0.237 0.058 0.127 5.171
15 4500 0.035 0.0028 0.0006 36.341 0.220 0.056 0.124 5.238
16 5120 0.032 0.0026 0.0005 38.936 0.205 0.057 0.125 5.182
17 5780 0.030 0.0024 0.0005 41.533 0.193 0.057 0.125 5.248
18 6480 0.028 0.0023 0.0004 44.130 0.181 0.057 0.125 5.256
257
Table C.18. Sphere with ka = 5 and ppp = 8 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0071 10.652 0.751 0.073 0.161 6.933
6 720 0.096 0.0076 0.0046 13.158 0.608 0.066 0.145 3.685
7 980 0.080 0.0064 0.0032 15.696 0.510 0.060 0.133 5.006
8 1280 0.069 0.0055 0.0024 18.253 0.438 0.059 0.131 5.073
9 1620 0.060 0.0048 0.0018 20.821 0.384 0.057 0.125 5.873
10 2000 0.054 0.0043 0.0015 23.398 0.342 0.058 0.127 5.300
11 2420 0.048 0.0038 0.0012 25.980 0.308 0.059 0.130 5.318
12 2880 0.044 0.0035 0.0010 28.566 0.280 0.058 0.128 4.995
13 3380 0.040 0.0032 0.0008 31.156 0.257 0.058 0.127 4.848
14 3920 0.037 0.0030 0.0007 33.747 0.237 0.059 0.129 4.736
15 4500 0.035 0.0028 0.0006 36.341 0.220 0.057 0.126 4.832
16 5120 0.032 0.0026 0.0005 38.936 0.205 0.058 0.127 4.796
17 5780 0.030 0.0024 0.0005 41.533 0.193 0.058 0.127 4.887
18 6480 0.028 0.0023 0.0004 44.130 0.181 0.058 0.127 4.917
258
Table C.19. Sphere with ka = 5 and ppp = 16 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0141 10.652 1.502 0.051 0.111 10.469
6 720 0.096 0.0076 0.0092 13.158 1.216 0.038 0.084 8.287
7 980 0.080 0.0064 0.0065 15.696 1.019 0.039 0.085 8.965
8 1280 0.069 0.0055 0.0048 18.253 0.877 0.034 0.075 8.889
9 1620 0.060 0.0048 0.0037 20.821 0.768 0.036 0.078 9.026
10 2000 0.054 0.0043 0.0029 23.398 0.684 0.035 0.076 8.971
11 2420 0.048 0.0038 0.0024 25.980 0.616 0.033 0.072 8.953
12 2880 0.044 0.0035 0.0020 28.566 0.560 0.031 0.068 8.641
13 3380 0.040 0.0032 0.0016 31.156 0.514 0.031 0.068 8.455
14 3920 0.037 0.0030 0.0014 33.747 0.474 0.030 0.065 8.355
15 4500 0.035 0.0028 0.0012 36.341 0.440 0.029 0.065 8.354
16 5120 0.032 0.0026 0.0011 38.936 0.411 0.030 0.065 8.354
17 5780 0.030 0.0024 0.0009 41.533 0.385 0.030 0.065 8.481
18 6480 0.028 0.0023 0.0008 44.130 0.363 0.029 0.063 8.342
259
Table C.20. Sphere with ka = 5 and ppp = 16 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0141 10.652 1.502 0.047 0.104 9.853
6 720 0.096 0.0076 0.0092 13.158 1.216 0.034 0.076 7.601
7 980 0.080 0.0064 0.0065 15.696 1.019 0.035 0.076 8.310
8 1280 0.069 0.0055 0.0048 18.253 0.877 0.031 0.068 8.280
9 1620 0.060 0.0048 0.0037 20.821 0.768 0.032 0.071 8.452
10 2000 0.054 0.0043 0.0029 23.398 0.684 0.032 0.069 8.442
11 2420 0.048 0.0038 0.0024 25.980 0.616 0.030 0.066 8.467
12 2880 0.044 0.0035 0.0020 28.566 0.560 0.029 0.063 8.173
13 3380 0.040 0.0032 0.0016 31.156 0.514 0.029 0.063 8.018
14 3920 0.037 0.0030 0.0014 33.747 0.474 0.028 0.061 7.939
15 4500 0.035 0.0028 0.0012 36.341 0.440 0.027 0.060 7.963
16 5120 0.032 0.0026 0.0011 38.936 0.411 0.028 0.061 7.984
17 5780 0.030 0.0024 0.0009 41.533 0.385 0.028 0.061 8.133
18 6480 0.028 0.0023 0.0008 44.130 0.363 0.027 0.060 8.010
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Table C.21. Sphere with ka = 5 and ppp = 32 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0282 10.652 3.004 0.249 0.543 17.752
6 720 0.096 0.0076 0.0185 13.158 2.432 0.100 0.219 17.727
7 980 0.080 0.0064 0.0130 15.696 2.039 0.051 0.112 11.161
8 1280 0.069 0.0055 0.0096 18.253 1.753 0.044 0.097 9.760
9 1620 0.060 0.0048 0.0074 20.821 1.537 0.042 0.092 9.671
10 2000 0.054 0.0043 0.0058 23.398 1.368 0.041 0.089 9.628
11 2420 0.048 0.0038 0.0047 25.980 1.232 0.040 0.086 9.591
12 2880 0.044 0.0035 0.0039 28.566 1.120 0.038 0.083 9.358
13 3380 0.040 0.0032 0.0033 31.156 1.027 0.037 0.081 9.222
14 3920 0.037 0.0030 0.0028 33.747 0.948 0.036 0.080 9.124
15 4500 0.035 0.0028 0.0024 36.341 0.881 0.036 0.078 9.061
16 5120 0.032 0.0026 0.0021 38.936 0.822 0.036 0.078 9.022
17 5780 0.030 0.0024 0.0019 41.533 0.770 0.036 0.078 9.110
18 6480 0.028 0.0023 0.0016 44.130 0.725 0.035 0.077 9.022
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Table C.22. Sphere with ka = 5 and ppp = 32 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0282 10.652 3.004 0.246 0.538 17.543
6 720 0.096 0.0076 0.0185 13.158 2.432 0.110 0.240 18.405
7 980 0.080 0.0064 0.0130 15.696 2.039 0.047 0.103 10.654
8 1280 0.069 0.0055 0.0096 18.253 1.753 0.040 0.088 9.180
9 1620 0.060 0.0048 0.0074 20.821 1.537 0.039 0.084 9.113
10 2000 0.054 0.0043 0.0058 23.398 1.368 0.038 0.082 9.107
11 2420 0.048 0.0038 0.0047 25.980 1.232 0.037 0.080 9.108
12 2880 0.044 0.0035 0.0039 28.566 1.120 0.036 0.078 8.883
13 3380 0.040 0.0032 0.0033 31.156 1.027 0.035 0.076 8.789
14 3920 0.037 0.0030 0.0028 33.747 0.948 0.034 0.075 8.710
15 4500 0.035 0.0028 0.0024 36.341 0.881 0.034 0.073 8.672
16 5120 0.032 0.0026 0.0021 38.936 0.822 0.034 0.074 8.653
17 5780 0.030 0.0024 0.0019 41.533 0.770 0.034 0.074 8.762
18 6480 0.028 0.0023 0.0016 44.130 0.725 0.034 0.073 8.691
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Table C.23. Sphere with ka = 5 and ppp = 48 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0423 10.652 4.506 2.744 6.009 42.687
6 720 0.096 0.0076 0.0277 13.158 3.648 0.706 1.547 27.635
7 980 0.080 0.0064 0.0195 15.696 3.058 0.242 0.529 14.533
8 1280 0.069 0.0055 0.0144 18.253 2.630 0.102 0.223 12.460
9 1620 0.060 0.0048 0.0111 20.821 2.305 0.045 0.098 10.422
10 2000 0.054 0.0043 0.0088 23.398 2.051 0.044 0.096 9.924
11 2420 0.048 0.0038 0.0071 25.980 1.848 0.041 0.090 9.660
12 2880 0.044 0.0035 0.0059 28.566 1.680 0.040 0.088 9.610
13 3380 0.040 0.0032 0.0049 31.156 1.541 0.040 0.087 9.495
14 3920 0.037 0.0030 0.0042 33.747 1.422 0.039 0.085 9.418
15 4500 0.035 0.0028 0.0036 36.341 1.321 0.038 0.084 9.321
16 5120 0.032 0.0026 0.0032 38.936 1.233 0.038 0.084 9.271
17 5780 0.030 0.0024 0.0028 41.533 1.156 0.037 0.082 9.293
18 6480 0.028 0.0023 0.0025 44.130 1.088 0.037 0.082 9.199
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Table C.24. Sphere with ka = 5 and ppp = 48 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0423 10.652 4.506 3.194 6.996 45.062
6 720 0.096 0.0076 0.0277 13.158 3.648 0.717 1.569 27.721
7 980 0.080 0.0064 0.0195 15.696 3.058 0.206 0.451 14.043
8 1280 0.069 0.0055 0.0144 18.253 2.630 0.101 0.222 12.100
9 1620 0.060 0.0048 0.0111 20.821 2.305 0.042 0.091 9.945
10 2000 0.054 0.0043 0.0088 23.398 2.051 0.041 0.090 9.429
11 2420 0.048 0.0038 0.0071 25.980 1.848 0.038 0.084 9.192
12 2880 0.044 0.0035 0.0059 28.566 1.680 0.038 0.083 9.153
13 3380 0.040 0.0032 0.0049 31.156 1.541 0.037 0.082 9.067
14 3920 0.037 0.0030 0.0042 33.747 1.422 0.037 0.080 9.011
15 4500 0.035 0.0028 0.0036 36.341 1.321 0.037 0.080 8.937
16 5120 0.032 0.0026 0.0032 38.936 1.233 0.036 0.080 8.907
17 5780 0.030 0.0024 0.0028 41.533 1.156 0.036 0.078 8.949
18 6480 0.028 0.0023 0.0025 44.130 1.088 0.036 0.078 8.871
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C.1.2 Sphere cases with fixed values of l/cdt with near-field observers
Table C.25. Sphere with ka = 1 and l/cdt = 1 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0094 53.259 1.000 0.005 0.017 0.490
6 720 0.096 0.0076 0.0076 65.791 1.000 0.005 0.016 0.546
7 980 0.080 0.0064 0.0064 78.481 1.000 0.004 0.015 0.495
8 1280 0.069 0.0055 0.0055 91.264 1.000 0.004 0.014 0.485
9 1620 0.060 0.0048 0.0048 104.107 1.000 0.004 0.015 0.481
10 2000 0.054 0.0043 0.0043 116.989 1.000 0.004 0.014 0.503
11 2420 0.048 0.0038 0.0038 129.900 1.000 0.005 0.017 0.492
12 2880 0.044 0.0035 0.0035 142.831 1.000 0.004 0.014 0.562
13 3380 0.040 0.0032 0.0032 155.778 1.000 0.004 0.014 0.510
14 3920 0.037 0.0030 0.0030 168.737 1.000 0.004 0.014 0.503
15 4500 0.035 0.0028 0.0028 181.705 1.000 0.004 0.014 0.496
16 5120 0.032 0.0026 0.0026 194.681 1.000 0.004 0.014 0.493
17 5780 0.030 0.0024 0.0024 207.663 1.000 0.004 0.014 0.504
18 6480 0.028 0.0023 0.0023 220.650 1.000 0.004 0.014 0.501
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Table C.26. Sphere with ka = 1 and l/cdt = 1 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0094 53.259 1.000 0.005 0.019 0.492
6 720 0.096 0.0076 0.0076 65.791 1.000 0.005 0.018 0.552
7 980 0.080 0.0064 0.0064 78.481 1.000 0.004 0.014 0.496
8 1280 0.069 0.0055 0.0055 91.264 1.000 0.004 0.013 0.488
9 1620 0.060 0.0048 0.0048 104.107 1.000 0.004 0.014 0.484
10 2000 0.054 0.0043 0.0043 116.989 1.000 0.004 0.013 0.507
11 2420 0.048 0.0038 0.0038 129.900 1.000 0.005 0.016 0.495
12 2880 0.044 0.0035 0.0035 142.831 1.000 0.004 0.015 0.571
13 3380 0.040 0.0032 0.0032 155.778 1.000 0.004 0.012 0.514
14 3920 0.037 0.0030 0.0030 168.737 1.000 0.004 0.012 0.507
15 4500 0.035 0.0028 0.0028 181.705 1.000 0.004 0.012 0.500
16 5120 0.032 0.0026 0.0026 194.681 1.000 0.004 0.013 0.498
17 5780 0.030 0.0024 0.0024 207.663 1.000 0.004 0.013 0.509
18 6480 0.028 0.0023 0.0023 220.650 1.000 0.004 0.013 0.505
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Table C.27. Sphere with ka = π and l/cdt = 1 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0094 16.953 1.000 0.024 0.054 4.042
6 720 0.096 0.0076 0.0076 20.942 1.000 0.019 0.042 3.455
7 980 0.080 0.0064 0.0064 24.981 1.000 0.017 0.038 2.890
8 1280 0.069 0.0055 0.0055 29.050 1.000 0.016 0.035 3.395
9 1620 0.060 0.0048 0.0048 33.138 1.000 0.015 0.033 3.283
10 2000 0.054 0.0043 0.0043 37.239 1.000 0.014 0.031 2.784
11 2420 0.048 0.0038 0.0038 41.348 1.000 0.014 0.031 2.931
12 2880 0.044 0.0035 0.0035 45.465 1.000 0.013 0.030 2.754
13 3380 0.040 0.0032 0.0032 49.586 1.000 0.013 0.030 2.637
14 3920 0.037 0.0030 0.0030 53.711 1.000 0.013 0.029 2.565
15 4500 0.035 0.0028 0.0028 57.839 1.000 0.013 0.028 2.491
16 5120 0.032 0.0026 0.0026 61.969 1.000 0.013 0.028 2.514
17 5780 0.030 0.0024 0.0024 66.101 1.000 0.012 0.027 2.346
18 6480 0.028 0.0023 0.0023 70.235 1.000 0.012 0.028 2.346
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Table C.28. Sphere with ka = π and l/cdt = 1 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0094 16.953 1.000 0.026 0.058 4.944
6 720 0.096 0.0076 0.0076 20.942 1.000 0.020 0.045 4.367
7 980 0.080 0.0064 0.0064 24.981 1.000 0.018 0.040 3.757
8 1280 0.069 0.0055 0.0055 29.050 1.000 0.016 0.036 4.166
9 1620 0.060 0.0048 0.0048 33.138 1.000 0.016 0.036 4.022
10 2000 0.054 0.0043 0.0043 37.239 1.000 0.015 0.033 3.480
11 2420 0.048 0.0038 0.0038 41.348 1.000 0.015 0.033 3.573
12 2880 0.044 0.0035 0.0035 45.465 1.000 0.014 0.032 3.362
13 3380 0.040 0.0032 0.0032 49.586 1.000 0.014 0.032 3.213
14 3920 0.037 0.0030 0.0030 53.711 1.000 0.014 0.031 3.110
15 4500 0.035 0.0028 0.0028 57.839 1.000 0.014 0.030 3.007
16 5120 0.032 0.0026 0.0026 61.969 1.000 0.013 0.030 3.002
17 5780 0.030 0.0024 0.0024 66.101 1.000 0.013 0.029 2.813
18 6480 0.028 0.0023 0.0023 70.235 1.000 0.013 0.029 2.791
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Table C.29. Sphere with ka = 5 and l/cdt = 1 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0094 10.652 1.000 0.049 0.107 4.628
6 720 0.096 0.0076 0.0076 13.158 1.000 0.034 0.073 7.489
7 980 0.080 0.0064 0.0064 15.696 1.000 0.029 0.063 7.841
8 1280 0.069 0.0055 0.0055 18.253 1.000 0.034 0.073 8.196
9 1620 0.060 0.0048 0.0048 20.821 1.000 0.034 0.074 8.949
10 2000 0.054 0.0043 0.0043 23.398 1.000 0.032 0.070 8.548
11 2420 0.048 0.0038 0.0038 25.980 1.000 0.035 0.076 8.696
12 2880 0.044 0.0035 0.0035 28.566 1.000 0.035 0.076 8.981
13 3380 0.040 0.0032 0.0032 31.156 1.000 0.035 0.078 8.808
14 3920 0.037 0.0030 0.0030 33.747 1.000 0.036 0.079 8.830
15 4500 0.035 0.0028 0.0028 36.341 1.000 0.035 0.076 8.793
16 5120 0.032 0.0026 0.0026 38.936 1.000 0.035 0.077 8.880
17 5780 0.030 0.0024 0.0024 41.533 1.000 0.035 0.076 8.742
18 6480 0.028 0.0023 0.0023 44.130 1.000 0.035 0.077 8.849
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Table C.30. Sphere with ka = 5 and l/cdt = 1 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0094 10.652 1.000 0.051 0.111 5.494
6 720 0.096 0.0076 0.0076 13.158 1.000 0.036 0.077 8.166
7 980 0.080 0.0064 0.0064 15.696 1.000 0.030 0.066 8.507
8 1280 0.069 0.0055 0.0055 18.253 1.000 0.037 0.081 8.805
9 1620 0.060 0.0048 0.0048 20.821 1.000 0.038 0.082 9.501
10 2000 0.054 0.0043 0.0043 23.398 1.000 0.035 0.077 9.079
11 2420 0.048 0.0038 0.0038 25.980 1.000 0.037 0.082 9.188
12 2880 0.044 0.0035 0.0035 28.566 1.000 0.037 0.082 9.440
13 3380 0.040 0.0032 0.0032 31.156 1.000 0.038 0.083 9.242
14 3920 0.037 0.0030 0.0030 33.747 1.000 0.038 0.084 9.240
15 4500 0.035 0.0028 0.0028 36.341 1.000 0.037 0.081 9.178
16 5120 0.032 0.0026 0.0026 38.936 1.000 0.037 0.081 9.246
17 5780 0.030 0.0024 0.0024 41.533 1.000 0.036 0.080 9.089
18 6480 0.028 0.0023 0.0023 44.130 1.000 0.037 0.081 9.178
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Table C.31. Sphere with ka = 1 and l/cdt = 0.5 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0047 53.259 0.500 0.007 0.025 0.569
6 720 0.096 0.0076 0.0038 65.791 0.500 0.006 0.021 0.578
7 980 0.080 0.0064 0.0032 78.481 0.500 0.005 0.019 0.576
8 1280 0.069 0.0055 0.0027 91.264 0.500 0.005 0.017 0.590
9 1620 0.060 0.0048 0.0024 104.107 0.500 0.005 0.016 0.531
10 2000 0.054 0.0043 0.0021 116.989 0.500 0.005 0.016 0.607
11 2420 0.048 0.0038 0.0019 129.900 0.500 0.004 0.015 0.556
12 2880 0.044 0.0035 0.0018 142.831 0.500 0.004 0.015 0.516
13 3380 0.040 0.0032 0.0016 155.778 0.500 0.004 0.015 0.530
14 3920 0.037 0.0030 0.0015 168.737 0.500 0.004 0.015 0.543
15 4500 0.035 0.0028 0.0014 181.705 0.500 0.004 0.015 0.512
16 5120 0.032 0.0026 0.0013 194.681 0.500 0.004 0.015 0.524
17 5780 0.030 0.0024 0.0012 207.663 0.500 0.004 0.015 0.534
18 6480 0.028 0.0023 0.0011 220.650 0.500 0.004 0.015 0.513
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Table C.32. Sphere with ka = 1 and l/cdt = 0.5 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0047 53.259 0.500 0.006 0.020 0.565
6 720 0.096 0.0076 0.0038 65.791 0.500 0.005 0.017 0.577
7 980 0.080 0.0064 0.0032 78.481 0.500 0.004 0.015 0.580
8 1280 0.069 0.0055 0.0027 91.264 0.500 0.004 0.014 0.595
9 1620 0.060 0.0048 0.0024 104.107 0.500 0.004 0.013 0.535
10 2000 0.054 0.0043 0.0021 116.989 0.500 0.004 0.015 0.618
11 2420 0.048 0.0038 0.0019 129.900 0.500 0.004 0.013 0.561
12 2880 0.044 0.0035 0.0018 142.831 0.500 0.004 0.013 0.521
13 3380 0.040 0.0032 0.0016 155.778 0.500 0.004 0.013 0.535
14 3920 0.037 0.0030 0.0015 168.737 0.500 0.004 0.013 0.547
15 4500 0.035 0.0028 0.0014 181.705 0.500 0.004 0.013 0.517
16 5120 0.032 0.0026 0.0013 194.681 0.500 0.004 0.013 0.529
17 5780 0.030 0.0024 0.0012 207.663 0.500 0.004 0.013 0.538
18 6480 0.028 0.0023 0.0011 220.650 0.500 0.004 0.013 0.517
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Table C.33. Sphere with ka = π and l/cdt = 0.5 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0047 16.953 0.500 0.058 0.118 1.489
6 720 0.096 0.0076 0.0038 20.942 0.500 0.040 0.088 1.568
7 980 0.080 0.0064 0.0032 24.981 0.500 0.030 0.067 1.352
8 1280 0.069 0.0055 0.0027 29.050 0.500 0.024 0.052 2.312
9 1620 0.060 0.0048 0.0024 33.138 0.500 0.020 0.045 2.029
10 2000 0.054 0.0043 0.0021 37.239 0.500 0.018 0.040 1.912
11 2420 0.048 0.0038 0.0019 41.348 0.500 0.017 0.037 2.121
12 2880 0.044 0.0035 0.0018 45.465 0.500 0.016 0.035 2.196
13 3380 0.040 0.0032 0.0016 49.586 0.500 0.015 0.033 2.317
14 3920 0.037 0.0030 0.0015 53.711 0.500 0.015 0.033 2.205
15 4500 0.035 0.0028 0.0014 57.839 0.500 0.015 0.032 2.289
16 5120 0.032 0.0026 0.0013 61.969 0.500 0.015 0.032 2.327
17 5780 0.030 0.0024 0.0012 66.101 0.500 0.014 0.031 2.123
18 6480 0.028 0.0023 0.0011 70.235 0.500 0.014 0.031 2.223
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Table C.34. Sphere with ka = π and l/cdt = 0.5 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0047 16.953 0.500 0.057 0.117 2.364
6 720 0.096 0.0076 0.0038 20.942 0.500 0.039 0.086 2.468
7 980 0.080 0.0064 0.0032 24.981 0.500 0.029 0.065 2.220
8 1280 0.069 0.0055 0.0027 29.050 0.500 0.023 0.051 3.082
9 1620 0.060 0.0048 0.0024 33.138 0.500 0.019 0.043 2.784
10 2000 0.054 0.0043 0.0021 37.239 0.500 0.018 0.039 2.615
11 2420 0.048 0.0038 0.0019 41.348 0.500 0.016 0.035 2.771
12 2880 0.044 0.0035 0.0018 45.465 0.500 0.015 0.033 2.806
13 3380 0.040 0.0032 0.0016 49.586 0.500 0.014 0.032 2.887
14 3920 0.037 0.0030 0.0015 53.711 0.500 0.014 0.031 2.747
15 4500 0.035 0.0028 0.0014 57.839 0.500 0.014 0.030 2.802
16 5120 0.032 0.0026 0.0013 61.969 0.500 0.014 0.031 2.809
17 5780 0.030 0.0024 0.0012 66.101 0.500 0.013 0.030 2.586
18 6480 0.028 0.0023 0.0011 70.235 0.500 0.013 0.030 2.666
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Table C.35. Sphere with ka = 5 and l/cdt = 0.5 with simple source panels
with near-field observers.










5 500 0.118 0.0094 0.0047 10.652 0.500 0.165 0.310 4.704
6 720 0.096 0.0076 0.0038 13.158 0.500 0.101 0.213 4.107
7 980 0.080 0.0064 0.0032 15.696 0.500 0.074 0.161 4.567
8 1280 0.069 0.0055 0.0027 18.253 0.500 0.053 0.111 5.808
9 1620 0.060 0.0048 0.0024 20.821 0.500 0.039 0.085 7.177
10 2000 0.054 0.0043 0.0021 23.398 0.500 0.033 0.070 6.833
11 2420 0.048 0.0038 0.0019 25.980 0.500 0.027 0.058 7.320
12 2880 0.044 0.0035 0.0018 28.566 0.500 0.025 0.055 7.813
13 3380 0.040 0.0032 0.0016 31.156 0.500 0.026 0.057 7.828
14 3920 0.037 0.0030 0.0015 33.747 0.500 0.027 0.059 7.822
15 4500 0.035 0.0028 0.0014 36.341 0.500 0.027 0.058 7.964
16 5120 0.032 0.0026 0.0013 38.936 0.500 0.028 0.060 8.038
17 5780 0.030 0.0024 0.0012 41.533 0.500 0.027 0.059 7.887
18 6480 0.028 0.0023 0.0011 44.130 0.500 0.029 0.064 8.291
275
Table C.36. Sphere with ka = 5 and l/cdt = 0.5 with uniform source panels
with near-field observers.










5 500 0.118 0.0094 0.0047 10.652 0.500 0.167 0.314 4.617
6 720 0.096 0.0076 0.0038 13.158 0.500 0.102 0.215 4.747
7 980 0.080 0.0064 0.0032 15.696 0.500 0.073 0.160 5.263
8 1280 0.069 0.0055 0.0027 18.253 0.500 0.052 0.111 6.403
9 1620 0.060 0.0048 0.0024 20.821 0.500 0.039 0.084 7.743
10 2000 0.054 0.0043 0.0021 23.398 0.500 0.032 0.069 7.386
11 2420 0.048 0.0038 0.0019 25.980 0.500 0.027 0.057 7.819
12 2880 0.044 0.0035 0.0018 28.566 0.500 0.027 0.060 8.286
13 3380 0.040 0.0032 0.0016 31.156 0.500 0.028 0.062 8.272
14 3920 0.037 0.0030 0.0015 33.747 0.500 0.029 0.064 8.243
15 4500 0.035 0.0028 0.0014 36.341 0.500 0.029 0.063 8.358
16 5120 0.032 0.0026 0.0013 38.936 0.500 0.030 0.065 8.413
17 5780 0.030 0.0024 0.0012 41.533 0.500 0.029 0.063 8.242
18 6480 0.028 0.0023 0.0011 44.130 0.500 0.031 0.068 8.625
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C.1.3 Sphere cases with fixed values of l/cdt with far-field observers
Table C.37. Sphere with ka = 1 and l/cdt = 1 with simple source panels
with far-field observers.










5 500 0.118 0.0094 0.0094 53.259 1.000 0.007 0.037 0.331
6 720 0.096 0.0076 0.0076 65.791 1.000 0.007 0.036 0.356
7 980 0.080 0.0064 0.0064 78.481 1.000 0.007 0.037 0.196
8 1280 0.069 0.0055 0.0055 91.264 1.000 0.007 0.035 0.188
9 1620 0.060 0.0048 0.0048 104.107 1.000 0.007 0.037 0.205
10 2000 0.054 0.0043 0.0043 116.989 1.000 0.007 0.035 0.208
11 2420 0.048 0.0038 0.0038 129.900 1.000 0.007 0.037 0.212
12 2880 0.044 0.0035 0.0035 142.831 1.000 0.007 0.034 0.325
13 3380 0.040 0.0032 0.0032 155.778 1.000 0.007 0.036 0.220
14 3920 0.037 0.0030 0.0030 168.737 1.000 0.007 0.037 0.231
15 4500 0.035 0.0028 0.0028 181.705 1.000 0.007 0.037 0.235
16 5120 0.032 0.0026 0.0026 194.681 1.000 0.007 0.037 0.236
17 5780 0.030 0.0024 0.0024 207.663 1.000 0.007 0.036 0.235
18 6480 0.028 0.0023 0.0023 220.650 1.000 0.007 0.036 0.238
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Table C.38. Sphere with ka = 1 and l/cdt = 1 with uniform source panels
with far-field observers.










5 500 0.118 0.0094 0.0094 53.259 1.000 0.007 0.034 0.485
6 720 0.096 0.0076 0.0076 65.791 1.000 0.007 0.034 0.488
7 980 0.080 0.0064 0.0064 78.481 1.000 0.007 0.034 0.294
8 1280 0.069 0.0055 0.0055 91.264 1.000 0.007 0.033 0.272
9 1620 0.060 0.0048 0.0048 104.107 1.000 0.007 0.034 0.244
10 2000 0.054 0.0043 0.0043 116.989 1.000 0.007 0.033 0.227
11 2420 0.048 0.0038 0.0038 129.900 1.000 0.007 0.035 0.209
12 2880 0.044 0.0035 0.0035 142.831 1.000 0.006 0.032 0.394
13 3380 0.040 0.0032 0.0032 155.778 1.000 0.007 0.034 0.187
14 3920 0.037 0.0030 0.0030 168.737 1.000 0.007 0.035 0.187
15 4500 0.035 0.0028 0.0028 181.705 1.000 0.007 0.035 0.194
16 5120 0.032 0.0026 0.0026 194.681 1.000 0.007 0.035 0.198
17 5780 0.030 0.0024 0.0024 207.663 1.000 0.007 0.035 0.199
18 6480 0.028 0.0023 0.0023 220.650 1.000 0.007 0.035 0.204
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Table C.39. Sphere with ka = π and l/cdt = 1 with simple source panels
with far-field observers.










5 500 0.118 0.0094 0.0094 16.953 1.000 0.029 0.046 1.168
6 720 0.096 0.0076 0.0076 20.942 1.000 0.025 0.040 0.546
7 980 0.080 0.0064 0.0064 24.981 1.000 0.022 0.036 0.373
8 1280 0.069 0.0055 0.0055 29.050 1.000 0.021 0.034 0.487
9 1620 0.060 0.0048 0.0048 33.138 1.000 0.020 0.031 0.401
10 2000 0.054 0.0043 0.0043 37.239 1.000 0.018 0.028 0.399
11 2420 0.048 0.0038 0.0038 41.348 1.000 0.017 0.027 0.367
12 2880 0.044 0.0035 0.0035 45.465 1.000 0.015 0.025 0.366
13 3380 0.040 0.0032 0.0032 49.586 1.000 0.015 0.024 0.327
14 3920 0.037 0.0030 0.0030 53.711 1.000 0.015 0.024 0.302
15 4500 0.035 0.0028 0.0028 57.839 1.000 0.014 0.023 0.302
16 5120 0.032 0.0026 0.0026 61.969 1.000 0.014 0.023 0.291
17 5780 0.030 0.0024 0.0024 66.101 1.000 0.014 0.023 0.294
18 6480 0.028 0.0023 0.0023 70.235 1.000 0.014 0.022 0.299
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Table C.40. Sphere with ka = π and l/cdt = 1 with uniform source panels
with far-field observers.










5 500 0.118 0.0094 0.0094 16.953 1.000 0.032 0.052 1.148
6 720 0.096 0.0076 0.0076 20.942 1.000 0.028 0.044 0.554
7 980 0.080 0.0064 0.0064 24.981 1.000 0.024 0.039 0.510
8 1280 0.069 0.0055 0.0055 29.050 1.000 0.023 0.037 0.562
9 1620 0.060 0.0048 0.0048 33.138 1.000 0.021 0.034 0.551
10 2000 0.054 0.0043 0.0043 37.239 1.000 0.019 0.031 0.462
11 2420 0.048 0.0038 0.0038 41.348 1.000 0.018 0.029 0.450
12 2880 0.044 0.0035 0.0035 45.465 1.000 0.016 0.026 0.434
13 3380 0.040 0.0032 0.0032 49.586 1.000 0.016 0.026 0.393
14 3920 0.037 0.0030 0.0030 53.711 1.000 0.016 0.025 0.380
15 4500 0.035 0.0028 0.0028 57.839 1.000 0.015 0.024 0.366
16 5120 0.032 0.0026 0.0026 61.969 1.000 0.015 0.024 0.355
17 5780 0.030 0.0024 0.0024 66.101 1.000 0.015 0.024 0.328
18 6480 0.028 0.0023 0.0023 70.235 1.000 0.014 0.023 0.324
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Table C.41. Sphere with ka = 5 and l/cdt = 1 with simple source panels
with far-field observers.










5 500 0.118 0.0094 0.0094 10.652 1.000 0.069 0.068 2.916
6 720 0.096 0.0076 0.0076 13.158 1.000 0.039 0.039 2.348
7 980 0.080 0.0064 0.0064 15.696 1.000 0.025 0.025 2.189
8 1280 0.069 0.0055 0.0055 18.253 1.000 0.026 0.026 2.010
9 1620 0.060 0.0048 0.0048 20.821 1.000 0.026 0.026 1.975
10 2000 0.054 0.0043 0.0043 23.398 1.000 0.027 0.027 1.971
11 2420 0.048 0.0038 0.0038 25.980 1.000 0.029 0.029 1.883
12 2880 0.044 0.0035 0.0035 28.566 1.000 0.030 0.029 1.870
13 3380 0.040 0.0032 0.0032 31.156 1.000 0.030 0.030 1.897
14 3920 0.037 0.0030 0.0030 33.747 1.000 0.030 0.030 1.841
15 4500 0.035 0.0028 0.0028 36.341 1.000 0.030 0.030 1.869
16 5120 0.032 0.0026 0.0026 38.936 1.000 0.030 0.030 1.860
17 5780 0.030 0.0024 0.0024 41.533 1.000 0.030 0.030 1.880
18 6480 0.028 0.0023 0.0023 44.130 1.000 0.030 0.030 1.833
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Table C.42. Sphere with ka = 5 and l/cdt = 1 with uniform source panels
with far-field observers.










5 500 0.118 0.0094 0.0094 10.652 1.000 0.056 0.055 2.750
6 720 0.096 0.0076 0.0076 13.158 1.000 0.030 0.030 2.294
7 980 0.080 0.0064 0.0064 15.696 1.000 0.024 0.024 2.085
8 1280 0.069 0.0055 0.0055 18.253 1.000 0.029 0.029 1.977
9 1620 0.060 0.0048 0.0048 20.821 1.000 0.031 0.031 2.020
10 2000 0.054 0.0043 0.0043 23.398 1.000 0.032 0.032 2.047
11 2420 0.048 0.0038 0.0038 25.980 1.000 0.034 0.034 1.920
12 2880 0.044 0.0035 0.0035 28.566 1.000 0.035 0.035 1.901
13 3380 0.040 0.0032 0.0032 31.156 1.000 0.036 0.035 1.899
14 3920 0.037 0.0030 0.0030 33.747 1.000 0.036 0.035 1.847
15 4500 0.035 0.0028 0.0028 36.341 1.000 0.035 0.035 1.837
16 5120 0.032 0.0026 0.0026 38.936 1.000 0.035 0.035 1.832
17 5780 0.030 0.0024 0.0024 41.533 1.000 0.035 0.035 1.856
18 6480 0.028 0.0023 0.0023 44.130 1.000 0.035 0.034 1.812
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Table C.43. Sphere with ka = 1 and l/cdt = 0.5 with simple source panels
with far-field observers.










5 500 0.118 0.0094 0.0047 53.259 0.500 0.010 0.052 0.364
6 720 0.096 0.0076 0.0038 65.791 0.500 0.009 0.047 0.300
7 980 0.080 0.0064 0.0032 78.481 0.500 0.009 0.044 0.273
8 1280 0.069 0.0055 0.0027 91.264 0.500 0.009 0.043 0.267
9 1620 0.060 0.0048 0.0024 104.107 0.500 0.009 0.043 0.271
10 2000 0.054 0.0043 0.0021 116.989 0.500 0.008 0.039 0.340
11 2420 0.048 0.0038 0.0019 129.900 0.500 0.008 0.040 0.255
12 2880 0.044 0.0035 0.0018 142.831 0.500 0.008 0.039 0.241
13 3380 0.040 0.0032 0.0016 155.778 0.500 0.008 0.039 0.252
14 3920 0.037 0.0030 0.0015 168.737 0.500 0.008 0.040 0.259
15 4500 0.035 0.0028 0.0014 181.705 0.500 0.008 0.038 0.245
16 5120 0.032 0.0026 0.0013 194.681 0.500 0.008 0.039 0.257
17 5780 0.030 0.0024 0.0012 207.663 0.500 0.007 0.037 0.246
18 6480 0.028 0.0023 0.0011 220.650 0.500 0.008 0.038 0.252
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Table C.44. Sphere with ka = 1 and l/cdt = 0.5 with uniform source panels
with far-field observers.










5 500 0.118 0.0094 0.0047 53.259 0.500 0.009 0.047 0.253
6 720 0.096 0.0076 0.0038 65.791 0.500 0.009 0.043 0.223
7 980 0.080 0.0064 0.0032 78.481 0.500 0.008 0.041 0.243
8 1280 0.069 0.0055 0.0027 91.264 0.500 0.008 0.040 0.232
9 1620 0.060 0.0048 0.0024 104.107 0.500 0.008 0.040 0.216
10 2000 0.054 0.0043 0.0021 116.989 0.500 0.007 0.037 0.419
11 2420 0.048 0.0038 0.0019 129.900 0.500 0.008 0.038 0.201
12 2880 0.044 0.0035 0.0018 142.831 0.500 0.007 0.037 0.191
13 3380 0.040 0.0032 0.0016 155.778 0.500 0.008 0.037 0.205
14 3920 0.037 0.0030 0.0015 168.737 0.500 0.008 0.038 0.216
15 4500 0.035 0.0028 0.0014 181.705 0.500 0.007 0.036 0.205
16 5120 0.032 0.0026 0.0013 194.681 0.500 0.008 0.038 0.219
17 5780 0.030 0.0024 0.0012 207.663 0.500 0.007 0.036 0.209
18 6480 0.028 0.0023 0.0011 220.650 0.500 0.007 0.036 0.218
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Table C.45. Sphere with ka = π and l/cdt = 0.5 with simple source panels
with far-field observers.










5 500 0.118 0.0094 0.0047 16.953 0.500 0.061 0.095 1.629
6 720 0.096 0.0076 0.0038 20.942 0.500 0.034 0.054 0.847
7 980 0.080 0.0064 0.0032 24.981 0.500 0.026 0.042 0.599
8 1280 0.069 0.0055 0.0027 29.050 0.500 0.023 0.036 0.419
9 1620 0.060 0.0048 0.0024 33.138 0.500 0.020 0.032 0.355
10 2000 0.054 0.0043 0.0021 37.239 0.500 0.019 0.030 0.436
11 2420 0.048 0.0038 0.0019 41.348 0.500 0.018 0.029 0.366
12 2880 0.044 0.0035 0.0018 45.465 0.500 0.017 0.028 0.415
13 3380 0.040 0.0032 0.0016 49.586 0.500 0.017 0.027 0.362
14 3920 0.037 0.0030 0.0015 53.711 0.500 0.017 0.027 0.362
15 4500 0.035 0.0028 0.0014 57.839 0.500 0.017 0.027 0.355
16 5120 0.032 0.0026 0.0013 61.969 0.500 0.017 0.028 0.346
17 5780 0.030 0.0024 0.0012 66.101 0.500 0.017 0.027 0.345
18 6480 0.028 0.0023 0.0011 70.235 0.500 0.016 0.026 0.332
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Table C.46. Sphere with ka = π and l/cdt = 0.5 with uniform source panels
with far-field observers.










5 500 0.118 0.0094 0.0047 16.953 0.500 0.054 0.085 1.355
6 720 0.096 0.0076 0.0038 20.942 0.500 0.030 0.048 0.647
7 980 0.080 0.0064 0.0032 24.981 0.500 0.027 0.043 0.428
8 1280 0.069 0.0055 0.0027 29.050 0.500 0.024 0.038 0.440
9 1620 0.060 0.0048 0.0024 33.138 0.500 0.021 0.034 0.371
10 2000 0.054 0.0043 0.0021 37.239 0.500 0.020 0.031 0.505
11 2420 0.048 0.0038 0.0019 41.348 0.500 0.019 0.030 0.425
12 2880 0.044 0.0035 0.0018 45.465 0.500 0.018 0.029 0.488
13 3380 0.040 0.0032 0.0016 49.586 0.500 0.018 0.029 0.426
14 3920 0.037 0.0030 0.0015 53.711 0.500 0.018 0.028 0.426
15 4500 0.035 0.0028 0.0014 57.839 0.500 0.018 0.028 0.419
16 5120 0.032 0.0026 0.0013 61.969 0.500 0.018 0.029 0.403
17 5780 0.030 0.0024 0.0012 66.101 0.500 0.017 0.028 0.369
18 6480 0.028 0.0023 0.0011 70.235 0.500 0.016 0.026 0.345
286
Table C.47. Sphere with ka = 5 and l/cdt = 0.5 with simple source panels
with far-field observers.










5 500 0.118 0.0094 0.0047 10.652 0.500 0.242 0.234 8.005
6 720 0.096 0.0076 0.0038 13.158 0.500 0.159 0.159 6.025
7 980 0.080 0.0064 0.0032 15.696 0.500 0.110 0.112 3.940
8 1280 0.069 0.0055 0.0027 18.253 0.500 0.073 0.072 2.505
9 1620 0.060 0.0048 0.0024 20.821 0.500 0.053 0.051 2.302
10 2000 0.054 0.0043 0.0021 23.398 0.500 0.039 0.038 2.246
11 2420 0.048 0.0038 0.0019 25.980 0.500 0.027 0.027 2.093
12 2880 0.044 0.0035 0.0018 28.566 0.500 0.025 0.025 2.109
13 3380 0.040 0.0032 0.0016 31.156 0.500 0.025 0.024 2.107
14 3920 0.037 0.0030 0.0015 33.747 0.500 0.024 0.023 2.017
15 4500 0.035 0.0028 0.0014 36.341 0.500 0.024 0.023 2.024
16 5120 0.032 0.0026 0.0013 38.936 0.500 0.024 0.023 2.014
17 5780 0.030 0.0024 0.0012 41.533 0.500 0.024 0.023 2.037
18 6480 0.028 0.0023 0.0011 44.130 0.500 0.023 0.022 1.922
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Table C.48. Sphere with ka = 5 and l/cdt = 0.5 with uniform source panels
with far-field observers.










5 500 0.118 0.0094 0.0047 10.652 0.500 0.236 0.228 8.120
6 720 0.096 0.0076 0.0038 13.158 0.500 0.152 0.152 6.088
7 980 0.080 0.0064 0.0032 15.696 0.500 0.102 0.104 3.867
8 1280 0.069 0.0055 0.0027 18.253 0.500 0.065 0.064 2.341
9 1620 0.060 0.0048 0.0024 20.821 0.500 0.045 0.043 2.229
10 2000 0.054 0.0043 0.0021 23.398 0.500 0.031 0.031 2.179
11 2420 0.048 0.0038 0.0019 25.980 0.500 0.024 0.023 2.054
12 2880 0.044 0.0035 0.0018 28.566 0.500 0.024 0.024 2.065
13 3380 0.040 0.0032 0.0016 31.156 0.500 0.024 0.024 2.065
14 3920 0.037 0.0030 0.0015 33.747 0.500 0.023 0.023 1.982
15 4500 0.035 0.0028 0.0014 36.341 0.500 0.023 0.023 1.996
16 5120 0.032 0.0026 0.0013 38.936 0.500 0.023 0.023 1.986
17 5780 0.030 0.0024 0.0012 41.533 0.500 0.023 0.023 2.015
18 6480 0.028 0.0023 0.0011 44.130 0.500 0.022 0.022 1.903
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C.2 Extended Tables of Corner Results
Table C.49. Corner with uniform panel arrangement and ppp = 16 with
uniform source panels.
Case # ppp L×W Nl ×Nw r ∆g eRMSd eRMSs edB
1 16 40.50× 20.25 108× 54 1.00 0.01000 0.471 0.248 3.02
2 16 40.50× 20.25 108× 54 1.00 0.00000 0.489 0.257 3.11
3 16 40.50× 20.25 108× 54 1.00 0.00125 0.488 0.257 3.11
4 16 40.50× 20.25 108× 54 1.00 0.00250 0.488 0.257 3.11
5 16 40.50× 20.25 108× 54 1.00 0.00375 0.484 0.255 3.08
6 16 40.50× 20.25 108× 54 1.00 0.00500 0.480 0.253 3.07
7 16 40.50× 20.25 108× 54 1.00 0.00625 0.478 0.252 3.06
8 16 40.50× 20.25 108× 54 1.00 0.00750 0.475 0.250 3.04
9 16 40.50× 20.25 108× 54 1.00 0.00875 0.472 0.248 3.02
10 16 40.50× 20.25 108× 54 1.00 0.01125 0.470 0.247 3.01
11 16 40.50× 20.25 108× 54 1.00 0.01250 0.466 0.245 2.99
12 16 40.50× 20.25 108× 54 1.00 0.01375 0.464 0.244 2.98
13 16 40.50× 20.25 108× 54 1.00 0.01500 0.461 0.243 2.97
14 16 40.50× 20.25 108× 54 1.00 0.01625 0.460 0.242 2.96
15 16 40.50× 20.25 108× 54 1.00 0.01750 0.460 0.242 2.96
16 16 40.50× 20.25 108× 54 1.00 0.01875 0.457 0.240 2.95
17 16 40.50× 20.25 108× 54 1.00 0.02000 0.453 0.238 2.93
18 16 40.50× 20.25 108× 54 1.00 0.02125 0.452 0.238 2.92
19 16 40.50× 20.25 108× 54 1.00 0.02250 0.450 0.237 2.90
20 16 40.50× 20.25 108× 54 1.00 0.02375 0.448 0.236 2.89
21 16 40.50× 20.25 108× 54 1.00 0.02500 0.447 0.235 2.89
22 16 40.50× 20.25 108× 54 1.00 0.02625 0.446 0.234 2.88
23 16 40.50× 20.25 108× 54 1.00 0.02750 0.444 0.234 2.87
24 16 40.50× 20.25 108× 54 1.00 0.02875 0.441 0.232 2.86
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Table C.50. Corner with uniform panel arrangement and ppp = 16 with
simple source panels.
Case # ppp L×W Nl ×Nw r ∆g eRMSd eRMSs edB
1 16 40.50× 20.25 108× 54 1.00 0.01000 0.516 0.272 3.23
2 16 40.50× 20.25 108× 54 1.00 0.00000 0.548 0.289 3.38
3 16 40.50× 20.25 108× 54 1.00 0.00125 0.545 0.287 3.37
4 16 40.50× 20.25 108× 54 1.00 0.00250 0.542 0.285 3.36
5 16 40.50× 20.25 108× 54 1.00 0.00375 0.536 0.282 3.33
6 16 40.50× 20.25 108× 54 1.00 0.00500 0.532 0.280 3.31
7 16 40.50× 20.25 108× 54 1.00 0.00625 0.528 0.278 3.29
8 16 40.50× 20.25 108× 54 1.00 0.00750 0.523 0.275 3.26
9 16 40.50× 20.25 108× 54 1.00 0.00875 0.519 0.273 3.24
10 16 40.50× 20.25 108× 54 1.00 0.01125 0.514 0.270 3.22
11 16 40.50× 20.25 108× 54 1.00 0.01250 0.509 0.268 3.19
12 16 40.50× 20.25 108× 54 1.00 0.01375 0.506 0.266 3.18
13 16 40.50× 20.25 108× 54 1.00 0.01500 0.502 0.264 3.16
14 16 40.50× 20.25 108× 54 1.00 0.01625 0.500 0.263 3.15
15 16 40.50× 20.25 108× 54 1.00 0.01750 0.498 0.262 3.14
16 16 40.50× 20.25 108× 54 1.00 0.01875 0.495 0.260 3.13
17 16 40.50× 20.25 108× 54 1.00 0.02000 0.489 0.257 3.10
18 16 40.50× 20.25 108× 54 1.00 0.02125 0.488 0.257 3.08
19 16 40.50× 20.25 108× 54 1.00 0.02250 0.484 0.255 3.06
20 16 40.50× 20.25 108× 54 1.00 0.02375 0.481 0.253 3.05
21 16 40.50× 20.25 108× 54 1.00 0.02500 0.479 0.252 3.04
22 16 40.50× 20.25 108× 54 1.00 0.02625 0.477 0.251 3.03
23 16 40.50× 20.25 108× 54 1.00 0.02750 0.474 0.250 3.02
24 16 40.50× 20.25 108× 54 1.00 0.02875 0.471 0.248 3.00
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Table C.51. Corner with stretched panel arrangement and ppp = 16 with
uniform source panels.
Case # ppp L×W Nl ×Nw r ∆g eRMSd eRMSs edB
1 16 40.50× 20.25 108× 54 1.10 0.01 0.091 0.048 0.69
2 16 40.50× 20.25 108× 54 1.10 0.00000 0.106 0.056 0.78
3 16 40.50× 20.25 108× 54 1.10 0.00125 0.104 0.055 0.77
4 16 40.50× 20.25 108× 54 1.10 0.00250 0.101 0.053 0.75
5 16 40.50× 20.25 108× 54 1.10 0.00375 0.100 0.053 0.75
6 16 40.50× 20.25 108× 54 1.10 0.00500 0.097 0.051 0.73
7 16 40.50× 20.25 108× 54 1.10 0.00625 0.096 0.050 0.72
8 16 40.50× 20.25 108× 54 1.10 0.00750 0.095 0.050 0.71
9 16 40.50× 20.25 108× 54 1.10 0.00875 0.094 0.049 0.70
10 16 40.50× 20.25 108× 54 1.10 0.01125 0.087 0.046 0.66
11 16 40.50× 20.25 108× 54 1.10 0.01250 0.087 0.046 0.66
12 16 40.50× 20.25 108× 54 1.10 0.01375 0.085 0.045 0.64
13 16 40.50× 20.25 108× 54 1.10 0.01500 0.084 0.044 0.63
14 16 40.50× 20.25 108× 54 1.10 0.01625 0.085 0.045 0.64
15 16 40.50× 20.25 108× 54 1.10 0.01750 0.080 0.042 0.60
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Table C.52. Corner with stretched panel arrangement and ppp = 16 with
simple source panels.
Case # ppp L×W Nl ×Nw r ∆g eRMSd eRMSs edB
1 16 40.50× 20.25 108× 54 1.10 0.01000 0.168 0.089 1.15
2 16 40.50× 20.25 108× 54 1.10 0.00000 0.241 0.127 1.57
3 16 40.50× 20.25 108× 54 1.10 0.00125 0.230 0.121 1.50
4 16 40.50× 20.25 108× 54 1.10 0.00250 0.218 0.115 1.43
5 16 40.50× 20.25 108× 54 1.10 0.00375 0.208 0.110 1.38
6 16 40.50× 20.25 108× 54 1.10 0.00500 0.199 0.104 1.33
7 16 40.50× 20.25 108× 54 1.10 0.00625 0.190 0.100 1.27
8 16 40.50× 20.25 108× 54 1.10 0.00750 0.182 0.096 1.23
9 16 40.50× 20.25 108× 54 1.10 0.00875 0.175 0.092 1.19
10 16 40.50× 20.25 108× 54 1.10 0.01125 0.161 0.085 1.11
11 16 40.50× 20.25 108× 54 1.10 0.01250 0.155 0.081 1.07
12 16 40.50× 20.25 108× 54 1.10 0.01375 0.149 0.078 1.04
13 16 40.50× 20.25 108× 54 1.10 0.01500 0.143 0.075 1.00
14 16 40.50× 20.25 108× 54 1.10 0.01625 0.138 0.073 0.97
15 16 40.50× 20.25 108× 54 1.10 0.01750 0.134 0.070 0.95
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Table C.53. Corner with stretched panel arrangement with near-unity as-
pect ratio and ppp = 16 with uniform source panels. NaN indicates that
multiple values are present.
Case # ppp L×W Nl ×Nw r ∆g eRMSd eRMSs edB
1 16 40.50× 20.25 NaN × 54 1.06 0.0050000 0.073 0.039 0.36
2 16 40.50× 20.25 NaN × 54 1.06 0.0000000 0.068 0.036 0.39
3 16 40.50× 20.25 NaN × 54 1.06 0.0003125 0.068 0.036 0.39
4 16 40.50× 20.25 NaN × 54 1.06 0.0006250 0.068 0.036 0.39
5 16 40.50× 20.25 NaN × 54 1.06 0.0009375 0.069 0.036 0.38
6 16 40.50× 20.25 NaN × 54 1.06 0.0012500 0.069 0.036 0.38
7 16 40.50× 20.25 NaN × 54 1.06 0.0015625 0.070 0.037 0.38
8 16 40.50× 20.25 NaN × 54 1.06 0.0018750 0.070 0.037 0.38
9 16 40.50× 20.25 NaN × 54 1.06 0.0021875 0.070 0.037 0.38
10 16 40.50× 20.25 NaN × 54 1.06 0.0025000 0.071 0.037 0.37
11 16 40.50× 20.25 NaN × 54 1.06 0.0028125 0.071 0.038 0.37
12 16 40.50× 20.25 NaN × 54 1.06 0.0031250 0.072 0.038 0.37
13 16 40.50× 20.25 NaN × 54 1.06 0.0034375 0.072 0.038 0.36
14 16 40.50× 20.25 NaN × 54 1.06 0.0037500 0.072 0.038 0.36
15 16 40.50× 20.25 NaN × 54 1.06 0.0040625 0.072 0.038 0.36
16 16 40.50× 20.25 NaN × 54 1.06 0.0043750 0.073 0.038 0.36
17 16 40.50× 20.25 NaN × 54 1.06 0.0046875 0.073 0.038 0.36
18 16 40.50× 20.25 NaN × 54 1.06 0.0053125 0.074 0.039 0.37
19 16 40.50× 20.25 NaN × 54 1.06 0.0056250 0.074 0.039 0.37
20 16 40.50× 20.25 NaN × 54 1.06 0.0059375 0.074 0.039 0.37
21 16 40.50× 20.25 NaN × 54 1.06 0.0062500 0.075 0.039 0.37
22 16 40.50× 20.25 NaN × 54 1.06 0.0065625 0.075 0.039 0.37
23 16 40.50× 20.25 NaN × 54 1.06 0.0068750 0.075 0.040 0.38
24 16 40.50× 20.25 NaN × 54 1.06 0.0071875 0.076 0.040 0.38
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Table C.54. Corner with stretched panel arrangement with near-unity as-
pect ratio and ppp = 16 with simple source panels. NaN indicates that
multiple values are present.
Case # ppp L×W Nl ×Nw r ∆g eRMSd eRMSs edB
1 16 40.50× 20.25 NaN × 54 1.06 0.0050000 0.065 0.034 0.49
2 16 40.50× 20.25 NaN × 54 1.06 0.0000000 0.076 0.040 0.57
3 16 40.50× 20.25 NaN × 54 1.06 0.0003125 0.075 0.039 0.57
4 16 40.50× 20.25 NaN × 54 1.06 0.0006250 0.074 0.039 0.56
5 16 40.50× 20.25 NaN × 54 1.06 0.0009375 0.073 0.039 0.55
6 16 40.50× 20.25 NaN × 54 1.06 0.0012500 0.073 0.038 0.55
7 16 40.50× 20.25 NaN × 54 1.06 0.0015625 0.072 0.038 0.55
8 16 40.50× 20.25 NaN × 54 1.06 0.0018750 0.072 0.038 0.54
9 16 40.50× 20.25 NaN × 54 1.06 0.0021875 0.071 0.037 0.54
10 16 40.50× 20.25 NaN × 54 1.06 0.0025000 0.070 0.037 0.53
11 16 40.50× 20.25 NaN × 54 1.06 0.0028125 0.069 0.037 0.53
12 16 40.50× 20.25 NaN × 54 1.06 0.0031250 0.069 0.036 0.52
13 16 40.50× 20.25 NaN × 54 1.06 0.0034375 0.068 0.036 0.52
14 16 40.50× 20.25 NaN × 54 1.06 0.0037500 0.068 0.036 0.51
15 16 40.50× 20.25 NaN × 54 1.06 0.0040625 0.067 0.035 0.51
16 16 40.50× 20.25 NaN × 54 1.06 0.0043750 0.066 0.035 0.50
17 16 40.50× 20.25 NaN × 54 1.06 0.0046875 0.066 0.035 0.50
18 16 40.50× 20.25 NaN × 54 1.06 0.0053125 0.064 0.034 0.49
19 16 40.50× 20.25 NaN × 54 1.06 0.0056250 0.064 0.034 0.49
20 16 40.50× 20.25 NaN × 54 1.06 0.0059375 0.063 0.033 0.48
21 16 40.50× 20.25 NaN × 54 1.06 0.0062500 0.063 0.033 0.48
22 16 40.50× 20.25 NaN × 54 1.06 0.0065625 0.062 0.033 0.47
23 16 40.50× 20.25 NaN × 54 1.06 0.006875 0.062 0.032 0.47
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