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1. Introduction. Lehmann (1959) has discussed invariant functions on sample space 
and obtained theorems concerning: (1) relationship of maximal invariant with an 
invariant function, (2) a method for obtaining maximal invariant and (3) as to how 
the parameter space can be shrunk by use of maximal invariant on.parameter space. 
In this paper we consider invariant functions on sample and parameter spaces 
and define the concept of maximal invariant in a manner which is an obvious exten-
sion of Lehmann's definition. It may be pointed out that whereas the invariant 
functions defined by Lehmann (1959) are useful for testing of hypotheses problems, 
the invariant functions defined in this paper (as noted in Section 5) are useful 
for the purposes of the problems of invariant estimation and prediction. 
We give (1) a relationship corresponding to that of Lehmann between a maximal 
invariant and an invariant function and (2) a general expression for maximal in-
variant. We conclude the paper by giving some examples of maximal invariant func-
tions for certain invariant specifications and an example of a function which is 
invariant but not maximal invariant. 
2. Invariant and maximal invariant functions. To define invariant and maximal in-
variant functions on sample spaces it is necessary to make the following assumptions. 
Assumption 1. Let (:r,BX) be a measurable space, whereX is the sample space, and 
\ = {g} be a group of one-to-one measurable transformations of l: onto itself. 
Assumption 2. For each win the parameter space n, Pw is a probability measure 
on (X,BX) such that for each ge~ and each wen there exists a unique wgen for 
which 
(2.1) = 
Let g* be the one-to-one function of n onto n defined by 
(2.2) * gw=w. 
- g 
It is easily seen that J{_ = {g*} if a group of transformations of n which is 
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Assumption 3. ~~ is exactly transitive on n, that is, for any w1 ,w2 €11 there is 
a unique g~e \~ such that g~w1 = w2 . 
It may be remarked that these assumptions correspond to the first three assump-
tions made in Hora and Buehler (1964). 
We now proceed to define invariant and maximal invariant functions on sample 
and parameter spaces for which the above assumptions hold. 
* Definition 2.1. Let H be a function on 'Ix n such that for all g,g (g~ g*) 
(2.3) R(x,w) = H(gx,g*w). Then H will be called an invariant function 
on X x n under ~ . 
Definition 2 .2. Let S be an invariant function on XX n under ~ such that if 
(2 .4) S(x,w1) = S(i,w2 ) then there exists a ge ~ and g*e P.t<g~ g*) 
such that gx 
under 4. 
Then S(x,w) will be called a maximal invariant 
3. Some theorems concerning invariant functions. In this Section we give two 
theorems concerning invariant functions; the first gives a characterization of 
invariant functions and the second gives a general expression for a maximal invar-
iant for specifications for which the assumptions of Section 2 hold. The proof of 
the first is based on an obvious generalization of the argument used by Lehmann 
(1959) in proving the corresponding theorem for invariant functions on saf1¥>le space. 
However, Lehmann (1959) gives no general method for obtaining maximal invariant 
on sample space. Instead he points out that frequently, it is convenient to ob-
tain a maximal invariant in steps, each corresponding to a sub-group of the group 
of transformations of the sample space. Indeed it is not possible to obtain an 
analog of our second theorem for maximal invariant on sample space. 
Theorem 3.1. Assume that assumptions 1-3 of Section 2 hold and S(x,w) is a maxi-
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mal invariant. Then a necessary and sufficient condition for H(x,w) to be invar-
iant is that it depends on x,w only through S(x,w), i.e. there exists a function 
h such that H(x,w) = h[S(x,w)], for all x,w. 
Proof: Let H(x,w) = h[S(x,w)], for all x,w. Then H(gx,g*w) = h[S(gx,g*w)] 
= H(x,w) for S(x,w) is a maximal invariant. Conversely, if H(x,w) is invariant 
and S (x,w1) = S (x',w2 ), then for some g E. ~ and g* € ~ *, (g<-+ g*), gx = x' and g*w1 = w2 . 
I Therefore H(x,w1) = H(x,w2 ). 
Theorem 3 .2 • Assume that assumptions 1-3 of Section 2 hold and let S(x,w) -1 = g x, 
w 
where gw is the element of~ that corresponds to wen. (Refer to (2.8) on page 4 
of Hora and Buehler (1964)). Then S(x,w) is a maximal invariant. 
Proof: 
Also, let 
S(gwlx,g:lw) = (gwl·gw)-1 
S(x,w1) = s(x
1
,w2 ). Take g* = 
-1 g x = g x. Hence S(x,w) is invariant. 
w1 w 
·* *-1 gw ·gw and thus the corresponding 
2 1 
* *-1 Then g ·g w = w 
w2 w1 1 2 
-1 I -1 -1 I 
and g •g x = x for gw x = gw x, by hypo-
w2 wl 1 2 
thesis. Hence S(x,w) is maximal invariant. 
4. Examples. In this Section, by use of Theorem 3.2, we obtain maximal invariants 
for examples of invariant specifications considered in Section 3 of Hora and 
Buehler (1964). Besides we also give the maximal invariant for an invariant 
specification concerning bivariate distribution considered by Fraser (1963). 
We conclude this Section by giving an example of a function which is invariant but 
not maximal invariant. 
We give below in Table 4.1, expressions for maximal invariants. These ex-
pressions will be given only in terms of x1 and y1 and it is to be understood 
that expressions are similar in other x's and y's. 
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TABLE 4.1 
-1 Case Maximal Invariant S = g X 
w 
e xl - e 
X -B 
e,a 
1 
--a 
e1 ,e2 ,a 
xl-el yl .. e2 
a 
, 
a 
el,al,e2,a2 
xl-el yl-82 
al 
, 
02 
# e 1 °2 1 e l 
e1,e2,a1,a2,f 
- _! + -~ , (- F - e ) - ~ xl + ~JT~i? 1 
al al 1 al 2 a2.J1-r2 al 1-f2 02 1-~2 
#For details of this case concerning the definition of g etc., the reader is re-
ferred to Fraser (1963) • 
The appropriate g (and hence g*) of Definition 2.2 can be easily obtained. For 
example in e,a case g = g R where 
a,~ 
' ' ' ' xlx2 - x2xl 
Cl= 
xl - x2 
and 13 = 
x2 - xl 
x2 - xl 
and 
in el,e2,a case g = g CXi,a
2
,(3 where 
I I 
xlx2 - x2xl 
al = xl - x2 
I I 
X - Xl 
- ' - 2 y 
a2 - Y1 x2 - xl 1 and (3 = 
x' - x' 2 1 
x2 - xl 
I 
Actually one obtains a g by equating an appropriate number of components of x and 
x' and then verifying that this g is appropriate i.e. gx = x' holds. This verifi-
cation except in simple situations like thee case involves combersome algebra. 
It may also be remarked that a's and (3's used to define g do not necessarily have 
to be defined in terms of the first components of x and x' • 
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Example of a function which is invariant but not maximal invariant. Consider the 
case of one location parameter family of distributions. Let F(x,8) = (x1-B)
2 
, 
Take x = (4,5) and x = (0,5), e1 = 1 and e2 = 0. Then F(x,81) 
= F(..f,e2 ) = 25. However, there is no g and g*, (g<-+g*) such that gx = x' and 
g*e1 = e2 • Thus F(x,0) is not maximal invariant but it can be easLly verified that 
it is an invariant function. 
5. Applications of invarianc functions. Invariant functions play a vital role in 
the theory of invariant estimation and invariant prediction. Possibly, such func-
tions were first used by Pitman (1939) for invariant estimation and by Ramsey and 
Buehler (1963) for invariant prediction. However, they did not give any formal 
consideration to such functions nor did they give any group-theoretic definition 
as is given by us in this paper. Reference to such functions may also be found 
in Hora (1964) and Hora and Buehler (1964). 
In the second of these references it is seen that in the notation of that 
paper, functions ~(g*-l *(x)) which are useful for the purposes of estimation 
are invariant. Furthermore, H(x,w) = g-t-l;(x) = ;(g-l x). ·Thus H(x,w) is a 
. w 
function of the maximal invariant. 
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