The distribution of the product of powers of independent uniform random variables — A simple but useful tool to address and better understand the structure of some distributions  by Arnold, Barry C. et al.
Journal of Multivariate Analysis 113 (2013) 19–36
Contents lists available at SciVerse ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
The distribution of the product of powers of independent uniform
random variables — A simple but useful tool to address and better
understand the structure of some distributions
Barry C. Arnold a, Carlos A. Coelho b,∗, Filipe J. Marques b
a University of California, Riverside, Statistics Department, United States
b Universidade Nova de Lisboa, Faculdade de Ciências e Tecnologia, Departamento de Matemática, Quinta da Torre, 2829-516 Caparica, Portugal
a r t i c l e i n f o
Article history:
Available online 22 April 2011
AMS subject classifications:
62E15
62E10
62H05
62H10
62H15
Keywords:
Product of independent Beta random
variables
Generalized Integer Gamma distribution
Exponentiated Generalized Integer Gamma
distribution
Wilks Lambda statistic
Equality of mean vectors
Testing circularity
Testing equality of mean vectors and
circularity
a b s t r a c t
What is the distribution of the product of given powers of independent uniform (0, 1)
random variables? Is this distribution useful? Is this distribution commonly used in some
contexts? Is this distribution somehow related to the distribution of the product of other
random variables? Are there some test statistics with this distribution? This paper will
give the answers to the above questions. It will be seen that the answer to the last four
questions above is: yes! We will show how particular choices of the numbers of variables
involved and their powers will result in interesting and useful distributions and how these
distributions may help us to shed some new light on some well-known distributions and
also how it may help us to address, in a much simpler way, some distributions usually
considered to be rather complicated as is the case with the exact distribution of a number
of statistics used inMultivariate Analysis, including somewhose exact distribution up until
now is not available in a concise and manageable form.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper intends to provide simpler expressions for the exact distributions of several likelihood ratio test (l.r.t.) statistics
used in Multivariate Analysis. Simpler derivations of these expressions are obtained through the use of only one base
distribution and a useful unified procedure.
The distributions that we are interested in studying are the distributions of r.v.’s (random variables) of the form
V =
p
j=1
rj
i=1
U
1
δij
ij , for δij > 0, (1)
where the Uij’s are i.i.d. Unif(0, 1) r.v.’s, for j = 1, . . . , p; i = 1, . . . , rj.
In this paper wewill show how particular choices of δij, and also sometimes of rj, in (1), will result in V having interesting
and useful distributions, whose p.d.f.’s (probability density functions) and c.d.f.’s (cumulative distribution functions) have
concise and manageable representations.
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More precisely, we may show that V in (1) can be identified with the distribution of (i) the exponential of the sum of
independent Exponential r.v.’s or the exponential of the sum of independent integer Gamma r.v.’s (Section 2), (ii) a product
of independent Pareto or generalized Pareto r.v.’s (Section 3), and (iii) a product of independent Beta r.v.’s (Section 4). As a
consequence of this last result, we are able to obtain the exact distribution of several l.r.t. statistics used in Multivariate
Analysis whose exact distributions up until now are only available in less convenient forms, such as those used to test
– independence of groups of variables, both in the real and complex cases,
– equality of several mean vectors, both in the real and complex cases,
– circularity, in the case when the dimension is odd,
– circularity and equality of means, for any dimension.
What the choices for δij and rj in (1) have to be in order to obtain these distributions will be explained in Sections 2–5
ahead.
In terms of notation, we will use N to denote the set of positive integers and R to denote the set of reals. We will also use
‘‘∼’’ to denote ‘‘is distributed as’’ and ‘‘ st∼’’ to denote ‘‘has the same distribution as’’ or ‘‘is stochastically equivalent to’’.
2. The general case — the distribution of V as an EGIG distribution
Since for Uij ∼ Unif(0, 1)we have
E

Uhij
 = 1
1+ h ,
and given the independence of the r.v.’s Uij in (1), we may write
E

V h
 = p
j=1
rj
i=1
E

U
h
δij
ij

=
p
j=1
rj
i=1
δij(δij + h)−1 (h > −mini,j δij). (2)
This result will enable us to easily obtain the expressions for the h-th moment of V in any of the cases either in this section
as well as in Sections 3–5 ahead and in this way to obtain in Section 5 alternative expressions to thosemore commonly used
for the moments of the l.r.t. statistics studied, namely the WilksΛ statistic.
From (2) above it is easy to derive the c.f. ofW = − log V , for i = √−1, as
ΦW (t) = E

eitW
 = E V−it = p
j=1
rj
i=1
δij(δij − it)−1 (t ∈ R).
If in (1) we take δij > 0 to be all different for i = 1, . . . , rj and j = 1, . . . , p, then (see Appendices A.2 and B) V has an
EGIG (Exponentiated Generalized Integer Gamma) distribution of depth
p
j=1 rj with all shape parameters equal to 1 and
rate parameters δij.
On the other hand, if δij = δ > 0 for all i = 1, . . . , rj and all j = 1, . . . , p, V has the distribution of the exponential of the
negative of an integer Gamma r.v. with shape parameter
p
j=1 rj and rate parameter δ.
In the more general case where we just consider δij > 0, allowing some of them to be equal, we will have to call, say
δ∗1 , . . . , δ
∗
h , the set of different values that all the δij take, and call r
∗
ℓ the number of times the value δ
∗
ℓ (ℓ = 1, . . . , h) occurs.
Then V has an EGIG distribution of depth h, with shape parameters r∗ℓ and rate parameters δ
∗
ℓ (ℓ = 1, . . . , h).
Some other cases that may occur are:
– if we take δij = δj > 0 for i = 1, . . . , rj; j = 1, . . . , p and all the δj to be different for j = 1, . . . , p; in this case V will
have an EGIG distribution of depth pwith shape parameters rj and rate parameters δj;
– if we take p = 1, r1 = 1 and δ11 = δ, then V has a Beta(δ, 1) distribution which is the distribution of the exponential of
the negative of an Exponential(δ) r.v.
3. The distribution of V in (1) as the distribution of the product of Pareto r.v.’s
Essentiallywewill have to consider in this subsection exactly the same cases thatwere considered in the previous section,
with the only difference that now we have all δij < 0 so that
U
1
δij
ij ∼ Pareto(−δij).
This way, if we take in (1) rj = 1 for all j = 1, . . . , p and δij = δj < 0 all different for j = 1, . . . , p, then V in (1) will
have the distribution of the product of p independent standard Pareto r.v.’s. This distribution is, from the previous section,
an EGIG distribution of depth pwith all shape parameters equal to 1 and rate parameters−δj < 0.
On the other hand, if all δj are equal, with δj = δ (j = 1, . . . , p), then V has a generalized Pareto distribution (see
Appendix A.2) with shape parameter p and rate parameter−δ.
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If in the general case, with rj ∈ N, we take δij = δj < 0 for j = 1, . . . , p, then V has the distribution of the product
of p independent generalized Pareto distributions with shape parameters rj and rate parameters δj which is thus an EGIG
distribution of depth pwith shape parameters rj and rate parameters−δj (j = 1, . . . , p).
If on the other hand we take in (1) all δij < 0 to be different for all i = 1, . . . , rj and j = 1, . . . , p, in this case V has
the distribution of the product of
p
j=1 rj independent standard Pareto distributions with rate parameters−δij which is an
EGIG distribution of depth
p
j=1 rj with all shape parameters equal to 1 and rate parameters−δij, and if only h of the δij are
different, say with values δ∗1 , . . . , δ
∗
h , where r
∗
ℓ is the number of times δ
∗
ℓ (ℓ = 1, . . . , h) occurs, the distribution of V will be
the distribution of the product of h independent generalized Pareto r.v.’s with shape parameters r∗ℓ and rate parameters δ
∗
ℓ
which is thus an EGIG distribution of depth hwith shape parameters r∗ℓ and rate parameters−δ∗ℓ (ℓ = 1, . . . , h).
In case we want the distribution of the product of non-standard Pareto r.v.’s all we have to do is to collect say in the
constant c the product of all the product-shift parameters and then consider the distribution of the r.v. V ∗ = cV which is
easily obtained by transformation from the distribution of V .
For the cases in which the δj’s are all equal or all different, these results agree with those in [4].
4. When does V have the distribution of a Beta r.v. or the distribution of the product of Beta r.v.’s
4.1. V in (1) as a Beta or a power of a Beta r.v.
It is easy to see that for any choice of δij > 0 in (1) the r.v.’s U
1
δij
ij will have a Beta(δij, 1) distribution (see Appendix A.2),
so that if in (1) we take p = 1 and r1 = 1, V will have a Beta(δ11, 1) distribution.
But our question is: apart from this trivial case, are there other cases for which V in (1) has a Beta distribution? The
answer is: Yes! And some of them may lead us to quite interesting results, as will be seen below.
So, our question now is: for what choices of δij and rj in (1) will the r.v. V have a Beta distribution?
It is not hard to see that if in (1) we take δij = δj = a+ j− 1 for some a > 0 and rj = 1 for all j = 1, . . . , p, we will have
Vj = U
1
δj
1j ∼ Beta(a+ j− 1, 1)
so that
V =
p
j=1
Vj ∼ Beta(a, p), (3)
since, using the relation
Γ (a+ n)
Γ (a)
=
n
i=1
(a+ i− 1), for any a > 0, n ∈ N, (4)
we may write the c.f. ofW = − log V as
ΦW (t) =
p
j=1
(a+ j− 1)(a+ j− 1− it)−1
= Γ (a+ p)
Γ (a)
Γ (a− it)
Γ (a+ p− it)
which is the c.f. of a Logbeta(a, p) r.v. and as such shows that V has the distribution in (3) above. We may note that in this
case the distribution of V still is an EGIG distribution of depth p with all shape parameters equal to 1 and rate parameters
a+ j− 1 (j = 1, . . . , p), which is also a Beta(a, p) distribution.
Moreover, if in (1) we take δij = a+j−1p + i− 1, for some a > 0, and rj = r for all j = 1, . . . , p, we will have
Vj =
r
i=1
U
1
δij
ij ∼ Beta

a+ j− 1
p
, r

and
V =
p
j=1
Vj
will have the distribution of the p-th power of a Beta(a, pr) r.v., with p.d.f.
fV (v) = 1pB(a, pr)v
a
p−1 1− v1/ppr−1 (0 < v < 1),
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or,
V 1/p ∼ Beta(a, pr) (5)
since in this case, using (4) above and the Gamma multiplication formula,
Γ (nz) = (2π) 12 (1−n)nnz− 12
n−1
k=0
Γ

z + k
n

, (6)
we may write the c.f. ofW = − log V as
ΦW (t) =
p
j=1
r
i=1

a+ j− 1
p
+ i− 1

a+ j− 1
p
+ i− 1− it
−1
=
p
j=1
Γ

a+j−1
p + r

Γ

a+j−1
p
 Γ

a+j−1
p − it

Γ

a+j−1
p + r − it

= Γ (a+ pr)
Γ (a)
Γ (a− ipt)
Γ (a+ pr − ipt)
which is the c.f. of a Logbeta(a, pr) r.v., multiplied by p, what implies that V has the distribution in (5) (see Appendix A.1).
We should notice that in this case the distribution of V still is an EGIG distribution of depth pr with all shape parameters
equal to 1 and rate parameters a+j−1p + i− 1, (i = 1, . . . , r; j = 1, . . . , p).
Then it is easy to see that if we take δij = a+ j− 1+ p(i− 1) (i = 1, . . . , r; j = 1, . . . , p), we have
V ∼ Beta(a, pr),
with
V =
p
j=1
Vj, where V
1/p
j ∼ Beta(a+ j− 1, r) are p independent r.v.’s.
In these two last distributions all the Beta r.v.’s in the product, that is, all the Vj had a second parameter that was not only
an integer but also it was always the same, for all j = 1, . . . , p. The question now is: is it possible to make V in (1) to have
the distribution of the product of independent Beta r.v.’s whose second parameter is not the same for all j = 1, . . . , p or not
even an integer? The answer is indeed ‘Yes!’. But if so, how? The answer to this question will be given in the next section.
4.2. V in (1) as the product of independent Beta r.v.’s
4.2.1. A first very simple case
Indeed if in (1) we simply take δij = aj + i− 1, for some aj > 0, then
Vj =
rj
i=1
U
1
δij
ij ∼ Beta(aj, rj)
since in this case the c.f. ofWj = − log Vj, using (4), may be, for i =
√−1, written as
ΦWj(t) =
rj
i=1
(aj + i− 1)(aj + i− 1− it)−1 = Γ (aj + rj)
Γ (aj)
Γ (aj − it)
Γ (aj + rj − it)
which is the c.f. of the negative logarithm of a Beta(aj, rj) r.v., and thus in this case V will have the same distribution as
p
j=1
Vj, where Vj ∼ Beta(aj, rj) (aj > 0; rj ∈ N) are p independent r.v.’s.
This distribution is, from Section 2, an EGIG distribution, with depth
p
j=1 rj, with all shape parameters equal to 1 and
rate parameters aj + i − 1, if all the aj + i − 1 are different for i = 1, . . . , rj; j = 1, . . . , p. One may contemplate many
other different situations according to the relations among the aj, but the distribution of V in (1) will always be an EGIG
distribution with a given depth, as explained in Section 2.
B.C. Arnold et al. / Journal of Multivariate Analysis 113 (2013) 19–36 23
4.2.2. A first more elaborate case
However, there remains the question: is it possible for V in (1) to have the same distribution as a product of independent
Beta r.v.’s whose parameters are not integers?
The answer, once again is ‘Yes!’, but only if some restrictions are placed on the parameters of the Beta r.v.’s.
More precisely, in order to be able to argue that V in (1) has the distribution of a product of independent Beta r.v.’s whose
second parameter is not an integer, those Beta r.v.’s in the product need to have a first parameter that increases or decreases
by steps of 1k where k ∈ N, and a second parameter that is then a multiple of 1k . In addition, the number of these Beta r.v.’s
has to be a multiple of k.
Let us take in (1), for some k ∈ N, and either some u, vk ∈ N or some v, uk ∈ N,
p = (u+ v − 1)k. (7)
Then let
rj =

hj j = 1, . . . , k
hj + rj−k j = k+ 1, . . . , p (8)
with
hj = (# of elements in {uk, vk} ≤ j)− 1 (9)
and
δij = a− 1− jk , (i = 1, . . . , rj; j = 1, . . . , p) (10)
for some a > u+ v.
Then we will be able to show that the distribution of V in (1) is the same as the distribution of
(i) (a) V1a =vkj=1 Yj where Yj∼Beta a−u− jk , u or Yj∼Beta a−u−v+ j−1k , u
are vk independent r.v.’s;
(b) V1b =ukj=1 Y ∗j where Y ∗j ∼Beta a−v− jk , v or Y ∗j ∼Beta a−u−v+ j−1k , v
are uk independent r.v.’s;
(ii) (a) V2a =uj=1ki=1 Yij where Yij∼Beta a−v−j+1− ik , v or Yij∼Beta a−u−v+j−1+ i−1k , v
are uk independent r.v.’s,
(if u, vk ∈ N, even if v ∉ N);
(b) V2b =vj=1ki=1 Y ∗ij where Y ∗ij ∼Beta a−u−j+1− ik , u or Y ∗ij ∼Beta a−u−v+j−1+ i−1k , v
are vk independent r.v.’s,
(if v, uk ∈ N, even if u ∉ N);
(iii) (a) V3a =uj=1 Y ∗∗j where Y ∗∗j 1/k∼Betak(a−v−j), vk or Y ∗∗j 1/k∼Betak(a−u−v+j−1), vk
are u independent r.v.’s,
(if u, vk ∈ N, even if v ∉ N);
(b) V3b =vj=1 Y ∗∗∗j where Y ∗∗∗j 1/k∼Betak(a−u−j), uk or Y ∗∗∗j 1/k∼Betak(a−u−v+j−1), uk
are v independent r.v.’s,
(if v, uk ∈ N, even if u ∉ N);
(iv) (a) V4a =⌊vk⌋j=1 ui=1 Y ∗∗ij where Y ∗∗ij ∼Beta a− jk−i, 1 or Y ∗∗ij ∼Beta a−u−v−1+ j−1k +i, 1
are u⌊vk⌋ independent r.v.’s
(if u ∈ N, even if neither vk ∉ N nor v ∉ N);
(b) V4b =⌊uk⌋j=1 vi=1 Y ∗∗∗ij where Y ∗∗∗ij ∼Beta a− jk−i, 1 or Y ∗∗∗ij ∼Beta a−u−v−1+ j−1k +i, 1
are v⌊uk⌋ independent r.v.’s
(if v ∈ N, even if neither uk ∉ N nor u ∉ N).
Parts (a) and (b) of (i)–(iv) above show the interchangeability of u and v, in case they are both integers, in which case all
the above eight distributions are the same as the distribution of V in (1), for rj and δij given by (8)–(10).
A complete proof of the equivalence of the distribution of V in (1) with the distributions in (i)–(iv) above, may be easily
achieved through the use of c.f.’s, and we will do it only for the first distribution on each of the items (i)–(iv). The second
distributions in (i)–(iv) are obtained only by reversing the indexes.
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We will take W = − log V and Wij = − log Vij (i = 1, . . . , 4; j = a, b), for Vij in (i)–(iv) above. The equivalence of the
distributions in (i)(a), (iv)(a) and (1) may then be shown by writing
ΦW1a(t) =
vk
j=1
Γ

a− jk

Γ

a− u− jk
 Γ a− u− jk − it
Γ

a− jk − it
 (11)
=
vk
j=1
u
i=1

a− u− j
k
+ i− 1

a− u− j
k
+ i− 1− it
−1
(12)
=
vk
j=1
u
i=1

a− j
k
− i

a− j
k
− i− it
−1
= ΦW4a(t) (13)
=
vk+uk−k
j=1
rj
i=1

a− 1− j
k

a− 1− j
k
− it
−1
=
p
j=1

a− 1− j
k
rj 
a− 1− j
k
− it
−rj
= ΦW (t) (14)
where we go from (11) to (12) by using (4), from (12) to (13) just by reversing the index i, and from (13) to (14) by just
identifying and counting the different values for

a− jk − i

, using a counting technique similar to the one used in [19,6]
and then by using the definition of p in (7) and rj in (8)–(9) and the fact that

a− 1− jk

is not a function of i.
The second set of equivalences, that is, of the distributions in (iv)(a), (iii)(a) and (ii)(a), may be shown by writing
ΦW4a(t) =
vk
j=1
u
i=1

a− j
k
− i

a− j
k
− i− it
−1
=
vk
j=1
u
i=1

a− n+ j− 1
k
− i

a− n+ j− 1
k
− i− it
−1
(15)
=
vk
j=1
u
i=1
(k(a− n− i)+ j− 1) (k(a− n− i)+ j− 1− itk)−1 (16)
=
u
i=1
Γ (k(a− n− i)+ nk)
Γ (k(a− n− i))
Γ (k(a− n− i)− itk)
Γ (k(a− n− i)+ nk− itk) = ΦW3a(t) (17)
=
u
i=1
k
j=1
Γ

a− i+ j−1k

Γ

a− n− i+ j−1k
 Γ a− n− i+ j−1k − it
Γ

a− i+ j−1k − it
 (18)
=
u
j=1
k
i=1
Γ

a− j+ 1− ik

Γ

a− n− j+ 1− ik
 Γ a− n− j+ 1− ik − it
Γ

a− j+ 1− ik − it
 = ΦW2a(t), (19)
where from (15) to (16) we have multiplied and divided by k and from (16) to (17) we have used (4). Then, from (17) to (18)
we have used the reverse version of (6) and from (18) to (19) we have just switched i and j and then reversed the index i.
The distributions in (iv) are particularly useful not only in bridging between the distribution of V in (1) and the
distributions in (i) but also in order to help establishing the equivalence between versions (a) and (b) of the distributions in
(i)–(iv).
Indeed directly from (13) we may write
ΦW4a(t) =
vk
j=1
u
i=1

a− j
k
− i

a− j
k
− i− it
−1
=
v
j=1
uk
i=1

a− j− i
k

a− j− i
k
− it
−1
= ΦW4b(t),
and then, by using similar techniques to the ones used above we will be able to establish the equivalence, on one hand with
(i)(b) and on the other, with (iii)(b) and (ii)(b).
We should note that in order to have the equivalence between the distributions in (i)(a) and (b) we only need to have
uk, vk ∈ N, although to have these distributions to be equivalent to the distribution of V in (1) we indeed need to have either
vk, u ∈ N or uk, v ∈ N. Of course if we have u, v ∈ N, always considering k ∈ N, we will then also have the equivalence
between the distribution of V in (1) and the distributions in (i)–(iv). However, we should note that if we just have uk, v ∈ N,
with u ∉ N, then we will only have the equivalence between the distribution of V in (1) and the distributions in (i)(a), (i)(b),
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(ii)(b), (iii)(b) and (iv)(b), while if we have vk, u ∈ N, with v ∉ N, we will have the equivalence of the distribution of V in (1)
and the distributions in (i)(a), (b), (ii)(a), (iii)(a) and (iv)(a).
The distribution of V in (1) is in this case an EGIG distribution of depth p, with shape parameters rj and rate parameters
δij = δj = a− 1− jk (j = 1, . . . , p).
4.2.3. A second more elaborate case
V in (1)will also have the distribution of a compound product of independent Beta r.v.’s, most of themhaving non-integer
parameters, which now are function of the indices of the products, if we take
δij = a+ s− jk , (i = 1, . . . , rj; j = 1, . . . , p+ s)
with p = mk for somem, k ∈ N, and if we define, for some s ∈ N0,
rj =

m j = 1, . . . , s
m+ 1+

s− j
k

j = s+ 1, . . . , p+ s(=mk+ s). (20)
In this case the distribution of V in (1), which, from Section 2, will be an EGIG distribution of depth p+ s (=mk+ s), with
shape parameters rj and rate parameters δij = a+ s−jk (j = 1, . . . , p+ s (=mk+ s)), is the same as the distribution of either
V ∗ =
k
ℓ=1
ℓm
j=1+(ℓ−1)m
Yjℓ, where Yjℓ ∼ Beta

a− j
k
,
j+ ℓ+ s− 1
k

are p (=mk) independent r.v.’s. (21)
The proof of this result may be easily obtained, once again, through the use of c.f.’s. If we take W ∗ = − log V ∗ and
W = − log V , for V in (1) and V ∗ in (21), and use the relations in (6) and (4), and yet the relation
k
ℓ=1
Γ

a+ ℓ+ s− 1
k

=

s−1
h=0

a+ h
k
 k
ℓ=1
Γ

a+ ℓ− 1
k

=

s−1
h=0

a+ h
k

Γ (ak)(2π)(k−1)/2k
1
2−ak,
where any product with an upper limit smaller than the lower limit is equal to 1, we have
ΦW∗(t) =
k
ℓ=1
ℓm
j=1+(ℓ−1)m
Γ

a+ ℓ+s−1k

Γ

a− jk − it

Γ

a− jk

Γ

a+ ℓ+s−1k − it

=
m
j=1

s−1
h=0

a+ h
k

a+ h
k
− it
−1
Γ (ak)Γ (ak− kj− kit)
Γ (ak− kj)Γ (ak− kit)
=

s
h=1

a+ s− h
k
m 
a+ s− h
k
− it
−m m
j=1
Γ (ak)Γ (ak− kj− kit)
Γ (ak− kj)Γ (ak− kit)

=

s
h=1

a+ s− h
k
m 
a+ s− h
k
− it
−m m
j=1
kj−1
ℓ=0
(ak− kj+ ℓ) (ak− kj+ ℓ− kit)−1

=

s
h=1

a+ s− h
k
m 
a+ s− h
k
− it
−m m
j=1
kj−1
ℓ=0

a− j+ ℓ
k

a− j+ ℓ
k
− it
−1
=

s
h=1

a+ s− h
k
m 
a+ s− h
k
− it
−m mk
j=1

a− j
k
r∗j 
a− j
k
− it
−r∗j 
=

s
h=1

a+ s− h
k
m 
a+ s− h
k
− it
−mmk+s
j=s+1

a+ s− j
k
rj 
a+ s− j
k
− it
−rj
=
mk+s
j=1

a+ s− j
k
rj 
a+ s− j
k
− it
−rj
= ΦW (t),
for
r∗j = m+ 1+
−j
k

, j = 1, . . . ,mk,
and rj given by (20).
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5. The distribution of V in (1) as the exact distribution of several l.r.t. statistics used in Multivariate Analysis
The question now is: are there any statistics which have a distribution which fits into any of the cases studied in this
section? The answer, once again, is: Yes!
Indeed, as we will show in this section, there are a number of statistics used in Multivariate Analysis whose distributions
have the form of the distributions studied in the previous section. Among these, we have:
(i) the Wilks Lambda statistic to test independence among several sets of variables
(a) when a real multivariate elliptically contoured distribution is assumed as the underlying model and at most one of
the sets has an odd number of variables,
(b) when a complex multivariate Normal distribution is assumed as the underlying model, in this case for any number
of variables in the groups and any number of groups of variables,
(ii) the l.r.t. statistic to test the equality of several mean vectors
(a) when a real multivariate elliptically contoured distribution is assumed as the underlying model and either the
number of variables involved is even or the number of mean vectors involved is odd,
(b) when a complex multivariate Normal distribution is assumed as the underlying model, in this case for any number
of variables and any number of mean vectors involved,
(iii) the l.r.t. statistic to test circularity of the covariancematrix undermultivariate normality, for an odd number of variables
involved,
(iv) the l.r.t. statistic to test simultaneously that means are equal and the covariance matrix is circular, for any number of
variables involved.
We will address in detail the exact distribution of these statistics, namely devising for which values of rj and δij they may
be written in the form in (1).
5.1. The distribution of V in (1) as the exact distribution of the WilksΛ statistic
Let us assume
X = X ′1, X ′2, . . . , X ′m′ ∼ Np(µ,Σ) (22)
where
µ =

µ′
1
, µ′
2
, . . . , µ′
m
′
and Σ =

Σ11 Σ12 · · · Σ1m
Σ21 Σ22 · · · Σ2m
...
...
. . .
...
Σm1 Σm2 · · · Σmm

with
µ
h
= E(Xh) and Σhh = Var(Xh),Σhh′ = Cov(Xh, Xh′), h, h′ ∈ {1, . . . ,m},
and that we wish to test the null hypothesis
H0 : Σhh′ = 0 for all h ≠ h′ ∈ {1, . . . ,m}, (23)
that is the null hypothesis of independence of them sets of variables Xh (h = 1, . . . ,m).
We will suppose that each Xh has ph variables, and we will take
p =
m
h=1
ph. (24)
We consider both the real and complex cases.
5.1.1. The real case
Let us suppose that the distribution in (22) is a real p-multivariate Normal distribution and that we have a sample of size
n from the distribution of X . Then, the 2/n-th power of the l.r.t. statistic to test H0 in (23) is the WilksΛ statistic,
Λ = |S|m
h=1
|Shh|
(25)
where S is the MLE ofΣ and Shh the MLE ofΣhh (h = 1, . . . ,m).
In this subsection we will show howwhen we assume for X a real p-multivariate Normal distribution and at most one of
the ph’s is odd, the exact distribution of the statisticΛ in (25) may bewritten in the form in (1), yielding an EGIG distribution
as the exact distribution ofΛ, in these cases.
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Note that this distribution, under H0 in (23) is still valid if we assume for X an underlying elliptically contoured or left
orthogonal-invariant distribution [3,2,10,11].
Form ≥ 2, it may be shown [1, Chap. 9] that we may write
Λ =
m−1
h=1
Λh,(h+1,...,m), (26)
whereΛh,(h+1,...,m) (h = 1, . . . ,m− 1) is the l.r.t. statistic to test
H0h : Σhℓ = 0, ℓ = h+ 1, . . . ,m (h = 1, . . . ,m− 1).
Under H0 in (23), them− 1 statisticsΛh,(h+1,...,m) (h = 1, . . . ,m− 1) are independent, with
Λh,(h+1,...,m)
st∼
ph
j=1
Yj
st∼
qh
j=1
Y ∗j , where Yj∼Beta

n−qh−j
c ,
qh
c

or Yj∼Beta

n−1−qh−1+j
c ,
qh
c

and
Y ∗j ∼Beta

n−ph−j
c ,
ph
c

or Y ∗j ∼Beta

n−1−ph−1+j
c ,
ph
c

are ph or qh independent r.v.’s,
(27)
where c = 2 and qh = ph+1 + · · · + pm.
Therefore, if at most one of the ph’s is odd, without any loss of generality, let it be pm, so that from (26) and (27) and
the equivalence between the distributions in (i)(a) and (b) and (1) in Section 4.2.2, the distributions in (27) above, are, for
k = 2, a = n/2, u = qh/2 and v = ph/2, or uk = qh and vk = ph, so that if either ph or qh is even, that is, if either u or v ∈ N,
equivalent to the distribution of
ph+qh−c
j=1
rhj
i=1
U
1
(n−j)/c−1
ij , (28)
where c = 2, the Uij are i.i.d. Unif(0, 1) and the rhj, for h = 1, . . . ,m − 1, are defined in the same manner as the rj’s in (8)
and (9) with k = 2 and vk and uk replaced respectively by ph and qh.
But then, from (26) we may write
Λ
st∼
m−1
k=1
pk+qk−c
j=1
rkj
i=1
U
1
(n−j)/c−1
ij , (29)
which, by taking p as defined in (24), actually also with p = p1+ q1, allows us to write, for c = 2, the c.f. ofW = − logΛ as
ΦW (t) =
m−1
h=1
ph+qh−c
j=1

n− j
c
− 1
rhj n− j
c
− 1− it
−rhj
=
p−c
j=1

n− j
c
− 1
rj n− j
c
− 1− it
−rj
, (30)
with
rj =
m−1
h=1
r∗hj (31)
in which, for c = 2 and h = 1, . . . ,m− 1,
r∗hj =

rhj j = 1, . . . , ph + qh − c
0 j = ph + qh − (c − 1), . . . , p− c. (32)
Consequently we may write, once again for c = 2,
Λ
st∼
p−c
j=1
rj
i=1
U
1
(n−j)/c−1
ij (33)
which shows that the exact distribution ofΛ is in this case an EGIG distribution of depth p−2 with shape parameters rj and
rate parameters δj = n−j2 − 1 (j = 1, . . . , p− 2), and thus with p.d.f. and c.d.f. given by (see (B.1) and (B.2) in Appendix B)
fΛ(ℓ) = f EGIG

ℓ
 rj; n− jc − 1; j = 1, . . . , p− 2

(34)
and
FΛ(ℓ) = F EGIG

ℓ
 rj; n− jc − 1; j = 1, . . . , p− 2

, (35)
for c = 2, 0 < ℓ < 1, p =mh=1 ph, and rj given by (31) and (32) above. We should remark that these results exactly agree
with those in [5].
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While from (26) and (27) and the expression for the s-th moment of a Beta r.v., we have the usual expression for the s-th
moment of the WilksΛ statistic given by
E

Λs
 = m−1
h=1
ph
j=1
Γ
 n−j
c

Γ

n−qh−j
c + s

Γ

n−qh−j
c

Γ
 n−j
c + s
 , s > −n− pc

, (36)
for c = 2, from (33) and (2), we see that for the case in which at most one of the m sets of variables has an odd number
of variables, the s-th moment of Λ can be also expressed explicitly as (see also Appendix B for the moments of the EGIG
distribution)
E

Λs
 = p−c
j=1
rj
ℓ=1
1
c
n−j s+ 1
=
p−c
j=1

n− c − j
n− c − j+ cs
rj
,

s > −n− p
c

(37)
for c = 2 and rj given by (31) and (32).
We should note that if at most one of the ph’s is odd, then we will always have either ph or qh even for h = 1, . . . ,m− 1
in (27) so that, according to the observations in Section 4.2.2, the representations in (28) and (29) hold. If two or more of
the ph’s are odd, we will have at least one of theΛh,(h+1,...,m) with both ph and qh odd, more precisely, if there are ℓ sets with
an odd number of variables, there will be ⌊ℓ/2⌋ of theΛh,(h+1,...,m) with both ph and qh odd, so that in this case neither (28)
nor (29) are valid.
5.1.2. The complex case
Let us suppose that the distribution in (22) is a complex p-multivariate Normal distribution with expected value µ and
variance–covariance matrixΣ ([20,8], see also [1, problem 2.64]). Then, for a sample of size n, the 1/n-th power of the l.r.t.
statistic to test the independence of the m sets of variables Xh (h = 1, . . . ,m) will be the statistic in (25) (see [20,8]; see
also [1, problem 3.11] for references concerning the maximum likelihood estimators in the complex case). Now, under H0
in (23), using a similar procedure to the one used for the real case and the results in [9] on the distribution of the determinant
of a complex Wishart matrix, it is possible to show that, for the statistics Λh(h+1,...,m) (h = 1, . . . ,m − 1) in (26), a similar
relation to the one in (27) still holds, now with c = 1.
Therefore, for any values of ph (h = 1, . . . ,m), from (26) and (27) and the equivalence between the distributions in (i)(a)
and (b) and (1) in Section 4.2.2, the distributions in (27) are, for k = 1, a = n, u = qh and v = ph, so that u ∈ N and v ∈ N,
equivalent to the distribution in (28), where the rhj, for h = 1, . . . ,m − 1, are now defined in the same manner as the rj’s
in (8) and (9) with k = 1 and vk = v and uk = u replaced respectively by ph and qh.
But then we have (29), now for c = 1, which allows us to write the c.f. ofW = − logΛ as in (30), with c = 1 and rj given
by (31), in which the r∗hj are defined in a similar manner as in (32), now with c = 1.
Consequently, for the complex casewe have (33) for c = 1,which shows that the exact distribution ofΛ is in the complex
case, for any ph (h = 1, . . . ,m) an EGIG distribution of depth p−1with shape parameters rj given by (31) and (32) for c = 1
and rate parameters δj = n− 1− j (j = 1, . . . , p− 1), and thus with p.d.f. and c.d.f. respectively given by (34) and (35) for
c = 1.
While from (26) and (27) and the expression for the s-th moment of a Beta r.v., we have the expression for the s-th
moment of theWilksΛ statistic for the complex case, given by (36) for c = 1, from (33) and (2), we see that for the complex
case the s-th moment ofΛ can also be expressed explicitly as in (37) for c = 1 and rj given by (31) and (32), also for c = 1.
We remark that while the expression for the s-th moment of Λ as given by (36) for c = 1, agrees with the expressions
used by [13,7], the result obtained, concerning the expression for the exact distribution ofΛ in the complex case, with p.d.f.
and c.d.f. given by (34) and (35) for c = 1, for any ph(h = 1, . . . ,m), is considerably simpler than any former existing results
(see for example [13,7]).
5.2. The distribution of V in (1) as the exact distribution of the l.r.t. statistic to test equality of several mean vectors
Let us suppose that
Xh ∼ Np

µ
h
,Σ

, h = 1, . . . , q (38)
and let us suppose that we have a sample of size nh from the distribution of Xh (h = 1, . . . , q). Let us further suppose that
the q samples are independent, the sample from Xh being arranged in the matrix Xh of dimensions nh× p, and that we want
to test the null hypothesis
H0 : µ1 = · · · = µq. (39)
Consider the matrices
A =
q
h=1

Xh − Enh1X ′h
′ 
Xh − Enh1X ′h

and B =
q
h=1
nh

Xh − X
 
Xh − X
′
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where, for n =qh=1 nh,
Xh =
1
nh
X ′hEnh1 and X =
1
n
nhXh,
with Enm denoting a matrix of 1’s with dimensions n×m. Consider then the statistic
Λ2 = |A||A+ B| . (40)
Here also, we consider both the real and the complex cases.
5.2.1. The real case
Let us suppose that the p-multivariate Normal distributions in (38) are real valued. Then, for n = qh=1 nh, the 2/n-th
power of the l.r.t. statistic to test H0 in (39) is the statisticΛ2 in (40), where under H0 in (39), A and B are two independent
Wishart matrices, with
A ∼ Wp(n− q,Σ)
and
B ∼ Wp(q− 1,Σ),
so that, (see [1, sec. 8.8, 8.9]), under H0 in (39),
Λ2
st∼
p
j=1
Yj
st∼
q−1
j=1
Y ∗j , where Yj∼Beta

n−(q−1)−j
c ,
q−1
c

or Yj∼Beta
 n−p−q+j
c ,
q−1
c

and Y ∗j ∼Beta
 n−p−j
c ,
p
c

or Y ∗j ∼Beta
 n−q−p+j
c ,
p
c

are p and q− 1 independent r.v.’s,
(41)
for c = 2. Therefore, if p is even, or q is odd, from the equivalence between the distributions in (i)(a) and (b) and (1) in
Section 4.2.2, the distributions in (41) above, are, for k = 2, a = n/2, u = (q−1)/2 and v = p/2, or uk = q−1 and vk = p,
equivalent to the distribution of
p+q−c−1
j=1
rj
i=1
U
1
(n−j)/c−1
ij , (42)
for c = 2, where the Uij are i.i.d. Unif(0, 1) and the rj are defined in the same manner as the rj’s in (8) and (9) with k = 2
and vk and uk replaced respectively by p and q− 1, so that if either p or q− 1 are even, then either u ∈ N or v ∈ N.
This shows that the exact distribution ofΛ2 is in this case an EGIG distribution of depth p+ q−3 with shape parameters
rj and rate parameters δj = n−j2 − 1 (j = 1, . . . , p+ q− 3), and thus with p.d.f. and c.d.f. given, for c = 2, by (see (B.1) and
(B.2) in Appendix B)
fΛ2(ℓ) = f EGIG

ℓ
 rj; n− jc − 1; j = 1, . . . , p+ q− c − 1

(43)
and
FΛ2(ℓ) = F EGIG

ℓ
 rj; n− jc − 1; j = 1, . . . , p+ q− c − 1

, (44)
for 0 < ℓ < 1 and rj given by (8) and (9) with k = 2 and vk and uk replaced respectively by p and q− 1.
We remark that these results exactly agree with those in [5,14].
5.2.2. The complex case
Let us suppose that the distribution in (38) is a complex p-multivariate Normal distribution with expected value µ
h
and variance–covariance matrix Σ ([20,8]; see also [1, problem 2.64]). Then, for n = qh=1 nh, the 1/n-th power of the
l.r.t. statistic to test H0 in (39) will be the statistic in (40) (see [20,9,12] and also [1, problem 3.11] for references concerning
the maximum likelihood estimators in the complex case). Now, using a similar procedure to the one used for the real case,
it is possible to show that, under H0 in (39), A and B are two independent complex Wishart matrices, with
A ∼ CWp(n− q,Σ) and B ∼ CWp(q− 1,Σ),
so that, (see [9]), under H0 in (39),
2p |A| st∼ |Σ |
p
j=1
Wj and 2p |A+ B| st∼ |Σ |
p
j=1
Zj,
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where,
Wj ∼ χ22(n+1−q−j) and Zj ∼ χ22(n−j), j = 1, . . . , p,
actually with
Zj = Wj +W ∗j
whereWj andW ∗j are independent, with
W ∗j ∼ χ22(q−1), j = 1, . . . , p,
so that in this case we have (41), now for c = 1. Therefore, for any p and any q, from (26) and (41), for c = 1, and
the equivalence between the distributions in (i)(a) and (b) and (1) in Section 4.2.2, the distributions in (41) are now, for
k = 1, a = n, u = q− 1 and v = p, or uk = q− 1 and vk = p, equivalent to the distribution in (42) for c = 1, where the rj
are defined in the same manner as the rj’s in (8) and (9) with k = 1 and vk and uk replaced respectively by p and q− 1.
This shows that the exact distribution ofΛ2 is in this case an EGIG distribution of depth p+ q−2 with shape parameters
rj and rate parameters δj = n − j − 1 (j = 1, . . . , p + q − 2), and thus with p.d.f. and c.d.f. given respectively by (43) and
(44) for c = 1, with rj given by (8) and (9) with k = 1 and vk and uk replaced respectively by p and q− 1.
We should remark that the results in this subsection give decisively much simpler expressions for the exact p.d.f. and
c.d.f. of the l.r.t. statistic to test the equality of several mean vectors than former existing results as it is the case with the
ones in [12].
5.3. The distribution of V in (1) as the exact distribution of the l.r.t. statistic involved in tests of circularity
5.3.1. The distribution of V in (1) as the exact distribution of the l.r.t. statistic to test circularity of the covariance matrix
A symmetric covariance matrixΣ = σij (i, j = 1, . . . , p), is said to be circular if
σij = σ 2ρj−i, with ρ0 = 1; ρk = ρ−k = ρp−k (k = 1, . . . , p− 1).
Let us assume that
X ∼ Np(µ,Σ),
and that, based on a sample of size n, we want to test the hypothesis of circularity of the covariance matrix.
Then, form = ⌊p/2⌋, according to [16], the 2/n-th power of the l.r.t. statistic, call itΛ3, will have the same distribution as
m
j=1
Yj

p−1
j=m+1
Y ∗j

, where Yj ∼ Beta

n− 1− j
2
,
j
2

and Y ∗j ∼ Beta

n− 1− j
2
,
j+ 1
2

are p− 1 independent r.v.’s. (45)
But then, according to the results in Section 4.2.3, for odd p we only have to take k = 2, s = 0,m = p−12 and a = n−12
in (21) to see that the exact distribution ofΛ3 is in this case an EGIG distribution of depth p−1, with rate parameters n−1−j2
and shape parameters
rj = p+ 12 +

− j
2

, j = 1, . . . , p− 1,
with p.d.f. and c.d.f. respectively given by (see (B.1) and (B.2) in Appendix B)
fΛ3(ℓ) = f EGIG

ℓ
 p+ 1
2
+

− j
2

; n− 1− j
2
; j = 1, . . . , p− 1

and
FΛ3(ℓ) = F EGIG

ℓ
 p+ 1
2
+

− j
2

; n− 1− j
2
; j = 1, . . . , p− 1

,
for 0 < ℓ < 1.
We should remark that this result represents an improvement over the results in [16], where only an asymptotic
distribution is given forΛ3, and is far simpler and more manageable than the results in [15], involving no infinite sums.
However, for even pwe cannot apply the results in Section 4.2.3.
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5.3.2. The distribution of V in (1) as the exact distribution of the l.r.t. statistic for the simultaneous test of circularity of the
covariance matrix and equality of the means
Let, once again,
X ∼ Np(µ,Σ),
and let us assume that, based on a sample of size n, we want to test simultaneously the hypothesis of circularity of the
covariance matrix and the hypothesis of equality of all the means in µ.
Then, for m = ⌊p/2⌋, according to [16], the 2/n-th power of the l.r.t. statistic, call itΛ4, will have the same distribution
as 
m
j=1
Yj

p−1
j=m+1
Y ∗j

, where Yj ∼ Beta

n− 1− j
2
,
j+ 1
2

and Y ∗j ∼ Beta

n− 1− j
2
,
j+ 2
2

are p− 1 independent r.v.’s. (46)
Then, for odd p, since we have p−12 variables in each of the products in (46), we just have to take k = 2, s = 1, a = n−12
andm = p−12 in (21) in order to be able to see that the exact distribution ofΛ4 in this case is an EGIG distribution of depth
p(=p− 1+ s)with rate parameters n−j2 (j = 1, . . . , p) and shape parameters
rj =

p− 1
2
j = 1
p+ 1
2
+

1− j
2

j = 2, . . . , p.
(47)
Thus, for odd p, the exact p.d.f. and c.d.f. ofΛ4 are thus given by
fΛ4(ℓ) = f EGIG

ℓ
 rj; n− j2 ; j = 1, . . . , p

(48)
and
FΛ4(ℓ) = F EGIG

ℓ
 rj; n− j2 ; j = 1, . . . , p

, (49)
for 0 < ℓ < 1 and rj given by (47).
For even p, in order to have an equal number of terms in each product, more precisely p2 − 1, we may see that the
distribution ofΛ4 is the same as the distribution of
Y ∗∗0

m−1
j=1
Y ∗∗j

p−2
j=m
Y ∗∗∗j

, where Y ∗∗j ∼ Beta

n− 2− j
2
,
j+ 2
2

and Y ∗∗∗j ∼ Beta

n− 2− j
2
,
j+ 3
2

,
are p− 1 independent r.v.’s (50)
so that taking k = 2, s = 2, a = n−22 andm = p2 in (21) we see that the distribution of
m−1
j=1
Y ∗∗j

p−2
j=m
Y ∗∗∗j

in (50), is an EGIG distribution of depth p(=p−2+s)with rate parameters n−2−j2 (j = −1, . . . , p−2) and shape parameters
rj =

p
2
− 1 j = −1, 0
p
2
+

− j
2

j = 1, . . . , p− 2.
But then, accounting for Y ∗∗0 , we have that the exact distribution ofΛ4 is, for even p, an EGIG distribution of depth pwith
shape parameters n−j2 (j = 1, . . . , p) and rate parameters
rj =

p
2
− 1 j = 1
p
2
j = 2
p
2
+

2− j
2

j = 3, . . . , p.
(51)
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Thus, for even p, the exact p.d.f. and c.d.f. ofΛ4 are given by (48) and (49), with rj given by (51).
These results on the exact distribution of the l.r.t. statistic to test simultaneously the circularity of the covariance matrix
and the equality of means show a significant improvement over the results presented in [16], where only asymptotic
distributions are presented and discussed.
6. Finite representations for the Meijer G function in some particular cases
From the definition of the Meijer G function (see for example expression (9) in [17] for a sharp compact definition) and
from the results in Section4.2, it is easy to see that, besides the rather simple cases in Theorem8and the succeedingCorollary,
at the end of Section 5 of [17] and Theorems 4.4.1 and 4.4.2 in [18], there are other more elaborate and encompassing
cases, in which the arguments of the Meijer G function do not even need to be integers, for which there are finite simple
representations of this function. We summarize in the following theorem the results obtained in Section 4.2, concerning
finite representations under the form of EGIG p.d.f.’s for some particular cases of the Meijer G function.
Theorem 1. For
(i) aj > 0 and bj ∈ N, j = 1, . . . ,m,
(ii) aj = a − v − jk and bj = v, j = 1, . . . ,m (=uk), for some a > u + v, with u, k ∈ N and vk ∈ N (not necessarily with
v ∈ N),
(iii) aj = a− jk and bj =
j+s+

j−1
m

k , j = 1, . . . ,m (=uk), for some a > u and s ∈ N0, with u, k ∈ N,
Gm0m0

z
a1 + b1 − 1, . . . , am + bm − 1b1 − 1, . . . , bm − 1

= 1
K
f EGIG(z|rj; λj; j = 1, . . . , p) (52)
where f EGIG(· | · ; · ; ·) is defined in (B.1) in Appendix B,
K =
m
j=1
Γ (aj + bj)
Γ (aj)
and rj and λj, for (i)–(iii) above are respectively given by
(i) λ1, . . . , λp are the p different values of
aj + i− 1 i = 1, . . . , bj; j = 1, . . . ,m
and rj (j = 1, . . . , p) is the number of times λj occurs in the aj + i− 1 sequence,
(ii) λj = a− 1− jk , j = 1, . . . , p (=(u+ v − 1)k), and, for hj given by (9),
rj =

hj j = 1, . . . , k
hj + rj−k j = k+ 1, . . . , p
(iii) λj = a+ s−jk , j = 1, . . . , p (=uk+ s) and
rj =

m j = 1, . . . , s
m+ 1+

s− j
k

j = s+ 1, . . . , p (=uk+ s).
Proof. Omitted, since the result is directly derived from the definition of the Meijer G function and the results in
Section 4.2. 
From the computing times in Tables 1–3wemay see howmuch faster to compute are the EGIG finite sum representations
of the Meijer G function on the right hand side of (52) when compared with the usual Mathematica Meijer G function
implementation.
In Tables 1–3we have the computing times (in seconds) obtainedwith an Intel(R) Core(TM)2 Duo CPU P8700 at 2.53 GHz
machine with 4 GB of RAM, running on Windows 7 (64-bit), at full speed and with Mathematica as the only running
application. All computing times reported are the average of 3 runs. We should remark here that while the computing times
for the EGIG implementation were highly stable, most of times coinciding to the hundredth of the second, the computing
times for the Mathematica implementation of the Meijer G function were highly variable.
In each table d indicates the number of precision digits that was necessary to use in order to obtain a result with
16 decimal places. In all cases the numerical results from the EGIG implementation and the results obtained from the
Mathematica implementation of the Meijer G function were exactly the same.
B.C. Arnold et al. / Journal of Multivariate Analysis 113 (2013) 19–36 33
Table 1
Comparison of computing times (in seconds) for the implementation of the Meijer G function in Mathematica and the EGIG implementation in (i) of
Theorem 1 for aj =
 23
17 ,
18
17 ,
4
3 ,
17
15 ,
13
10 ,
7
6 ,
19
17 ,
12
13 ,
5
4 ,
7
6 ,
13
12 ,
9
5 ,
5
3 ,
6
5 ,
25
11 ; j = 1, . . . , p

and bj = {5, 3, 7, 5, 3, 4, 8, 6, 7, 5, 7, 6, 4, 3, 9; j = 1, . . . , p} for
several values of p (all values were computed for z = 2/1000 and a = 55.3, with d precision digits, in order to assure 16 decimal places in the result).
p d Computing times Ratios
Version 7.0 of mathematica Version 5.2 of mathematica (2)/(1) (4)/(3)
EGIG (1) Meijer-G (2) EGIG (3) Meijer-G (4)
5 23 <0.01 4.84 0.02 3.84 >484 192
6 27 0.02 12.93 0.02 10.43 647 522
7 30 0.02 59.08 0.02 47.97 2954 2399
8 35 0.03 149.50 0.02 128.11 4983 6406
9 41 0.03 –/– 0.05 5381.21 – 107624
10 47 0.05 –/– 0.05 –/– – –
12 58 0.06 –/– 0.08 –/– – –
15 73 0.09 –/– 0.09 –/– – –
–/– indicates a computing time which exceeded 2 h.
Table 2
Comparison of computing times (in seconds) for the implementation of the Meijer G function in Mathematica and the EGIG implementation in (ii) of
Theorem 1 for different values of u, k and v, and for z = 0.5 (all values were computed for a = 15.3, with d precision digits, in order to assure 16 decimal
places in the result).
u k v d Computing times Ratios
Version 7.0 of mathematica Version 5.2 of mathematica (2)/(1) (4)/(3)
EGIG (1) Meijer-G (2) EGIG (3) Meijer-G (4)
6 3 7/k 70 0.02 2.62 0.02 2.42 131 121
6 4 7/k 72 0.02 1.51 0.02 1.45 76 73
6 5 7/k 72 0.03 184.85 0.02 13.46 6162 673
6 6 7/k 72 0.02 3.88 0.02 3.82 194 191
6 7 7/k 72 0.03 0.03 0.02 2.81 1 141
6 8 7/k 72 0.02 1.95 0.03 1.98 98 66
6 9 7/k 72 0.03 4.52 0.03 4.34 151 145
6 10 7/k 72 0.03 56.77 0.02 14.74 1892 737
6 11 7/k 72 0.05 4.82 0.05 4.60 96 92
6 12 7/k 72 0.05 41.82 0.05 18.02 836 360
6 13 7/k 72 0.06 6.44 0.05 5.60 107 112
6 14 7/k 72 0.06 6.52 0.06 5.57 109 93
7 7 5/k 57 0.02 1.61 0.02 1.56 81 78
7 7 6/k 69 0.03 2.70 0.03 2.68 90 89
7 7 7/k 79 0.03 0.05 0.03 4.48 2 149
7 7 8/k 92 0.05 27.88 0.05 21.75 558 435
7 7 9/k 106 0.05 34.10 0.03 27.28 682 909
7 7 10/k 119 0.05 47.35 0.06 34.12 947 569
7 7 11/k 132 0.06 75.57 0.06 46.40 1260 773
7 7 12/k 145 0.06 114.08 0.06 61.54 1901 1026
7 7 13/k 159 0.08 164.94 0.08 81.96 2062 1025
7 7 14/k 173 0.08 0.42 0.08 187.59 5 2345
7 7 15/k 187 0.08 343.09 0.11 316.15 4289 2874
7 7 16/k 202 0.11 477.05 0.11 445.60 4337 4051
10 10 5/k 74 0.09 1097.61 0.08 130.67 12196 1633
10 10 6/k 92 0.09 323.30 0.08 100.70 3592 1259
10 10 7/k 108 0.09 683.72 0.09 174.28 7597 1936
10 10 8/k 127 0.09 1946.64 0.11 240.62 21629 2187
10 10 9/k 143 0.12 47.92 0.09 44.48 399 494
10 10 10/k 162 0.11 0.12 0.12 0.33 1 3
10 10 11/k 181 0.14 –/– 0.14 2539.56 – 18140
7 14 9/k 107 0.09 26.82 0.09 17.24 298 192
7 17 9/k 107 0.13 25.48 0.11 23.01 196 209
7 22 9/k 108 0.17 29.09 0.16 25.35 171 158
7 27 9/k 109 0.23 30.08 0.20 25.94 131 130
7 27 19/k 250 0.34 723.97 0.41 665.75 2129 1624
–/– indicates a computing time which exceeded 2 h.
All reported computing times are for a first run. For subsequent runs of exactly the same command, that is, a second run
with exactly all the same parameters and variable values, one may indeed obtain much lower computing times but this is
of no meaning when one tries to compute or plot a function.
Wemay see that for all the three cases considered in Theorem1 the computing times of theMathematica implementation
of theMeijer G function are usually from some tens or a few hundreds to a few thousand or even some hundreds of thousand
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Table 3
Comparison of computing times (in seconds) for the implementation of the Meijer G function in Mathematica and the EGIG implementation in (iii) of
Theorem 1 for different values ofm, k and s, and for the given value of z (all values were computed for a = 95.3, with d precision digits, in order to assure
16 decimal places in the result).
m k s d z Computing times Ratios
Version 7.0 of mathematica Version 5.2 of mathematica (2)/(1) (4)/(3)
EGIG (1) Meijer-G (2) EGIG (3) Meijer-G (4)
3 3 3 76 0.9 0.02 0.22 0.02 0.89 11 45
4 4 4 152 0.9 0.03 0.52 0.05 25.93 17 519
5 5 5 276 0.9 0.08 1.48 0.13 –//– 19 –
6 6 6 462 0.9 0.27 6.10 0.53 –//– 23 –
7 7 7 721 0.9 0.72 22.32 3.28 –//– 31 –
8 8 8 653 0.2 0.98 85.86 1.70 –//– 88 –
9 9 9 867 0.1 2.09 395.18 6.29 –//– 189 –
10 10 10 897 0.001 2.96 1900.65 13.01 –//– 642 –
12 12 12 1503 0.0001 45.74 –/– 61.01 –//– – –
–/– indicates a computing time which exceeded 2 h.
–//– indicates that the available memory was exhausted before the computation was done.
times higher than the computing times for the EGIG implementation, which commonly takes less than a tenth of a second
to compute.
Only for case (ii) in Theorem 1, when v/k is an integer, is the Mathematica version 7 implementation of the Meijer
function able to almost match the computing times of the EGIG implementation. Something that version 5.2 of the same
software is not able to do.
It is interesting to note how version 5.2 of Mathematica seems to have somehow lower computing times for case (ii) in
Theorem 1 than version 7, with a switch for the other two cases considered in the same theorem.
In the overall, for the cases considered in this paper and summarized in Theorem 1, there is an enormous advantage in
using the EGIG implementation, even from a strictly computational point of view.
7. Conclusions
Interestingly, the distribution of V in (1) yields, for different values of the δij’s, several other distributions, including the
exact distribution of the l.r.t. statistics used to test the independence of several sets of variables, the equality of several
mean vectors, circularity of the variance–covariance matrix and equality of means in the mean vector and circularity of
the variance–covariance matrix, simultaneously. The difficulties encountered in writing down concise and manageable
expressions for the exact distribution of the l.r.t. statistic to test independence of several sets of variables when more than
one set of variables has an odd number of variables, or for the l.r.t. statistic to test the equality of several mean vectors
when the number of variables is odd and at the same time the number of mean vectors being tested is even, or yet for the
l.r.t. statistic to test circularity of the covariance matrix when the dimension is even, are related with the fact that in these
cases we are not able to represent such distributions as a product of powers of Unif(0, 1) r.v.’s.
The distribution of the product of powers of independent Unif(0, 1) r.v.’s arises thus as a useful tool to approach in an
unified way the distributions of several random variables, which would be more challenging to deal with if they were not
recognized as being amenable to such a representation. The distribution of the product of powers of Unif(0, 1) r.v.’s appears
as the common link and common elementary structure among these distributions.
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Appendix A. Some simple relations among distributions
A.1. The Logbeta distribution and its characteristic function
In a number of situations throughout the paper we will be dealing with Beta r.v.’s and their logarithms, or rather, their
negative logarithms. We know that
X ∼ Beta(a, b) H⇒ E Xh = Γ (a+ b)
Γ (a)
Γ (a+ h)
Γ (a+ b+ h) , (h > −a),
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so that if we take Y = − log X , we have, for i = √−1,
ΦY (t) = E

eitY
 = E X−it = Γ (a+ b)
Γ (a)
Γ (a− it)
Γ (a+ b− it) , (t ∈ R) (A.1)
and we will say that the r.v. Y has a Logbeta distribution with parameters a and b. The identification of Y as a Logbeta r.v.,
or, equivalently, of X = e−Y as a Beta r.v. from the observation of the fact that the c.f. of Y is of the type in (A.1) is widely
used throughout the paper.
It is then clear that a sum of independent Logbeta r.v.’s is thus the negative logarithm of a product of independent Beta
r.v.’s, with the same parameters.
A.2. Establishing some simple concepts and notation
We know that
Yi ∼ Exp(δ), i = 1, . . . , r, i.i.d. H⇒ T =
r
i=1
Yi ∼ Γ (r, δ).
The r.v. T has what we call an integer Gamma distribution, with integer shape parameter r and rate parameter δ, with
p.d.f. and c.f. respectively given by
fT (t) = δ
r
Γ (r)
e−δt t r−1 (t > 0; r, δ > 0) and ΦT (t) = E

eitT
 = δr(δ − it)−r (for i = √−1).
Then
W ∗ = eT = e

r
i=1
Yi

=
r
i=1
Wi, whereWi = eYi ∼ Pareto(1, δ) are i.i.d. standard Pareto r.v.’s,
has what we call a generalized Pareto distribution with shape parameter r and rate parameter δ. The r.v. W ∗−1 will have
what we call an inverted generalized Pareto distribution. See Appendix B on the GIG distribution, that is the distribution
of the sum of independent integer Gamma r.v.’s, and on the EGIG distribution which is the distribution of the product of
independent inverted generalized Pareto r.v.’s.
The h-th moment ofW ∗ may be obtained either from the moments ofWi or from the c.f. of T ,
E

(W ∗)h
 = r
i=1
E

W hi
 = r
i=1
δ
δ − h = δ
r(δ − h)−r
= E

eT
h = E ehT  = δr(δ − h)−r (h < δ).
Appendix B. The GIG and EGIG distributions
We will say that a r.v. Y has a GIG (Generalized Integer Gamma) distribution of depth p, with shape parameters rj ∈ N
and rate parameters δj (j = 1, . . . , p), if
Y =
p
j=1
Yj
where
Yj ∼ Γ (rj, δj), rj ∈ N, δj > 0, j = 1, . . . , p
are p independent integer Gamma or Erlang r.v.’s, with δj ≠ δj′ for all j ≠ j′, with j, j′ ∈ {1, . . . , p}.
The r.v. Y has c.f.
ΦY (t) =
p
j=1
δ
rj
j (δj − it)−rj
and p.d.f. and c.d.f. given by (see [5]),
f GIG(y | rj, δj; p) = K
p
j=1
Pj(y) e−δjy, (y > 0)
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and
FGIG(y | rj, δj; p) = 1− K
p
j=1
P∗j (y) e
−δjy, (y > 0)
where K =pj=1 δrjj ,
Pj(y) =
rj
k=1
cj,kyk−1 and P∗j (y) =
rj
k=1
cj,k(k− 1)!
k−1
i=0
yi
i!δk−ij
with
cj,rj =
1
(rj − 1)!
p
i=1
i≠j
(δi − δj)−ri , j = 1, . . . , p,
and, for k = 1, . . . , rj − 1; j = 1, . . . , p,
cj,rj−k =
1
k
k
i=1
(rj − k+ i− 1)!
(rj − k− 1)! R(i, j, p)cj,rj−(k−i),
where
R(i, j, p) =
p
k=1
k≠j
rk

δj − δk
−i
(i = 1, . . . , rj − 1).
We will then say that the r.v. X = e−Y has an EGIG (Exponentiated Generalized Integer Gamma) distribution of depth p,
with shape parameters rj and rate parameters δj, with p.d.f. and c.d.f. respectively given by
f EGIG(x | rj, δj; p) = f GIG(− log x | rj, δj; p)1x (0 < x < 1) (B.1)
and
F EGIG(x | rj, δj; p) = 1− FGIG(− log x | rj, δj; p) (0 < x < 1). (B.2)
Note that the h-th moment of X is, for h > −min1≤j≤p δj, given by
E(Xh) = E e−hY  = p
j=1
E

e−hYj
 = p
j=1
δ
rj
j

δj + h
−rj .
Wemay note that one of the advantages of using the GIG distribution in the form above is that even in the case of depth
1 the expression for the c.d.f. yields an expression for the c.d.f. of an integer Gamma or Erlang r.v. without the use of the
incomplete Gamma function, since in this case the c.d.f. may be expressed as a finite summation.
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