The aim of many microarray experiments is to build discriminatory diagnosis and prognosis models. A large number of supervised methods have been proposed in literature for microarray-based classification. Model comparison, which is based on the classification error estimation, is a critical issue. Previous studies have shown that error estimation is unreliable in high-dimensional small-sample settings. This leads naturally to questioning the validity of classificationrule comparison approaches being used in the literature. In this paper we present a brief review of the different comparison methods used in bioinformatics. Then, we test these methods on a set of simulations based on both synthetic and real data. These simulations include different feature-label distributions, classification rules, error estimators and variance estimators. The results show that none of these methods can provide reliable comparison across a wide spectrum of feature-label distributions and classification rules.
INTRODUCTION
Microarrays provide simultaneous expression measurements for thousands of genes and are now used in many fields of medical research. One of the most promising applications is the prediction of a biological parameter based on can be used to differentiate different types of tumors with different outcomes and thereby assist in the selection of a therapeutic treatment [1] [2] [3] . This task consists of using a training microarray dataset to build a classifier with which to make a prediction for an unknown patient. One objective of bioinformatic research is to propose new classification rules that produce more accurate classifiers. A huge number of methods in this way has been proposed, including nearest neighbors [4] , neural networks [5] , support vector machines [6] , random forest [7] . Improving the accuracy of classification rules can be done by changing the feature selection methods, changing the learning algorithms, or in optimizing the parameters for microarray data. Validation of new methods is based on comparison with other methods that form the state of the art. If a new method gives better results, then it may be accepted for publication and used by the community. Hence, classification rule comparison is crucial.
We have looked for all papers published in 2006 and 2007 in the journals Bioinformatics and BMC Bioinformatics that present new classification rules for microarray-based classification. We found 29 papers. The list of references can be found on the companion website. We have analyzed the classification rule comparison approaches used in these papers. All papers use the same validation scheme. The new method is tested on several microarray datasets. For each dataset, a classifier is constructed with the new method and its accuracy is estimated by a resampling method. This accuracy is compared to the accuracy obtained by other classification rules and the method with the highest accuracy is considered superior. Only 3 papers complete this validation approach with simulations based on artificial data, where the exact error rates of the classifier can be computed. In all other papers the comparison is based on estimation of the error rates. This estimation is done by cross-validation (15 papers), leave-one-out (6 papers), bootstrap (6 papers) or hold-out (5 papers). However, several works have shown the limit of these estimators in small-sample and highdimensional settings [8] . Braga-Nato et al. point out the excessive variance of cross-validation that makes individual estimation unreliable in small-sample data [9] . Wood et al. report precision problems of error estimators coming from selection and optimization bias [10] . Hanczar et al. shows the lack of correlation between estimated and true error rates in high dimensions [11] . In the light of these criticisms about error estimation, it is incumbent to ask some questions about the validity of commonly employed comparison approaches in microarray classification problems [12] . Note that similar problems arise in the validation of the results of unsupervised learning methods [13] .
In this paper, we presented a brief review of the different comparison approaches. Then we present a set of simulations based on artificial and real data. The use of artificial data allows us to compute the true error for comparison of classification rules. These simulations included different Gaussian-based feature label distributions, several classification rules (nearest neighbors, support vector machine, linear and quadratic discriminant, and decision tree) and the main error estimators (leave-one-out, crossvalidation and bootstrap). In the experiments we compute the percentage of error made by a direct comparison of the error rate for each estimator. We also study the estimation of the variance of the different estimators in order to apply a statistical test. The conclusion of these simulations is that there is no reliable comparison method in small-sample high dimension data: (1) direct comparison produces a high percentage of wrong classifier ranking; (2) the estimation of variance is not accurate and lead to statistical tests with high percentage of type 1 error or very weak power.
Our focus in this paper is on classification. There are other ways to analyze microarray data, including the construction of gene regulatory networks [14] [15] [16] and grouping together genes with similar expression profiles by clustering [17, 18] or some other method, such as identifying gene sets based on principal component analysis [19] .
METHODOLOGY OF COMPARISON
Classification-rule comparison has been widely studied in machine learning [20] [21] [22] . In classification-rule comparison, we compare the expected accuracy of the classifiers obtained by the two classification rules with different training sets. The field of comparison is not limited to a single training dataset.
Classification Error
is a classification rule.
,.) (S is the classifier built with the classification rule on the sample S . The error of this classifier, called the conditional error, is its error rate given a fixed training sample:
The unconditional error is the error rate with the respect to all possible samples S from F :
In practice, the true values of F is unknown and a single sample S is available. Thus, we cannot compute the expected value in the unconditional error formula; we have only the conditional error rates S . Moreover, we cannot compute the true values of conditional error rates, but only estimates S ˆ. These estimates are typically based on resampling methods. They are averages of error rates of classifier built on different subsets of the original sample, so that
We consider commonly employed re-sampling estimation methods: cross-validation and .632 bootstrap. Cross-validation estimation is based on an iterative algorithm that partitions the training sample into k subsets, i S . At each iteration i , the i -th subset is left out of classifier construction and used as a testing subset. The final k -fold cross-validation estimate is the mean of the errors obtained on all of the testing subsets: 
Direct Comparison and Statistical Tests
Given two classification rules 1 
Variance Decomposition
The variance of the error estimation is 
The variance of the random resampling estimator is thereby decomposed into the variance of the full resampling estimator plus the expected value over all samples of the variance of random sampling estimator given the sample. In others words, the variance of the random sampling estimator is equal to the external variance plus the expected internal variance.
This can be interpreted for error difference
The variance of the estimated difference is equal to the external variance plus the expected internal variance of the difference estimator.
VARIANCE ESTIMATION
We present here the different approaches used for variance estimation. In practice, since there is only a single sample, 1 S , available, we cannot estimate the external variance, in which case it is neglected:
Moreover, the exact internal variance cannot be computed, since it is an expected value over the samples. Instead, internal variance is estimated based on the variance of the estimated difference on sample 1
In sum, computation of the variance of the estimated error difference relies only on an estimation of internal variance:
. We present here the main methods used.
Squared Standard Deviation
A basic estimator, denoted 2 sd , is the variance of the difference obtained on the different subsets during the resampling procedure:
where SD is the standard deviation. It is well known that 2 sd underestimates the true internal variance [23] . If the different errors
would provide a natural variance estimator; however, these errors are not independent. During the resampling procedure, the different constructed classifiers share a large part of the training subset. This proportion is 0.632 for the bootstrap and K K 2)/ ( for the K -fold cross-validation. The classifiers are not independent and their error rates are correlated.
Corrected Variance
To get around the problem of dependence of the
Nadeau and Bengio present a correction [24] :
is the correlation between the . This corrected variance can produce more conservative or more liberal tests as a function of the approximation of .
Conservative Variance
Nadeau and Bengio have pointed out that almost all tests are liberal because of the underestimation of the true variance [24] . Accordingly, they proposed a new conservative test in overestimating the true variance. The principle is to compute an unbiased estimation of the variance in the half of the training set. We split the sample S into 2 subsamples, 1 
Binomial Variance
When a classification rule is stable, the variance of crossvalidation is binomial [25] . In small-sample settings the classification rule is rarely stable but the binomial variance, 
EXPERIMENTS

Simulation Design
We have performed a set of experiments on synthetic data generated to have key properties of microarray data: small number of examples, high dimension, and large number of irrelevant features. These datasets contain two equally likely classes. We construct two type of features: relevant and irrelevant features. The different values of the parameters can be found in Table 1 . Our simulations are divided into 15 experiments. In each experiment, 10,000 simulations have been done. All simulations in the same experiment share the same featurelabel distribution but have different training and testing sets. In the following sections, we give representative results. The complete list of results can be found on the companion website http://gsp.tamu.edu/Publications/supplementary/hanczar09a/).
Direct Comparison
We compare the difference of error rates of two classifiers given by the different estimators to the true difference (
e
). Fig. (1) shows the comparison between true and estimated difference on experiment 1 (linear model, 500 uncorrelated features, 100 examples, 3NN vs SVM). The y-axes represent the true difference and x-axes represent estimated difference by loo, 10-cv, 10x10-cv and the boot. We see on these graphics that the variance of loo and 10-cv is high and boot estimator is very biased. Moreover, for all estimators the correlation between estimated and true difference is null. In these conditions, all estimators produce very poor approximations of the true difference.
We test the performance of direct comparison of the estimated error rate. For each experiment, we determine the best classification rule by comparing the unconditional true error rates obtained by the two classification rules. We call it the true ranking of the classification rules. For each simulation of the experiment, the two classifiers, ,.) ( 1 S and ,.) ( 2 S , are constructed using the two classification rules and their error rates are estimated. These error rates are compared to define the estimated ranking of the classification rules. Since we run 5000 iteration for experiments, we can count the number of times the estimated ranking matches the true ranking. We compute the probability that the true and estimated rankings are identical.
Results are presented in Table 2 . The first column shows the ID of the experiment, the fourth shows the difference of unconditional true error (in percentage) between the two classification rules. Columns 5 through 10 show the percentage that the estimated ranking corresponds to the true ranking in each experiment for each estimator. The performances of direct comparison depend strongly on the feature-label distribution and the classification rule. We see that even with the true conditional error rate, we may obtain wrong rankings. This is because the true ranking is based on the unconditional error rate of the classification rule, which is relative to the operation of the rule on all possible samples from the feature-label distribution, whereas the estimated ranking is based on the true conditional error rate, which is the true error for the classifier designed on the single sample. For the true conditional error rate, the percentage is up to 29% of wrong ranking with the experiment 1. The reason comes from the high variance of the true conditional error rate when using small samples. When the number of examples increases, the percentage of wrong ranking decreases. With the error estimators, the results are naturally worse. The average percentage of wrong ranking over all experiments is around 20%. The best performance is given by 10x10-cv and bootstrap with wrong rankings averaging 15.2% and 19.1%, respectively. This is not surprising because it is well know that this estimator is almost unbiased and have a smaller variance than the others.
The results show that direct comparison of the estimated error rates is not reliable for classification rule comparison; however, in practice, it is typical to use several datasets, the better classification rule being the one that is superior on a majority of datasets. Given the probability p that the direct comparison of estimated error leads to a wrong conclusion and the number n of available datasets, the number of datasets where we obtain a wrong conclusion follows a binomial distribution ) , , ( p n x f . We can compute the probability of a wrong ranking as a function of p and n :
, where F is the cumulative binomial distribution function. Table 3 shows the percentage of wrong ranking as a function of p and n . It is decreasing with n and increasing with p . Even if the use of several datasets decreases strongly the probability of a wrong ranking, this probability is not negligible in a large number of cases. For example, if we use the 10-cv, which is the most used estimator, the average percentage of wrong ranking is about 20%. According to the Table 3 , we need more than five datasets to obtain a probability of error less than 0.05. In a large part of bioinformatics papers, the study design uses up to three datasets, we see that in this case the probability of error is at least 0.1.
Variance Analysis
Having considered the performance of direct comparison, we now turn to the performance of statistical tests. The performance of a statistical test depends mainly on the variance of the statistic and its estimation. For each experiment we have computed the decomposition of true variance into internal and external variances for the different estimators. Fig. (2) shows the variance of dˆ computed with loo, 10-cv, 10x10-cv and boot on experiment 10 (Non-linear model, 500 correlated features, 100 examples, 3NN vs LDA). The bar of each estimator represents its total variance. The dark gray part of the bar represents the external variance, and light gray part the internal variance. We see that loo and 10-cv have the larger variances whereas 10x10-cv and boot have the smaller variances. Note that in this experiment the boot variance is higher than the 10x10-cv variance; however, this is not always the case. The comparison of boot and 10x10-cv variances depends on the feature-label distribution and classification rule. Over all the experiments we obtain the following tendency :
It is interesting to consider the ratio between internal and external variance. In loo, there is no internal variance; all the variance is external since the resampling is not random. In 10-CV, only 10% of the variance is external; most of the variance is internal, coming from the resampling procedure. In 10x-10-cv, the internal variance is a little smaller than the external variance. The external variance of 10-cv and 10x10-cv is almost the same. This means that the multiple iteration of 10-cv reduces only the internal variance arising from the resampling procedure. In boot, the internal variance is higher than the external variance. The internal variance of boot is a little smaller than the internal variance of 10-cv and 10x10-cv.
The variance estimation methods presented in Section 3 have been tested in our experiments. Fig. (3) the simulations with leave-one-out (A), 10-cv (B), 10x10-cv (C) and bootstrap (D), respectively. Since leave-one-out has no internal variance, there are only boxes for binomial variance on this panel.
We see that for all estimators the squared standard deviation under-estimates the true variance. For 10-cv and boot this under-estimation is small --the boxes are very close to the zero line. The under-estimation is much higher for 10x10-cv. This can be explained by recalling that the squared standard deviation is an estimation of only the internal variance, the external variance being neglected. The external variance represents most of the variance in 10x10-cv but only a small part in 10-cv and boot. The corrected variance is greater than the squared standard deviation because the corrected variance adds a term which represents the correlation between the subsets; however, this correction does not always produce a better approximation of the true variance. In fact, the corrected variance can under-estimate or over-estimate the true variance. The aim of conservative variance is to over-estimate the true variance. This objective is respected in all simulations; however in some simulations, like bootstrap in panel D, the variance is so much overestimated such that it is unusable. The accuracy of the , different for each simulation, that corresponds to a perfect approximation of the true variance. Unfortunately is unknown because it depends on the feature-label distribution and classification rules. The binomial variance with 0 = and 1 = might be used as upper and lower bounds of the true variance.
The performance of a statistical test relates its percentage of error of type I and power. The percentage of error of type I is the probability that the test rejects the null hypothesis whereas the null hypothesis is true. Type I error, also called the false positive rate, can be viewed as the error of excessive credulity. The power is the probability that the test rejects the null hypothesis when the null hypothesis is false. The power depends on the error of type II, or false negative rate: 1 = power where is the type II error. The performance of statistical tests depends directly on the variance estimation. If the variance is overestimated, the test will produce both a low probability of type I error and a low power. If the variance is underestimated, the test is more powerful but has a high probability of type I error. We can not draw general conclusions on the performance of the different tests since these performances depend on the feature-label distribution and classification rules. However, we note that 10-cv with square standard deviation should produce the best tests since it has the best variance estimation. We also see that tests based on conservative variance will produce few errors of type I but will have a low power. That is not surprising since the aim of these tests is to overestimate the variance. But if the overestimation is too high, these tests will never reject the null hypothesis and will be therefore unusable.
In conclusion, we can not consider these different tests reliable for classification rule comparison in high dimension data. However if we have to use one, we select the 10-cv with square standard deviation.
Results on Real Microarray Data Sets
We have made some experimentation on real microarray datasets. The microarray data come from two published studies, one on breast cancer [2] and the other on lung cancer [26] . The breast cancer dataset contains 295 patients, 115 belonging to the good-prognosis class and 180 belonging to the poor-prognosis class. Prior probabilities are 0.39 and 0.61, respectively. The lung cancer dataset contains 203 tumor samples, 139 being adenocarcinoma and 64 being of some other type of tumor. Prior probabilities are 0.68 and 0.32, respectively. We have reduced the two datasets to a selection of the 2000 genes with highest variance. The training set is be formed by 50 examples drawn without replacement from the dataset. The examples not drawn are used as the test set. Note that the training sets are not fully independent. Since they are all drawn from the same dataset, there is an overlap between the training sets; however, for a training set size of 50 out of a pool of 295 or 203, the amount of overlap between the training sets is small. The average size of the overlap is about 8 examples for the breast cancer dataset and 12 examples for the lung cancer dataset. The dependence between the samples is therefore weak and does not have a big impact on the results. Fig. (4) shows the comparison between true and estimated difference on the breast cancer dataset with 3NN and SVM classifiers. Like the results with artificial data, we see that all estimators produce very poor approximations of the true difference. The reasons are the high variance of the estimated difference and lack of correlation between true and estimated difference. The figures for the other experiments based on real data can be found on the companion website. Table 4 shows the percentage of wrong ranking when direct comparison of the error is used in the real-data experiments. Column 1 shows the dataset, column 2 shows the two used classification rules, column 3 gives the difference of true error between the two classification rules, and columns 4 to 7 give the percentage that the estimated ranking does not correspond to the true ranking in each experiment for each estimator. The three estimators give a similar percentage of wrong ranking, around 35%. Note that even with the true error we obtain 26% of wrong ranking. The results on real the datasets are consistent with the synthetic-data results.
CONCLUSION
Classification rule comparison is a crucial issue for the development of new microarray-based classification Fig. (3) . Difference between true variance and estimated variance on experiment 1 (linear model, 500 uncorrelated features, 100 examples, 3NN vs SVM). Each panel corresponds to an estimator, A for leave-one-out, B for 10-fold cross-validation, C for 10-times 10-fold cross validation and D for bootstrap 632. In each panel, the accuracy of each variance estimation approach is represented by a box. methods. A popular method in bioinformatics is to compare directly the estimated errors. We have presented a brief review of the main comparison methods proposed in the literature for this task. We have tested these methods on a set of experiments based on both synthetic and real data. The results show that direct comparison is unreliable and can often lead to wrong conclusions. The most accurate estimators for direct comparison are 10x10-cv and bootstrap. We have studied the variance estimation of the different estimators. None of the proposed methods (squared standard deviation, corrected, conservative and binomial) can produce a good estimation of the variance across all experiments. The consequence is that almost all statistical tests have bad performance and can not be considered reliable. It is interesting to note that for direct comparison 10x10-cv is superior to 10-cv because of the smaller variance. But for a statistical test we recommend 10-cv since its variance estimation is better than with the other estimators.
Note that all results from simple artificial data are based on Gaussian distributions and the average difference of error between the two classification rules across all experiments is 0.055. That makes the classifier comparison problem on artificial data can be considered simple. In microarray context, the data follow a much more complex unknown distribution and the difference between two classification rules is generally smaller than 0.055. So, we see that the classification rule comparison is worse than in the artificial data experiments. These results strongly suggest that researchers make their comparative studies on synthetic datasets. At least for the moment, it seems to be the only approach that can produce reliable comparisons in smallsample settings. Fig. (4) . Comparison of the true and estimated difference of the error of 3NN and SVM on breast cancer dataset. The x-axis corresponds to the estimated difference. The y-axis corresponds to true difference. 
