Abstract-Feature selection is often an essential data processing step prior to applying a learning algorithm. The aim of this paper consists in trying to discover whether removal of irrelevant and redundant information improves the performance of neural network training results.
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I. FEATURE SELECTION AND NEURAL NETWORKS
An artificial neural network (ANN) is a model that emulates a biologic neural network. An ANN is made up of thousands of artificial neurons; elements of non-linear processing that operate in parallel. [1] The main characteristics of the neural networks are the same with those of the human brain, that is:
-capacity of learning -capacity of generalizing If trained adequately, the artificial neural networks would be capable of providing correct answers even for the setentries different from those they have already been used to, as long as they do not differ too much. This generalization is made automatically as a result of their structure and not as a result of human intelligence which is included in a program as in the case of the expert systems. [2] Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. [3] A trained neural network can be thought of as an "expert" in the category of information it has been given to analyze. This expert can then be used to provide projections in given new situations of interest and answer "what if" questions.
Multilayered feedforward neural networks possess a number of properties which make them particularly suited to complex pattern classification problems. However, their application to some real world problems has been hampered by the lack of a training algorithm which can reliably find a nearly optimal set of weights in a relatively short time.
On that account, in the reference literature we can find a great number of techniques that help to improve the training speed for a feedforward multilayer neural network. These techniques can be grouped in several categories: techniques dealing with the computation speed (there have been generated techniques that run the algorithm on a network of computers [4] ; techniques that run on GPU [5], etc.) and techniques dealing with optimizing the training algorithm (techniques of using the genetic algorithms for the initial generation of weights [6] , techniques of initializing the weights by using previous information [7] , etc.) From the multitude of techniques which aim at optimizing the training algorithm, we will select for study only the techniques using the data mining concepts. Data mining is a field generally acknowledged for its notable performances in discovering certain patterns in enormous databases (KDDKnowledge Discovery in Databases). A KDD procedure can be defined as "the non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data" and can be represented as in The KDD process aims at selecting certain features from the input data so that the selected features become representative for the task to be completed [8] . The task of discovering regularities can be made easier and less time consuming by removing features of the data that are irrelevant or redundant with respect to the task to be learned. This process is called feature selection. Feature selection process is well defined and has the potential to be fully automatic and computationally tractable.
Feature selection algorithms must address 4 basic issues affecting the nature of the search [9] :
1. Starting point. We must start by selecting a point in the feature subset space which can affect the direction of the search. One option is to begin with no features and successively add feature (forward), other option is to begin with all features and successively remove them (backward) and the third option is to begin somewhere in the middle and move outwards from this point. 2. Search organization. Heuristic search strategies are more feasible than exhaustive ones and give good results, although they do not guarantee finding the optimal subset. 3. Evaluation strategy. Is the biggest differentiating factor among feature selection algorithms and specifies how feature subsets are evaluated. We have two main directions for these strategies: one is algorithms which use heuristics based on general characteristics of the data to evaluate the merit of feature subset and the other argue that the bias of a particular induction algorithm should be taken into account when selecting features. 4. Stopping criterion. A feature selection must decide when to stop searching through the space of feature subset. For this issue we have the following possibilities: we can stop adding or removing features when none of the alternatives improves current feature subset, we can continue revise the current feature subset as long as the merit does not degrade or we can continue generating feature subset until reaching the opposite end of the search space and select the best. Other authors mentioned as well the use of certain feature selection techniques from a database for the purpose of optimizing the process of solving a problem. We will continue our research by presenting some of the current feature selection techniques developed until now which have been successfully applied for solving certain ANN problems. In the chapter regarding the experiments, we will make a comparison between the results obtained by other authors (by using various feature selection techniques) and the results obtained by using the technique which is the subject of the present study.
In 1997 Jain and Zongker define the problem of feature selection as follows: given a set of candidate features, it must be selected a subset that performs the best under some classification systems. [10] They say that the procedure can reduce not only the cost of recognition by reducing the number of features that need to be collected, but in some cases it can also provide a better classification accuracy due to finite sample size effect. They study a large number of algorithms proposed for feature subset selection and chose the sequential forward floating selection (SFFS) developed by Pudil et all to be the best. [11] In 2003, Kim and Street advance a new method named ELSA (Evolutionary Local Selection Algorithms) and use it to search the possible combinations of features with ANN to score the probability of buying new services or products using only the selected features by ELSA. [12] The authors conclude that the ELSA/ANN model showed promising results when market managers have clear decision scenario or not.
In 2007 Gigli and all [13] presents a new data mining architecture to integrate a library of feature extraction, data mining and fusion techniques to automatically and optimally configure a classification solution for a given labeled set of training patterns. They describe how feature selection and data mining algorithms are combined through a Genetic Algorithm, using single source data, and how multi source data are combined through several best-suited fusion techniques by employing a genetic algorithm for optimal fusion.
All these studies emphasize the importance of applying a feature selection technique to a database in order to obtain a smaller database than the initial one. This reduced set of data will preserve all the features necessary for solving the given problem and will optimize the time and the resources involved in the process. We should mention that there have been cases when the data selected through a feature selection technique increased the accuracy necessary for solving the given problem.
In conclusion the idea of using input data features for training a neural network may seem simple and very natural. We may also consider that an important part of the input data currently used in training the different types of neural networks are recurrent and display unnecessary information for the training process. Nevertheless, the process of selecting some data features which can successfully represent the initial data in the training process is a challenge that, in present, is not 100% solved. The field that successfully deals with finding the best solutions for such problems is data mining.
II. SELECTING THE TRAINING SET FEATURES BY
USING DATA MINING TECHNIQUES By using the data mining procedure, we will try to find some correlations in a data set in order to select a feature set. For this purpose, a technique capable of selecting the best features from a database must be considered.
The technique used implies two components: a feature evaluation technique and a search algorithm for selecting the best features.
The evaluation technique used is named CFS (Correlation based Feature Selection) and it is an algorithm that combines this evaluation formula with an appropriate correlation measure and a heuristic search strategy. [14] The technique is based on the hypothesis according to which a good feature set must have characteristics that are closely correlated to the respective set and less correlated (or uncorrelated) to other sets.
If the correlation between each of the components in a test and the outside variable is known, and the intercorrelation between each pair of components is given, then the correlation between a composite test consisting of the summed components and the outside variable can be predicted from:
where r zc is the correlation between the summed components and the outside variable, k is the number of components, zi r is the average of the correlation between the components and the outside variable, and ii r is the average intercorrelation between components.
CFS is a simple filter algorithm that ranks feature subsets according to a correlation based heuristic evaluation function. The main features from the dataset are highly correlated with a class and uncorrelated with each other.
Irrelevant features should be ignored because they will have low correlation with the class. Redundant features will be eliminated from the list despite being highly correlated with one or more classes because they belong to other features as well.
The acceptance of a feature will depend on its power of predicting certain classes from the datasets that cannot be predicted by other features corresponding to equation (1) .
Experiments on artificial datasets showed that CFS quickly identifies and screens irrelevant, redundant, and noisy features, and identifies relevant features as long as their relevance does not strongly depend on other features.
As search algorithm, we used the BestFirst which is a greedy hill climbing algorithm [15] coupled with a backtracking strategy.
The hill climbing algorithm aims at maximizing (minimizing) an f(x) function, where x can take values in a discreet space. If we represent the x values as nods in a graph, then the arch between 2 nods represents the similitude between those 2 nods (states).
To resolve the problem we can use many hill-climbing methods. Forward selection (FS) is one of the simplest and highly used methods existent. It starts with an empty set and greedily adds features, one at a time, until all features have been added. At each step FS adds the feature that, when added to the current set, yields the learned structure that generalizes best. By adding one feature at a time, the features already added to the current dataset cannot be removed anymore.
Backward elimination (BE) is similar to FS, the only difference consisting in the fact that BE starts with all the features in the set and eliminates each feature at a time. Moreover, once a feature is removed from the set, it cannot subsequently be added.
The process of adding or removing a feature through a final action can be a hazardous attempt because the feature may subsequently prove its value in a future stage of the algorithm. Consequently, a safer method would be either add or remove an attribute in each stage. We can start with an empty attribute set, with a complete attribute set or with a random number of elements and subsequently, we can either add or remove any attribute. Forward stepwise selection (FSS) is a greedy hill climbing feature initialized with the empty feature set and backward stepwise elimination (BSE) is a greedy hill climbing feature initialized with a complete set of features.
The algorithm will run through the entire graph, nod by nod, each time trying to maximize (minimize) the f value, until a local maximum (minimum) is reached.
In Fig. 2 , we can see the graphic representation for a function that has a single local maximum. We should mention that this representation serves just as example; more frequently, in practice we deal with functions having more maximum/ minimum local points. For this reason, when the algorithm finds a maximum or a minimum point, it must determine whether it is local or general. The final task of the algorithm is to find a local maximum/ minimum point as close as possible to the general one.
By combining the two components, i.e. the feature evaluation technique and the search algorithm for selecting the best features, we will try to select the best features from a dataset using the data mining Weka program. [16] [17] The selected features will subsequently be used for training an ANN.
Further on, we will present the experiments performed and the data obtained through these experiments.
III. EXPERIMENTS
The experiments performed in this chapter were meant to determine two aspects of training an ANN with input data features. The first aspect refers to the accuracy of the features. We will try to determine whether by training an ANN with input data features, we obtain recognition rates comparable to the ones obtained by a network trained with original data. This is one of the most important aspects of training an ANN with input data features because our aim is to maintain the same recognition rates obtained by the original network.
The second aspect we want to emphasize is the training time. In what follows, we will demonstrate that by training an ANN with input data features, the training time will be considerably reduced in comparison with the time obtained by training a network with original data.
For the experiments we used an ANN multilayer perceptron network with one hidden layer. (Fig.3) The weights and biases of the neural networks are initialized randomly between 0.5 and -0.5, and the number of hidden nodes is determined heuristically for each problem.
The first experiment consisted in training a neural network to recognize handwriting. As training and testing data for these networks, we used the NIST 19 international database letter set, that contains over 800.000 entries. [18] The characters used for this first example are represented on a 1024 pixels (32x32) image, each letter previously being processed through a corresponding scaling and a mass centre translation. The neural network was trained to recognize 4 letters: a, e, n, r. All of them are present in the training set with 4000 patterns each.
For the second neural network, we firstly filtered the input data and then, we selected only those features that included the characteristics common for all of the 4 letters. The data filtering operation was performed by using the Weka program, to which a supervised 'selection of the best features' filter was used. [19] After the filtering operation, only 100 of the 1024 features involved in experiment were preserved. The remaining attributes are: 80,84,111,115,120,121, 136,137,138,169,175 Each of these features determines a major change in the output of the network. In Fig. 4 , we can easily notice that the output of the network is highly influenced by the change of value for 2 inputs of the network.
There were mentioned changes in the structure of the neural network as well, as we can see: the second neural network has the following configuration:
• After the training operation, we tested both networks using a set of 4000 letter patterns, each of the 4 letters having 1000 patterns. The results obtained are presented in Table I and Table II and the graphic representation can be seen in Fig. 5 and Fig. 6 . We can easily notice a favorable recognition rate of ANN2 in comparison with ANN1 and the training time being very shorter for the second network.
For the second experiment, we tested the performance of neural networks trained with data features on several data sets that were used in many other benchmarks. [12] We will give a detailed account only of the segment problem, the rest being somehow similar to this.
[20] The results obtained for all the problems are briefly displayed in Table V. Each training pattern is made up of the features from a 3x3 pixels segment of an image. The neural network must analyze these features and classify the respective pattern into one of the 7 possible patterns available: pat, foliage, window, brick face, cement, sky, grass. The same as for the first experiment, we trained two neural networks: one with the initial data, the other with the filtered data.
After filtering the pattern data features, out of 19 features, only 6 were selected as being the most important for selecting the category to which the respective pattern belongs. The remaining attributes are: region-centroid-col, region-centroid-row, hedge-mean, rawred-mean, hue-mean.
The third neural network (ANN3) has the following configuration:
• The fourth neural network (ANN4) has the following configuration:
• Input layer -it is made up of 6 neurons. The activating function is the linear function f(x)=x. The set entries can take the following values: 0 or 1.
• Hidden layer -it is made up of 41 neurons. The activating function is a logistic function and has the following configuration: f(x)=1/(1+exp(-x)) • Output layer: it is made up of 7 neurons. The activating function is a logistic function and has the following configuration: f(x)=1/(1+exp(-x)) After the training operation, we tested both networks using a set of 1500 patterns, each of the 7 letters having 215 patterns. The results obtained are presented in Table III and  Table IV and the graphic representation can be seen in Fig.  7 and Fig. 8 . The final results for all the data sets used in the second experiment are displayed in Table V. We can clearly notice that the recognition rates obtained by training an artificial neural network with input data features are considerably superior to other training methods. Moreover, the training time for the networks that use input data features is evidently superior (sometimes up to 20 times shorter) to the networks trained with the entire data set.
[3] Stergiou, C., Siganos, D., "Neural networks" , http://www.doc.ic.ac.uk/~nd/surprise_96/journal/vol4/cs11/report.htm l, 1996 [4] Babii, S., Cretu, V., Petriu, E. IV. CONCLUSION
The present paper aimed at presenting a new neural network training method. The procedure consists in preprocessing the input data for selecting their main features. The filtering operation was performed by using a data mining algorithm for selecting the best features.
We obtained superior recognition rates for the neural networks to which the input data were previously filtered. Moreover, the training time was visibly shorter (up to 20 times) than a classic training and the complexity of the network trained with input features was evidently superior.
The results have been obtained by training several ANNs with data from different public databases and absolutely in all the cases, the implementations of ANNs trained with input data features are highly superior to the ones obtained by applying other algorithms.
We should also mention that an input data preprocessing by filtering the data main features is more than necessary because it eliminates the data recurrences and the features that are not used in the training procedure.
A preprocessing operation of the input data by selecting the data main features is highly recommendable as it considerably improves the neural network training procedure.
