Abstract -We apply the reciprocity method (EISNER and CLAYTON, 2001a) to compare the full waveform synthetic seismograms with a large number of observed seismograms. The reciprocity method used in the finite-difference modeling allows for the use of high quality data observed from the earthquakes distributed over the wide range of azimuths and depths. We have developed a methodology to facilitate the comparison between data and synthetics using a set of attributes to characterize the seismograms. These attributes are maximum amplitude, time delay and coda decay of the magnitude of the displacement vector. For the Southern California Velocity Model, Version 1 (MAGISTRALE et al., 1996) , we have found misfits between data and synthetics for paths traveling outside of the sedimentary basins and the western part of the Los Angeles and San Fernando basins.
Introduction
With better numerical techniques to evaluate the seismic wave propagation in complex three-dimensional (3-D) heterogeneous media, the need for realistic velocity models arises. GRAVES and WALD (2001) show the necessity of well tested velocity models for source inversions. OLSEN and ARCHULETA (1996) , EISNER and CLAYTON (2001c) apply finite-difference modeling in a 3-D velocity model to evaluate realistic long period site effects for Southern California. However, the outstanding issue is how well the 3-D models describe the earth properties important for the seismic wave propagation. The ultimate test of these models is how well they predict the observed full waveforms. Several studies have used the Southern California velocity models for simulations of Landers (OLSEN et al., 1997; WALD and GRAVES, 1998) and Northridge (OLSEN and ARCHULETA, 1996) earthquakes and compared the full waveforms synthetics to the observed seismograms recorded during these earthquakes.
The current procedure is to evolve the wavefield outward from the source to a suite of observation points and compare the synthetics to the recorded data. This generally means one simulation for each source. We propose a method which will allow us to compare data and synthetics for a large number of source-receiver pairs with one run. By using reciprocal sources we can reduce the amount of calculations when determining synthetics for earthquakes at a few selected high quality stations. Furthermore, we can select stations which have available records for a multitude of earthquakes. EISNER and CLAYTON (2001a) show the reciprocity method for the above described application and discuss its numerical implementation and accuracy with the finite-difference technique.
We propose to use numerous small earthquakes computed with a finite-difference technique (GRAVES, 1996) to test the Southern California Velocity Model, Version 1.0, (MAGISTRALE et al., 1996) . The simulation of a large number of small earthquakes has several advantages; small earthquakes are generally distributed throughout the entire model, and the spatial distribution of sources enables us to illuminate the model from many azimuths. The depth variation of sources enables us to distinguish between the effects of the shallow and deep earthquakes. By including the weak motion data (small earthquakes) into this test of the velocity model, we are able to test regions where no large earthquake previously occurred, but which are potentially hazardous. Figure 1 illustrates the advantage of the proposed method. The velocity model is tested along many source-receiver paths which cross each other. The path crossing can be used to determine the sources of the discrepancies between the observed and synthetic seismograms. Map of Southern California showing the selected earthquakes and broadband stations (triangles) with straight lines connecting the epicenters and the receivers of the epicenter-receiver pairs used in the backprojection of the time shifts and coda decay. WALD and GRAVES (1998) show that even for the long period data, observations and synthetics do not match in phase and amplitude. The real earth has more complexity than we are likely able to include in our model, and hence we do not expect an exact match of synthetics and data. In this study, we are interested in matching the main energy of the synthetic and observed seismograms; therefore the discrepancy between data and synthetics is measured by comparing simple attributes of the seismograms. These discrepancies in attributes can be used to determine the regions of the model that appear to be in error. We propose to determine these attributes from the time history of the displacement magnitude. The magnitude of the displacement provides a simple scalar quantity with which one can monitor timing, amplitude and coda of the seismograms. We chose to characterize the fit between synthetic seismograms and data by measuring the following attributes: the time shift (the shift of the synthetic seismogram for which it best matches the observed seismogram), maximum amplitude and coda decay (the rate at which the amplitude decays to zero). Therefore, a ''good fit'' in our study is a match of timing, coda decay, and maximum amplitude between the displacement magnitude of the observed and synthetic seismograms.
The previous studies (OLSEN et al., 1997; WALD and GRAVES, 1998; OLSEN and ARCHULETA, 1996) included triggered or incomplete seismograms in order to test the entire model. Some incomplete records from low quality stations are terminated before arrival of the later phases; this is a common problem for triggered seismograms. Since our study is based on weak motion data, we use broadband complete observed seismograms with absolute timing. We also develop a method of interpreting the differences between data and synthetics which is robust and uses the entire three-component seismograms. In this study, we only indicate the regions of the model that are inadequate. We do not attempt to update the model. This study of the Southern California Velocity Model, Version 1, includes the top low-velocity layers which are important for propagation of waves within a period range of interest.
The Testing Procedure
We apply the reciprocity method to simulate multiple sources recorded at a few receivers to reduce the amount of calculations. By invoking reciprocity, the number of simulations can be reduced to three times the number of receivers (EISNER and CLAYTON, 2001a) . This method can also provide suites of source mechanisms and locations. For the example here, with 6 receivers and 32 sources (Fig. 2) , we need only 18 simulations versus 32 simulations using the forward technique. If we had also wanted to include a variable double-couple mechanism for the point-source, the reciprocity method would still have required only 18 simulations versus 160 (5 moment tensor elements times 32 source locations) simulations with the direct Vol. 159, 2002 method. Source relocation would further increase the cost of the direct method but not of the reciprocal method.
We develop a new set of measurements to characterize the misfit. We use the magnitude of the displacement (MOD, vector length of all 3 components) as our basic measure MODðtÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi u 2 rad ðtÞ þ u 2 tra ðtÞ þ u 2 up ðtÞ
Here MODðtÞ is the time history of MOD and u rad ðtÞ; u tra ðtÞ; u up ðtÞ are the time histories of the individual components. Use of the MOD is convenient, because it allows a scalar quantity to represent the three components of a vector, and it is particularly useful in 3-D heterogeneous media where there is no simple decompo- Table 1 ), and broadband stations (triangles) for the test of the Southern California Velocity Model, Version 1 (MAGISTRALE et al., 1996) . The shading and contours correspond to the Love wave group velocity of three seconds period. The contours are labeled at 1.0 and 2.0 km/sec and the contour interval is 0.25 km/sec. sition of the seismogram into distinct phases, such as SV or SH, or surface waves such as Love or Rayleigh waves. It is a convenient measure of the first-order fit between data and synthetics that is sensitive to the travel time, amplitude and strength of coda. Furthermore, the MOD is not zero in the nodal direction of the radiation pattern, making it more suitable for comparison of amplitude ratio of data over synthetics. An entire three-component seismogram can be described by three time dependent spherical coordinates (an MOD, a particle motion's azimuth and a particle motion's declination). The azimuth and the declination depend on the direction from which a wave arrives and the type of the wave. In this study we are primarily interested in whether the model sufficiently represents the real earth so that we can reproduce main scattered waves in our numerical simulations. Consequently, we have chosen to base our comparison on measuring characteristics of the MOD, as it is more sensitive to the propagation effects of the large energy arrivals in a seismogram than the smaller arrivals. Beside MOD there are other variables suitable for measuring a fit between the data and synthetic seismograms in a 3-D space (e.g., measuring absolute distance between particle motion in the synthetic and the observed seismograms); however, MOD conveniently describes the criteria of the fit we were interested in: the timing, the coda decay and the maximum amplitude. The MOD time histories of the real and synthetic data are compared by correlation to obtain the maximum cross-correlation and the time shift at which the maximum occurs. The value of the maximum cross-correlation determines the quality of the fit between data and synthetics. Since the cross-correlation of the MODs is a cross-correlation of the two positive functions, the mean value of the cross-correlation is 0.5. The time of the maximum correlation is a time shift of the synthetic seismogram for which it best matches the observed seismogram. Note that this definition of the time shift does not depend on an a priori selection of phases. Since the correlation is dominated by the maximum amplitude, we are likely determining the variations in surface-wave group velocities. However, this interpretation depends on the distance between the source and the receiver, source depth, source mechanism and several other parameters. The time shift between synthetics and the data is caused by the velocity deviation in the model between the source and the receiver. The time delays due to errors in horizontal locations of the earthquakes are not large enough to explain the observed time delays. A source mislocation should not appear as a consistent time delay in our model as the earthquakes are located by a very dense network of the stations, and time delays due to the mislocation are lower than time delays observed in this study. The noise in the observed seismograms or mismatch between the data and the synthetics may cause the cross-correlation to peak at a time shifted by a dominant period (cycleskip). Therefore, the cross-correlation is tapered for time shifts longer than the dominant period of the signal to avoid this. We taper the cross-correlation function for times longer than the shortest period used in our signal (no shorter period can be a dominant period). We can invert the time shifts for a slowness variation with a Vol. 159, 2002 tomographic method to show which parts of the model are most likely in error. Assuming most of the energy in the data and the synthetic seismograms travels along a straight line between the source and the receiver, we chose a simple backprojection method to map the time shifts into lines connecting corresponding epicenters and receivers. This is a simplification of the actual ray paths, however it gives us a good estimate regarding which regions of the model cause systematic time shifts.
To invert we divide the model into cells and the average slowness deviation of the i-th cell is determined by a simple inversion of the time shifts:
Here ds i is a slowness deviation in i-th cell, dt j is the time shift of the j-th epicenterreceiver pair, L ij is the length of the straight line between the j-th epicenter-receiver pair in the i-th cell, D is damping, and
To measure the coda decay, we use a sliding window average (MONTALBETTI and KANASEWICH, 1970) of MOD. An exponential decay of the form
is fitted for the time t ! t 0 by least-squares. Here t 0 is the time of the maximum of the MODðtÞ, MðtÞ is the sliding window averaged MODðtÞ, b characterizes the decay of the coda, and M 0 is the maximum of the MðtÞ: M 0 ¼ Mðt 0 Þ. The exponential decay of the MðtÞ can be derived from the exponential decay of the energy at a seismogram computed for a random isotropic scattering medium (ZENG et al., 1991) . Based on observation of the exponential decay of coda in data, we use this rate of decay as a first-order approximation for the coda decay of the long period signal. We compare the coda of the synthetics and the data by comparing the decay of synthetics and the data if the maximum crosscorrelation is above 0.8. This level ensures we are looking at differences in coda decay and not simply misfit of entire seismograms. The coda is a measure of the complexity of the model, and we interpret it in the following manner: if b is larger for the synthetics than for the data, then our model does not generate enough coda and is lacking in complexity; if b is larger for the data than the synthetics, our model is too complex and generates excessive coda. Assuming small-angle scattering (WU and AKI, 1988) we may estimate that the sources of the observed scattering occur along a straight path between the epicenter and the receiver. This assumption is valid for
where A is characteristic size of heterogeneity and k dominating wavelength. An exact inversion for the scattering sources is beyond the scope of this study, however the proposed method identifies the regions of the model which consistently cause a discrepancy in the scattered energy between synthetics and data. An analogous back-projection can be used to identify these regions in the analogous manner as with the time shift anomalies:
Here b synt j and b data j are determined from the fit of the synthetics and data (respectively) of equation (3), and dE i is a relative error of the b value per distance in the i-th cell. The regions with positive dE i are areas with too much scattering in the model and vice versa.
The last attribute we compare is M 0 , the maximum of the MODðtÞ, which characterizes the overall source strength and model amplification. ARCHULETA (1996) and GRAVES (1998) have shown that the model amplification is well predicted by the 3-D velocity model for well constrained sources of large earthquakes. That is, they fit the maximum amplitudes within a factor of 2 between the data and the synthetics. As we have observed larger discrepancies of the maximum amplitude, we assume that the ratio of the maximum amplitude of the synthetics to data is not on average biased due to the 3-D velocity model, and we interpret it as a bias due to the strength (magnitude) of the source. For each earthquake we compute the ratio of the maximum the MODðtÞ of the synthetics to data over all stations. We average these ratios over all stations used in a study. If the averaged ratio deviates significantly from 1.0, the estimated source magnitude is incorrect. Values larger than 1.0 can be interpreted as overestimated magnitude and values smaller than 1.0 can be interpreted as underestimated magnitude of an earthquake source.
Application to the Southern California Velocity Model
The reciprocity method and the measurement of the attributes discussed in the previous section are now applied to test the Southern California Velocity Model (SCVM), Version 1 (MAGISTRALE et al., 1996) . The model consists of sedimentary basins placed in a 1-D (HADLEY and KANAMORI, 1977) background medium. The sedimentary basin portions are based on geologic information of the surface geology and depth-to-basement rock, and other geological information. Note that the sedimentary basins have a very irregular shape and therefore the synthetic seismograms computed in this model are very sensitive to the source location. Figure 2 and Table 1 show the selected earthquakes and their parameters (respectively) used in this study. The earthquakes represent the best spatial distribution of small earthquakes with a good signal-to-noise-ratio in periods of three seconds and longer. At shorter periods smaller velocity variations cause discrepancies between the data and synthetics, but this is compensated by having Vol. 159, 2002 A Full Waveform Test by the Reciprocity Methodmore earthquakes that have a good signal-to-noise-ratio and thus improving the test of the velocity model. We use a triangular moment rate source time function of three seconds length in the modeling of the synthetic seismograms. The instrument response is removed from the observed data. We have not inverted for source location or mechanism in our study because we use only a limited number of stations and therefore we would introduce an artificial bias due to station distribution. We use two catalogues of earthquake parameters: the primary catalogue of ZHU and HELMBERGER (1996) for 26 earthquakes with magnitude 5:5 > M w > 3:4 and a secondary catalog of earthquakes' parameters of (2000) for six earthquakes not listed by ZHU and HELMBERGER (1996) . ZHU and HELMBERGER (1996) use surface waves and body waves to determine earthquake mechanisms and locations in a 1-D velocity model of Southern California. HAUKSSON (2000) uses direct first motion arrivals of P and S waves in a laterally heterogeneous model based on tomographic inversion. The catalogue of HAUKSSON (2000) lists also source parameters of the catalogue of ZHU and HELMBERGER (1996) ; therefore, we could compare the full waveform fit to the data for the source parameters listed in both catalogues. We found that the source parameters of ZHU and HELMBERGER (1996) fit the data better, especially the surface waves.
The lowest velocity in the model is clamped at 0.5 km/sec to allow the surface waves of three second and longer periods to maintain the same group velocities between the values in the velocity clamped and the original models. The velocity clamping at 0.5 km/sec replaces all velocities lower than 0.5 km/sec with 0.5 km/sec. For the SCVM, Version 1, only the S-wave velocities were clamped with the value of 0.5 km/sec in the top 600 meters. The simple velocity clamping is not the best method to preserve the surface-wave velocities for a velocity model (see EISNER and CLAYTON, 2001b for a detailed analysis); however, if the velocity clamping value (0.5 km/sec in this case) is sufficiently lower than the group velocities of the original model, it approximately maintains the same group velocities as in the original model. Figure 2 shows the Love wave group velocities in the SCVM, Version 1. The slowest regions of the Love wave group velocities are between 0.5 km/sec and 0.75 km/sec for the period of three seconds (the minimum is exactly 0.51 km/sec at 34:197 N latitude and 118:332 W longitude). Therefore, the wavelength of the surface waves propagating in the sedimentary basins is 1.5-2.1 km. We do not use attenuation in our modeling, since it is not part of the SCVM, Version 1. The attenuation would decrease the amount of the coda in the synthetic seismograms, which already tends to be underestimated by the model.
The Analyses of Individual Source-receiver Pairs
In this section we present examples of the fit between the synthetics and the data. Figure 3 shows an example of a good fit of synthetics to data in the presence of strong lateral heterogeneity between the earthquake E10 and the station PAS. The synthetic seismograms reproduce the late scattered arrivals fairly well on all components. The maximum crosscorrelation is at 0.92 and the time shift is 1.4 seconds, indicating that the model is slower on average than the data. The amplitude ratio of synthetics to data is 2.3, indicating the moment magnitude for this earthquake is overestimated (the average moment for the earthquake E10 is overestimated by the factor of 1.7). The coefficient of the decay is 30% larger for the synthetics. Vol. 159, 2002 Figure 4 indicates another example of a good fit for the earthquake E24 at the station VTV. This example demonstrates the advantage of using the MOD to compare the synthetic seismograms and the data as the signal to noise ratio on the MOD component is better than on any of the vertical, radial or transverse components. This is also an example of the data with the worse signal-to-noiseratio used for the inversion of the coda decay, maximum amplitude, or time shifts. The value of the maximum cross-correlation is 0.92 and the time shift is +0.25 sec. The amplitude ratio of synthetics to data is 1.25. The coefficient of decay is 10% larger for the synthetics. The synthetic seismograms match the timing and phase of the surface waves (time 30-40 seconds) well and no significant scattered energy arrives after the main pulse in either the observed or the synthetic seismograms. Figure 5 shows the comparison of seismograms in which there are significant discrepancies between the synthetics and data for the station RPV and the earthquake E13. The first arrivals (15-30 sec) match in phase, timing and amplitude on all components extremely well; however, the later phases of data and synthetics diverge. The synthetic seismograms do not show large arrivals after 35 seconds, but the data show many large arrivals. The hypocenter of the earthquake E13 is at a Figure 3 Example of a good fit between data and the synthetics for the earthquake E10 recorded at the station PAS (see Table 1 ). The seismograms show displacement in microns. Both synthetic seismograms and data are filtered between 3 and 20 seconds and the instrument response was removed. Data shown by solid line; synthetics by dashed line.
shallow depth (8.9 km) and therefore the earthquake excites surface waves. These waves propagate through the strongly heterogeneous San Fernando and western part of the Los Angeles basins before they are observed at the station RPV. The lack of scattered energy in the synthetic seismograms indicates these basins may be too simple in the velocity model. The maximum value of the cross-correlation is 0.87 and it is shifted by À1:5 seconds. The amplitude ratio is 0.84 and the coefficient of decay is 80% larger for the synthetics. Figure 6 shows the comparison of data and synthetic seismograms at the station SVD for a shallow earthquake E04. The direct S wave and the surface waves (40+ sec) arrive ahead of the data. The latter arrivals observed in the data also exhibit more complexity not reproduced in the velocity model (50+ sec). A large portion of the path between the earthquake E04 and the station SVD is outside of the sedimentary basins and therefore the likely explanation of the timing shift is the fast background model (as was also observed by WALD and GRAVES, 1998) . The lack of coda (50+ sec) in the synthetic seismograms indicates the background model should also have more complexity in order to explain the data. The maximum value of the cross-correlation is 0.81 and it is shifted by À1.8 sec. The amplitude ratio is 1.7 and the coefficient of decay is 400% larger for the synthetics. Example of a good fit between data and the synthetics for the earthquake E24 recorded at the station VTV (see Table 1 ). The seismograms show displacement in microns. Both synthetic seismograms and data are filtered between 3 and 20 seconds and the instrument response was removed. Data shown by solid line; synthetics by dashed line.
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Errors of the Velocity Model
Finally we have used the back-projection techniques described earlier to summarize the comparison of all the synthetic and observed seismograms. We have used only seismograms with maximum cross-correlation higher than 0.8 within a maximum time shift of three seconds. The coda decay was measured for the sliding three seconds long window average of MODðtÞ. The back-projections of equations (2) and (4) Figure 7 provides a summary of the comparison of maximum amplitude, coda decay and time shift between the observed and synthetic seismograms. The map A of Figure 7 shows the maximum amplitude comparison is dominated by the four underestimated earthquakes in the Los Angeles basin, however several factors may have biased the comparison of these amplitudes. The overestimated magnitude of the most western earthquake may have been caused by a complex 3-D coastal structure neglected in the 1-D velocity model used for the source magnitude inversion. There also seems to be a systematic bias to underestimate earthquakes to the north of the San Fernando basin and overestimate earthquakes with a hypocenter depth beneath Figure 5 Example of a poor fit between the data and the synthetics for the earthquake E13 recorded at the station RPV (see Table 1 ). The seismograms show displacement in microns. Both synthetic seismograms and data are filtered between 3 and 20 seconds and the instrument response was removed. Data shown by solid line; synthetics by dashed line.
the San Fernando basin (earthquakes north of 34 N latitude and west of 118:5 W longitude). We attribute this effect to a discrepancy of the inversion for source parameters in the 1-D medium with a 3-D basin focusing (north of the San Fernando basin) and defocusing (below the San Fernando basin) of the energy. The map B of Figure 7 shows results of the coda analysis. The map is dominated by the areas for which the tested model lacks coda. Including attenuation would further increase this discrepancy and hence our measurement is a lower bound. Therefore, the model would need even more complexity in order to explain the observed data. The lack of coda in the western part of Los Angeles and San Fernando basins and to the north of the Los Angeles basin reflects a lack of complexity in the velocity model. The small discrepancies in the model of the central Los Angeles basin and San Bernardino Basin indicate that on average the model is properly modeling the complexity observed in data. The coda discrepancy is most likely caused by the surface-wave scattering. However, some artifacts may be caused by a poor coverage of crossing paths, as can be seen in Figure 1 . Also these results should not be considered as an inversion, but rather identification of regions which are sources of discrepancies between the observed and synthetic seismograms. Example of a poor fit between the data and the synthetics for the earthquake E04 recorded at the station SVD (see Table 1 ). The seismograms show displacement in microns. Both synthetic seismograms and data are filtered between 3 and 20 seconds and the instrument response was removed. Data shown by solid line; synthetics by dashed line.
Vol. 159, 2002 The map C of Figure 7 shows that the velocity model is too fast in the western part of the Los Angeles basin and to the north of the Los Angeles basin. This result is consistent with the results of the coda back-projection. We interpret this consistent pattern to be a consequence of a too fast and too simple background 1-D velocity model (see the section Application to the Southern California velocity model) and that the western parts of the Los Angeles basin are also more complex than in the tested model. However, the central Los Angeles basin and San Bernardino basins seem to be too slow, which can be corrected with overall faster velocities in this part of the model.
Conclusions
We have shown that the reciprocal method provides a means for doing wave simulations that are otherwise expensive. In the example shown here, we are able to reduce the number of runs by a factor of two, and additional sources (when they become available) can be added with no extra computation.
We also developed a set of criteria for comparing data and synthetics computed in a complex 3-D media when exact matching of waveforms is not possible due to lack of model details or precision. The magnitude of displacement (MOD) measure has a number of advantages in this respect.
For the case study of the Southern California Velocity Model, Version 1, the characteristics of the fit between synthetic and recorded seismograms show consistent patterns, indicating regions which need to be improved to produce a better fit between data and synthetic seismograms. The bias would not be apparent unless numerous source receiver locations would be tested. The red circles correspond to the underestimated magnitude of an earthquake on average, the blue circles correspond to overestimated magnitude of an earthquake on average. The larger the circle, the larger the discrepancy. A circle of a radius zero, not printed, corresponds to a perfect fit. The largest circle corresponds to 4.2 times on average underestimated maximum amplitude. The contours correspond to the Love wave group velocity for a period of three seconds. The map B shows results of coda back-projection: the blue color corresponds to lack of the coda generated by the model, and the red color corresponds to too much coda generated by the synthetic model. The map C shows results of time shift back-projection: the blue color corresponds to overly fast parts of the model, and the red color corresponds to the slow parts of the model. California Earthquake Center. SCEC is funded by NSF Cooperative Agreement EAR-8920136 and USGS Cooperative Agreements 14-08-0001-A0899 and 1434-HQ-97AG01718. The SCEC contribution number for this paper is 525.
