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The unprecedented increase in volume and influx of structured and unstructured data has
overwhelmed conventional data management system capabilities in organizing, analyzing, and
procuring useful information in a timely fashion. Structured data sources have a pre-defined
pattern that makes data preprocessing and information retrieval tasks relatively easy for the current
technologies that have been designed to handle structured and repeatable data. Unlike structured
data, unstructured data usually exists in an unorganized format that offers no or little insight unless
indexed and stored in an organized fashion. The inherent format of unstructured data exacerbates
difficulties in data preprocessing and information extraction. As a result, despite the vastness of
unstructured data, most of the decisions are mainly based on information extracted from structured
data.
The objective of this research is to explore different text and data mining methods that can
be leveraged in the transportation safety domain to improve the integration of unstructured textual
information in the decision-making process. Different case studies in the field of transportation are
explored utilizing the police officer crash narratives in Michigan and self-reported collision and
near-miss reports from the crowdsourcing platform. Each case study covers distinctive data and
text mining approaches. In transportation safety, millions of police crash report narratives are

generated each year in the US that describes crash scenarios. Apart from these official police
reports, road users have been provided with different crowdsourcing platforms whereby they can
describe any incident such as near-miss and collision while sharing the road space. The information
that is contained in these unstructured textual sources can offer salient knowledge that can help to
improve the existing infrastructural safety and services. The advantages and challenges of
incorporating extracted textual information with traditional structured crash data are thoroughly
discussed.
The first case study evaluates a way of integrating structured crash metadata with
unstructured crash narratives. The data for testing the proposed procedure is the pedestrian
crossing-related crashes at undesignated midblock locations. Both structured crash data and report
narratives are used to discern human, environmental, and roadway factors associated with
pedestrian crossing-related crashes at undesignated midblock areas. The main emphasis is the
contribution of crash narratives in understanding the pattern and causes of pedestrian crashes. The
extracted textual feature from crash narratives indicated the most important predictor of pedestrian
fatalities were cases when a pedestrian was wearing dark clothing while crossing the road. The
type of cloth information was only available in the crash narratives. Further, the Random Forest
capability of predicting the fatality instances when pedestrians were crossing at undesignated
midblock locations was improved when the extracted textual features from the crash narratives
were incorporated in model calibration. The case study highlights the importance of incorporating
information from an unstructured textual source in transportation safety studies.
The second case study evaluates and proposes efficient ways of automating the process of
information extraction using text analytics and a data mining approach. Reports of crashes at
signal-controlled intersections in Michigan involving at-fault drivers who were issued a “fail to

yield” or “disregard traffic control” hazardous action citation were used in the analysis. The
semantic n-gram feature analysis is used to discern the most likely crash scenario at signalcontrolled intersections for each of the hazardous actions. Support vector machines and boosted
classification trees are developed using unigram and bigram features with different n-gram feature
deployment scenarios to predict hazardous action citations. Further, the developed textual-based
algorithm proved to be promising in detecting possible errors that were made by the police officers
while coding hazardous actions in the crash reports. These findings and the proposed methodology
in this case study can be used by the agencies in each state to improve their future editions of crash
reporting manuals by providing detailed descriptions of the crash contributing factors.
The third case study covers another interesting aspect of the text mining analytics approach
namely topic modeling. Topic models are unsupervised probabilistic models that enable users to
search and explore the documents based on the underlying themes that form a document. This
case study explores the prevalence and co-occurrence of themes in traffic fatal crashes using
structural topic modeling and network topology. The study uses Michigan traffic fatal crash
narratives to generate topics that are mainly categorized into pre-crash events, crash locations, and
involved parties in a crash. Various topics are discovered and variations of topics prevalence across
crash types are observed. Also, the centrality and association between topics are observed to vary
across crash types. Further, results indicate that automation of crash typing and consistency check
can be accomplished with a decent level of accuracy by using extracted latent themes from the
crash narratives. Therefore, the proposed textual-based framework in this case study can be part
of the advanced and rigorous quality control of police crash reports and other safety-related reports.
The fourth case study is an extension of the topic modeling incorporating an advanced
machine learning technique namely Artificial Neural Networks. Artificial Neural Networks

(ANN) or sometimes known as the connectionist systems is the framework that allows different
machine learning algorithms to work together in solving complex tasks. The exploratory text
mining, topic modeling approach, and ANN are used to study the self-reported cyclist near-miss
and collision reports. The benefit of using text mining and machine learning in this case study is
the ability to automatically provide a broad snapshot of near-miss and collision events from the
textual data. This study not only exposes topics that led to near misses but also sorts out topics
based on how likely the topic’s scenario can result in a collision using the proposed text-based
ANN framework. The methodology helps sort out the most critical topics related to cyclist’s safety
which require in-depth analysis and discussions to produce actionable insights.
Lastly, an online-based tool is created amassing various text and data mining features that
were explored in all the case studies. The tool provides a simple to use graphical user interface
whereby users with limited statistical and programming skills can still use the tool to extract
information from textual data. Users are required to upload textual data and associated metadata.
The tool automatically preprocesses the textual data and produces ready-to-use results based on
the user’s preferences. The interactive tool can help planners, engineers, and other stakeholders at
large in the transportation safety domain to harness the power of text and data mining.
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CHAPTER 1
1INTRODUCTION

In this modern era, there is a plethora of structured and unstructured data that overwhelms
conventional data management system capabilities in organizing, analyzing, and procuring useful
information in a timely fashion (Nakskov, 2015). The unprecedented influx of data has created the
biggest challenge to organizations of converting big data into insights that can enhance data-driven
decisions in an efficient manner (TCS, 2013). The structured data are found mostly in tabular
format with fixed fields and columns that are best handled by relational databases. These databases
store and manage data in rows and columns. The rows can be used to create relationships between
data points. Examples of relational database software include MS SQL, MySQL, Oracle Database,
IBM Db2, Amazon Relational Database Service (RDS), PostgreSQL, Amazon Aurora, and IBM
Informix, among many others. Structured data sources have a pre-defined pattern that makes data
preprocessing and information retrieval tasks relatively easy for the relational database software
that has been designed to handle structured and repeatable data (Inmon et al., 2008).
Unstructured data have been reported to constitute about 95 percent of the total influx of
big data (Gandomi and Haider, 2015). It is composed of text and multimedia content such as
books, journals, memorandum, documents, audio, video, images, files, e-mail messages,
webpages, word processing documents, open-ended survey responses, and so forth. The
unstructured data are best handled by non-relational or NoSQL databases which do not conform
to row-and-column format (Moniruzzaman and Hossain, 2012). Information emanating from
unstructured data is usually richer and broader than structured data (Frunza, 2016). Unlike
structured data, unstructured data usually exists in an unorganized format that offers no or little
1

insight unless indexed and stored in an organized fashion (Berman, 2013). The inherent format of
unstructured data exacerbates difficulties in data preprocessing and information extraction. As a
result, despite the observed vastness of unstructured data, the majority of decisions are mainly
based on information extracted from structured data (Inmon and Linstedt, 2015).
In the transportation domain, the volume of unstructured textual data has increased
tremendously due to the proliferation of unstructured data sources (Kinra et al., 2019). Currently,
transportation users utilize different platforms such as smartphone apps, web interfaces, and
customer service calls to express and share their reviews, remarks, opinions, feedbacks,
complaints, and comments about different transportation facilities and services. In transportation
safety, numerous sources contain big textual data. Millions of police crash report narratives are
generated each year in the USA that describes crash scenarios available in each state. The National
Highway Traffic Safety Administration’s (NHTSA) vehicle complaint database has more than
millions of consumers’ complaint reports. The Aviation Safety Reporting System (ASRS)
comprises narratives of safety incidents submitted by pilots, air traffic controllers, and airline
dispatchers. The information contains in these unstructured textual sources can offer salient
knowledge and insights that can help to improve the existing infrastructure conditions and services
in the transportation safety domain.
This dissertation leverages different text mining and data mining approaches to enhance
decision-making and improve efficiency in transportation service delivery. Two main aspects are
explored. First, the integration of unstructured and structured textual sources to provide new
insights into the transportation safety domain. Secondly, investigating various ways of extracting
useful information from unstructured text corpora with an emphasis on automation. Different case
studies are explored covering various facets of the transportation safety domain. The study

2

discusses both opportunities and limitations of incorporating unstructured data in the transportation
safety domain starting from data acquisition, preprocessing, analysis, information procurement,
retrieval, and dissemination.

1.1

Research goals and objectives

The goal of this research project is to explore the opportunities and limitations of integrating
unstructured data with structured data in the transportation safety domain using cutting-edge text
and data mining analytics. By conducting different case studies in the transportation safety domain,
the present study aimed at achieving the following objectives:
[1] To appraise efficient approaches for automating information extraction from unstructured
textual data in the transportation safety domain.
[2] To develop efficient methods for integrating unstructured textual information with
structured data to enhance the understanding of incident causes and related factors.

1.2

The dissertation framework

The comprehensive overview of this dissertation is provided in Figure 1.1. Different case studies
are used to meet the goal and objectives of the research. The first two case studies namely
integrating structured crash data and report narratives, and semantic n-gram feature analysis and
machine learning are designed to achieve the first objective of the research. The remaining two
case studies which are topic modeling and network topology and integrating artificial neural
networks with text mining are designed to accomplish the second objective of the research. Two
main data sources are used in this dissertation namely the Michigan crash data including UD-10
police crash reports and self-reported bicycle near-miss and collision reports acquired from

3

crowdsourced platform-BikeMaps.org. The data analysis which is the central part of this
dissertation highlights various text mining and machine learning algorithms that are used
throughout the manuscript. Exploratory text analyses such as word clouds, comparison word
clouds, word network diagrams are used to describe text data. The exploratory analysis provides a
cursory glance of content present in the text corpora. Another useful exploratory text analysis is
the network topology. The network topology encompasses a collection of techniques that allow
researchers to find relationships among subjects using relational data that are organized in matrix
form.
Automating information extraction was one of the main objectives of this dissertation. This
was achieved by leveraging the power of topic modeling. Topic models are unsupervised
probabilistic models that enable users to search and explore the documents based on the underlying
themes that form a document. Structural topic modeling (STM) is used in this dissertation. The
main advantage of the STM over the other topic modeling approaches is that it allows the
researchers to discover topics and estimate how each topic relates to the document metadata. This
benefit is particularly important as it allows for the smooth integration of structured data and
unstructured data. Details of each of the text mining approaches can be found in their
corresponding chapters. The machine learning algorithms that are used in this dissertation mainly
utilize output from text mining. It includes the random forest, boosted classification tree, support
vector machines, and artificial neural networks. The performances of the machine learning
algorithms are assessed using various metrics such as accuracy, kappa value, precision, recall, F1score, and area under the receiver operating characteristic (ROC) curve. The details of the machine
learning algorithms which include mathematical formulas and applications are thoroughly
discussed in their respective chapters.

4

Figure 1.1: The dissertation framework
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1.3

Significance of the study

It is almost certain that the amount of unstructured data will continue to proliferate in the
transportation domain. Therefore, this research is important as it highlights the untapped potentials
of unstructured data in the area of transportation safety. This research proposes innovative methods
for autogenerating information from unstructured data and ultimately integrating unstructured data
in the decision-making process. The study equips agencies in transportation safety with text mining
and machine learning methods that can assist in their day-to-day activities. For the information to
be effective and reliable, the chain of data extraction, preprocessing, quality check and information
procurement must be designed to operate swiftly and corporately.
Starting with data extraction, most of the unstructured data is available in formats that can
make the extraction of raw data and preprocessing a tedious task. For instance, the crash reports
are available in portable document format, and it is impractical to manually extract the crash
narratives and other information from each report. This study developed an online-based app that
can be used to extract all the information present in the Michigan U-10 report. The app’s script is
created in R programming language to efficiently loop through the sanitized UD-10 reports,
extracting the crash ID, the crash narratives, and all other information. The tool then maps the
array of results in a more manageable file format that can be easily analyzed and integrated into
the decision-making process. The script can be customized to parse any kind of repetitive
unstructured data.
The study also proposes efficient ways of integrating structured data and unstructured data
in the transportation safety domain using text analytics and machine learning. The study developed
a mixture of textual and numeric machine-based classification schemes. The schemes are tested in
the prediction of fatality instances, among others. The integration of textual features is found to be
6

of paramount importance in providing additional information that is not available in structured
crash databases.
Automating information extraction is also one of the key areas that require significant
improvement to match the rapid inflow of data from unstructured textual sources. The study
proposed efficient methods of autogenerating meaningful information from unstructured data. For
instance, topic modeling was innovatively combined with network topology and machine learning
to automatically extract meaningful information and performing quality checks in thousands of
police crash reports. The proposed framework could replace some of the laborious and risk-prone
methods which relied on manual processing and quality check of unstructured reports.

1.4

Organization of the dissertation

This dissertation comprises five chapters. Each chapter covers a specific case study aiming at
unveiling various text analytics and data mining techniques that can be leveraged in the
transportation safety domain. The first chapter introduces the background of the dissertation,
problem statement, methods, and the significance of the study. The second chapter proposes ways
of integrating structured crash data and crash report narratives. Pedestrian-related crashes that
occurred at the uncontrolled midblock area are used as a case study. The third chapter proposes
innovative ways of combining semantic n-gram feature analysis and machine learning to classify
hazardous actions at signal-controlled intersections. The fourth chapter describes how the topic
modeling and network topology analysis can be utilized collectively to understand the prevalence
and co-occurrence of latent themes in traffic fatal crashes. The fifth chapter investigates ways the
Artificial Neural Networks (ANN) can be integrated with text mining in the analysis of selfreported bicycle near-miss and collision reports.
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CHAPTER II
2INTEGRATING CRASH DATA AND REPORT NARRATIVES: A CASE STUDY OF
PEDESTRIAN CRASHES AT UNCONTROLLED MIDBLOCK LOCATION

2.1

Introduction

Pedestrians are highly flexible in terms of altering their decision-making on their route choice and
road crossing locations (Elvik, 2015). In most circumstances, pedestrians will choose the route that
is the shortest to their destination. The crossing environment may in part influence where a
pedestrian chooses to walk or decides to cross (Zheng et al., 2015a). For instance, the provision
of suitable locations of pedestrian crosswalks on the roadway may encourage pedestrians to make
a safe crossing at designated crosswalks. Conversely, the scarcity of pedestrian crossing facilities
may entice pedestrians to cross at unmarked midblock locations as they try to save time while
completing their trips.
Pedestrians’ choice of where to cross the road is the combined assessment of trip characteristics
and infrastructure characteristics (Chaudhari et al., 2019; Papadimitriou et al., 2009). Multi-lane
roadways may discourage crossing at unmarked midblock locations as it increases the crossing
distance (Chu et al., 2004). Papadimitriou et al (2012) found that roads with low traffic volume
and one-way streets increased the probability of a pedestrian crossing at non-intersection areas. In
addition, De Lavalette et al (2009) observed an increase of pedestrian road crossing violations at
mid-block locations where the median island was present.
A road crossing maneuver at uncontrolled non-intersection locations poses a higher chance of
collision between pedestrians and motor vehicles compared to road crossings at marked and
controlled crosswalks (Shaaban et al., 2016). In the United States, more than half of the pedestrian
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fatalities occur at non-intersection areas, outside the marked crossing locations (Balk et al., 2014).
Also, studies have shown that pedestrians are likely to sustain severe forms of injury when crossing
at undesignated non-intersection areas because pedestrian crossing events are less anticipated by
drivers and therefore vehicle speeds may be relatively higher in these locations. This results in less
reaction time by both pedestrian and driver and high energy dissipated during the collision (Zheng
et al., 2015a).
Pedestrian crossing behaviors may also vary by perceptions and attitudes of each pedestrian
(Cantillo et al., 2015). Factors such as age, gender, and the number of pedestrians traveling together
may affect a pedestrian's decision on when, how, and where to cross the road (Chaudhari et al.,
2019). Brosseau et al, (2013) found that adults were overrepresented on road crossing violations
compared to other pedestrian age cohorts. This is consistent with the Chai et al study that observed
less risk-taking behaviors among young and older pedestrians than adults (Chai et al., 2016).
Shaaban et al (2016) observed more male pedestrians committing road crossing violations
compared to females across the high-speed, multilane roadways.
Provision of pedestrian crossing facilities without accounting for irregularities in pedestrian road
crossing behavior may also lead to more unsafe pedestrian road crossings. An analysis of
pedestrian fatalities by Chang (2008) showed that 42 percent of pedestrian fatalities occurred at
roadways without marked crosswalks. Further, 21 percent occurred when pedestrians were
crossing outside the crosswalks on the roadways where crosswalks were available. Zegeer et al
(2005) also found that the presence of marked crosswalks alone at uncontrolled locations did not
alter the pedestrian crash rate, compared to locations that had unmarked crosswalks. It is surprising
that, even in locations where crosswalks may be nearby, pedestrians may still choose not to use
them while crossing the road.
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There is still limited information on factors and conditions that affect pedestrian unsafe road
crossing behavior (Stefanova et al., 2015), particularly at non-intersection areas (Balk et al., 2014).
Also, most of the studies that have analyzed pedestrian crossing behaviors are based on field
observation studies and simulation (Shaaban et al., 2016; Wang et al., 2010; Xu et al., 2013; Yeung
and von Hippel, 2008; Zheng et al., 2015b).
This study uses crash data and crash narratives to augment the existing understanding of pedestrian
crossing behaviors at undesignated road midblock locations based on gender and age of a
pedestrian in conjunction with roadway characteristics, traffic, and environmental characteristics.
Accurate characterization of pedestrian road crossing behaviors (who, where, when, and how) at
undesignated road midblock areas will assist in the appraisal of more effective and practical
countermeasures that focus on improving the safety of pedestrian-vehicle interaction.

2.2

Data

2.2.1 Data extraction and process
The pedestrian-related crash data were obtained from the Michigan State Police, Office of
Highway Safety and Planning (OHSP). Two years (2016-2017) of pedestrian crossing-related
crash data were used in the analysis. A total of 5,254 pedestrian-related crashes were obtained for
the entire state of Michigan. Crash reports, in portable document format (pdf), containing
narratives, were downloaded from the Michigan Traffic Crash Facts’ website.

A script was

created using Python programming language to extract texts from the crash reports to loop through
the texts to obtain the crash narratives and crash ID. The crash narratives were then combined with
crash metadata using the crash ID.
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The extracted pedestrian attributes from the crash data included age, gender, injury severity,
pedestrian condition (normal or under the influence of alcohol), and action prior to a crash.
Pedestrian age was grouped into four age cohorts, namely, child pedestrians (<14 yrs), young
pedestrians (15-24 yrs), adult pedestrians (25-64 yrs), and older pedestrians (>=65 yrs). The
extracted roadway and environmental attributes at the time of the crash were speed limit, number
of lanes, and lighting conditions. Another important attribute was the distance from where a
pedestrian-related crash occurred to the nearest intersection. This could easily be obtained by using
crash and location data of roadway intersections, i.e. x and y coordinates; however, only crash data
location information was available. Therefore, the study used the segment information (linear
reference system), which was available from both Michigan crash data and the Michigan roadway
shapefile. The road segment ID (Physical Road Number) and Mile Point (MP) were available in
the Michigan crash data, while the segment IDs, Beginning Mile Point (BMP) and Ending Mile
Point (EMP), were available in the Michigan road shapefile. The distance from where a pedestrianrelated crash occurred to the nearest intersection was obtained by finding the difference between
the Mile Point (MP) where the crash occurred and the Beginning Mile Point (BMP) or Ending
Mile Point (EMP) of a segment, as shown in Equation 2.1; The BMP or EMP represents the center
of an intersection.
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑀𝑖𝑛( (𝑀𝑃 − 𝐵𝑀𝑃), (𝐸𝑀𝑃 − 𝑀𝑃))

(2.1)

2.2.2 Identification of pedestrian crossing-related crashes at undesignated road midblock areas
Crashes involving pedestrians crossing at undesignated road midblock areas were identified by the
information available in the crash data, namely, the pedestrian’s action prior to a crash and the
pedestrian’s hazardous action. The authors of this paper identify a pedestrian crossing at an
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undesignated location prior to a crash as someone who crossed the road and committed a hazardous
action as reported by the police officer. The distribution of pedestrian-related crashes based on
pedestrian hazardous actions and roadway locations is shown in Figure 2.1. The focus of the
analysis was at non-intersection areas where a pedestrian was cited as committing a hazardous
action (i.e. being at-fault).

1113 crashes,
26.5%

797 crashes,
75.5%

3086 crashes,
73.5%

258 crashes,
24.5%
Cross not at intersecton

Other scenarios

Pedestrian not at-fault

Pedestrian at-fault

Figure 2.1: Distribution of pedestrian at-fault and not-at-fault instances by roadway locations
At non-intersection areas, 75.5% of crashes (797 crashes) involved at-fault pedestrians, and
24.5% of crashes (258 crashes) involved not-at-fault pedestrians. An illustration of at-fault and
not-at-fault instances from the crash reports is provided in Figure 2.2.
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Pedestrian midblock crossing at designated
area: Not at fault

Pedestrian midblock crossing at
undesignated area: At-fault

Figure 2.2: Typical scenarios for pedestrian not-at-fault and at-fault instances from crash
narratives
A typical instance when a pedestrian was not at-fault and a driver was at-fault was when a
pedestrian was crossing at marked midblock crosswalks. At-fault drivers in these cases were
mostly cited as “failed to yield” (36%), “careless driving” (14%) or “other” (20%). Pedestrian atfault instances occurred when pedestrians were crossing the road at undesignated areas. These
areas include outside of marked midblock crosswalk facilities or at midblock locations where there
were no crosswalk facilities. The main citations relating to pedestrians at-fault were “other” (66%)
and “failed to yield” (28%).

2.3

Methodology

The distributions of pedestrian crossing-related crashes by age and gender were analyzed using
graphical displays and cross-tabulations. The Chi-square test of homogeneity was used to test if
the distribution of pedestrian crossing-related crashes, based on the roadway or environmental
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factors, was significantly different for the given pedestrian age-gender cohort compared to the rest
of the age-gender cohorts. This test is non-parametric and has been utilized mostly for categorical
data analysis as it does not require having conditions in the data such as equality of variance or
residual homoscedasticity (Pandis, 2016). A null hypothesis was constructed to answer a typical
question, e.g.: “Is the distribution of pedestrian crossing-related crashes at undesignated road
midblock areas, by lighting conditions, involving male-child pedestrians significantly different
from other age-gender cohorts?” The null hypothesis showed no difference in the observed
distribution of pedestrian crossing-related crashes at undesignated road midblock areas across
pedestrian age and gender. The null hypothesis was rejected if the p-value was less than 0.05. The
Chi-square statistics can be computed using Equation 2.2;
𝜒 2 = ∑𝑖 ∑𝑗

(𝑂𝑖𝑗 −𝐸𝑖𝑗 )2

(2.2)

𝐸𝑖𝑗

Whereby, 𝑂𝑖𝑗 is the observed frequency and 𝐸𝑖𝑗 is the expected frequency. The computed 𝜒 2 is
compared with the critical value obtained from the Chi-square distribution. The specified degrees
of freedom for the critical value can be computed as (c-1) (r-1), where c is the number of columns
and r is the number of rows in the contingency table.
For prediction purposes, a machine learning approach, Random Forest (RF), was used to
predict fatality instances as a function of predictor variables from crash metadata and crash
narratives. The crash narrative contains a police officer’s written summary of a crash, which is in
an unstructured textual format. The variables from structured crash data that were used for the
prediction of pedestrian fatality instances were pedestrian age, pedestrian gender, pedestrian
condition (normal versus intoxicated), lighting condition (dark versus daylight), distance from the
crash location to the nearest intersection, and the posted speed limit. The bigrams’ (i.e. a pair of
two consecutive words) features were extracted from the crash report narratives.
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The RF model is one of the most popular and accurate predictive machine learning techniques that
has been used across various disciplines for classification and regression purposes (Hastie et al.,
2009). It is an ensemble classifier that builds the decision tree from the bootstrapped training
sample using a subset of predictors selected from the total predictors (Pal, 2017). Unlike other
decision tree methods, a random sampling of predictor variables decorrelates the bootstrapped
trees, which increase the overall performance of the RF model upon aggregation of all the trees
The ability of RF to simultaneously decorrelate the trees and apply variable selection during the
model calibration process reduces the chances of model overfitting, and fewer variances when
tested in a different dataset (James et al., 2013).
The optimization problem of Random Forest involved finding the optimal selection tuple at each
node by applying the impurity measure that is proportional to the heterogeneity of the node. A
common node impurity measure is the Gini Impurity Index (Bonaccorso, 2018). If there are p
classes, the category set can be defined as shown in Equation 2.3;
𝑌 = {𝑦1 , 𝑦2 , … … … . 𝑦𝑀 } 𝑤ℎ𝑒𝑟𝑒 𝑦𝑖 ∈ [1, 𝑝]

(2.3)

The Gini Impurity Index, which has to be minimized, is shown in Equation 2.4;
𝐼𝐺𝑖𝑛𝑖 (𝑋𝑘 ) = ∑𝑝𝑗=1 𝑝(𝑗|𝑘)(1 − 𝑝(𝑗|𝑘))

(2.4)

Whereby, p(j|k) represents the proportion of training observations in the jth region that are from
the kth class. The Gini index takes on a small value if the p(j|k) is close to zero or one.
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2.4

Results and discussion

2.4.1 Analysis of structured data
This section covers the analysis of pedestrian-crossing-related crashes at undesignated road
midblock areas and the discussion of the findings. The distribution of pedestrian crossing-related
crashes at undesignated road midblock areas, based on injury severity and time of day, is compared
with the rest of the pedestrian-related crashes to discern any characteristics that were unique to
crossing-related crashes. A more detailed analysis then covers the analysis of pedestrian crossingrelated crashes at undesignated road midblock areas by exploring the association of age and gender
of a pedestrian who was involved in a crash with the roadway and taking into account any
environmental characteristics. The outcome of the injury sustained by a pedestrian is modeled
according to the pedestrian age, pedestrian gender, traffic conditions, and other textual attributes
extracted from crash narratives.

2.4.2 Comparison of pedestrian crossing-related crashes with other types of pedestrian crashes
A pedestrian not crossing at the intersection was the action that led to the most severe forms of
injury. It represented about 33.2 percent of all pedestrian fatalities and 14 percent of total crashes
that occurred in the state of Michigan during 2016 and 2017. Other pedestrian actions prior to a
crash that led to most of the fatalities include “crossing at the intersection” (11 percent) and
“standing/lying in the roadway” (10.2 percent).
Hourly trends of pedestrian crossing-related crashes at undesignated road midblock areas by
pedestrian injury severity (Figure 2.3) were assessed to discern the time of the day the pedestrian
crossing-related crashes were likely to occur. Pedestrian crossing-related crashes that involved an
injury (serious, minor, or possible injury) showed an upward spike from 12:00 pm to 5:00 pm and
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started to decrease thereafter. The observed difference in hourly distributions of pedestriancrossing-related crashes at undesignated non-intersection areas was significant compared to the
rest of pedestrian-related crashes involving an injury (ꭓ2= 54.055, p=0.000). Fatalities that
involved a pedestrian crossing at an undesignated non-intersection area started to peak from late
afternoon (5:00 pm) to nighttime (10:00 pm). However, there was no significant difference in the
hourly distribution of pedestrian fatalities between the two groups of pedestrian-related crashes
(ꭓ2=29.355, p=0.169). The possible reasons for the increased likelihood of pedestrian fatality
between 5:00 pm and 10:00 pm include, but are not limited to, drivers’ reduced ability to recognize
surroundings in low light (Wood et al., 2002), lack of pedestrian visibility at night time (Tyrrell et
al., 2004), and the ingesting of alcohol (NHTSA, 2016).

Figure 2.3: Hourly distribution of pedestrian-related crashes by pedestrian injury severity
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2.4.3 Analysis of pedestrians crossing at undesignated road midblock areas by age and gender
The in-depth analysis of pedestrian crossing-related crashes was centered on pedestrian age and
gender. Figure 2.4 indicates the distribution of pedestrians involved in crashes when crossing at
undesignated road midblock areas. More males were involved in these crashes than females for
each age group. This aligns with previous field observation studies that observed males make more
risky road crossings than females (Chai et al., 2016; Shaaban et al., 2016); thus, it is more likely
for males to be involved in crash instances than females at undesignated midblock locations. The
largest percentage difference between genders was among older pedestrians with 78 percent
among older males compared to 63 percent among older females being involved in pedestrian
crossing-related crashes at undesignated road midblock areas.
100%
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80%
70%
60%

75%

79%

25%

21%

63%

70%

73%

78%

79%

80%
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40%
30%
20%
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30%

27%

22%

21%
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Female
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Male
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Adult

Crossing at Designated Areas

Male
Older

Crossing at Undesignated Areas

Figure 2.4: Distribution of pedestrian-crossing-related crashes at non-intersection areas by age
group and gender
2.4.3.1 Roadway characteristics
Figure 2.5 displays pedestrian crossing-related crashes at undesignated road midblock areas by
different roadway characteristics.
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Figure 2.5: Distribution of pedestrian-crossing-related crashes by roadway characteristics
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Most of these crashes involved a pedestrian who was crossing an arterial road. The distribution of
pedestrian crossing-related crashes by age and gender showed an overrepresentation of these types
of crashes on arterial roads for young, adult, and older pedestrians. The highest percentage was
among older male pedestrians (92 percent) and adult male pedestrians (90 percent). However,
crashes that involved male child pedestrians crossing undesignated road midblock areas occurred
mostly on local roads (45 percent).
The observed difference in the distribution of pedestrian-crossing-related crashes by road
type was significant among the child, adult, and older male pedestrians, as shown in Table 2.1.

Table 2.1: Chi-Square test of homogeneity for different roadway attributes
Roadway type

Age
group

Gender

Child

Female
Male

Young

Female
Male

Adult

Female
Male

Older

Female
Male

Speed limit

No.
ꭓ2(df=3)

p

ꭓ2(df=2)

p

44

7.326

0.026*

7.297

0.026*

88

97.008

0.000*

55.241

0.000*

66

5.056

0.080

3.102

0.212

86

2.148

0.342

1.705

0.426

112

7.708

0.021*

6.036

0.049*

271

32.970

0.000*

20.071

0.000*

26

0.990

0.610

2.421

0.298

51

6.060

0.048*

10.171

0.006*

Note * p <0.05 (significant at 95% CL), df=Degree of freedom

Past studies have shown that drivers are more likely to yield to pedestrians on roadways
that have a fewer number of lanes and low travel speeds (Schneider and Sanders, 2015). The
distribution of pedestrian crossing-related crashes at undesignated road midblock areas by posted
speed limit is presented in Figure 2.5(b). Male child (ꭓ2= 55.241, p=0.000) and female child (ꭓ2=
20

7.297, p=0.026) pedestrians were more involved in crashes on roadways with lower speed limits
while older pedestrians, especially males, were found to be involved in crashes on high-speed
roads (ꭓ2= 10.171, p=0.006). With respect to the number of lanes (Figure 2.5c), children were
overrepresented in roadways with a fewer number of lanes (1-2 lanes), while older pedestrians
were involved in crashes when trying to cross roadways with more than four lanes. The observed
difference in the proportion of crashes by the number of lanes was significant for male and female
children and older male pedestrians, as shown in Table 2.2. The overrepresentation of older
pedestrians in the high-speed multilane roadway can be clarified by Lobjois & Cavallo’s (2009)
study that observed older pedestrians initiate road crossing sooner than the young pedestrians to
compensate for their slower walking speed. In addition, older pedestrians are likely to miscalculate
crossing time (Dommes et al., 2012; Lobjois and Cavallo, 2009), thus placing themselves at greater
risk on high-speed roads.
Figure 2.5(d) shows the percentage distribution of pedestrian crossing-related crashes at
undesignated road midblock areas by lighting conditions, separated by age and gender. Meanwhile,
Table 2.2 provides detailed results of the Chi-square test of homogeneity for each age-gender
group by lighting conditions. Crashes that involved a male or a female child or an older female
pedestrian occurred mostly during daytime compared to other age cohorts (male -child, ꭓ2= 18.462,
p=0.000; female child, ꭓ2= 9.972, p=0.002).
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Table 2.2: Chi-Square test of homogeneity for different roadway attributes
Number of lanes

Age
group

Gender

Child

Female
Male

Young

Female
Male

Adult

Female
Male

Older

Female
Male

Lighting condition

No.
ꭓ2 (df=3)

p

ꭓ2 (df=2)

p

44

8.588

0.035*

9.972

0.002*

88

42.803

0.000*

18.462

0.000*

66

2.396

0.494

0.085

0.771

86

1.231

0.746

0.795

0.373

112

7.199

0.066

0.000

0.999

271

22.329

0.000*

41.671

0.000*

26

2.277

0.517

6.961

0.008*

51

4.318

0.229

1.091

0.296

Note * p <0.05 (significant at 95% CL), df=Degree of freedom
The percentage of pedestrian-crossing-related crashes at nighttime was more for other age cohorts,
especially for adult male pedestrians (ꭓ2= 41.671, p=0.000) and male older pedestrians (ꭓ2= 6.961,
p=0.008). Pedestrian activities vary according to the time of the day. In most cases, pedestrian
activities are higher during the daytime compared to nighttime (Nordback et al., 2017). The
overrepresentation of child pedestrian crashes during the daytime correlates with the expected
level of exposure to traffic by the time of the day. However, a high proportion of pedestrian
crossing-related crashes involving adult and older pedestrians relative to the observed low
pedestrian activities at nighttime may indicate a higher crash risk for pedestrians who cross the
road at undesignated areas at nighttime.
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2.4.3.2 Traffic condition
The cumulative distribution of annual average daily traffic (AADT) was plotted for each of the
pedestrian age cohorts, as seen in Figure 2.6.

Figure 2.6: Sample of the cumulative distribution of traffic volume by pedestrian age cohorts

The probability of a pedestrian crossing at an undesignated location on a relatively lower volume
road (AADT<30,000 vehicles per day) before being involved in a crash was higher among child
pedestrians compared to other age cohorts. Older and adult pedestrians were more likely to cross
at undesignated midblock locations and get involved in a crash on high-volume roads (AADT
>40,000 vehicles per day) compared to other age cohorts.

2.4.3.3 Distance from the crash location to the nearby intersection
Pedestrians are always keen on minimizing walking distance and delays when making a trip
(Papadimitriou et al., 2012). A pedestrian may be compelled to cross at undesignated midblock
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locations in situations where there is a considerably longer distance between two intersections
where marked or unmarked crosswalks may be available. This paper explored the relationship
between the length of a segment and the distance between the pedestrian crossing-related crash
locations at a given segment to the nearest intersection. The majority of crashes at undesignated
areas occurred where the average distance between two intersections was 700 feet. On average, a
pedestrian involved in a crash while crossing at the undesignated area was 130 feet from the nearest
intersection. Overall, pedestrians were found to cross the road quite far from the nearby
intersection on longer segments and vice versa (R2=0.553), as shown in Figure 2.7. Older
pedestrians feature in more instances of being involved in a crash near the intersection than other
age cohorts, as shown in Figure 2.8.
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Figure 2.7: Scatter plot of segment length against distance from the crash location to the nearest
intersection
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Figure 2.8: The distribution of pedestrian-crossing-related crashes by distance from the crash
location to the nearest intersection
2.4.4 Injury severity
Generally, pedestrians are susceptible to fatal and serious injuries when being involved in a crash
as they do not have any form of protection from the crash impact (Zegeer et al., 2012). Table 2.3
shows the distribution of pedestrian injury severity by pedestrian age and gender for pedestrian
crossing-related crashes that occurred at undesignated midblock locations. Fatality and serious
injuries were relatively lower among children and young pedestrians compared to adults and older
pedestrians. The highest percentage of fatality was among older female pedestrians (ꭓ2= 8.428,
p=0.038). This aligns with previous studies that identified older pedestrians as the most vulnerable
group of road users (Lobjois et al., 2013). This can be further supported by findings of the previous
section of this paper that associated pedestrian age and gender with the roadway and environmental
factors. The degree to which a pedestrian is injured can be, in large, partly contributed by the
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roadway and environmental factors at the time of the crash (Lee and Abdel-Aty, 2005). The
majority of child pedestrians were crossing the road at undesignated midblock areas before being
involved in a crash on low-volume, low-speed roads, while adult and older pedestrians, especially
males, were crossing the road at these areas prior to a crash on high-speed, high-volume roads.
Furthermore, child pedestrians were crossing the road mainly during the day unlike adult and older
pedestrians who were mostly involved in crashes at nighttime. The degree of injury was likely to
be exacerbated by poor lighting conditions. The circumstances surrounding pedestrian crossingrelated crashes by pedestrian age and gender, as discussed above, correlate with the observed
distribution of crashes by injury severity across the age and gender of the pedestrian (Table 2.3).

Table 2.3: Distribution of injury severity by age and gender of the pedestrian
Age
group

Gender

Child

Female
Male

Young

Female
Male

Adult

Female
Male

Older

Female
Male

Pedestrian Injury severity

No.
44
88
66
86
112
271
26
51

Chi-square test

Fatal
11%

Serious
16%

Minor|Possible
61%

No injury
11%

ꭓ2(df=4)
3.128

p
0.372

6%

17%

72%

5%

6.827

0.078

2%

23%

70%

5%

7.860

0.049*

2%

25%

66%

7%

9.492

0.023*

14%

21%

59%

6%

0.599

0.897

19%

21%

55%

5%

16.948

0.001*

27%

8%

65%

0%

8.428

0.038*

18%

22%

53%

8%

2.024

0.568

Note * p <0.05 (significant at 95% CL), df=Degrees of freedom
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2.5

Integrating crash narratives in the analysis of pedestrian crashes

Figure 2.9 shows the word cloud of crash narratives that articulated the pedestrian-related crashes
at uncontrolled mid-block sections. The word “pedestrian” was filtered out of the word cloud to
enhance other least occurring words. The word cloud provides a clue on possible scenarios that
occurred when a pedestrian was involved in an accident at uncontrolled midblock locations. A
word like “struck”, “cross”, “attempt”, “left”, “stop” and so forth were prevalent in the description
of crash narratives. The comparison cloud between daytime and nighttime pedestrian crashes at
the uncontrolled midblock locations is shown in Figure 2.10. Words such as “ran”, “stop”, “child”
were prevalent in daytime pedestrian-related crashes while words such as “dark”, “cloth”, “wear”
and “sustain” were available during the nighttime. The prevalent words by the time of the day may
suggest some of the scenarios that require in-depth analysis. The prevalence of the word “child”
in daytime crashes concurs with the analysis of structured crash data. The children were more
likely to get into a crash in a daytime compared to nighttime. An interesting word such as “park”
which was prevalent in daytime pedestrian-related crashes could also indicate some other
interesting scenario that was not captured in the analysis of structured data.
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Figure 2.9: Word cloud of pedestrian-related crashes at uncontrolled midblock section

Figure 2.10: Comparison word cloud of pedestrian-related crashes between daytime and
nighttime at uncontrolled mid-block area
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The association between words as shown in Figure 2.11 enlight us into possible scenarios that led
to pedestrian-related crashes. Figure 2.12 and Figure 2.13 show the word associations extracted
from the pedestrian-related crashes that occurred during the daytime and nighttime respectively.
Word associations that were prevalent during daytime were “pedestrian crosswalk”, “walk cross”,
“park lot”, and so forth. For the pedestrian-related crashes that occurred during the nighttime word
association such as “dark cloth”, “wear dark”, “left lane” were particularly prevalent. Overall the
word cloud and word association highlight possible scenarios that led to pedestrian-related crashes
at the signal-controlled intersection. Some prevalent words revealed some issues that were not
available in the structured crash data such as the type of cloth the pedestrian was wearing at
nighttime before involved in a crash. The generated words and association of words were
integrated into the random forest to help predict instances where a pedestrian sustained a fatal
injury.

Figure 2.11: Word network of pedestrian-related crash narratives at uncontrolled midblock
locations
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Figure 2.12: Word network of pedestrian-related crash narratives at uncontrolled midblock
locations at daytime

Figure 2.13: Word network of pedestrian-related crash narratives at uncontrolled midblock
locations at nighttime
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2.5.1 Developing a random forest model using numeric inputs and textual features
The Random Forest method was used to predict the fatality instances when pedestrians were
crossing at undesignated midblock locations using a combination of structured crash metadata and
crash narratives. A ten-fold cross-validation process was used during the estimation of model
parameters. The model calibration had three feature selection scenarios: (1) using only features
from structured crash data, (2) using features only from crash narratives, and (3) using features
from both structured crash data and crash narratives. The predicted injury severity was compared
with the observed or reported injury level to assess the accuracy of the model. The RF model using
a mixture of structured and unstructured crash data achieved the highest accuracy of 86.5 percent,
as shown in Table 2.4.

Table 2.4: Average accuracy of random forest model using 10-fold cross-validation
Scenario

Accuracy (%)

Structured Crash Data

84.9

Crash narratives (Unstructured Crash Data)

83.1

Structured+Unstructured Crash Data

86.5

Figure 2.14 shows the importance of each feature (variable) that was used in the prediction
of pedestrian fatality instances for the three above scenarios. The importance of a variable is
measured using the change in the accuracy of the model given the presence of the feature, as
opposed to its absence. The importance of each variable is scaled from 0 to 100 relative to the
highest feature score to facilitate the interpretability of the results. The pedestrian age, dark lighting
condition, and traffic volume were the three most important predictors of pedestrian fatalities when
using the structured crash data. By using bigrams generated from crash narratives, a pedestrian
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wearing dark clothing (wear.dark) and a pedestrian being hit by the front passenger side of the car
while crossing the road (passeng.side) were the two most important predictors of pedestrian
fatality instances. The results indicated that crash narratives can add valuable information that
might not be readily available in the structured crash data, such as the type of cloth worn by a
pedestrian. Pedestrians who wear dark clothing at nighttime become less visible to drivers. This
can potentially increase the likelihood of crash occurrence and severe form of injury sustained by
a pedestrian (Plainis et al., 2006).

Figure 2.14: Variables’ importance plot

Figure 2.15 displays one of the RF tree decision paths with dark lighting conditions, pedestrian
age, and AADT occupying the top positions. The score at each node is the cutoff value of a given
variable. It determines the direction of the decision path. If the observed value is less than the
cutoff value, the decision tree proceeds on the left side and vice versa. The cutoff value for the
binary outcome is 0.5. If the score is less than 0.5, the binary feature takes the value of 0, otherwise

32

1. For example, in Figure 2.15, if the LightCondDark is less than 0.5 (i.e. the crash occurred in
daylight) AND AADT in 1000’s is greater than 47.69, the predicted injury severity is Fatal (Yes
label).

Figure 2.15: Random forest decision hierarchy (yes=fatal injury, no=other injury type)

2.6

Conclusions

Pedestrian-related crash data and crash narratives can provide useful knowledge on which groups
of pedestrians by age and gender are susceptible to crossing the road at undesignated locations and
therefore inform educational and other countermeasure implementation efforts. This study
presented an analysis of pedestrian crossing-related crashes to understand when and where
crossing activities at these areas are overrepresented based on the age and gender of a pedestrian.
The focus of this study was at locations other than intersections where pedestrians are likely to
sustain severe forms of injury following a crash. The roadway and environmental characteristics
that the pedestrian crossing-related crashes were likely to occur were determined while accounting
for pedestrian age and gender.
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Adults were more involved in pedestrian crossing-related crashes compared to other age
cohorts. Males were more involved in pedestrian crossing-related crashes at undesignated
midblock locations than females across the age groups. This aligns with previous findings that
observed more males (Chai et al., 2016; Shaaban et al., 2016) and adults (Brosseau et al., 2013)
were attempting road crossing violations. Different pedestrian safety interventions are needed to
reduce the perceived affordability to cross outside the designated locations. Such interventions
should take into account both pedestrian factors and environmental factors of a given location
(Mamun et al., 2018). Pedestrian factors include, but are not limited to, attributes covered in this
paper, such as the age and gender of a pedestrian, while environmental factors include trip
originators, trip destinations, and location environment (Balk et al., 2014).
The study found a high proportion of male adult and male older pedestrians involved in the
pedestrian-crossing-related crashes when attempting to cross on high-speed, multilane, arterial
roads. The findings are consistent with previous field observational studies, which showed an
overrepresentation of adult pedestrians who exhibited risky crossing behaviors compared to other
age cohorts (Chai et al., 2016; Shaaban et al., 2016). A high number of pedestrian crossing-related
crashes involving older pedestrians on high-speed multilane roads might indicate their inability to
correctly judge the level of risk associated with crossing roads in risky locations. Further, the
chances of a pedestrian being involved in a crossing-related crash near the intersection were higher
for older pedestrians compared to other age cohorts. Older pedestrians’ diminished abilities might
compel them to cross at undesignated midblock locations simply because there is a long distance
between two intersections with no crossing facility along the road segment. In-depth investigations
are still needed to study the association between the adequacy of pedestrian midblock road crossing
facilities and unsafe pedestrian road crossing, by pedestrian age and gender (Kim and Ulfarsson,
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2018). Specifically, the adequacy of the crossing facility should be assessed if it meets the safety
and mobility needs of older pedestrians.
The study also looked at the factors that may affect the likelihood of pedestrian fatalities.
The most influential predictors of these instances using structured crash data at undesignated
locations were dark lighting conditions, pedestrian age, and traffic volume. In addition, by using
crash narratives, it was found that a pedestrian wearing dark clothes and being hit by the front
passenger side of the car while crossing the road were the two most important predictors of fatality
instances. A review of the studies addressing the visibility of pedestrians at night time indicated
that both drivers and pedestrians are not aware of the limitation of the night vision, which is one
of the key causes of night time pedestrian-related crashes (Tyrrell et al., 2016). The findings
suggest further investigation on different approaches that can be used to improve road and
pedestrian visibility during nighttime at roadway locations that are prone to pedestrian-related
crashes.
The findings of this present study must be interpreted considering some limitations. Since
the analysis was carried out at a statewide level, it was difficult to obtain a statewide pedestrian
volume as an exposure measure for each roadway segment. Whenever possible, the results in this
study were compared with findings from previous field observational studies of pedestrian
crossing behaviors. Incorporation of a statewide pedestrian exposure measure in the understanding
of human, roadway and environmental factors associated with pedestrian crossing at undesignated
locations is a subject of ongoing and future research.
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CHAPTER III
3SEMANTIC N-GRAM FEATURE ANALYSIS AND MACHINE LEARNING:
STUDYING DRIVERS’ HAZARDOUS ACTIONS AT SIGNAL-CONTROLLED
INTERSECTION
3.1

Background
Understanding and ascertaining the hazardous actions leading to a motor vehicle crash is

important for traffic safety analysis. Hazardous actions provide clues about the involved party’s
action, especially the driver, which might have contributed to the occurrence of the crash. The
hazardous actions committed by the involved party in a crash are defined as actions that had an
apparent contribution to the crash occurrence, based on the police officer’s investigation of the
crash scene. Typically, an involved party in a crash is normally considered responsible (at-fault)
for a crash if cited for committing any of the hazardous actions (MSP, 2010).
In the United States of America (USA), each state has a crash reporting system that
documents various information about the crash. Specifically, there is a section where a police
officer is supposed to fill in the hazardous actions committed by responsible drivers. Depending
on the state’s crash reporting manual, drivers’ hazardous actions can be found under the
Violation/Behavior Section (Arizona DOT, 2017; Colorado DMV, 2018; Kansas DOT, 2019),
Unsafe/Unlawful Contributing Factors (Oklahoma Department of Public Safety, 2011),
Operator/Pedestrian contributing factors (Georgia DOT, 2018), Driver’s Actions at the Time of
Crash (Florida Department of Highway Safety and Motor Vehicles, 2018; Wyoming DOT, 2016),
Probable/Apparent Contributing Circumstances/Factors (Illinois DOT, 2019; Louisiana State
Highway Commission, 2019; Missouri STARS Committee, 2012; New Jersey Motor Vehicle
Commission, 2018; New Mexico DOT, 2009; UMassSafe, 2018) and Hazardous Action (MSP,
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2010), among others. The categorization of drivers’ hazardous actions has subtle differences
between states. The drivers’ hazardous actions that are common across the states are speed too
fast, speed too slow, fail to yield, disregard traffic control, drove the wrong way, drove left to
center, improper passing, improper lane use, improper turn, improper/no signal, improper backing,
unable to stop in assured clear distance, other, unknown, reckless driving, and careless driving.
The broad range of hazardous action categories enables a police officer at the crash scene to assign
a hazardous action to the at-fault driver that best describes the sequence of drivers’ actions that
lead to a crash for a given roadway location.
The hazardous actions or contributing factors are among the main elements used to assess
the causes of crashes and therefore are crucial to traffic safety analysis. The investigating police
officers need to understand how to accurately assign a specific hazardous action to responsible
drivers based on the pre-crash scenarios. While police officers may have received prior training
on how to assign hazardous actions, clear guidance within the crash report manuals may ensure
consistency among officers. Crash reporting manuals from a total of 25 states were reviewed to
examine if the contributing/hazardous actions section has been well articulated to provide clear
guidance to the police officers on how to use each hazardous action category. The states whose
manual were reviewed are Alaska, Arizona, Colorado, Florida, Georgia, Illinois, Kansas,
Louisiana, Massachusetts, Michigan, Missouri, New Jersey, New Mexico, New York, North
Carolina, Ohio, Oklahoma, Oregon, Pennsylvania, South Carolina, Virginia, Washington state,
Wisconsin, and Wyoming. Only 5 out of 25 states’ crash reporting manuals were found to provide
a brief description of the hazardous action categories (Alaska Department of Public Safety, 2016;
Arizona DOT, 2017; Missouri STARS Committee, 2012; UMassSafe, 2018; Wyoming DOT,
2016). Given the absence of clear instructions from crash reporting manuals and possible
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contextual overlap of the hazardous actions, it is possible for police officers to use the hazardous
actions interchangeably for some crash scenarios. Such inconsistency may likely mislead the
selection of countermeasures. For example, the two crash incidents quoted below which were
extracted from sample Michigan crash reports depict the same crash scenario where the at-fault
driver was turning left with the flashing red light. However, one was labeled as “disregard traffic
control” and the other as “failed to yield.”
Crash ID: 9394103; Hazardous action cited: Disregard traffic control: “veh 1 was n/b
patterson inside lane with a green light. veh 2 was attempting to turn from s/b patterson onto e/b 44th with
a flashing red light. driver stated he was just following the car in front of him….”
Crash ID: 9143086; Hazardous action cited: Failed to yield: “the driver of unit 2 said she had
the green light when unit 1 turned left on a flashing red light. unit 2 attempted to stop but couldn't do so in
time and hit unit 1.”.

The purpose of this study is to propose a new natural language processing (NLP)-based
and machine learning-based method that can be used to conduct the semantic evaluation and
classification of hazardous actions using crash narratives automatically. The hypothesis is that the
extracted information from the unstructured textual source such as crash narratives can be used to
understand how the investigating police officers typically assign hazardous action citations to atfault drivers. The goal is to explore the potential benefits of machine learning-based classification
methods in automating the classification of hazardous actions and identification of possible errors
that are likely to be made by the police officers in issuing hazardous actions to at-fault drivers.
Selected Michigan crash data involving drivers who were cited as “disregard traffic control” or
“fail to yield” at the signalized intersection were used for developing and testing the method. The
two hazardous actions used in this study are the most frequent hazardous actions committed by atfault drivers prior to a crash when navigating a signal-controlled intersection. As will be discussed
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in the literature review section, the two hazardous actions have a certain contextual overlap. Given
the lack of clear guidance from crash reporting manuals, the investigating police officers are likely
to use these two hazardous actions interchangeably in certain cases as was shown in the above
example. It is worth noting that both “Fail to yield” and “disregard traffic control” hazardous
actions can in some cases be associated with external factors present at the location. Therefore, the
eventual benefit of improved diagnostic of hazardous actions would be the selection and
application of proper countermeasures. The proposed method includes two main steps: semantic
analysis and hazardous action classification. The semantic analysis aims at discerning the most
likely crash scenario at signal-controlled intersections for each of the hazardous actions with
respect to at-fault driver’s movement. Machine learning is then used to predict hazardous action
and identify possible hazardous citation errors in the crash reports based on the corresponding
crash narratives.
The proposed method and the analysis presented hereafter will be useful for the states that
haven’t expounded the hazardous actions categories in their crash reporting manuals. Further, it
can be incorporated in safety analysis to assess the immediate reasons for critical pre-crash events
leading up to the crash. Ultimately, the methodology and the findings can also be used to assess
and improve the existing educational, engineering, and enforcement countermeasures aimed at
reducing crashes.
A literature review on semantic analysis of “fail to yield” and “disregard traffic control”
types of hazardous actions, especially to discern any distinctiveness in their definition when
specifically applied at signal-controlled intersections, was conducted. Signal display information
for each traffic movement at the signal-controlled intersection was reviewed.
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A thorough understanding of signal operations per each traffic movement at the
intersection helped in establishing connections between the usage of hazardous actions and the
signal display at the time of the crash. Lastly, safety and injury prevention studies in different
fields that have used natural language processing in extracting useful information from textual data
were discussed. The focus of the literature review was on the NLP applications, challenges that
were addressed, limitations of the reviewed procedures, and their overall contributions to the state
of the art in the corresponding domain.

3.1.1 Semantic analysis of “fail to yield” and “disregard traffic control”
At signal-controlled intersections, drivers are guided by the traffic control devices such as
traffic signals, signs, and pavement markings. “Fail to yield” at signal-controlled intersections
depicts a scenario where a driver failed to stop or slow down at an intersection, which he or she
should have done to allow other road users with the right of way to proceed (Arizona DOT, 2017;
Missouri STARS Committee, 2012). An instruction to yield is usually conveyed by appropriate
signal displays supplemented by signs and pavement markings (MUTCD, 2009). “Disregard traffic
control” depicts a scenario where a driver ignores or disobeys the instructions conveyed by the
signal display and other control devices (Alaska Department of Public Safety, 2016; Werner, 2013;
Wyoming DOT, 2016). “Fail to yield” can, therefore, be considered as a form of “disregard traffic
control” because drivers failed to obey signal instructions that prompt them to yield to other road
users who have the right of way. In the absence of clear instructions from crash reporting manuals,
it is likely for these two hazardous actions to be used interchangeably by the police officers in
certain cases.
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3.1.2 Traffic signal phasing and configuration
It is important to understand the signal display configurations for each traffic movement in
order to analyze how “fail to yield” and “disregard traffic control” hazardous citations were
assigned to at-fault drivers by investigating police officers. Chapter 4 of the Manual on Uniform
Traffic Control Devices provides the description and general guidance of the signal design and
configuration for each of the driver’s movements at signal-controlled intersections (MUTCD,
2009). The manual recommends different signal phasing plans based on the location and the
complexity of the intersection. This section will discuss different MUTCD signal phasing plans
that have been adapted in Michigan as the case study area.
In Michigan, most of the left-turn signals are designed to have either Protected-Permissive
Left turn phasing (PPLT) or full-protected left-turn phasing. The Michigan Intersection Guide
(2008) provides a list of criteria that must be considered when selecting the type of left-turn signal
phase to use at the signal-controlled intersection. A PPLT signal operation allows for the
permissive left turn during the first half of the phase and protected left turn in the second half of
the phase (i.e., lag-lag operation). PPLT signal phasing has been used in Michigan as it has
demonstrated operational and safety benefits such as improved progression of traffic along the
arterial roads, the reduced average delay per left-turn vehicles, and a shorter time for the protected
green left-turn arrow (Rodegerdts et al., 2004a). The permissive left turn in Michigan is usually
displayed as a flashing red ball in a three-section signal head, a green ball in a five-section signal
head, or a flashing arrow in a four-section signal head (MDOT, 2008). For PPLT phasing, left turn
drivers are supposed to yield to oncoming vehicles and pedestrians during the permissive phase.
The yield requirement for the left turn movement during the permissive left-turn phase might
increase the likelihood of left-turn drivers be at fault once the crash occurs. Besides, during the
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protected left-turn phase, drivers might be at fault when initiating a left turn maneuver during the
clearance time and extending to a steady red signal time before completing the maneuver.
Right turn on red (RTOR) is allowed at some Michigan intersections as it reduces delay
and frustrations to the motorists who are turning right (Rodegerdts et al., 2004b). RTOR allows
drivers to make a right turn on a red signal display if there is enough gap for a safe right turn
maneuver. Like the permissive left-turn phase, the RTOR requires the turning drivers to give the
right of way to oncoming conflicting traffic and non-motorists crossing the road. This might as
well increase the chances of drivers being at-fault when turning right. RTOR is prohibited when
there is a sight distance limitation and/or a high right-turn traffic volume, which warrants a
protected right turn (MDOT, 2008). In such cases, right turn drivers will be at fault when a crash
occurs if they were making a right turn during the red signal display.

3.1.3 Application of natural language civil engineering domain
The narrative in a crash report describes the crash, which was written by the police officer
at the scene. The level of details provided in such narratives may vary from one report to another,
but the narrative usually describes the actions of involved parties prior to the crash occurrence as
well as the location and how the crash occurred, among other details. The contents of the narrative
report can be highly informative and successfully extracted information from narratives, therefore,
can be used in safety studies of factors that might have contributed to the crash occurrence. A good
methodology that can accurately and efficiently extract this information is vital. However, the
development of such methodologies is challenging because of the unstructured nature of crash
report narratives and the large number of reports which make a manual extraction cost-prohibitive.
Natural language processing (NLP) can help address such a challenge. Numerous functions can be
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performed using NLP ranging from low-level tasks such as sentence splitting, tokenization, and
part-of-speech tagging to high-level tasks such as grammatical error identification and named
entity recognition (Nadkarni et al., 2011). These NLP tasks can be leveraged in safety and injury
prevention studies.
The NLP techniques can be used in transportation safety studies to automate the analysis
of traffic crashes and traffic operations. For example, Zhang et al. (2016) proposed an NLP-based
method to extract bigrams and trigrams from sample crash report narratives and used extracted
information to train machine learning models for automatically classifying hazardous action
categories. The application of their proposed method is promising but may have limitations when
used in each and every report because of the inconsistency in the level of details inherent in crash
report narratives. The level of details ranges from a single sentence describing the location of the
crash to a comprehensive description of the crash covering the location, involved parties’
movements prior to the crash, signal information, evidence from witnesses, and injury severities
sustained by drivers. Fitzpatrick et al. (2017) investigated the classification accuracy of speedingrelated crashes using crash narratives. The use of crash narratives that indicated speeding as a
contributing causal factor helped in identifying speed-related crashes that were incorrectly
classified by the police officers. Inconsistencies in the designation of the speed-related crashes and
their correct class labels were also identified. For non-motorized traffic, McAdams et al. (2018)
used narratives from the National Electronic Injury Surveillance Systems to analyze the rate of
injuries for children who had bicycle-related crashes. The narratives helped quantify the
significance of bicycle helmets in reducing the likelihood of head and neck injuries among
children. In traffic operation, two similar studies (Athuraliya et al., 2015; Aziz et al., 2015)
explored the potential use of tweets from a social network (Twitter) to develop an NLP-based
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framework for providing real-time information of traffic condition. The preliminary results
showed that NLP can be used to generate machine-readable road traffic alerts. Tulechki (2015)
utilized NLP to analyze incident and accident reports in the field of aviation. The incident and
accident reports described the information about the abnormal events that occurred when operating
an Airbus. Part of the analyses that were conducted includes automatic classification of the Airbus
incidents and accidents and accident information retrieval. The process in which the documents
were indexed for analysis includes the steps of language detection, tokenization, stemming, and
identification of stopwords. Problems that were identified and addressed by using NLP were the
grammatical errors, non-standard use of punctuations, and the use of more than one language in

report writing.
NLP-based approaches have also been used for categorizing external-cause-of-injuries
resulted from occupational accidents. For example, Wellman et al. (2004) assigned injury
descriptions to 13 external-cause-of-injury codes or E-codes categories using the US National
Health Interview Survey (NHIS) injury narratives. A fuzzy Bayesian model was used for the
classification of injury narratives with an accuracy of 82.7 percent. The proposed computerized
method of Wellman et al. (2004) significantly reduced the length of the manual coding process. In
another study, Nanda et al. (2018) investigated different approaches for improving the autocategorization of E-codes for rare injuries using the narratives of injury-related emergency
patients. Crash injuries are usually heavily skewed with fatal and serious injuries occupying a
smaller proportion of the total injuries. The results showed that data filtering methods used in
conjunction with different machine learning techniques can help improve the classification
accuracy of rare injury categories.
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In the construction and building industry, NLP-based approaches have been used extensively.
Semantic and web-based text mining approaches have been used to automate the compliance
checking of building construction with existing building codes (Zhang and El-Gohary, 2016a),
environmental regulations, and spotting changes in construction-related policies (Kumar and
McGibbney, 2011; Li et al., 2014; Zhou and El-Gohary, 2014). NLP-based approaches coupled
with other data mining techniques have been used for automating facility condition assessment
and facility management (Mo et al., 2017; Ng et al., 2006), construction of building information
models (Zhang and El-Gohary, 2016b), and identifying potential hazards in the workplace (Li et
al., 2017; Wang et al., 2018).
Overall, there is a rapid increase in the use of NLP and other data and text mining techniques
in most of the engineering and manufacturing disciplines. Vallmuur (2015) conducted a systematic
review of different machine learning approaches for analyzing textual injury data. The reviewed
injury-related studies originate from multiple fields such as transportation, construction,
metallurgical, and manufacturing industry. The review results showed the extensive use of text
mining and machine learning approaches in more than half of the recent injury-related studies.
Vallmuur (2015) noted the increase in popularity, complexity, and growth of text mining
approaches in injury prevention fields.

3.2

Proposed method
NLP has different computational techniques that can be used to learn and understand

human language content (Hirschberg and Manning 2015). Basic NLP functions include but are not
limited to tokenization, sentence splitting, part of speech tagging, named entity recognition, word
sense disambiguation, document classification and retrieval, syntactic parsing and sentiment
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analysis (Collobert et al. 2011). The methodology section describes the proposed method (Figure
3.1) to preprocess the text data, perform semantic analysis, and perform the classification of
drivers’ hazardous actions at signal-controlled intersections. The proposed method is described in
detail as follows.

Figure 3.1: Flowchart of the methodology used in the analysis

3.2.1 Data preprocessing
This phase involves the preparation of the crash narratives for further analysis. In the proposed
methodology, the preprocessing encompasses crash narrative extraction, crash narrative cleaning,
and feature generation.
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3.2.1.1 Crash narrative extraction
Usually, the crash reports which contain crash narratives can be accessed as separate files from
other crash metadata. Millions of crash reports are generated each year that demand the need for
automating the extraction of crash narratives. In this study, an algorithm is developed that can
automatically extract the crash narratives and the crash ID from the crash reports. The crash ID is
then used to combine the crash narratives with other crash metadata to facilitate a comprehensive
evaluation of crashes. Having an automated way of extracting crash narratives can greatly save
time (i.e. compared to manual extraction) and enable researchers and practitioners to utilize all the
available crash reports for analysis.

3.2.1.2 Crash narratives cleaning
The cleaning of crash narratives data consists of the following steps;
•

Step 1: Creating a narrative Corpus- it is one of the main structures that is used for
managing a textual document such as text cleaning and feature generation.

•

Step 2: Making all characters in lower case- In most cases, it is likely to find the crash
narratives having a mixture of upper and lower cases. All the texts in the narrative corpus
are converted to lower cases to facilitate string matching and other subsequent text
manipulations.

•

Step 3: Stemming- this is the process of reducing words to their root form. A word that is
found to have different morphological affixes within a text is reduced to a stem word. For
example, “turned”, “turns” or “turning” are all reduced to the stem word “turn”.
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•

Step 4: Stop word removal - removing stop words from the list of tokens. Stop words are
commonly used words such as determiners (the, a, an) which add little value in providing
useful information.

•

Step 5: Stripping punctuations and extra spaces- this step removes all the punctuations,
leading spaces, trailing spaces, and consecutive spaces between the words of narratives.

3.2.1.3 Feature generation
After the crash narrative corpus has been cleaned, this feature generation step generates n-gram
features that will be used for semantic analysis and classification of drivers’ hazardous actions.
The substeps for generating the features from the cleaned crash narrative corpus includes the
following;
•

Tokenization - splitting the texts into words, phrases, and symbols which are commonly
referred to as tokens.

•

Unigram and bigram extraction - extracting unigrams and bigrams from the list of tokens.
A unigram is a token such as “red”, “turn” while a bigram is a pair of two consecutive words,
letters, or syllables occurring in a text such as “red light” and “turn left”.

•

Creating a term-document matrix- a mathematical matrix with each row representing a crash
narrative document and each column having either unigrams or bigrams feature terms.

3.2.2 Semantic analysis of drivers’ hazardous actions
This semantic analysis step processes the narratives from crash reports and outputs a list of most
likely crash scenarios with respect to at-fault driver’s movement prior to a crash (e.g., goingthrough, left-turn, right-turn). The results can help understand how the police officers have been
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using “fail to yield” and “disregard traffic control” hazardous citations to at-fault drivers at signalcontrolled intersections. The produced most frequent bigram features are indicative of signal
information and at-fault driver’s movement prior to a crash and can be used to investigate the most
likely crash scenarios for each of the hazardous actions in question. The use of bigram features
facilitates rapid and efficient knowledge extraction from the crash narratives. In the subsequent
steps, the output of semantic analysis and machine learning classification of hazardous actions are
used to spot the inconsistencies in the assignment of hazardous actions based on the crash
narratives.

3.2.3 Police narratives classification
In this step, the extracted unigrams and bigrams from the previous step are used to train
machine learning models to classify police narratives into a predefined hazardous action category.
Two machine learning algorithms are used, namely boosted classification tree and support vector
machines. These two methods have been widely used across different disciplines and their
descriptions are as follows.

3.2.3.1 Boosted classification tree
The decision tree algorithm recursively assigns the observations into the most frequently
occurring class using orthogonal splits. The splitting is performed using various unbiased splitting
criteria such as the Gini Index and Entropy measure of homogeneity (Strobl et al., 2007).
Classification trees have a greater advantage over other machine training tools as they can be
visualized graphically for high-dimensional cases. They are very easy to explain to people and can
be interpreted by non-experts. However, simple classification trees are non-robust and may suffer
from high variance when tested in a different dataset (James et al., 2013).
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Boosting is one of the ensemble methods used in decision trees to improve its predictive ability
by lowering the variance of the estimates. Multiple training datasets are created using bootstrap.
The trees are sequentially built on the training data by learning from the previous trees. The first
tree is built by using the response variable, y while subsequent trees are built based on the residuals,
r, of their previous trees. This way, boosting creates a splitting classifier that emphasizes the
misclassified samples, thus minimizing overall error upon the aggregation of all trees (Sutton,
2005).
The tuning parameters for boosting include the number of trees (B), shrinkage parameter (λ),
which controls the boosting learning rate and the number of trees, and interaction depth (d), which
controls the complexity of boosting assemble. Usually, the cross-validation approach is used to
find the optimal tuning parameters that provide a balance of predictive power, efficiency, and
flexibility of the model. A general simplified routine for boosting is as follows (James et al., 2013);
− Set f(x)=0, and 𝑟𝑖 = 𝑦𝑖 for all i in the training set
− For b=1,2,3……B, repeat
•

Fit a tree 𝑓̂ 𝑏 with d splits to the training data (X, r).

•

Update 𝑓̂ by adding a shrunken new tree: 𝑓̂(𝑥) ← 𝑓̂(𝑥) + 𝜆𝑓̂ 𝑏 (𝑥)

•

Update the residuals; 𝑟𝑖 ← 𝑟𝑖 + 𝜆𝑓̂ 𝑏 (𝑥)

− Output the boosted model; 𝑓̂(𝑥) = ∑𝐵𝑏=1 𝜆𝑓̂ 𝑏 (𝑥)

3.2.3.2 Support vector machines
Support vector machines is another popular machine learning technique used in
classification problems. It evolves from the idea of the maximum marginal classifier. The
maximum marginal classifier works well for separable cases where it is optimized to separate class

50

labels by maximizing the minimal distance from the training observations to the separating
hyperplane known as the margin, M. The support vector classifier is an extension of the maximum
marginal classifier for inseparable cases. It tolerates a given level of misclassification, 𝜖𝑖 by
specifying a budget, C that the margin can be violated by training observations, 𝑥𝑖𝑗 . The support
vector classifier tends to work well for both linear and non-linear inseparable cases. The non-linear
boundary cases involve expanding the feature space by including quadratic and cubic terms. The
optimization problem for non-linear cases becomes (James et al., 2013);
𝑚𝑎𝑥imize 𝑀
2
Subject to 𝑦𝑖 (𝛽𝑜 + ∑𝑝𝑗=1 𝛽𝑗1 𝑥𝑖𝑗 + ∑𝑝𝑗=1 𝛽𝑗2 𝑥𝑖𝑗
) ≥ 𝑀(1 − 𝜖𝑖 )
2
∑𝑛𝑖=1 𝜖𝑖 ≤ 𝐶, 𝜖𝑖 ≥ 0, ∑𝑝𝑗=1 ∑2𝑘=1 𝛽𝑗𝑘
=1

(3.1)
(3.2)

Whereby 𝜖𝑖 is the misclassification error rate, M is the width of the margin, C is the tuning
parameter (Cost) budget, 𝛽𝑖𝑗 is the coefficient for the training observation, 𝑥𝑖𝑗 .
With the optimization problem given above, there will be an infinite number of ways to
enlarge the feature space by increasing the order of polynomial terms. Support vector machines
efficiently solve the support vector classifier optimization problem by using a kernel trick. It uses
Kernel functions, K to transform the data into a different dimension with a clear dividing margin
between class labels (Schölkopf, 2001). A kernel function can take a different functional form such
as linear, Gaussian, polynomial, and radial (Hofmann, 2006).

3.3

Experimental results

The proposed method was tested using the Michigan crash narratives for the crashes that occurred
at signalized intersections involving “fail to yield” and “disregard traffic control” hazardous
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citations. This section details the important findings of this experiment. It is divided into three
major sections. The first section covers the results of data preprocessing steps, followed by the
results of semantic analysis of the hazardous action. The last section presents the results of
hazardous actions classification using n-gram features.

3.3.1 Data preprocessing
3.3.1.1 Extraction of police narratives from the crash reports
The crash reports were obtained from the Michigan Traffic Crash Facts (MTCF) - an online
hub that stores Michigan traffic crash reports dated back to 2004. A query was made to extract all
the crash reports which provide details of the crashes that occurred at signal-controlled
intersections in 2015 involving a driver who was cited for either “fail to yield” or “disregard traffic
control device.” The reports were further separated by at-fault driver’s movement prior to a crash
to facilitate a detailed semantic analysis of the hazardous actions. All crash reports had the same
structure and were in a portable document format (pdf). An excerpt of the UD-10 crash report is
shown in Figure 3.2. A python script was created to extract all the texts from UD-10 reports and
efficiently loop through the texts to extract all the crash narratives. The pdfminer and intertool
packages were used to facilitate the task. The crash narratives from 12,671 crashes at signalcontrolled intersections were automatically extracted and processed for further analysis. Out of
12,671 crashes, 5,727 (45%) had “disregard traffic control” instances and 6,944 (55%) had “fail
to yield” instances.
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Figure 3.2: An excerpt of the UD-10 report in the portable document, with a crash narrative and
hazardous action label - in a red box (MTCF, 2020)
3.3.1.2 Crash narratives cleaning
The text miner (TM) package available in R was deployed to perform the following tasks;
(1) converting the narratives into a corpus, (2) converting the texts to lower cases, (3) removing
stopwords, numbers, and punctuations, (4) stemming each token in a corpus and (5) striping any
extra spaces in between tokens. TM package had a list of 174 stopwords that were scanned
throughout the crash narratives corpus and removed. Stemming was performed using Porter's
stemming algorithm (Willett, 2006).
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3.3.1.3 Feature generation
The implementation of n-gram feature extractions was performed in the R programming
environment. R has a wide range of resources for NLP tasks including data cleaning and n-grams
feature extraction. RWeka package was deployed to perform tokenization. It is the process of
splitting the texts into words, phrases, and symbols which are commonly referred to as tokens.
Weka n-gram tokenizer was used to extract unigrams and bigrams from the cleaned police
narratives corpus. A total of 13,920 unigrams and 119,267 bigrams were extracted from the whole
narrative corpus. A function was generated to remove high sparsity unigrams and bigrams. A final
list of 87 unigrams and 26 bigrams were retained after removing n-grams with the sparse factor of
0.95. These sparse n-grams appeared in less than 5% of the narrative corpus.

3.3.2 Semantic analysis of drivers’ hazardous actions at signal-controlled intersections
Semantic analysis of “disregard traffic control” and “fail to yield” hazardous citation was
conducted to discern the most likely crash scenario for each case. The analysis was performed
separately for each driver’s movement prior to a crash occurrence, namely going through, turning
left, or turning right. Typical scenarios for each case are provided hereafter. Popular bigrams for
each hazardous action scenario are provided using the mean frequency which is the total number
of occurrences normalized by the total number of crash narratives.

3.3.2.1 At-fault drivers going through at signal-controlled intersections
Figure 3.3 shows the distribution of bigrams that populated the crash narratives involving
at-fault drivers who were going through a signal-controlled intersection prior to a crash. Dominant
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bigrams from the crash narratives indicative of traffic signal information for “disregard traffic
control” citations were “red light”, “green light”, “ran red”, and “traffic signal.”

Figure 3.3: Most common bigrams for at-fault going-through drivers at signal-controlled
intersections
The analyses of phrases that contained these bigrams indicated that most of the drivers
were issued “disregard traffic control” citations when going through, ran the red light, and
subsequently involved in a crash at the signal-controlled intersection. Dominant signal information
bigrams for “fail to yield” cases were “red light”, “fail yield”, “green light” and “yellow light”.
Typical scenarios involved a driver that was going through on flashing/blinking red light while the
conflicting movement had a flashing/blinking yellow light. Table 3.1 provides excerpts of crash
narratives with typical scenarios for “disregard traffic control” and “fail to yield” hazardous
citations. Also, note that “left turn” was one of the most frequent bigrams for at-fault drivers who
were going straight. Analysis of such instances indicated that the at-fault drivers who were going
through and cited either “disregard traffic control” or “fail to yield” had an encounter with left turn
conflicting movement. The investigation of these crash instances can be expanded to understand
possible causes of crash scenario between at-fault drivers that were going straight and left-turn
drivers who had a right of way. The educational and engineering countermeasures can then be
implemented to address such situations.
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Table 3.1: Typical scenarios for “disregard traffic control” and “fail to yield” for an at-fault driver going
straight
Disregard Traffic Control
Fail to yield
“unit 1 was traveling sb on portage rd, was “unit 1, while traveling north on seward, failed to yield
unable to stop for the red light at portage rd and at a flashing red signal and had a collision with unit 2,
romence pkwy. unit 1 proceeded through the which was traveling west on fulton and had a flashing
intersection collided with unit 2 at an angle as yellow light. there were no injuries and the driver of
he was traveling eb on romence pkwy with a unit 1 was cited for fail to yield at a flashing red.”
green light.”
“driver #1 states she stopped for the red flashing light
“v1 was traveling eb in the inside lane on state and didn't see #2 coming s/b. driver #2 states as she
st. approaching the red light for n. center rd. approached the flashing yellow signal, she noticed #1
the driver of v1 said she looked down to adjust coming into her path. she attempted to avoid collision
the temperature in the car and ran the red but was unable to do so.”
light.”
“#1 had a blinking red light and #2 had a blinking
“vehicle #1 was traveling north on red-arrow yellow light.

#1 said she proceeded through the

hwy near i-94 hwy when vehicle did not stop intersection after she stopped, believing it was clear to
for the red light at red-arrow hwy and exit 23 go. when she traveled through the intersection she was
ramp.”

struck #2.”

3.3.2.2 At-fault drivers turning left at the signal-controlled intersection
Most frequent bigrams that were indicative of traffic signal information for at-fault drivers
who were turning left and assigned “disregard traffic control” include “red light’, “green light”,
“light turn”, “yellow light” and “turn red” as shown in Figure 3.4. Phrases that contain “red light”
bigram indicated that drivers that attempted to make a left turn during a steady red light were cited
as “disregard traffic control”. The bigram “light turn” represent narrative phrases with scenarios
that the drivers were turning left when the light has just turned from yellow to all red, expecting
that they will have enough time to clear the intersection. The rest of the bigrams for “disregard
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traffic control” instances such as “make left”, “turn onto” “attempt turn” explained the drivers’
movement prior to a crash.

Figure 3.4: Most common bigrams for at-fault left-turn drivers at the signal-controlled
intersections

Analysis of narrative phrases that contained popular bigrams for “fail to yield” cases
indicated that most of the at-fault left-turn drivers were issued “fail to yield” hazardous citations
when turning left on flashing yellow, flashing red or ball green light (not the green arrow) while
the conflicting movement had a right of way. Typical phrases that were found in crash narratives
elaborating crash scenarios for at-fault left-turn drivers for each of the hazardous action citations
are provided in Table 3.2.
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Table 3.2: Typical scenarios for “disregarding traffic control” and “fail to yield” for at-fault leftturn drivers
Disregard Traffic Control

Fail to yield

“unit 1 was wb on schoolcraft, disregarded the “unit #1 was travelling eastbound through the
red light at newburgh, and attempted to make a intersection of us-31s/cr 633. unit #2 was in the left
left turn onto southbound newburgh. unit 2 then turn lane, preparing to turn south on cr 633. #2
collided with unit 1”

turned in front of #1, failing to yield as #1 had a
green light.”

“unit one was traveling east on ecorse rd. unit
two was making a left turn from the exit ramp. “the driver of unit 2 said she had the green light
unit one failed to stop for a red light and went when unit 1 turned left on a flashing red light. unit
through the intersection resulting in a crash.”

2 attempted to stop but couldn't do so in time and hit
unit 1.”

“car #1 proceeded into the intersection on a
steady red light attempting to make a left turn to “driver 1 was turning on a flashing yellow arrow,
drive west on oak st.. car #1 pulled into the path failed to see oncoming traffic having right-of-way,
of eb truck #2 causing a collision in the and was struck by driver 2. driver 1 was cited for
intersection.”

failure to yield resulting in an accident.”

3.3.2.3 At-fault drivers turning right at the signal-controlled intersections
Bigrams that populated crash narratives for at-fault right-turn drivers who were assigned
“fail to yield” include “red light”, “green light”, “fail to yield”, “turn into” and “stop red” as shown
in Figure 3.5. Analysis of crash narrative phrases that contain these popular bigrams indicated that
the drivers were cited as “fail to yield” when turning right on red while other conflicting traffic
had a right of way (green light). On the other hand, drivers that were turning right where the “No
Turn on Red” sign was present were issued a “disregard traffic control” citation. Examples of crash
narratives elaborating instances of “fail to yield” and “disregard traffic control” for at-fault right
turn drivers at a signal-controlled intersection are provided in Table 3.3.
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Figure 3.5: Most common bigrams for at-fault right turn drivers at the signal-controlled
intersection

Table 3.3: Typical scenarios for “disregard traffic control” and “fail to yield” for at-fault rightturn drivers
Disregard Traffic Control

Fail to yield

“vehicle #1 made a right turn on red and the “#1 was turning s/b beech daly from e/b 6 mile after
vehicles struck. sign was posted no turn on stopping for the red light. #2 was s/b beech daly on a
red at the location for vehicle #1.”

green light. #1 struck #2.”

“unit 1 was turning right from market place “vehicle #1 was stopped at the red light on lone pine at sb
dr to north bound kalamazoo. unit 1 stated telegraph. #1 decided to turn right on red…. #2 had the
she turned on the "no turn on red" sign…”

green light and was unable to stop, thus rear-ending #1.”

“vehicle #1 west on m-59 service drive “vehicle 1 turned right from westbound griswald onto
making right on red (prohibited) and struck northbound s west ave, into the path of vehicle 2. 2 crashed
vehicle #2 causing collision & injury.”

into 1. vehicle 2 had the right of way and the green light”
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3.3.3 Classification of hazardous actions using machine learning techniques
Machine learning techniques were deployed to classify hazardous action citations based on
the crash narrative information. Presented hereafter are the results of machine learning-based
classification of hazardous actions into either “disregard traffic control” or “fail to yield” class
labels.

3.3.3.1 Splitting the data into training and testing dataset
The unigrams and bigrams that were extracted from the crash narrative were used as the
features for predicting two class labels namely “disregard traffic control” and “fail to yield”. A
total sample of 12,671 crashes was randomly divided into training data and testing data set using
a ratio of 70% to 30%.

3.3.3.2 N-grams feature selection
The first stage in calibrating the model was the n-gram feature selection. Recall from the
data preprocessing stage, a total of 89 unigram features and 26 bigram features were retained in
the final selection after removing sparse unigrams and bigrams that appeared in less than 5% of
the narrative corpus. The recursive feature selection with 10-fold cross-validation is applied to
unigrams and bigrams separately to decide the number of features to include in training the
machine learning models. Figure 3.6 shows the results of recursive feature selection. Accuracy is
used as the criteria for n-gram feature selection. The selected 89 unigrams and 26 bigrams yielded
the highest accuracy. Therefore, all the unigrams and bigram features were retained for training
the model.
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Figure 3.6: Results of recursive feature selection using 10-fold cross-validation

3.3.3.3 Model calibration
Two machine learning models were used in training the observations namely boosted
classification tree and support vector machines with radial kernels. Three scenarios were explored
for each machine learning model: (1) model training using only unigrams, (2) model training using
only bigrams, and (3) model training using a mixture of unigrams and bigrams. The script was
written in R programming environment to train the models while simultaneously tune the models’
parameters. A 10-fold cross-validation resampling strategy was deployed. Also, the n-gram
features were scaled and centered to eliminate any effect of n-gram feature magnitude variations
as the machine learning tools were using Euclidian distances in their computations. The results of
the tuning parameter for boosted classification tree and support vector machines are shown in
Figure 3.7 and Figure 3.8. For boosted classification tree, shrinkage parameter λ which controls
the boosting learning rate was kept constant at 0.1 while varying maximum tree depth, d and
number of trees, B. Maximum tree depth of 3 and 150 trees yielded the highest accuracy for
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boosted classification tree for all three model training scenarios. The cost, C tuning parameter for
the SVM model of 1, 0.5, and 1 yielded the highest accuracy after training the model with
unigrams, bigrams, and a mixture of unigrams and bigrams respectively.

Figure 3.7: Tuning parameters for boosted classification tree

Figure 3.8: Tuning parameters for support vector machines
Table 3.4 shows the values of accuracies and kappa coefficients for boosted classification
trees and support vector machines across the three scenarios. Overall for all models, the use of
unigram features yielded better results than using bigram features. The best performance for each
model was obtained by using a mixture of unigram and bigram features. Support vector machines
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with a mixture of unigram and bigram features had the highest accuracy on the training dataset of
86.2% and a kappa coefficient of 0.720.

Table 3.4: Results of the 10-fold cross-validation on the training dataset
Boosted Classification Tree

Support Vector machines

n-grams
Accuracy

Kappa

Accuracy

Kappa

Unigrams

0.857

0.711

0.855

0.707

Bigrams

0.798

0.590

0.806

0.607

Unigrams &
Bigrams

0.859

0.716

0.862

0.720

Figure 3.9 shows the variable importance plots of support vector machines for all three
scenarios. The plots provide the relative contribution of each n-gram feature in classifying the
hazardous actions into their respective class labels. For support vector machines, the importance
of the feature is measured based on the change in performance (accuracy) of the model given the
presence of the feature as opposed to its absence. The importance of each n-gram feature is scaled
from 0 to 100 relative to the highest feature score for convenience and interpretability. The unigram
“red” and bigram “red light” had the highest contribution in the hazardous action classification
followed by unigrams or bigrams that were indicative of turning movement such as “turn” and
“turn left”. This revealed the hierarchy of decision-making process that the police officers followed
while issuing hazardous citations to at-fault drivers at the signal-controlled intersections, giving
more weight to the signal information at the time of crash followed by the drivers’ movement prior
to a crash.
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Figure 3.9: Variable importance plots for support vector machines
3.3.3.4 Model performance on the hold-out sample
The performance of the support vector machines with a mixture of unigram and bigram
features was validated using the validation (hold-out) data. The measures of model performance
were accuracy, precision, recall, F1-score, and areas under the receiver operating curve (AUC).
The model was validated for all movements and each specific movement as shown in Table 3.5.
Figure 3.10 displays the ROC curves for all drivers’ movements. The precision, recall, and F1score were calculated using the “fail to yield” class label as the relevant case. Overall the model
had an accuracy of 86.1%, a kappa coefficient of 0.718, and a ROC value of 0.917 (Figure 3.10).
By taking each movement separately, the SVM model had the best accuracy of 91.2% in assigning
hazardous action labels to at-fault left-turn drivers followed by the right-turn movement. The ROC
curve and F1-score showed a similar trend with high AUC and F1-score for left-turn movements,
followed by right-turn movements and last at-fault drivers who were going through (straight).
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Table 3.5: The support vector machines with performance in the hold-out validation data
At-fault driver
Sample(N) Accuracy
movement

95% CI

Kappa

Precision Recall F1-Score

Overall

3801

0.861

0.849 - 0.871

0.718

0.869

0.879

0.874

Straight

2052

0.822

0.804 - 0.838

0.524

0.885

0.878

0.881

Left

1449

0.912

0.896 - 0.926

0.484

0.948

0.955

0.951

Right

300

0.880

0.838 - 0.915

0.334

0.930

0.937

0.933

Figure 3.10: ROC curve using support vector machines with a mixture of unigrams and bigrams

65

3.3.4 Inconsistencies in reporting and issuing hazardous citations
An evaluation of misclassified cases was performed in the hold-out validation data to
understand the possible limitations of the machine learning-based model. The contents of the
narratives were reviewed to observe any inconsistency in reporting. For the misclassified cases,
most of the crash narratives lacked information about the signal information at the time of the
crash. This information was of paramount importance in the classification of hazardous action
labels as indicated by the variable importance plots. Variation in the level of details inherent in
crash narratives limited the performance of machine learning n-gram features for the classification
of hazardous action.
The machine classification results and semantic analysis which stipulate the most likely
crash scenario for each hazardous action were used to scan for any possible inconsistencies in the
assignment of hazardous actions. Table 3.6 provides examples of possible errors that were made
by police officers in classifying hazardous actions. Example #1 and example #2, show instances
where a driver was attempting to turn with a flashing red light. Mostly likely hazardous action
citation based on the semantic analysis was supposed to be “fail to yield” but it was labeled
“disregard traffic control” in the crash report. The last two example narrative cases were those in
which a driver ran the red light when going straight. They were labeled as “fail to yield” in the
crash report while it was the most common scenario for “disregard traffic control” hazardous
citation.
Therefore, the proposed method and developed model can be used for improving the
accuracy of crash reporting. Correct assignment of hazardous actions at signal-controlled
intersections will assist traffic operation and safety personnel in appraising and implementing
effective crash mitigation measures.
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Table 3.6: Examples of possible errors in categorizing hazardous action
Example
Number
1

Observed
class label

Predicted
class label

Disregard TC

Fail to yield

flashing red light and pulled out in front of driver 1 as she Disregard TC

Fail to yield

Crash narrative
“veh 1 was n/b patterson inside lane with a green light. veh
2 was attempting to turn from s/b patterson onto e/b 44th
with a flashing red light. driver stated he was just following
the car in front of him.”

2

“driver 1 was nb on dixie hwy. driver 2 was sb on dixie hwy
and was making a left turn onto eb state st. driver 2 had a

was nb on dixie. driver 1 attempted to stop to avoid the crash
but was not able to.”
3

“red mercury (vehicle #1) disregared a red signal light at
which time had a collsion with a blue gmc jimmy (vehicle #
2), red mercury then lost control, at which time struck a tan

Fail to yield

Disregard TC

Fail to yield

Disregard TC

chevy uplander (vehicle # 3).”
4

“v-1 sb east beltline ran red light colliding with v-2 making
wb turn onto 28th st. v-1 heavy front end damage v-2
moderate front end damage.”

3.4

Conclusions
According to the US National Traffic Safety Administration, human factors contribute

about 94 percent of all vehicle-related crashes (NHTSA, 2015). It is therefore important to ensure
that the human-related contributing factors to a crash are correctly coded and documented. Lack
of proper coding and a vague description of the contributing circumstances to a crash can
significantly deter traffic safety efforts. The codes for each of the contributing factor/hazardous
actions are usually found on the state’s crash reporting manuals. The motivation of this study was
derived from the lack of hazardous action descriptions in most of the states’ crash report manuals
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that were reviewed. This paper resorted to using the crash narratives to demonstrate how NLPbased procedure complemented by machine-based-learning techniques can be used to expound the
descriptions of hazardous action/contributing factor categories that are lacking in most of the crash
reporting manuals.
The proposed methodology innovatively combines NLP functions and machine learning
methods to automatically extract crash narratives from portable document format sources, conduct
a semantic evaluation, classify the hazardous actions, and identify possible errors that are likely to
be made by the police officers in issuing hazardous actions to at-fault drivers. This is pioneering
research in integrating NLP and machine learning techniques to enable cross-checking of
structured data and unstructured data in the broad civil engineering domain, in the “big data” realm.
The proposed methodology significantly reduces needed manual efforts in handling a large amount
of unstructured data and therefore enables a better-quality control process for crash reports of a
state which could otherwise be impossible. Domains that have large collections of textual
documents can use the proposed methodology for automating data preprocessing, text
classification, and consistency/quality check.
Michigan State was used as a case study area. Crashes that occurred at signal-controlled
intersections involving two most common hazardous citations at signal-controlled intersections
namely “fail to yield” and “disregard traffic control” were used in the analysis. Presented below
is the summary of the main findings for our case study area and the discussion on how the
methodology can be adapted to other states to improve their crash reporting manual particularly
on the human-related contributing factors.
The crash scenarios stipulated here for each of the hazardous actions were the most likely
events since they occurred more frequently than others for each of the hazardous actions. Police
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officers were most likely to issue “fail to yield” to (1) At-fault drivers who were turning left during
a solid green light, flashing/blinking yellow light or flashing/blinking red light; (2) At-fault drivers
who were going through during a flashing red light and failed to give a right of way to drivers who
had a blinking yellow light; (3) At-fault drivers who were turning right and proceed to intersection
unaware of conflicting traffic which had the right of way. For the case of “disregarded traffic
control”, the police officers were most likely to issue “disregard traffic control” to (1) At-fault
drivers who were going straight or left and ran the red light; (2) At-fault drivers who were turning
right where the right turn on red (RTOR) was prohibited.
These findings and the proposed methodology can be used by state DOTs to improve their
future editions of crash reporting manuals by providing detailed descriptions of human-related
contributing factors. Also, the findings can be valuable in traffic safety analysis particularly at
signal-controlled intersections as they elaborate the chain of pre-crash events associated with each
of the hazardous action citations. For example, if the signalized intersection has many crashes
related to “disregard traffic control”, it is most likely that the vehicle entered, and proceeded
through, an intersection after the traffic signal has turned red. Various countermeasures can then
be considered to address the red-light running (RLR) problem such as improving signal visibility,
adjustment of all-red and clearance interval, installation of advance warning signs, and signal
coordination, to mention a few.
A similar analysis can be used to expound the descriptions of other contributing
circumstances using crash narratives and other relevant sources. For example, “speed too fast”
hazardous action can be analyzed to understand the context in which it has been used by the police
officer. Two possible scenarios for drivers who were cited as “speed too fast” can be: (i) speeding
too fast given the traffic, weather, or roadway condition, and (ii) speeding too fast given the posted
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speed limit. NLP-based machine learning approach can be used to classify at-fault drivers cited as
“speed too fast” into the aforementioned two scenarios using police officers’ narratives in
conjunction with the weather condition available in the crash metadata.
Another important task after establishing the crash scenario for each of the hazardous actions
is to be able to identify crash reports that have possible hazardous action misclassifications. In this
study, the machine learning-based classification model was developed to classify hazardous action
labels at signal-controlled intersections based on unigram and bigram features extracted from the
crash narratives. The developed model was able to correctly classify the narrative reports to their
respective hazardous action labels with an accuracy of 86.1% and obtain the highest classification
accuracy of 91.2% for at-fault drivers who were turning left. The semantic analysis and
classification model demonstrated its usefulness in spotting possible inconsistencies in crash
reports. For example, in some cases “fail to yield” and “disregard traffic control” hazardous
citations were used interchangeably for at-fault drivers who ran the red light or had flashing red
light. The variation in the level of details provided by each narrative contributed to the observed
misclassification error rate. Most of the states’ crash report manuals have a section that instructs
investigating police officers on the relevant pre-crash and post-crash information to be included in
the narrative. The required level of details as stipulated in the crash report manuals differs between
states. Well-described instructions on how to fill in the crash narratives across the states will help
to train the police officers on what information should be included in the narratives and at what
level of details.
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CHAPTER IV
4INTEGRATING TOPIC MODELING AND NETWORK TOPOLOGY: EXPLORING
PREVALENCE AND CO-OCCURRENCE OF THEMES IN TRAFFIC FATAL
CRASHES

4.1

Background

The computational text analyses have gained considerable attention in various research domains
due to the proliferation of digitized text available for organizational science research. Text mining
complemented with data mining techniques have been used to analyze publication activities and
trends in scientific research journals including transportation-related journals (Abuhay et al., 2018;
Das et al., 2016), analyzing open-ended surveys (Roberts et al., 2014; Trappey et al., 2013) opinion
mining (Das et al., 2019), urban activities pattern classification (Hasan and Ukkusuri, 2014),
detecting medical descriptions frauds and abuses (Zafari and Ekin, 2019), among many others.
Transportation is one of the domains that have an enormous amount of textual data. It is
the system that is run by and for people, and therefore it is almost automatic to have textual content
in different forms such as user-generated content and internal information asset (Kinra et al., 2019).
Huge textual databases are available in the area of transportation safety such as crash data
narratives which contain a police officer written words describing the crash incident and consumer
complaints having records of vehicle defects. The information from these textual sources can be
utilized to gain deeper insights into contributing factors to crash occurrence. For example, Kwayu
et al (2020) utilized the crash narratives to conduct the semantic analysis and classification of
drivers’ hazardous actions at signalized intersections. The proposed algorithm was able to identify
disregard traffic control and fail to yield hazardous actions from crash narratives with a decent
level of accuracy. Further, the developed textual-based algorithm proved to be promising in
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detecting possible errors that were made by the police officers while coding hazardous actions in
the crash reports. In a similar token, Das et al., (2018) examined the consumer complaints available
at National Highway Traffic Safety Administration(NHTSA) database to discern major vehicle
defects. The NHTSA database of consumers contains a list of complaints by each vehicle type
with the level of injury that has occurred. The study was important because about 6.35 percent of
the fatalities in the US occurred as a result of vehicle manufacturing defects (Das et al., 2018).
Exploratory text mining complemented by Empirical Bayes data mining assisted in discerning
major vehicle defects that were mainly associated with airbags, braking systems, seatbelts, and
speed control.
Different text mining applications can be applied to extract new insights from textual data
such as thematic analysis, content analysis, supervised modeling, unsupervised modeling, and
natural language processing (Banks et al., 2018). Amongst many text mining applications, topic
modeling has been applied in the transportation safety domain to identify latent structure within
documents. It is part of the unsupervised modeling category that has been used to detect patterns
and prevalence of different crash contributing factors in transportation safety data. Kuhn (2018)
utilized the incident reports from the aviation safety reporting system to identify latent topics and
trends. The structural topic modeling was used as it offers ways to connect the available incident
metadata and the generated latent themes. The analysis was able to identify additional unreported
connections of different contributing factors to incidents in the aviation safety industry. Different
issues were identified such as fuel pump tank, and landing gear issues. Robinson et al (2019)
utilized the same aviation safety database and apply temporal topic modeling combined with
subject matter expert review. The generated topics were presented to the subject matter expert
(SME) for evaluation and interpretation. There was a consensus among SMEs on the topic
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interpretation, and trend based on most probable terms and most likely narratives for a given topic.
Topic modeling has also been applied to explore trends and prevalence of latent topics in
transportation research journals. Das et al (2016) utilized text mining and topic modeling to the
compendium of papers from Transportation Research Board Annual Meetings. The trend of topics
indicated an increase in behavioral research and safety prediction models which are all related to
the area of transportation safety. Sun & Yin (2017) did a similar analysis but expand the dataset to
articles that were published in twenty-two leading transportation journals from the year 1995 to
2015. Inferred topics on sustainability, travel behavior, and non-motorized mobility were found to
increase over time.
Globally, vehicle crash fatalities have resulted in 1.25 million deaths with an average of
about 3.827 deaths per day (Association for Safe International Road Travel, 2019). More than half
of these deaths involved young adults. Traffic crashes as a cause of death is ranked ninth leading
cause of mortality globally and expected to climb the ladder into the fifth position by 2030 if no
necessary actions are taken. In the U.S.A, recent fatal motor vehicle crashes statistics have shown
that 36,560 people died in 2018 (Highway Traffic Safety Administration, 2019). The report
stipulates various factors that are associated with crash occurrences. The fatalities were mainly
composed of passenger car occupants (35%) followed by light truck occupants (27%), pedestrians
and bicyclists (20%), motorcyclists (14%), and large trucks and buses (4%). Drivers’ attributes
played a significant role in crash occurrence. Alcohol was a significant contributor in about 29%
of these crashes while 41% of the occupants that died in a crash were unrestrained. The above and
similar information on fatality by vehicle type, drivers’ attributes, vehicle and environmental
attributes, and series of events leading to a crash are important in understanding crash causes.
Innovative data analyses are needed such as text
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and data mining analytics which uses

unconventional methods and data sources to understand the effects and interactions of crash
contributing factors.
Text and data mining approaches can be used to study the interaction of components that
make up a crash. These components include but are not limited to pre-crash events, crash locations,
and involved parties in a crash. Understanding the interaction between crash components will
widen our perspective and understanding in which the crash mitigation measures can be effectively
appraised. In most cases, the crash occurrence will be attributed to more than one factor.
Computational text mining and data visualization tools such as network topology analysis can be
used to estimate and visualize the prevalence and co-occurrence of series of events, locations, and
involved parties in a crash.
Network topology theories and analysis has been used widely in the field of social and
behavioral science to analyze social relations, computer science, telecommunication, and
transportation, to mention a few. Quantitative narrative network analysis has been used to explore
the large text corpora in social sciences using network properties such as structure robustness of
the network and node centrality measures such as node degree, normalized betweenness, and
eigenvector centrality (Golbeck, 2013). Link network analysis explores graphically the association
between objects and has been used to detect frauds in financial institutions and insurance
companies. It is a means of reducing the high-dimensional association between objects and identify
the most important associations within a network (Miner et al., 2012). A similar analogy can be
followed in examining the association between pre-crash events, locations, and involved parties in
a crash for different crash types. In computational science, Abuhay et al (2018) analyzed the
publication activities in the journal of computational science using graph theory. Static and
dynamic collaboration networks were used to investigate multidisciplinary collaboration among
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scientific communities. The results revealed that conferences are a suitable platform for
encouraging collaboration development in researches among authors. Static and dynamic network
theories that were applied in Abuhay et al study can be leveraged in traffic safety studies to capture
how different crash contributing factors have been evolved over time. In transportation, network
theory has been a fundamental tool in analyzing the operation and management of transportation
facilities and services. Topics in transportation that incorporates network theory include
optimization and design of transportation networks, the geography of the transportation network,
and the science of transportation network (Monteiro et al., 2012). Such mentioned applications in
various fields can be effectively leveraged in the transportation safety domain to understand the
interaction and relative importance of different crash contributing factors.
In the USA, millions of crash narratives are available from various crash databases. The
crash narratives as any other unstructured data are less utilized or incorporated in decision-making
systems compared to structured crash metadata as they are not easily manageable. Unstructured
data usually exists in an unorganized format that offers no or little insight unless indexed and stored
in an organized fashion (Berman, 2013). The inherent format of unstructured data, which for our
case are crash narratives, exacerbates difficulties in data preprocessing and information extraction.
This study aims at utilizing crash narratives complemented by crash metadata to discern persistent
crash factors and co-occurrence of factors that contribute to crash incidents using the structural
topic modeling (STM) approach and network topology analysis. The fatal crash narratives obtained
from Michigan Traffic Crash Facts (MTCF) are used as a case study, but the proposed framework
can be applied to any domain with versatile textual data sources. The specific objectives of this
study are threefold. First, to understand the prevalence and trend of different topics emanating
from the crash narratives. Secondly, to estimate the relationships between the generated topics and
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structured crash metadata. Thirdly, to understand both direct and indirect associations of the
generated topics using the network topology. The last objective advances our understanding of the
crash scenarios by providing a holistic overview of the existing association between crash events,
locations, and involved parties in a crash. The information that would otherwise be difficult to
obtain using only structured crash metadata.

4.2

Methodology

Topic models are unsupervised probabilistic models that enable users to search and explore the
documents based on the underlying themes that form a document (Blei, 2012). Over time, different
topic modeling approaches have been developed to cover the static and dynamic aspects such as
temporal topic evolution and the topic hierarchy. Topic models allow for a mixture of topics to
represent a single document. The simplest probabilistic topic model is the Latent Dirichlet
allocation (LDA), whereby the topic proportion for a given document is estimated using Dirichlet
distribution (Blei et al., 2003). LDA assumes independence between topics. But in most cases, this
assumption is violated as it is more likely for the topics to be correlated with one another. The
correlated topic model allows the topic proportions to exhibit correlations following the logistic
normal distribution. In most cases, the CTM has been shown to provide a better fit than LDA (Blei
and Lafferty, 2007). Another branch of topic modeling is dynamic topic modeling which is
designed to capture the evolution of topics in large corpora of document organized in sequential
order (Blei and Lafferty, 2006). Supervised topic modeling approaches can also be used in cases
where a modeler is interested in generating topics conditional on the response variable (Rafla and
Gauba, 2011). This allows for the estimation of underlying latent themes or topics that best predict
a given response variable in the test dataset.
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4.2.1 Structural topic modeling (STM)
In this study, we utilized one of the most recent topics modeling approaches called structural topic
modeling (STM) proposed by

Roberts et al (2016). It combines and advances the model

frameworks of the correlated topic model, Dirichlet-Multinomial Regression (DMR) topic model,
and the Sparse Additive Generative (SAGE) topic model (Roberts et al., 2019). Like any other
topic modeling approach, it is a generative model of word counts which begins by specifying the
generating process of document-topic and topic-word distributions of the documents. An overview
of the modeling approach is succinctly described by the pioneers of the STM algorithms (Roberts
et al., 2019, 2016). The main advantage of the STM over the other topic modeling approaches is
that it allows the researchers to discover topics and estimate how the topic relates to the document
metadata.

4.2.2 Model estimation process
In Latent Dirichlet modeling, the topic proportion, 𝜃⃗𝑑 which is drawn from Dirichlet distribution
is assumed to be a random variable, common across all the documents. For the case of STM, this
parameter is assumed to be drawn from Log-Normal distribution conditioned on document
metadata. The log-normal distribution is a more flexible option than Dirichlet distribution and it
allows for the correlations between topics to be estimated (Zafari and Ekin, 2019). Given a
document, d with vocabulary size, V and K topics, the 𝜃⃗𝑑 can be estimated as shown in Equation
4.1;
𝜃⃗𝑑 |𝑋𝑑 𝛾, 𝛴 ∼ 𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐𝑁𝑜𝑟𝑚𝑎𝑙(µ = 𝑋𝑑 𝛾, 𝛴)

(4.1)

With mean, µ𝜖ℝ𝐾−1 ( i.e., 𝑋𝑑 is a 1xp vector and 𝛾 is a p x K-1 vector) and variance, 𝛴 𝜖 ℝ𝐾−1∗ 𝐾−1.
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Also, the word proportions or probabilities 𝛽 within each topic is a random variable drawn
from the Multinomial Logit model conditional on baseline word distribution (m), topic (k),
document-level covariates(metadata), yd and the interaction of topics and covariates as shown in
Equation 4.2.
𝑦,.

𝑦,𝑘

𝛽𝑑,𝑘,𝑣 ∝ 𝑒𝑥𝑝(𝑚𝑣 + 𝜅𝑣.,𝑘 + 𝜅𝑣 + 𝜅𝑣 )

𝑦,.

𝑦,𝑘

where the 𝜅𝑣.,𝑘 , 𝜅𝑣 𝑎𝑛𝑑 𝜅𝑣

(4.2)

are the topic-specific deviation, the covariate group deviation, and

the interaction between the topic deviation and covariate deviation respectively. The 𝜅 terms
provide the adjustment based on a given topic and covariate data.
The topic assignment zi is based on the 𝜃⃗𝑑 . For a given the selected topic, the word
assignment is based on the estimated 𝛽𝑑 as shown in Equation 4.3 and Equation 4.4;

𝑧𝑑,𝑛 |𝜃⃗𝑑 ∼ 𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜃⃗𝑑 )

(4.3)

𝑤𝑑,𝑛 |𝑧𝑑,𝑛 , 𝛽𝑑,𝑘=𝑧𝑑,𝑛 ~ 𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝛽𝑑,𝑘=𝑧𝑑,𝑛 )

(4.4)

The overall description of the topic distribution and word distribution can be nicely presented using
graphical plate notation in Figure 4.1 designed by Roberts et al (2013).
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Figure 4.1: Graphical plate notation of structural equation modeling
4.2.3 Selecting the number of topics
Essentially, there is no clear unified, and correct approach for selecting the optimal number of
topics. In most cases, it will involve the use of statistical tools and experts’ judgment based on the
research question at hand (Roberts et al., 2016; Zafari and Ekin, 2019). Various statistical datadriven tools can assist a researcher to obtain a tentative number of topics to be estimated. STM R
package which was used in this study for generating the topics offers data-driven statistical
diagnostic tools such as held-out likelihood estimation, residual check, semantic coherence, and
exclusivity measure. The residual check tests the overdispersion of the variance of a multinomial
function (Taddy, 2012). Higher residuals indicate that more topics are needed to capture extra
variance present in the data. A model with the lowest residuals is therefore desirable. Semantic
coherence is a measure of how words in a topic co-occur together. Higher levels are obtained when
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the most probable words in a topic co-occur together. Semantic coherence can be complemented
by other metrics that combine the frequency and exclusivity of a word or term in a topic such as
the FREX metric (Bischof and Airoldi, 2012).

4.2.4 Topic-word assignment
Different measures can be used to explore words that represent a topic. Having multiple criteria
for selecting words associated with a given topic helps to grasp the comprehensive meaning of a
topic. A simpler metric populates words based on the probabilities. However, this metric will be
biased towards the most common words in a document that are likely to spread across multiple
topics. To counteract this setback, other metrics have been developed such as FREX, Lift, and
Score. FREX selects words that are common for a given topic but rare in other topics. This measure
provides a balance between the frequency and exclusivity of words in a topic. Mathematically, it
is a weighted harmonic mean of a word based on exclusivity and frequency (Bischof and Airoldi,
2012). Lift divides the frequency of a word in each topic with its frequency in other topics. The
score works similarly to Lift but uses the natural logarithm of frequency instead of frequency
(Roberts et al., 2019).

4.2.5 Topic interpretation and validation
Once the topic has been generated it is the task of the researcher to define the context of each topic.
This one of the most critical stages as it affects the subsequent analyses and ultimately inferences
and conclusions. The representative words in each topic based on different metrics such as the
highest probability, FREX, Score, and Lift are used to get the first impression of the context
encircling a given topic. The next step involves the examination of documents that are highly
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associated with a given topic to gain a deeper understanding of the topic. In this study, a single
document was represented by a single police fatal crash narrative. Each topic was assessed by
using word assignment metrics and crash narratives that were highly associated with the topic in
question. The STM package in R programing language has a function, findThought that was used
to pull out documents that are highly associated with topics using topics posterior probabilities.
The review of words and representative narratives for each topic were used to interpret each topic.

4.2.6 Assessment of topic association using network topology
Network theory is used to visualize the pairwise relationship between discrete objects (Metcalf et
al., 2016). It encompasses a collection of techniques that allow researchers to find relationships
among subjects using relational data that are organized in matrix form (Chiesi, 2015). For our case,
the objects were the inferred topics categorized into events, locations, and involved parties in a
fatal crash. A network is made up of nodes and links. Each node represents a given topic while the
link represents a relationship between inferred topics. In this study, the strength of the relationships
between inferred topics was obtained using the Pearson correlation coefficient matrix. The
representation of topics in a network offers a convenient way of describing the relationship
between pre-crash events, locations, and involved parties in a crash. It may also reveal how
multiple factors can contribute to crash incidence through the investigation of direct and indirect
links between factors. Various network centrality metrics can be used to measure the influence or
importance of a topic in network topology (Marsden, 2015). In this study, we used Eigenvector
Centrality to understand the influence of the topic in a network that describes a crash incidence.
Eigenvector centrality assigns a relative score to a topic in a network while considering the
importance of its neighbors. A given node in question will have a higher score if it is connected to

81

high-scoring nodes compared to if it was connected to lower-scoring nodes. Mathematically, the
scores, so-called principal Eigenvectors are determined using the adjacency matrix (Golbeck,
2013). Intuitively, a topic with a high Eigen score in the crash network diagram indicates the
centrality of a topic in the make-up of a chain of factors that leading up to a crash incident.

4.3

Data source and preprocessing step

Police officers written narratives of fatal crashes that occurred in Michigan between 2009 through
2018 were used as input in the STM framework. A police crash report consists of a police officer's
written narrative articulating series of events, involved party types, crash locations, environmental
conditions, and first aid responses, among others. The sanitized Michigan police crash reports are
available online in the Michigan Traffic Crash Facts (MTCF) database. Bulk access to UD-10s can
be enquired from the Michigan Criminal Justice Information Center. Overall, the acquired dataset
had a total of 9202 traffic fatal crashes that occurred in Michigan during the ten years of analysis.
The crash reports were available in portable document format (see Figure 4.2) and it was
impractical to manually extract the crash narratives from each report. A script was created in Java
programming language to efficiently loop through the sanitized UD-10 reports, extracting the crash
ID and the crash narratives and map the array of results in a more manageable file format. The
accuracy of the extracted narratives and crash ID was conducted through manual examination of
randomized sample UD-10 reports to make sure that there was no information mismatch. The crash
ID was used to merge the extracted crash narratives with other coded crash metadata. The
combined dataset was used in the analysis to relate the inferred topics from the crash narratives
with crash metadata. The crash metadata that was used in this study includes crash type, time of
the day, age of involved parties in the fatal crash, and the year of crash occurrence.
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Figure 4.2: Excerpt of a crash report in portable document format consisting of a crash narrative
(MTCF, 2020)
4.4

Results and discussions

This section presents the results and discussions of various analyses that were performed which
include the topic selection process, analysis of the prevalence of the topic on crash metadata, and
analysis of topics co-occurrences using network topology. The discussion of the result is mainly
pivoted on how the results and methodology used in this study can be integrated with previous and
future traffic safety studies that utilized structured data sources to gain deeper insights on crash
causes.

4.4.1 Topic selection
The first task of this study was to select the number of topics that are to be estimated by the
structural topic model (STM) using experts’ judgment and statistical data-driven diagnostic tools.
Figure 4.3 presents model diagnostic results of residuals while Figure 4.4 shows the plot of
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semantic coherence against exclusivity. The diagnostics plots present topic model performance for
the various number of topics ranging from twenty to one hundred. The preferred model is the one
that offers low residuals, high semantic coherence, and exclusivity. STM with sixty topics yielded
the lowest residuals. From Figure 4.4, high semantic coherence and exclusivity are points towards
the upper right corner of the graph which was mostly populated by the STM model with sixty
topics. The STM model with sixty topics was tentatively selected for further evaluation using
experts’ opinions which was mainly based on the interpretability of the inferred topics. The final
STM model with sixty topics was used in the subsequent analysis. It should be noted that the final
model to be used doesn’t have to concur with the results of the diagnostics plots. The diagnostic
results only provide a guide for the researcher to investigate the suitability of the inferred topics
for further analysis.

Figure 4.3: Residual check at different number of topics

84

Figure 4.4: Semantic coherence and exclusivity for different topic models
4.4.2 Topic description and interpretation
Word assignment based on the highest probability, FREX, Score, and Lift measures were used to
infer the context of each topic. Further, the most representative crash narratives for each topic were
carefully examined to aid the interpretation of each topic. Each topic was labeled successfully
using word assignment and crash narratives. The topics of interest in this study are those that were
categorized as either describing a pre-crash event, crash location, or the involved party in a crash.
Twenty-five out of sixty topics matched the above-mentioned categories and were retained for
further analysis. Table 4.1 provides the most representative words for each of the labeled topics
using the metrics already described in the methodology section. Different word assignment metrics
are provided to avoid giving a bias interpretation of a topic. Table 4.2 provides examples of sample
crash narratives that were highly associated with each topic. The crash narratives give a practical
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demonstration of how each of the inferred topics fits in the description of a crash. Most of the
inferred topics described a pre-crash event such as loss control, avoiding collision, passing
maneuver, speeding, failure to yield, turning left, and run-off-road. The topics related to involved
parties in a crash articulated the involvement of a passenger, child, motorcyclist, and commercial
vehicle in a crash. The location-related topics described fatal crashes that occurred at stop-sign
intersections, signal-controlled intersections, driveways or parkways, and on freeways particularly
freeway exit ramps. The remainder of the topics that didn’t fit in any of the categories were
excluded from the analysis. Such topics described other issues about the crash incident such as
first-aid response, the direction of travel, driver’s unit number, road names, reference number to
the additional investigation report, among others.
The inferred topics present unique cases that have been extensively researched in previous
studies such as run-off-road crashes, alcohol, seatbelt usage, fail to yield, turning left, secondary
crashes, pedestrians, bicyclists (Rolison et al., 2018). The contribution of this study is to examine
how each topic connects to a larger network of pre-crash events, locations, or involved parties in
a crash. Such interactions between pre-crash events, location, and involved parties in traffic
crashes have not been examined by using text mining approaches.
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Table 4.1: Word assignment of each topic
Topic label

Group

Highest Prob
avoid, collis,
unabl

AvoidCollision

Event

CrossCenterline

Event

center, cross, line

Driveway|Parkway

Event

park, drive, tow

park, lot, main

FailYield

Event

fail, pull, way

yield, way, fail

FrontDamage

Event

Intoxication

Event

front, damag,
caus
blood, result,
alcohol

LaneChange

Event

lane, right, left

damag,
straight, heavi
test, alcohol,
blood
lane, shoulder,
right

LostControl

Event

control, lost, slid

lost, lose, slid

welch, ici, slipperi

PassingManuever

Event

pass, away,
attempt

RanoffRoad

Event

roadway, left, ran

Seatbelt

Event

insid, found, trap

ludington, pass,
away
enbank, re-ent, correct
rbuxton, seatbelt,
belt

SecondaryCrash

Event

crash, prior,
complet

Speeding

Event

speed, high, rate

TurnLeft

Event

turn, left, onto

UnableStop

Event

rear, stop, end

RampExit

Location

exit, ramp, run

RedLight

Location

light, red, traffic

StopSign

Location

Bicyclist

PartyType

ChildInvolved

PartyType

CommericalVehicle

PartyType

Motorcycle

PartyType

PassengerInvolved

PartyType

Pedestrian

PartyType

pass, away,
anoth
overturn,
roadway, ran
seatbelt, insid,
trap
crash, prior,
occur
high, rate,
speed
turn, make,
onto
end, push,
slow
ramp, exit, bus
green, light,
flash
sign, stop,
intersect
bicyclist,
median, bicycl
child, health,
ford
trailer, tractor,
semi
motorcycl,
rider, deer
passeng, seat,
driver
walk,
pedestrian,
street

stop, sign,
intersect
median, bicyclist,
travel
ford, fire, depart
trailer, truck,
semi
motorcycl, rider,
deer
passeng, side,
driver
pedestrian, cross,
walk

FREX
avoid, collis,
swerv
center, line,
head-

87

Lift
anim, avoid, swerv
mackinac, line,
center
broadway, rusko,
scooter
baselin, mertz,
yeild
collison, extens,
damag
forens, test, corey
-wheeler, merg,
guard

averi, amend, crash
kevin, rate, high
capit, highland,
turn
assur, brooklyn,
closur
approch, ramp, bus
terrac, solid, green

Score
avoid, collis,
swerv
center, line,
cross
broadway, park,
lot
fail, yield, way
damag, collison,
front
blood, alcohol,
forens
lane, right,
shoulder
control, lost,
slid
pass, ludington,
away
roadway, ran,
overturn
trap, seatbelt,
rbuxton
crash, averi,
complet
speed, high, rate
turn, left, make
rear, end, stop
exit, ramp, bus
light, red, green

bicyclist, sullivan,
barricad

stop, sign,
intersect
median,
bicyclist, bicycl

allegi, attack, elli

ford, elli, henri

linco, sign, rds

boat, dane, haul
larri, motorcycl,
motorcyl
golf, seat, passeng
lewi, crosswalk,
auburn

trailer, truck,
semi-truck
motorcycl,
rider, larri
passeng, side,
seat
pedestrian,
walk, lewi

Table 4.2: Examples of most likely narrative for some topics
Topic
TurnLeft

Group
Event

Speeding

Event

FailYield

Event

RanoffRoad

Event

LaneChange Event

StopSign

Location

RedLight

Location

Driveway|
Parkway

Location

Passenger
Involved
Child
Involved

PartyType

Pedestrian

PartyType

Bicyclist

PartyType

Motorcycle

PartyType

PartyType

Sample narrative
vehicle #2 was w/b on pontiac trail. driver of vehicle #1 was attempting to
turn left into a driveway and turned infornt of vehicle #2.
..shows motorcycle coming out of alley in a high rate of speed -lost control
and struck garbage dumpster. motorcycle reported stolen from wixom p.d.
vehicle #2, failed to yeild right of way to vehicle #1 and drove into path of
vehicle #2 causing vehicle #2 to strike vehicle #1.
#1 was traveling south on angevine rd and ran off the roadway right, reentered the roadway and ran off the roadway left and struck a tree.
unit 2 was traveling north on m5 in the left lane. the driver of unit 2 stated
that unit 1 changed lanes from the far-right lane, to the middle lane. unit 2
driver stated it appeared unit 1 was going directly into his lane so he swerved
slightly to the left on the shoulder.
veh #1 n/b on neff rd failed to stop for a stop sign at mcbride rd. as #1
entered the intersection it struck #2, who was e/b on mcbride rd.
unit 1 n/b on livernois ave approaching a red signal at wattles rd. unit 2 was
proceeding w/b wattles rd to s/b livernois ave on a green signal. unit 1
disobeyed the red signal, entered the intersection.
vehicle #1 was reversing from driveway and struck a motorized wheelchair
that was traveling south on the private drive. an elderly woman fell from the
motorized wheelchair.
according to the driver and rear passenger, the front seat passenger sat on
the window ledge with his upper torso outside of the vehicle while in motion.
#2 was w/b on ellis and was distracted by children in the backseat. she ran
the stopsign at s. moorland rd and was struck by a n/b #1. both vehicles ran
off the road and rolled over.
pedestrian crossing the street from longfellow traveling w/b to e/b entered
the roadway with no crosswalk was then struck by vehicle #2. writer obs
none of the streetlamps to be functioning.
both unit 1 and 2 were travelling e/b on stoll rd. unit 1 struck unit 2 from
behind on the paved portion of the roadway, throwing the bicyclist from the
bike. unit 1 driver stated she did not see the bicyclist at all on the roadway…
unit 1 and the rider slid across the pavement striking the curb. both the
motorcycle and the rider vaulted into the air. the rider came to rest in the
grass. the motorcycle came to rest in the roadway and began to burn due to
a ruptured fuel tank. wofford was not wearing a helmet.
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4.4.3 Prevalence of topics on crash metadata
One of the main advantages of structural topic modeling is that it allows the researcher to easily
associate the topics with the covariates or metadata. The incorporation of metadata in the STM
framework enriches our understanding of the possible relationships between the inferred topics
from unstructured crash narratives and structured crash metadata.
Figure 4.5. shows the overall topic prevalence across all the fatal crash narratives. The prevalence
of topics highlights important underlying themes in traffic crashes that may require extensive
analyses from multiple data sources.

Figure 4.5: Overall topic distribution
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Topics that had higher proportions were the ones that described the pre-cash events such as runoff-road, lane change, and going to the ditch. A topic describing fatal crashes at the stop-sign
intersection was the most prevalent location-based topic followed by a topic describing crashes at
the signal-controlled intersection. Further, the most prevalent topic describing the involved parties
in a crash was passenger-related crashes followed by pedestrian-related crashes and motorcyclerelated crashes.
The topic proportions across each crash type were examined to discern the most prevalent topics
for each crash type. This can generally assist in understanding the most critical events, party types,
or locations that are associated with a certain crash type. Moreover, the analysis is expanded by
interacting the topics with other crash metadata namely the time of the day and drivers’ age with
the crash type as shown in Figure 4.7 and Figure 4.8 respectively.

4.4.4 The topic prevalence across angle fatal crashes
The proportion of topics that described angle crashes were mostly found at the stop-sign
intersection (StopSign) compared to signal-controlled intersections (RedLight). This was
intuitively correct as, at signal-controlled intersections, vehicle movements are more regulated
than vehicle movements at the stop-controlled intersections. The difference in the topic proportion
of angle crashes at stop-sign was moderated by the time of the day as shown in Figure 4.8. A topic
describing fatal crashes at the signal-controlled intersections which involved running a red light
and other violations as described by sample narrative in Table 4.2 occurred mostly at nighttime.
Further, the topic proportion was higher in young driver crashes compared to older driver
crashes as shown in Figure 4.7. Conversely, the topic describing crashes at stop-controlled
intersection occurred mostly during the daytime with no significant difference in topic proportion
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between drivers’ age. Red-light running (RLR) has long been known as one of the leading causes
of urban crashes (Retting et al., 1999; Schattler and Datta, 2004). Exploratory analysis such as the
study by Fu et al (2013) can be combined with text-based analysis as outlined in this section to
explore further the influence of different contributing factors on driving violations at intersections.
The event-related topics that had higher proportions in angle crashes include failure to yield
and turning left. The topic proportion of failure to yield was higher in older-related crashes and
during the daytime. Turning left topic was also skewed towards the older-related crashes and
mostly during the daytime. The findings align with previous studies that used surveys and
structured crash data. Older drivers have been commonly reported to make errors at intersections,
such as failing to comply with signals and signs and making improper turns (Langford and Koppel,
2006; McGwin and Brown, 1999).
The passenger-related topic was more prevalent among young drivers with no significant
difference in topic proportion by the time of the day. By using naturalistic driving studies, accident
records, and surveys, studies have shown that the presence of a passenger affects the driver’s
behavior (Cooper et al., 2005; Lam et al., 2003; Orsi et al., 2013). Generally, the elevated crash
risk among young drivers carrying a peer passenger has been reported. Conversely, the presence
of passengers has been shown to have a positive or protective effect among older drivers.

4.4.5 The topic prevalence across head-on fatal crashes
The head-on collisions were mostly populated by event-related topics such as crossing the
centerline, turning left, or lane change maneuver. Crossing the centerline describes an event when
a driver crosses the centerline of the road as he could not stay in lane or preparing to perform a
passing maneuver. If such maneuver is performed recklessly, it could result in a direct head-to-
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head collision with the vehicle on the opposite lane. Turning left topics in the head-on collision
was more prevalent among older drivers while crossing the centerline was more prevalent among
young drivers. Older drivers’ involvement in a head-on collision while making a left turn may
partly be contributed by their age-related decline in sensory, perceptual, cognitive, and motor
driving abilities (Lombardi et al., 2017). Overrepresentation of crossing the centerline topic, lost
control topic and a speeding topic among young drivers in head-on crashes suggest higher risktaking and reckless driving behavior for this age group. Previous studies have reported risk-taking
behaviors and increased road violations among young drivers compared to older drivers (Rolison
et al., 2018).

4.4.6 The topics prevalence across rear-end fatal crashes
Rear-end fatal crashes were mostly populated by event-related topics such as the driver being
unable to stop, performing a lane-changing maneuver, and turning left as shown in Figure 4.6.
Unable to stop topic was more prevalent among older drivers which may partially be attributed to
slower reaction time. Crashes involving a commercial vehicle also emerges as the most prevalent
involved-party-related topic for this crash type. A naturalistic study conducted by Piccinini et al
(2017) on commercial vehicles shows that rear-end crashes were mostly triggered by drivers’
adoption of shorter headways while following. Other factors that have been reported include
drivers’ fatigue and driving-related visual scanning mismatches (Victor et al., 2013; Woodrooffe
et al., 2014). In-vehicle safety measures and automation can significantly deter the risk of
commercial vehicle involvement in rear-end crashes.
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4.4.7 The topics prevalence across sideswipe crashes
The sideswipe crashes were mostly associated with event-related topics describing lane changing
or drivers crossing the centerline. Both events were more prevalent in older driver crashes and
during daylight. Lane changing maneuver place a driver at great risk due to the presence of a blind
spot area. It requires the driver to make a quick judgment about the available safe gap and it is an
act that disrupts the traffic flow (Munro et al, 2010). Older drivers have been reported to make
more errors during lane changing maneuvers compared to young drivers which is consistent with
this study's findings. Most of the predictors of lane change errors in older drivers were reported to
be associated with their visuospatial skills (Sivak et al., 2007) and lack of attention (Munro et al.,
2010).

4.4.8 The topics prevalence across single-vehicle fatal crashes
Single-vehicle crashes represented about half of the vehicle fatalities in the case study area. The
most prevalent topics for single motor vehicle crashes were run-off-road instances. Contributing
factors to the run-off-road crash as reported by McLaughlin et al (2009) are distractions (i.e. most
contributing factor), low visibility, low-friction conditions, changes in roadway boundaries, short
following distance, fatigue, and late route selection, among others. The proportion of run-off-road
topic was higher among young drivers compared to older drivers. Factors such as excessive speed,
loss of control, distraction, or inattention have been reported as primary causes of crashes among
young drivers (Braitman et al., 2008). This could explain the observed higher prevalence of runoff-road topic among young drivers in our study. With respect to time of the day, run-off-road
topic appeared to have a higher proportion during daytime compared to nighttime. Involved party
topics in single-vehicle fatal crashes were pedestrians, passengers, and motorcyclists. A pedestrian
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related topic was prevalent in older drivers than young drivers crashes and mostly at night-time
compared to daytime. The passenger-related topic was also more prevalent among young drivers
compared to older drivers with no much difference between daytime and nighttime. As for
motorcycle-related crashes, there was no much difference in topic proportion by age group, but
the topic was more pronounced at daytime than nighttime.

Figure 4.6: Topics proportion by crash type
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Figure 4.7: Topic proportion by crash type moderated by driver’s age

Figure 4.8: Topics proportion by crash type moderated by the time of the day
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4.4.9 Prevalence of topic over the years by crash type
Tracking the prevalence of inferred topics over time can assist traffic safety and practitioners to
assess the effectiveness of various countermeasures that have been designed to combat specific
pre-crash events at a given location or driving population segment. The trends of the five most
prevalent topics for each crash type that led to a fatality were assessed over ten years from 2009
to 2018 as shown in Figure 4.9.
The prevalence of top topics in angle fatal crashes such as crashes at stop-sign and signalcontrolled were found to decrease over the years. There was a slight increase in passenger-related
crashes and failed to yield topics over time. In the previous section, it was shown that passengerrelated crashes and failed to yield topics were skewed mostly to young drivers and older drivers
respectively. The observed upward trend of the passenger-related topic suggests that there is a need
for further research on this area. Distraction and social influence have been reported as the main
factors that are associated with increased fatal crash risk among young drivers carrying passengers
(Ehsani et al., 2015).
The prevalence of the topic describing turning-left movement on head-on crashes, which
mostly occurred at intersections was decreasing over time while crossing the centerline topic was
increasing over time. In the previous section, crossing the centerline topic was more prevalent
among young drivers who were involved in head-on crashes. The results further suggest the need
for more extensive studies on various aspects of the driving behaviors of young drivers.
Unable to stop at assured distance and lane changing which led to rear-end crashes seemed
to be increasingly prevalent over time while topic such as turning left was plummeting over time.
Also, lane changing maneuver which was the most prevalent topic in sideswipe crashes exhibited
an upward trajectory while other topics showed no change or slight decrease over the years. The
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lane changing topic exhibited an upward trend in sideswipe crashes. Recall, this topic was more
prevalent among older drivers. An upward trend of lane changing topic calls for further
investigations on how older drivers decreased sensory, perceptual, cognitive, and motor driving
abilities can be carefully compensated in the design of in-vehicle safety features and other
engineering countermeasures.
Most of the factors in single-vehicle crashes topics that described pre-crash events were
decreasing over time. The decline in topic prevalence was more noticeable on run-off-road and
lost control cases.

Figure 4.9: Prevalent of the high-proportion topics over time by crash type
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4.4.10 Assessing the co-occurrence of topics using network topology
The network topology was used to analyze the association between inferred topics articulating
crash events, locations, and involved parties in a crash. The network topology is made up of nodes
and links. The nodes represent the inferred topics while the links between nodes depict the
relationship between nodes using the Pearson correlation matrix as a weighting factor. Eigenvector
was used to measure the centrality of each node within a network. The larger the eigenvalue the
more central a given event, location, or party type in explaining the occurrence.
Figure 4.10 to Figure 4.16 shows the network topology that was created for each crash
type. Further, Figure 4.17 and Figure 4.18 show the network topology for older driver-related
crashes and young drivers-related crashes respectively. Variations in strength between topics were
observed across the topics by crash types and drivers’ age cohorts. Most of the positive associations
were between events such as lost control & ran off the road, lane change & cross the centerline,
secondary crash & intoxication, and turn left & fail to yield. The positive associations between
location and events include turning left & driveways or parkways, fail to yield & stop sign and
turn left & red light. Party type and event-related topics positive relationships include motorcycle
& speeding, lane change & bicyclist, passenger involved & seatbelt usage, and child involved &
seatbelt usage.
Such a pair of associations between topics articulating events, locations, and involved
parties in a crash could help in understanding possible causes of fatal crashes. For example, the
positive association between secondary crash topic and intoxication topic which was in most cases
was prevalent among young drivers (Figure 4.7) could indicate higher susceptibility of intoxicated
young drivers to be involved in a fatal crash. Such kind of fatal crashes has a higher likelihood of
initiating a chain of secondary crashes. By using a network diagram of fatal crashes in Figure 4.10,
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it can also be revealed that such association of intoxication and secondary crashes have other direct
links to seatbelts and passing maneuver topics. Also, slight variations of other topics having a
direct link to intoxication & secondary crashes topics can be observed across crash types. For
example, failed to yield topic has a direct link to secondary crashes in single motor vehicle crashes,
and ran red light topic has a direct link to the intoxication topic in rear-end crashes. A similar
analysis can be used for any topic or pair of topics in a crash network topology of interest to the
researcher. Consequently, a chain of crash contributing factors can be discerned using crash
network topology which is vital in the appraisal of holistic crash countermeasures.
Overall, event-related topics were more central in explaining crash scenarios than locationbased or involved party topics as indicated by Eigen centrality value. Lane change and lost control
topics were consistently central for all the crash types as shown in Figure 4.10. A slight movement
in Eigen centrality between nodes was observed across crash types (Figure 4.11-Figure 4.16). For
example, topics that had higher centrality value in angle fatal crashes were run-off-road, lost
control, unable to stop, and lane change topics. Similar results of Eigen centrality were obtained
for head-on crashes. Turn left and avoiding collision topics had the highest Eigen centrality values
for single motor vehicle crashes while fail to yield and turn left were the most central topics in
sideswipe crashes. Run-off-road and lost control were central in rear-end crashes. Topics that had
higher Eigen centrality value were the most important topics that connected other topics in
explaining a series of events, locations and involved parties in a crash.
The network topology was used to analyze the association between inferred topics articulating
crash events, locations and involved parties in a crash.
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All fatal crashes

Figure 4.10: Network topology and centrality measures between topics for all fatal crashes
Angle crashes

Figure 4.11: Network topology and centrality measures between topics for angle fatal crashes
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Head-on crashes

Figure 4.12: Network topology and centrality measures between topics for head-on fatal crashes
Single vehicle crashes

Figure 4.13: Network topology and centrality measures between topics for single motor vehicle
fatal crashes
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Sideswipe crashes

Figure 4.14: Network topology and centrality measures between topics for sideswipe vehicle
fatal crashes
Rear-end crashes

Figure 4.15: Network topology and centrality measures between topics for rear-end vehicle fatal
crashes
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Older-related crashes

Figure 4.16: Network topology and centrality measures between topics for older-related crashes
Young drivers’ crashes

Figure 4.17: Network topology and centrality measures between topics among young drivers’
crashes
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4.4.11 Efficacy of inferred topics on the classification of crash types
The efficacy of the generated topics on the classification of crash types was tested using a machinebased classification method. A random forest model was deployed utilizing the inferred topics as
features for classifying the crash types. The dataset was divided into training (70 percent) and
testing datasets (30 percent). The repeated cross-validation process was used to estimate the model
parameters. The calibrated model was then tested in a held-out sample. Table 4.3 tabulates the
accuracy for each crash type using the test dataset. Accuracy is defined as the percentage of crashes
that were correctly classified into their respective crash type using inferred topics from the crash
narratives. The highest accuracy of 99.2% was obtained in single motor vehicle crashes followed
by angle crashes. The lowest performance was in sideswipe crashes having 89.3% accuracy. The
importance of a topic in the classification of fatal crashes by crash types is shown in Figure 4.19.
The location-based topic “RampExit” was the most important feature used to classify single motor
vehicle crashes followed by unable to stop (UnableStop). Recall, RampExit was not the most
prevalent topic in single motor vehicle crashes. Therefore, the most prevalent topic for a given
crash type was not necessarily the most important classifier. The relative importance of the
classifier was, therefore, a function of its prevalence and exclusivity for a given crash type. The
classification results suggest that the pre-crash events, locations, and involved party’s information
extracted from the crash narratives can be used to automate the classification of crashes by type.
The same procedure can be useful for spotting possible crash typing inconsistencies in the crash
reports.
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Table 4.3: Held-out accuracy for different crash types.
Crash
Type
Accuracy

Angle

HeadOn

Other

RearEnd

Sideswipe

SingleMV

99.1%

98.1%

92.5%

98.2%

89.3%

99.2%

Figure 4.18: Importance of a variable in classifying the crash types
4.5

Conclusions

The present study utilized text and data mining techniques to understand the prevalence and
interaction of various factors that are attributable to crash events. The incorporation of text data in
the analysis which for our case was the police crash narratives enabled us to gain valuable insights
into the interactions between pre-crash events, crash location, and involved parties in a crash.
Among the factors that hinder the integration of textual data in various domains despite the
proliferation of digital textual archives is difficulty in automating the information extraction
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process. A significant effort is needed in text data processing which may involve data extraction,
data cleaning, and information extraction. By using the most recent text and data mining
techniques, this study showed that most of the text processing tasks can now be accomplished
automatically. In this study, a java-based algorithm was created to extract crash ID and crash
narratives automatically from the police crash reports which were in portable document format.
The crash narratives were later joined with structured crash metadata. As for the information
extraction, structural topic modeling was used to generate topics from crash narratives. The STM
offers integration between inferred topics and structured data as discussed in the methodology
section. An automated data processing and information extraction process which was
demonstrated in this study can greatly enhance a data-driven decision-making process whereby
informed decisions are made using diverse structured and unstructured data sources.
The findings of this study highlight various pre-crash events, location, and involved party
topics that are associated with traffic fatalities. The topic discovery and estimation of their
relationships to structured crash data allow for the augmentation of new insights from text-based
analysis to the previous and future findings inferred from structured metadata only. STM generated
topics from fatal crash narratives indicated that topics such as passenger-related crashes, crossing
the centerline, intoxication, and speeding were more prevalent to young drivers while topics such
as turning left, failed to yield, lane changing were prevalent among older drivers. The observed
prevalence of topics over time in conjunction with findings from previous studies provides a basis
for further research on topics such as the effect of a passenger, reckless driving, distraction, and
social influence on young drivers. Further, the findings emphasize the need for innovative
countermeasures that can compensate for older drivers' decline in visual, cognitive, and sensory
abilities related to driving.
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Interaction between inferred topics was analyzed using network topology. The crash
network topology revealed both direct and indirect links between crash factors, pre-crash events,
locations, and involved parties in a crash. The direct pair of topics that were consistent across crash
types and age groups were lost control & run-off-road, intoxication & secondary crash, turning left
& fail to yield, and motorcycle & speeding, among others. The study illustrated how the direct and
indirect links between topics can be used to find the most causal chain of events leading up to a
crash. The crash network topology can also be used to filter topics that have the highest predictive
or explanatory value in crash causation models.
It should be noted that the results obtained from this study apply mostly to the State of
Michigan, but the text-based analytical framework developed in this study can be applied in any
safety analysis with versatile textual data archives. Future endeavors could involve expanding the
analysis of crash narratives and crash metadata to cover multiple US states or regions. Underlying
topics and interactions between topics are expected to change by states or regions as there is a wide
variation of driving behaviors and state’s leniency to traffic violations across states or regions.
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CHAPTER V
5INCORPORATING ARTIFICIAL NEURAL NETWORKS IN TEXT MINING: A CASE
STUDY OF BICYCLE NEAR MISS AND COLLISION EVENTS

5.1

Background

Bicycling has numerous social, environmental, and health benefits (Poulos et al., 2012). Health
benefits include the reduction of chronic diseases, increased cardiovascular fitness, increased
muscle strength and flexibility, improved mental health, among others. Despite the known
benefits, cyclists are still under the acute risks of being involved in serious and fatal
collisions(Puchades et al., 2017). Concerns about the risk of being hit by a car in a shared road
space deter the widespread of bicycling as a competing mode of transportation (Sanders, 2015).
Currently, the lack of bicycle incident reporting forums limits studies about the safety and
surveillance of cyclists (Nelson et al., 2015). The police crash reports have been widely used for
assessing cyclists' risk. However, the crash reports have been reported to underestimate the cyclist
risks as it tends to be biased towards specific types of cyclists’ collision events and locations. For
example, an early study by Aultman-Hall et al (Aultman-Hall and Adams, 1998) found that official
crash reports understated the collisions and falls involving cyclists riding on the sidewalks. Further,
Billot et al (Billot-Grasset et al., 2016) found that the official cyclist crash reports understate both
single-bicycle crashes, bicycle to bicycle crashes as well as cyclist victims. A population survey
conducted by Winters & Branion-Calles (Winters and Branion-Calles, 2017) showed that the
reliance on official reports such as police records, hospitalizations, and insurance claims
underestimates cycling incidents. All these studies emphasize the need for alternative and

108

innovative sources of cyclist collisions and near-misses reporting forums that would help to
understand the nature and causes of actual and potential bicycle-related collisions.
Crowdsourcing of cyclist near-misses and collision events is one of the viable options for
filling in the gaps that are currently present in official cyclist collision reports (Branion-Calles et
al., 2017). Various crowdsourced tools have been designed with the general aim of improving the
cycling safety surveillance system. For example, BikeMaps.org has been used by cyclists to report
near-miss and collision incidents, cyclist hazards, bike safety, among others (Nelson et al., 2015).
The Close Call Database provides a platform where cyclists can report any hostile or aggressive
situation that they experienced with a driver while cycling (Ezis, 2014). The Bicycle Network
Near-miss and Crash Reporter has been used to understand the nature and causes of bike ride
crashes in Australia (Bicycle Network, 2019). These sources present new and innovative ways of
monitoring bicycle safety data to facilitate a comprehensive assessment of cyclists’ safety.
The likelihood to report near-misses and collisions tends to vary widely based on cyclist
characteristics, infrastructure, and community settings. Poulos et al (Poulos et al., 2012) analyzed
self-reported near-miss experiences of transport and recreational cyclists in New South Wales,
Australia. Cyclists with less riding experience and whose trip purposes were transport were more
likely to report near-miss incidents. In another study, Fuller et al (Fuller et al., 2013) analyzed the
likelihood of cyclists reporting a collision and near-miss incidents after implementing a public
bicycle share program in Montreal, Canada. The time spent cycling had a significant association
with the propensity to reporting a near-miss or a collision incident. Further, Branion-Calles et al
(Branion-Calles et al., 2017) found higher odds of reporting crowdsourced near-miss events
relative to crowdsourced collision events for commuting trips, when cyclists interacted with
motorists and in the location where bicycle facilities were not available.
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Various studies have analyzed near-miss events. Understanding the circumstances of nearmiss events will facilitate the appraisal of effective crash prevention strategies (Gnoni et al., 2013).
The near-miss data enhance our understanding of cycling safety by increasing the detail of
information available for analysis (Poulos et al., 2012). A survey of cyclists conducted by Aldred
(Aldred, 2016) revealed different types of near-miss events such as a cyclist’s path being blocked,
a driver passing a cyclist too closely, and many others. The blocking incidents were mostly
associated with infrastructure problems such as obstacles in the bike lane and potholes. The
improper passing event which includes a driver passing too close or passing with higher speed
discourage cycling participation as they contribute to crashes, near-miss, and intimidation to
cyclists (Debnath et al., 2018). Possible factors that may lead to drivers passing the cyclists too
close include aggressive drivers’ behavior and attitude towards cyclists (Hatfield and
Prabhakharan, 2016), high traffic volumes (Baumanis et al., 2018), and the presence of on-street
parked cars (Beck et al., 2019).
Cyclists’ collision or crash events have been analyzed more than near-miss events due to
the availability of official crash reports and insurance claims. Various roadway attributes,
environmental factors, and road users’ characteristics related to the likelihood of a cyclist collision
have been documented. For example, Billot-Grasset et al (Billot-Grasset et al., 2016) found
inclement weather, riding at night, cycling infrastructure, and cyclist behavior such as alcohol
consumption and speed affect the accident configuration. Further, bus lanes, multilane roads,
junction density increase the risk of cyclist collisions while public transport has been associated
with reduced cycle collisions (Collins and Graham, 2019). The circumstances that led to a cyclist’s
collisions need to be complemented with circumstances that led to near-miss events for a
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comprehensive assessment of cyclist safety. Understanding similarities and differences between
near-misses and collisions will help to proactively combat potential risks faced by cyclists.
In the transportation domain, there is a proliferation of textual data from different platforms
such as smartphone apps and web interfaces (Kinra et al., 2019). These platforms allow
transportation users to express and share their reviews, remarks, opinions, feedbacks, complaints,
and comments about different transportation facilities and services. The textual data amassed from
these platforms have the potential to enrich our understanding of possible causes of incidents and
corresponding countermeasures in the area of transportation safety. Text mining and machine
learning have been used to extract and classify information from these unstructured textual
sources. In transportation, different applications of text mining such as topic modeling for themes
discovery have gained considerable attention. For example, Robinson et al (Robinson, 2019) and
Kuhn's (Kuhn, 2018) studies, utilized narratives from the aviation safety reporting systems to
extract topics that unveil different safety issues in the aviation industry. Other applications of topic
modeling in transportation include trend analysis of various topics emanated from transportationrelated journals (Das et al., 2016; Hong et al., 2019; Sun and Yin, 2017) and investigative analysis
of rail transport safety reports (Williams et al., 2015). Machine learning methods have been used
to perform prediction and classification based on outputs of the text mining analysis. For instance,
Pereira et al (Pereira et al., 2013) developed a machine learning-based incident duration prediction
model from the traffic incident report. Similarly, Kwayu et al (Kwayu et al., 2020) used textual
features extracted from the crash narratives in the support vector machines scheme to classify
drivers’ hazardous actions at signal-controlled intersections. All these text mining and machine
learning-based applications can be used to study cyclists near-miss and collision event descriptions
emanated from unstructured textual sources.
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The objective of this study is to study underlying themes in cyclist's near-miss and
collision events by using cyclist self-reported incident descriptions. The descriptions of near-miss
and collision events were acquired from BikeMaps.org, a global tool for mapping collision and
near-miss events. The event description contains valuable insights into the nature and causes of
the event. However, the unstructured format of the event descriptions present difficulties in
extracting information automatically over a large dataset. The present study resorts to using text
mining analytics and a machine-based approach to extract information from near-miss and
collision event descriptions. A Structural Topic Model (STM) is deployed to autogenerate latent
themes or topics from the event descriptions. The Artificial Neural Networks (ANN) framework
is used to study the propensity of cyclists to collision based on the proportion of a topic in each
event description.

5.2

Data source
The dataset used in the analysis was obtained from BikeMaps.org, which is a global

mapping platform that engages citizens to map locations where they experienced or witnessed
cycling incidents and report the nature of events (Nelson et al., 2015). The incident types that can
be reported are collision, near-miss, cyclist hazard, bike theft, and new infrastructure as shown in
Figure 5.1. For each reported incident, cyclists are asked to provide a brief description of how the
incident occurred. The attributes that were used in this study include the incident type (collision
or near-miss) and the description of the incident in free text format. A total of 649 incidents in the
US were reported as of 26 April 2019 of which 413 had a brief description of the incidents. For
the incidents that had an event description, 41% (169) were collision events and 59% (244) were
near-miss events.
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Figure 5.1: A sample of incident detail reported on BikeMap.org
5.3

Methodology
This section discusses the methodology that was used in the analysis. Figure 5.2 highlights

the key steps that were followed in sequential order. The methodology section is divided into four
main parts. The first part is the data cleaning steps followed by exploratory text analysis of the
near-miss and collision event descriptions. The Structural Topic Model (STM) approach is used
in the next step to autogenerate the underlying topics. Finally, the Artificial Neural network is
developed in the last step utilizing STM output.
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Text preprocesing

Exploratory text analysis

•
•

Word cloud
Word network
diagram

Structural Topic Modeling

Topics discovery
•
•

Topic interpretation
•
•

Selecting the number of topics
Estimating the topic proportions
for each document

Highest prob, FREX, word cloud
Most representative event
descriptions for each topic

Topic Proportions
Artificial Neural Networks Scheme
•
•
•

Splitting the data into training and testing datasets
Calibrating the model parameters (Weight decay etc.)
Estimating the likelihood/propensity of collision

Figure 5.2: The study methodology
5.3.1 Data preprocessing
Text preprocessing was an essential step in text mining. It transformed the raw near-miss
and collision event descriptions into a form that is digestible in Structural Topic Modeling and
Artificial Neural Networks. Common preprocessing steps encompass one or more of the following
(Roberts et al., 2019);
•

Converting texts to lowercase;
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•

Stemming and Lemmatization- this is the process of reducing words to their root form;

•

Stop word removal of commonly used words such as determiners;

•

Stripping punctuations and extra spaces;

•

Tokenization: Splitting the text strings into smaller chunks of words called tokens.

The R package, STM was used for data preprocessing and for estimating the Structural Topic
Model (Roberts et al., 2019). The textProcessor function was used for text preprocessing. The
prepDocuments function was used to transform the cleaned text corpora into the required file
format for estimating the Structural Topic Model.

5.3.2 Structural topic modeling (STM)
Topic models are unsupervised probabilistic models that allow for the searching and
discovery of underlying themes that form a document (Blei, 2012). The STM proposed by Roberts
et al (2016) is a generative model of word counts that begins with specifying the generating process
of document-topic and topic-word distributions of the documents. The main advantage of the STM
over the other topic modeling approaches is that it allows the researchers to discover topics and
estimate how the topic relates to the document metadata.

5.3.2.1 Topic generation
In STM, the documents are indexed by 𝑑 ∈ {1,2, . . . . . 𝐷} and the words within the documents by
𝑛 ∈ {0,1,2, . . . . . 𝑁𝑑 }. The number of topics K indexed by 𝑘 ∈ {1,2, . . . . . 𝐾} has to be specified by
the user. We discuss how to choose the optimal number of topics K in the results section. The topic
proportion 𝑸𝒅 is drawn from a logistic normal distribution conditioned on document metadata 𝑿𝒅 .
The logistic normal distribution allows for correlations between topics to be considered and it
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makes STM more interpretable than other similar models. The topic assignment 𝒁𝒅,𝒏 is drawn
from a multinormal distribution conditioned on the 𝑸𝒅 . The word, 𝒘𝒅,𝒏 is chosen from the
multinomial distribution conditioned on baseline word distribution (m), topic (k), document-level
covariates, yd. Equations 5.1-5.4 describe the sequential steps that were used to calibrate the STM
(Zafari and Ekin, 2019). We refer the readers to the (2016) for more details of the generative
process.

𝑸𝑑 |𝑿𝑑 𝜸, 𝜮 ∼ 𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐𝑁𝑜𝑟𝑚𝑎𝑙( 𝑿𝑑 𝜸, 𝜮)

(5.1)

𝒛𝑑,𝑛 |𝑸𝑑 ∼ 𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝑸𝑑 ) 𝑓𝑜𝑟 𝑛 = 1, . . . . 𝑁𝑑

(5.2)

𝒘𝑑,𝑛 |𝒛𝑑,𝑛 , 𝛽𝑑,𝑘=𝑧𝑑,𝑛 ~ 𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝛽𝑑,𝑘=𝑧𝑑,𝑛 ) 𝑓𝑜𝑟 𝑛 = 1, . . . . 𝑁𝑑

(5.3)

𝛽𝑑,𝑘,𝑣 ∝ 𝑒𝑥𝑝(𝑚𝑣 + 𝜅𝑘,𝑣 + 𝜅𝑦𝑑 ,𝑣 + 𝜅𝑦𝑑 ,𝑘,𝑣 ) for v = 1. . . V and k = 1. . . K

(5.4)

5.3.2.2 Topic interpretation
The next critical task was to interpret the topics that were generated from the STM framework. It
should be noted that topics were generated using all the near-miss and collision event descriptions.
For each topic, a word assignment metric such as the highest probability and FREX were used in
the interpretation of each topic. The FREX metric measures the exclusivity of a word in each topic.
It gives more weight to words that are highly likely to appear to one topic and are rare in other
topics (30). Further, the most representative event descriptions for each topic were extracted from
the text corpora by using findthought function that is available in the STM R package.
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5.3.3 Artificial neural networks
A given self-reported event description contains a mixture of topics. A topic can appear in
both near-miss and collision events at the same or different levels of prevalence. Generating all
topics using both near-miss and collision events enables us to measure the propensity of a given
underlying topic towards a collision. The Artificial Neural Networks estimated the probability of
collision for each event based on the topic proportion.
Artificial Neural Network (ANN) or sometimes known as the connectionist systems is the
framework that allows different machine learning algorithms to work together in solving complex
tasks (Chien, 2019). The ANN is the collection of nodes that are known as artificial neurons. The
input structure has a number of nodes equal to the dimensions of the input while the output has
two nodes if it is a binary problem or one node if it is a regression problem. The ANN has
intermediate layers of nodes that are neither input nor output which are commonly known as
hidden layers. Each link that connects node i and node j is assigned the weights wij based on the
chosen learning rule. A neuron with label j will receive an input from a predecessor neutron i
consisting of the threshold/bias (b), and activation energy, 𝑁𝑒𝑡𝑗 and activation functions, 𝑓𝑎 . The
cost function is used to iteratively change the initial tuning values of weight, bias, and activation
energy while minimizing the mismatch between the target output and the ANN output. The net
activation energy can be computed as shown in Equation 5.5 (Duda et al., 2001).
𝑑

𝑁𝑒𝑡𝑗 = ∑ 𝑥𝑖 𝑤𝑗𝑖 + 𝑤𝑗𝑜

(5.5)

𝑖=1

Whereby, 𝑤𝑗𝑖 is the vector weight and 𝑤𝑗𝑜 is the bias and 𝑥𝑖 are the inputs (features).
The calibration parameters that are used to obtain the optimal results are weight decay or
cost function and the number of hidden units in the ANN. The cross-validation procedure is
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normally used to obtain the optimal parameters. The ANN classification scheme had a near-miss
as the control/reference group and collision as the main outcome of interest. The input values in
the ANN framework are the topics’ proportions generated from the STM. Part of the output in
ANN is the probability of collision. This output was used to associate the topic proportion for each
event description with the likelihood of a collision. The CARET package available in R software
was used for ANN model calibration.

5.4

Results
The result section presents the data description and the main findings of the analysis which

include topic selection criteria, estimation of topics, and ultimately the interpretation of topics. The
implications of the results are discussed in conjunction with findings from previous studies.

5.4.1 Exploratory text analysis
The word cloud was created to get an overview of the unigrams that were used to describe
the near-miss and collision events. Figure 5.3 and Figure 5.4 show a word cloud of collision and
near-miss events respectively. The size of the word represents the frequency of occurrence in the
whole text corpus. Words that were used more often in both near-miss and collision reports include
“bike”, “stop”, “car”, “driver”, “cross”, “lane”, “left”, “hit”, and “intersect”, among others.
The word cloud provides a cursory glance at events that may likely populate each incident type.
For example, the word “pass” was more prevalent in near-miss events. This may suggest that
events that describe a driver passing a cyclist were more likely to be associated with near-miss
events compared to collision events.
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Figure 5.3: Word cloud of self-reported cyclist collision events

Figure 5.4: Word cloud of self-reported cyclist near-miss events
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Word network diagram depicts the relationship between words in graphical format. It
provides a glimpse of possible scenarios associated with each incident type. The network is made
up of links and nodes. The node is made up of a word and the link represents the relationships
between words. The frequency of word co-occurrence between nodes is represented by the
thickness of the link. Figure 5.5 and Figure 5.6 show the relationship between words for the nearmiss and collision events respectively. The collision and near-miss word network diagrams show
that the most frequent word associations described the location where the event happened such as
“bike lane”, “stop sign”, “green light”, “red light” and “car park”, among others. The “green
light” and “red light” depict collision events that occurred at intersections. Other word
relationships depicted the direction of travel during the incident such as “head straight” and “head
west”. Word combinations indicative of drivers’ attitude and behavior such as “driver honk”,
“driver yell” and “drive distract” emerged on near-miss instances.

Figure 5.5: Word network diagram for self-reported collision reports
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Figure 5.6: Word network diagram for self-reported near-miss reports

5.4.2 Selecting the number of topics
There is no unified and correct approach for estimating the optimal number of topics. The
decision on the number of topics to be estimated largely depend on the research question and the
size of the text corpus (Roberts et al., 2016). However, various metrics have been designed to
facilitate the comparison of various competing topic models each having a certain number of
topics. Such metrics include semantic coherence, exclusivity, and residuals, among others.
Semantic coherence measures the frequency of co-occurrence between a pair of words in each
document. Residuals measure the spread of the variance in the multinomial function (Taddy,
2012). Models with higher semantic coherence and lower residuals are therefore preferable. The
residual checks and semantic coherence were used to compare various STM with topics ranging
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from 10 to 60. Figure 5.7 shows the values of residuals and semantic coherence for different STM
models. The STM model with 10 topics was selected for further analysis after considering the
sample size and easiness of topic interpretation.

Figure 5.7: Selection criteria for the optimal number of topics
5.4.3 Estimating topic propensity to collision
Artificial Neural Networks were used to relate the proportion of the discovered topics with
the propensity to a collision. The cross-validation procedure was used to select optimal parameters
during the ANN model calibration process. The model with the highest performance in the training
dataset had a weight decay of 0.9 and 7 hidden units. The calibrated model was applied in the
testing dataset whereby the likelihood/propensity to the collision was estimated as a function of
topic proportion estimated earlier using structural topic modeling. The simplified thematic
structure of the ANN network is provided in Figure 5.8.
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Figure 5.8: Graphical representation of artificial neural networks

5.4.4 Discussion of generated topics
The combination of word assignment and most representative event descriptions as shown
in Table 1.1 are used to interpret the topics. Figure 5.9 shows the word clouds of each topic. The
word cloud provides a visual glance of prevalent words for each topic. Each of the inferred topics
is discussed in conjunction with the ANN output of propensity to collision shown in Figure 5.10.
It is important not only to identify and interpret topics from near-miss and collision events but also
to understand how likely a scenario articulated in each topic can change from a near-miss event to
an actual collision. The discovered topics from the text mining analyses represent various
underlying issues that cyclists face as they share the space with motorists.
Vehicle pulls across cyclist’s path
Topic #1 describes various evasive actions undertaken by a cyclist to avoid a collision with
a vehicle that suddenly pulled in front of the cyclist’s path. The most frequent words and FREX
words for this topic were “avoid”, “brake”, “cut”, “swerve”, “slam” and “front”. These words
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describe the evasive actions that were undertaken by a cyclist. The propensity of a cyclist getting
in collision decreased with the increase in topic proportion as shown by ANN output in Figure
5.10. The topic mainly picked instances where an evasive action was taken by a cyclist to barely
avoid a collision. Analysis of the most representative event description unveiled instances where
driver’s inattentiveness to cyclists was likely due to distractions such as texting or being on a call,
among other factors as shown in Table 1.1.
Unsafe passing events
Topic #2 involves a driver passing a cyclist too close or at a high rate of speed. Such
dangerous passing events were claimed by a cyclist to be intentional in most cases. Infrastructure
issues such as “narrow bridge”, and “gate gap is pretty narrow and only has enough room for one
cyclist” were exclusive phrases in this topic based on FREX word “narrow”. The passing events
are more dangerous and unsafe if there is no enough lateral space between the driver and the cyclist
or between cyclists passing each other (Van Der Horst et al., 2014). Topic #8 articulates the same
scenario whereby the driver was passing a cyclist too close, forcing a cyclist to the edge of the
shoulder. In some instances, drivers were reported to “scream” at cyclists before passing the cyclist
aggressively. Both topic #2 and topic #8 had a higher likelihood of near-miss events compared to
the collision events as shown in Figure 5.10. The near-miss instances resulted from the unsafe
motorist’s passing behavior discourages bicycling in general. In the USA, different states have
started legislating the three-feet bicycle passing law which requires motorists to pass a cyclist no
less than three feet (Love et al., 2012). The effectiveness of the bicycle passing laws will require
corresponding infrastructural improvement and educational measures (Walker et al., 2014).
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Driver’s violations at the crosswalk
Topic #3 and topic #9 mainly gathered some of the driver violations to cyclists who were
crossing the road on crosswalks. Drivers' violations include actions such as failure to yield or
attempting to cross the intersection on a red light. Topic #9 mainly focuses on drivers who were
making a turn unaware of a cyclist/pedestrian at the crosswalk who had the right of way. It is
populated by words such as “turn”, “left” “cross” and FREX words such as “walk”, “signal”,
“look” and “crosswalk”. The ANN output indicated a higher likelihood of a collision compared to
a near-miss. The most representative event descriptions for topic #3 and topic #9 contained phrases
such as “driver's view was obstructed”, “passenger also yelled profanities” and “car ran red light
while texting”. These phrases provide hints to some infrastructural and attitudinal issues associated
with drivers’ violations at the crosswalk.
Cyclist’s way blocked/encroached
Topic #6 describes vehicle encroachment into the bike path as shown by the representative
event description in Table 1. A cyclist is forced off the road and most cases lost control. The
cyclists were either sideswiped by motorists or a driver hitting a cyclist’s handlebar and fall to the
pavement. Phrases extracted from most representative event descriptions for this topic include “car
took up half of bike lane”, “a car was following me too closely behind” and “cars at this
intersection use bike lane as an additional merge lane onto bridge”, among others. A higher
propensity to the collision was observed as the topic proportion increases across the event
descriptions.
Left/right hooks
Topic#4, topic #5, and topic #10 gathered instances of either a right-hook or left-hook nearmiss or collision events. It involves a driver making a right turn or left turn at the intersection or
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driveway unaware a cyclist on the oncoming lane. Topic #5 which was specifically for the right
hook had the highest topic proportion (17.5%) across event description as shown in Table 1.1. The
likelihood of collision was lower in these instances compared to near-misses as shown in Figure
5.10.
Car dooring
Topic #7 articulates instances where a cyclist encountered either a near-miss or a collision
with a parked vehicle’s opening door. The motorists opened the door quickly or suddenly onto the
cyclist's paths. This topic was amongst the few that showed a higher propensity to cyclists’
collision as indicated by ANN output in Figure 5.10. The findings are consistent with Aldred's
study which showed that injury risks were rated “very high” for dooring instances (Aldred, 2016).
Potential countermeasures for reducing near-miss or collision events between a cyclist and an open
vehicle door have been discussed extensively. From the policy perspective, the buffer requirement
to standard bike adjacent to on-street parking has to be included in all design guidance (Schimek,
2018). This could be coupled with advanced car open door safety systems (Zhu et al., 2019) and
drivers’ focused behavior awareness and change programs (Johnson et al., 2013).
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Figure 5.9: Word clouds of the discovered topics from near-miss and collision events
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Table 5.1: Details of the extracted topics
Label

Topic no.
(Prop%)

Cyclist’s
evasive
actions

Topic 1
(6.2%)

Driver’s
unsafe
passing

Topic 2
(7.1%)

FREX
Prob
FREX

FREX
Prob
FREX
Prob

Topic 9
(11.3%)

Topic 4
(7.9%)
Right/Left
hook

Prob

Prob
Topic 8
(13.7%)

Topic 3
(9.9%)
Drivers'
violation at
the
crosswalk

Criteria

Topic 5
(17.5%)
Topic 10
(7.2%)

Bicyclist’s
path
blocked or
encroached

Topic 6
(7.0%)

Car dooring

Topic 7
(12.3%)

FREX
Prob
FREX
Prob
FREX
Prob
FREX
Prob
FREX

Representative
words
avoid, brake, right,
swerv, front
avoid, slam, collis,
cut, swerv
get, speed, cyclist,
move, slow
get, speed, exit,
narrow, point
pass, lane, behind,
truck, road
shoulder, behind,
less, mph, pass
light, cross, red,
green, side
green, light, red, ran,
cross
turn, left, car, traffic,
cross
walk, signal, look,
crosswalk, traffic
motorist, see, left,
onto, lane
motorist, bus, lot,
rear, yield
right, stop, turn,
intersect, lane
proceed, head, stop,
ave, hook
left, hit, make, turn,
went
went, make, wheel,
fell, travel
bike, hit, univers,
car, onto
univers, handlebar,
biker, took

Prob

car, lane, bike, park,
door

FREX

door, miss, open,
track, park
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Example of Most Representative Report
“Oncoming driver failed to yield when making left turn.
I had to jump on the breaks and swerve to avoid her.
She was on her cell phone and didn't appear to see me”
“An older white Pickup moving North (same direction
as I was moving) passed me as close as possible without
hitting me at a high rate of speed. This was an
intentional action.”
“Pickup truck passing a slower vehicle, on a two-lane
Hwy 70 in my lane with plenty of time to wait until I
was safely out of my lane, but did not and seemed to
be intentional to force me off of the road with no
consideration.”
“Crossing Jackson south-bound on the greenway, a red
lifted pick-up truck accelerated and swerved towards us
at the crossing.
“Crossing Prince on Chase using the crosswalk w my
6yr old daughter near Chase Elementary. Pressed the
walk button to trigger the walk signal. With walk signal
on, we started to cross Prince but car turning right
almost ran us over. Had to jump back. Odd 'no right
turn' light is ineffective.”
“A driver of a Honda civic facing me and coming from
Estes Park Apartments complex was turning right onto
Estes Dr. He hit my right pedal with his bumper.”
“Near right hook crash at location where bike lane
abruptly ends well short of the Clingman intersection
with Hilliard.”
“Driver was tailing another vehicle that was making a
left turn and failed to stop at the entry of the intersection
to check for cyclists. Both driver and myself braked..”.
“Car took up half of bike lane, so I moved too far right
and my tire got caught in a crack closer to the curb
causing me to lose control of my bike and fall. I bike
close to the bike line now to avoid these falls.”
“Even when cars park in the grass by the Bywater, they
are often only inches from the bike lane. This requires
cyclists to ride in the car lane to avoid the dangerous
surprise of a parked car's door opening suddenly. I
have experienced and seen several near-misses.”

Figure 5.10: ANN output relating topic proportion and propensity to collision

5.4.5 Topics correlation
Figure 5.11 shows the correlation between topics that were generated using structural topic
modeling. The focus was on topics that had a positive association. The topics that were positively
associated were likely to share certain scenarios such as occurring at a common location or
involving the same instances. The results could help pinpoint areas where countermeasures can be
used to combat multiple causes of a cyclist's near miss or collision events. The STM function
“perspective” was used to compare words within the positively correlated topics as shown in
Figure 5.12. For instance, topic #3 and topic #9 were positively associated, both occurring at a
crosswalk. It described different drivers’ violations at the crosswalk. But, topic #3 mainly
emphasized traffic light conditions at the time of the incident i.e. drivers crossing at the intersection
during the red light while topic #9 mainly gathered left-turn drivers who failed to yield to cyclists
at the crosswalk. These two different scenarios represent two different problems that occur at
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crosswalks. Countermeasures can therefore be formulated to combat multiple threats to cyclists at
crosswalks.
In the same manner, topic #2 and topic #8 also describes various aspects of drivers passing
cyclist with the word “speed” and “pass” more prevalent to topic #2 and topic #8 respectively. The
word “road” and “shoulder” were common in these two topics indicated that both topics described
on-road near miss or collision events close to the roadway shoulder.

Figure 5.11: Correlation between extracted topics
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Figure 5.12: Comparing topics with positive correlations
5.4.6 Conclusion
Cyclists face different challenges, many of which are likely to be underreported in official
insurance claims, crash reports, or hospital records (Winters and Branion-Calles, 2017). The
present study utilized innovative text mining and machine techniques to gain insights into cyclists’
narratives of near-miss and collision events. Self-reported cyclists’ near-miss and collision reports
were found to unveil issues that in some cases may have a tremendous negative impact on a cycling
experience.
The structural topic model helps to glean insights on critical issues in bicycle safety from
unstructured textual data. This study not only exposes topics that led to near-miss events but also
sorts out topics based on how likely the topic’s scenario can result in a collision. This could help
to prioritize topics that require in-depth analysis and discussion to produce actionable insights. For
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example, topics that had a higher likelihood of a near-miss such as a driver passing a cyclist too
close or at a high rate of speed, and right or left hook indicate instances where cyclists’ risks are
likely to be underreported in official bicycle incidents reports. Specific roadway locations where
these topics are overrepresented can be singled out based on observed infrastructural and
behavioral issues. The text mining and machine learning approach were able to unveil some of the
infrastructural issues in these topics such as narrow bike facilities and limited sight distances. The
findings can be combined with the analysis of other data sources such as field observations of
cyclist-driver interactions (Bella and Silvestri, 2017; Chapman and Noyce, 2012) to come up with
proactive measures that will eliminate the potential risk of collision.
Topics that had elevated risk of a collision such as dooring due to on-street parking and
drivers’ violations at crosswalks call for rather innovative and holistic countermeasures to combat
such instances. The text mining and machine learning analysis highlighted some of the driver’s
hostile behaviors towards cyclists in these topics such as screaming, yelling, or honking. Further,
the driver’s distraction which involves texting or being on a call while driving emerges in topics
that gathered drivers’ violations at the crosswalk. Identifying locations with these kinds of drivers’
behaviors while driving and attitudes towards cyclists is critical in finding ways of creating a
friendly and supportive environment for cycling (Aldred, 2016; Fruhen et al., 2019).
Overall, the benefit of using text mining and machine learning in this study was the ability
to automatically provide a broad snapshot of near-miss and collision events from a large corpus of
crowdsourced textual data. Such benefits from the proposed method can be harnessed in similar
data sources in transportation that have unstructured textual data. The approach used in this study
can be used to discover novel and emerging themes, hence refining the list or type of questions
posed to the transportation users to improve the quality of reported information.
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Unstructured Safety Data Analytics App (USDAA)

This tool enables the users to explore and analyze data that is in unstructured textual format. The
tool has five main tabs namely;
i.

Data from UD-10s;

ii.

Data from other sources;

iii.

Explore texts;

iv.

Explore topics;

v.

Map tool.

Data from UD-10S

A police crash report consists of a police officer’s written narrative articulating the series of events,
involved party types, crash locations, environmental conditions, and first aid responses, among
others. However, the Michigan UD-10s are usually available in portable document format which
makes it difficult for the safety analyst to seamlessly integrate the data with other data sources.
This tab is created to extract all the information from Michigan police crash reports(UD-10s) and
index the information in a format that can be used for further analysis. Users are just required to
upload raw UD-10s and the tools will do the hard work for them. Figure A.1 to Figure A.3 shows
the graphical user interfaces of the “Data from UD-10s” tab while Table A.1 provides a summary
of the information that can be extracted from the App.
The App also contains important links which are
•

Michigan Traffic Crash Facts (MTCF) Website-For downloading the UD-10 crash reports

•

Michigan Criminal Justice Information Center(CJIC)-Bulk access to UD-10 crash reports

•

UD-10 Traffic Crash Report Instruction Manual-State of Michigan- Definition of each
variable in the UD-10 crash reports

Procedure:
1. Use the upload button to select the UD-10 files
2. You can also upload a .csv file having latitude and longitudes obtained from the MTCF
website. The file will be joined with other crash metadata extracted from UD-10s.
3. In the “data and summary box”, you can click submit to process the crash reports.
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4. You can download the indexed data once the data processing is complete.

Figure A.1: An interface of “data from UD-10s” tab

Figure A.2: Extracted information from UD-10s indexed in table format
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Figure A.3: Summary of each variable extracted from UD-10 crash reports

Table A.1: List of variables that can be extracted from UD-10 reports using USDAA tool
Variable
filename
CrashInstance
crashid
date
time
year
month
hour
poldep
crashtype
trafcontrol
weathercond
lightcond
roadcond
areatype
spdlimit
spdlimitpost
totlane
reltoroad
county
citytwp
contrcirc

Definition
Filename (From Michigan Traffic Crash Facts)
An ID that is used to identify a unique crash report
(From Michigan Traffic Crash Facts)
Crash ID
Date(yyyy/mm/dd) of crash occurrence
The time (hh: mm) of crash occurrence
The year of crash occurrence (derived from date)
The month of crash occurrence(derived from date)
The hour of crash occurrence(Derived from time)
The police department that prepared the crash report
The crash type
Traffic Control
Weather condition at the time of the crash
Light condition at the time of the crash
Road condition at the time of the crash
Area type(Intersection, midblock, etc.)
The speed limit on the primary road
Indicator variable on whether speed limit was posted
Total number of lanes on the primary road
Relation to the roadway(at the shoulder, on-road, etc.)
The county
City of Township
Contributing circumstances(Prior Crash, Glare etc.)
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prmroad
prmroadtype
intsectroad
disttointsectrd
prmroadaccess
unit1Type
unit1Age
unit1Sex
unit1HazAct
unit1Injury
unit1Restr
unit1Dir
unit1PrAct
unit1HamEv
unit1totocc
unit1pos
unit1distrby
unit1hosp
unit1vehdesc
unit1vehyr
unit1vehtype
unit1vehuse
unit2Type
unit2Age
unit2Sex
unit2HazAct
unit2Injury
unit2Restr
unit2Dir
unit2PrAct
unit2HamEv
unit2totocc
unit2pos
unit2distrby
unit2hosp
unit2vehdesc
unit2vehyr
unit2vehtype
unit2vehuse
narratives

Name of the primary road where the crash occurred
Type of the roadway(Divided, one-way traffic, etc.)
Intersecting road name
Distance from intersecting road
Type of access to the primary road
Unit 1 type(Bicycle, Motorcycle etc.)
Unit 1 age
Unit 1 Sex
Hazardous action committed by unit1
The injury level sustained by unit 1
Type of restraining worn by unit 1(Helmet, Seatbelt, etc.)
The direction that unit 1 was traveling
Unit 1 action prior to a crash(turning left, turning right, etc.)
Most Harmful Event
Total occupants in unit 1
Unit 1 position at the time of the crash (driver’s seat, passenger seat,
etc.)
Source of distraction
The hospital the unit1 was taken
The vehicle description of Unit 1
The vehicle year of unit 1
Unit1 vehicle type(Passenger car, pickup etc.)
Unit 1 vehicle use(Private or commercial)
Unit 1 type(Bicycle, Motorcycle etc.)
Unit 1 age
Unit 1 Sex
Hazardous action committed by unit2
The injury level sustained by unit 2
Type of restraining worn by unit 2(Helmet, Seatbelt, etc)
The direction that unit 2 was traveling
Unit 2 action prior to a crash(turning left, turning right, etc.)
Most Harmful Event
Total occupants in unit 2
Unit 2 position at the time of the crash(driver’s seat, passenger seat,
etc.)
Source of distraction
The hospital the unit2 was taken
The vehicle description of Unit 2
The vehicle year of unit 2
Unit2 vehicle type(Passenger car, pickup, etc.)
Unit 2 vehicle use(Private or commercial)
The crash narrative
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Data from other sources

In this tab, users have an opportunity to upload the data from other sources not necessarily the
Michigan crash data. The user can then proceed to analyze the textual data using other tabs
functionalities such as explore text, explore topics, and map tool.

Explore text

This tab consists of exploratory text analysis tools which are Word cloud, Comparison cloud, and
Word network diagrams. A user is required to select the column which contains the text data and
then choose the text data visualization option. Figure A.4 to Figure A.6 provide a snapshot of the
results for each type of text visualization option.

Figure A.4: A word cloud of crash narratives
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Figure A.5: A comparison word cloud of crash narratives by crash type

Figure A.6: A word network diagram of crash narratives
Explore topics

This functionality of this tab can be used to autogenerate topics from the textual data. Two main
subtabs are available which are electing topics parameters and relating topics with metadata
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Selection of topics parameters includes selecting the column which as the text data, entering the
number of topics to be estimated. After the user can then select different ways of exploring the
topics once they have been estimated as shown in Figure A.7 to Figure A.9

Figure A.7: Estimated topic proportions

Figure A.8: Most frequent words for each topic
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Figure A.9: Exploring topic correlation
Relating topics with covariates
It is of interest to users to understand how the generated topics differ across various covariates or
metadata. After estimating the topic users can go to the “relating topics with covariates” subtab.
In this subtab, the user is required to select the topic and the covariate/metadata. Figure A.10 and
Figure A.11 provide an elaboration on how these tab functionalities can be used.

Figure A.10: Topic 10 prevalence by time of the day
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Figure A.11: Topic 10 prevalence by drivers’ hazardous action
Map tool

This subtab contains a spatial visualization functionality of the generated topics. The user is
required to select a topic to display on the map, longitude, and latitude information. The data will
then be preprocessed and displayed on the map. Figure A.12 to Figure A.13 provide a snapshot
of different outputs from the map tool subtab.

Figure A.12: A map tool displaying crashes the extracted crash narratives for topic 10
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Figure A.13: Calling the Google street view from the app to enhance the analysis
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