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Background: To facilitate research applying Natural Language Processing to clinical documents, tools and
resources are needed for the automatic de-identiﬁcation of Electronic Health Records.
Objective: This study investigates methods for developing a high-quality reference corpus for the de-
identiﬁcation of clinical documents in French.
Methods: A corpus comprising a variety of clinical document types covering several medical specialties
was pre-processed with two automatic de-identiﬁcation systems from the MEDINA suite of tools: a
rule-based system and a system using Conditional Random Fields (CRF). The pre-annotated documents
were revised by two human annotators trained to mark ten categories of Protected Health Information
(PHI). The human annotators worked independently and were blind to the system that produced the
pre-annotations they were revising. The best pre-annotation system was applied to another random
selection of 100 documents. After revision by one annotator, this set was used to train a statistical de-
identiﬁcation system.
Results: Two gold standard sets of 100 documents were created based on the consensus of two human
revisions of the automatic pre-annotations. The annotation experiment showed that (i) automatic pre-
annotation obtained with the rule-based system performed better (F = 0.813) than the CRF system
(F = 0.519), (ii) the human annotators spent more time revising the pre-annotations obtained with the
rule-based system (from 102 to 160 minutes for 50 documents), compared to the CRF system (from 93
to 142 minutes for 50 documents), (iii) the quality of human annotation is higher when pre-annotations
are obtained with the rule-based system (F-measure ranging from 0.970 to 0.987), compared to the CRF
system (F-measure ranging from 0.914 to 0.981). Finally, only 20 documents from the training set were
needed for the statistical system to outperform the pre-annotation systems that were trained on corpora
from a medical speciality and hospital different from those in the reference corpus developed herein.
Conclusion: We ﬁnd that better pre-annotations increase the quality of the reference corpus but require
more revision time. A statistical de-identiﬁcation method outperforms our rule-based system when as
little as 20 custom training documents are available.
 2013 Elsevier Inc. All rights reserved.1. Introduction
Medical knowledge is routinely advanced through clinical stud-
ies involving patient volunteers who provide informed consent to
participate in a carefully designed study, planned before any med-
ical information is collected or any health care procedure is per-
formed. Medical knowledge can also be greatly advanced through
retrospective studies exploiting the wealth of information con-
tained in Electronic Health Records (EHRs). This type of study also
requires the patients involved to provide informed consent. How-
ever, because the study design is crafted after the patients have re-ceived the care described in the EHRs, it can be difﬁcult to obtain
consent from each patient (e.g., logistics issues arise for contacting
the patients or their family).
De-identiﬁcation is the process of hiding or removing content
that explicitly identiﬁes persons involved in patient care, including
patients themselves and health care providers [1]. The use of de-
identiﬁed clinical data provides researchers with the means to car-
ry out studies that can advance the state of medical knowledge
while protecting patients’ privacy and conﬁdentiality. Speciﬁcally,
in the absence of informed consent, the Personally Identiﬁable
Information (PII) and Protected Health Information (PHI) contained
in clinical data must be processed according to privacy rules and
regulations.
A signiﬁcant body of research has addressed the issue of de-
identiﬁcation in the past decades, covering different types of data,
1 Commission Nationale de l’Informatique et des Libertés (CNIL).
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this paper, we focus on the de-identiﬁcation of clinical free-text, as
a preliminary step to prepare clinical text for further Natural Lan-
guage Processing (NLP) and analysis of clinical documents. In order
to ensure the quality and robustness of NLP tools, real clinical data
must be used for development and testing.
An increasing number of efforts recently targeted the de-identi-
ﬁcation of clinical text in English [3]. Other efforts also addressed
the de-identiﬁcation of clinical documents in languages other than
English such as French [4,5] and Swedish [6,7]. The lack of a freely
available de-identiﬁcation reference corpus similar to the i2b2 cor-
pus available for English [8] has prevented any rigorous compari-
son between the two approaches developed for French.
Our goal is to support research in Natural Language Processing
for biomedical texts in French through the development of a de-
identiﬁed corpus that can be distributed to the scientiﬁc commu-
nity for research purposes [9].
In this paper, we focus on three speciﬁc aims that address both
fundamental research questions and practical considerations:
1. De-identiﬁcation research methods for clinical texts in
French: what are the best methods for automatic text
de-identiﬁcation in French? What are the best methods
for producing a reliable, high-quality reference corpus for
de-identiﬁcation? Speciﬁcally, we assess the usability of
two automatic pre-annotation methods.
2. De-identiﬁcation resources: development of a de-identiﬁcation
reference corpus freely available to the scientiﬁc community.
3. De-identiﬁcation evaluation: assess the time and effort
required to produce de-identiﬁed corpora and adapt exist-
ing de-identiﬁcation tools to new, unseen data.
2. Related work
2.1. De-identiﬁcation of clinical free-text
De-identiﬁcation of clinical data, including de-identiﬁcation of
clinical free-text in English has been well-studied in the past dec-
ade. De-identiﬁcation is generally approached as a speciﬁc named
entity recognition task targetting PHIs. Named entity recognition is
deﬁned by Meystre et al. [1] as ‘‘the task of recognizing expressions
denoting entities (i.e., named entities), such as diseases, drugs, or
people’s names, in free text documents’’. A review of available tools
shows that de-identiﬁcation can be reasonably achieved using a
rule-based approach, statistical machine learning, or a combina-
tion of both [3]. The rule-based tool developed by Neamatullah
et al. [10] was notably used to de-identify clinical documents in
the Multiparameter Intelligent Monitoring in Intensive Care II (MI-
MIC-II) database [11,12] and adapted to data outside of the United
States [13]. It uses the principle of surrogate PHI re-introduction,
which consists of substituting PHI in the original records by similar
made-up data in order to preserve language coherence while
enforcing privacy. This process was shown to have minimal impact
on information extraction in clinical documents [14].
Recent work used the de-identiﬁcation reference corpus devel-
oped for the i2b2 2006 challenge [8] to perform a systematic eval-
uation of ﬁve de-identiﬁcation systems available for English [15],
which prompted the development of a new tool customized for
VA documents [16]. Contrary to what was reported by Wellner
et al. [17] in their work for the i2b2 challenge, these studies
showed that a fair amount of adaptation is required for any de-
identiﬁcation tool to obtain acceptable results on new, unseen cor-
pus. The study also provided valuable insight for de-identiﬁcation
tool adaptation by pointing out that the strength and weaknesses
of rule-based and statistical systems seem to be different for the
types of PHI targeted.While de-identiﬁcation as a task seems to be almost resolved,
efﬁcient adaptation of de-identiﬁcation tools to new corpora
(including in languages other than English) currently remains a
major challenge. Recent work provided estimations of the annota-
tor time [18,19] required to prepare training data for a statistical
de-identiﬁcation tool achieving 0.96 F-measure on clinical notes
in English. The same group also assessed the effect of training cor-
pus size [19], training document type [18] and re-identiﬁcation
status [20].2.2. Development of annotated reference corpora
Many international NLP challenges require annotated reference
corpora for participant evaluation. For instance, the Message
Understanding Conferences (MUC) [21] notably produced refer-
ence corpora for named entities such as organization names, per-
son names, locations, dates and times in newswire text. In the
biomedical domain, challenges yielded reference corpus for named
entities including bacteria [22], genes [23], medications [24], dis-
eases [25] or PHI [8]. Throughout the tasks, a variety of document
genres were covered, including scientiﬁc articles or abstracts
[22,23,25], clinical text [8,24], PubMed queries [26]. Several meth-
ods have been used and assessed for producing reference annota-
tions for these tasks, relying on human annotations for all
[8,24,25] or part [23] of the ﬁnal reference. Automatic pre-annota-
tions have often been used to process corpora in the biomedical
domain in order to create quality reference corpora [8,26,27]. This
process was shown to be relevant and useful as it saves annotation
time, contributes to the production of consistent, high quality
annotations and is overall preferred by annotators [26]. Another
commonly used method for producing high-quality reference cor-
pora is the use of several annotators working either independently
[25,27] or in sequence [8] and discussing disagreements to produce
consensus annotations.3. Material and methods
3.1. Corpus
The corpus we used was approved by the French administrative
authority on data privacy1 for research on Information Retrieval (IR)
in large Electronic Health Records [28]. To address the IR task in the
context of severe diseases (i.e., records containing a large number of
documents on a given patient) 1000 patient records were selected
randomly from patients with at least 50 hospital stays in a group
of hospitals within a French geographic area. The entire corpus com-
prises about 170,000 documents. As a result, a large variety of med-
ical specialties (e.g., Pneumology, Obstetrics, Infectious Diseases),
clinical document types (e.g., radiography reports, discharge sum-
maries, consult correspondance) and hospitals (5 locations) are cov-
ered in the corpus. In the random subsets of documents used in this
study, we did not attempt to control the distribution of either spe-
cialties, document types, or original health care provider. The sheer
number of document types and specialties represented in the overall
corpus would make this a difﬁcult task. While it has been shown that
tools perform better if trained on documents very similar to those
they are tested on [18], we are interested in assessing the portability
of de-identiﬁcation tools with minimal adaptation work.
The corpus was de-identiﬁed by the original health care provid-
ers based on patient information as it appeared in the local hospital
information system: patients’ ﬁrst and last names were replaced
by the string ‘‘XX’’ while the day and month in their dates of birth
Fig. 1. Excerpt from the partially de-identiﬁed corpus. Last name, ﬁrst name and
date of birth of the patient have been replaced by a generic string; ﬁle number has
been deleted.
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batim (see Fig. 1). In addition, a baseline method was used to scrub
patient record numbers from the documents. When the phrase ‘‘N
dossier’’ (record number) appeared followed by an identiﬁcation
number, the identiﬁcation number was removed.
In the remainder of the paper, all excerpts from the corpus used
for illustration purposes contain surrogate PHI.
3.2. Annotation guidelines
We deﬁned guidelines for marking PHI in clinical documents.
The guidelines list the categories to annotate and provide exam-
ples for each category. Ten categories3 were deﬁned based on the
United States Health Insurance Portability and Accountability Act
(HIPAA) ‘‘Safe Harbor’’ [29], the type of information likely to be
found in the corpus and previous annotation experiments conducted
on clinical documents in French [5]:
 Person names:
– lastname: last names of patients, family members or health-
care providers—except in street names or health care pro-
vider locations where the ‘‘address’’ or ‘‘hospital’’
categories must be used;
– ﬁrstname: ﬁrst names of patients, family members or health-
care providers.
 Dates:
– date: all dates, including information on day, month and year
when available (01.01.2012; 2 mars 2013; Sept. 2009; 04/11).
 Places:
– hospital: health care provider locations such as names of
hospitals or speciﬁc wards within a hospital (Hôpital de
Saint-Nazaire, Unité J. Dupont);
– address: postal address, including street address or speciﬁc
buildings within a hospital (1, rue de Paris; cour Martin);
– zipcode: zip code (75013);
– city: city name, except in street names or health care pro-
vider locations where the ‘‘address’’ or ‘‘hospital’’ categories
must be used (Saint-Nazaire; Paris).
 Contact data and identiﬁers:
– telephone: telephone number (01.23.45.67.89), fax number
and telephone extension without the trigger word (poste
12345);2 ‘‘jj mm’’ stands for ‘‘jours mois’’ in French, i.e., ‘‘dd mm’’ in English.
3 There is no direct equivalence between our ten categories and the 18 HIPAA
identiﬁers. Some HIPAA identiﬁers were grouped into one category in our annotation
schema (e.g., social security numbers and records numbers), other identiﬁers were
split into two categories (e.g., ﬁrst names and last names). Finally, some identiﬁers
were not relevant for our corpus (e.g., vehicle identiﬁers and serial numbers) and
study (biometric identiﬁers and full face photographic images).– email: electronic mail address (nom.prenom@hopital-
ville.fr);
– id: all identiﬁers, either numerical or alphabetical (patient
record number, social security number, hospital ward iden-
tiﬁcation number, device serial number, etc.).
3.3. Annotation methodology
Fig. 2 presents the overall annotation methodology. We worked
sequentially with three sets of 100 documents. We adjusted the
annotation methodology from one set to the next in order to opti-
mize the annotation task in terms of annotation quality, annotation
time, annotator experience.
Two annotators participated in the study (the authors of this
paper). The annotators had extensive previous experience with
annotations in the biomedical domain (AN, CG) as well as the gen-
eral domain (CG).
We randomly extracted 100 documents from the corpus (Set 1).
A ﬁrst subset of 10 documents was used to test the principles of the
annotation task outlined in the guidelines and to allow the human
annotators to become familiar with the annotation tool. These doc-
uments were used for training the annotators to perform the task
without any inﬂuence from the pre-annotations. In this stage,
annotators were encouraged to discuss any aspect of the annota-
tion task. In subsequent stages of the annotation process, the anno-
tators worked independently. A second subset of 10 documents
was set aside to be annotated from scratch, i.e., no pre-annotations
were provided to the annotators. This small set of 10 documents
was used in the revision phase described below in order to allow
for a comparison of annotations obtained on the same documents
with and without access to pre-annotations.
Then, the entire set of 100 documents was automatically pre-
annotated as outlined below, including the 10 documents that
were already annotated from scratch. The annotators revised the
pre-annotated corpus. Finally, both annotators reviewed the cases
where they provided different annotations and agreed to a ﬁnal
consensus annotation. Previous studies revealed that human anno-
tators tend to trust automatic pre-annotation and make little
changes to system outputs [26,30]. Therefore, a reviewed consen-
sus set of annotations can be used a high-quality gold standard
against which to compare both human and automatic annotations.
Based on the evaluation of the pre-annotations on the ﬁrst set of
100 documents using the consensus annotations, a second set of
100 randomly extracted documents (Set 2) was pre-annotated
with the rule-based system and revised by one annotator (AN).
This set was used in further experiments to train a statistical sys-
tem adapted to the consensus set, used as a test set.
Based on the evaluation of the custom-trained statistical sys-
tem, it was used to pre-annotated a third set of 100 randomly se-
lected documents (Set 3). This set was revised by both annotators
and consensus annotations were produced.3.3.1. Pre-processing
In order to process real data, we reintroduced realistic surrogate
information in the corpus [31]. For instance, the phrase ‘‘jj mm’’
appearing within patients’ dates of birth was replaced with
‘‘01.01’’ or ‘‘01/01’’ (a default January 1st value). The symbol used
to separate the year from ‘‘jj mm’’ was kept to separate the re-
introduced day and month (e.g., ‘‘jj mm/2013’’ became ‘‘01/01/
2013’’ while ‘‘jj mm.2013’’ became ‘‘01.01.2013’’).
The ‘‘XX’’ phrases appear in the corpus in several contexts: (i) a
trigger word followed by two occurrences of the phrase: Mme XX
XX (Ms. XX XX), (ii) a trigger word followed by one occurrence of
the phrase: M. XX (Mr. XX), and (iii) a single occurrence of the
phrase without any trigger word: XX.
Unannotated
 clinical records
Set 1
 (100 documents)
Set 2
 (100 documents)
Set 3
 (100 documents)
 Re-introduction
 of surrogate PHI
No pre-annotation
 (10 documents)
Random
 selection
Rule-based system
 annotation
Automatic
 pre-annotation
Machine-learning
 based annotation
 Re-introduction
 of surrogate PHI
Rule-based system
 annotation
Automatic
 pre-annotation
Machine-learning
 based annotation
Automatic
 pre-annotation
Human annotation
 (10 + 100 documents)
Pre-annotated corpus
 (100 documents)
 Random selection:
 half from each
 system
 corpus (100 documents)
 Consensus
Pre-annotated corpus
 (100 documents)
Human annotation
 (100 documents)
Training set
used for
Pre-annotated corpus
 (100 documents)
Human annotation
 (100 documents)
 corpus (100 documents)
 Consensus
Fig. 2. Overall annotation methodology.
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either by a ﬁrst name or a last name. We used a last name followed
by a ﬁrst name to replace two consecutive phrases, a last name to
replace one phrase when it followed a trigger word, and a last
name to replace one phrase when it was used without any trigger
word. The ﬁrst names and last names used were randomly selected
from lists of international and French names. The lists of names are
freely available from the French ABU association website.4 The lists
were pre-processed to remove ﬁrst names and last names that are
not used in France but are similar to existing common French words
(e.g. Agace, Cela, Le, Travers) and are likely to produce false positives.3.3.2. Automatic pre-annotations
We used the MEDINA suite of tools to produce automatic pre-
annotations. It comprises two de-identiﬁcation systems that have
been designed to process clinical notes from a cardiology ward
written in French [5,31]. As shown in Fig. 3 the systems output
text-bound annotations as tags surrounding the phrases to be de-
identiﬁed.
The ﬁrst system is a rule-based system [31] that relies on 80
patterns speciﬁcally designed to process the training corpus and
lists5 we gathered from existing resources from the Internet. The
system implements several steps: (i) identiﬁcation of numeric data
with patterns,6 (ii) lexicon mapping (exact match using lexicons of
ﬁrst names, last names, city names, etc.), (iii) identiﬁcation of named
entity with trigger words (e.g., ‘‘M.’’ and ‘‘Mme’’ are trigger words for
last names in French) and patterns, and (iv) study of the neighbor-
hood of already processed data.
The second system is based on the CRF formalism [32] as imple-
mented in Wapiti [33]. We used four types of features to build our
models [5]: (i) surface features (token, capitalization, digit, punctu-
ation, token length), (ii) morpho-syntactic features (token part-of-
speech and surrounding tokens POS), (iii) semantic types (based on
previous lexicon, and token Concept Unique Identiﬁer from the4 http://abu.cnam.fr/DICO/, Association des Bibliophiles Universels, CNAM, Paris.
5 The lists we used contain 23,000 ﬁrst names, 12,800 last names, 30,700 city
names, 2000 hospital names, and 251,000 inﬂected forms from the French language.
6 e.g., the pattern ‘‘1-2 DIGIT (S) SEPARATOR 1-2 DIGIT (S) SEPARATOR 2-4 DIGITS’’
is a rule that extracts dates such as ‘‘01/01/2014’’ or ‘‘1-12-88’’.UMLS Metathesaurus), and (iv) distributional analysis through an
unsupervised clustering based on the Brown algorithm [34] as
implemented in Liang’s tool [35]. We did not perform cross-valida-
tion, but automatic feature selection was carried out through the l1
regularization.
Both systems were used to process the 100 documents selected
in Set 1. For each document in the set, we randomly selected one
output to be shown to the annotators for revision. As a result,
the corpus provided to the annotators for revision comprised 100
documents where 50 had been processed by the rule-based system
and 50 had been processed by the CRF-based system. The annota-
tors were blind to the type of pre-annotation performed on the
documents they reviewed.
The rule-based system was used to process Set 2. One annotator
reviewed the output. The CRF system was re-trained on Set 2 using
the original set of features and used to process Set 3. Both annota-
tors independently reviewed the documents in this set.
Before revision, the corpus presented to the annotators com-
prised a total of 2900 automatically produced pre-annotations for
100 documents (29,437 tokens) in Set 1. Fig. 4 shows the distribu-
tion of annotations over the PHI category types in the corpus. Ta-
ble 1 shows the variability of the occurrences per category in the
reference corpus (e.g., while 99 addresses were marked in total,
there were only 29 distinct addresses occurring in the corpus).
We observed a similar distribution in Set 2 and Set 3.
3.3.3. Annotation tool
Human annotations were produced using the Brat annotation
tool7 [36]. This tool is commonly used to annotate entities and rela-
tions between entities in biomedical corpora. For instance, it was
used a supporting tool for international challenges such as BioNLP
Shared Task 2011 and 2013, CoNLL 2000, 2002 and 2006, Drug-Drug
Interaction 2011. In a recent survey of annotation tools for the bio-
medical domain, BRAT was reported to be easy to install, user
friendly and fast [37]. For the purpose of the present study we devel-
oped two perl scripts that convert text with embedded annotation
tags (produced by our automatic pre-annotation tools and used by
the tool that we used to compute inter-annotator agreement) to7 Brat Rapid Annotation Tool, http://brat.nlplab.org/.
Fig. 3. Sample output from a pre-annotation tool.
Table 1
Number of annotations per category in the reference corpus (Set 1 and Set 3
consensus). The number shown between brackets corresponds to reintroduced
surrogates for Set 1 and the original de-identiﬁed portions for Set 3.
Category Set 1 Set 3
Total Unique Ratio Total Unique Ratio
Address 99 29 0.293 89 21 0.236
Zip code 101 17 0.168 97 15 0.155
Date 462 (99) 346 0.749 563 (96) 439 0.780
E-mail 47 19 0.404 64 25 0.391
Hospital 224 61 0.272 224 60 0.268
Identiﬁer 59 48 0.813 76 55 0.724
Last name 871 (148) 409 0.470 985 (146) 342 0.347
First name 750 (131) 255 0.340 834 (117) 190 0.228
Telephone 383 142 0.371 419 157 0.375
City 218 25 0.115 233 29 0.124
Fig. 4. Number of annotations per category: automatic pre-annotations (green),
ﬁrst annotator (red), second annotator (blue), consensus (purple). (For interpreta-
tion of the references to color in this ﬁgure legend, the reader is referred to the web
version of this article.)
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able from the authors upon request.
3.4. Evaluation metrics
3.4.1. Inter- and intra-annotator agreements
We computed inter-annotator agreement on the raw corpus (10
documents from Set 1) and on the pre-annotated corpora (Set 1
and Set 3). Two agreement metrics were used, namely the j coef-
ﬁcient and the F-measure.
We used the j coefﬁcient deﬁned by Cohen [38] (formula (1),
where Ao stands for the observed agreement8 and Ae stands for
the expected agreement,9 computed using formula (2). In formula
(2), i stands for the number of categories and nk is the number of
annotations for category k).
j ¼ Ao  Ae
1 Ae ð1Þ
Aje ¼
X
k
nA1k
i
 nA2k
i
ð2Þ
We also used F-measure (formula (7)), which is the weighted
harmonic mean between recall10 (formula (3)) and precision11 (for-
mula (5)). Speciﬁcally, we used b = 1. Micro-average (formulae (4)
and (6) where i stands for the number of categories) was used to
compute overall results on all categories [39].
Recall ¼ true positive
true positiveþ false negative ð3Þ
Micro-recall ¼
Pn
i¼1true positiveðiÞPn
i¼1true positiveðiÞ þ
Pn
i¼1false negativeðiÞ
ð4Þ
Precision ¼ true positive
true positiveþ false positive ð5Þ
Micro-precision ¼
Pn
i¼1true positiveðiÞPn
i¼1true positiveðiÞ þ
Pn
i¼1false positiveðiÞ
ð6Þ
F-measure ¼ ð1þ b
2Þ  precision recall
b2  precisionþ recall ð7Þ8 The observed agreement corresponds to the number of common annotations
between both annotators.
9 The expected agreement is the hypothetical probability of chance agreement.
10 Recall, or true positive rate, or sensitivity.
11 Precision, or positive predictive value.These two metrics were selected in order to provide a higher
bound (F-measure) and a lower bound (j) for estimating inter-
annotator agreement. Grouin et al. [40] have shown that consider-
ing all the entities annotated at least once as ‘‘markables’’ provides
a lower bound for estimating inter-annotator agreement. Applied
to Set 1 in the present study, we thus considered 3213 markables
in the overall corpus of 100 documents (i.e., 3213 entities are anno-
tated in the consensus output), 1597 markables in the sub-corpus
of 50 documents pre-annotated with the rule-based system and
1616 markables in the sub-corpus of 50 documents pre-annotated
with the CRF-based system.
According to Artstein and Poesio [41], agreements higher than
0.8 indicate that annotations can be considered consistent.3.4.2. Automatic system evaluation
For system evaluation, we used precision, recall and F-measure
as deﬁned above. The advantage of F-measure in this context is
that it provides a direct comparison between system performance
and inter-annotator agreement.3.4.3. Categorization and boundary evaluation
The Slot Error Rate (SER) [42] is a composite metric that takes
into account both categorization errors (marking the same men-
tion with a different category, compared to the reference) and
boundary errors (marking a mention that overlaps with a mention
marked with the same category in the reference) (formula (8)). The
lower the SER, the better the quality of the corpus.
Slot Error Rate ¼ Dþ I þ TF þ 0:5 ðT þ FÞ
R
ð8Þ
where ‘‘D’’ is the number of deletes (i.e., false negatives), ‘‘I’’ is the
number of inserts (i.e., false positives), ‘‘T’’ is the number of catego-
rization errors only, ‘‘F’’ is the number of boundary errors only, ‘‘TF’’
is the number of both categorization and boundary errors, and ‘‘R’’ is
the number of expected elements in the reference (i.e., true posi-
tives + false negatives). The numeric value in the formula is a penal-
ity which allows weighting of the categorization and boundary
errors. In our experiments, we used a penality of 0.5; with this va-
lue, the cost of errors increases proportionally with the number of
errors.
Fig. 5 provides an annotated example to illustrate the Slot Error
Rate metric. The correct annotations are shown in green boxes
while errors appear in red boxes. Speciﬁcally, only one annotation
was correct (‘‘1 avenue de Paris’’ annotated as an address), one
insertion (‘‘Paris’’ as a city), one deletion (‘‘Paul’’), one type error
(‘‘Martin’’ annotated as a ﬁrstname instead of a lastname, with cor-
rect boundaries) and one boundary error (‘‘Saint Germain’’ instead
of ‘‘Saint Germain en Laye’’ with a correct category). No annotation
Fig. 5. Fabricated example to illustrate the Slot Error Rate metric.
Table 3
Detailed agreement between the automatic pre-annotation and the human annota-
tions consensus; the number of entities per category for each sub-corpus in Set 1 is
given.
Category Rule-based (50 docs) CRF-based (50 docs)
# F # F
Address 47 0.667 52 0.038
Zip code 49 0.970 52 0.882
Date 228 0.980 234 0.701
E-mail 29 0.929 26 0.000
Hospital 98 0.201 126 0.210
Identiﬁer 36 0.000 23 0.000
Last name 450 0.746 420 0.555
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is: 1þ1þ0þ0:5ð1þ1Þ4 ¼ 0:75.First name 369 0.852 373 0.679
Telephone 186 0.986 197 0.040
City 105 0.859 113 0.080
Table 4
Slot Error Rate for each pre-annotation system used on Set 1; the number of elements
within each kind of error is given between parenthesis.
Slot Error Rate Rule-based CRF-based
0.255 0.578
Corrects 79.3% (1266) 47.8% (773)
Inserts 8.4% (134) 13.5% (218)
Deletes 13.4% (214) 29.1% (471)
Substitutions 7.3% (117) 23.0% (372)
Fig. 6. Sample automatic pre-annotations: correct annotations are shown in a
green box, incorrect annotations are in a red box, missing annotations are in a blue
box. (For interpretation of the references to color in this ﬁgure legend, the reader is
referred to the web version of this article.)4. Results
4.1. Evaluation of the reference de-identiﬁcation corpus
4.1.1. Descriptive statistics
We produced consensus annotations on two 100-document
corpora (Set 1 and Set 3). Overall, the distribution of tokens and
annotations was comparable in the two corpora. Set 1 contains a
total of 29,437 tokens including 3213 tokens (11%) annotated as
PHI tokens. The corpus averages 32.13 PHI tokens per document
(standard deviation 15.6). The minimum number of PHI tokens
per documents is 6 and the maximum is 71 (median 32).
4.1.2. Automatic pre-annotation
The automatic pre-annotation produced by the MEDINA suite of
tools was evaluated using the consensus annotations as a reference
(Set 1). This evaluation was performed on 50 documents per pre-
annotation method because of the annotation methodology (i.e.,
100 documents were annotated with 50 documents pre-annotated
using a rule-based method and the remaining 50 documents pre-
annotated using a CRF approach. Table 2 presents the overall re-
sults, depending on the pre-annotation method used to build the
consensus. The ‘‘In’’ columns present results of the automatic
annotations that were effectively revised by the annotators. The
‘‘Out’’ columns present the results of the automatic annotations
obtained with the method that was not revised by the annotators.
Table 3 shows the detailed results per category.
The systems used to de-identify the corpus rely on different
methods (rule-based vs. machine-learning) and produce distinct
annotations. Table 4 shows a classiﬁcation of the errors produced
by each system on the sub-corpus of 50 documents that were then
revised by human annotators.
Fig. 6 illustrates the types of errors resulting from the automatic
pre-annotation: (i) missing annotation, (ii) category error (here a
last name and a ﬁrst name instead of an hospital name), (iii) spu-
rious annotation (the city name is a part of the street name and
should not have been annotated), and (iv) over-anonymization (a
word has been annotated while it is not a personal information
and the annotation of the correct last name is missing). Both the
rule based and CRF-based systems were prone to these errors.
These results obtained on Set 1 guided our decision to use the
rule-based system to produce pre-annotations for Set 2.Table 2
Inter-annotator agreement between the automatic pre-annotation and the human
annotations consensus; in = the pre-annotation has been used to build the consensus;
out = the pre-annotation has not been used to build the consensus.
In (50 docs) Out (50 docs) All Set 1 (100 docs)
j F j F j F
Rule-based 0.680 0.813 0.649 0.787 0.662 0.799
CRF-based 0.313 0.519 0.310 0.514 0.311 0.5174.2. Evaluation of a statistical de-identiﬁcation tool
Fig. 7 shows the evolution of recall, precision and F-measure on
Set 1 depending on the number of documents used in Set 2 for
training the CRF model.
These results guided our decision to use the CRF system trained
on Set 2 to produce pre-annotations for Set 3.
Table 5 shows the results per category achieved by the CRF
model built on the 100-document training corpus (Set 2).4.2.1. Annotation duration
We computed how much time each human annotator took to
revise the pre-annotated corpora of 100 documents in Set 1 andFig. 7. Evolution of recall (red), precision (green) and F-measure (blue) on Set 1
depending on the number of documents in Set 2 (10, 20, 50 and 100) used to train
the CRF models. (For interpretation of the references to color in this ﬁgure legend,
the reader is referred to the web version of this article.)
Table 7
(A) Inter-annotator agreement between both annotators (1–2) and between each
annotator and the consensus (1-Con; 2-Con). (B) Intra-annotator agreement with and
without pre-annotations (1-1raw; 2-2raw), computed using the j coefﬁcient and the
F-measure, on the subset of 10 documents in Set 1 annotated in duplicate.
Set 1 (100 docs)
j F
(A)
1–2 0.917 0.954
1-Con 0.944 0.964
2-Con 0.949 0.974
Set 1 subset (10 docs)
j F
(B)
1raw-1pre 0.877 0.911
2raw-2pre 0.937 0.969
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pre-annotated documents, overall and by pre-annotation type. An
additional 30 minutes period was needed to go over the annota-
tions to arrive at the consensus for Set 1, and 15 minutes for Set 3.
4.2.2. Human annotator agreement
We computed the intra-annotator agreement (Table 7) on the
10 documents in Set 1 that were annotated in duplicate by each
human annotator, i.e., based on a version with and without
pre-annotations. Table 7 also shows the inter-annotator agreement
between both annotators and between each annotator and the
consensus annotations on Set 1; recall that the consensus
annotations were obtained after the revision of automatic pre-
annotations.
The Set 1 reference corpus comprises 100 documents that have
been automatically pre-annotated by two systems: a rule-based
system for a half (50 documents), and a CRF system trained on out-
side data for the other half (50 documents). Set 3 comprises 100
documents that were pre-annotated by a CRF system trained on
data from Set 2.
Table 8 shows the inter-annotator agreement between both
annotators as well as between each annotator and the consensus
annotations. The scores were computed on both reference sets
for each type of pre-annotation.
Table 9 presents the detailed inter-annotator agreement
achieved per category on the overall pre-annotated corpus (i.e.,
on the 100 documents) and on each sub-part of the corpus depend-
ing on the tool used for pre-annotation, either the rule-based or the
CRF system. The number of entities per category on the overal cor-
pus is given between parenthesis.
5. Discussion
5.1. Quality of the reference de-identiﬁcation corpus
5.1.1. Quality of the pre-annotations
Tables 2 and 4 show that the rule-based system performed bet-
ter than the out-of-the-box CRF system on the reference corpus.
The rule-based system achieved higher agreement with theTable 5
Evaluation of the CRF model built on the 100-document training corpus (Set 2).
Category Set 1 (100 documents)
R P
Address 0.818 0.920
Zip code 0.921 1.000
Date 0.896 0.935
E-mail 1.000 0.982
Hospital 0.737 0.620
Identiﬁer 0.559 0.943
Last name 0.797 0.928
First name 0.880 0.942
Telephone 0.982 0.977
City 0.922 0.990
Overall (micro-average) 0.860 0.919
Table 6
Revision time in minutes for Sets 1 and 3 (overall time and average time per ﬁle), by each
Set 1
Raw subset (10 docs) Rule-based (50 docs) CRF-
All Average All Average All
1 35 3.50 160 3.20 144
2 25 2.50 102 2.04 95consensus annotations (j = 0.680 and F-measure = 0.813) and low-
er Slot Error Rate (0.255) compared to the CRF system (respec-
tively: 0.313, 0.519, and 0.578). More speciﬁcally, Table 3 shows
that the rule-based system achieved better performance for each
category, except for hospital names where the CRF system slightly
outperformed the rule-based system. The poorer results obtained
with the CRF approach can be explained by the fact that the model
has been trained on a corpus of clinical documents that came from
a different hospital and belonged to a different medical subdomain
than that of test set. The characteristics of both corpora are differ-
ent, so that the characteristics that have been learnt by the CRF
model cannot be found in the test corpus we aimed to de-identify
in this study. The CRF model is not robust enough to process cor-
rectly a new unknown corpus. However, when training data from
the same corpus is available, the statistical model can outperform
the rule-based model. Fig. 7 shows a steep progress curve in the
performance of the tool as more documents are used for training.
The progression slows down after 20 documents are added. The
difference in F-measure is 54% between the smaller and the larger
training set (from F-measure 0.575 to 0.888). In comparison, the
improvement in performance observed by Hanauer et al. [19] be-
tween similar size training sets was only 6% (from F-measureSet 3 (100 documents)
F R P F
0.966 0.888 0.898 0.893
0.959 0.918 1.000 0.957
0.915 0.909 0.979 0.943
0.991 1.000 1.000 1.000
0.673 0.786 0.842 0.813
0.702 0.645 0.961 0.772
0.857 0.954 0.980 0.967
0.910 0.966 0.984 0.975
0.979 0.993 0.990 0.992
0.955 0.922 0.986 0.953
0.888 0.933 0.973 0.953
human annotator (1 and 2).
Set 3
out (50 docs) All (100 docs) CRF-in (100 docs)
Average All Average All Average
2.88 304 3.04 125 1.25
1.90 197 1.97 58 0.58
Table 8
Inter-annotator agreement between both annotators and between each annotator (1–2) and the consensus (1-Con; 2-Con), computed using the j coefﬁcient and the F-measure,
on Set 1 and Set 3, for each type of pre-annotation used.
Set 1 Set 3
All (100 docs) Rule-based (50 docs) CRF-out (50 docs) CRF-in (100 docs)
j F j F j F j F
1–2 0.897 0.931 0.945 0.964 0.852 0.897 0.959 0.977
1-Con 0.918 0.942 0.968 0.970 0.879 0.914 0.977 0.986
2-Con 0.973 0.984 0.978 0.987 0.967 0.981 0.975 0.987
Table 9
Human inter-annotator agreement in F-measure.
Category Set 1 Set 3
All (100 docs) Rule-based (50 docs) CRF-out (50 docs) CRF-in (100 docs)
1–2 1-Con 2-Con 1–2 1-Con 2-Con 1–2 1-Con 2-Con 1–2 1-Con 2-Con
Address (99) 0.752 0.767 0.985 0.786 0.797 0.989 0.722 0.741 0.980 0.932 0.932 1.000
Zip code (101) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Date (462) 0.960 0.970 0.989 0.993 0.993 1.000 0.928 0.949 0.979 0.953 0.974 0.979
E-mail (55) 0.953 0.953 1.000 0.966 0.966 1.000 0.939 0.939 1.000 1.000 1.000 1.000
Hospital (224) 0.805 0.806 0.947 0.841 0.830 0.912 0.779 0.787 0.972 0.898 0.936 0.932
Identiﬁer (59) 0.782 0.933 0.840 0.917 0.959 0.958 0.623 0.894 0.700 0.944 0.973 0.945
Last name (870) 0.941 0.956 0.982 0.965 0.980 0.982 0.915 0.930 0.982 0.988 0.993 0.992
First name (742) 0.957 0.965 0.993 0.978 0.984 0.995 0.936 0.946 0.991 0.990 0.994 0.995
Telephone (383) 0.937 0.937 1.000 0.995 0.995 1.000 0.879 0.879 1.000 0.996 1.000 0.996
City (218) 0.941 0.951 0.991 0.986 0.990 0.995 0.897 0.912 0.987 0.991 0.996 0.996
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the documents in our corpus was higher, therefore more docu-
ments (at least 20) are needed to obtain a representative training
set. Nonetheless, we observe that using data incrementally has a
positive impact as shown by Tu et al. [13] and Hanauer et al. [19].
Using only ten documents for training yields an F-measure of
0.575. While low, this performance is still higher than that of the
CRF pre-annotation system trained on 230 documents from an-
other healthcare provider, focused on only one medical specialty
(F-measure 0.517).
The best CRF model, used to pre-annotated Set 3, is obtained
with training on 100 documents from the training set (Set 2; see
Table 5). It achieves 0.89 F-measure on Set 1 and 0.95 F-measure
on Set 3, which is higher than the state of the art results obtained
for Swedish (0.79 [7]) but lower than those obtained for English
(0.96 [19]). This can indicate that language may play a role in task
complexity. However, direct comparison is difﬁcult because we use
different PHIs compared to other work, including the i2b2 chal-
lenge [8]. We differentiate between ﬁrst name vs. last name in-
stead of clinician vs. other, we de-identify dates but not ages, we
group different information under the label ‘‘identiﬁers’’, including
patient record number, hospital identiﬁcation number and medical
device serial number. Nonetheless, our results are encouraging in
light of the recent ﬁnding that de-identiﬁcation tool performance
in the low 90s rivals human performance [14].
When training the CRF system on the training set with and
without surrogate PHI re-introduction, we found no difference in
performance contrary to Yeniterzi et al. [20].12 This indicates that
our CRF model relies heavily on context information (e.g., neighbor
tokens) rather than token characteristics (e.g., is the token in capital
letters) to identify PHI.
As in previous research [26,30], we observed that human anno-
tators performed better and faster when pre-annotations were
supplied. Annotation time was about 20% faster when revising a
pre-annotated corpus compared to annotating the corpus without
pre-annotations.12 Data not shown.5.1.2. Annotation time
We expected that annotation time would be consistent with the
quality of the annotations: the better the annotations, the less time
we expected an annotator to spend on the task. However, Table 6
shows that, for Set 1, both annotators spent about 10% less time
revising documents pre-annotated with the CRF system (160 min-
utes vs. 144 minutes for the ﬁrst annotator and 102 minutes vs.
95 for the second) even though it performed noticeably worse
(F-measure 0.519 vs. 0.813). It is possible that the errors in the
CRF pre-annotations were more obvious and frequently repeated
(for instance, telephone numbers were always annotated as dates)
so that annotators were able to quickly revise them, while more
careful reviewing of the rule-based pre-annotations was needed
to identify errors. Another possible explanation is that some of
the CRF errors were overlooked by the annotators and left unre-
vised, therefore saving annotation time (for instance, punctuation
could be erroneously included in the CRF pre-annotations and
one of the annotators sometimes failed to correct the annotation
span). This explanation is consistent with the lower inter-annota-
tor agreement observed between annotators and between each
annotator and the consensus on the documents that were pre-
annotated with the CRF system (see Table 8). On Set 3, annotators
spent considerably less time revising pre-annotations. These differ-
ences can be explained by two factors: ﬁrst, pre-annotation quality
with the custom trained CRF was higher, and second, the annota-
tors acquired training experience working on the previous sets.
We also observed the same trend as on Set 1: annotator 2 is faster
than annotator 1 regardless of the pre-annotation method.
5.1.3. Quality of the human annotations
Tables 7 and 8 show that the overall inter-annotator agreement
is well over 0.80 for both sets, meaning that the annotations are
highly consistent. The agreement between annotators and the con-
sensus is also high, which shows that the quality of the annotations
is high. These observations remain true when considering the de-
tailed agreement scores per category shown in Table 9. It can be
noted that agreement scores are slightly lower for the ‘‘hospital’’
and ‘‘address’’ categories for Set 1, reﬂecting a difference in
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One annotator annotated them as ‘‘hospital’’ and the other as ‘‘ad-
dress’’ (see Table 8, #3). The consensus enforced the decision to
annotate them as ‘‘hospital’’. Therefore, the agreement with the
consensus for the annotator who initially chose to annotate them
as ‘‘address’’ is lower for these categories. Similarly, consistency
is lower for identiﬁers on the CRF pre-annotated set. This can be
explained by one particular case where the guidelines were inter-
preted differently by the annotators. One annotator annotated ICD
and ADICAP codes in the documents as identiﬁers whereas the
other did not (see Table 8, #6); during the consensus process, it
was agreed that codes were medical information and should not
be annotated as PHI. Only two documents containing a total of
10 ICD codes were impacted, but because they belong to the sub-
corpus pre-annotated with the CRF approach, it was enough to cre-
ate an imbalance in consistency scores for the category.
Agreements are generally higher on Set 3 showing that the discus-
sion to create the consensus for Set 1 had a positive impact on the
annotators’ work for Set 3.
Overall, the scores are quite homogenous over the categories,
which means that there is no outstanding annotation difﬁculty:
human annotators were able to consistently identify elements
from all the categories. This also shows that the guidelines were
deﬁned with an adequate level of detail that allowed annotators
to achieve the task with high consistency. Results show that the in-
ter annotator agreement is higher when the quality of pre-annota-
tions is higher. This observation is in line with the results of a
curation study showing that gold standard annotations were more
helpful than the annotations produced by an NLP tool [43].
Fig. 8 illustrates the most frequent types of disagreements be-
tween the human annotators: missed annotations ð1;7Þ, boundary
disagreement ð2Þ – and possibly ð5Þ, category disagreement ð3Þ,
over-interpretation of the guidelines ð4;6Þ. Examples of additional
difﬁculties are also shown: distinguishing rare lastnames and ﬁrst-
names ð5Þ deﬁning identifying codes and numbers ð6Þ, and the use
of speciﬁc abbreviations in the text (7 – here, the name of the hos-
pital). Missed annotations and boundary or category disagree-
ments account for the bulk of annotator disagreements.
Similarly to Rosset et al. [30], we also noticed that the feeling of
the human annotators sometimes differed from factual observa-
tion. For instance, the annotators correctly realized that one of
the pre-annotation methods performed better than the other.
However, they thought that they spent less time revising docu-
ments pre-annotated with this method which was not true.Fig. 8. Comparison of annotations performed by the human annotators: correct
annotations are in a green box, incorrect ones are in a red box. (For interpretation of
the references to color in this ﬁgure legend, the reader is referred to the web version
of this article.)5.1.4. Sources of annotation inconsistencies between human
annotators
Inconsistencies were due to (i) distraction (e.g., lack of modiﬁ-
cation or removal of an erroneous pre-annotation, selection of an
erroneous category for an annotation), (ii) pre-annotations
(occurrence of full stops in initials, occurrence of vertical bars
in telephone numbers), and (iii) variation in interpretation of
the guidelines (e.g., annotation of buildings within the hospital
as hospital vs. address; annotation of ICD codes as identiﬁers).
For the ﬁrst two types of inconsistencies, no discussion was
needed during the consensus process; usually both annotators
recognized that a mistake was made by one of the annotators.
For the last type, a discussion was needed to decide how to inter-
pret the guidelines and apply them consistently throughout the
consensus process.5.2. Recommendations for developing de-identiﬁed corpus
Based on this study, our recommendation for future corpus
development using the MEDINA suite of tools would be to work
incrementally according to the following steps: ð1Þ Pre-process
a small corpus (e.g., 50 documents) with the rule based system,
ð2Þ review, ð3Þ train the CRF system on the available corpus, ð4Þ
use to pre-process additional corpus, ð5Þ review, repeat steps 3–
5 until desired corpus size is reached. The review steps should
systematically involve at least two annotators until inter-annota-
tor agreement reaches a high plateau, e.g., above 95% F-measure.
The use of re-introduced surrogates in training data has no im-
pact on the performance of our statistical system (data not
shown). It produces authentic-looking text, which makes false
negatives less noticeable [44]. For this reason, it may be best to
introduce the surrogates after a de-identiﬁcation consensus has
been reached, and before the corpus is shared or used for other
research purposes.5.3. Limitations of this study
There are a few limitations to this study, that reﬂect the com-
plex task of producing an annotated reference corpus. First, the
deﬁnition of some categories may be too broad, making them dif-
ﬁcult to annotate. For instance, the identiﬁers category covers both
medical record numbers, healthcare providers identiﬁcation num-
bers and hospital ward numbers. Similar issues were observed dur-
ing the creation of the Swedish reference corpus, and some
category deﬁnitions were changed to improve the quality of the
annotations [7].
Furthermore, the authors deﬁned the annotation guidelines,
worked on the human revisions and the ﬁnal consensus. While
both have extensive annotation experience, it is always desirable
to have an outside independent party validate the annotation
decisions made. Osman et al. [45] show that for opinion assess-
ments, inter-annotator agreement can vary by a wide margin
depending on the annotator pairs. We believe that PHI identiﬁca-
tion is a task that is inherently less subjective than opinion
assessment, so that inter-annotator agreement should be more
robust over different pairs of trained annotators. Nonetheless, this
advocates the use of additional annotators to validate the gold
standard.
It can also be argued that annotating documents without pre-
annotations before documents with pre-annotations makes it difﬁ-
cult to speciﬁcally attribute annotation time gains to practice or
the pre-annotations. However, previous work that focused on
showing that pre-annotations save time designed experiments that
avoided this caveat [30]. Our main focus here was to compare the
use of two types of pre-annotations.
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In future work, we would like to explore further the evolution of
the statistical system performance as more training data is used. It
would also be interesting to study methods of selecting the docu-
ments included in the training data using active learning, instead
of random selection. System performance may also be improved
using a hybrid method that would take advantage of the rule-based
performance on some categories such as zipcodes, emails and
dates. We also plan to apply the protocol deﬁned in this study to
the systematic development of a large de-identiﬁcation reference
corpus for French. The corpus will eventually be released to the sci-
entiﬁc community.
6. Conclusions
In this paper, we presented several experiments on the de-iden-
tiﬁcation of French clinical notes in order to design a protocol to
build a reference corpus optimizing time, annotation quality and
annotator experience. We worked sequentially with three sets of
100 documents randomly selected from a group of French hospital.
The documents were partially de-identiﬁed for the most sensitive
data (i.e., ﬁrst name, last name and date of birth of patients).
First, we used two distinct de-identiﬁcation systems designed
to process clinical notes in French from a cardiology ward: a
rule-based system and a statistical system (that relies on the CRF
formalism). Then, we compared two CRF models: an out-of-do-
main model, that has been built on data from another hospital in
another medical domain, vs. an in-domain model, built on the re-
sult of the human annotation process we designed.
During all experiments, two human annotators revised the re-
sult of automatic pre-annotation obtained either from the rule-
based system or the machine-learning approach. We computed
annotation time as well as inter- and intra-annotator agreement
to assess the support provided by the pre-annotations.
In this study, we found that the rule-based system provided
better annotation quality compared to the CRF model, when both
systems are trained on outside data. We also found that a CRF
model built on in-domain data outperformed all other methods.
We showed that human annotators worked faster with the pre-
annotations obtained from a CRF approach, compared to a rule-
based system, even if the CRF-based annotation quality was worse.
This study contributes to research in de-identiﬁcation by pro-
viding unique data on French. It also contributes to research in cor-
pus annotation and reference corpus development by providing
insight on how to use available pre-annotation methods to opti-
mize annotation time, annotation quality and annotator
experience.
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