We investigate the positive solutions of a class of second-order nonlinear singular differential equations with multi-point boundary value conditions on an infinite interval in Banach spaces. The tools we used are the cone theory and Mönch fixed point theorem and a monotone iterative technique. An example is also given to demonstrate the applications of our results, which include and extend some existing results.
Introduction
Let E be a real Banach space and let P be a cone in E. P is said to be normal if there exists a positive constant N such that θ ≤ x ≤ y implies x ≤ N y . P is said to be regular fully regular if u 1 ≤ u 2 ≤ · · · ≤ u n ≤ y · · · , sup n u n < ∞ implies that their exists x ∈ E such that lim n → ∞ u n − x 0. Let P P \{θ}. In what follows, we always assume that x * 0 ∈ P . Let P 0λ {u ∈ P : u ≥ λx * 0 } λ > 0 . Obviously, P 0λ ⊂ P for any λ > 0. When λ 1, we write P 0 P 01 , that is, P 0 {u ∈ P : u ≥ x * 0 }. In this paper, we will consider the following boundary value problems BVPs for multipoint singular differential equations of mixed type on an unbounded domain in a real Banach space E, · Here the nonlinear term f may be singular at t 0 and x 0 , x 1 , x 2 , x 3 θ. By singularity, we mean that f t, x 0 , x 1 , x 2 , x 3 → ∞ as t → 0 or x i → θ i 0, 1, 2, 3 . Second-order boundary value problems BVPs on infinite intervals, arising from the study of radially symmetric solutions of nonlinear elliptic equation and models of gas pressure in a semi-infinite porous medium, have received much attention. We can see papers 1, 2 and the references therein. In a recent paper, Liu 3 investigated the existence of solutions of the following second-order two-point boundary value problems on the half-line:
x t f t, x t 0, t ∈ 0, ∞ , x 0 0, x ∞ y ∞ > 0.
1.3
Lian and Ge 4 studied the solvability of the three-point BVP 
u t f t, u t , u t
by using the lower and upper solutions technique. Zhang 6 researched the problem
by using the fixed point theorem and the monotone iterative technique. We note that these works 3-6 are all in real space. To the best of our knowledge, very few literatures are available for the computation of positive solutions for mutlipoint BVP on the half-line in Banach space. There are two papers we should present here. Liu 7 discussed 3 the existence of solutions of the following second-order two-point BVP on infinite intervals in a Banach space E:
where
The main tool is the Sadovskii's fixed point theorem. Zhang 8 concerned the existence of solutions of the following singular problems
where J 0, ∞ . The nonlinear term f may be singular at t 0, x θ and/or x θ. They used the Mönch fixed point theorem.
Motivated by the above papers, we also use the Mönch fixed point theorem to give the existence of a positive solutions of the more general BVP 1.1 for integrodifferential equations on infinite intervals in a Banach spaces. The main features of the present paper are as follows. Firstly, comparing with 3-6 , the space in this paper is Banach space. The equation we discussed here is more general than those of 3-8 because the function f of 1.1 has new terms Tu, Su and the boundary value conditions are more complicated. Moreover, the singularity of nonlinear term f in this paper is more complex than 2, 7, 9-11 . Furthermore, an iterative sequence for the solution under some normal type conditions is established which makes it very important and convenient in applications. 3-7, 9-11 did not obtain this kind of result.
The rest of this paper is organized as follows. In Section 2, we give several important Lemmas. The main theorems are formulated and proved in Section 3, followed by an example in Section 4 to demonstrate the application of our results.
The Preliminary and Several Lemmas
Let FC J, E u ∈ C J, E : sup t∈J u t e t < ∞ , DC 1 J, E u ∈ C 1 J, E : sup t∈J u t e t < ∞, sup t∈J u t e t < ∞ .
2.1
Evidently, 
uniformly for t ∈ J , and
q t e t dt < ∞.
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H 3 For any t ∈ J , R > 0 and countable sets
Lemma 2.1 Lemma 1 see, 9 . If condition H 1 is satisfied, then the operators T and S defined by 1.2 are bounded linear operators from FC J, E into FC J, E and
In what follows, we write
Evidently, Q is a closed convex set in DC 1 J, E . We will reduce the BVP 1.1 to an integral equation in E. To this end, we first consider the operator A defined by
where Proof. Firstly, we will show A Q ⊂ Q. Let
2.13
By virtue of condition H 2 , there exists a R > r such that
2.14 where
Hence,
Let u ∈ Q. We have by 2.16 and Lemma 2.1 
f t, u t , u t , Tu t , Su t ≤ ε 0 q t u t u t Tu t Su t m t Mp t
≤ ε 0 q t e t u F u C k * u F h * u F m t Mp t ≤ ε 0 q t e t 2 k * h * u D m t Mp t , ∀t ∈ J ,≤ t 0 ∞ s f τ, u τ , u τ , Tu τ , Su τ dτds ≤ ∞ 0 t 0 f τ, u τ , u τ , Tu τ , Su τ dsdτ ≤ t ∞ 0 f τ, u τ , u τ , Tu τ , Su τ dτ, ∀t ∈ J ,Au t ≤ 1 Δ δ y ∞ b ∞ 0 f s, u s , u s , Tu s , Su s ds n i 1 k i ξ i 0 ∞ s f τ, u τ , u τ , Tu τ , Su τ dτ ds t y ∞ t 0 ∞ s f τ, u τ , u τ , Tu τ , Su τ dτ ds ≤ δ Δ y ∞ t y ∞ b Δ ∞ 0 f s, u s , u s , Tu s , Su s ds n i 1 k i ξ i Δ ∞ 0 f τ, u τ , u τ , Tu τ , Su τ dτ t ∞ 0 f τ, u τ , u τ , Tu τ , Su τ dτ.
2.20
Therefore, 
2.21
Differentiating 2.11 , we get 
2.23
It follows from 2.21 and 2.23 that
So, Au ∈ DC 1 J, E . On the other hand, it can be easily seen that
So, Au ∈ Q. Thus, A maps Q into Q and 2.24 holds. Secondly, we will show that A is continuous. 
2.27
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.1 if and only if u ∈ Q is a solution of the following integral equation:
u t 1 Δ δy ∞ b ∞ 0 f s,
2.30
Proof. Proof. The proof is similar to 11, Lemma 7 , we omit it.
Lemma 2.6. If condition H 4 is satisfied, then x, y ∈ Q, x i ≤ y i , t ∈ J i 0, 1 imply that
Proof. It is easy to see that this lemma follows from 2.11 and 2.22 and condition H 4 .
Main Results
In the following, we will give the main results of this paper. On the other hand, by 2.17 , 2.20 , 3.2 we can obtain 
3.7
By 3.7 and noting the fact that ε > 0 is arbitrary, we see that
On the other hand,
Hence, the Mönch fixed point theorem implies that A has a fixed point u in Q 1 and this theorem is proved. 
3.11
Proof. From 3.10 , we can find that u 0 ∈ C J, E and 
It follows from 3.15 , by induction, that 
3.26
Now, taking limits as m → ∞ in 3.26 , we get u i t ≥ y i t for t ∈ J i 0, 1 , and this completes the proof. Proof. The proof is almost the same as that of Theorem 3.2. The only difference is that, instead of using condition H 3 , the conclusion α D W 0 was implied directly by 3.16 and 3.17 and full regularity of P and Lemma 2.5.
