Abstract: L1 norm estimator has been widely used as a robust parameter estimation method for outlier detection. Different algorithms have been applied for L1 norm minimization among which the linear programming problem based on the simplex method is well known. In the present contribution, in order to solve an L1 norm minimization problem in a linear model, an interior point algorithm is developed which is based on Dikin's method. The method can be considered as an appropriate alternative for the classical simplex method, which is sometimes time-consuming. The proposed method, compared with the simplex method, is thus easier for implementation and faster in performance. Furthermore, a recursive form of the Dikin's method is derived, which resembles the recursive least-squares method. Two simulated numerical examples show that the proposed algorithm gives as accurate results as the simplex method but in considerably less time. When dealing with a large number of observations, this algorithm can thus be used instead of the iteratively reweighted least-squares method and the simplex method.
Introduction
The least-squares estimation, also known as best linear unbiased estimation ͑BLUE͒, is the standard and powerful method to estimate the unique and optimum solution for unknown parameters. For better statistical interpretation of the results, it is common to assume that the observation errors are random and preferably of normal distribution. When the observations are only affected by zero-mean random errors and variances and covariances of the observations are available, then the least-squares estimation of the unknown parameters is an optimal ͑best in the sense of minimum variance͒ estimation. If, however, the observations are falsified by gross errors, this optimality criterion is violated. The classical methods for outlier detection are based on statistical tests, which can be applied for normally distributed data such as data snooping ͑Baarda 1968͒ and -test ͑Pope 1976͒. Because the statistic of these methods is a function of adjusted residuals, the methods are efficient only when a few outliers exist in the observations ͑Koch 1999͒.
If the aforementioned assumptions are violated, e.g., in cases where the observations are affected by many gross errors in addition to random ones, the robust estimation techniques produce superior results. Such robust techniques are useful for data screening and gross error detection before a final adjustment is made by the least squares. Therefore, robust parameter estimation has to be applied to guard model against the blunders and systematic errors. Recently, many papers concerning robust estimation and outlier detection techniques have been published in geodetic literature ͑e.g., Yang 1994 Yang , 1999 Hekimoglu 1997; Koch 1999; Baselga 2007͒. L1 norm estimation is a well-known robust estimation method. The L1 norm minimization technique uses a special sufficient ͑and not redundant͒ subset of functionally independent observations which minimizes the sum of the weighted absolute value of the other residuals. On the one hand, the technique would not result in an optimum estimation in the sense that not all of the observations have been used in this method. For example, the L1 norm gives unbiased estimates like the least squares but they are not of minimum variance. Note that when the observables have Laplace distribution ͑i.e., double exponential distribution͒, L1 norm estimator is identical to the maximum likelihood estimator ͑Maronna et al. 2006͒. On the other hand, the L1 norm estimator is less sensitive to gross errors than the least-squares estimator. For example, in the case of repeated measurements of an unknown quantity, for the purpose of the population mean estimation, the least squares yields the sample mean, whereas the L1 norm minimization yields the sample median. It is evident that a gross error will affect the sample mean more than the sample median.
An approximate method for L1 norm minimization is the iteratively reweighted least squares ͑IRLS͒, which was originally introduced by Krarup et al. ͑1980͒ into geodetic applications. The method can be applied easily, but it is based on the least-squares principle, and hence it is not reliable when the real solution lies far away from the initial solution ͑Baselga 2007͒. And other methods like L1 norm minimization are presented in Marshall and Bethel ͑1996͒; Koch ͑1999͒; Amiri-Simkooei ͑2003͒; Junhuan ͑2005͒; and Baselga ͑2007͒. One of the efficient methods for L1 norm estimation is the simplex method ͑Dantzig 1963; Bazaraa et al. 1990͒ , which performs calculations based on some pivotal rules and can thus take a large amount of computational time when the number of variables is large.
Barrodale and Roberts ͑1972, 1973͒ modified the simplex method by restricting the choice of pivotal column through certain columns for L1 norm minimization and thereby substantially reduced the number of the required iterations. In particular, if the number of the observations is not very large, the method performs quite well. However, the problem of computational loading will also arise for this method in case of large number of observations. Portnoy and Koenker ͑1997͒ demonstrated that the interior point methods improve the computational speed 10-100 times over all simplex-based methods. This holds for L1 norm minimization methods such as that presented by Barrodale and Roberts ͑1972, 1973͒ in large problems.
The lack of attention paid to the L1 norm adjustment in geodetic applications is mainly due to the relative complexity of its implementation compared to the least squares. Though this complexity should not be of great importance in the presence of modern computing systems, the present contribution proposes a new technique, which is simple in implementation.
The objectives of this paper are as follows. Since the simplex algorithm could be time-consuming, especially when the number of observations is large, we introduce interior point algorithms based on Dikin's method for solving the linear programming problems ͑LPPs͒. An iterative algorithm, with its steps involved, is presented for the L1 norm minimization in a linear model. The method is shown to be faster than the simplex method. The method will then be generalized for a recursive model ͑called sequential L1 norm minimization͒, when a new observation group is available in the functional model. Finally, the efficiency of the Dikin's method will be verified by using two numerical examples. The results of this method will be compared with those obtained from the simplex method and IRLS method.
L1 Norm Minimization in a Linear Model

Formulation as a Linear Programming Problem
L1 norm minimization is widely used as a robust technique for outlier detection in geodetic applications. The usual method for an L1 norm minimization problem leads to a linear optimization problem. The variables of a linear optimization problem are usually nonnegative, while the unknown parameters and residuals are in general real numbers. Therefore, the variables of the GaussMarkov model should be rewritten as nonnegative variables ͑slack variables͒. Consider the following linearized model of observation equations:
where ỹ = m-vector of observables; ẽ = m-vector of random errors; ␤ = n-vector of unknown parameters; and Ã = m ϫ n design matrix of full column rank. Having uncorrelated observations, one may divide each observation ỹ i by its standard deviation ỹ i
to transform the original observations to those that have the same standard deviations equal to one. Therefore, by using vector notation, one can obtain an equivalent linear model y = A␤ + e ͑Koch 1999͒, with
where the covariance matrix of the new observables y = identity matrix, and Q ỹ −1/2 = diagonal matrix of which its diagonal elements are the entries of the vector
Therefore, for the sake of simplicity and notational convenience, in the sequel, we work with the transformed linear model y = A␤ + e.
Using the fact that any real number can be written as a difference of two nonnegative real numbers, one may write ͑Marshall and Bethel 1996; Amiri-Simkooei 2003͒
where each of the entries of u and v should fulfill either ͑u i Ն 0 and v i =0͒ or ͑v i Ն 0 and u i =0͒. In vector form, one may write
where the nonnegative vectors u and v are of size m, and the nonnegative vectors and ␥ are of size n. The linear model y = A␤ + e with an identity covariance matrix for the observable y, along with the L1 norm criterion in Eq. ͑4͒ can be reformulated to a standard linear programming as ͑Amiri-Simkooei 2003͒
where c m = m-vector containing all ones ͑a summation vector͒; 0 = n-vector containing all zeros; and I m = identity matrix of size m. The objective function in Eq. ͑6a͒ with constraint in Eq. ͑6b͒ can be solved either by the simplex method ͑Dantzig 1963͒ or by the interior point method ͑Roos et al. 2005͒ . We now introduce the interior point methods based on Dikin's algorithm which is considered to be faster in computational speed and easier for implementation than the simplex method.
Affine Method of Dikin
The usual method for solving a LPP is the classical simplex method developed by Dantzig ͑1963͒, which is recognized to be efficient in implementation but inefficient in speed. The alternative methods are the interior point algorithms. They improve a feasible interior solution point of the linear programming by steps through the interior, rather than a point that improves stepwise around the boundary of the feasible region like that in the simplex method.
One of the simplest methods of such algorithms is Dikin's method ͑Dantzig and Thapa 1997͒, which can easily be applied. In this method, an initial interior feasible point is given, or it can be found. The method then improves the interior feasible point in an iterative procedure. To see this, consider the following LPP in the standard form:
where z = objective function; f and x = vectors of identical size in which the entries of f are known ͑given numbers͒ and the entries of x are some unknown nonnegative variables to be determined; and B and b = constraint matrix and constraint vector, respectively. In order to improve the current feasible solution x ͑t͒ ͑su-perscript t refers to the iteration counter͒, one can move x ͑t͒ in the negative gradient of the objective function, i.e., steepest descent of the objective function. The new solution x ͑t+1͒ should also be feasible, which implies that
where ␣ = positive scalar. Eq. ͑8͒ can be simplified as
where N͑B T ͒ = null space of the matrix B T . But, the coefficient vector f, in general, does not belong to N͑B T ͒. To overcome this drawback, one can orthogonally project the vector f onto the N͑B T ͒ as follows:
where d = direction vector and the projection matrix ͑orthogonal projector͒ P B Ќ is given as
with I = identity matrix. When x ͑t͒ is close to the boundary of the feasible region, little improvement will be given to the solution in each iteration ͑Dantzig and Thapa 1997͒. This makes the method to become too slow. The idea of the central path theory, which is one of the most important foundations for the development of interior point algorithms, has been proposed to make the algorithm fast ͑see Roos et al. 2005͒ . An interior point x ͑t͒ should thus be always in the center of the feasible region, which is achieved using the following scaling transformation:
where x , B , and f = transformed quantities, and D = diagonal matrix of which the diagonal elements are the entries of the vector x, namely
where diag= diagonal operator. Therefore, an improved feasible solution x ͑t+1͒ can then be obtained as
The step-size parameter ␣ is strictly set to be between zero and 1 / ͑Roos et al. 2005͒, where the scalar = minimum element of the direction vector d with negative sign
For most practical applications, one may choose the scalar ␣ as ␣ = 0.9/ ͑Dantzig and Thapa 1997͒. This procedure should be iterated until x ͑t+1͒ becomes close enough to x ͑t͒ such that further iterations do not improve x ͑t͒ . For more explanation, we refer to Dantzig and Thapa ͑1997͒ and Roos et al. ͑2005͒.
In the above procedure, an initial feasible interior point solution should be available as a starting point. One may use the "Big-M" method ͑Dantzig and Thapa 1997͒ to generate this point. Therefore, the LPP of Eq. ͑7͒ may change to
where M = large scalar constant ͑e.g., M =1,000͒ and the scalar x ␣ = artificial variable. When the new artificial variable x ␣ is added, the problem is solved with the new objective function. It should be noted that the corresponding constraint matrix will also change. Provided the coefficient M is chosen large enough, it is clear that x ␣ will be driven to zero when minimizing the objective function. By this trick, an arbitrary solution point x = x o and x ␣ = 1 satisfies the feasibility condition. The steps of Dikin's algorithm to solve for the L1 norm minimization in a linear model are summarized in the Appendix ͑Algorithm 1͒. The solution is achieved in an iterative procedure.
Recursive Algorithm
Suppose that two successive systems of observation equations are given. The observable data of the first system are collected in the vector y ͓k−1͔ = ͓y 1 T , . . . ,y k−1 T ͔ T , which consists of k − 1 groups of observations. Each group of observations y i , i = 1 , . . . ,k −1, is related to the unknown parameters ␤ of the functional model as y i = A i ␤ + e i , where A i and e i are their corresponding design matrix and residuals, respectively. For the observable vector y ͓k−1͔ , the corresponding unknown parameters x ͓k−1͔ need to be determined by a recursive algorithm ͑k Ն 2͒. Now the observable vector y k is added at step k, which makes the second system of observation equations, y k = A k ␤ + e k .
We now compute the updated values for x ͓k͔ ͑of the observables y ͓k͔ = ͓y 1 T , . . . ,y k T ͔ T = ͓y ͓k−1͔ T , y k T ͔ T ͒ and determine the new variables u k and v k . For this purpose, consider the following LPP of the first system ͑k Ն 2͒:
where 
Subject to B ͓k͔
Having x ͓k−1͔ , y k , and A k , the goal now is to obtain x ͓k͔ without storing the previous data y ͓k−1͔ . According to Eq. ͑13͒, the diagonal matrix D ͓k͔ is obtained as
where
Therefore, the transformed quantities are obtained by Eq. ͑12͒ as follows:
The transformed constraint matrix B ͓k͔ consists of two submatrices E and F as
where E consists of the transformed constraint matrix B ͓k−1͔ and F is obtained by the new observations y k . One can now apply an orthogonal decomposition to
from which the new matrix F is obtained. Columns of F are orthogonal to the columns of E and the column space of ͓E ] F ͔ is equal to the column space of ͓E ] F͔. That is
One can simply show that
Therefore, the projector matrix P B ͓k͔ Ќ is obtained as follows:
Similar to the decomposition of Eq. ͑23͒, the direction vector consists of two parts
where the vector ⌬x ͓k−1͔ updates the variables vector x ͓k−1͔ and ⌬w k computes the added variables u k and v k . Substituting the above equations into Eq. ͑10͒, after a few simple matrix operations, yields
Furthermore, according to the Big-M method and Eqs. ͑16͒ and ͑17͒, the second part of Eq. ͑18b͒ will change as
where the initial point solution x ͓k−1͔ o must be set to the computed variables at step k-1 and the added variables ͑u k o , v k o ͒ can take arbitrary values. By this trick, all of the observable data ͑y 1 , y 2 , . . . ,y k−1 ͒ are not necessary to be available at step k, which is the main advantage of the recursive algorithm. This fact prompts the algorithm to compute the variables rapidly.
Finally, by using Eq. ͑14͒, the transformed updated variables x ͓k−1͔ and the transformed added variables ȗ k and v k are obtained by an iterative procedure
where the scalar ␣ is set to ␣ = 0.9/ and the scalar is given by Eq. ͑15͒. This procedure can be applied sequentially. In each step, the nonnegative variables of previous step x ͓k−1͔ and the projector matrix
with new observable vector y k and the corresponding design matrix A k should be available, but the previous observable vector y ͓k−1͔ = ͓y 1 T , . . . ,y k−1 T ͔ T doesn't need to be saved anymore. This algorithm is closely similar to recursive least-squares method, although they are different in principle. The structure of this algorithm is given in the Appendix ͑Algorithm 2͒.
Since the above derivations rely on the transformed linear model y = A␤ + e, the Dikin's method and the recursive algorithm give the computed nonnegative variables corresponding to the transformed residuals e. To achieve the adjusted residuals ẽ corresponding to the original linear model Eq. ͑1͒, one can easily perform the inverse of the transformation introduced in Eq. ͑3͒ ͑i.e., ẽ = Q ỹ 1/2 e͒, where Q ỹ 1/2 = diagonal matrix of which its diagonal elements are the standard deviations of the original observable vector ỹ.
Numerical Results and Discussions
In order to illustrate the efficiency of the proposed method, two numerical examples are presented. The first example is a leveling network ͑as a linear model͒, while the second example is a horizontal geodetic network ͑as a nonlinear model͒.
Example 1 "Linear Model…
In the first example, a simulated leveling network is assumed. Five Network Points P1, P2, P3, P4, and P5 construct the network with eight height differences observed between the points. The height of the Station P1, providing the datum of the network, is assumed to be known. Therefore, the degree of freedom of the network is df= 4. The observations are assumed to have the same standard deviation of = 10 mm. It is also assumed that a blunder with a magnitude of 70 mm occurs in the second observation ͑i.e., height difference P2 to P3͒. Table 1 shows the observations ͑m͒ as well as the adjusted residuals ͑mm͒ for each of the methods. It can be seen that the results of the simplex and Dikin methods are the same; they are both more sensitive to outliers than the other methods. Furthermore, the lack of robustness of the least-squares estimator is illustrated when observations are contaminated with gross errors.
In the following example, the nonlinear model is considered.
Example 2 "Nonlinear Model…
In the second example, a simulated trilateration network is assumed. The network consists of seven points with 15 distance observations for the first step. The datum of the network is provided by two Control Points P1 and P2, and the degree of freedom of the network is df= 5. The observations are assumed to have no gross errors except for the first observation which is erroneous by 100 mm. In the second step, two other distance observations are added, which are assumed to have no gross errors and finally, in the third step, three distance observations are added. Therefore, the degree of freedom of the network will increase to df= 10. The observation number 19 ͑from step 3͒ is erroneous by 60 mm. The same standard deviation of = 10 mm is assumed for all observations. Fig. 1 illustrates the position of the points with the distance observations. The observed distances along with their adjusted residuals for different situations are illustrated in Table 2 . The residuals estimated by both the simplex method and the recursive algorithm based on Dikin's method are more realistic compared with other adjusted residuals. Furthermore, the recursive algorithm can estimate the residuals sequentially.
The results presented in Table 2 show that the estimated residuals using Dikin's method are different from those given by simplex method for a few observations. Note however that both methods have an identical absolute residuals sum. This is what is probable to occur in practice because the L1 norm estimator is not guarantee to be unique. Moreover, the recursive algorithm does not deliver the absolute residuals sum that is obtained by simplex and Dikin's methods. To interpret this discrepancy, one can argue that, similar to any sequential algorithm, the inaccuracy caused by the limitation of the effective digits of the computer might be accumulated and propagated in further computing steps. This problem also occurs in the recursive least-squares processing in which the drift increases with increasing the steps ͑Xu 2007͒. Another possible cause of this discrepancy is due to the nonlinear behavior of the model which in turn depends on the approximate parameters. In other words, the recursive algorithm applies the corrections to the parameters only once rather than iteration on the parameters until the corrections become zeros. In this example, the analysis is applied and executed to 100 simulated data sets using both the simplex method and recursive algorithm. The goal is to evaluate the performance of these two methods. The computational time of the methods is illustrated in Fig. 2 . It can be seen that the recursive algorithm is approximately four times faster than the simplex method in this example. The superiority of the Dikin's method over simplex method becomes more distinguished when the number of observations in the network increases. The proposed algorithm can thus be applied when the number of the observations is large.
Conclusions
When the observations are affected by gross errors, one of the well-known methods for outlier detection is the L1 norm estimation. The IRLS method, which is an approximate method for L1 norm minimization, does not seem to be always reliable. Therefore, other efficient methods such as those based on the linear programming methods need to be used. In practice, the interior point algorithms have been shown to deliver results which are consistent with the classical simplex method. The method is considered to be much faster than the simplex method. In this paper, the L1 norm minimization problem is solved sequentially by the affine method of Dikin. Furthermore, by applying the Big-M method, this algorithm does not need the previous observations at the latest step and can be applied in a stepwise manner. Similar to the recursive least-squares method, the recursive L1 norm estimation was developed, which was aimed to perform the calculations in a considerably shorter amount of time. Two numerical examples illustrated that the proposed methodology is feasible.
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