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A note on weak near unanimity polymorphisms
Arash Rafiey ∗
Abstract
We show that deciding whether a given relational structure R admits a weak near unanimity poly-
morphism is polynomial time solvable. 1
1 Motivation and Background
CSP Motivation The constraint satisfaction problem (CSP) involves deciding, given a set of variables and
a set of constraints on the variables, whether or not there is an assignment to the variables satisfying all of
the constraints. This problem can be formulated in terms of homomorphims as follows. Given a pair (G,H)
of relational structures, decide whether or not there is a homomorphism from the first structure to the second
structure. A common way to restrict this problem is to fix the second structure H, so that each structure H
gives rise to a problem CSP(H). The most effective approach to the study of the CSP(H) is the so-called
algebraic approach that associates every H with its polymorphisms. Roughly speaking, the presence of nice
enough polymorphisms leads directly to polynomial time tractability of CSP(H), while their absence leads to
hardness. Beside decision CSPs, polymorphisms have been used extensively for approximating CSPs, robust
satisfiability of CSPs, and testing solutions (in the sense of property testing) [4, 5, 13, 18, 21].
An interesting question arising from these studies, in particular the CSP Dichotomy Theorem [1, 8, 23], is
known as the meta-question. Given a relational structureH, decide whether or notH admits a polymorphism
from a class–for various classes of polymorphims. For many cases hardness results are known. Semmilattice,
majority, Maltsev, near unanimity, and weak near unanimity, are among the popular polymorphisms when
it comes to study of CSP. Having one or more of these polymorphisms on relation H, would make the
CSP(H) (or variation) instance tractable. Therefore, knowing structural characterization and polynomial
time recognition for these polymorphisms would help in designing efficient algorithm for CSP.
It was shown in [3] that deciding if a relational structure admits any of the following polymorphism is NP-
complete; a semilattice polymorphism, a conservative semilattice polymorphism, a commutative, associative
polymorphism (that is, a commutative semigroup polymorphism). However, when H is a digraph then
deciding whether H admits a conservative semmilattice is polynomial time solvable [15]. Relational structure
and digraphs with majority/ near unanimity function have studied in [2, 3, 7, 14, 17, 19].
One remaining open question is an efficient procedure to recognize whether an input relational structure
admits a weak near unanimity polymorphism.
2 Preliminaries and Notation
Let G be a digraph. We let V (G) and A(G) denote the vertices and arcs (or edges) of G. In place of
(u, v) ∈ A(G) we use the shorthand - uv ∈ A(G) or uv ∈ G. In place of u ∈ V (G) we use the shorthand -
u ∈ G. Let |G| denote the number of vertices in G.
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For k digraphs G1, G2, . . . , Gk, let G1×G2×· · ·×Gk be the digraph with vertex set {(x1, x2, . . . , xk)|xi ∈
Gi, 1 ≤ i ≤ k} and arc set {(x1, x2, . . . , xk)(x′1, x′2, . . . , x′k)|xix′i ∈ A(Gi), 1 ≤ i ≤ k}. Let Hk = H×H×. . . H,
k times.
Definition 2.1 (polymorphism, conservative polymorphism) For a digraph H, a polymorphism φ of
arity k on H is a homomorphism from Hk to H. For a polymorphism φ, φ(a1, a2, . . . , ak)φ(b1, b2, . . . , bk)
is an arc of H whenever (a1, a2, . . . , ak)(b1, b2, . . . , bk) is an arc of H
k. We say φ is conservative if
φ(a1, a2, . . . , ak) ∈ {a1, a2, . . . , ak} for every a1, a2, . . . , ak ∈ V (H).
Definition 2.2 (Semilattice, Majority, Maltsev polymorphisms) A binary polymorphism f on di-
graph H is called semilattice if f(a, b) = f(b, a), and f(a, a) = a, f(a, f(a, c)) = f(f(a, b), c) for every
a, b, c ∈ V (H). A ternary polymorphism g on H is majority if g(a, a, b) = g(a, b, a) = g(b, a, a) = a. A poly-
morphism h of arity 3 is Maltsev if for every a, b ∈ V (H), (i) h(a, a, a) = a, (ii) h(a, b, b) = h(b, b, a) = a.
Definition 2.3 (Near Unanimity, Weak Near Unanimity, and Taylor polymorphisms) A polymor-
phism f on digraph H of arity k is called k-near unanimity, (k-nu) if for every a, b ∈ H f(a, b, b, ..., b) =
f(b, a, b, ..., b) = ... = f(b, b, b, ...a) = b.
A polymorphism f on digraph H of arity k is called k-weak near unanimity (k-wnu) if for every a, b ∈ H
f(a, b, b, ..., b) = f(b, a, b, ..., b) = ... = f(b, b, b, ...a).
A polymorphism φ on H is Siggers if φ(a, r, e, a) = φ(r, a, r, e) for every a, r, e ∈ H [22].
The problem we consider is the generalization of the digraph list homomorphism problem.
Definition 2.4 (list homomorphism) Let G and H be digraphs, and L : G → 2H be a set of lists. The
list homomorphism problem for H, LHOM(H), asks if there exists a homomorphism f from G to H such
that (i) ∀uv ∈ A(G), f(u)f(v) ∈ A(H) (adjacency property) and (ii) ∀u ∈ G, f(u) ∈ L(u) (list property).
Definition 2.5 (list polymorphism) Given digraphs G,H, and L : G→ 2H , h is a list polymorphism of
arity k on G×Hk respecting the lists L if
(i) h : G×Hk → H, a homomorphism from G×Hk to H, i.e., ∀x, y ∈ G and a1, ..., ak ∈ L(x), b1, ..., bk ∈
L(y), if xy ∈ G, a1 b1 ∈ A(H), .., ak bk ∈ A(H), then h(x; a1, ..., ak) h(y; b1, ..., bk) ∈ A(H).
(ii) ∀x ∈ G and a1, ..., ak ∈ L(x), h(x; a1, ..., ak) ∈ L(x),
In this situation, we say L admits a polymorphism h on G × Hk, i.e. h is a polymorphism on G × Hk
respecting the lists L. As the list is key, we denote the list homomorphism h by G ×L Hk → H, and say h
is a list polymorphism on G×L Hk.
Polymorphism φ on G ×L Hk is called weak near unanimity (wnu) if for every x ∈ G, a, b ∈ L(x), (i)
h(x; a, a, a) = a, (ii) φ(x; a, b, b, . . . , b) = φ(x; b, a, b, . . . , b) = · · · = φ(b, . . . , b, a).
Polymorphism h on G ×L H3 is called Maltsev if for every x ∈ G, a, b ∈ L(x), (i) h(x; a, a, a) = a, (ii)
h(x; a, b, b) = h(x; b, b, a) = a.
Note that if H admits a Maltsev polymorphism h of the normal kind, then for any G, h yields a trivial
list polymorphism h′ on G×H3 respecting lists L, for L such that L(x) = V (H) for all x ∈ V (G) (by setting
h′(x; a1, a2, a3) = h(a1, a2, a3) for every x ∈ G; a1, a2, a3 ∈ L(x)).
However, the converse is not true – that a Maltsev list polymorphism implies the existence of a Maltsev
polymorphism of the usual kind. In the Figure 1, there exists a Maltsev list polymorphism on G×H3, but
H itself does not admit a Maltsev (in the figure, for H to have a Maltsev the arc aj must be present).
The polymorphism g on G ×L H3, is called majority if for every x ∈ G, a, b ∈ L(x), (i) g(x; a, a, a) = a,
(ii) g(x; a, b, b) = g(x; b, b, a) = g(x; b, a, b) = b. It is known that in the usual setting, if digraph H admits
a Maltsev polymorphism then it also admits a majority polymorphism [17]. However, we note with the
following example that there exist G,H,L such that (i) G ×L H3 admits a Maltsev but (ii) G ×L H3 does
not admit a majority list polymorphism (and therefore also does not admit a majority polymorphism in the
usual sense, or indeed a Maltsev polymorphism in the usual sense).
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L(x) = {1, 2}
L(y) = {a, b, c, d}
L(w) = {e, f}
L(z) = {i, j}
h(y, p, q, r) = s for {p, q, r, s} = {a, b, c, d}
e.g h(y, a, b, c) = d
Figure 1: Example of an instance that admits a Maltsev list polymorphism from G to H, but where H
does not admit a majority polymorphism. See Example 2.6.
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Figure 2: Example G, H, and lists with rectangle property. (a, b) in L(x) lies on a rectangle with (c, d) in
L(z). See Definition 2.7.
Example 2.6 Let G and H be as in Figure 1 so that V (G) = {x, y, z, w}, V (H) = {1, 2, a, b, c, d, e, f, i, j},
and the edge sets and lists of G and H are as in the figure.
h as indicated in the figure is a Maltsev polymorphism on G ×L H3. Suppose there exists a majority list
polymorphism g for H. Now g(x; 1, 2, 2)g(y; a, b, c) ∈ A(H), and hence, g(y; a, b, c) ∈ {b, c}. Moreover,
g(y; a, b, c)g(w; e, e, f) ∈ A(H) and hence g(y; a, b, c) ∈ {a, b}. These would imply that g(y; a, b, c) = b. On
the other hand, g(y; a, b, c)g(z; i, j, i) ∈ A(H), and hence, g(y; a, b, c) ∈ {a, c}, a contradiction. We conclude
that G×H3 does not admit a majority list polymorphism.
Definition 2.7 (rectangle property) Let G,H,L be an instance of the list homomorphism problem. Two
vertices a, b ∈ L(x) lie on a rectangle if there exists y ∈ V (G), and two distinct elements c, d ∈ L(y) such
that for any oriented path Y from x to y in G, there exist congruent walks A1 (from a to c), A2 (from b to
d), B1 (from a to d) and B2 (from b to c) all in L(Y ), i.e. (a, c), (a, d), (b, c), (b, d) ∈ L(x, y). In Figure 2,
a, b from L(x) lies on a rectangle with c, d in L(z).
3 Algorithm Overview
A hypergraph G on set X, consists of a set of hyperedges where each hyperedge e is an ordered tuple
(x1, x2, . . . , xk) (for some k), x1, x2, . . . , xk ∈ X. Here k is called the size of the hyperedge . Notice that
different hyperedges could have different sizes. A hypergraph is called uniform if all its hyperedges have the
same size. We denote the vertices of the hypergraph G by V (G).
For two hypergraphs G,H, a homomorphism f : G → H, is a mapping from V (G) to V (H) such that for
every hyperedge (x1, x2, . . . , xk) ∈ G, (f(x1), f(x2), . . . , f(xk)) ∈ H.
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An instance of a constraint satisfaction problem, (CSP) also called hypergraph list homomorphism prob-
lem, consists of two hypergraphs G,H together with lists L. Each hyperedge α ∈ G has a list of possible
hyperedges (with the same size as α) in H, denoted by L(α). The goal is to find a homomorphism f : G → H
such that for every hyperedge α = (x1, x2, . . . , xk) ∈ G, (f(x1), f(x2), . . . , f(xk)) ∈ L(α). In other words, if
we think of the vertices of G as variables and the vertices of H as values, and hyperedge α′s ∈ G, L(α)’s as
constraints, then the existence of f means that there is way of assigning values to the variables so that all
constraints are satisfied simultaneously.
Not that for hyperedge α ∈ G, L(α) is a uniform hypergraph and is a subset of H.
Definition 3.1 (Signature) For every two hyperedges α1, α2 from G ( or H) we associate a signature
Sα1,α2 = {(i, j)| α1[i] = α2[j] } ( α1[i] is the element in coordinate i-th of α1).
Let H be a hypergraph on set A. Let H1,H2, . . . ,Hl be the partition of H into l uniform hypergraphs.
A mapping h : Ar → A is a polymorphism of arity r on H if h is closed under each Hi, 1 ≤ i ≤ l. In other
words, for every r hyperedges τ1, τ2, . . . , τr ∈ Hi, h(τ1, τ2, . . . , τr) ∈ Hi (h is applied coordinate wise).
Theorem 3.2 Let H be a hypergraph. Then the problem of deciding whether H admits a wnu polymorphism
is polynomial time solvable.
Proof: Let H1, . . . ,Ht be the partitioned of H into uniform hypergraphs. We construct graph G,H and
lists L.
Vertices of G,H and lists L: The vertices of G are four tuples x = (α, β, γ, λ) where α, β, γ, λ ∈ Hl, 1 ≤ l ≤ t.
The vertices of H are τ where τ is a hyperedge of H. For x = (α, β, γ, λ), L(x), consists of all τ , τ ∈ Hl.
Adjacency in G : Two vertices x = (α, β, γ, λ), and y = (α′, β′, γ′, λ′) from G with α, β, γ, λ ∈ Hl,
α′, β′, γ′, λ′ ∈ Ht are adjacent if at least one of the following occurs.
• Sα,α′ ∩ Sβ,β′ ∩ Sγ,γ′ ∩ Sλ,λ′ 6= ∅.
• α[i] = β′[j] = λ[i], α′[j] = γ′[j] = β[i], and γ[i] = λ′[j]
Adjacency in H: Two vertices τ ∈ L(x) and ω ∈ L(y) in H where x = (α, β, γ, λ), and y = (α′, β′, γ′, λ′) are
adjacent if the following occurs :
• Sα,α′ ∩ Sβ,β′ ∩ Sγ,γ′ ∩ Sλ,λ′ ⊆ Sτ,ω
• If α[i] = β′[j] = λ[i], α′[j] = γ′[j] = β[i], and γ[i] = λ′[j] then τ [i] = ω[j].
Claim 3.3 H admits a Siggers polymorphism if and only if there is an L-homomorphism from G to H.
Proof: Suppose H admits a Taylor polymorphism φ. For every vertex x = (α, β, γ, λ) ∈ G where
α, β, γ, λ ∈ Hl, define mapping g : G → H with g(x) = φ(α, β, γ, λ) , where φ is applied coordinate
wise. Let y = (α′, β′, γ′, λ′) and suppose xy is an edge of G. By definition, τ ∈ L(x) where τ = φ(α, β, γ, λ)
and ω ∈ L(y) where ω = φ(α′, β′, γ′, λ′). Notice that if (i, j) ∈ Sα,α′ , Sβ,β′ , Sγ,γ′ then the value of i-th coor-
dinate of τ is φ(a1, a2, a3, a4) (a1, a2, a3, a4 are the i-th coordinates of α, β, γ, λ respectively) and the value of
the j-th coordinate of ω is φ(a1, a2, a3, a4) (a1, a2, a3, a4 are the j-th coordinate of α
′, β′, γ′, λ′ respectively).
Therefore, (i, j) ∈ Sτ,ω, and hence, there is an edge from τ to ω in H. Moreover, if xy are adjacent because
α[i] = β′[j] = λ[i], α′[j] = γ′[j] = β[i] then by definition τ [i] = ω[j] and, and hence, τω are adjacent in H.
Therefore, g is a homomorphism from G to H.
Conversely, suppose g is an L-homomorphism from G to H. Suppose τ = g(x) for x = (α, β, γ, λ). Then,
for every a1, a2, a3, a4 that are the i-th coordinate of α, β, γ, λ, respectively, set φ(a1, a2, a3, a4) = a5 where
a5 is the i-th coordinate of τ (recall τ is a ordered hyperedge corresponding to τ = g(x)).
Consider a vertex y ∈ G with y = (α′, β′, γ′, γ′). Suppose the j-coordinate of α′, β′, γ′, γ′ are a1, a2, a3, a4
respectively. Let ω = g(y). By definition, φ(a1, a2, a3, a4) is a
′
5 where a
′
5 is the j-th coordinate of ω. We
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show that a5 = a
′
5. Observe that (i, j) ∈ Sα,α′ ∩Sβ,β′ ∩Sγ,γ′ ∩Sλ,λ′ where a1 appears in i-th coordinate of α
and in the j-th coordinate of α′; a2 is an element appearing in i-th coordinate of β and in the j-th coordinate
of β′; a3 appears in the i-th coordinate of γ and in the j-th coordinate of γ′; and finally a4 appears in the
i-th coordinate of λ and in the j-th coordinate of λ′; Therefore, x, y are adjacent in G, and since g is a
homomorphism, τ and ω must be adjacent in H. By the construction of the lists, the i-th coordinate of τ
is the same as the j-th coordinate of ω, i.e. a5 = a
′
5. Notice that since g is a list homomorphism, τ ∈ L(x)
where τ = h(α, β, γ, λ), and hence, τ belongs to H. 
It is easy to observe the following.
Claim 3.4 If H admits a Siggers polymorphism then G×L H4 admits a Siggers polymorphism.
Lemma 3.5 If H admits a Siggers polymorphism then it also admits a k-wnu for some k and G ×L Hk
admits a k-wnu list polymorphism.
Proof: It has been shown by Siggers [22] that if H admits a Sigger polymorphism it is also admit a wnu
of arity k for some k > 3. It is easy to see that G ×L Hk admits a wnu list polymorphis when H admits a
k-wnu. 
Removing the non-minority pairs For a, b ∈ L(x), we say (a, b) (with respect to x) is a minority pair
if f(x; ak−1, b) = b, otherwise, we call (a, b) a non-minority pair. For x and a ∈ L(x), let Lx,a(y) = {c ∈
L(y) | (a, c) ∈ L(x, y).
Let x ∈ G, a, b ∈ L(x). Suppose there exists y ∈ G, c, d ∈ L(y) such that (a, c), (a, d) ∈ L(x, y) and
(b, d) ∈ L(x, y) but (b, c) 6∈ L(x, y). Then by applying the polymorphism f , f(x; dk−1, c) 6= c.
Roughly speaking, the Algorithm from [8] would perform a test (with respect to y, c, d, x, a) on a sub-
digraph G′ with the lists L′ which are constructed this way. Initially, the lists L′ = Lx,a. First G′ includes
vertices v of G such that for every (d, j) ∈ L′(y, v) we have (c, j) 6∈ L′(y, v). Let B(G′) denote a set of vertices
u in G \G′ that are adjacent (via an out-going or in-coming arc) to some vertex v in G′. We also add B(G′)
into G′ along with their connecting arcs. Finally, we further prune the lists L′ as follows; for each v ∈ G′,
L′(v) = {i | (d, i) ∈ L′(y, v)}. We ask whether the instance G′, H, L′ has a solution or not. If not then we
remove (d, a) from the pair list (y, x), otherwise, we remove (c, a) from further consideration. Therefore, as
long as there exists such pairs we continue doing so. At the end, we end up with an instance in which the
rectangle property preserved for x, a, b and any y, c, d. In other words, if (a, c), (b, c), (a, d) ∈ L(x, y) then
(b, d) ∈ L(x, y).
For x ∈ G and a, b ∈ L(x), let Gxa,b be the set of vertices y ∈ G such that for every i ∈ L(y), (a, i) ∈ L(x, y)
and (b, i) 6∈ L(x, y). Let B(Gxa,b) be the vertices of G outside Gxa,b that are adjacent (via out-going, in-going
arc) to a vertex in Gxa,b. Finally we add B(G
x
a,b) to G
x
a,b.
Lemma 3.6 Suppose a, b ∈ L(x) where both (a, b), (b, a) are minority pairs. Then one of the following
occurs.
• For every two vertices y, z ∈ B(Gxa,b), Lx,a(y, z) = Lx,b(y, z).
• For every two vertices y, z ∈ B(Gxa,b), Lx,a(y, z) ∩ Lx,b(y, z) = ∅.
• There exists some v ∈ Gxa,b and two vertices c1, c2 ∈ L(v) such that (c1, c2) is not a minority pair.
Proof: Let Y be an oriented path from x to y in G. Let Z be an oriented path from x to z where
both y, z ∈ B(Gxa,b). Let v be a vertex in the intersection of Z, Y . We may assume x, a, b and z, c, d
induces a minimal (no other rectangle inside) rectangle R. Suppose (c, d) is not a minority pair and assume
f(y; ck, d) = c′ 6= d.
Consider vertices a1, a2, a3, a4 ∈ L(v) such that (a, a1), (a, a3), (b, a2), (b, a4) ∈ L(x, v) and (a1, c), (a2, c),
(a3, d), (a4, d) ∈ L(v, y). Now f(v; ak−11 , a4) 6= a4. Otherwise, by applying the polymorphism f on L(Y [v, y])
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we get a path in L(Y [v, y]) from a4 to c
′. Now consider the paths in L(Y [v, y]) from a3, a4 to d and from a4
to c′, and hence, by rectangle property there is path from a3 to c′. Thus, we get a rectangle inside Y [v, y]
with a3, a4 ∈ L(v) and d, c′ ∈ L(y), a contradiction to minimality of rectangle R. Thus we may assume that
(c, d) is a minority pair as well as (d, c). So we may assume for every y ∈ B(Gxa,b) and every c, d ∈ Lx,a(y),
(c, d) is a minority pair and every c, d ∈ Lx,b(y), (c, d) is a minority pair.
Let e, l ∈ L(z) such that (a1, e) ∈ L(v, z) and (a3, l) ∈ L(v, z). Notice that since z ∈ B(Gxa,b), we must
have a rectangle forming with x, a, b and z, c, d. Without lose of generality we may assume that the internal
vertices of this rectangle in L(v) are a1, a2, a3, a4.
a
b
c
d
a1
a2
a3
a4
e
l
x v
y
z
Figure 3: Illustration for the proof of Lemma .
First suppose (a2, e), (a4, l) ∈ L(v, z). Let a′1 ∈ L(v) such that (a, a′1) ∈ L(x, v) and (a′1, c) ∈ L(v, y) and
suppose (a′1, t) ∈ L(v, z). Let f(v; a′1, ak−21 , a2) = a′′1 .
By applying f on L(Y [v, x])[a′1, a], L(Y [v, x])[a1, a], L(Y [v, x])[a2, b], L(Z[v, z])[a1, e], L(Z[v, z])[a2, e],
L(Z[v, z])[a′1, t], we conclude that (a
′′
1 , b) ∈ L(v, x), (a′′1 , c) ∈ L(v, y), and (a′′1 , t) ∈ L(v, z). These mean
that (t, c) ∈ Lx,a(z, y) if and only if (t, c) ∈ Lx,b(z, y). By symmetry if there exists a′4 ∈ L(v) such
that (a′4, d) ∈ L(v, y) and (b, a′4) ∈ L(x, y) then (a′′4 , t) ∈ Lx,b(z, y) if and only if (a′′4 , t) ∈ Lx,a(z, y),
and hence, (t, c) ∈ Lx,a(z, y) if and only if (t, c)Lx,b(z, y). Now suppose a′2 ∈ L(v) such that (b, a′2) ∈ L(x, v),
(a′2, c) ∈ L(v, y). Let (a′2, t) ∈ L(v, z). Now let f(v; a1, ak−22 , a′2) = a′′2 . Again by applying the polymor-
phism f on L(Y [v, x])[a′2, a], L(Y [v, x])[a2, a], L(Y [v, x])[a
′
2, b] we conclude that (a
′′
2 , a) ∈ L(v, x). Therefore,
(t, c) ∈ Lx,b(y, z) if and only if (t, c) ∈ Lx,a(y, z).
a
b
c
d
a1
a2
a3
a4
e
l
x v
y
z
Figure 4: An Illustration for the proof of Lemma .
Second suppose (a4, e), (a2, l) ∈ L(v, z). Let a′1 ∈ L(v) such that (a, a′1) ∈ L(x, v) and (a′1, c) ∈ L(v, y)
6
and suppose (a′1, t) ∈ L(v, z). Notice that (t, c) ∈ Lx,a(z, y). Let f(v; a′1, ak−21 , a4) = a′4. By applying f on
L(Y [v, x])[a′1, a], L(Y [v, x])[a1, a], L(Y [v, x])[a1, b], L(Y [v, z])[a1, e], L(Y [v, z])[a4, e], L(Y [v, z])[a
′
1, t],
L(Y [v, y])[a′1, c], L(Y [v, y])[a1, c], L(Y [v, x])[a4, d], we conclude that (a
′
4, b) ∈ L(v, x), (a′4, d) ∈ L(v, y), (a′4, t) ∈
L(v, z), and hence, (t, d) ∈ Lx,b(y, z). By symmetry, when (b, a′2) ∈ L(x, v), (a′2, c) ∈ L(v, y), and (a′2, r) ∈
L(v, z), then there exists a′3 ∈ L(v) such that (a, a′3) ∈ L(x, v), (a′3, b) ∈ L(v, y), and (a′3, r) ∈ L(v, z). We
also observe that if (a3, e) ∈ L(v, z) then by rectangle property we have (a1, l), (a2, e), (a4, l) ∈ L(v, z) and
now it is easy to see that Lx,a(y, z) = Lx,b(y, z) and (1) holds. Thus we assume that (a3, e) 6∈ L(y, z) and it
also follows that (a2, e), (a1, l), (a4, l) 6∈ L(v, z). Since, the choice of a1, a2, a3, a4 are arbitrary, it is easy to
see that Lx,a(y, z) ∩ Lx,b(y, z) = ∅. 
Case 1. For a, b ∈ L(x), both (a, b), (b, a) are minority pairs. According to Lemma 3.6, we may assume (1)
or (2) occurs. Otherwise, we would have a non-minority pair (c1, c2) in L(v), v ∈ Gxa,b and we can handle
this no-minority pair according to the algorithm in [8].
Now we can deploy the same Algorithm 1 from [9]. The goal is to eliminate one of the a, b from the list
of x. We construct a sub-digraph of G which initially is Gxa,b. If there are vertices y, z ∈ B(Gxa,b) so that
Lx,a(y, z)∩Lx,b = ∅, then we can a, b are not identical on the boundary. Thus, the sub-digraph Gxa,b will be
extended from a vertex y and two element c1, c2 ∈ Lx,a(y) and finally we get sub-digraph G′ = Ĝxa,b. If the
algorithm proceed and find out there is a homomorphism that maps x to a in the sub-digraph G′ constructed
in Algorithm 1 in [9] then we remove b from L(x). Following the proof of correctness of the algorithms in
[9, 8] we obtain the correctness of this procedure. If the procedure does not return yes answer for G′ then
it means either (a, b) or (b, a) is a non-minority pair.
Case 2. One of the (a, b), (b, a) is not a minority pair. We get into case 2 because the Algorithm on
sub-digraph G′ with L′(x) = a did not return a yes solution. If (b, a) is not a minority pair then we remove
b from further consideration. If the remaining instance, has a solution then we are done. Otherwise, we map
x to b and continue.
Since both algorithms in [8, 9] are polynomial ( poly(|G|) ∗ poly(|H|)), it is not difficult to see that this
procedure is polynomial of |H|.
References
[1] A. Bulatov. A Dichotomy Theorem for Nonuniform CSP. FOCS 319–330 (2017).
[2] R. Brewster, T. Feder, P. Hell, J. Huang, G.MacGillivray. Near-unanimity functions and varieties of
reflexive graphs. SIAM Journal on Discrete Mathematics, 22(3) :938–960 (2008).
[3] H. Chen, B. Larose. ACM Transactions on Computation Theory (TOCT), 9 (3): (2017)
[4] V. Dalmau, M. Kozik, A.A. Krokhin , K. Makarychev, Y. Makarychev and J. Oprsal. Robust algorithms
with polynomial loss for near-unanimity CSPs. SODA, 340–357 (2017).
[5] H. Chen, and M. Valeriote and Yuichi Yoshida. Testing Assignments to Constraint Satisfaction Problems.
FOCS, 525–534 (2016).
[6] R. Freese and M. A.Valeriote. On the complexity of some Maltsev conditions. Internat. J. Algebra
Comput., 19(1):41–77 (2009).
[7] T. Feder, P. Hell, B. Larose, C. Loten, M. Siggers, C. Tardif. Graphs admitting k-NU operations. Part
1: The reflexive case. SIAM Journal on Discrete Mathematics, 27 (4) : 1940–1963 (2013).
[8] T. Feder, J. Kinne, A. Murali, A. Rafiey. Dichotomy for digraph homomorphism problems. In CoRR,
arxiv.org/abs/1701.02409 (2020).
[9] J. Kinne, A. Murali, A. Rafiey. Digraphs Homomorphism Problems with Maltsev Condition. CoRR,
arxiv.org/abs/2008.09921 (2020).
[10] T. Feder and M. Vardi. Monotone monadic SNP and constraint satisfaction. In Proceedings of STOC,
612–622 (1993).
7
[11] T. Feder and M.Y. Vardi. The computational structure of monotone monadic SNP constraint satisfaction:
A study through Datalog and group theory. SIAM Journal on Computing, 28(1): 57–104 (1998).
[12] P. Hell, J. Nesˇetrˇil. Graphs and Homomorphisms, Oxford University Press, 2004.
[13] P. Hell, M. Mastrolilli, M.M. Nevisi and A. Rafiey. Approximation of Minimum Cost Homomorphisms.
ESA : 587–598 (2012).
[14] P. Hell and A. Rafiey. The Dichotomy of List Homomorphisms for Digraphs. In Proceedings of SODA
1703–1713 (2011).
[15] P. Hell, A. Rafiey, and A. Rafiey. Bi-arc digraphs and conservative polymorphisms (2019).
http://arxiv.org/abs/1608.03368.
[16] J. Horowitz. Computational complexity of various Maltsev conditions. Internat. J. Algebra Comput.,
23(6):1521–1531 (2013).
[17] A. Kazda. Maltsev digraphs have a majority polymorphism. Eur. J. Comb, 32(3): 390-397 (2011).
[18] G. Kun, R. O’Donnell, S. amaki, Y. Yoshida and Y. Zhou. Linear programming, width-1 CSPs, and
robust satisfaction. ITCS, 484–495 (2012).
[19] M. Maroti, and R. McKenzie. Existence theorems for weakly symmetric operations. Algebra Universalis,
59 : 463–489 (2008).
[20] P. Mayr. The subpower membership problem for Maltsev algebras. International Journal of Algebra and
Computation, 22(07) (2012).
[21] A. Rafiey, A. Rafiey and T. Santos. Toward a Dichotomy for Approximation of H-Coloring. ICALP
(2019).
[22] M. H. Siggers. A strong Maltsev condition for locally finite varieties omitting the unary type. Algebra
universalis, 64(1-2):15–20 (2010).
[23] D. Zhuk. A Proof of CSPs Conjecture. FOCS 331–342 (2017).
8
