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LOCAL SYSTEMS ON ANALYTIC GERM COMPLEMENTS
NERO BUDUR AND BOTONG WANG
Abstract. We prove that the cohomology jump loci of rank one local systems on
the complement in a small ball of a germ of a complex analytic set are finite unions
of torsion translates of subtori. This is a generalization of the classical Monodromy
Theorem stating that the eigenvalues of the monodromy on the cohomology of the
Milnor fiber of a germ of a holomorphic function are roots of unity.
1. Introduction
Let (X , 0) ⊂ (Cn, 0) be the germ of a complex analytic set. Let B be a small open
ball at the origin in Cn, and U = B \X . Up to homotopy equivalence, the open set U is
uniquely determined by the germ X . We call such open set U the small ball complement
of X .
By the local conic structure of analytic sets, U has the same homotopy type as the
link complement ∂(B¯) \ L, where the link of (X , 0) is defined as L = ∂(B¯) ∩X , and
∂(B¯) is the boundary sphere of B. We will however keep working throughout this paper
with small ball complements of analytic germs rather than link complements.
Let MB(U) be the moduli space of rank 1 local systems on U . By identifying
a local system with the monodromies around loops in U , one can write MB(U) ∼=
Hom(H1(U,Z),C
∗). The cohomology jump loci of U are defined as usual by
V ik(U) =
{
L ∈MB(U)| dimH
i(U, L) ≥ k
}
.
Cohomology of local systems can be computed from twisted cochain complexes on the
universal cover. It is known that this implies that V ik(U) are affine Z-schemes of finite
type for any topological space U that has the homotopy type of a finite CW-complex,
and that V ik(U) depend only on the homotopy type of U .
The main result is the following:
Theorem 1.1. Let U be the small ball complement of the germ of a complex analytic set.
Then each irreducible component of V ik(U) is a torsion translate of subtorus of MB(U).
Here, by a subtorus of MB(U), we mean an affine algebraic subtorus (C
∗)p of the
identity-containing component MB(U)1 of MB(U). In particular, all such subtori are
defined over Z. Note that MB(U)1 ∼= (C
∗)r, where r is the first Betti number of U .
The homotopy type of the small ball complement of a complex singularity is much
more restricted than that of the link of the singularity. Indeed, by a result of Kapovich-
Kolla´r [17], every finitely presented group can be achieved as the fundamental group of
the link of an isolated complex singularity. Hence the cohomology jump loci V11 of such
links can be any affine Z-schemes of finite type, since it is known how V11 can be defined
entirely from pi1 for any topological space.
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In the last section of this paper, we also consider small ball complements in singular
ambient spaces.
Theorem 1.1 is the local counterpart of a similar statement proven for the cohomology
jump loci of smooth complex quasi-projective varieties in [6] and of compact Ka¨hler
manifolds in [28]. These results built on a long series of partial results due to Green-
Lazarsfeld, Arapura, Simpson, Dimca-Papadima, etc. For precise references see the
recent survey [7]. An interesting feature of this paper is that it does not rely on any
Hodge theory, formality properties, nor on previously proven cases.
An easy consequence of the structure result for cohomology jump loci is invariance
under taking the inverse, which is also the dual, of a rank one local system:
Theorem 1.2. Let X be a smooth complex quasi-projective variety, a compact Ka¨hler
manifold, or a small ball complement of the germ of a complex analytic set. Or, more
generally, let X be a topological space of homotopy type of a finite CW-complex such that
the irreducible components of V ik(X) are torsion translated subtori of MB(X). Then for
any rank one local system L on X, non-canonically,
H i(X,L) ∼= H i(X,L−1).
The proof of this theorem is essentially the same as the proof by A. Dimca of [10,
Corollary 4.9], where the case of H1 for rank one local systems on smooth complex
quasi-projective varieties was proved.
Theorem 1.1 is a generalization of the classical Monodromy Theorem stating that the
eigenvalues of the monodromy on the Milnor fiber of a germ of a holomorphic function
are roots of unity. More precisely, letting
V(U) =
⋃
i∈Z
V i1(U) = {L ∈MB(U) | H
q
(U, L) 6= 0}
be the cohomology support loci, we have:
Proposition 1.3. Let f : (Cn, 0)→ (C, 0) be a germ of a holomorphic function. Let U
be the small ball complement of f−1(0) and
f ∗ :MB(C
∗) = C∗ −→MB(U)
be the inverse image map on local systems under f |U : U → C
∗. Then (f ∗)−1(V(U)) is
the set of eigenvalues of the monodromy on the cohomology of the Milnor fiber of f at 0.
This proposition is not new and it can be deduced from a more precise result, see
[9, Corollary 6.4.9], or from the results in [4], as we will explain. It has also recently
appeared as [20, Proposition 6.6].
A different attempt to generalize statements about the Milnor monodromy has been
introduced by C. Sabbah [26]. Given a collection F = (f1, . . . , fr) of germs of holomor-
phic functions fj : (C
n, 0)→ (C, 0), he has defined a complex ψFC with A-constructible
cohomology on ∩jf
−1
j (0), where A = C[t
±
1 , . . . , t
±
r ] is the affine coordinate ring of (C
∗)r.
This complex is the analog of Deligne’s nearby cycles complex ψfC for the case r = 1.
While ψfC governs the Milnor monodromy information, Sabbah’s ψFC governs the more
general Alexander-type invariants, see loc. cit. One of the main results of [26] is about
LOCAL SYSTEMS ON ANALYTIC GERM COMPLEMENTS 3
the support in (C∗)r of the stalk of ψFC at the origin given by the A-module structure,
denoted
Supp0(ψFC).
Supp0(ψFC) is shown to included in a hypersurface whose irreducible components are
translated subtori. Nicaise [22] showed further that the irreducible components of this
hypersurface are translated by torsion points. As a corollary of Theorem 1.1 and the
results in [4], one has the more general statement 1:
Theorem 1.4. Let F = (f1, . . . , fr) be a collection of germs of holomorphic functions
fi : (C
n, 0) → (C, 0). Then every irreducible component of Supp0(ψFC) is a torsion
translated subtorus of (C∗)r.
In a subsequent article [5] with Y. Liu and L. Saumell, we show furthermore that
Supp0(ψFC) is a hypersurface.
The proof of Theorem 1.1 is reduced to the case of an analytic hypersurface germ by
a result of J. Ferna´ndez de Bobadilla [12], see Theorem 5.2. Let f : (Cn, 0)→ (C, 0) be
a germ of a holomorphic function and X = f−1(0). We call U = B \X the small ball
complement of f . Since we will be only interested in the topology of U , we will assume
f has no irreducible factor with multiplicity higher than one. In other words, we assume
that f =
∏r
i=1 fi where fi are distinct (up to multiplication by invertible holomorphic
function germs) irreducible germs of holomorphic functions. Then H1(U,Z) ∼= Z
r is
generated by small loops around {fi = 0} at a general point. Thus,
MB(U) ∼= H
1(U,C∗) ∼= (C∗)r.
Given any λ ∈ (C∗)r ∈MB(U), denote the corresponding local system by Lλ.
The case of Theorem 1.1 for the small ball complement of the germ of a holomorphic
function is stated erroneously as a theorem in [19]. See [7, Section 8] for a discussion
about the flawed argument appearing in the proof of the crucial [19, Proposition 3.5].
The proof in [19] is unrepairable in our opinion. A simple test that reveals major
subtleties of the problem, and which [19] fails, is the following: how does one show that
an isolated point of V ik(U) must be unitary, or, stronger, torsion? Isolated points are
well-known to occur. L2-techniques and Hodge theory can be employed to show that a
unitary isolated point is torsion, but these tools, at least in the form quoted in [19], are
not available without the unitarity assumption.
We sketch now the main steps of the proof of the hypersurface case of Theorem 1.1:
Step 1: We reduce the problem to the case of all fi being polynomials defined over Q¯.
This step uses a result due to S. Izumi [16] based on the Artin Approximation
Theorem, and a new result of M. Bilski, A. Parusin´ski, and G. Rond [8] general-
izing a theorem of J. Ferna´ndez de Bobadilla [13].
Step 2: Using the D-module D[s]f s, where s = (s1, . . . , sr) and f
s = f s11 · · · f
sr
r , we
define set-theoretically some cohomology jump loci Σik(f) as subsets of C
r. We
also prove Σik(f) is preserved by the action of Gal(C/Q¯).
1This was stated as Theorem 2 in [4], but the proof depended on [19]. [19] turned out to have serious
flaws in the proofs, see the comments below.
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Step 3: Given any point λ ∈ MB(U), we prove that there exists a small open ball
N ⊂ Cr biholomorphic with an open neighborhood Exp(N) ⊂ (C∗)r of λ, and
such that Exp(N∩Σik(f)) = Exp(N)∩V
i
k(U). This step uses the Riemann-Hilbert
correspondence between regular holonomic D-modules and perverse sheaves.
Step 4: Using Step 3 and the fact that both Σik(f) and V
i
k(U) are preserved by Gal(C/Q¯),
we prove that each irreducible component of V ik(U) is a torsion translate of
subtorus. This is result, Theorem 4.3, might be of independent interest. It
is a generalization of a classical theorem of Gelfond and Schneider, which says
that if α and e2piiα are both algebraic numbers, then α ∈ Q. Theorem 4.3 is
proved using a strong theorem of M. Laurent [18].
Section 2 deals with the first step. Section 3 contains the second and third step.
Section 4 is devoted to the last step. Section 5 finishes the proofs for all the results in
this introduction. Section 6 considers the case of small ball complements in a singular
ambient space.
The word germ in this paper will refer to complex analytic germs only.
Acknowledgement. We would like to thank H. Hauser, Y. Liu, M. Saito, and U.
Walther for answering some of our questions, and to A. Dimca for pointing out the
references in connection with Theorem 1.2 and Proposition 1.3. The first author thanks
S. Zucker and the Department of Mathematics of the Johns Hopkins University for the
hospitality during the writing of this article. The first author was partly sponsored by
FWO, a KU Leuven OT grant, and a Flemish Methusalem grant.
2. Deformations of hypersurface singularities
The goal of this section is to prove:
Theorem 2.1. Let f : (Cn, 0)→ (C, 0) be the germ of a holomorphic function defining
the germ of a reduced analytic hypersurface. Let r be the number of analytic branches of
f . Then there exist irreducible polynomial functions hi : C
n → C (i = 1, . . . , r) defined
over Q¯ such that, letting h =
∏r
i=1 hi, we have:
(1) The germ of h at 0 defines a reduced analytic hypersurface germ, and h =
∏r
i=1 hi
is the irreducible decomposition (up to multiplication by invertible holomorphic
germs) of the germ of h at 0.
(2) If B is a small enough ball centered at 0 in Cn, then B \ f−1(0) is homotopy
equivalent to B \ h−1(0).
(3) If we set W = Cn \ h−1(0), the map
MB(W ) −→MB(B \ h
−1(0))
induced by the restriction map is an isomorphism.
First, we deform f to a polynomial defined over C. This follows from a beautiful result
of Bilski-Parusin´ski-Rond [8], which generalizes a theorem of J. Ferna´ndez de Bobadilla
[13]:
Theorem 2.2. [8, Theorem 1.2] Let K = C or R. Let f : (Kn, 0) → (K, 0) be an
analytic function germ. Then there is a homeomorphism σ : (Kn, 0)→ (Kn, 0) such that
f ◦ σ is the germ of a polynomial.
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Indeed, this theorem implies the following corollary.
Corollary 2.3. Let f : (Cn, 0) → (C, 0) be a holomorphic function germ. There exists
a polynomial function germ g : (Cn, 0) → (C, 0) such that the small ball complement of
f has the same homotopy type as the small ball complement of g.
Proof. Note that small ball complements of analytic hypersurfaces are defined uniquely
only up to homotopy type. Let σ be the local homeomorphism from Theorem 2.2 and
let g = f ◦ σ. Let B ⊂ Cn be a small enough ball centered at 0. Note that σ(B) is not
necessarily a ball anymore. In any case, we can use the theory of good neighborhoods of
D. Prill [24]. A good neighborhood of a point y in a topological space X with respect to
a subspace Y is an open neighborhood U of y in X such that: there exists a collection
{Ua}a∈A as a basis of neighborhoods of y, with Ua \ Y a deformation retract of U \ Y
for all a ∈ A. It is proven in loc. cit. that:
• Ua are also good neighborhoods of y in X with respect to Y ;
• the homotopy type of U \ Y depends only on the triple {X, Y, y};
• good neighborhoods exist for triples {X, Y, y} where X is an analytic variety and
Y a subvariety.
In particular, B is a good neighborhood of 0 in Cn with respect to g−1(0) if B is small
enough. Since σ is a local homeomorphism, σ(B) is also a good neighborhood of 0 in Cn
with respect to f−1(0) since the conditions are satisfied for {σ(Ua)}a∈A. In particular,
σ(B \ g−1(0)) has the homotopy type of a small ball complement of f−1(0). 
Proposition 2.4. Given a polynomial g : Cn → C, let r be the number of analytic
branches of the reduced germ underlying the germ of g at 0. Then there exist irreducible
polynomials hˆi : C
n → C (i = 1, . . . , r) such that, letting hˆ =
∏r
i=1 hˆi, we have:
(1) The germ of hˆ at 0 defines a reduced analytic hypersurface, and hˆ =
∏r
i=1 hˆi
is the irreducible decomposition (up to multiplication by invertible holomorphic
germs) of the germ of hˆ at 0.
(2) If B is a small enough ball centered at 0 in Cn, then B \ g−1(0) is homotopy
equivalent to B \ hˆ−1(0).
Proof. Note that once everything else is achieved, the condition that hˆi are irreducible is
easy to satisfy by throwing away the polynomial factors not passing through the origin.
Hence we will not worry about this condition from now on.
The first step was suggested to us by Morihiko Saito. Let
∏r′
i=1 gi be an irreducible
decomposition of the germ of g at 0. Note that r′ ≥ r, with equality if and only if
the germ of g at 0 is reduced. Relabel the gi such that the first r of them define the r
analytic branches of the reduced analytic germ underlying the germ of g. Thus g and∏r
i=1 gi have the same small ball complement at the origin.
Instead of holomorphic function germs, we will consider gi as converging power series.
Recall that an algebraic power series φ is a formal power series satisfying some non-trivial
polynomial equation P (φ) = 0, where P (T ) ∈ C[x1, . . . , xn][T ]. The ring of algebraic
power series, which we denote by C〈x1, . . . xn〉, can also be described as the local ring at
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0 of regular functions in the e´tale topology of X = Cn = Spec C[x1, . . . , xn], or in other
words,
C〈x1, . . . xn〉 = lim−→
Γ(V,OV ),
where the limit is over e´tale neighborhoods V → X of 0. See [21, I.4] for details.
Local analytic branches are e´tale locally algebraic. More precisely, by Artin Approx-
imation Theorem [1] and a corollary of it pointed out by Izumi [16, Theorem E], see
also [15, Corollary 4.0.16], if g ∈ C[x1, . . . , xn] splits as a product of formal power series
g =
∏r′
i=1 gi with gi ∈ C[[x1, . . . , xn]], then there exists a splitting g =
∏r′
i=1 gˆi with gˆi
being algebraic power series and such that gˆi = uigi for some invertible formal power
series ui. Here we recall that the local ring C〈x1, . . . xn〉 is excellent Henselian, and hence
the theorem of Izumi applies.
We apply next the following to the germs of gi at the origin:
Theorem 2.5. ([8, Theorem 5.4]) Let gˆi : (C
n, 0)→ (C, 0) be a finite family of algebraic
power series. Then there exists a diffeomorphism σ : (Cn, 0) → (Cn, 0) and analytic
units vi : (C
n, 0) → (C, 0), vi(0) 6= 0, such that for all i, vi(x)gˆi(σ(x)) are germs of
polynomials.
Let gˆ =
∏r
i=1 gˆi. Since gˆ and
∏r
i=1 gi only differ by a unit, they have the same zero
locus. Hence gˆ has the same small ball complement at g. Let hˆi = vi(x)gˆi(σ(x)) and
hˆ =
∏r
i=1 hˆi. Then hˆ and gˆ differ by a analytic unit and a diffeomorphism σ : (C
n, 0)→
(Cn, 0). Again, the analytic unit does not change the small ball complement. Thus, the
second part of the proposition follows from the same argument of the proof of Corollary
2.3.
Since H1(B \ hˆ−1(0),Z) ∼= H1(B \ g−1(0),Z) ∼= Zr, the irreducible decomposition of
hˆ as holomorphic function germ has r factors. Recall that hˆ =
∏r
i=1 hˆi, where hˆi are
distinct polynomial function germs vanishing at the origin. Therefore, each polynomial
function germ hˆi is also irreducible as a holomorphic function germ. Thus the first part
of the proposition follows.

Next, we will deform the polynomials hˆi to polynomials hi defined over Q¯. We use a
similar idea to one in [27] and [6].
Proposition 2.6. Let hˆi : C
n → C (i = 1, . . . , r) be irreducible polynomial functions.
Let hˆ =
∏r
i=1 hˆi. Assume that the analytic germ of hˆ at 0 is reduced and the hˆi define
the mutually distinct analytic branches. Then there exist irreducible polynomial functions
hi : C
n → C (i = 1, . . . , r) defined over Q¯ such that, letting h =
∏r
i=1 hi, we have:
(1) The germ of h at 0 defines a reduced analytic hypersurface germ, and h =
∏r
i=1 hi
is the irreducible decomposition (up to multiplication by invertible holomorphic
germs) of the germ of h at 0.
(2) If B is a small enough ball centered at 0 in Cn, then B \ hˆ−1(0) is homotopy
equivalent to B \ h−1(0).
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Proof. First, we consider hˆi as a global polynomial functions defined on C
n. Denote the
zero locus of hˆi in C
n by Di. Let D be the zero locus of hˆ. Let
(1) Xl
pil−→ Xl−1
pil−1
−−→ · · ·
pi1−→ X0 = C
n
be a log resolution of the pair (Cn, D). Here, we assume each pij is the blow-up along
a smooth center. Denote the composition pi1 ◦ · · · ◦ pil by pi. Moreover, we can assume
that E=pi−1(0) is a union of simple normal crossing divisors in Xl.
Let R be a finitely generated subring (over Q) of C such that allDi and all Xj together
with all morphisms pij are defined over R. In other words, the polynomials hˆi and all
the centers of the blow-ups are defined over R. In particular, hˆi ∈ R[x1, . . . , xn], where
x1, . . . , xn are the coordinates of C
n.
We can consider Spec(R) as a variety. The natural inclusion ι : R → C corresponds
to a C-point of Spec(R), which we also denote by ι. Since the sequence of morphisms
(1) is defined over R, we can consider it as a sequence of morphisms over Spec(R). To
emphasize the sequence is over Spec(R), we use an extra subscript R as in the following:
(2) Xl,R
pil,R
−−→ Xl−1,R
pil−1,R
−−−→ · · ·
pi1,R
−−→ X0,R = Spec(R)
×n.
The restriction of (2) to ι ∈ Spec(R) is isomorphic to (1). Given a C-point σ ∈ Spec(R),
we denote the restriction of the sequence (2) to σ by
(3) Xl,σ
pil,σ
−−→ Xl−1,σ
pil−1,σ
−−−→ · · ·
pi1,σ
−−→ X0,σ = C
n.
Denote the composition pi1,σ ◦ · · · ◦ pil,σ by piσ. When σ ∈ Spec(R) is a general point, (3)
is also a resolution of singularity such that Eσ
def
= pi−1σ (0) is a normal crossing divisor.
By the proof of [6, Theorem 2.1], when σ is a general C-point in Spec(R) close to ι, the
pair (Xl,σ, pi
−1
σ (Dσ)) is homeomorphic to the pair (Xl, pi
−1(D)) in the stratified sense,
and hence the pair (Xl,σ, Eσ) is homeomorphic to the pair (Xl, E) in the stratified sense.
Clearly the Q¯-points are Zariski dense in Spec(R). Thus we can choose a Q¯-point σ
such that (Xl,σ, pi
−1(Dσ)) is homeomorphic to (Xl, pi
−1(D)) in the stratified sense. Fix
such Q¯-point σ, or equivalently a ring map σ : R → Q¯. The ring map σ extends to
σ : R[x1, . . . , xn] → Q¯[x1, . . . , xn]. Recall that hˆi ∈ R[x1, . . . , xn]. Thus we can define
h = σ(hˆ) and hi = σ(hˆi) as polynomials defined over Q¯.
Let T (E) be a tubular neighborhood of E in Xl, and let T (Eσ) be a tubular neigh-
borhood of Eσ in Xl,σ. Since the pair (Xl,σ, pi
−1(Dσ)) is homeomorphic to the pair
(Xl, pi
−1(D)) in the stratified sense, the complement of E in T (E) is homeomorphic to
the complement of Eσ in T (Eσ). Notice that pi induces a homeomorphism between the
complement of E in T (E) and a small ball complement of hˆ. The same is true for
the complement of Eσ in T (Eσ) and a small ball complement of h. Therefore, a small
ball complement of hˆ is homeomorphic to a small ball complement of h. Since hˆi are
irreducible polynomials, and since σ is close to ι, hi are also irreducible. Therefore, the
second part of the proposition follows.
Next, we need an elementary fact about the irreducibility of an analytic germ.
Lemma 2.7. An analytic germ of a hypersurface Z ⊂ X (X smooth) at P is irreducible
if and only if for any log resolution of Z, pi : Y → X, the preimage of P in Z˜, i.e.
Z˜ ∩ pi−1(P ), is connected. Here, Z˜ is the strict transform of Z.
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Proof. Suppose Z is irreducible. Then the normalization of Z, denoted by Znorm, is the
germ of a normal analytic variety (see [14, Theorem 6, page 203]). In other words, the
preimage of P under the normalization map Znorm → Z consists of only one point. Since
Z˜ is normal, the map Z˜ → Z factors through Z˜ → Znorm. Since any bimeromorphic
finite morphism to a normal variety is always an isomorphism, by Zariski’s main theorem,
Z˜ → Znorm has connected fibers. Therefore, the preimage of P in Z˜ is connected.
Conversely, suppose Z is reducible. Let B be a sufficiently small ball in X centered at
P . Then Z ∩B is reducible, and hence Z˜ ∩ pi−1(B) is also reducible. Since Z˜ is smooth,
Z˜ ∩ pi−1(B) is not connected. Since pi is a holomorphic map and B is sufficiently small,
Z˜ ∩ pi−1(P ) is not connected. 
The pair (Xl,σ, pi
−1(Dσ)) is homeomorphic to the pair (Xl, pi
−1(D)) in the stratified
sense. Thus by the preceding lemma, hi is irreducible as a holomorphic function germ
since so is hˆi.
The reducedness of the germ at 0 defined by hˆ =
∏r
i=1 hˆi follows as before from
the fact r must be the number of analytic branches, due to the homotopy equivalence
between the small ball complements for hˆ and h.

Proof of Theorem 2.1. Let h and hi be defined as in Proposition 2.6. The first two parts
of the theorem follows from Corollary 2.3, Proposition 2.4, Theorem 2.5 and Proposition
2.6.
To prove the third part, let Hi be the closure of h
−1
i (0) in P
n. Hi are irreducible of
degree say di. Let H0 be the hyperplane at infinity. Then W = P
n \ (∪ri=0Hi). By a
well-known computation,
H1(W,Z) ∼=
(
r⊕
i=0
Z · [Hi]
)/( r∑
i=0
di[Hi]
)
.
The isomorphism can be made canonical by fixing the meaning of the classes [Hi]. Since
d0 = 1, it follows that H1(W,Z) ∼= Z
r. In particular, there are canonical isomorphisms
MB(W ) ∼= (C
∗)r ∼=MB(B \ h
−1(0)) given by identifying local systems of rank one with
their monodromies around the divisors. This finishes the proof of Theorem 2.1. 
3. D-modules
By the previous section, we can restrict ourselves to the following setup. Let fi ∈
C[x1, . . . , xn] for 1 ≤ i ≤ r be distinct (up to a multiplication by a nonzero constant)
irreducible polynomials, defined over Q¯. Set f =
∏r
i=1 fi, X = C
n, D = f−1(0),
W = X \ D. Denote the origin of Cn by O, and let u : {O} → X denote the natural
inclusion. Let B a very small open ball in X centered at O, and let U = B \ (B ∩D).
We assume in this section that the restriction
MB(W )
∼
−→MB(U)
is an isomorphism, and that MB(U) is identified with (C
∗)r by monodromies around
general points around the divisors given by fi.
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Let DX be the sheaf of algebraic linear differential operators on X . We introduce a
multivariable s = (s1, . . . , sr) and the product notation
f s =
r∏
i=1
f sii .
Let
DX [s]f
s = DX [s1, . . . , sr]f
s1
1 · · ·f
sr
r
be the natural left DX [s]-module. Here, for P ∈ DX [s], the expression Pf
s in DX [s]f
s
means the result of the application of the operator P on f s as expected. As left DX [s]-
modules, DX [s]f
s ∼= DX [s]/Ann(f
s), where Ann(f s) denotes the left ideal of operators
P ∈ DX [s] with Pf
s = 0. In other words, DX [s]f
s is a DX [s]-submodule of the rank
one free OX [f
−1, s]-module generated by f s.
Let Mod(DX) denote the category of left DX -modules. Recall that there is an “easy”
pullback functor
u∗ :Mod(DX)→Mod(DO)
is defined by
M 7→ DO→X ⊗
u−1(DX)
u−1(M),
where u−1 is the sheaf theoretic pullback. In this case, the transfer (DO, u
−1(DX))-
bimodule DO→X is isomorphic to
C[x1, . . . , xn, ∂/∂x1, . . . , ∂/∂xn]/(x1, . . . , xn) ∼= C[∂/∂x1, . . . , ∂/∂xn].
Here the right u−1(DX)-module structure on C[∂/∂x1, . . . , ∂/∂xn] is given by the follow-
ing. The multiplication by ∂/∂xi is simply the usual multiplication and the multiplica-
tion by xi is given by
((∂/∂x1)
m1 · · · (∂/∂xn)
mn) · xi = mi(∂/∂x1)
m1 · · · (∂/∂xi)
mi−1 · · · (∂/∂xn)
mn .
By taking the derived tensor product, one has the left derived functor of u∗,
Lu∗ : Db(DX)→ D
b(DO),
on the bounded derived category of left D-modules. The special D-module inverse image
u+ : Db(D)→ Db(DO)
is defined as
u+ = Lu∗[−n].
Notice that a DO-module is nothing but a C vector space, and so D
b(DO) is the bounded
derived category of complexes of vector spaces.
The left adjoint of u+ is the functor
u⋆ = DO ◦ u
+ ◦ DX : D
b(DX)→ D
b(DO).
Here DX is the dualizing functor,
DX = RHomDX ( . ,DX) ⊗
OX
ω⊗−1X [n] : D
b(DX)→ D
b(DX),
where ωX = OXdx1 ∧ . . . ∧ dxn is the canonical sheaf on X .
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Definition 3.1. We define set-theoretically the D-module cohomology jump loci of f at
the origin by
Σik(f, O) =
{
α ∈ Cr | dimCH
i
(
u⋆
(
DX [s]f
s ⊗C[s] C[s]/(s− α)
))
≥ k
}
.
Here, by C[s]/(s−α) we mean the quotient of C[s1, . . . , sr] by the ideal (s1−α1, . . . , sr−
αr). To simplify the notation when the context is clear, we will also denote this set by
Σik(f).
Remark 3.2. It will be clear from the proof of Theorem 3.3 below that the sets Σik(f)
typically contain infinitely many irreducible components and that the Zr translates of
each component appear. Hence Σik(f) are not Zariski closed in C
r. In particular, the
method employed in [6] for showing the torsion translated subtori property of V ik(U) for
quasi-projective U is not immediately available here. However, by restricting to smaller
analytic open subsets of Cr, one only sees finitely many components in Σik(f). In this
article, the main idea to adapt the method of [6] to work with this type of finiteness
only.
Define the analytic map Exp : Cr → (C∗)r by α 7→ exp(2piiα). The goal in this section
is to prove:
Theorem 3.3. With the assumptions on f from the beginning of this section, we have:
(1) Σik(f) is preserved under the action of Gal(C/Q¯).
(2) Let λ ∈ (C∗)r. Then there exists an open ball N ⊂ Cr biholomorphic to an open
neighborhood Exp(N) of λ, and such that
Exp(Σi−nk (f) ∩N) = V
i
k(U) ∩ Exp(N).
To prove this theorem, we need some preliminary remarks.
We recall next a few topological facts. Denote by Dbc(X) the bounded derived category
of constructible sheaves on X , and by Perv(X) the abelian category of perverse sheaves
on X . Let j : W → X be the open embedding and i : D → X the closed embedding of
the complement of W . For a rank 1 local system L on W , the shifted complex L[n] is
perverse on W . The complex Rj∗(L[n]) is also perverse.
Lemma 3.4.
V ik(U) = {λ ∈ (C
∗)r | dimH i−n(u−1Rj∗(Lλ[n])) ≥ k}.
Proof. Note that u−1Rj∗(Lλ) is the stalk of Rj∗(Lλ) at O. Hence H
i(u−1Rj∗(Lλ)) is
the stalk of Rij∗(Lλ). This is same as the global sections of R
ij∗(Lλ) in a small ball B
around O. By the definition of the higher direct image functors on sheaves,
Γ(B,Rij∗(Lλ)) = H
i(U, Lλ),
and the claim follows. 
Denote by DRX the de Rham functor. Recall that, by the Riemann-Hilbert corre-
spondence,
DRX : D
b
rh(DX)→ D
b
c(X)
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is an equivalence of triangulated categories that restricts to an equivalence of abelian
categories
DRX :Modrh(D)→ Perv(X).
Here Modrh(D) is the abelian category of regular holonomic left DX-modules, and
Dbrh(DX) is the bounded derived category of complexes of DX -modules with regular
holonomic cohomology sheaves.
To simplify notation, let
DX [s]f
s|s=α
def
= DX [s]f
s ⊗C[s] C[s]/(s− α).
For an r-tuple of numbers α = (α1, . . . , αr) and a number k, we use the notation
α− k = (α1 − k, . . . , αr − k).
Proposition 3.5. Let α ∈ Cr, λ = Exp(α) ∈ (C∗)r. Let k ≫ 0 be a very big integer.
Then DX [s]f
s|s=α−k is a regular holonomic DX-module and
DRX(DX [s]f
s|s=α−k) = Rj∗(Lλ[n]),
where α− k = (α1 − k, . . . , αr − k) ∈ C
r.
This result is known to D-module experts and follows from the following two Lemmas.
For α ∈ Cr, we denote by DXf
α the left DX-submodule of OX [f
−1] ·fα generated by the
symbol fα =
∏r
i=1 f
αi
i with the expected behavior under differential operators. There is
a natural DX-module morphism
DX [s]f
s|s=α → DXf
α
obtained by specialization. This morphism is always surjective, but it is not necessarily
an isomorphism. The following is a straight-forward consequence of the existence of
non-zero Bernstein-Sato ideals and one can find the proof in [23, Proposition 3.6], for
example:
Lemma 3.6. Let α ∈ Cr and k ≫ 0. Then the natural DX-module morphism
DX [s]f
s|s=α−k → DXf
α−k
is an isomorphism.
Consider now on W = X \ f−1(0) the DW -module generated by f
α. This is a regular
holonomic DW -module such that DRW (DWf
α) = Lλ[n]. The D-module direct image
j∗(DWf
α) is the same as the sheaf theoretic direct image,
j∗(DWf
α) =
⋃
k∈N
f−kDXf
α.
An immediate consequence of the existence of a non-zero Bernstein-Sato polynomial for
the section fα is that
j∗(DWf
α) = DXf
−kfα = DXf
α−k
for integers k ≫ 0, and that this is a regular holonomic D-module; for more details see
[3, page 25]. To summarize:
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Lemma 3.7. Let α ∈ Cr, λ = Exp(α), and k ≫ 0. Then DXf
α−k is a regular holonomic
DX-module and
DRX(DXf
α−k) = Rj∗Lλ[n].
Corollary 3.8. Let α ∈ Cr and λ = Exp(α) ∈ (C∗)r. Suppose that Re(αi) ≪ 0 for all
1 ≤ i ≤ r. Then
α ∈ Σi−nk (f) ⇐⇒ λ ∈ V
i
k(U).
Proof. By the Riemann-Hilbert correspondence, there is an isomorphism of functors
DRO ◦ u
⋆ ∼−→ u−1 ◦DRX : D
b
rh(DX)→ D
b
c(O).
We can omit DRO, since the de Rham functor on a point is trivial. The claim then
follows from Lemma 3.4 and Proposition 3.5. 
Remark 3.9. The condition Re(αi)≪ 0 in the above corollary can be made uniform by
Sabbah’s result [25] on Bernstein-Sato ideals (see [23, Proposition 3.2]). More precisely,
there exists a large integer N only depending on f , such that the above proposition still
holds if the condition Re(αi)≪ 0 is replaced by Re(αi) ≤ −N .
Proof of Part 2 of Theorem 3.3. This follows immediately from the Corollary. 
Proof of Part 1 of Theorem 3.3. Let σ be a field automorphism of C, and write σ(C)
for C viewed as an algebra over itself via σ. For a C-algebra A, we denote by σ(A)
the (σ(C), A)-bialgebra σ(C)⊗C A. For an A-module M , let σ(M) be the σ(A)-module
σ(A)⊗AM . For example, if m is the ideal (s−α) = (s1−α1, . . . , sr−αr) in C[s1, . . . , sr],
then σ(m) is the ideal (s − σ(α)). For two A-modules M and N , σ(M ⊗A N) =
σ(M)⊗σ(A) σ(N), σ(HomA(M,N)) = Homσ(A)(σ(M), σ(N)), etc.
From now on, let σ ∈ Gal(C/Q¯). For a fixed α ∈ Cr, let
k(α) = dimCH
i
(
u⋆
(
DX [s]f
s ⊗C[s] C[s]/(s− α)
))
.
Then
k(α) = dimσ(C) σ
(
H i
(
u⋆
(
DX [s]f
s ⊗C[s] C[s]/(s− α)
)))
= dimCH
i
(
σ
(
u⋆
(
DX [s]f
s ⊗C[s] C[s]/(s− α)
)))
= dimCH
i
(
σ
(
DO ◦ u
+ ◦ DX
(
DX [s]f
s ⊗C[s] C[s]/(s− α)
)))
.
If Y is a smooth algebraic variety defined over Q¯ , then σ defines an auto-equivalence
on Db(DY ) since σ(OY ) = OY and σ(DY ) = DY . If M is in D
b(DY ), then
σ(DY (M)) = DY (σ(M)),
since
σ(RHomDY (M,DY ) ⊗
OY
ω⊗−1Y ) = RHomσ(DY )(σ(M), σ(DY )) ⊗
σ(OY )
σ(ωY )
⊗−1
= RHomDY (σ(M),DY ) ⊗
OY
ω⊗−1Y .
If g : Y → Z is a Q¯-morphism of smooth Q¯-varieties and M is in Db(DZ), then
σ(g+(M)) = g+(σ(M)).
LOCAL SYSTEMS ON ANALYTIC GERM COMPLEMENTS 13
Indeed,
σ(DY→Z ⊗
g−1(DZ)
g−1(M)) = σ(DY→Z) ⊗
g−1(σ(DZ ))
g−1(σ(M)),
and
σ(DY→Z) = σ(OY ⊗
g−1(OX)
g−1DZ) = σ(OY ) ⊗
g−1(σ(OX ))
g−1(σ(DZ)) = DY→Z .
Hence,
k(α) = dimCH
i
(
DO ◦ u
+ ◦ DX ◦ σ
(
DX [s]f
s ⊗C[s] C[s]/(s− α)
))
= dimCH
i
(
u⋆ ◦ σ
(
DX [s]f
s ⊗C[s] C[s]/(s− α)
))
.
Since X is affine, we can work with global sections instead of sheaves. Let DX be the
global sections of DX . Then
k(α) = dimCH
i
(
u⋆
(
σ(DX [s]f
s)⊗C[s] C[s]/(s− σ(α))
))
.
We now use the fact that fi are defined over Q¯. By [2, Lemma 10], AnnDX [s](f
s) is
obtained from the DQ¯n [s]-module AnnDQ¯n [s](f
s) by applying .⊗Q¯ C. Hence
σ(DX [s]f
s) = DX [s]f
s.
Hence
k(α) = dimCH
i
(
u⋆
(
DX [s]f
s ⊗C[s] C[s]/(s− σ(α))
))
.
This proves that Σik(f) is invariant under Gal(C/Q¯). 
4. Exponential maps
Let Exp : Cr → (C∗)r be the exponential map defined by α 7→ exp(2piiα). The
following is proved in the Appendix of [6].
Theorem 4.1. [6]. Let S be a closed irreducible subvariety of Cn defined over Q¯, and let
T be a closed irreducible subvariety of (C∗)n defined over Q¯. Suppose that dimS = dimT
and Exp(S) ⊂ T . Then T is a torsion translate of a subtorus.
Here we need a stronger version of the above theorem. Before stating the new result,
we recall a powerful theorem about the arithmetic of affine tori.
Theorem 4.2. [18] Let Z be an irreducible subvariety of (C∗)n defined over Q¯. Suppose
the set of torsion points on Z is Zariski dense. Then Z is a torsion translate of a
subtorus.
The following, like Theorem 4.1, is generalization of the classical Gelfond-Schneider
theorem, which says that if α and e2piiα are both algebraic numbers, then α ∈ Q. The
difference with respect to Theorem 4.1 is that one drops the requirement that S must
be Zariski closed. This has to be compensated by invariance under a Galois action.
Theorem 4.3. Let S ⊂ Cr be a subset which is preserved under the obvious action by
Gal(C/Q¯). Let T ⊂ (C∗)r be a closed subvariety (not necessarily irreducible) defined
over Q¯. Suppose that for any point t ∈ T there is an open ball N ⊂ Cr such that,
(1) t ∈ Exp(N);
(2) Exp induces an isomorphism N ∼= Exp(N); and
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(3) Exp(S ∩N) = T ∩ Exp(N).
Then each irreducible component of T is a torsion translated subtorus.
Proof. Let T ′ be an irreducible component of T . We first prove the case when T ′ = {q}
is a closed point. Since T is a variety defined over Q¯, q must have all the coordinates in
Q¯. By the assumption in the theorem, there is a point p ∈ S ∩N such that Exp(p) = q.
Thanks to the Gelfond-Schneider theorem, it suffices to show that all the coordinates of
p are in Q¯.
Let Y ⊂ Cr be the smallest closed subvariety defined over Q¯ which contains p. By
definition, Y is irreducible.
Lemma 4.4. Suppose p = (p1, . . . , pr) ∈ C
r. Let R = Q¯[p1, . . . , pr] ⊂ C be the subring
of C generated by the coordinates of p. Then YQ¯ ∼= Spec(R), where YQ¯ is the underlying
Q¯-variety of Y .
Proof. Denote the coordinates of Cr by (z1, . . . , zr). Let the coordinate ring of YQ¯ be R
′.
Define a ring map φ : R′ → C by g 7→ g(p). Since R′ is a quotient ring of Q¯[z1, . . . , zr],
φ(R′) ⊂ R. Conversely, for each 1 ≤ i ≤ r, the coordinate function zi defines a regular
function on YQ¯. Since zi(p) = pi, pi ∈ φ(R
′) for all 1 ≤ i ≤ r. Thus R ⊂ φ(R′), and
hence R = φ(R′).
Since YQ¯ is the smallest Q¯-subvariety of Q¯
n whose complexification contains p, the
kernel of φ is zero. 
Suppose at least one of the coordinates of p is transcendental. Then Y has dimension
at least one.
Lemma 4.5. For a very general point p′ ∈ Y , there exists σ ∈ Gal(C/Q¯) such that
σ(p) = p′.
Proof. By the preceding lemma, a point p′ ∈ Y corresponds to a ring map p′ : R → C.
Given any nonzero g ∈ R, we can consider it as a function on Y via YQ¯ ∼= Spec(R).
Hence we can define the zero locus V (g) ⊂ Y , which is a proper subvariety of Y .
Notice that R has countably many elements. Thus, we can define a closed point p′ ∈ X
to be very general if it is not contained in any V (g) with 0 6= g ∈ R. Clearly such a
very general point p′ defines an injective ring map p′ : R→ C. Denote the quotient field
of R by K, then a very general p′ induces a ring map p′ : K → C. By the existence of
transcendental basis (which assumes axiom of choice), such a ring map can be extended
to an automorphism σ of C. Now it is straightforward to check that σ(p) = p′. 
By the above Lemma, a very general point p′ ∈ Y ∩ N is contained in S. Since
Exp(S ∩N) = T ∩Exp(N), a very general point in Exp(Y ∩N) is contained in T . Since
T is analytically closed and Exp is a covering map, Exp(Y ∩ N) ⊂ T . Therefore T
contains a component of dimension greater than zero through q. This is a contradiction
to T ′ = {q} being an isolated point. Hence p is defined over Q¯. This finishes the proof
of the Theorem for the case when T ′ is a point.
Suppose now that T ′ is higher dimensional. Since it is an irreducible component of
T and T is defined over Q¯, T ′ is also defined over Q¯. Denote the union of all the other
components of T by T ′′, that is T ′′ = T \ T ′.
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Notice that for a torsion translated subtorus V ⊂ (C∗)r, V is defined over Q¯ and each
connected component of Exp−1(V ) is an irreducible subvariety of Cr defined over Q¯.
When T ′ is higher dimensional, we can use the above argument to show that whenever
a torsion translated subtorus V ⊂ (C∗)n intersects T ′ \ T ′′ at discrete points, the points
have to be torsion.
Let d be the dimension of T ′. Let pi : (C∗)r → (C∗)d be a general surjective map of
algebraic groups such that pi(T ′) is Zariski dense in (C∗)d. Let U ⊂ (C∗)d be a Zariski
open set above which pi|T ′\T ′′ is surjective and e´tale. For any torsion point τ ∈ U , pi
−1(τ)
is a torsion translated subtorus in (C∗)r and its intersection with T ′ \ T ′′ is transverse
and non-empty. By the earlier argument, these intersection points are all torsion points
in (C∗)r. Therefore,
pi({torsion points in T ′ \ T ′′}) ⊃ {torsion points in U}.
Since the dimension of T ′ is d, the torsion points in T ′ is also Zariski dense. By Theorem
4.2, T ′ is a torsion translate of a subtorus. This finishes the proof of Theorem 4.3.

5. The rest of the proofs
Theorem 5.1. Let U be the small ball complement of the germ of a holomorphic function
f : (Cn, 0)→ (C, 0). Then each irreducible component of V ik(U) is a torsion translate of
subtorus of MB(U).
Proof. The claim follows from Theorem 2.1, Theorem 3.3, and Theorem 4.3. 
To conclude the stronger Theorem 1.1, we need the following result of J. Ferna´ndez
de Bobadilla [12]:
Theorem 5.2. Let (X , 0) be the germ of an analytic set in (Cn, 0), say given as the
common zero locus of the germs of analytic functions fi : (C
n, 0)→ (C, 0) (i = 1, . . . , r).
Let U be the small ball complement of (X , 0). Then U is homotopy equivalent with the
Milnor fiber at 0 of f : (Cn+r, 0)→ (C, 0), where
f(x1, . . . , xn, y1, . . . , yn) =
r∑
i=1
yifi(x1, . . . , xn).
Moreover, the geometric monodromy of f is trivial.
Proof of Theorem 1.1. Denote by Ff the Milnor fiber at the origin for the germ f defined
as in Theorem 5.2. Let Uf be the small ball complement of f . Since the geometric
monodromy of f is trivial, there is a diffeomorphism
Uf ≈ Ff ×∆
∗,
where ∆∗ is a small punctured disc. Hence Uf has the same homotopy type as U ×∆
∗.
By Ku¨nneth Theorem,
H1(U ×∆∗,C∗) = H1(U,C∗)×H1(∆∗,C∗),
and so
MB(Uf ) =MB(U ×∆
∗) =MB(U)×MB(∆
∗) =MB(U)× C
∗.
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Hence a rank one local system on U × ∆∗ is uniquely determined by a pair (L1, L2) ∈
MB(U)×MB(∆
∗).
The only non-empty V ik (∆
∗) with k > 0 are V 01 (∆
∗) = V 11 (∆
∗) = {1∆∗}. Hence, by
Ku¨nneth Theorem again,
H i(U ×∆∗, (L, 1∆∗)) = H
i(U, L)⊕H i−1(U, L)
and H
q
= 0 for the other rank one local systems on U ×∆∗.
This implies that
V ik (Uf ) = V
i
k (U ×∆
∗) =
⋃
k1,k2 such that
k1+k2=k
(V ik1(U) ∩ V
i−1
k2
(U))× {1∆∗}.
Take now an irreducible component T of V ik (U). We will prove that T is a torsion
translated subtorus ofMB(U). We can assume that T is not included in V
i
k′(U) for any
k′ > k. Define l such that T ⊂ V i−1l (U) but T 6⊂ V
i−1
l′ (U) for any l
′ > l. Then T is an
irreducible component of V ik (U) ∩ V
i−1
l (U). Moreover, by the maximality of k and l, T
remains an irreducible component of⋃
k′,l′ such that
k′+l′=k+l
(V ik′(U) ∩ V
i−1
l′ (U)).
Hence T × {1∆∗} is an irreducible component of V
i
k+l(Uf). By Theorem 5.1, we know
that each irreducible component of V ik+l(Uf ) is a torsion translated subtorus ofMB(Uf ).
The claim follows now easily. 
Proof of Theorem 1.2. It is enough to prove that λ ∈ V ik(X) if and only if λ
−1 ∈ V ik(X).
Let λ ∈ V ik(X). We can assume λ sits in a component ρ · T of V
i
k(X), where T is a
subtorus in MB(X) and ρ is torsion. Since V
i
k(X) is an affine scheme defined over Q,
it is invariant under the action of the Galois group of Q¯ over Q. Let σ ∈ Gal(Q¯/Q)
be the action such that σ(ρ) = ρ−1. Then σ(ρT ) must be a subset of V ik(X). But
σ(ρT ) = ρ−1σ(T ) = ρ−1T , since any affine algebraic subtorus of (C∗)r is also defined
over Q. If λ = ρ · t, for some t ∈ T , then λ−1 = ρ−1 · t−1 ∈ ρ−1T = σ(ρT ) ⊂ V ik(X). 
The above proof is the essentially the same as the proof of [10, Corollary 4.9].
Proof of Proposition 1.3. Let f =
∏r
i=1 fi be a decomposition of f into irreducible holo-
morphic germs. Let F = (f1, . . . , fr). By [4, Proposition 3.31], see also [4, Example
3.32], one has
Supp0(ψfC) = a
−1(Supp0(ψFC)),
using Sabbah’s specialization complex ψFC, where a : C
∗ → (C∗)r is the map λ 7→
(λ, . . . , λ). The left-hand side is the set of eigenvalues of the monodromy on the coho-
mology of the Milnor fiber of f at 0.
If f is a reduced germ, [4, Theorem 4] implies that
Supp0(ψFC) = V(U),
which is what we claimed.
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If f is not a reduced germ, we use [4, Lemma 3.34] and, again, [4, Proposition 3.31],
to obtain a map b : (C∗)r →MB(U), such that f
∗ = b ◦ a : C∗ →MB(U) and
Supp0(ψFC) = b
−1(V(U)).
This finishes the proof. 
Remark 5.3. Note that, as pointed out by Liu-Maxim [20], in all the statements in [4]
where the uniform support Suppunifx (ψFC) of the Sabbah specialization complex appears,
the unif should be dropped to conform to what is proven in [4]. Indeed, the support
Suppx(ψFC) needs no uniformization.
Proof of Theorem 1.4. Again, [4, Lemma 3.34] and [4, Proposition 3.31] reduce the
statement to the case when f =
∏
j fi defines a reduced germ and the fi define the
mutually distinct analytic branches. In this case, as above, [4, Theorem 4] gives that
Supp0(ψFC) = V(U), and claim then follows from Theorem 5.1. 
6. Singular ambient space
So far, we have always assumed that the ambient space of the analytic germ is (Cn, 0),
or equivalently a smooth germ. The goal of this section is to study the complement of
an analytic subgerm of a possibly singular analytic germ and to obtain a generalization
of our main result. We are not able to prove complete analogs of the algebraization of
analytic germs in this setting. So, we have to assume the ambient germ and the subgerm
are both algebraic. We will prove the following analog of Theorem 1.1:
Theorem 6.1. Let (X , O) be a germ of a smooth complex algebraic variety, and let
(Y , O) ⊂ (X , O) be the germ of a possibly singular irreducible subvariety. Let f :
(X , O) → (C, 0) be a reduced algebraic function germ. Let f =
∏
1≤j≤r fj be an irre-
ducible decomposition of f as an analytic germ on (X , O). Let B ⊂ X be a small ball
centered at O. Assume that U = (Y ∩ B) \ f−1(0) is smooth. Let F ∗ : MB((C
∗)r) →
MB(U) be the map of local systems induced by F = (fj)1≤j≤r : U → (C
∗)r. Then each
irreducible component of (F ∗)−1(V ik(U)) is a torsion translated subtorus inMB((C
∗)r) =
(C∗)r.
Remark 6.2. Using the good neighborhood argument in [24, Section II.B], one can
show that the homotopy type of U is independent of the embedding (Y , O) ⊂ (X , O).
However, since we do not assume (Y , O) is factorial, the factorization f =
∏
1≤j≤r fj
even as functions on (Y , O) does depend on the embedding (Y , O) ⊂ (X , O).
Given the germ of a variety (Y , O), its link is defined to be Link(Y ) = ∂B∩Y where
B is a small ball centered at O and ∂B is the boundary sphere of B. The homotopy
type of Link(Y ) does not depend on the choice of B. An immediate consequence of the
above theorem is the following.
Corollary 6.3. Let (Y , O), f =
∏
1≤j≤r fj and U be defined as in the above theorem.
Suppose (Y , O) has isolated singularity and suppose that Link(Y ) is simply connected.
If the zero loci of fj in (Y , O) are distinct irreducible divisors, then each irreducible
component of V ik(U) is a torsion translated subtorus.
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Proof. It suffices to show that the map F ∗ :MB((C
∗)r)→MB(U) in the theorem is an
isomorphism.
When (Y , O) and f satisfies the assumptions in the corollary, the map F∗ : H1(U,Z)→
H1((C
∗)r,Z) induced by F = (fj)1≤j≤r : U → (C
∗)r is an isomorphism (see e.g. [11]).
Therefore F ∗ :MB((C
∗)r)→MB(U) is an isomorphism. 
Proof of Theorem 6.1. First, we want to reduce to the case when all fi are algebraic
functions. Since the ambient space is not necessarily smooth, our earlier approach in
Section 2 does not apply any more. Here we use a different but similar argument.
As in the proof of Proposition 2.4, by multiplying each fj with some analytic unit,
we can assume all fj are algebraic power series. Equivalently, there exists an e´tale map
ι : X˜ → X , whose image contains O, such that fj ◦ ι are algebraic functions on X˜ .
Let Y˜ = ι−1Y . Choose any O˜ ∈ ι−1(O). Analytically, the germ (Y , O) together with
functions (fj)1≤j≤r is isomorphic to the germ (Y˜ , O˜) together with functions (fj◦ι)1≤j≤r.
Therefore, by replacing (Y , O) ⊂ (X , O) with (Y˜ , O˜) ⊂ (X˜ , O˜) and replacing (fj)1≤j≤r
with (fj ◦ ι)1≤j≤r, we can assume all fj are algebraic functions on (X , 0).
Next, we need to reduce to the case when X , Y and fj are all defined over Q¯. We
can simply take a common log resolution pi : X ′ → X such that
• every irreducible component of pi−1(O) is of codimension 1;
• pi−1(Y ) is smooth and birational to Y ;
• (f ◦ pi)−1(O) is a normal crossing divisor in X ;
• (f ◦ pi)−1(O) ∩ pi−1(Y ) is a normal crossing divisor in Y ;
• the center of each blow-up is contained in the zero locus of f or the singular locus
of Y . In other words, pi is an isomorphism over X \ (Ysing ∪ f
−1(0)).
Then the same argument as in Proposition 2.6 allows us to deform X , Y and fj si-
multaneously to varieties and functions defined over Q¯ without changing the small ball
complement U and the map F = (fj)1≤j≤r : U → (C
∗)r, up to homotopy.
Finally, we need to define the D-module cohomology jump loci and relate them with
the local system jump loci as Theorem 3.3. Since the construction and the proofs are
essentially same as in Section 3, we shall only sketch the main steps.
Let f =
∏
1≤j≤r fj . Consider the diagram
Y \ (f−1(0) ∩ Y )
p
//
q

X \ f−1(0)
j

F
// (C∗)r
{O}
u
// Y
i
// X
The maps i, j, p, q, u are the natural embeddings, j and q are open, and the square in
the middle is cartesian. Everything is defined over Q¯.
Define the D-module cohomology jump loci of F in (Y , O) by
Σik(F,Y , O) =
{
α ∈ Cr | dimCH
i
(
u⋆ ◦ i+
(
DX [s]f
s ⊗C[s] C[s]/(s− α)
))
≥ k
}
.
Here DX is the ring of algebraic linear differential operators on X , and DX [s]f
s and
C[s]/(s − α) are the same as in Section 3. Recall that the special pullback i+ on
LOCAL SYSTEMS ON ANALYTIC GERM COMPLEMENTS 19
D-modules is the D-module counterpart of the special pullback i! on complexes of con-
structible sheaves.
Since everything in the diagram above is actually defined over Q¯, it follows as in
Section 3 that Σik(F,Y , O) is invariant under the obvious action of Gal(C/Q¯) on C
r.
Next, we claim that when the real part of each αi is sufficiently negative, α =
(αi)1≤i≤r ∈ Σ
i
k(F,Y , O) if and only if Exp(α) ∈ (F
∗)−1(V i+2m−nk (U)), where m = dimY
and n = dimX . By the Riemann-Hilbert correspondence, as before, the first of these
conditions is equivalent with
(4) dimCH
i(u−1 ◦ i! ◦Rj∗(Lα[n])) ≥ k,
where Lα is the local system on X \f
−1(0) obtained as the pullback under F of Exp(α) ∈
MB((C
∗)r). Since the square in the diagram above is cartesian,
i! ◦Rj∗ = Rq∗ ◦ p
!.
Since p is an embedding of smooth irreducible varieties,
p!(Lα[n]) = D ◦ p
−1(L−α[n]) = D(p
−1L−α[n]) = p
−1(Lα)[2m− n],
where D is the Verdier dual. Hence (4) is equivalent to
dimCH
i(u−1 ◦Rq∗(p
−1(Lα)[2m− n])) ≥ k.
This is equivalent with
dimCH
i+2m−n(u−1 ◦Rq∗(p
−1(Lα))) ≥ k.
As before, the pullback u−1 is the stalk at O, and hence the left-hand side computes the
cohomology of p−1(Lα) on the small ball complement U . This proves the claim.
Thus, we proved the analog of Theorem 3.3. Now, we can apply Theorem 4.3 to finish
the proof of the theorem. 
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