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SHARP RELAXATION RATES FOR PLANE WAVES OF REACTION-DIFFUSION SYSTEMS
FAZEL HADADIFARD AND ATANAS G. STEFANOV
ABSTRACT. It is well-known and classical result that spectrally stable traveling waves of a general
reaction-diffusion system in one spatial dimension are asymptotically stable with exponential
relaxation rates. In a series of works in the 1990’s, [7, 9, 11, 16], the authors have considered plane
traveling waves for such systems and they have succeeded in showing asymptotic stability for
such objects. Interestingly, the (estimates for the) relaxation rates that they have exhibited, are all
algebraic and dimension dependent. It was heuristically argued that as the spectral gap closes in
dimensions n ≥ 2, algebraic rates are the best possible.
In this paper, we revisit this issue. We rigorously calculate the sharp relaxation rates in L∞
based spaces, both for the asymptotic phase and the radiation terms. These turn out to be are in-
deed algebraic, but about twice better than the best ones obtained in these early works, although
this can be mostly attributed to the inefficiencies of using Sobolev embeddings to control L∞
norms by high order L2 based Sobolev space norms. Finally, we explicitly construct the leading
order profiles, both for the phase and the radiation terms. Our approach relies on the method of
scaling variables, as introduced in [3, 4] and in fact provides sharp relaxation rates in a class of
weighted L2 spaces as well.
1. INTRODUCTION
In this paper, we study the following general reaction-diffusionmodels{
ut =∆u+ f (u), x ∈Rn
u(0)= u0,(1.1)
where, n ≥ 2, u :Rn ×R+→Rm ,m ≥ 1, and f ∈C 4(Rn ,Rm). More precisely, we will be interested
in the dynamics of the solutionswith initial data close to plane waves, that is the dynamics near
plane waves. Existence and stability of such waves in the case n = 1 is a classical subject, with a
vast literature associated to it.
In order to introduce the problem and some notations, assume that there exist steady states
φ± ∈Rm , so that f (φ±)= 0. Next, we assume that n = 1 and there exists solutions of (1.1), in the
form u(t ,x)=φ(x−ct ). That is, φ satisfies the one-dimensional profile equation,
(1.2) φ′′(z)+cφ′(z)+ f (φ(z))= 0,z ∈R.
We also assume that limz→±∞φ(z) = φ±, with exponential rates of convergence, although the
exponential rate of convergence can be replaced with a weaker, but nevertheless strong enough
algebraic rate. In any case, our standing assumption is that for some υ> 0, there is
|φ(z)−φ−| ≤Ceυz ,z < 0; |φ(z)−φ+| ≤Ce−υz ,z > 0
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Finally, we assume that the localized function φ′ : φ′ ∈ H2(R). Another relevant object for the
stability theory is the (one-dimensional) linearized operator about the wave, namely
L1 = ∂zz +c∂z +D f (φ), D(L1)=H2(R).
Saying that φ is spectrally stable amounts to σ(L1) ⊂ C− = {λ : ℜλ ≤ 0}. Very often, waves like
that enjoy the strong spectral stability property,namely that1σ(L1)⊂ {0}∪{λ :ℜλ≤−δ} for some
δ> 0. It is a classical result by now that for the n = 1 problem ut = uxx + f (u) such solutions are
asymptotically stable, [8, 14], and in fact they enjoy exponential relaxation rates.
The situation becomes more interesting for the case of plane waves. We now introduce the
notion of plane wave solutions. These are in the form u(t ,x) = φ(κ · x − ct ), where κ ∈ Sn−1.
It is clear that φ satisfies the same one-dimensional profile equation, (1.2). In fact, without
loss of generality, we may assume that κ = (1,0, . . . ,0) as the problem is rotationally invariant.
These solutionsφ, if they exist, are referred to as plane waves. Since all statements we make for
travelingplanewaves in the formφ(x1−ct ,x2, . . . ,xn) will be easily translatable for general plane
waves of the form φ(κ · x− ct ) for arbitrary κ ∈Sn−1, we henceforth concentrate on the case of
waves in the form φ(z − ct ,x2, . . . ,xn). Passing to the moving frame of reference x1 − ct → z
renders the equation (1.1) in the form
(1.3) ut =∆u+c∂zu+ f (u),x ∈Rn ,
To reiterate, going forward, we consider stationary solutions of (1.3), instead of traveling waves
for (1.1). This is, as discussed above, an equivalent problem.
The study of the plane waves and their stability has attracted a lot of interest over the last
thirty years. The following, very incomplete, list [1, 2, 5, 6, 9, 10, 11, 12, 13, 14, 15, 16], consists
of mostly recent references as well as various applications to the sciences.
We have already mentioned about asymptotic stability for these waves, so it is time for some
rigorous introductions. More specifically, asymptotic stability in this contextmeans that for any
initial data u0, close to the plane wave φ in an appropriate norm, there is an asymptotic phase
σ(t , y),x = (z, y), so that the radiation term tends to zero, i.e.
(1.4) lim
t→∞‖u(t ,z, y)−φ(z−σ(t , y))‖X = 0,
for some appropriate function space X in the variables (z, y) ∈R×Rn−1. It should bementioned
that the introduction of a (t , y) dependent asymptotic phase σ is absolutely necessary in order
for an estimate like (1.4) to hold true. See for example Remark 1.3 in [9].
Regarding specific results about asymptotic stability of plane waves, let us begin by stating
that the general question has been resolved, for the generality that we are interested in, in a
very satisfactory fashion, in the works [7, 9, 11, 16]. Subsequently, and in amore general context
in [5, 6, 12, 13, 15], For some of these later results, the authors consider degenerate systems
appearing in certain combustion and biological applications, where the spectral gap property
fails even in one spatial dimension. These works necessitates the introduction of exponentially
weighted spaces to effectively create such spectral gap, but this will be outside the scope of this
paper. We shall instead concentrate on the easier and yet not very well-understood case, where
we start with a spectral gap in one spatial dimension, i.e. the setup in [9, 11, 16].
In order to summarize the state of the art, the results in these papers establish that as soon
as n ≥ 2, there is an algebraic in time estimate for the relaxation rates in various Sobolev norms.
1Here observe that 0 is automatically in the spectrum as corresponding to a translational invariance or just by
virtue of taking ∂z in the profile equation (1.2).
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This is indeed in sharp contrast with the case of one spatial dimension, where under the same
spectral assumptions (see the discussion below Assumption 1), one can show, see [8, 14], that
both the radiation and the phase go to zero at an exponential rate.
1.1. Linearized operators. Let us introduce the full linearized operator for the plane wave that
arises. Namely
L =∆+c∂z +D f (φ)= L1+∆y ,D(L)=H2(Rn).
Clearly, L is a closed operator. Due to our assumptions, φ is a bounded function, whence L is a
(non self-adjoint) Schrödinger operator with a drift term. It is a classical fact that for the related
one dimensional operator, we have L1[φ
′] = 0, which is obtained by differentiating the profile
equation (1.2) in z. This is of course nothing but a manifestation of the fact that the problem
is translationally invariant and hence zero is an eigenvalue. As we have alluded to above, the
spectral stability of the wave φ, as a solution to the one dimensional model (1.3), consist in the
fact that σ(L1) ⊂ {z : ℜz ≤ 0}. Moreover, we shall need to require that in fact its spectrum is
a fixed distance δ > 0 away from the marginal axes ℜz = 0, except for the translational eigen-
value at zero, which we assume to be simple. More specifically, we make the following standing
assumption henceforth.
Assumption 1. We assume that there exists δ> 0, so that the spectrum of L1 in H1(R) satisfies
(1.5) σ(L1) \ {0}⊂ {λ :ℜλ≤−δ}
Moreover, the eigenvalue at zero is simple, with an eigenfunction φ′.
Having the spectral gap condition (1.5), and under appropriate conditions on f ,φ, allows
one to show that the wave φ is asymptotically stable, with exponential decay of the radiation
term, with an exponential rate of essentially e−(δ−ǫ)t . This goes back to at least the classical
works [1, 8]. In the case of plane waves, one has L instead of L1 as a linearized operator, which
destroys the spectral gap property. In fact, since L = L1+∆y , a direct computation shows that
L[φ′(z)e ik·y ]=−k2φ′(z)e ik·y ,
whence it becomes immediately clear that the continuous spectrum of L contains the whole
negative real axes. In particular, it touches the imaginary axes at zero, so that the corresponding
semigroup e tL has at best polynomial rate of decay. Heuristically, one expects no better from
the nonlinear problem, so polynomial in time bounds seem indeed the best possible in (1.4).
This is however an open problem, and one of the goals of this paper is to establish this rig-
orously. In fact, we aim at establishing the optimal decay rates in these asymptotic results. We
achieve that by requiring slightly more localized initial perturbations v0 := u0−φ, namely that
v0 resides in an appropriate (power) weighted L
2 space, see Section 1.2 below. Before we state
our concrete results, let us discuss the setup of the asymptotic stability result. This part follows
the work of Kapitula, [9], but note that we introduce weighted spaces for the purposes of our
analysis later on.
1.2. Setup of the asymptotic profile equations. We start with the Riesz projection for L1, asso-
ciated with the isolated and simple eigenvalue at zero. Namely, for a small ǫ, introduce
(1.6) P0u =
1
2πi
∫
|λ|=ǫ
(λ−L1)−1d λ
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As zero is a simple eigenvalue, with an eigenfunction φ′, it follows by the Riesz representation
theorem2 that for u ∈ L2(R), P0u = 〈ψ,u〉φ′, where ψ ∈ H2(R) and in fact L∗ψ = 0, with the
normalization, 〈ψ,φ′〉 = 1, see [10]. In addition, we define Q0 = Id −P0, and both operators
commute with L1. While the operators P0,Q0 act upon functions of the first variable only, we
may also consider their action on functions, which depend on the remaining variables t , y as
well.
Introduce the weighted L2(m)(Rn−1) spaces, or L2(m) for short, as follows
L2(m)=
{
f :Rn−1→R : ‖ f ‖L2(m) =
(∫
Rn−1
(1+|y |2)m | f (y)|2dy
)1/2
<∞
}
.
for somem ∈R. Also, define
H1(m)= { f :Rn−1→R : f ,∇y f ∈ L2(m)}.
Note that all the spaces in this section are based on functions on Rn−1, due to the fact that
y ∈ Rn−1. In anticipation of our analysis later, we introduce the spaces (H1(m)∩W 1,∞)yH1z for
functions f (y,z), where the norm is taken as follows
‖ f ‖2
(H1(m)∩W 1,∞)yH1z
=
∑
a,b∈{0,1}
[
∫
Rn
|∇az∇by f (y,z)|2(1+|y |2)mdydz+ sup
y∈Rn−1
‖∇az∇by f (z, y)‖2L2z ]
As is clear from the definition above, we shall adopt the notion that all norms in the z variable
shall be always taken first. Introduce the complementary subspaces
N = {u ∈ (H1(m)∩W 1,∞)yH1z :u = P0u}
R = {u ∈ (H1(m)∩W 1,∞)yH1z :u =Q0u}.
Clearly (H1(m)∩W 1,∞)yH1z =N +R, in the sense that every function in the base space3
(H1(m)∩W 1,∞)yH1z is uniquely representable as a sum of two functions in N and R respec-
tively. We need the following lemma4
Lemma 1. There exists ǫ0 > 0 and a constant C , so that for all w : ‖w‖(H1(m)∩W 1,∞)yH1z < ǫ0, one
can find unique and small (v(w),σ(w)) ∈R×H1(m)∩W 1,∞, so that
‖v(w)‖(H1(m)∩W 1,∞)yH1z +‖σ(w)‖H1(m)∩W 1,∞ <Cǫ0
and
(1.7) φ(z)+w(z, y)=φ(z−σ(y))+v(z, y).
The proof of the lemma involves a standard application of the implicit function theorem, but
its proof will be presented in the Appendix for completeness. Note that we can apply Lemma 1
and in particular decomposition (1.7) for time dependent perturbations, so long as the small-
ness condition is satisfied.
2In this work, we only use real-valued functions, so the dot product is symmetric 〈ψ,u〉 = 〈u,ψ〉
3Here, we would like to note that our base space is a bit different than the one used by the previous authors,
who preferred to use high order Sobolev spaces, which control L∞(Rn).
4see Lemma 2.2 in [9] for a similar statement, in high order Sobolev spaces.
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Using the ansatz provided by (1.7), and as long as ‖w(t , ·)‖(H1(m)∩W 1,∞)yH1z << 1, the equation
(1.3) is transformed into the following system of equations
vt = Lv +Q0H(φσ,v)+Q0N1(σ,∇y ·σ,v)
σt =∆yσ+N2(σ,∇y ·σ,v),
v(0)= v0, σ(0)=σ0
(1.8)
where φσ(z) :=φ(z−σ(t , y)) and5
H(φσ,v)= f (v +φσ)− f (φσ)−D f (φσ)=:
1
2
D2 f (φσ)v
2+E (v)
N2(σ,∇y ·σ,v)=K1(σ)(∇y ·σ)2+K2(σ)
(
〈ψ,H(φσ,v)〉+ (D f (φσ)−D f (φ))v〉
)
N1(σ,∇y ·σ,v)=N2(σ,∇y ·σ,v)φ′σ+
(
D f (φσ)−D f (φ)
)
v + (∇y ·σ)2φ′′σ
K1(σ)=−
〈ψ,φ′′σ〉
〈ψ,φ′σ〉
, K2(σ)=
1
〈ψ,φ′σ〉
.
This is in fact done in great details then in [9], see equations (2.28), (2.29) on p. 261 there. One
of the important points, [9], is that with ‖σ‖L∞ << 1 guaranteed by Lemma 1, we have that
〈ψ,φ′σ〉 = 〈ψ,φ′〉+〈ψ,φ′σ−φ′〉 = 1+O(σ), whence the denominators in the coefficients K j (σ), j =
1,2 are away from zero.
The error term is of the form
(1.9) E (v)= f (v +φσ)− f (φσ)−D f (φσ)v −
1
2
D2 f (φσ)v
2 =O(v3),
under the assumption f ∈ C 3(R) and φ is a bounded function. We provide further concrete
estimate on E (v) later on, where we shall need to assume f ∈C 4, since spatial derivatives on E
need to be taken. See the proof of Lemma 4 below.
1.3. Main results. As we have already discussed, in this paper we provide the sharp time decay
rate for σ and v in (1.8). The following theorems are our main results.
Theorem 1. Let n ≥ 2 and m > n
2
+ 1. There exists small ǫ0 > 0 and a constant C , so that the
stationary solutions of (1.3)are asymptotically stable. More precisely, for all ǫ : 0< ǫ< ǫ0 and for
all u0 : ‖u0(z, y)−φ(z)‖(H1(m)∩W 1,∞)yH1z < ǫ, the solution to (1.3)with initial data u0 is global and
there exists σ ∈ L∞(R, (H1(m)∩W 1,∞)), so that
u(t ,z, y)=φ(z−σ(t , y))+v(t ,z, y), v =Q0v ∈ L∞(R, (H1(m)∩W 1,∞)yH1z )
with
‖σ(t , ·)‖L∞y ≤Cǫ(1+ t )−
n−1
2(1.10)
‖∇yσ(t , ·)‖L∞y ≤Cǫ(1+ t )−
n
2(1.11)
‖v‖L∞y,z ≤Cǫ(1+ t )−(n+
1
2 )(1.12)
Remarks:
5HereD2 f (φσ)v
2 is a quadratic form and it denotes the action of the Hessian matrix D2 f (φσ) on (v,v). We will
use the same convention later on for trilinear forms
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• The estimates for v can be stated in a more precise form as follows
‖v‖L∞y,z ≤C (ǫ2(1+ t )−(n+
1
2 )+ǫe− δ2 t ),
of which (1.12) is a corollary. In other words, there are two terms in the formula for v
- one linear in ǫ, but decaying exponentially in t (coming from free solutions), while
the other decaying at the right power rate, but quadratic in ǫ, which comes from the
Duhamel’s term and the nonlinearity respectively.
• The decay estimates in L∞yz norms (1.10), (1.12) should be compared with the estimates
in [16], [9]. As the arguments in these papers require the use of Sobolev embedding into
Hk spaces, it only provides the bound ‖σ‖L∞ ≤ Cǫ(1+ t )−
n−1
4 , whereas (1.10) is clearly
much better. In fact, (1.10) is sharp, as shown in Theorem 2 below. The estimate (1.12)
for v above is also clearly superior to the one provided in [9].
• We have more estimates for σ,v than the one stated in Theorem 1. In particular, v,σ
belong to weighted L2 spaces and in fact, one can write estimates as follows - for every
0≤ m˜ ≤m, (∫
Rn−1
|σ(t , y)|2|y |2m˜dy
)1/2
≤Cǫ(1+ t )− 12 ( n−12 −m˜),
This estimate gives an algebraic decay for m˜ < n−1
2
, but they are true even if m˜ is larger,
that is the corresponding weighted L2 norms may be growing in t . In the case m˜ = 0,
these become the usual L2 spaces. One can in fact see that the result, in this case exactly
matches the L2 bounds in [9].
• One disadvantage of our method is that one cannot get estimates for ∇2yσ nor ∇2yv (and
higher order derivatives), due to a technical issue that arises in the scaled variable analy-
sis, see the remark after Proposition 3 below. Such estimates are clearly possible, as was
demonstrated in [9]. On the other hand, we believe that this is really a technical issue,
which we have not explored further.
The rates established in Theorem 1 are sharp. Specifically, we have the following result, which
we formulate as a separate theorem.
Theorem 2. Under the assumptions of Theorem 1, the estimates (1.10), (1.11) and (1.12) are
sharp. More precisely, let u0 : ‖u0(y,z)−φ(z)‖(H1(m)∩W 1,∞)yH1z < ǫ and σ0 ∈ H
1(m)∩W 1,∞, v0 =
Q0v0 ∈ (H1(m)∩W 1,∞)yH1z be the unique pair guaranteed by Lemma 1, so that
u0(y,z)=φ(z−σ0(y))+v0(z, y).
Then, we have the following∥∥∥∥∥σ(t , ·)− (
∫
Rn−1σ0(y)dy)
(1+ t ) n−12
G
( ·p
1+ t
)∥∥∥∥∥
L∞y
≤ Cǫ
2
(1+ t ) n2
,(1.13)
∥∥∥∥∂ jσ(t , ·)− (
∫
Rn−1σ0(y)dy)
(1+ t ) n2
(∂ jG)
( ·p
1+ t
)∥∥∥∥
L∞y
≤ Cǫ
2
(1+ t ) n+12
, j = 1, . . . ,n−1,(1.14)
where G(y)= (4π)−n−12 e− |y |
2
4 . In particular, assuming that
∫
Rn−1σ0(y)dy 6= 0, we have the asymp-
totics
‖σ(t , ·)‖L∞y ≃ ǫ(1+ t )−
n−1
2 , ‖∇σ(t , ·)‖L∞y ≃ ǫ(1+ t )−
n
2
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Regarding v, we have that for6 n ≥ 3,
(1.15) ‖v(t ,z, y)+ (
∫
Rn−1σ0(y)dy)
2
(4π)n−1
e−
|y |2
2(t+1)
(t +1)n+ 12
L−11 Q0[φ
′′](z)‖L∞z,y ≤C (ǫ2(1+ t )−n−1+ǫe−
δ
2 t ).
whereas for n = 2,
(1.16) ‖v(t ,z, y)+ (
∫
R
σ0(y)dy)
2
4π
e−
|y |2
2(t+1)
(t +1) 52
L−11 Q0[φ
′′](z)‖L∞z,y ≤C (ǫ3(1+ t )−
5
2 +ǫ2(1+ t )−3+ǫe− δ2 t ).
In particular, if
∫
Rn−1σ0(y)dy 6= 0, we have the asymptotics
(1.17) ‖v(t , ·)‖L∞y,z ≃ ǫ2(1+ t )−n−
1
2 .
Remarks:
• The asymptotic expansion for σ improves both in the order of ǫ and the decay rate - the
leading order term is order ǫ(1+ t )−n−12 , while the error is ǫ2(1+ t )−n2 . This is due to the
fact that the leading order term entirely originates from the free solution.
• In contrast, the expansion for v has a main term, which is ǫ2(1+ t )−n− 12 and two to three
types of error terms - an exponentially decaying in t , but linear in ǫ (originating from
initial data) and faster decaying, but still quadratic in ǫ terms, originating from various
other nonlinear terms. In the case n = 2, we recover yet another term, which decays like
the main term, but it is order of ǫ smaller. Most importantly, the structure of the error
terms guarantees (1.17).
2. PRELIMINARY STEPS
In this section, we transform the evolution equation (1.8) into an equivalent one, through the
use of the so-called scaling variables.
2.1. The evolution system in scaling variables. Introduce the scaling variables
τ= ln(1+ t ), η j =
y jp
1+ t
, j = 2, . . . ,n.
In these independent variables, set the new dependent variables V ,Γ as follows
v(z, y, t )= 1
1+ t V
(
z,
yp
1+ t
, ln(1+ t )
)
, σ(y, t )= 1p
1+ t
Γ
(
yp
1+ t
, ln(1+ t )
)
.
6note that L1 is invertible onQ0[L
2
z ] or L
−1
1 Q0 is well defined
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Straightforward computations show
vt = −
1
(1+ t )2V −
1
2
1
(1+ t )2
yp
1+ t
·∇ηV +
1
(1+ t )2Vτ,∆yv =
1
(1+ t )2∆ηV ,
L1v =
1
1+ t L1V , H(φσ,v)=
1
2
1
(1+ t )2D
2 f (φ 1p
1+t Γ
)V 2+E ((1+ t )−1V ),
(∇y ·σ)2φ′′σ =
1
(1+ t )2 (∇η ·Γ)
2φ′′ 1p
1+t Γ
N2(σ,∇y ·σ,v) =
1
(1+ t )2
[
K1((1+ t )−1/2Γ)(∇η ·Γ)2+2K2((1+ t )−1/2Γ)D2 f (φ 1p
1+t Γ
)〈ψ,V 2〉
]
+ K2((1+ t )−1/2Γ)〈ψ,E ((1+ t )−1V )〉+
+ 1
1+ t K2((1+ t )
−1/2
Γ)〈ψ, (D f (φ 1p
1+t Γ
)−D f (φ))V 〉 =: 1
(1+ t )2N2(Γ,∇η ·Γ,V )
σt = −
1
2
1
(1+ t ) 32
Γ− 1
2
1
(1+ t ) 32
yp
1+ t
·∇η ·Γ+
1
(1+ t ) 32
Γτ, ∆yσ=
1
(1+ t ) 32
∆ηΓ
N1(σ,∇y ·σ,v) =
1
(1+ t )2N2(Γ,∇η ·Γ,V )φ
′
1p
1+t Γ
+ 1
1+ t
(
D f (φ 1
(
p
1+t )Γ
)−D f (φ)
)
V +
+ 1
(1+ t )2 (∇η ·Γ)
2φ′′ 1p
1+t Γ
=: 1
(1+ t )2N1(Γ,∇η ·Γ,V ).
So, we have introduced a new set of nonlinearities, which in the new variables (τ,η) take the
form
H(Γ,V ) = 1
2
D2 f (φ
e
− τ2 Γ
)V 2+e2τE (e−τV ),
N2(Γ,∇η ·Γ,V ) = K1(e−
τ
2Γ)(∇η ·Γ)2+
1
2
K2(e
− τ2Γ)
(
D2 f (φ
e−
τ
2 Γ
)〈V 2,ψ〉
+ e2τK2(e−
τ
2Γ)〈ψ,E (e−τV )〉+2eτ〈ψ, (D f (φ
e
− τ2 Γ
)−D f (φ))V 〉
)
,
N1(Γ,∇η ·Γ,V ) = N2(Γ,∇η ·Γ,V )φ′
e−
τ
2 Γ
+eτ
(
D f (φ
e
− τ2 Γ
)−D f (φ)
)
V +e− τ2 (∇η ·Γ)2φ′′
e−
τ
2 Γ
.
Therefore the system (1.8) is transfered into the system{
Vτ = (Lη+ 12 )V +eτL1V +Q0H(Γ,V )+Q0N1(Γ,∇η ·Γ,V )
Γτ =LηΓ+e−
τ
2N2(Γ,∇η ·Γ,V )
(2.1)
where H ,N1,N2 are defined above and the operatorLη is defined as
(2.2) Lη =∆η+
1
2
η ·∇η+
1
2
.
We finish this subsection by stating the variation of constant formula for (2.1). Note that this is
slightly non-standard, due to the τ dependence of the linear operator, i.e. the term eτL1 term,
in the equation for V . It should be noted that L1 generates a C0 semigroup on the Sobolev
space H1(R) (see Lemma 2 below), while the operator Lη generates a semigroup, but on specific
weighted L2 based spaces, see Section 2.2 below. Thus, since the action in the variable z and
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the variable η are independent, we may in fact write the system for (V ,Γ) as follows
V = eτ(Lη+ 12 )eeτL1V0+
∫τ
0
e (τ−s)(Lη+
1
2 )e (e
τ−es )L1[Q0H(Γ,V )+Q0N1(Γ,∇η ·Γ,V )(s)]ds(2.3)
Γ = eτLηΓ0+
∫τ
0
e (τ−s)Lηe−
s
2N2(Γ,∇η ·Γ,V )(s)ds,(2.4)
where V0,Γ0 are the initial data of the variables V ,Γ. Note that by the scaling variables assign-
ments, V0(z, y)= v0(z, y),Γ0(y)=σ0(y).
It becomes clear by this last formulas that in order to study the long time properties of the
system (2.3), (2.4), it will be helpful to know about spectral properties of Lη and estimates of the
associated semigroup.
2.2. The operator Lη - spectral information and the associated semigroup. For this section,
note that the spaces that we introduce are based on Rn−1, instead of the usual Rn . This is due to
the fact that the scaling variables transformation is performed only in the variables y ∈Rn−1.
The following results are due to Gallay-Wayne, see Theorem A.1 in [3]. Note however that the
operatorL appearing in [3], satisfiesLη =L − N−12 and N = n−1.
Proposition 1. Let m ≥ 0 and Lη be the linear operator (2.2) acting on L2(m), and
G(η)= (4π)−n−12 e− |η|
2
4 . Then, its spectrum consists of7 σ(Lη)=σd (Lη)∪σc (Lη), where
(1) The discrete spectrum is
σd (Lη)=
{
λk ∈C :λk =−
n+k−2
2
;k = 0,1,2, · · ·
}
.
(2) The continuous spectrum is
σc(Lη)=
{
λ ∈C :ℜλ≤−n+5
4
−m
2
}
.
Moreover, for m > n−1
2
, the largest element of σ(Lη) is the eigenvalue λ0 = −n−22 is simple, with
an eigenfunctionG, which satisfies
LηG =λ0G , σ(Lη) \ {−
n−2
2
}⊂ {λ :ℜλ≤−n−1
2
}
In our next proposition, we discuss the semigroup generation properties.
Proposition 2. The operator Lη defines a C0 semigroup on L
2(m)(Rn−1). We have the following
formula for its action
á(eτLη f )(ξ) = e−n−22 τe−a(τ)|ξ|2 f̂ (e− τ2ξ),(2.5)
(eτLη f )(η) = e
τ
2(
4πa(τ)
)n−1
2
∫
Rn−1
G
(
η−η′
2a(τ)
1
2
)
f (e
τ
2η′)dη′,(2.6)
where a(τ)= 1−e−τ.
The semigroup formulas (2.5) and (2.6) are also taken from [3] (see statement 4, Theorem
A.1), with the readjustments due to the different constant and the fact that Lη acts on n − 1
variables.
7this is a not necessarily disjoint partition, as some eigenvalues are embedded into the continuous spectrum
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Finally, we state some estimates about the action of the semigroup eτLη on L2(m)(Rn−1). A
version of these are in fact needed for the determination of the spectrum σ(Lη), but they have
already been proved in Proposition A.2, [3]. Even though these are well-known, we state them
explicitly and provide some calculations for them, as our normalizations are slightly different
than [3], which may create an element of confusion.
2.3. Spectral projections and estimates for eτLη on L2(m). Fixm > n
2
+1. The spectral projec-
tions corresponding to the eigenspaces of Lη can be constructed explicitly, [3], but we will not
do so here. Instead, we just construct the one corresponding to the first eigenvalue λ0(Lη) =
−n−2
2
. Recall that its eigenspace is one dimensional, spanned byG . Accordingly, we shall need
an eigenvector e∗ for the adjoint operator, so thatL ∗e∗ =−n−22 e∗. But since
L
∗
η =∆η−
1
2
η ·∇η−
n−2
2
.
So, it is easy to see that e∗ = 1 is an eigenfunction8 for L ∗η and since our normalization for
G is chosen so that 〈1,G〉 = (4π)−n−12
∫
Rn−1 e
− |η|
2
4 dη = 1, it holds that e∗ = 1. Thus, we have the
convenient formula
P0 f (η)=
(∫
Rn−1
f (η′)dη′
)
G(η)= 〈 f ,1〉ηG(η)
and Q0 = Id −P0.
Proposition 3. Let m > n+1
2
. Then, for all α ∈Nn−1, there exists Cα > 0 such that
(2.7) ‖∇α(eτLηQ0 f )‖L2(m)(Rn−1) ≤Cα
e−
n−1
2 τ
a(τ)
|α|
2
‖ f ‖L2(m)(Rn−1),
for all f ∈ L2(m) and all τ> 0.
Remark: The appearance of the factors a(τ)
|α|
2 in the denominator makes the control of
second and higher order derivatives, such as ∇2ηΓ,∇2ηV , problematic. The reason is that for
0 < τ < 1, a(τ) ∼ τ and we need an integrable in τ functions sitting on the right-hand side of
(2.7).
Proof. This proposition is proved in [3], see Proposition A.2, we have justmade the adjustments
for the constants and the dimension of the space. Note that the exponent n−1
2
on the right hand
side of the estimate is consistent with the assertion that σ(LηQ0)⊂ {ℜλ≤−n−12 }.
We just copy estimate (92) from Proposition A.2 in [3], and we take into account that Lη =
L− n−2
2
, where the operator L is the semigroup generator in [3]. Thus, we obtain (2.7). 
Finally, we need an estimate of the following type.
Proposition 4. Let m > n
2
and a ∈N. Then,
(2.8) ‖∇aeτLη f ‖L∞(Rn−1) ≤C
e−
n−2
2 τ
a(τ)
a
2
(
‖ f ‖L∞(Rn−1)+‖ f ‖L2(m)((Rn−1))
)
.
8belonging to the dual space L2(−m)(Rn−1)
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We get the following improvement, when the semigroup is acting on the co-dimension one sub-
space Q0[L
2(m)] and m > n
2
+1,
(2.9) ‖∇aeτLηQ0 f ‖L∞(Rn−1) ≤C
e−
n−1
2 τ
a(τ)
a
2
(
‖ f ‖L∞(Rn−1)+‖ f ‖L2(m)((Rn−1))
)
.
Proof. We divide the proof into the cases of τ< 1 and τ≥ 1. For τ< 1 we use the definition (2.6)
in our calculations. Indeed,
‖∇aeτLη f ‖L∞ ≤C
e
τ
2
(a(τ))
n+a−1
2
‖
∫
Rn−1
∇aG( η−η
′
(a(τ))
1
2
) f (e
τ
2η′)dη′‖L∞
≤ C
‖∇aG( ·
(a(τ))
1
2
)‖L1(Rn−1)‖ f (e
τ
2 ·)‖L∞(Rn−1)
(a(τ))
n+a−1
2
≤ C‖∇
aG‖L1(Rn−1)‖ f ‖L∞(Rn−1)
(a(τ))
a
2
≤ C‖ f ‖L∞(Rn−1)
(a(τ))
a
2
.
Since for τ< 1, e n−22 τ is bounded, we have
‖eτLη∇a f ‖L∞ ≤
Ce−
n−2
2 τ
(a(τ))
a
2
‖ f ‖L∞(Rn−1).(2.10)
We now turn our attention to the case τ≥ 1. We have,
‖∇aeτLη f ‖L∞ ≤Ce−
n−2
2 τ‖e−a(τ)|·|2 || · |a f̂ (e− τ2 ·)‖L1 =Ce−
n−2
2 τ
∫
Rn−1
e−a(τ)|ξ|
2 |ξ|a | f̂ (e− τ2ξ)|dξ
= e−n−22 τe (n+a−1)τ2
∫
Rn−1
e−a(τ)|e
τ
2 q|2 |q |a | f̂ (q)|dq
≤Ce a+12 τ
[∫
a(τ)|e τ2 q|2≤1
+
∞∑
i=1
∫
i≤a(τ)|e τ2 q|2≤i+1
](
e−a(τ)|e
τ
2 q|2 |q |a | f̂ (q)|
)
dq := J1+ J2.
Since | fˆ (q)| ≤ ‖ f ‖L1 ≤C‖ f ‖L2(m), becausem > n2 , we have
e−
a+1
2 τ J1 ≤
∫
a(τ)|e τ2 q|2≤1
e−a(τ)|e
τ
2 q|2 |q | j | f̂ (q)|dq ≤ ‖ f ‖L2(m)
∫
a(τ)|e τ2 q|2≤1
|q |adq
≤C‖ f ‖L2(m)
∫ e− τ2
a(τ)
1
2
0
r a+n−2dr ≤C e
− (a+n−1)τ2
a(τ)
a+n−1
2
‖ f ‖L2(m) ≤Ce−
(a+n−1)τ
2 ‖ f ‖L2(m),
since for τ> 1, a(τ)> 1
2
. In other words,
J1 ≤Ce−
(n−2)
2 τ‖ f ‖L2(m).
For J2 in a similar way, we have
e−
a+1
2 τ J2 ≤ ‖ f ‖L2(m)
∞∑
i=1
∫
i≤a(τ)|e τ2 q|2≤i+1
e−a(τ)|e
τ
2 q|2 |q |adq
≤C‖ f ‖L2(m)
∞∑
i=1
e−i
∫(i+1) e− τ2
a(τ)
1
2
i e
− τ2
a(τ)
1
2
r a+n−2dr ≤C‖ f ‖L2(m)e−
a+n−1
2 τ
∞∑
i=1
e−i
(
(i +1)a+n−1− ia+n−1
)
≤C‖ f ‖L2(m)e−
a+n−1
2 τ.
In other words,
J2 ≤Ce−
(n−2)
2 τ‖ f ‖L2(m).
12 FAZEL HADADIFRADAND ATANAS STEFANOV
Therefore for τ> 1 if we put both estimates for J1 and J2 together we get
‖∇aeτLη f ‖L∞ ≤Ce−
n−2
2 τ‖ f ‖L2(m).(2.11)
The proof of (2.8) is now is complete by putting the estimates (2.10) and (2.11) together. For the
estimate (2.9), we use that Q0 f = f −〈 f ,1〉ηG , so that 〈Q0 f ,1〉η = 〈 f ,1〉η−〈 f ,1〉η〈G ,1〉η = 0. So,Q0 f (0)= 0. Thus, in the estimates above, we can estimate
|Q0 f (q)| = |Q0 f (q)−Q0 f (0)| ≤ |q |‖∇Q0 f ‖L∞ ≤C |q |∫
Rn−1
|η||Q0 f (η)|dη≤C |q |‖Q0 f ‖L2(m),
where in the last inequality, we neededm > n
2
+1. In addition,
‖Q0 f ‖L2(m) ≤ ‖ f ‖L2(m)+|〈 f ,1〉η|‖G‖L2(m) ≤C‖ f ‖L2(m).
Plugging these estimates in the argument above, we gain a power of |q |, which gains an extra
power of e−
τ
2 over the estimate (2.8), which is reflected on the right-hand side of (2.9). 
3. LONG TIME ASYMPTOTICS - SETUP AND FURTHER REDUCTIONS
In this section, we study the precise asympotics of the radiation termV and the phase Γ.
3.1. Decomposing the evolution along the spectrum of Lη. Due to the fairly explicit spectral
information available about Lη, see Proposition 1, and the semigroup estimates in Proposi-
tions 3 and 4, it is beneficial to consider the system (2.3), (2.4) in L2(m) based spaces. For the
estimates to work, we need to take m to be large enough, say m > n+1
2
. In this space, the op-
erator Lη has at least one isolated eigenvalue λ0 = −n−22 corresponding to the eigenfunction
G(η)= (4π)−n−12 e− |η|
2
4 , recall η ∈Rn−1.
For conciseness, we set f˜ =Q0 f , that is all functions with a tilde hereafter will denote func-
tions in Q0(L
2(m)). With this set up, we decompose the solutions of the system of equations
(2.1) in the following way,
{
V (z,η,τ)=α(z,τ)G(η)+ V˜ (z,η,τ),
Γ(η,τ)= γ(τ)G(η)+ Γ˜(η,τ),(3.1)
where α(z,τ) = 〈V ,1〉η =
∫
Rn−1V (z,η,τ)dη and γ(τ) = 〈Γ,1〉η =
∫
Rn−1 Γ(η,τ)dη. In order to find
the representations of α and γ wemake 〈·,1〉 in (2.1),{
ατ = 〈Vτ,1〉η = 〈(Lη+ 12)V ,1〉η+eτ〈L1V ,1〉η+〈Q0H(Γ,V ),1〉η+〈Q0N1(Γ,∇ηΓ,V ),1〉η
γτ = 〈Γτ,1〉η = 〈LηΓ,1〉η+e−
τ
2 〈N2(Γ,∇ηΓ,V ),1〉η.
Some of the terms in this system can be simplified as follows
〈(Lη+
1
2
)V ,1〉η = 〈∆V ,1〉η+
1
2
〈η ·∇ηV ,1〉η+〈V ,1〉η =
1
2
∫
η ·∇V dη+〈V ,1〉η =−
n−3
2
α(z,τ),
〈L1V ,1〉η = L1α(z,τ).
Therefore, we obtain the ODE/PDE system
(3.2)
{
ατ(z,τ)=−n−32 α(z,τ)+eτL1α(z,τ)+〈Q0H(Γ,V ),1〉η+〈Q0N1(Γ,∇η ·Γ,V ),1〉η
γτ =−n−22 γ(τ)+e−
τ
2 〈N2(Γ,∇η ·Γ,V ),1〉η.
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Recall now that by our construction in (1.8), we had v =Q0v or equivalently P0v = 0. Clearly,
such a property transfers to the scaling variables9, that isQ0V =V ,P0V = 0. Consequently,
P0α(·,τ)= P0〈V (·,η,τ),1〉η = 〈P0V (·,η,τ),1〉η = 0
or equivalently α(z,τ)=Q0α(·,τ). Thus, the system (3.2), which consists of an ODE and a PDE,
has the following integral representation,
α(z,τ) = e−n−32 τeeτL1Q0α(z,0)+(3.3)
+
∫τ
0
e−
n−3
2 (τ−s)e (e
τ−es )L1Q0
[
〈H(Γ,V ),1〉η(s)+〈N1(Γ,∇η ·Γ,V ),1〉η(s)
]
ds,
γ(τ) = e−n−22 τγ(0)+
∫τ
0
e−
n−2
2 (τ−s)e−
s
2 〈N2(Γ,∇η ·Γ,V ),1〉η(s)ds.(3.4)
We also can find the representation of V˜ and Γ˜. For that, we project the system of equations
(2.1) away from the eigenvectorG . That is, we apply Q0 in (2.1). Note that all operations in the
z variable commute with the operations in the η variables, such as L1Q0 =Q0L1,Q0Q0 =Q0Q0
and so on. We obtain
V˜τ = (Lη+
1
2
)V˜ +eτL1V˜ +Q0[Q0H(Γ,V )+Q0N1(Γ,∇η ·Γ,V )],
Γ˜τ = LηΓ˜+e−
τ
2Q0N2(Γ,∇η ·Γ,V ).
Note that once again V˜ (z,η,τ)=Q0V˜ (z,η,τ). The system has the following integral representa-
tion,
V˜ (z,η,τ) = e (Lη+ 12 )τeeτL1Q0V˜0+(3.5)
+
∫τ
0
e (Lη+
1
2 )(τ−s)Q0e (e
τ−es )L1Q0
[
H(Γ,V )(s)+N1(Γ,∇η ·Γ,V )(s)
]
ds
Γ˜(η,τ) = eτLηΓ˜0+
∫τ
0
eLη(τ−s)Q0e−
s
2N2(Γ,∇η ·Γ,V )(s)ds.(3.6)
Thus, we have reduced matters to the system (3.3), (3.4), (3.5), (3.6). Our next goal is to show a
small data, global regularity result for this system.
3.2. The function space. We now introduce a function space X . Of course, the time decay
exponents are chosen appropriately so that the argument eventually closes. More specifically,
‖(α,β,V˜ , Γ˜)‖X := sup
τ>0
{
e (n−
1
2 )τ‖α(·,τ)‖H1z +e
n−2
2 τ|γ(τ)|
}
+
+ sup
τ>0
{
e (n−
1
2 )τ‖V˜ ‖L2(m)H1z +e
(n− 12 )τ‖V˜ ‖L∞η H1z
}
+
+ sup
τ>0
{
e
n−1
2 τ‖Γ˜‖H1(m)+e
n−1
2 τ‖Γ˜‖L∞η +e
n−1
2 τ‖∇ηΓ˜‖L∞η
}
.
Here, recall the convention ‖ f ‖L∞η H1z = ‖‖ f ‖H1z ‖L∞η .
9the operators P0,Q0 are acting in the variable z, which is independent on the action in the scaled variable η
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3.3. Asymptotics in the scaling variables system. The following is the main result, describing
the asymptotics of the evolution in the scaling variables. We just note that by the setup in the
scaling variables, the initial data in the scaling variables coincides with the initial data in the
original variables.
Theorem 3. There exists ǫ0 > 0 and a constant C0, so that for every ǫ : 0< ǫ< ǫ0 and initial data
(α0,γ0,V˜0, Γ˜0)= (α,γ,V˜ , Γ˜)|τ=0 satisfying
(3.7) ‖α(·,0)‖H1z +|γ(0)|+‖V˜0‖H1zH1(m)+‖V˜0‖H1z L∞η +‖Γ˜0‖H1(m)+‖Γ˜0‖L∞η +‖∇ηΓ˜0‖L∞η < ǫ,
the system (3.3), (3.4), (3.5), (3.6) has an unique solution in the ball BX (0,C0ǫ), with the given
initial data. That is, it satisfies
‖α(·,τ)‖H1z ≤C0ǫe
−(n− 12 )τ, |γ(τ)| ≤C0ǫe−
n−2
2 τ(3.8)
‖V˜ (τ, ·)‖L2(m)H1z∩L∞η H1z ≤C0ǫe
−(n− 12 )τ(3.9)
‖Γ˜(τ, ·)‖H1(m)∩L∞η +‖∇ηΓ˜(τ, ·)‖L∞η ≤C0ǫe
−n−12 τ.(3.10)
In particular, taking into account (3.1),
‖V (τ, ·)‖L2(m)H1z∩L∞η H1z ≤C0ǫe
−(n− 12 )τ(3.11)
‖Γ(τ, ·)‖H1(m)∩L∞η +‖∇ηΓ(τ, ·)‖L∞η ≤C0ǫe
−n−22 τ.(3.12)
The proof of Theorem 3 occupies Section 4 below. We onlymention that as a consequence of
it and the relations (3.11), (3.12), we derive the asymptotics of the solutions (v,σ) of the system
(1.8). More precisely, taking into account the scaling variables definition, we obtain
‖σ(t , ·)‖L∞y ≤Cǫ0(1+ t )−
n−1
2 , ‖∇yσ(t , ·)‖L∞y ≤Cǫ0(1+ t )−
n
2
‖v‖L∞η,z ≤Cǫ0(1+ t )−(n+
1
2 )
These are precisely the claims in (1.10), (1.11) and (1.12).
4. LONG TIME ASYMPTOTICS - PROOF OF THEOREM 3
We perform a fixed point argument in a sufficiently small ball of X . To that end, we view the
question for solvability as a fixed point problem in the schematic form
(α,γ,V˜ , Γ˜)= free solutions+Φ(α,γ,V˜ , Γ˜),
where Φ is defined as the Duhamel terms in the right-hand sides of (3.3), (3.4), (3.5), (3.6). The
existence and uniqueness of the fixed point will be established, once we can show that there ex-
ists a sufficiently small ǫ> 0 and aC (depending on parameters, but not on ǫ), so that whenever
initial data satisfies (3.7), we have
•
(4.1) ‖free solutions‖X ≤Cǫ,
• For all (α,γ,V˜ , Γ˜) ∈ X : ‖(α,γ,V˜ , Γ˜)‖X ≤ ǫ, there is
(4.2) ‖Φ(α,γ,V˜ , Γ˜)‖X ≤Cǫ2.
• For all (α j ,γ j ,V˜ j , Γ˜ j ) : ‖(α j ,γ j ,V˜ j , Γ˜ j )‖X ≤ ǫ, j = 1,2, there is
(4.3) ‖Φ(α1,γ1,V˜1, Γ˜1)−Φ(α2,γ2,V˜2, Γ˜2)‖X ≤Cǫ‖(α1,γ1,V˜1, Γ˜1)− (α2,γ2,V˜2, Γ˜2)‖X .
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Due to the multilinear structure of the functional Φ, we can concentrate on (4.2), identical ap-
proach will yield (4.3). We start with the free solutions, as these only involve themapping prop-
erties of the semigroups eτLη and e sL1 .
Lemma2. The operator L1 generates a semigroup on H
1(R). In fact, under the Assumption 1, for
all δ1 < δ, there is a constant C =Cδ1 ,
(4.4) ‖e sL1Q0 f ‖H1(R) ≤Cδ1e−δ1s‖ f ‖H1(R).
In the applications, we will use δ1 := δ2 .
The proof of Lemma 2 involves the spectral gap property assumption. It is done by combin-
ing appropriate resolvent estimates and the Gearheart-Prüss theorem, it is postponed to the
Appendix.
Using the positivity properties of the functionG , we have the following
Lemma 3. Let 1≤ p ≤∞, then there is the pointwise inequality
(4.5) ‖eτLη f (·,η)‖Lpz (R) ≤ e
τLη‖ f (·,η)‖Lpz (R)
Proof. Based on the semigroup definition of (2.6), and considering the fact thatG(·) is a positive
function of the variable η,
‖eτLη f (·,η)‖Lpz (R) =
e
τ
2
(4πa(τ))
n−1
2
‖
∫
Rn−1
G(
η−η′
2(a(τ))
1
2
) f (·,e τ2η′)dη′‖Lpz (R) ≤
≤ e
τ
2
(4πa(τ))
n−1
2
∫
Rn−1
G(
η−η′
2(a(τ))
1
2
)‖ f (·,e τ2η′)‖Lpz (R)dη
′ = eτLη‖ f (·,η)‖Lpz (R)

4.1. Control of the free solutions. For the free solution term of α, we have by (4.4), with
e−
n−3
2 τ‖eeτL1Q0α(z,0)‖H1z ≤Ce
−n−32 τe−
δ
2 e
τ‖α(z,0)‖H1z ≤Cǫe
−(n− 12 )τ,
where we gave up an exponential decay in eτ. For the free solution term of γ, we clearly have
e−
n−2
2 τ|γ(0)| ≤ ǫe−n−22 τ.
For the free solution of V˜ , we need to control two terms. We have by (2.7) and (4.4)
‖e (Lη+ 12 )τeeτL1Q0V˜0‖L2(m)H1z ≤Ce
− δ2 eτe−
n−2
2 τ‖V˜0‖L2(m)H1z ≤Cǫe
−(n− 12 )τ,
where we gave up an exponential decay in eτ as well. For the other free solution term of V˜ , we
have by (4.5), (4.4) and (2.7)
‖e (Lη+ 12 )τeeτL1Q0V˜0‖L∞η H1z ≤ C‖e
(Lη+ 12 )τ‖eeτL1Q0V˜0‖H1z ‖L∞η ≤
≤ Ce− (n−2)2 τe− δ2 eτ(‖V˜0‖L∞η H1z +‖V˜0‖L2(m)H1z )≤Cǫe
−(n− 12 )τ.
For the free solution of the Γ˜, we have by (2.7) and (2.9),
‖eτLηΓ˜0‖L∞η ∩L2(m) ≤Ce
−n−12 τ‖Γ˜0‖L∞η ∩L2(m).
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For the terms ‖∇ηeτLηΓ˜0‖L∞η ∩L2(m), we split our considerations in two cases, τ < 1,τ ≥ 1. We
consider the case τ< 1 first. By a formula equivalent to (2.6)
‖∇ηeτLηΓ˜0‖L∞η ∩L2(m) ≤
C(
a(τ)
) n−1
2
‖
∫
Rn−1
G
(
η′
2a(τ)
1
2
)
∇ηΓ˜0(e
τ
2 (η−η′))dη′‖L∞η ∩L2(m) ≤
≤ C‖∇ηΓ˜0‖L∞η ∩L2(m) ≤Cǫe
−n−12 τ.
since e
n−1
2 τ is bounded for 0 < τ ≤ 1. Finally for τ > 1, we have that a(τ) ≥ 1
2
, so we conclude
from (2.9)
‖∇ηeτLηΓ˜0‖L∞η ≤Ce−
n−1
2 τ‖Γ˜0‖L2(m) ≤Cǫe−
n−1
2 τ
This completes the cases of the free solutions.
Below, we shall use the semigroup estimates on theDuhamel terms in the sameway we have
used them on the free solutions. This will bring about certain norms on the nonlinear terms, so
we need to prepare these estimates.
4.2. Estimates on the nonlinear terms H(Γ,V ), N1(Γ,∇ηΓ,V ) and N2(Γ,∇ηΓ,V ). We first note
that due to (3.1), we have the following estimates
‖V ‖L2(m)H1z +‖V ‖L∞H1z ≤ ‖α(s, ·)‖H1z (‖G‖L∞η +‖G‖L2(m))+‖V˜ (s, ·)‖L2(m)H1z +‖V˜ (s, ·)‖L∞η H1z ,
‖Γ‖H1(m)+‖Γ‖W 1,∞η ≤ |γ(s)|(‖G‖H1(m)+‖G‖W 1,∞η )+‖Γ˜(s, ·)‖H1(m)+‖Γ˜(s, ·)‖W 1,∞η .
Thus, if (α,γ,V˜ , Γ˜) ∈ X : ‖(α,γ,V˜ , Γ˜)‖X < ǫ, we conclude that the corresponding (V ,Γ), given by
(3.1) satisfy
‖V (s, ·)‖L2(m)H1z +‖V (s, ·)‖L∞η H1z ≤Cǫe
−(n− 12 )s ,(4.6)
‖Γ(s, ·)‖H1(m)+‖Γ(s, ·)‖W 1,∞η ≤Cǫe
−n−22 s ,(4.7)
With that in mind, we present the following lemma.
Lemma4. Let (V ,Γ) be as in (3.1) and (α,γ,V˜ , Γ˜) ∈ X : ‖(α,γ,V˜ , Γ˜)‖X < ǫ. Then, the nonlinearities
H(Γ,V ), N1(Γ,∇η ·Γ,V ) and N2(Γ,∇η ·Γ,V ) obey the following bounds
‖H(Γ,V )(s)‖L2η(m)H1z ≤Cǫ
2e−(2n−1)s .(4.8)
‖N2(Γ,∇η ·Γ,V )‖L2(m)+‖N2(Γ,∇η ·Γ,V )‖L∞η ≤Cǫ2e−(n−2)s ,(4.9)
‖Q0N1(Γ,∇η ·Γ,V )‖L2(m)H1z +‖Q0N1(Γ,∇η ·Γ,V )‖L∞η H1z ≤Cǫ
2e−(n−
3
2 )s(4.10)
Remark: Note that the spectral projections Q0,Q0 appear in front of all nonlinearities dis-
played above. In almost all cases, that is for (4.8) and (4.9), this does not make a difference in
the bounds (i.e. the exponents on the right-hand side). The appearance ofQ0 in (4.10) though
makes a difference (and even then, for only one term). Nevertheless, the estimate (4.10) without
Q0 holds with the weaker exponent e
−(n−2)s on the right-hand side.
Proof. Note that by Sobolev embedding, we have the a priori bound on ‖V ‖L∞ as follows
(4.11) ‖V (s)‖L∞z,η ≤C‖V (s, ·)‖L∞η H1z ≤Cǫe
−(n− 12 )s .
SHARP RELAXATION RATES FOR PLANE WAVES 17
We start with the estimate for H(Γ,V ) = 1
2
D2 f (φ
e−
s
2 Γ
)V 2+ e2sE (e−sV ). We have the pointwise
bound
|∂z [D2 f (φe− s2Γ)V
2]| ≤C [|D3 f (φ
e
− s2Γ)||φ
′||V |2+|D2 f (φ
e
− s2Γ)||V ||∂zV |].
Due to the Taylor’s remainder formula, we can represent the error term as follows
e2sE (e−sV )= e
−s
6
∫1
0
D3 f (φ
e
− s2Γ +pe
−sV )V 3(1−p)3dp,
whence by taking into account that f ∈ C 4 and φ,φ′,V are bounded functions, we have the
pointwise bound
(4.12) |∂ze2sE (e−sV )| ≤Ce−s[|∂zV ||V |2+|V |3|φ′
e−
s
2Γ
|+ |∂zV ||V |3e−s].
Altogether, we get the pointwise bounds |H[Γ,V ]| + |∂z [H[Γ,V ]| ≤ C [|V |2 + |V ||∂zV |]. So, by
(4.11) and (4.6), we conclude
‖H(Γ,V )(s)‖L2η(m)H1z ≤C‖V ‖L∞z,η[‖V ‖L2(m)L2z +‖∂zV ‖L2(m)L2z ]≤Cǫ
2e−(2n−1)s .
Next, we deal with N2(Γ,∇ηΓ,V ). Recall
N2(Γ,∇η ·Γ,V ) = K1(e−
s
2Γ)(∇η ·Γ)2+
1
2
K2(e
− s2Γ)D2 f (φ
e−
s
2 Γ
)〈V 2,ψ〉
+ 1
2
K2(e
− s2Γ)
(
e2s〈ψ,E (e−sV )〉+2e s〈ψ, (D f (φ
e
− s2 Γ
)−D f (φ))V 〉
)
.
Before we get on with N2, recall that |K1(σ)| =O(1), |K2(σ)| =O(1). Thus, |K1(e−
s
2Γ)(∇η ·Γ)2| ≤
C |∇ηΓ|2. We have by (4.7),
‖K1(e−
s
2Γ)(∇η ·Γ)2‖L2(m) ≤C‖∇η ·Γ‖L2(m)‖∇η ·Γ‖L∞η ≤Cǫ2e−(n−2)s
Regarding the other terms, we estimate away the term K2(e
− s2 ) by a constant and
‖D2 f (φ
e
− s2 Γ
)〈V 2,ψ〉‖L2(m)+2e s‖〈ψ, (D f (φe− s2 Γ)−D f (φ))V 〉‖L2(m)+
+ e2s‖〈ψ,E (e−sV )〉‖L2(m) ≤C‖V ‖L2zL2(m)‖V ‖L∞η,z +Ce
s
2‖V ‖L∞η L2z‖Γ‖L2(m)+
+ Ce−s‖V ‖2L∞η,z‖V ‖L2zL2(m) ≤Cǫ
2e−
3n−4
2 s ≤Cǫ2e−(n−2)s .
For the estimate of ‖N2(Γ,∇ηΓ,V )‖L∞η , we have
‖K1(e−
s
2Γ)(∇η ·Γ)2‖L∞η ≤C‖∇ηΓ‖2L∞η ≤Cǫ
2e−(n−2)s .
For the other terms
‖D2 f (φ
e−
s
2 Γ
)〈V 2,ψ〉‖L∞η +2e s‖〈ψ, (D f (φe− s2 Γ)−D f (φ))V 〉‖L∞η +e
2s‖〈ψ,E (e−sV )〉‖L∞η ≤
≤ C‖V ‖L∞η,z‖V ‖L∞η L2z +Ce
s
2‖V ‖L∞η L2z‖Γ‖L∞η +Ce
−s‖V ‖2L∞η,z‖V ‖L∞η L2z ≤Cǫ
2e−
3n−4
2 s ≤Cǫ2e−(n−2)s .
This completes the analysis of N2(Γ,∇ηΓ,V ) and (4.9) is established.
Finally, we discuss the proof of (4.10), that is the control of theN1 term in the relevant norms.
Recall
Q0N1(Γ,∇η ·Γ,V )=N2(Γ,∇η ·Γ,V )Q0[φ′
e
− s2 Γ
]+Q0[e s
(
D f (φ
e
− s2 Γ
)−D f (φ)
)
V +e− s2 (∇η ·Γ)2φ′′
e
− s2 Γ
].
For the first term, note that sinceQ0[φ
′]= 0 and (4.7),
‖Q0[φ′
e
− s2 Γ
]‖H1z = ‖Q0[φ
′
e
− s2 Γ
−φ′]‖H1z ≤Ce
− s2 ‖Γ‖L∞ ≤Cǫe−
n−1
2 s .
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We thus easily have by (4.9),
‖N2(Γ,∇η ·Γ,V )Q0[φ′
e−
s
2 Γ
]‖L2(m)H1z∩L∞η H1z ≤ C‖N2(Γ,∇η ·Γ,V )‖L2(m)∩L∞η ‖Q0[φ
′
e−
s
2 Γ
]‖H1z
≤ Cǫ3e− 3n−52 s .
For the next term,we use the boundedness ofQ0 in the function spaces thatwe use, to conclude
‖e s
(
D f (φ
e
− s2 Γ
)−D f (φ)
)
V ‖L2(m)H1z∩L∞η H1z ≤ Ce
s
2 [‖Γ‖L2(m)+‖Γ‖L∞η ](‖V ‖L∞η H1z +‖V ‖L∞η,z )≤
≤ Cǫ2e− 3n−42 s ≤Cǫ2e−(n− 32 )s .
For the last term, we have
‖e− s2 (∇η ·Γ)2φ′′
e−
s
2 Γ
‖L2(m)H1z ≤Ce
− s2‖∇η ·Γ‖L∞η ‖∇η ·Γ‖L2(m) ≤Cǫ2e−(n−
3
2 )s ,
‖e− s2 (∇η ·Γ)2φ′′
e
− s2 Γ
‖L∞η H1z ≤Ce
− s2 ‖∇ηΓ‖2L∞η ≤Cǫ
2e−(n−
3
2 )s .
Putting everything together, we arrive at (4.10). Note that for n ≥ 3, the dominant decay term for
e−(n−
3
2 )s cameonly from the contribution of the termQ0[e
− s2 (∇η·Γ)2φ′′
e
− s2 Γ
]= e− s2 (∇ηΓ)2Q0[φ′′
e
− s2 Γ
],
since10Q0[φ
′′] 6= 0. For n = 2, the decay terms e− 3n−52 = e−(n− 32 )s = e− s2 , so two terms contribute
at the same rate. Even in this case though, the contribution of N2(Γ,∇η ·Γ,V )Q0[φ′
e−
s
2 Γ
] is of
order ǫ3e−s/2 versus ǫ2e−s/2 ofQ0[e−
s
2 (∇η ·Γ)2φ′′
e
− s2 Γ
]. 
4.3. Estimates on the Duhamel’s terms. The following elementary lemmas will be useful as
well.
Lemma 5. If c,d > 0 : c 6= d, then
(4.13)
∫τ
0
e−d(τ−s)
(
1p
τ− s +1
)
e−csds ≤Cc,de−min(c,d)τ.
Let b ∈R, δ> 0 and c ≥ 0 then
(4.14)
∫τ
0
eb(τ−s)e−δ(e
τ−es )e−csds ≤Cb,δe−(c+1)τ.
The proof of Lemma 5 is postponed for the Appendix. We are now ready to deal with the
Duhamel’s term contributions, that is estimates (4.2).
4.3.1. The Duhamel’s portion of α(z,τ) in (3.3). We have by (4.4)
‖
∫τ
0
e−
n−3
2 (τ−s)e (e
τ−es )L1Q0
[
〈H(Γ,V ),1〉η(s)+〈N1(Γ,∇η ·Γ,V ),1〉η(s)
]
ds‖H1z ≤
≤ C
∫τ
0
e−
n−3
2 (τ−s)e−
δ
2 (e
τ−es )[‖〈H(Γ,V ),1〉η(s)‖H1z +‖〈N1(Γ,∇η ·Γ,V ),1〉η(s)‖H1z ]ds ≤
≤ C
∫τ
0
e−
n−3
2 (τ−s)e−
δ
2 (e
τ−es )[‖H(Γ,V )(s)‖H1z L2η(m)+‖N1(Γ,∇η ·Γ,V )(s)‖H1z L2η(m)]ds
According to (4.8) and (4.10), the last expression is controlled by
Cǫ2
∫τ
0
e−
n−3
2 (τ−s)e−
δ
2 (e
τ−es )e−(n−
3
2 )sds ≤Cǫ2e−(n− 12 )τ,
where in the last step, we have used (4.14).
10Since φ′ is the eigenvector for the single eigenvalue at zero for L1, we have thatQ0[g ] 6= 0 for all g 6=φ′
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4.3.2. The Duhamel’s portion of γ(τ) in (3.4).∫τ
0
e−
n−2
2 (τ−s)e−
s
2 |〈N2(Γ,∇η ·Γ,V ),1〉η(s)|ds ≤C
∫τ
0
e−
n−2
2 (τ−s)e−
s
2‖N2(Γ,∇η ·Γ,V ),1〉η(s)‖L2(m)ds
The last expression is controlled, in view of (4.9), by
Cǫ2
∫τ
0
e−
n−2
2 (τ−s)e−
s
2 e−(n−2)sds ≤Cǫ2e−n−22 τ.
4.3.3. The Duhamel’s portion of V˜ in (3.5). We first take the norm ‖ · ‖L2(m)H1z . Let l ∈ {0,1}. We
obtain from (4.5), (2.7) and (4.4) and Fubini’s
‖
∫τ
0
e (τ−s)(Lη+
1
2 )Q0e
(eτ−es )L1Q0
[
H(Γ,V )(s)+N1(Γ,∇η ·Γ,V )(s)
]
ds‖L2(m)H1z =
= ‖
∫τ
0
e (τ−s)(Lη+
1
2 )Q0∇lze (e
τ−es )L1Q0
[
H(Γ,V )(s)+N1(Γ,∇η ·Γ,V )(s)
]
‖L2zL2η(m)ds
≤
∫τ
0
e−
n−2
2 (τ−s)‖∇lze (e
τ−es )L1Q0
[
H(Γ,V )(s)+N1(Γ,∇η ·Γ,V )(s)
]
‖L2zL2η(m)ds ≤
≤ C
∫τ
0
e−
n−2
2 (τ−s)e−
δ
2 (e
τ−es )[‖H(Γ,V )(s)‖H1z L2η(m)+‖N1(Γ,∇η ·Γ,V )(s)‖H1z L2η(m)]ds
Next, we deal with ‖ ·‖L∞η H1z . We have from (2.9)
‖
∫τ
0
e (τ−s)(Lη+
1
2 )Q0e
(eτ−es )L1Q0
[
H(Γ,V )(s)+N1(Γ,∇η ·Γ,V )(s)
]
ds‖L∞η H1z =
= ‖
∫τ
0
e (τ−s)(Lη+
1
2 )Q0∇lze (e
τ−es )L1Q0
[
H(Γ,V )(s)+N1(Γ,∇η ·Γ,V )(s)
]
‖L∞η L2zds
≤
∫τ
0
e−
n−2
2 (τ−s)‖∇lze (e
τ−es )L1Q0
[
H(Γ,V )(s)+N1(Γ,∇η ·Γ,V )(s)
]
‖L∞η L2z∩L2(m)L2zds ≤
≤
∫τ
0
e−
n−2
2 (τ−s)e−
δ
2 (e
τ−es )[‖H(Γ,V )(s)‖H1z L2η(m)∩L∞η L2z +‖N1(Γ,∇η ·Γ,V )(s)‖H1z L2η(m)∩L∞η L2z ]ds
In view of (4.8) and (4.10), we control both contributions by
Cǫ2
∫τ
0
e−
n−2
2 (τ−s)e−
δ
2 (e
τ−es )e−(n−
3
2 )sds ≤Cǫ2e−(n− 12 )τ,
where again in the last step, we have used (4.14).
4.3.4. The Duhamel’s portion of Γ˜ in (3.6). For l ∈ {0,1}, we obtain from (2.7)
‖
∫τ
0
e (τ−s)LηQ0e−
s
2N2(Γ,∇η ·Γ,V )(s)ds‖H1(m) ≤C
∫τ
0
e−
n−1
2 (τ−s)e−
s
2‖N2(Γ,∇η ·Γ,V )(s)‖L2(m)ds
Next, for the norm ‖ ·‖L∞η , we obtain from (2.9)
‖
∫τ
0
e (τ−s)LηQ0e−
s
2N2(Γ,∇η ·Γ,V )(s)ds‖L∞η ≤C
∫τ
0
e−
n−1
2 (τ−s)e−
s
2 ‖N2(Γ,∇η ·Γ,V )(s)‖L2(m)∩L∞ds
Finally, for ‖∇[·]‖L∞η , we obtain from (2.9)
‖
∫τ
0
∇ηe (τ−s)LηQ0e−
s
2N2(Γ,∇η ·Γ,V )(s)ds‖L∞η ≤C
∫τ
0
e−
n−1
2 (τ−s)
p
a(τ− s)
e−
s
2‖N2(Γ,∇η ·Γ,V )(s)‖L2(m)∩L∞
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By (4.9), we control the last three integrals by
Cǫ2[
∫τ
0
e−
n−1
2 (τ−s)
p
τ− s e
− s2 e−(n−2)sds+
∫τ
0
e−
n−1
2 (τ−s)e−
s
2 e−(n−2)sds]≤Cǫ2e−n−12 τ,
where in the last stage, we have used (4.13).
5. SHARPNESS OF THE DECAY RATES AND ASYMPTOTIC PROFILES
In this section, we discuss the sharpness of these rates as well as the asymptotic profiles.
5.1. The asymptotic profiles for σ. The statements for Γ are straightforward as the decay rate
for γ(τ) (see (3.8)), e−
n−2
2 τ is strictly slower than the decay rate for Γ˜, which is e−
n−1
2 τ. In addition,
by examining the evolution equation for γ(τ), (3.4) and the subsequent estimates in Section 4,
we see that
γ(τ)= γ(0)e−n−22 τ+O(e−n−12 τ)= 〈Γ(0, ·),1〉ηe−
n−2
2 τ+O(e−n−12 τ)= (
∫
Rn−1
σ0(y)dy)e
−n−22 τ+O(e−n−12 τ).
It follows that
‖Γ(τ, ·)− (
∫
Rn−1
σ0(y)dy)e
−n−22 τG(·)‖L∞η ≤Cǫ2e−
n−1
2 τ.
By the estimates for ∇ηΓ˜ in L∞η , it follows that
‖∇[Γ(τ, ·)− (
∫
Rn−1
σ0(y)dy)e
−n−22 τG(·)]‖L∞η ≤Cǫ2e−
n−1
2 τ.
Translating back to the original variables,∥∥∥∥∥σ(t , ·)− (
∫
Rn−1σ0(y)dy)
(1+ t ) n−12
G
( ·p
1+ t
)∥∥∥∥∥
L∞y
≤ Cǫ
2
(1+ t ) n2
,
∥∥∥∥∇yσ(t , ·)− (
∫
Rn−1σ0(y)dy)
(1+ t ) n2
(∇yG)
( ·p
1+ t
)∥∥∥∥
L∞y
≤ Cǫ
2
(1+ t ) n+12
,
These are precisely the estimates (1.13), (1.14).
5.2. Asymptotic profiles for the radiation term v . The goal in this section is to isolate a lead-
ing order term, V¯ for V , which decays at the leading order rate e−(n−
1
2 )τ. A quick look at the
estimates for the free solutions in Section 4.1 confirms that they decay exponentially in eτ.
Next, going to theDuhamel terms, assume for themoment n ≥ 3. We have seen that the lead-
ing order nonlinearity is exactlyQ0[e
− s2 (∇η ·Γ)2φ′′
e−
s
2 Γ
], which decays of the order e−(n−
3
2 )s (and
thus produces through the Duhamel’s operator an object with a decay of about e−(n−
1
2 )τ), while
all the others are of rates of at least e−
3n−5
2 s (and thus produce, through the Duhamels operator
terms of decay of at least e−
3n−3
2 τ). Note that in this argument, we certainly need to establish
lower bound for the Duhamel’s operator, which is acting on what we believe is the main term,
Q0[e
− s2 (∇η ·Γ)2φ′′
e
− s2 Γ
]. So far, we have only established upper bounds and it is not clear a priori
whether some hidden cancellation does not occur within the Duhamel’s operator formalism.
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In order to establish the said lower bounds, we start by further reducing the leading order
terms, by peeling off lower order (i.e. faster decaying) terms. Taking into account Γ˜=O(e−n−12 s)
and e−
s
2Γ=O(e−n−12 s),
Q0[e
− s2 (∇η ·Γ)2φ′′
e
− s2 Γ
]= e− s2 (∇η ·Γ)2Q0[φ′′
e
− s2 Γ
]= e− s2 (∇η · (γ(τ)G + Γ˜))2Q0[φ′′+ (φ′′
e
− s2 Γ
−φ′′)]
= e− s2 (∇η · (γ(s)G))2Q0[φ′′]+O(e−(n−1)s )= γ20e−(n−
3
2 )s(∇η ·G)2Q0[φ′′]+O(e−(n−1)s )
where in the last equality, we used γ(s)= γ0e−
n−2
2 s+O(e−n−12 s). In view of the equations (2.1), we
see that if the term V¯ satisfies the linear inhomogeneous equation
(5.1) V¯τ = (Lη+
1
2
)V¯ +eτL1V¯ +γ20e−(n−
3
2 )τ(∇η ·G)2Q0[φ′′],V¯ (0)= 0.
where we recall that γ0 = 〈Γ,1〉η =
∫
Rn−1σ0(y)dy . Denote H := (∇y · e−
|y |2
4 )2 = |y |
2
4
e−
|y |2
2 . Then,
(5.1) reads
(5.2) V¯τ = (Lη+
1
2
)V¯ +eτL1V¯ +γ20e−(n−
3
2 )τQ0[φ
′′](z)H(η),V¯ (0,z,η)= 0.
Due to the estimates that we had for the remaining nonlinearities (and more precisely (4.14),
which upgrades theDuhamel’s termby e−τ over the non-linearity) , we will have the asymptotic
estimate
(5.3) ‖V (τ, ·)− V¯ (τ, ·)‖(H1(m)∩W 1,∞)ηH1z ≤Cǫ
2e−nτ.
At this point, it is more advantageous to translating back to the original variables. In doing so,
via the assignment v¯(z, y, t )= 1
1+t V¯ (z,
yp
1+t , ln(1+ t )), we obtain the following equation for v¯
(5.4) v¯t = Lv¯ +
(
∫
Rn−1σ0(y)dy)
2
(1+ t )n+ 12
H
(
yp
1+ t
)
Q0[φ
′′], v¯(0)= 0,
where recall L = L1+∆y . Similarly, (5.3) translates into the following estimate for v − v¯ ,
(5.5) ‖v(t , ·)− v¯(t , ·)‖L∞yz ≤Cǫ2(1+ t )−(n+1).
We will now compute v¯ to a leading order. As a solution to (5.4), we have the formula
v¯(t )= c0
∫t
0
e (t−s)L1 [Q0φ′′]
e (t−s)∆y [H
(
·p
1+s
)
]
(1+ s)n+ 12
ds,c0 :=
(
∫
Rn−1σ0(y)dy)
2
(4π)n−1
.
Next, we need to compute e (t−s)∆y [H
(
·p
1+s
)
]. Before we go any further, we take a moment to
introduce the Fourier transform, its inverse and some explicit formulas that will be useful.
fˆ (ξ)=
∫
Rn−1
f (x)e−2πi x·ξdx, f (x)=
∫
Rn−1
fˆ (ξ)e2πi x·ξdξ
With this definition,àe−a|x|2(η)= (π
a
)n−1
2 e−
π2|η|2
a , so
Hˆ(η)=− 1
16π2
∆η[

e−
|·|2
2 ]= (2π)
n−1
2
4
e−2π
2|η|2(1+c1|η|2).
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for some constant c1. Furthermore,á
e (t−s)∆y [H
(
yp
1+ s
)
](η) = e−4π2(t−s)|η|2 (1+ s) n−12 Hˆ(η
p
1+ s)=
= (2π)
n−1
2
4
(1+ s) n−12 e−2π2(2t+1−s)|η|2 (1+c1(1+ s)|η|2).
Eventually, in the term (1+ s) n+12 |η|2e−2π2(2t+1−s)|η|2 produces lower order terms, so it can be
dropped. Note that 2t +1− s > 0, when s ∈ (0, t ). Inverting the Fourier transform above yields
e (t−s)∆y [H
( ·p
1+ s
)
](y)=
(
1+ s
2t +1− s
) n−1
2
e−
|y |2
2(2t+1−s) + l .o.t .
This allows us to write
v¯(t )= c0
∫t
0
e (t−s)L1 [Q0φ′′]
e−
|y |2
2(2t+1−s)
(2t +1− s) n−12 (1+ s) n2+1
ds+ l .o.t .
Introduce M(t , s, y) := e
− |y |
2
2(2t+1−s)
(2t+1−s) n−12 (1+s) n2 +1
and note that the operator L1 is invertible on Q0[L
2
z].
Thus, performing an integration by parts,
I (t , y,z) =
∫t
0
M(t , s, y)e (t−s)L1 [Q0φ′′]ds =−M(t , s, y)e (t−s)L1L−11 Q0[φ′′]|t0+
+
∫t
0
e (t−s)L1[L−11 Q0φ
′′]
∂M
∂s
(t , s, y)ds =−L−11 Q0[φ′′]M(t , t , y)+
+ M(t ,0, y)e tL1 [L−11 Q0[φ′′]]+
∫t
0
e (t−s)L1 [L−11 Q0φ
′′]
∂M
∂s
(t , s, y)ds.
We argue that the leading order term is
(5.6) −c0L−11 Q0[φ′′]M(t , t , y)=−c0
e−
|y |2
2(t+1)
(t +1)n+ 12
L−11 Q0[φ
′′],
which clearly has a decay rate in L∞y,z of order (1+ t )−(n+
1
2 ) as stated. We now need to show
that the remaining two terms have faster decay rates. For the term e tL1[L−11 Q0φ
′′], we have by
Sobolev embedding and (4.4)
(5.7) ‖e tL1[L−11 Q0φ′′]‖L∞z ≤C‖e tL1[L−11 Q0φ′′]‖H1z ≤Cδe
− δ2 t‖L−11 Q0φ′′]‖H1z ,
so it has an exponential decay in time. Similarly, splitting the integral∫t
0
e (t−s)L1[L−11 Q0φ
′′]
∂M
∂s
(t , s, y)ds =
∫t−pt
0
. . .ds+
∫t
t−pt
. . .ds
allows us to estimate the former integral as follows,
‖
∫t−pt
0
e (t−s)L1[L−11 Q0φ
′′]
∂M
∂s
(t , s, y)ds‖L∞z ≤
∫t−pt
0
‖e (t−s)L1 [L−11 Q0φ′′]‖L∞z |
∂M
∂s
(t , s, y)|ds
≤ Cδe−
δ
2
p
t‖L−11 Q0φ′′]‖H1z ≤C (1+ t )
−(n+1).
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since on the region of integration t − s ≥pt , and we can apply (5.7). For the latter integral, one
can see that for s ∈ (t −pt , t ), we have by (5.7), ‖e (t−s)L1 [L−11 Q0φ′′]‖L∞z ≤Cδ, so that
‖
∫t
t−pt
e (t−s)L1 [L−11 Q0φ
′′]
∂M
∂s
(t , s, y)ds‖L∞z,y ≤
∫t
t−pt
‖e (t−s)L1[L−11 Q0φ′′]‖L∞z ‖
∂M
∂s
(t , s, y)‖L∞y ds
≤ Cδ
∫t
t−pt
‖∂M
∂s
(t , s, y)‖L∞y ds ≤
C
(1+ t )n+1 ,
where in the last step, we have used that if s ∼ t , then ‖∂M
∂s
(t , s, y)‖L∞y ≤C (1+ t )−n−
3
2 . All in all,
summarizing the results from this section, we have established that
‖v¯ +c0
e−
|y |2
2(t+1)
(t +1)n+ 12
L−11 Q0[φ
′′]‖L∞z,y ≤C (1+ t )−n−1,
which combined with (5.5) leads us to (1.15).
For the case of n = 2, we saw that there are two terms in the nonlinearity (for the equation in
the scaled variables) with dominant decay rate, namely N2(Γ,∇η ·Γ,V )Q0[φ′
e−
s
2 Γ
] and
Q0[e
− s2 (∇η ·Γ)2φ′′
e
− s2 Γ
]. We have just analyzed the second one, which produces (on a solution
level and in the standard variables) the term found in (5.6), which is of order ǫ2(1+t )− 52 , forn = 2.
On the other hand, the termN2(Γ,∇η ·Γ,V )Q0[φ′
e−
s
2 Γ
] produces a solution less thanCǫ3(1+t )− 52 ,
and as such is lower order in ǫ, but of the same order in terms of power decay in t . These exact
results are summarized in (1.15) and (1.16).
APPENDIX A. PROOF OF LEMMA 1
Set up a mapping
G(w ;v,σ)(z, y)=φ(z−σ(y))+v(z, y)−φ(z)−w(z, y)
Wewill show first thatG : (H1(m)∩W 1,∞)yH1z ×R×(H1(m)∩W 1,∞)→ (H1(m)∩W 1,∞)yH1z . This
follows easily from themean value theorem, since
G(w ;v,σ)(z, y)=−σ(y)
∫1
0
φ′(z−τσ(y))dτ+v(z, y)−w(z, y),
and φ′ ∈ H1(R). Clearly G(0,0,0) = 0, so by the implicit function theorem, it remains to check
that
dG(0,0,0)(σ˜, v˜)=−φ′(z)σ˜+ v˜
is an isomorphism on (H1(m)∩W 1,∞)yH1z . To this end, let h ∈ (H1(m)∩W 1,∞)yH1z be an arbi-
trary element and we have to resolve the equation
(A.1) −φ′(z)σ˜+ v˜ = h.
Clearly, by the properties ofR andN , (A.1) has an unique solution,namely σ˜(y)=−〈h(·, y),ψ(·)〉,
while v˜ =Q0h ∈R. Moreover, these mappings are linear and
‖σ˜‖H1(m)∩W 1,∞ ≤ ‖ψ‖L2z‖h‖(H1(m)∩W 1,∞)yL2z ,
‖v˜‖H1(m)∩W 1,∞H1z ≤C‖h‖(H1(m)∩W 1,∞)yH1z .
Thus, the implicit function theorem applies and in a neighborhood of zero, there are unique
and small σ(w) ∈ H1(m)∩W 1,∞,v(w) ∈ R, so that G(w ;v(w),σ(w)) = 0. Equivalently, (1.7)
holds.
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APPENDIX B. PROOF OF LEMMA 2
The proof of the bound (4.4) follows from the Gearheart-Prüss theorem in the following way.
Since, by our assumption (1.5) the spectrum is to the left of any vertical line in the complex
plane {z :ℜz =−δ1}, 0< δ1 < δ, it will suffice to show that for a fixed such δ1,
(B.1) sup
µ∈R
‖(L1+δ1+ iµ)−1‖H1(R)→H1(R) =Cδ1 <∞.
Indeed, the Geraheart Prüss theorem guarantees that if σ(L1) ⊂ {z :ℜz < −δ1} and (B.1) holds,
then the operator L1+δ1 generates a semigroup with strictly negative growth bound, that is -
there exists ǫ> 0, so that ‖e s(L1+δ1)‖H1(R)→H1(R) ≤Cδ1e−ǫs or, equivalently
‖e sL1‖H1(R)→H1(R) ≤Cδ1e−s(ǫ+δ1) ≤Cδ1e−sδ1 ,
which is (4.4).
Thus, it suffices to establish (B.1). To this end, fix δ1 and observe that since the resolvent
(L1+ z)−1 is analytic B(H1(R)) valued function on {z : ℜz > −δ}, it is continuous in the same
region and in particular, for each N , there isCN ,
sup
µ∈R:|µ|<N
‖(L1+δ1+ iµ)−1‖H1(R)→H1(R) =Cδ1,N <∞
Thus, the real issue is to establish the bounds in (B.1) for all large enough µ. So, we setup g ∈
H1(R) and f = (L1+δ1+ iµ)−1g or equivalently
(B.2) f ′′+c f ′+W f +δ1 f + iµ f = g ,
whereW =D f (φ) is a bounded, real-valued potential.
The existence of such an f ∈ H1(R) is not in any doubt, by the spectral assumptions, we just
need a posteriori uniform in µ estimates for it, for all large enough µ. We take a dot product of
(B.2) with f . Taking imaginary parts of the said dot product leads to the identity
µ‖ f ‖2+cℑ〈 f ′, f 〉 =ℑ〈g , f 〉.
Applying the Cauchy-Schwartz inequality and after some algebraic manipulations, we obtain
that for every ǫ> 0, there isCǫ, so that
‖ f ‖2 ≤ ǫ‖ f ‖2+ Cǫ
µ2
(‖ f ′‖2+‖g‖2).
Selecting ǫ= 1
2
, we get the a posteriori estimate
(B.3) ‖ f ‖2 ≤ C
µ2
(‖ f ′‖2+‖g‖2).
We now take the real-part of the dot produc of (B.2) with f . We similarly obtain for every ǫ> 0,
‖ f ′‖2 ≤ ǫ‖ f ′‖2+Dǫ[‖ f ‖2+‖g‖2].
Plugging in (B.3) into this last inequality yields
‖ f ′‖2 ≤ ǫ‖ f ′‖2+Mǫ
µ2
(‖ f ′‖2+‖g‖2)+Dǫ‖g‖2.
Selecting ǫ= 1
4
and then µ so large so that Mǫ
µ2
< 1
4
, we arrive at
‖ f ′‖2 ≤D‖g‖2.
Combining the last estimate with (B.3) yields the desired, uniform in µ estimate (B.1).
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APPENDIX C. PROOF OF LEMMA 5
C.1. Proof of (4.13). The estimate (4.13) is standard. We estimate the integrals
∫τ−1
0 τ...ds and∫τ
τ−1 ..ds separately. We have that∫τ−1
0
e−d(τ−s)
(
1p
τ− s +1
)
e−csds ≤ e−dτ
(
e (d−c)(τ−1)−1
d −c
)
≤ e
−min(d ,c)τ
|d −c| .
For the other term,∫τ
τ−1
e−d(τ−s)p
τ− s e
−csds ≤ ece−cτ
∫τ
τ−1
1p
τ− s ds ≤ e
ce−cτ ≤ ece−min(d ,c)τ.
C.2. Proof of (4.14). Since limh→0+ e
h−1
h
= 1, fix h0 > 0, so that for all 0< h < h0, we have eh−1≥
1
2
h. We can, without loss of generality take h0 ≤ 1.
We split the integration in (4.14) in two intervals s ∈ (τ−h0,τ) and s ∈ (0,τ−h0). For the latter,
we have that eτ−e s ≥ eτ−eτ−h0 = eτ(1−e−h0). So,∫τ−h0
0
eb(τ−s)e−δ(e
τ−es )e−csds ≤ e−δ(1−e−h0 )eτ
∫τ−h0
0
eb(τ−s)ds ≤ e−δ(1−e−h0 )eτe |b|ττ≤Cb,δe−(c+1)τ,
where we obtain amuch better, exponential in eτ, decay rate. For the case s ∈ (τ−h0,τ), observe
first that by the choice of h0, we have
eτ−e s = e s(eτ−s −1)≥ 1
2
e s(τ− s)≥ 1
8
eτ(τ− s).
We need to control e−cτ
∫τ
τ−h0 e
− δ8 eτ(τ−s)ds, as follows
e−cτ
∫τ
τ−h0
e−
δ
8 e
τ(τ−s)ds ≤ e−cτ
∫1
0
e−
δ
8 e
τsds ≤ 8e−(c+1)τ
∫∞
0
e−δzdz = 8
δ
e−(c+1)τ.
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