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Abstrat  Nonparametri density estimation is onsidered for a disretely observed stationary
ontinuous-time proess. For eah of three given time sampling proedures either random or
deterministi, we establish that histograms and frequeny polygons an reah the same optimal
L2-rates as in the independent and identially distributed ase. Moreover, thanks to a suitable
high frequeny sampling design, these rates are derived together with a minimized time of
observation depending on the regularity of sample paths.
Key words: nonparametri density estimation, histogram, frequeny polygon, sampling, mean
integrated squared error, rate of onvergene.
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1 Introdution
Consider a R
d
-valued proess {Xt, t ∈ R}, d ≥ 1, where all Xt's have the same unknown marginal
density f . The aim of this paper is to study the rates of some nonparametri pieewise linear
estimators of f when the proess is disretely sampled in time at t = t1, . . . , tn. During the past
three deades, the problem of density estimation for ontinuous-time observations has been a
subjet of ontinued interest in the statistial literature. Espeially, it was shown by Castellana
and Leadbetter [12℄ that if a ontinuous-time proess, observed over the time interval [0, T ],
has enough irregular sample paths, then nonparametri estimators an ahieve a mean-square
parametri rate of onvergene 1/T . An aount of the researh in this eld may be found e.g.
in two omplementary monographs by Bosq and Blanke [9℄ and Kutoyants [19℄, and in Lejeune
[23℄ for the partiular ase of pieewise linear estimators.
In pratie, however, the whole sample path is not always perfetly observable over a given
time period  either due to tehnial reasons or unavailability of data at all time points. Indeed,
most of physial phenomenons usually represented by urves generate rather disrete observed
values or interpolated ones. Hene it seems more natural to plan an estimation approah based
upon n disrete values of the proess olleted with a suitable time sampling proedure. In
the ontext of nonparametri density estimation, the three sampling proedures onsidered in
the present work have been investigated by Masry [24℄, Prakasa Rao [25℄, Wu [30℄ (random
sampling), Bosq [6, 7℄ and Blanke and Pumo [5℄ (high frequeny periodi sampling), among
others. As far as we know, most of existing papers  inluding those ited above  only deal with
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kernel estimation, and none have yet foused a speial attention on pieewise linear estimators.
In that framework, we are then interested in the rates of histogram and frequeny polygon
estimators with respet to the mean integrated squared error (MISE) riterion. Here, the hosen
histogram-based density estimators have the desirable property of being quikly omputed and
updated. This is therefore a lear advantage for many appliations where typially one has to
handle large amounts of data in real time. It is noteworthy that elementary estimators may also
be eient from a theoretial viewpoint. Thus and despite its high simpliity, the frequeny
polygon  dened in dimension one as the linear interpolant of the mid-points of an equally
spaed histogram  is known to be as good as some more sophistiated density estimators in
terms of MISE (see Sott [27℄).
In this paper, we will show that, under mild onditions, these estimators built with sampled
data have at least the same optimal rates n−2/(d+2) (histogram) and n−4/5 (univariate frequeny
polygon) as in the independent and identially distributed (i.i.d.) ase. First, we will exami-
ne the ase of two lassial random sampling designs, whih are a relevant way to treat the
ourrene of low frequeny and irregularly spaed measurements. Next, we will investigate a
deterministi design that applies when the data are observed at high frequeny and during a
long time, as in a variety of domains, inluding eonometris, meteorology, oeanology and many
others. Partiularly, this sampling design is well-adapted to the ontinuous-time ontext sine
the optimal rates an be derived together with a minimized time of observation depending on
the regularity of sample paths (see Bosq [7℄). Thanks to this methodology we will furthermore
address the important issue of nding an optimal sampling strategy.
The paper is organized as follows. In Setion 2 we will review the time sampling proedures
and dene our framework. Setion 3 ontains the main assumptions and our results relative to
histograms; the behavior of frequeny polygons is then studied in Setion 4 and a onluding
disussion is given in Setion 5. Finally, the proofs are postponed until Setion 6.
2 Preliminaries and notations
Let XT = {Xt, 0 ≤ t ≤ T} be a measurable R
d
-valued, d ≥ 1, ontinuous-time proess on the
probability spae (Ω,F , P ), where the Xt's have a ommon distribution admitting a density f
with respet to the Lebesgue measure over R
d
. We suppose that the joint density f(Xs,Xt) of
(Xs,Xt) does exist for all s 6= t suh that f(Xs,Xt) = f(X0,X|t−s|) =: f|t−s|, whih is a quite
weak stationary ondition (see e.g. Bosq [8℄). We also denote by gu the funtion dened for
all u > 0 as gu := fu − f ⊗ f where (f ⊗ f)(y, z) = f(y)f(z). Some required asymptoti
independene onditions on the proess (inluding α-mixing ondition) will be added later with
our assumptions. Our purpose is to estimate the funtion f from n observations olleted up to
time T by making use of one of the sampling proedures desribed below.
2.1 Sampling shemes
Let T n = {tk, 0 ≤ k ≤ n} be a stritly inreasing sequene of points in time  or event arrival
times  suh that 0 = t0 < t1 < · · · < tn =: Tn and Tn → ∞ as n →∞. If T
n
is random, it is
also assumed that the proesses XT and T n are independent and that all Xtk 's are measurable
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with respet to the σ-algebra generated by XT and T n. The rst two random shemes as dened
in Masry [24℄ are the following.
Renewal sampling  The set of times for observations T n ≡ T n1 is a renewal type proess on
[0,+∞[ suh that
t0 = 0 and tk =
k∑
j=1
τj, 1 ≤ k ≤ n,
where τn = {τk, 1 ≤ k ≤ n} is a sequene of positive and i.i.d. random variables  or inter-arrival
times  generated by a given probability density funtion g(t) > 0 with nite mean δ. Let g⋆k be
the kth fold onvolution of g with itself, then g⋆k(t) is the density funtion of tk and we dene
the renewal density h by h(t) :=
∑∞
k=1 g
⋆k(t). Here and below, the funtion h is supposed to be
bounded by a onstant h0.
Remark 1. The renewal density is known to satisfy h(u) → δ−1 as u→∞ (see Cox [14℄, p. 55),
but its expliit expression is generally ompliated to obtain. Nevertheless, the boundedness of
h is a ondition whih holds for a large lass of sequenes τn. For the reader onveniene, we
reall the example in Masry [24℄ orresponding to the usual situation where τn has a Gamma
density of type r, i.e.,
g(t) =
(r/δ)(rt/δ)r−1 exp(−rt/δ)
(r − 1)!
, r ∈ N\{0}, δ > 0, t ≥ 0,
with mean δ and variane δ2/r. Thus, if r = 1, h(t) = δ−1 for t ≥ 0 (T n1 is a Poisson proess)
and, if r = 2, h(t) = δ−1(1 − exp(−4t/δ)) whih approahes its limit δ−1 monotonially as
t → ∞. In both ases, the value h0 = δ
−1
is learly appropriate. From r = 3, the ondition
beomes deliate to verify sine h(t) osillates in approahing δ−1. The ase r = 1 is illustrated
e.g. in Aït-Sahalia and Mykland [1℄ with an example of nanial data for whih a histogram
distribution of the sampling intervals is tted by an exponential density.
Jittered sampling  First, we assume that the proess is regularly observed with a period
δ > 0. This sequene T n ≡ T n2 is then ontaminated by an additive noise to model the
plausible imperfetions of a measurement reording system:
t0 = Z0 and tk = kδ + Zk, 1 ≤ k ≤ n,
where Zn = {Zk, 0 ≤ k ≤ n} denotes an i.i.d. random sample from a symmetri probability
density funtion gJ(z) over [−δ/2, δ/2]. In omparison with renewal times, jittered times ould
be seen as only partially random due to the deterministi omponent in tk.
Remark 2. The observations drawn from eah of these two random designs are by denition ir-
regularly spaed in time, but the long-term expeted inter-arrival time between two onseutive
random instants is equal to δ in eah ase.
Finally, we introdue a periodi sheme examined in Bosq [7℄ for kernel density estimation
where the sampling step δn is n-dereasing in a deterministi manner.
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High frequeny sampling  In order to represent the ourrene of high frequeny observations
during a long time, the sampling instants in T n ≡ T n3 are dened periodially as
t0,n = 0 and tk,n = kδn, 1 ≤ k ≤ n,
where δn > 0 and δn → 0
+
, Tn = nδn → ∞ as n → ∞. In the sequel, we will give minimal
thresholds δ∗n over whih our estimators onverge with the optimal rates of the i.i.d. ase. The
knowledge of δ∗n will also help us to minimize the osts of estimation without altering the rates.
To explain, observe that two situations may our in appliations. First, if the total time of
observation is a given and large enough Tn, the value of a minimal δ
∗
n allows to selet a maximal
number n∗ of points in [0, Tn] to estimate f . On the other hand, onsider that a maximal
and large enough sample size n is available, then we an dedue from δ∗n a minimal suient
time T ∗n = nδ
∗
n of observation (see Blanke and Pumo [5℄). Furthermore, we will emphasize
the onveniene of suh a framework to sample a ontinuous-time proess. Thus, under the
Castellana-Leadbetter's onditions, i.e.
∫∞
0 supx,y |gu(x, y)|du < ∞ and gu(·, ·) is ontinuous at
(x, x) for any u > 0, Bosq [7℄ proved that δn an be hosen in order to obtain the full rate 1/Tn
of the pointwise mean squared error of kernel estimators. In that situation, the sampling sheme
is said to be admissible. Conerning admissible sampling in nonparametri density estimation,
let us ite relevant works by Leblan [20℄ for wavelets estimators, by Biau [3℄ for spatial kernel
estimators, and by Comte and Merlevède [13℄ and Blanke [4℄, respetively, for projetion and
adaptive kernel estimators.
2.2 Mean integrated squared error
The global auray of density estimators an be measured by the mean integrated squared error
whih is the expeted squared distane between a density estimator fˆn and the true density f
integrated over R
d
:
MISE
(
fˆn
)
= E
∫
Rd
(
fˆn(x)− f(x)
)2
dx.
It is also the sum of the integrated squared bias (ISB) and the integrated variane (IV):
ISB
(
fˆn
)
=
∫
Rd
(
E
(
fˆn(x)
)
− f(x)
)2
dx and IV
(
fˆn
)
=
∫
Rd
E
(
fˆn(x)− E
(
fˆn(x)
))2
dx.
Let us x the following usual notations: Ck
(
R
d
)
denotes the set of k-times ontinuously
dierentiable funtions and Lk
(
R
d
)
the set of funtions with integrable kth power over Rd suh
that ‖f‖k = (
∫
Rd
|f(x)|kdx)1/k.
3 Histogram
We primarily examine the histogram, whih is the oldest and most popular nonparametri es-
timator. Beause of its simpliity, histogram is still widely used in presentation and pratie
by statistiians. The theoretial properties have been also extensively studied in the i.i.d. ase
and we may refer e.g. to Sott [28℄ (Chapter 3) for a bakground material. For ontinuous-time
delivered observations, both optimal and full rates of MISE and asymptoti normality under
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Castellana-Leadbetter's onditions are given in Lejeune [23℄. In this setion we derive results for
observations olleted at disretized instants aording to the sequenes T ni , i = 1, 2, 3.
3.1 Denitions and assumptions
Prior to the denition of our estimator, we introdue a partition of R
d
, say Πn, into hyperubes
of volume hdn suh that hn → 0
+
, nhdn →∞ as n→∞:
Πn =
{
pinj, j ∈ Z
d
}
,
and
pinj =
d∏
k=1
[
bjk , bjk+1
[
=
d∏
k=1
[
cjk −
hn
2
, cjk +
hn
2
[
, j = (j1, . . . , jd)
′ ∈ Zd,
where bj = (bj1 , . . . , bjd)
′ ∈ Rd, bjk+1 − bjk = hn and cjk = (bjk + bjk+1)/2. Here hn is the
smoothing parameter ommonly referred to as the bin width. Note that the extension to unequal
bin sizes is straightforward with more notations. From now on, we will suppose for any x ∈ Rd
the existene of an index j(x, n) in Zd suh that x ∈ pij(x,n) (=: pinj).
Given Πn and n disretized observations Xt1 , . . . ,Xtn , the histogram estimator of f is then
dened as
fˆHn (x) =
∑
j
[
1
nhdn
n∑
k=1
1πnj(Xtk)
]
1πnj(x) =:
∑
j
fˆj1πnj (x), x ∈ R
d,
where 1πnj denotes the indiator funtion of pinj . In partiular, fˆ
H
n has a unique value, denoted
by fˆj , over eah hyperube pinj of Πn, whih explains its high omputational advantage.
Let A and B be two sub-σ-algebras of F , we introdue the lassial strong mixing oeient
dened as
α(A,B) := sup
A∈A,B∈B
|P (A ∩B)− P (A)P (B)|.
Let denote σ(X) the σ-algebra of events generated by a random variable X. In the sequel, we
will use the denition of a 2-α-mixing proess {Xt, t ∈ R} given in Bosq [8℄ as
α
(2)
X (u) := sup
t∈R
α
(
σ(Xt), σ(Xt+u)
)
→ 0 as u→∞.
Note that suh a ondition only for the ouples (Xt,Xt+u) is less restritive than the lassial
one introdued by Rosenblatt [26℄.
These are now the main assumptions over proesses.
Assumptions A0
(i) f ∈ C2
(
R
d
)
so that all the partial derivatives are square Riemann-integrable;
(ii) f is ontinuous and ‖f‖∞ = supy∈Rd f(y) <∞.
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Assumptions A1 (with renewal and jittered samplings)
(i) There exists u0 > 0 suh that for any u ≥ u0: supz∈Rd |gu(y, z)| ≤ k(y) with k(·) a positive,
ontinuous and integrable funtion dened on R
d
;
(ii) XT is an arithmetially strongly mixing (ASM) proess i.e. there exists ρ > 2, a0 > 0 and
u1 > u0 suh that for any u ≥ u1: α
(2)
X (u) = α
(
σ(X0), σ(Xu)
)
≤ a0u
−ρ
.
Assumptions A
′
1
(with high frequeny sampling)
(i) There exists γ0 > 0 and u0 > 0 suh that for any 0 < u ≤ u0: ∀y ∈ R
d
, supz∈Rd fu(y, z) ≤
ϕ(y)u−γ0 with ϕ(·) a positive, ontinuous and integrable funtion dened on Rd;
(ii) There exists a positive, ontinuous and integrable funtion k(·) dened on Rd suh that for
any u ≥ u0: ∀y ∈ R
d
, supz∈Rd |gu(y, z)| ≤ k(y)pi(u) where pi(·) is a bounded and ultimately
dereasing funtion whih satises
∫∞
u1
pi(u)du <∞, u1 > u0.
The assumptions above are lassial in nonparametri estimation with dependent data. A0
displays some onstraints of regularity on the true density f . The ondition A0(i) is spei
to the bias treatment, it was previously introdued by Leoutre [21℄ to study the multivariate
histogram in the i.i.d. ase.
The following onditions should take into aount the loal behavior of sample paths as well as
the properties of asymptoti independene of proesses (respetively desribed with the behavior
of gu for u near the origin and for u large). A1(i) is a mild ondition on gu for intermediate
values of u. In partiular, it slightly weakens the assumption of boundedness on the onditional
density used by Masry [24℄ and Carbon, Garel, and Tran [10℄.
A′1(i) appears to be less usual in density estimation, but it is a typial ondition for the
ontinuous-time framework to ontrol the explosive behavior of the joint densities fu(·, ·) in a
neighborhood of u = 0. Assumptions A′1 are in the spirit of those made (and widely disussed) by
Blanke and Pumo [5℄. Here A′1(i) is used with high frequeny sampling to obtain optimal rates
together with a short sampling step δn depending on a positive known oeient γ0. Roughly
speaking, the value of γ0 is diretly linked with the hölderian properties of sample paths and
the dimension d: namely, one has γ0 = d/2 for a wide lass of d-dimensional ergodi diusion
proesses and γ0 = d for smooth proesses (see e.g. Blanke [4℄ for tehnial details).
Other assumptions, namely A1(ii) and A
′
1(ii), ensure asymptoti independene between vari-
ables distant in time. A1(ii) involves a mild version of α-mixing whih is well-known to be weaker
than many dependene strutures as φ, β or ρ-mixing (see e.g. Doukhan [16℄). Finally, admissible
high frequeny samplings are obtained under A′1(ii), a quite typial ondition in this ontext.
3.2 Rates of onvergene
Using eah sampling design dened above, we will now establish the optimal rate of histograms.
For the sake of readability, some ruial lemmas whih provide upper bounds for the varianes
and the ovarianes of fˆHn are postponed to the proofs. Let f
′
i := ∂f/∂xi and dene the roughness
R of f ′i by its squared L2-norm: R
(
f ′i
)
:=
∫
Rd
f ′i(x)
2dx. Sine the bias of fˆHn only depends on
the bin width and the true unknown density f , and not on the dependene struture of the data,
we reall the following result given by Leoutre [21℄ with multivariate independent observations.
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Lemma 3.1. If Assumption A0(i) is satised then
ISB
(
fˆHn
)
=
h2n
12
Rd
(
f ′
)
+ o
(
h2n
)
,
where Rd
(
f ′
)
:=
∑d
i=1R
(
f ′i
)
.
3.2.1 Renewal and jittered samplings
Let us denote by ⌈x⌉ the smallest integer not less than the real x. The rst part of the next
theorem gives an asymptoti upper bound for IV. Consequently, from an ad ho hoie of the bin
width hn whih balanes both ISB and IV terms, we infer that histograms an reah the same
optimal rate n−2/(d+2) of onvergene to f as in the i.i.d. ase.
Theorem 3.2. 1. Under A0(ii) and A1 and if f
1−1/p ∈ C1
(
R
d
)⋂
L1
(
R
d
)
for 1 < p < ρ− 1,
then
lim sup
n→∞
nhdn IV
(
fˆHn
)
≤ 1 +C,
where C = 2u0h0 for the renewal sampling and C = 2
⌈
u0
δ
⌉
for the jittered sampling;
2. If in addition A0(i) holds then the hoie hn = cn
−1/(d+2)
, 0 < c <∞, yields
lim sup
n→∞
n
2
d+2 MISE
(
fˆHn
)
≤
c2
12
Rd
(
f ′
)
+
1
cd
(1 + C),
with same onstant C.
Remark 3. If p = ρ−1 the rates in Theorem 3.2 remain valid but with larger asymptoti onstants
(see proofs). Thus, if for instane ρ ≥ 3, one may hoose p = 2 provided that f1/2 is ontinuous
and integrable.
3.2.2 High frequeny sampling
The high frequeny model is interesting to nd some onnetions between both disrete and
ontinuous-time frameworks. Here the period δn is now a funtion of the sampling size n so that
all observations an be as lose in time as desired provided n large enough. Within this setup
we also need to hek the loal ondition A′1(i) on the joint density of (X0,Xu) for the small
values of u, wherein a (known) oeient γ0 is linked with the regularity of sample paths. In this
framework the previous optimal rate of order n−2/(d+2) is still preserved. Moreover, depending
on the value γ0, we an derive a minimal δ
∗
n (more preisely δ
∗
n(γ0)) and then dedue a minimal
time of observation of the proess T ∗n that ensures this rate.
Theorem 3.3. Aording to the value of γ0 we assume that δn ≥ δ
∗
n(γ0) dened as
δ∗n(γ0) := d1h
d
n1{γ0<1} + d2h
d
n ln
(
h−dn
)
1{γ0=1} + d3h
d/γ0
n 1{γ0>1}, 0 < d1, d2, d3 <∞. (3.1)
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1. Then under A0(ii) and A
′
1
lim sup
n→∞
nhdn IV
(
fˆHn
)
≤ 1 + Cγ0 ,
where Cγ0 is a positive onstant whih depends upon γ0 (see its expliit form in proofs);
2. If in addition A0(i) holds with hn = cn
−1/(d+2)
, 0 < c <∞, then
lim sup
n→∞
n
2
d+2 MISE
(
fˆHn
)
≤
c2
12
Rd
(
f ′
)
+
1
cd
(1 + Cγ0),
with same onstant Cγ0 .
Remark 4. Using A0 with either A1 or A
′
1, our results in Theorems 3.2 and 3.3 are similar to those
derived with independent variables by Leoutre [21℄ in the d-dimensional setup. Thus we retrieve
(in lim sup) the same optimal rate n−2/(d+2) in terms of MISE. The additional asymptoti ons-
tant C or Cγ0 in the variane bound arises as a non negligible remainder of the ovariane term;
it learly depends on the sampling design in use. Nevertheless, if δn is suh that δn/δ
∗
n(γ0)→∞
as n → ∞, we an remove Cγ0 in Theorem 3.3 to get the exat limiting onstant of the i.i.d.
ase with hn = cn
−1/(d+2)
, 0 < c <∞.
Remembering that Tn = nδn the rate n
−2/(d+2)
may be easily rewritten in terms of Tn
aording to the value of γ0.
Corollary 3.4. Under A0 and A
′
1 the hoie hn = cn
−1/(d+2)
, 0 < c <∞, leads to
MISE
(
fˆHn
)
=


O
(
T−1n
)
with δn = d1h
d
n, 0 < d1 <∞, if γ0 < 1;
O
(
T−1n lnTn
)
with δn = d2h
d
n ln
(
h−dn
)
, 0 < d2 <∞, if γ0 = 1;
O
(
T
−
2γ0
2γ0+d(γ0−1)
n
)
with δn = d3h
d/γ0
n , 0 < d3 <∞, if γ0 > 1.
Remark 5. For the speial ase of irregular paths proesses (γ0 < 1), we thus observe in Corollary
3.4 a surprising similarity between the best rate of order 1/Tn and the 1/T -parametri rate
enountered in the real ontinuous-time ontext. Indeed, the time of observation learly depends
on the value of γ0 sine Tn has to be of order n
2/(d+2)
(γ0 < 1), n
2/(d+2) lnn (γ0 = 1) or
n(2γ0+d(γ0−1))/((d+2)γ0 ) (γ0 > 1) so as to obtain same eieny in estimation. Espeially, this
enlightens the fat that irregular paths proesses may be observed less time than more regular
ones (γ0 ≥ 1).
Finally, it may be interesting to indiate the exat limit of the pointwise variane of fˆHn (x)
in the ase γ0 < 1. The following proposition is thus obtained as a simple transposition from
kernel to histogram estimators of a result by Bosq [7℄ (Proposition 7.1. (i)).
Proposition 3.1. Let x ∈ Rd and assume that
(i) ‖gu‖∞ ≤ pi(u) where (1 + u)pi(u) is integrable over ]0,+∞[ and upi(u) is bounded and
ultimately dereasing. Furthermore gu(·, ·) is ontinuous at (x, x);
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(ii) sup(y,z)∈R2d
∣∣∑∞
r=1 δngrδn(y, z)−
∫∞
0 gu(y, z)du
∣∣→ 0 as δn ↓ 0+,
then
lim
n→∞
Tn Var
(
fˆHn (x)
)
= 2
∫ ∞
0
gu(x, x)du,
provided that δn = o
(
hdn
)
.
Remark 6. From Kutoyants [18℄, the limiting onstant is also the minimax bound for mean
squared error in the ase of ergodi diusion proesses satisfying some onditions of regularity
on the trend oeient and the diusion oeient (see Veretennikov [29℄).
4 Frequeny polygon
Given a (univariate) histogram, the frequeny polygon results from a natural smoothing with
straight lines to get a ontinuous estimator. However, the gain of this simple linear smoothing is
substantial sine we immediately improve the weak order h2n inherent to the bias of histograms.
The main properties of frequeny polygons are gathered in Sott [28℄ (Chapter 4) within the
i.i.d. setup. The mixing ase was then treated by Carbon, Garel, and Tran [10℄, and reently
extended to the random elds by Carbon [11℄. In ontinuous-time, Lejeune [22, 23℄ established
both optimal and parametri rates of MISE and asymptoti normality; the extension to the
random elds is done in a submitted work by Bensaïd and Dabo-Niang [2℄. For the sake of
simpliity, we shall onne attention to the real ase (d = 1 and γ0 ≤ 1).
For onveniene, f ′ and f ′′ denote the rst and seond derivatives of f and we dene the
roughness of f ′′ by R
(
f ′′
)
:=
∫
R
f ′′(x)2dx.
4.1 Denition and assumptions
Based upon Πn and Xt1 , . . . ,Xtn , the frequeny polygon is simply onstruted by onneting the
mid-points of the histogram heights with straight line segments
fˆFPn (x) =
∑
j
[(
x− cj
hn
)
fˆj+1 +
(
cj+1 − x
hn
)
fˆj
]
1[cj,cj+1[(x), x ∈ R.
In the literature we nd also alternative denitions whih dier from the way of interpolation
as e.g. the edge frequeny polygon introdued by Jones, Samiuddin and Al-Harbey Maatouk
[17℄ or its extended form by Dong and Zheng [15℄. All these estimators share the same rates of
onvergene but with dierent asymptoti onstants.
In agreement with assumptions A1 and A
′
1 in the previous setion we will desribe the proper-
ties of the frequeny polygon under the following onditions on f .
Assumptions A
′
0
(i) f ∈ C2(R), f ′′ ∈ L1(R) and f, f
′′ ∈ L2(R);
(ii) |f ′′(x)− f ′′(y)| ≤ l0|x− y|
ν
, l0 > 0, ν ∈]0, 1], for (x, y) ∈ R
2
;
(iii) f is ontinuous and ‖f‖∞ <∞.
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4.2 Rates of onvergene
The ISB ontribution is given in Sott [27℄.
Lemma 4.1. If Assumptions A′0(i)(ii) are satised then
ISB
(
fˆFPn
)
=
49
2880
R
(
f ′′
)
h4n + o
(
h4n
)
.
Remark 7. The nie order h4n is muh better ompared with histograms and familiar for more
sophistiated density estimators as kernel estimators. As emphasized earlier the bias term does
not depend on the sampling sheme.
4.2.1 Renewal and jittered samplings
Using the analysis on histograms with a new suitable hoie of hn we give the optimal rate of
frequeny polygons. Note that onstants C and Cγ0 are unhanged.
Theorem 4.2. 1. Under A′0(iii) and A1 and if f
1−1/p ∈ C1(R)
⋂
L1(R) for 1 < p < ρ − 1,
then
lim sup
n→∞
nhn IV
(
fˆFPn
)
≤
2
3
+ C;
2. If in addition A′0(i)(ii) hold then the hoie hn = cn
−1/5
, 0 < c <∞, yields
lim sup
n→∞
n
4
5 MISE
(
fˆFPn
)
≤
49
2880
c4R
(
f ′′
)
+
1
c
(
2
3
+ C
)
.
4.2.2 High frequeny sampling
Finally, reovering the loal properties of sample paths when data beome dense in time, we nd
again the optimal rate while minimizing the time of observation.
Theorem 4.3. Aording to the values of γ0, we onsider optimal hoies δ
∗
n(γ0) given by (3.1).
1. Then under A′0(iii) and A
′
1
lim sup
n→∞
nhn IV
(
fˆFPn
)
≤
2
3
+ Cγ0 ;
2. If in addition A′0(i)(ii) hold with hn = cn
−1/5
, 0 < c <∞, then
lim sup
n→∞
n
4
5 MISE
(
fˆFPn
)
≤
49
2880
c4R
(
f ′′
)
+
1
c
(
2
3
+ Cγ0
)
.
Remark 8. In both Theorems 4.2 and 4.3 we exhibit (in lim sup) the same n−4/5-onsisteny
obtained in Sott [27℄ with i.i.d. observations. The additional asymptoti onstant C or Cγ0 still
stays and relies on the sampling design in use; but, in Theorem 4.3, any hoie of δn satisfying
δn/δ
∗
n(γ0) → ∞ as n → ∞ allows to remove Cγ0 to get the exat limiting onstant of the i.i.d.
ase with hn = cn
−1/5
. Finally, note that if we take p = ρ− 1 in Theorem 4.2 the rates remain
valid up to a deayed onstant.
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Corollary 4.4. Under A′0 and A
′
1 the hoie hn = cn
−1/5
, 0 < c <∞, leads to
MISE
(
fˆFPn
)
=
{
O
(
T−1n
)
with δn = d1hn, 0 < d1 <∞, if γ0 < 1;
O
(
T−1n lnTn
)
with δn = d1hn ln
(
h−1n
)
, 0 < d2 <∞, if γ0 = 1.
Remark 9. As notied before real irregular paths proesses may be observed less time than more
regular ones sine Tn has to be of order n
4/5
(γ0 < 1) or n
4/5 lnn (γ0 = 1) to obtain same
eieny in estimation.
For ompleteness, the exat limit of the pointwise variane of fˆFPn (x) follows straightforwardly
from Proposition 3.1 (see also Remark 6).
Proposition 4.1. Under onditions of Proposition 3.1 with δn = o(hn), one has
lim
n→∞
Tn Var
(
fˆFPn (x)
)
= 2
∫ ∞
0
gu(x, x)du, x ∈ R.
5 Disussion
In this work we derive the optimal L2-rates of two omputationally advantageous density estima-
tors in the setup where observations are disretely sampled from a ontinuous-time proess. For
pratial onsiderations we have studied three time sampling proedures to properly desribe the
time ourrenes of the real data. Thus, values may be available at low or high frequeny but also
regularly or irregularly spaed in time. Therefore our main results state that all designs either
random or deterministi lead to the optimal rates n−2/(d+2) for histograms and n−4/5 (d = 1)
for frequeny polygons, with respet to the MISE onvergene, whih are those derived in the
i.i.d. ase. From this result, the frequeny polygon is a good alternative to more sophistiated
nonparametri density estimators. Partiularly, we have foused on a high frequeny sampling
to reveal some parallels with the idealized ontinuous-time framework as soon as observations
are seleted lose enough to eah other. We then use the loal properties of sample paths to
have a onsistent estimation with a minimal time of experiment. This fat might be explained
as follows: irregular sample paths arry muh more information than regular ones where the
orrelation between two suessive variables is muh stronger. Consequently, we infer that more
the paths are irregular  i.e. when A′1(i) holds with γ0 < 1  more the time of observation
would be shortened with a good behavior of the both estimators. Although not presented here,
simulations in progress already orroborate our theoretial results in the partiular ase of two
stationary real gaussian proesses. As awaited the frequeny polygon performs well and appears
muh loser to kernel estimator than to histogram. To go further in our investigations, it remains
to examine the ase of non-gaussian proesses inluding, for instane, the umbersome problem
of estimating bimodal densities. The important issue of nding optimal hoies for the bin width
value is left for future work.
6 Proofs
Throughout this setion, we detail the proofs of Theorems 3.2, 3.3, 4.2 and 4.3. In order to do
this, some auxiliary lemmas are neessary to derive upper bound expressions for the variane of
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fˆHn (x), x ∈ pinj , whih will depend on the sampling sheme being used. Let ‖X‖q = (E|X|
q)1/q
with 1 ≤ q < ∞, then X ∈ Lq(P ) means that ‖X‖q < ∞. We reall the following useful
ovariane inequality as written in Bosq [8℄ (p. 21).
Lemma 6.1 (Davydov's inequality). Let X ∈ Lq(P ) and Y ∈ Lr(P ) with q > 1, r > 1 and
1
q +
1
r < 1, then
|Cov(X,Y )| ≤ 2p
[
2α
(
σ(X), σ(Y )
)]1/p
‖X‖q‖Y ‖r,
where
1
p +
1
q +
1
r = 1.
6.1 Histogram
6.1.1 Variane bounds with random sampling
Lemma 6.2 (renewal sampling). If A0(ii) and A1 hold then we obtain for 1 < p ≤ ρ− 1:
nhdn Var
(
fˆj
)
≤ f(ξj)(1− h
d
nf(ξj))(1 + 2u0h0) + 2h0k
(
ξ˙j
)
hεn
+
4p2(2a0)
1/ph0
ρ− p
f(ξj)
1− 1
p h
1
p
{(d−ε)(ρ−p)−d}
n , (6.2)
with 0 ≤ ε ≤ d
(
1− 1ρ−p
)
and
(
ξj, ξ˙j
)
∈ pi2nj.
Lemma 6.3 (jittered sampling). Under the same onditions as in Lemma 6.2 and 1 < p ≤
ρ− 1:
nhdn Var
(
fˆj
)
≤ f(ξj)(1− h
d
nf(ξj))
(
1 + 2
⌈u0
δ
⌉)
+ 2k
(
ξ˙j
) (
hεn −
⌈u0
δ
⌉
hdn
)
+
4p2(2a0)
1/p
(ρ− p)δ
ρ
p
f(ξj)
1− 1
p h
1
p
{(d−ε)(ρ−p)−d}
n
(
1− 2hd−εn
)1− ρ
p , (6.3)
with 0 ≤ ε ≤ d
(
1− 1ρ−p
)
and
(
ξj, ξ˙j
)
∈ pi2nj.
For further use, we give the proofs for the ovarianes.
Proof of Lemma 6.2 For any (x, y) ∈ Rd×Rd, we suppose the existene of two indexes j1(x, n)
and j2(y, n) in Z
d
suh that x ∈ pij1(x,n)(=: pinj1) and y ∈ pij2(y,n)(=: pinj2). Thus
fˆHn (x) = fˆj1 =
1
nhdn
n∑
k=1
1πnj1
(Xtk), fˆ
H
n (y) = fˆj2 =
1
nhdn
n∑
k=1
1πnj2
(Xtk),
and
nhdn Cov
(
fˆj1, fˆj2
)
=
1
nhdn
n∑
k=1
Cov
(
1πnj1
(Xtk),1πnj2 (Xtk)
)
+
2
nhdn
n−1∑
p=1
n∑
q=p+1
Cov
(
1πnj1
(Xtp),1πnj2 (Xtq )
)
=: Vn + Cn.
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Set pk := P (X0 ∈ pink), k ∈ Z
d
. The variane term Vn is easy to ompute.
Vn =
1
nhdn
n∑
k=1
Cov
(
1πnj1
(X0),1πnj2 (X0)
)
=
1
hdn
(
P (X0 ∈ pinj1 ,X0 ∈ pinj2)− pj1pj2
)
.
Sine f is ontinuous there exists at least one point ξj ∈ pinj suh that
∫
πnj
f(x)dx = hdnf(ξj).
Then if j1 6= j2, we get
Vn = −
1
hdn
pj1pj2 = −h
d
nf(ξj1)f(ξj2),
where
(
ξj1 , ξj2
)
∈ pinj1 × pinj2 . Otherwise if j1 = j2 = j:
Vn =
1
hdn
pj(1− pj) = f(ξj)(1− h
d
nf(ξj)).
Let us turn to the ovariane term Cn. By stationarity and, sine tp − tq and tp−q are equal in
distribution, we have
Cn =
2
nhdn
n−1∑
r=1
n−r∑
p=1
Cov
(
1πnj1
(X0),1πnj2 (Xtp+r−tp)
)
=
2
hdn
n−1∑
r=1
(
1−
r
n
) ∫ ∞
0
Cov
(
1πnj1
(X0),1πnj2 (Xu)
)
g⋆r(u)du =: Cn,1 + Cn,2 + Cn,3,
where
Cn,i :=
2
hdn
n−1∑
r=1
(
1−
r
n
) ∫
Ei
Cov
(
1πnj1
(X0),1πnj2 (Xu)
)
g⋆r(u)du, i = 1, 2, 3,
with E1 = (0, u0), E2 =
(
u0, h
−d+ε
n
)
and E3 =
(
h−d+εn ,∞
)
, for some 0 ≤ ε < d to be speied
later. Reall that h(u) =
∑∞
r=1 g
⋆r(u), one seeks to bound eah ovariane subterm. First, by
Cauhy-Shwarz inequality and Fubini's theorem,
|Cn,1| ≤
2
hdn
√
Var
(
1πnj1
(X0)
)√
Var
(
1πnj2
(X0)
) ∫ u0
0
h(u)du
≤ 2u0h0
√
f(ξj1)f(ξj2)(1− h
d
nf(ξj1))(1 − h
d
nf(ξj2)).
Then A1(i) and Fubini imply
|Cn,2| ≤
2
hdn
∫ h−d+εn
u0
∫∫
πnj1×πnj2
sup
y∈Rd
|gu(x, y)|dxdy h(u)du ≤ 2h0k
(
ξ˙j1
)
hεn,
where ξ˙j1 ∈ pinj1 .
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Now, it is lear that for n large enough we have h−d+εn ≥ u1. So using Davydov's inequality
(Lemma 6.1) with mixing ondition A1(ii) and Fubini, for any (p, q) ∈
]
1, ρ− 1
]
×
[
1 + ρρ−2 ,∞
[
suh that
2
q +
1
p = 1:
|Cn,3| ≤
2
hdn
∫ ∞
h−d+εn
2p 21/p‖1πnj1 (X0)‖q‖1πnj2 (Xu)‖q
(
α
(2)
X (u)
)1/p
h(u)du
≤ 4p(2a0)
1/ph0
√
f(ξj1)
1− 1
p f(ξj2)
1− 1
p h
− d
p
n
∫ ∞
h−d+εn
u
− ρ
pdu
≤
4p2(2a0)
1/ph0
ρ− p
√
f(ξj1)
1− 1
p f(ξj2)
1− 1
p h
1
p
{(d−ε)(ρ−p)−d}
n .
Finally, setting k1 := 2u0h0, k2 := 2h0 and k3 :=
4p2(2a0)1/ph0
ρ−p , one has
nhdn Cov
(
fˆj1 , fˆj2
)
≤ −hdnf(ξj1)f(ξj2) + k1
√
f(ξj1)f(ξj2)(1− h
d
nf(ξj1))(1 − h
d
nf(ξj2))
+ k2k
(
ξ˙j1
)
hεn + k3
√
f(ξj1)
1− 1
p f(ξj2)
1− 1
p h
1
p
{(d−ε)(ρ−p)−d}
n . (6.4)
We then dedue the lemma by taking j1 = j2 = j with the appropriate expression of Vn. It turns
out that the ovariane is a O
(
1/
(
nhdn
))
for any hoie of ε pertaining to
[
0, d
(
1− 1ρ−p
)]
. 
Proof of Lemma 6.3 Here the alulus of Vn is exatly the same as in the proof of Lemma
6.2. In fat, the deliate point will onsist again in bounding Cn. To do so, we give the ommon
probability density funtion, say ∆Z , of all random variables {Zj − Zi, i < j}. Sine the
variables {Zi, 0 ≤ i ≤ n} are supposed to be independent and symmetrially distributed, we
have ∆Z(t) = gJ
⋆2(t) =
∫
R
gJ(t− y)gJ(y)dy with support over [−δ, δ]. Let us denote by ⌊x⌋ the
largest integer less than or equal to the real x, and set r0 := ⌈u0/δ⌉ and r
1
n := ⌊h
−d+ε
n ⌋ for some
0 ≤ ε < d to be speied later. Now stationarity implies
Cn =
2
nhdn
n−1∑
r=1
n−r∑
p=1
Cov
(
1πnj1
(X0),1πnj2 (Xtp+r−tp)
)
=
2
hdn
n−1∑
r=1
(
1−
r
n
)∫ δ
−δ
Cov
(
1πnj1
(X0),1πnj2 (Xrδ+t)
)
∆Z(t)dt =: Cn,1 + Cn,2 + Cn,3,
where
Cn,i :=
2
hdn
∑
r∈Ei
(
1−
r
n
)∫ δ
−δ
Cov
(
1πnj1
(X0),1πnj2 (Xrδ+t)
)
∆Z(t)dt, i = 1, 2, 3,
with E1 = {1, . . . , r0}, E2 =
{
r0 +1, . . . , r
1
n
}
and E3 =
{
r1n+1, . . . , n− 1
}
. By Cauhy-Shwarz
we get
|Cn,1| ≤
2
hdn
r0∑
r=1
√
Var
(
1πnj1
(X0)
)√
Var
(
1πnj2
(X0)
) ∫ δ
−δ
∆Z(t)dt
≤ 2
⌈u0
δ
⌉√
f(ξj1)f(ξj2)(1 − h
d
nf(ξj1))(1− h
d
nf(ξj2)).
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Then using A1(i)
|Cn,2| ≤
2
hdn
r1n∑
r=r0+1
∫ δ
−δ
∆Z(t)
∫∫
πnj1×πnj2
sup
y∈Rd
|grδ+t(x, y)|dxdy dt
≤ 2(r1n − r0)h
d
nk
(
ξ˙j1
) ∫ δ
−δ
∆Z(t)dt
≤ 2k
(
ξ˙j1
) (
h−d+εn −
⌈u0
δ
⌉)
hdn.
By Davydov's inequality and A1(ii),
|Cn,3| ≤
2
hdn
n−1∑
r=r1n+1
∫ δ
−δ
∣∣∣Cov(1πnj1 (X0),1πnj2 (Xrδ+t))
∣∣∣∆Z(t)dt.
For any (p, q) ∈
]
1, ρ− 1
]
×
[
1 + ρρ−2 ,∞
[
suh that
2
q +
1
p = 1 and sine α
(2)
X (·) is arithmetially
dereasing, we have
|Cn,3| ≤
1
hdn
4p 21/p h
2d
q
n f(ξj1)
1/qf(ξj2)
1/q
n−1∑
r=r1n+1
∫ δ
−δ
(
α
(2)
X
(
(r − 1)δ
))1/p
∆Z(t)dt
≤ h
− d
p
n
4p 21/p
δ
√
f(ξj1)
1− 1
p f(ξj2)
1− 1
p
∫ ∞
(r1n−1)δ
(
α
(2)
X (u)
)1/p
du
≤
4p2(2a0)
1/p
(ρ− p)δ
ρ
p
√
f(ξj1)
1− 1
p f(ξj2)
1− 1
p h
− d
p
n
(
r1n − 1
)1− ρ
p .
Now if p < ρ
(
1− ρp < 0
)
and sine r1n > h
−d+ε
n − 1 we may write
|Cn,3| ≤
4p2(2a0)
1/p
(ρ− p)δ
ρ
p
√
f(ξj1)
1− 1
p f(ξj2)
1− 1
p h
1
p
{(d−ε)(ρ−p)−d}
n
(
1− 2hd−εn
)1− ρ
p ,
where
(
1− 2hd−εn
)1− ρ
p → 1 as n→∞. Hene we obtain
|Cn,3| ≤
4p2(2a0)
1/p
(ρ− p)δ
ρ
p
√
f(ξj1)
1− 1
p f(ξj2)
1− 1
p h
1
p
{(d−ε)(ρ−p)−d}
n
(
1− 2hd−εn
)1− ρ
p .
Finally, setting k4 := 2
⌈
u0
δ
⌉
and k5 :=
4p2(2a0)1/p
(ρ−p)δρ/p
, one has
nhdn Cov
(
fˆj1 , fˆj2
)
≤ −hdnf(ξj1)f(ξj2) + k4
√
f(ξj1)f(ξj2)(1− h
d
nf(ξj1))(1 − h
d
nf(ξj2))
+ 2k
(
ξ˙j1
)(
hεn −
⌈u0
δ
⌉
hdn
)
+ k5
√
f(ξj1)
1− 1
p f(ξj2)
1− 1
p h
1
p
{(d−ε)(ρ−p)−d}
n
(
1− 2hd−εn
)1− ρ
p , (6.5)
whih implies the desired result. The ovariane is thus a O
(
1/
(
nhdn
))
for any ε in
[
0, d
(
1− 1ρ−p
)]
.

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6.1.2 Proof of Theorem 3.2
Renewal sampling  By integrating over pinj the right-hand side of (6.2) and by summing up over
all hyperubes, we rst derive an asymptoti upper bound for IV. For some ε ∈
[
0, d
(
1− 1ρ−p
)]
,
nhdn
∫
πnj
Var
(
fˆj
)
dx ≤ hdn
{
f(ξj)(1− h
d
nf(ξj)){1 + k1}
+ k2k
(
ξ˙j
)
hεn + k3f(ξj)
1− 1
p h
1
p
{(d−ε)(ρ−p)−d}
n
}
.
Then using the approximation of integral by Riemann sums, i.e.,
∑
j
hdnf
κ(ξj) = ‖f
κ‖1 + o(1), κ = 1−
1
p
, 1, 2, and
∑
j
hdnk
(
ξ˙j
)
= ‖k‖1 + o(1),
one has
nhdn IV
(
fˆHn
)
≤
{
1 + k1 + k2‖k‖1 h
ε
n + k3
∥∥f1− 1p∥∥
1
h
1
p
{(d−ε)(ρ−p)−d}
n
}
(1 + o(1)). (6.6)
The two parts of the theorem follow from the hoie hn = cn
−1/(d+2)
, 0 < c < ∞. So Lemma
3.1 yields
lim
n→∞
n
2
d+2 ISB
(
fˆHn
)
=
c2
12
Rd
(
f ′
)
,
and ombining with (6.6), if p = ρ− 1 (ε = 0), we have
lim sup
n→∞
n
2
d+2 MISE
(
fˆHn
)
≤
c2
12
Rd
(
f ′
)
+
1
cd
{
1 + k1 + k2‖k‖1 + k3
∥∥f1− 1p∥∥
1
}
.
If p < ρ− 1 (ε > 0), we improve the asymptoti onstant:
lim sup
n→∞
n
2
d+2 MISE
(
fˆHn
)
≤
c2
12
Rd
(
f ′
)
+
1
cd
{1 + k1}.
Jittered sampling  Now, let us integrate over pinj the right-hand side of (6.3):
nhdn
∫
πnj
Var
(
fˆj
)
dx ≤ hdn
{
f(ξj)(1− h
d
nf(ξj)){1 + k4}+ 2k
(
ξ˙j
) (
hεn −
⌈u0
δ
⌉
hdn
)
+ k5f(ξj)
1− 1
p h
1
p
{(d−ε)(ρ−p)−d}
n
(
1− 2hd−εn
)1− ρ
p
}
,
for any ε ∈
[
0, d
(
1− 1ρ−p
)]
. Then sum up over all indexes j to obtain
nhdn IV
(
fˆHn
)
≤
{
1 + k4 + 2‖k‖1
(
hεn −
⌈u0
δ
⌉
hdn
)
+ k5
∥∥f1− 1p∥∥
1
h
1
p
{(d−ε)(ρ−p)−d}
n
}
(1 + o(1)).
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Therefore, if p = ρ− 1, the bin width hoie hn = cn
−1/(d+2)
, 0 < c <∞, entails
lim sup
n→∞
n
2
d+2 MISE
(
fˆHn
)
≤
c2
12
Rd
(
f ′
)
+
1
cd
{
1 + k4 + 2‖k‖1 + k5
∥∥f1− 1p∥∥
1
}
.
If p < ρ− 1, we get a better asymptoti onstant:
lim sup
n→∞
n
2
d+2 MISE
(
fˆHn
)
≤
c2
12
Rd
(
f ′
)
+
1
cd
{1 + k4}. 
6.1.3 Variane bounds with high frequeny sampling
The period depends now on the sample size in that δn ↓ 0
+
as n → ∞. We start by giving a
new bound expression for the variane of fˆHn (x) whih depends upon γ0.
Lemma 6.4 (high frequeny sampling). If A0(ii) and A
′
1(i)(ii) hold, then we obtain
nhdn Var
(
fˆj
)
≤ f(ξj)(1− h
d
nf(ξj)) + 2ϕ
(
ξ˙j
)( r0n∑
r=1
1
rγ0
)
hdnδ
−γ0
n +
{
2u0‖f‖∞f(ξj)
+ 2(u1 − u0 + δn)k
(
ξ¨j
)
sup
u∈[u0,u1]
pi(u) + 2k
(
ξ¨j
) ∫ ∞
u1
pi(u)du
(
1 +
pi(u1)∫∞
u1
pi(u)du
δn
)}
hdnδ
−1
n , (6.7)
with
(
ξj , ξ˙j, ξ¨j
)
∈ pi3nj and it entails that the variane is a O
(
1/
(
nhdn
))
with the following hoies
δ∗n(γ0) of δn:
δ∗n(γ0) = d1h
d
n1{γ0<1} + d2h
d
n ln
(
h−dn
)
1{γ0=1} + d3h
d/γ0
n 1{γ0>1}, 0 < d1, d2, d3 <∞.
Proof of Lemma 6.4 The alulus of Vn remains idential. Now to upper bound Cn, we have
to make use of the loal assumption A′1(i). Set r
0
n := ⌊u0/δn⌋ and r
1
n := ⌊u1/δn⌋, sine X
T
is
stationary one may write
Cn =
2
hdn
n−1∑
r=1
(
1−
r
n
)
Cov
(
1πnj1
(X0),1πnj2 (Xrδn)
)
=: Cn,1 + Cn,2,
where
Cn,1 :=
2
hdn
r0n∑
r=1
(
1−
r
n
)
Cov
(
1πnj1
(X0),1πnj2 (Xrδn)
)
,
Cn,2 :=
2
hdn
n−1∑
r=r0n+1
(
1−
r
n
)
Cov
(
1πnj1
(X0),1πnj2 (Xrδn)
)
.
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First using A′1(i) we get
|Cn,1| ≤
2
hdn
r0n∑
r=1
∫∫
πnj1×πnj2
{
sup
y∈Rd
frδn(x, y) + ‖f‖∞f(x)
}
dxdy
≤ 2
r0n∑
r=1
∫
πnj1
{
ϕ(x)(rδn)
−γ0 + ‖f‖∞f(x)
}
dx
≤ 2ϕ
(
ξ˙j1
)( r0n∑
r=1
1
rγ0
)
hdnδ
−γ0
n + 2u0‖f‖∞f(ξj1)h
d
nδ
−1
n ,
where
(
ξj1 , ξ˙j1
)
∈ pi2nj1 . Setting k6 := 2u0‖f‖∞, we obtain
|Cn,1| ≤ 2ϕ
(
ξ˙j1
)( r0n∑
r=1
1
rγ0
)
hdnδ
−γ0
n + k6f(ξj1)h
d
nδ
−1
n .
Then using A′1(ii)
|Cn,2| ≤
2
hdn
n−1∑
r=r0n+1
∫∫
πnj1×πnj2
sup
y∈Rd
|grδn(x, y)|dxdy ≤ 2h
d
nk
(
ξ¨j1
)[ r1n∑
r=r0n+1
pi(rδn)+
n−1∑
r=r1n+1
pi(rδn)
]
,
where ξ¨j1 ∈ pinj1 . On the one hand, one has
r1n∑
r=r0n+1
pi(rδn) ≤
(
r1n − r
0
n
)
sup
u∈[u0,u1]
pi(u) ≤ (u1 − u0) sup
u∈[u0,u1]
pi(u)
(
1 +
δn
u1 − u0
)
δ−1n .
On the other hand, the monotoniity of pi(·) implies
n−1∑
r=r1n+1
pi(rδn) ≤ δ
−1
n
n−1∑
r=r1n+1
δnpi(rδn) ≤
{
(u1 − r
1
nδn)pi
( (
r1n + 1
)
δn
)
+
∫ ∞
u1
pi(u)du
}
δ−1n .
Setting k7 := 2(u1 − u0) supu∈[u0,u1] pi(u) and k8 := 2
∫∞
u1
pi(u)du, we thus obtain
|Cn,2| ≤ k7k
(
ξ¨j1
)(
1 +
δn
u1 − u0
)
hdnδ
−1
n + k8k
(
ξ¨j1
)(
1 +
pi(u1)∫∞
u1
pi(u)du
δn
)
hdnδ
−1
n .
Thene
nhdn Cov
(
fˆj1 , fˆj2
)
≤ −hdnf(ξj1)f(ξj2) + 2ϕ
(
ξ˙j1
)( r0n∑
r=1
1
rγ0
)
hdnδ
−γ0
n + k6f(ξj1)h
d
nδ
−1
n
+ k7k
(
ξ¨j1
)(
1 +
δn
u1 − u0
)
hdnδ
−1
n + k8k
(
ξ¨j1
)(
1 +
pi(u1)∫∞
u1
pi(u)du
δn
)
hdnδ
−1
n , (6.8)
whih leads to the desired result. Using (6.8), we also dedue the optimal hoies δ∗n(γ0) of δn
i.e. the smallest values of δn so that Cn is a O(1). These hoies are given by (3.1) in aordane
with the values of γ0. 
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6.1.4 Proof of Theorem 3.3
By integrating over pinj the right-hand side of (6.7):
nhdn
∫
πnj
Var
(
fˆj
)
dx ≤ hdn
{
f(ξj)(1− h
d
nf(ξj)) + 2ϕ(ξ˙j)
(
r0n∑
r=1
1
rγ0
)
hdnδ
−γ0
n + k6f(ξj)h
d
nδ
−1
n
+ k7k(ξ¨j)
(
1 +
δn
u1 − u0
)
hdnδ
−1
n + k8k(ξ¨j)
(
1 +
pi(u1)∫∞
u1
pi(u)du
δn
)
hdnδ
−1
n
}
.
Then let us sum up over all indexes j. Sine ϕ is Riemann-integrable, we obtain
nhdn IV
(
fˆHn
)
≤
{
1 + 2‖ϕ‖1
( r0n∑
r=1
1
rγ0
)
hdnδ
−γ0
n + k6h
d
nδ
−1
n + (k7 + k8)‖k‖1h
d
nδ
−1
n
}
(1 + o(1)).
Aording to the values of γ0, we derive all asymptoti bounds with optimal hoies of δn:
 if γ0 < 1, the hoie δ
∗
n(γ0) = d1h
d
n, 0 < d1 <∞, entails(
r0n∑
r=1
1
rγ0
)
hdnδ
−γ0
n ≤
1
d1
u1−γ00
1− γ0
[
1−
d1−γ01 γ0
u1−γ00
hd(1−γ0)n
]
;
 if γ0 = 1, the hoie δ
∗
n(γ0) = d2h
d
n ln
(
h−dn
)
, 0 < d2 <∞, entails( r0n∑
r=1
1
r
)
hdnδ
−1
n ≤
1
d2
[
1− ln
(
h−dn
)
ln
(
e
u0
d2
ln
(
h−dn
))]
;
 if γ0 > 1, the hoie δ
∗
n(γ0) = d3h
d/γ0
n , 0 < d3 <∞, entails(
r0n∑
r=1
1
rγ0
)
hdnδ
−γ0
n ≤
γ0
dγ03 (γ0 − 1)
[
1−
1
γ0u
γ0−1
0
δγ0−1n
]
.
So setting
Cγ0 :=
1
d1
{
2‖ϕ‖1u
1−γ0
0
1− γ0
+ k6 + (k7 + k8)‖k‖1
}
1{γ0<1} +
2‖ϕ‖1
d2
1{γ0=1} +
2‖ϕ‖1γ0
dγ03 (γ0 − 1)
1{γ0>1},
it remains to hoose hn = cn
−1/(d+2)
, 0 < c <∞, as in Theorem 3.2:
lim sup
n→∞
n
2
d+2 MISE
(
fˆHn
)
≤
c2
12
Rd
(
f ′
)
+
1
cd
(
1 + Cγ0
)
,
and we an also improve our asymptoti onstant for any hoie of δn suh that δn/δ
∗
n(γ0)→∞
as n→∞:
lim sup
n→∞
n
2
d+2 MISE
(
fˆHn
)
≤
c2
12
Rd
(
f ′
)
+
1
cd
. 
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6.2 Frequeny polygon
6.2.1 Proof of Theorem 4.2
Renewal sampling  First observe that∫
R
Var
(
fˆFPn (x)
)
dx =
∑
j
∫
[cj ,cj+1[
Var
(
fˆFPn (x)
)
dx,
where
∫ cj+1
cj
Var
(
fˆFPn (x)
)
dx =
1
h2n
∫ cj+1
cj
{
(x− cj)
2Var
(
fˆj+1
)
+ (cj+1 − x)
2Var
(
fˆj
)
+ 2(x− cj)(cj+1 − x)Cov
(
fˆj, fˆj+1
)}
dx.
For any j ∈ Z, let us denote by V j (respetively Cj,j+1) an upper bound expression for
nhnVar
(
fˆj
)
(respetively nhnCov
(
fˆj, fˆj+1
)
) that is independent of x. We get
nhn
∫ cj+1
cj
Var
(
fˆFPn (x)
)
dx ≤
hn
3
{
V j + V j+1 + Cj,j+1
}
. (6.9)
Insert now both expressions (6.2) and (6.4) in (6.9), then for ε ∈
[
0, 1 − 1ρ−p
]
,
nhn
∫ cj+1
cj
Var
(
fˆFPn (x)
)
dx
≤
hn
3
{
f(ξj)(1 − hnf(ξj)){1 + k1}+ k2k(ξ˙j)h
ε
n + k3f(ξj)
1− 1
p h
1
p
{(1−ε)(ρ−p)−1}
n
}
+
hn
3
{
f(ξj+1)(1− hnf(ξj+1)){1 + k1}+ k2k(ξ˙j+1)h
ε
n + k3f(ξj+1)
1− 1
p h
1
p
{(1−ε)(ρ−p)−1}
n
}
+
hn
3
{
− hnf(ξj)f(ξj+1) + k1
√
f(ξj)f(ξj+1)(1− hnf(ξj))(1 − hnf(ξj+1))
+ k2k(ξ˙j)h
ε
n + k3
√
f(ξj)
1− 1
p f(ξj+1)
1− 1
p h
1
p
{(1−ε)(ρ−p)−1}
n
}
.
We bound the IV of fˆFPn by summing up over all indexes j. So for ε ∈
[
0, 1 − 1ρ−p
]
,
nhn IV
(
fˆFPn
)
≤
{
2
3
+ k1 + k2‖k‖1 h
ε
n + k3
∥∥f1− 1p∥∥
1
h
1
p
{(1−ε)(ρ−p)−1}
n
}
(1 + o(1)). (6.10)
Now the bin width hoie hn = cn
−1/5
, 0 < c <∞, in Lemma 4.1 yields rst
lim
n→∞
n
4
5 ISB
(
fˆFPn
)
=
49
2880
c4R
(
f ′′
)
,
20
and ombining with (6.10), if p = ρ− 1 (ε = 0):
lim sup
n→∞
n
4
5 MISE
(
fˆFPn
)
≤
49
2880
c4R
(
f ′′
)
+
1
c
{
2
3
+ k1 + k2‖k‖1 + k3
∥∥f1− 1p∥∥
1
}
.
If p < ρ− 1 (0 < ε < 1):
lim sup
n→∞
n
4
5 MISE
(
fˆFPn
)
≤
49
2880
c4R
(
f ′′
)
+
1
c
{
2
3
+ k1
}
.
Jittered sampling  The outlines of the proof are unhanged. Insert both expressions (6.3) and
(6.5) in (6.9) and sum up over all indexes j, then it follows that for ε ∈
[
0, 1− 1ρ−p
]
,
nhn IV
(
fˆFPn
)
≤
{
2
3
+ k4 + 2‖k‖1
(
hεn −
⌈u0
δ
⌉
hn
)
+ k5
∥∥f1− 1p∥∥
1
h
1
p
{(1−ε)(ρ−p)−1}
n
(
1− 2h1−εn
)1− ρ
p
}
(1 + o(1)).
Take hn = cn
−1/5
, 0 < c <∞, then if p = ρ− 1:
lim sup
n→∞
n
4
5 MISE
(
fˆFPn
)
≤
49
2880
c4R
(
f ′′
)
+
1
c
{
2
3
+ k4 + 2‖k‖1 + k5
∥∥f1− 1p∥∥
1
}
.
If p < ρ− 1:
lim sup
n→∞
n
4
5 MISE
(
fˆFPn
)
≤
49
2880
c4R
(
f ′′
)
+
1
c
{
2
3
+ k4
}
. 
6.2.2 Proof of Theorem 4.3
Insert now both expressions (6.7) and (6.8) in (6.9) and sum up over all indexes j, we get
nhn IV
(
fˆFPn
)
≤
{
2
3
+ 2‖ϕ‖1
( r0n∑
r=1
1
rγ0
)
hnδ
−γ0
n + k6hnδ
−1
n + (k7 + k8)‖k‖1hnδ
−1
n
}
(1 + o(1)).
Then hn = cn
−1/5
, 0 < c <∞, together with the optimal hoies δ∗n of δn yield
lim sup
n→∞
n
4
5 MISE
(
fˆFPn
)
≤
49
2880
c4R
(
f ′′
)
+
1
c
{
2
3
+ Cγ0
}
,
and, if δn is suh that δn/δ
∗
n(γ0)→∞ as n→∞, Cγ0 is removable in the limiting bound. 
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