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Highlights
• Verification of a boundary layer numerical code by the Method of Manufactured Solutions.
• Convergence order analysis of a boundary layer numerical code.
• Validation of a boundary layer numerical code through comparison with experimental data.
• Agreement between boundary layer numerical code and Linear Stability Theory results.
• Use of high-order approximations.
Abstract
The verification of a Direct Numerical Simulation code is carried out using the Method of Manufactured Solutions. Numerical
results from the code are also compared with experimental and Linear Stability Theory results in a boundary layer over an airfoil.
Displacement thickness, momentum thickness and shape factor are used to measure the boundary layer. Comparisons considering
the amplitude of the velocity disturbance caused by two-dimensional Tollmien–Schlichting waves are also made. The results show
the verification and validation of the Direct Numerical Simulation code.
c⃝ 2015 Elsevier B.V. All rights reserved.
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1. Introduction
Numerical studies involving fluid motion have large applications in science and engineering. As an example,
computational simulations can be used for climate predictions, aerodynamics and oil industry, biomedical engineering,
and many other areas. Due to the great importance of these numerical predictions for practical applications, the
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credibility of mathematical models and numerical methods is a factor that should be investigated. Verification and
validation is the field of study that provides different techniques to quantify how reliable a simulation code is [1–3].
Particularly, the simulation of boundary layer flows has been the focus of many researchers in Computational Fluid
Dynamics (CFD). The no-slip condition on a solid body reduces the velocities of the outer flow to zero on the surface.
This reduction generates large velocity gradients in a thin layer adjacent to the body surface. This thin region is the
boundary layer, in which strong viscous effects exist [4]. The boundary layer is directly affected by the outer flow [5,6].
For example, the presence of a favorable pressure gradient causes the outer flow to accelerate and stabilizes the
boundary layer flow. On the other hand, the presence of an adverse pressure gradient decelerates the outer flow and
increases the instability of the boundary layer. An increasing instability leads to transition to turbulence. Experimental
and numerical studies are being used to explain and predict this phenomenon [7–10].
In this paper, we adopt a Direct Numerical Simulation (DNS) code to predict laminar–turbulent transition problems
in incompressible boundary layer flows. The results carried out by this code are verified through the Method of
Manufactured Solutions (MMS). This is the most efficient method for verification of codes. The basic idea is producing
a solution and transforming the original set of governing equations into a set of similar equations where the exact
solution is available.
A comparison of the amplification rate of Tollmien–Schlichting waves in a boundary layer to Linear Stability
Theory (LST) and to experimental results were also used to verify and validate the code. Unsteady disturbances of
small amplitude produce Tollmien–Schlichting (TS) waves in the flow. The growth or decay of these waves evidences
the flow stability. According to LST, when the amplitudes of these waves are infinitesimal, they can grow until certain
point (neutral curve) and start to decay. Based on this, TS waves were generated in the flow in order to study their
effect in the velocity profile.
The governing equations adopted here are the incompressible Navier–Stokes equations written in vorticity–velocity
formulation. The numerical method is based on high-order finite-difference approximations for the discretization of
the streamwise and wall-normal spatial derivatives. In the spanwise direction a spectral method that uses Fast Fourier
Transformation is applied. The time integration is carried out by a fourth-order Runge–Kutta scheme.
2. Formulation
In this section the governing equations, the reference system, and the integration domain are presented.
2.1. Governing equations
The governing equations are the dimensionless Navier–Stokes equations for incompressible flow with constant
viscosity written in orthogonal coordinates. The non-dimensionalization is made considering the Reynolds number
Re, given by:
Re = U˜∞ L˜
ν˜
,
where U˜∞ is the reference velocity, L˜ is the reference length and ν˜ is the kinematic viscosity. The reference velocity
is the free stream velocity and the reference length is the distance from the leading edge, the foremost edge of a rigid
body (e.g. airfoil and flat plate).
The dimensionless variables are written as:
x = x˜
L˜
; y = y˜
L˜
; z = z˜
L˜
; u = u˜
U˜∞
; v = v˜
U˜∞
; w = w˜
U˜∞
;
ωx = w˜x L˜
U˜∞
; ωy = w˜y L˜
U˜∞
; ωz = w˜z L˜
U˜∞
; t = t˜U˜∞
L˜
,
where the tilde denotes dimensional variables; x , y and z are the spatial coordinates in streamwise, wall-normal and
spanwise directions, respectively; u, v, w and ωx , ωy , ωz are the velocity and vorticity components in each direction,
respectively; and t is the time.
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The vorticity can be defined as the negative curl of the velocity vector [11–15,7]. Therefore, the vorticity component
in each direction can be written as:
ωx = ∂v
∂z
− ∂w
∂y
, (1)
ωy = ∂w
∂x
− ∂u
∂z
, (2)
ωz = ∂u
∂y
− ∂v
∂x
. (3)
Using the fact that both velocity and vorticity fields are solenoidal, one can obtain the following vorticity transport
equations:
∂ωx
∂t
+ ∂a
∂y
− ∂b
∂z
= 1
Re
∇2ωx , (4)
∂ωy
∂t
+ ∂c
∂z
− ∂a
∂x
= 1
Re
∇2ωy, (5)
∂ωz
∂t
+ ∂b
∂x
− ∂c
∂y
= 1
Re
∇2ωz, (6)
where
a = vωx − uωy,
b = uωz − wωx ,
c = wωy − vωz,
are the nonlinear terms resulting from convection, vortex stretching and vortex bending. The Laplace operator is:
∇2 =

∂2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2

.
Taking into account the continuity equation, given by:
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
= 0, (7)
and the definition of vorticity one can obtain Poisson-type equations for each velocity component:
∂2u
∂x2
+ ∂
2u
∂z2
= −∂ωy
∂z
− ∂
2v
∂x∂y
, (8)
∇2v = −∂ωz
∂x
+ ∂ωx
∂z
, (9)
∂2w
∂x2
+ ∂
2w
∂z2
= ∂ωy
∂x
− ∂
2v
∂y∂z
. (10)
The sets of Eqs. (4)–(6) and (8)–(10) describe the flow being simulated and will be solved in the integration domain
defined in the next section.
2.2. Reference system and integration domain
The reference system considered for the numerical procedure is shown in Fig. 1. The x-axis lies on the surface, in
the streamwise direction. The y-axis is normal to the wall, its coordinate is zero at the wall, and it assumes positive
values within the boundary layer. The z-axis is in the spanwise direction, parallel to the leading edge, and is oriented
so that the resulting system is right-handed.
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Fig. 1. Computational domain.
In the streamwise direction the domain ranges from x0, a certain distance from the leading edge, to xmax. In the
wall-normal direction, the domain starts at the wall (y = 0) and ends in ymax. ymax is large enough to allow us to
assume the vorticity as zero at the upper boundary. In the spanwise direction the flow is considered periodic and the
domain starts at z = 0 and ends at z = λz , where λz is the fundamental wavelength in z-direction.
A disturbance strip is located between points x1 and x2. These disturbances are introduced by mass suction and
blowing. Points x0 and x1, and x3 and x4 are the extremes of the relaminarization zones. These zones are used to avoid
numerical reflexions of the disturbances at the inflow and outflow boundaries [16].
2.3. Baseflow
To initiate the numerical simulation, a baseflow should be calculated, in a two-dimensional domain. This is neces-
sary just for the validation process.
First of all, a Falkner–Skan equation is solved, considering the experimental data as boundary condition. This
solution is used as initial condition for the baseflow simulation. The full Navier–Stokes equations are then solved to
remove simplification errors from the Falkner–Skan solutions.
The two-dimensional equations for the baseflow are:
∂ωzb
∂t
+ ∂(ubωzb)
∂x
+ ∂(vbωzb)
∂y
= 1
Re

∂2ωzb
∂x2
+ ∂
2ωzb
∂y2

, (11)
∂2vb
∂x2
+ ∂
2vb
∂y2
= −∂ωzb
∂x
, (12)
∂ub
∂x
= −∂vb
∂y
. (13)
Eq. (13) is adopted instead of the Poisson equation for ub (equivalent to Eq. (8)) to ensure continuity. The
computational cost to solve this equation is less than the one for the Poisson equation.
The code that solves the baseflow equations has the same structure as the one used to solve the three-dimensional
problem, without the disturbances. For the baseflow simulation, the code is executed until it reaches the steady state,
i.e., until the differences in the vorticity values between two consecutive time steps are smaller than a prescribed
tolerance ε = 10−9.
3. Numerical method
The equations presented above are discretized by high-order finite-difference schemes [17,13,18,19] and spectral
approximations for the spatial derivatives. A fourth-order four-step Runge–Kutta method is used for the temporal
integration.
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3.1. Discretization of field equations
As the physical phenomena involve a large number of scales in time and space, the numerical code needs to have
non-dissipative and non-dispersive characteristics to represent all the relevant scales. For this reason, a numerical
integrator of Runge–Kutta type with fourth-order precision is used. Moreover, the spatial derivatives are calculated
using high-order compact finite-difference methods in x- and y-directions and spectral method in the z-direction.
Since the phenomenon under investigation is concentrated near the wall, a large amount of points is necessary in
this region. With the aim of reducing the total amount of points, a grid stretching is used in the wall-normal direction
[20]. The coefficient matrices for the derivative calculation and for the Poisson equation solution suggested by Linnick
and Fasel [21] were used.
3.2. Spectral method
The flow is assumed to be periodic in the spanwise direction. Therefore, the flow field can be expanded in Fourier
series with K spanwise Fourier modes, as follows:
g(x, y, z, t) =
K
k=0
Gk(x, y, t) exp(−iβk z), (14)
where g = {u, v, w, ωx , ωy, ωz, a, b, c} represents the variables in the physical space; Gk = {Uk, Vk,Wk,Ωxk ,Ωyk ,
Ωzk , Ak, Bk,Ck} represents the variables in the Fourier space; k is the Fourier mode, that ranges from 0 to K ;
i = √−1; and βk is the spanwise wavenumber, given by βk = 2πk/λz ; λz is the spanwise wavelength of the
fundamental spanwise Fourier mode.
Note that Gk may be fully complex, i.e., non-symmetric three-dimensional disturbance fields can be computed. The
nonlinear terms are computed pseudo-spectrally, i.e., transforming all flow variables to physical space, computing the
nonlinear terms at consecutive spanwise stations, and transforming the products back to the Fourier space.
The substitution of the Fourier transforms (Eq. (14)) in the vorticity transport equations (Eqs. (4)–(6)) and in the
velocity Poisson equations (Eqs. (8)–(10)) yields the governing equations in the Fourier space, for each Fourier mode
k:
∂Ωxk
∂t
+ ∂Ak
∂y
+ βk Bk = 1Re∇
2
kΩxk , (15)
∂Ωyk
∂t
− βkCk − ∂Ak
∂x
= 1
Re
∇2kΩyk , (16)
∂Ωzk
∂t
+ ∂Bk
∂x
− ∂Ck
∂y
= 1
Re
∇2kΩzk , (17)
∂2Uk
∂x2
− β2k Uk = βkΩyk −
∂2Vk
∂x∂y
, (18)
∇2Vk = −∂Ωzk
∂x
− βkΩxk , (19)
∂2Wk
∂x2
− β2k Wk =
∂Ωyk
∂x
+ βk ∂Vk
∂y
, (20)
where
∇2k =

∂2
∂x2
+ ∂
2
∂y2
− β2k

.
The time derivatives in the vorticity transport equations are discretized with a classical fourth-order Runge–Kutta
integration scheme. The fifth- and sixth-order compact finite-difference schemes adopted by Souza et al. [19] are used
to calculate the spatial derivatives in the x- and y-directions. A spectral method is considered to compute the spatial
derivatives in the z-direction, using a Fast Fourier Transformation given by Press et al. [22]. For solving the V -Poisson
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equation (Eq. (19)) a multigrid Full Approximation Scheme (FAS) [23], using a V-cycle with 4 grids, is adopted. The
code is parallelized via domain decomposition in the streamwise direction.
3.3. Boundary conditions
At the inflow boundary (x = x0), the velocity and vorticity components are specified based on the Falkner–Skan
boundary layer solution. At the outflow boundary (x = xmax), the second derivatives with respect to the streamwise
direction of the velocity and vorticity components are set to zero. At the wall (y = 0), the no-slip condition is imposed
for the streamwise (Uk) and the spanwise (Wk) velocity components. The wall-normal velocity component (Vk) is
specified at the suction and blowing strip, where the disturbances are introduced. Away from the disturbance region
this velocity component is set to zero. The function used for the wall-normal velocity at the disturbance generator
strip is:
Vk(x, 0, t) = A f p(x) sin(ωtk t + θk) for x1 ≤ x ≤ x2,
where A and θk are real constants chosen to adjust the amplitude and phase of the disturbance, and ωtk is the dimen-
sionless frequency. The function f p(x) is of ninth-order and ensures that the discontinuities in the wall-normal velocity
component, its first and second derivatives are avoided at the edges of the suction and blowing region [11,13,18]. At the
upper boundary (y = ymax) the flow is considered irrotational. This is satisfied by setting all vorticity components and
their derivatives to zero. The wall-normal velocity component at this boundary is settled according to the condition:
∂Vk
∂y

x,ymax,t
= −α∗Vk(x, ymax, t),
where α∗ =

α2r + β2k is the wavenumber vector, and αr is the real part of the streamwise wavenumber.
In addition, at the wall (y = 0), the condition ∂Vk/∂y = 0 is imposed in the solution of the Poisson equation
(Eq. (18)), to ensure mass conservation. The equations used for evaluating the vorticity components at the wall are:
∂2Ωxk
∂x2
− β2kΩxk = −
∂2Ωyk
∂x∂y
− βk∇2k Vk,
∂Ωzk
∂x
= βkΩxk −∇2k Vk .
3.4. Relaminarization
A damping zone near the outflow boundary is defined in which all disturbances are gradually damped down to
zero [16] so that reflections at the outflow boundary are avoided. The basic idea is to multiply the vorticity components
by a ramp function f1(x) after each sub-step of the integration method. Using this technique, the vorticity components
are taken as:
Ωk(x, y, t) = f1(x)Ω∗k (x, y, t),
where Ω∗k (x, y, t) is the disturbance vorticity component that results from the Runge–Kutta integration and f1(x) is a
ramp function that goes from 1 to 0 between x3 and x4. The implemented function is:
f1(x) = f1(ϵ) = (1− ϵ50)4 exp

− ϵ
4
10

,
where ϵ = (x − x3)/(x4 − x3), for x3 ≤ x ≤ x4. To ensure good numerical results and efficiency a minimum distance
between x3 and x4 and between x4 and the end of the domain (xmax) had to be studied. In the present study, 100 points
between x3 and x4 and 40 points between x4 and xmax were adopted.
Another buffer domain, located near the inflow boundary is also implemented in the code. Following Meitz [24], a
fifth-order polynomial is adopted:
f2(x) = f2(ϵ) = 6ϵ5 − 15ϵ4 + 10ϵ3,
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where ϵ = (x − x0)/(x1 − x0), for x0 ≤ x ≤ x1. All vorticity components are multiplied by this function in this
region.
4. Verification × validation
Verification and validation definition can occasionally be misleading. These procedures should be carried out to
check the accuracy of the numerical code and the correctness of the mathematical model, respectively [1,25].
4.1. Verification
The verification process is related to identify if the numerical code is free of implementation mistakes. It is also
related to ascertain whether the numerical code solves the Partial Differential Equations (PDE) under investigation
accordingly, i.e., to assure that the code approaches the analytical solution when the step size tends to zero. Verification
only deals with the PDE resolution, not with the physical model [26,2,27,28].
Moreover, verification checks if the numerical code achieves the formal order of accuracy from the numerical
method and estimates the error magnitude of the numerical implementation [2,3]. Assuming that there was no
modification in the numerical code, the verification procedure do not need to be repeated [27].
The most popular methods for code verification are the Method of Exact Solutions (MES) and the Method of
Manufactured Solutions (MMS) [27]. In the MES, a comparison between the numerical and exact solutions is easily
accomplished since the exact solution to the governing equations must be known. However, the MES has limitations:
generally the governing equations are non-linear, coupled, have complex boundary conditions, and are solved in
complicated domains. Furthermore, there are few cases in which the exact solutions are available, and when available,
they involve significant simplifications.
In contrast, MMS does not require knowledge of the exact solution of the problem. In short, this method consists of
constructing a “solution function” – the manufacture – which is designed to satisfy a modified version of the governing
equations of interest [2,3]. The goal is to solve a similar problem in which the exact solution is available. More details
are given in Section 5.1.
4.2. Validation
Validation is the process of estimating the accuracy of a mathematical model to represent a physical problem
[2,28]. It is only possible to validate a numerical code to a particular set of practical problems [26,29].
The standard procedure of validation is the graphical comparison of computational results with experimental
data. In most cases, if the comparison is positive, the code is considered validated [30]. In other words, precision
is quantified with respect to experimental data, which is our closest representation of the real world. It does not mean
that experimental results are more precise than computational ones, they just give us reliable information about reality.
Nevertheless, for both cases, an uncertainty evaluation must be done [25].
In the next section, the verification of the DNS code is presented through comparisons with MMS and LST results,
and its validation is shown by means of comparisons between experimental and numerical results.
5. Results
In this section, the verification of the numerical code via the MMS is made (Section 5.1). The overall convergence
order obtained for the velocity and vorticity components is also presented.
The validation procedure is divided in two parts. The first one consists of comparing boundary layer parameters
considering numerical, theoretical, and experimental results (Section 5.2). In the second one, presented in Section 5.3,
a comparison between numerical, experimental, and LST results is made. This comparison comprises the amplitude
variation of the streamwise velocity disturbance, caused by TS waves in the boundary layer.
It is worth mentioning that the experimental and LST results were performed in the laminar wind tunnel of the
Institute of Aerodynamics and Gas Dynamics (IAG) of the University of Stuttgart [31].
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5.1. Method of manufactured solutions
The Method of Manufactured Solutions is the most efficient method for code verification and has been widely used
in the scientific community [1,2,32,33,3,34]. The idea of the construction of manufactured solutions is old but only
in recent decades has this technique been applied for code verification. Shih [35] published one of the first papers
focused on this subject, although it was only in the papers of Steinberg and Roache [36] and Roache [1] that this
technique was combined with the successive mesh refinement to determine the order of convergence.
In principle, it is not necessary that the manufactured solution satisfies the PDE under investigation. After the
generation of the manufactured solution for all unknown variables of the problem, the manufactured solution must
be inserted into the original PDE so that all derivatives can be calculated analytically. Then, the original PDE is
rearranged and the terms in excess are grouped into a source term that must be inserted in the equation. As a result,
the creation of a modified problem in which the analytical solution is known allows the comparison between the exact
and numerical solutions.
In this sense, we propose the following manufactured solution:
u = − sin(x) sin(z)P ′(y),
v = cos(x) cos(z)P(y),
w = − cos(x)P ′(y)[cos(z)+ sin(z)],
ωx = cos(x){cos(z)P ′′(y)+ sin(z)[P ′′(y)− P(y)]},
ωy = sin(x)P ′(y)[2 cos(z)+ sin(z)],
ωz = sin(x)[cos(z)P(y)− sin(z)P ′′(y)],
with the polynomial P(y) given by:
P(y) = y6 − 3y5 + 3y4 − y3.
The sine-type functions are chosen since they are C∞-functions. This polynomial is adopted to ensure that the v-
velocity satisfies the impermeability condition at the surface and is equal to zero at the upper boundary. The first
derivative of P(y) is zero at the bottom and upper boundaries to guarantee continuity.
It is noteworthy that the velocity components satisfy the continuity equation and the vorticity components are
computed analytically through Eqs. (1)–(3). To satisfy the Navier–Stokes equations a source term must be added to
the vorticity transport equations (Eqs. (4)–(6)).
To get the overall order, the numerical simulations were carried out using different amount of points and grid
spacing. The order was checked using L1, L2 and L∞ error norms for the velocity and vorticity components. This
error norms are defined as:
E1 = ∥s − s¯∥1 = 1N
N
n=1
|sn − s¯n| (L1-norm), (21)
E2 = ∥s − s¯∥2 =
 N
n=1
|sn − s¯n|2
N
(L2-norm), (22)
E∞ = ∥s − s¯∥∞ = max |sn − s¯n| (L∞-norm), (23)
where sn and s¯n are the numerical and exact solutions, respectively; N is the total number of grid points; and the
subscript n indicates that the numerical and exact solutions must be computed in the same physical point.
The observed order of accuracy pk is calculated as:
pk ≈
log

Eh
E h
2

log(r)
, (24)
where h is the grid spacing and r = h/(h/2) is the grid refinement factor. Following [37], a systematic refinement
was taken into account to ensure consistency and uniformity.
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Table 1
Meshes without stretching in the wall-normal direction used in the verification.
Mesh Nx × Ny hx = hy
1 65× 65 1.5625× 10−2
2 129× 129 7.8125× 10−3
3 257× 257 3.90625× 10−3
4 513× 513 1.953125× 10−3
Table 2
Meshes with stretching in the wall-normal direction used in the verification.
Mesh Nx × Ny hx = hy0 s f hy(Ny−1)
1 65× 33 1.5625× 10−2 1.0406 5.5835× 10−2
2 129× 65 7.8125× 10−3 1.0201 2.7921× 10−2
3 257× 129 3.90625× 10−3 1.01 1.3960× 10−2
For the MMS simulations, the domain of Fig. 1 was considered, with dimensions 1× 1× 1. The Reynolds number
was Re = 322, 326. Although the manufactured solution is time independent, a pseudo-temporal integration to achieve
the steady state was made. For this, a time step dt = 10−4 was used and 10,000 steps were performed.
As the DNS code intends to simulate boundary layer flows, the need of grid resolution near the wall justifies the
use of a stretching technique in the wall-normal direction. The simplest way to apply the stretching technique is to
consider the variation of the step size as a geometric progression. However, the use of a geometric progression to
discretize the domain in the wall-normal direction may imply significant variations in the ratio between the last and
the first step sizes. The higher this ratio the more anisotropic the mesh. For the meshes used in this research if the ratio
is higher than 3.5 instabilities may arise, what can cause the adopted numerical code to diverge. The errors for this
type of mesh are usually higher, compared to the errors for the non-stretched ones. For this reason, only three meshes
that use stretching were considered for the MMS test.
Two sets of meshes were taken into account, one without stretching in the wall-normal direction and another one
with stretching in this direction. These sets are presented in Tables 1 and 2, respectively, where Nx and Ny (hx and hy)
are the number of points (step sizes) in the streamwise and normal directions, respectively. In Table 2, the parameters
hy0 and hy(Ny−1) represents the first and last step sizes (starting from the wall), respectively, and s f is the stretching
factor. Each mesh has a different stretching factor to ensure that the points coincide among the stretched meshes, in
order to enable the calculation of the error in the same physical point. In the spanwise direction a spectral method was
adopted, using 11 Fourier modes (considering 32 points in the physical space). Hence, the derivative calculations in
this direction introduce only roundoff errors, which are negligible in the present study.
The norm of the error for the velocity and vorticity components, obtained with both sets of meshes, is shown in
Fig. 2. Lines representing 2nd and 3rd order of convergence are also shown in Fig. 2. In all cases, the decay of the error
can be noticed. As mentioned before, higher errors are observed in the stretched meshes. Errors in the non-stretched
meshes can be one order of magnitude lower.
In Table 3 the convergence order for the velocity and vorticity components is presented for all meshes. As the
convergence order is calculated between two consecutive meshes, there is no value for the first mesh in Table 3.
One can observe that the overall order for the velocity components is between 1.9 and 3.3 for the meshes without
stretching and between 1.5 and 2.6 for the stretched ones. The analysis of the vorticity components showed orders
between 2 and 3.8 for the first set of meshes and between 1.6 and 3.1 for the second one.
To approximate the spatial derivatives in the streamwise and wall-normal directions, finite-difference schemes of
fifth-, and sixth-order are used inside the domain [19]. At the upper boundary, approximations of second-order are
adopted to solve the Poisson equation. This seems to influence the overall convergence order for all components [38].
Nevertheless, as the region of interest for boundary layer flows is close to the wall, the reduced order at the upper
boundary does not affect the numerical solution.
It is also possible to see that the use of stretching in the wall-normal direction reduces the overall order of the
numerical code. This is because the difference between the step size values for both cases at the upper boundary,
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(a) Streamwise velocity component u. (b) Wall-normal velocity component v.
(c) Spanwise velocity component w. (d) Streamwise vorticity component ωx .
(e) Wall-normal vorticity component ωy . (f) Spanwise vorticity component ωz .
Fig. 2. Error E in log scale. ∗ stands for the meshes with stretching in the wall-normal direction.
as shown in Table 2. However, due to the quasi-constant behavior of the boundary layer solution far from the wall,
variations in the grid resolution close to the upper boundary are supposed to be insensitive. For this reason, there is no
influence of these errors in the problem under investigation.
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Table 3
Convergence order for the velocity and vorticity components. ∗ stands for the meshes with stretching in the wall-normal direction.
Variable Mesh E1 E2 E∞ E∗1 E∗2 E∗∞
u
2 2.90 2.41 1.93 2.54 1.98 1.48
3 3.00 2.50 2.00 2.48 1.97 1.47
4 3.35 2.88 2.37 – – –
v
2 2.89 2.90 2.90 2.44 2.40 2.36
3 3.01 3.00 2.98 2.63 2.57 2.48
4 3.29 3.32 3.35 – – –
w
2 2.89 2.42 1.93 2.42 2.00 1.51
3 3.00 2.49 1.99 2.54 2.06 1.56
4 3.31 2.84 2.34 – – –
ωx
2 3.23 3.15 2.17 2.66 2.36 1.69
3 3.17 3.20 2.82 2.77 2.86 2.48
4 3.26 3.39 3.69 – – –
ωy
2 2.94 2.96 2.92 2.42 2.45 2.55
3 3.03 3.04 3.02 2.62 2.59 2.59
4 3.21 3.20 3.22 – – –
ωz
2 3.68 2.95 2.04 2.77 2.18 1.61
3 3.68 3.34 2.48 3.18 2.95 2.17
4 3.64 3.83 2.84 – – –
5.2. Baseflow parameters
The baseflow is calculated using a two-dimensional DNS (2D-DNS) code. Boundary layer parameters from the 2D-
DNS code are compared with experimental and theoretical results. The parameters considered here are: streamwise
velocity component at the boundary layer edge uδ , displacement thickness, momentum thickness and shape factor.
The integral boundary layer parameters are defined by:
• displacement thickness:
δ1 =
 ∞
y˜=0

1− u˜
U˜∞

d y˜;
• momentum thickness:
δ2 =
 ∞
y˜=0

u˜
U˜∞

1− u˜
U˜∞

d y˜;
• shape factor:
H12 = δ1
δ2
.
In the 2D-DNS code the following parameters were considered: velocity scale U˜∞,x0 = 27.935 m/s, where
U˜∞,x0 = U˜∞|x0 , i.e., U˜∞ at the streamwise position L˜; length scale L˜ = 0.18 m; kinematic viscosity ν˜ =
1.56 × 10−5 m2/s; domain size 1, 177 × 177 points in streamwise and wall-normal directions, respectively; grid
spacing hx = 3.125 × 10−3 and hy0 = 1.8 × 10−4 in streamwise and wall-normal directions, respectively, with
stretching factor in wall-normal direction of 1% (s f = 1.01).
For the comparison, three results are presented: experimental, theoretical boundary layer profile, and 2D-DNS. The
theoretical boundary layer profile uses the finite-difference scheme given by Cebeci and Smith [39]. Fig. 3 shows the
baseflow parameters for a decelerated flow. The streamwise coordinate s is non-dimensionalized by an experimental
length scale dr = 0.02 m. Table 4 shows the maximum deviation (%) of the numerical results in comparison with
experimental data, for each parameter.
It is possible to see in Fig. 3 that all numerical results for velocity profile and boundary layer integral parameters are
close to the experimental and theoretical ones. In Table 4 one can note that the 2D-DNS code is capable of simulating
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Fig. 3. Baseflow parameters for decelerated flow.
Table 4
Deviation (%) between experimental data and numerical results.
Parameter δ1 δ2 H12 uδ
Deviation (%) 6.4336 7.0787 0.9912 0.13
the physics of the flow properly, since the maximum deviation is smaller than 10%. This fact allowed the validation
of this code.
5.3. Downstream development of modal amplitudes
After validating the code for a boundary layer flow, a linear stability test was carried out, considering the three-
dimensional DNS code. For this test, periodic disturbances with an infinitesimal amplitude were introduced via mass
suction and blowing in the region located between x1 and x2 (see Fig. 1). These disturbances generate TS waves. The
spatial evolution of these waves is measured and compared to LST and experimental results. The amplitude of the TS
waves is small enough to ensure that nonlinear products can be neglected.
The variation in the amplitude of the maximum value of the disturbance of the streamwise velocity component u
over the wall-normal direction y, is defined as:
amp = max
y
(u′),
where u′ is the disturbance of the streamwise velocity component, obtained by a Fourier analysis in time.
The parameters used for the 3D-DNS code are the same as those for the 2D-DNS code, with wavelength in spanwise
direction λz = 0.4 m. In addition, three frequencies were considered: F = 396 Hz, 549 Hz and 701 Hz. Fig. 4 shows
the variation in the amplitude of the disturbance u′ in streamwise direction for these three frequencies.
It can be noticed that the 3D-DNS results are close to both the experimental and the LST code results. Therefore,
these comparisons indicate that the code is capable of simulating the spatial development of TS waves properly.
6. Conclusion
Results using the Method of Manufactured Solutions showed that the Direct Numerical Simulation code presents
convergence orders ranging from 1.93 to 3.83 for the non-stretched meshes and from 1.47 to 3.18 for the stretched
meshes. These orders are influenced by the use of second-order approximations at the upper boundary. However, as
the physical problem under investigation occurs close to the bottom boundary and the flow is almost constant outside
the boundary layer, the reduction of the formal order at the upper boundary has no influence on the numerical results.
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Fig. 4. Perturbation amplitude of the streamwise velocity component (amp- in log scale) in streamwise direction x for a flow with adverse pressure
gradient. Three different disturbance frequencies are considered: F = 396 Hz, 549 Hz and 701 Hz.
It was also shown that experimental data, theoretical and numerical solutions are in good agreement in predicting
the boundary layer parameters over an airfoil. In addition, the development of Tollmien–Schlichting waves in a
boundary layer using the 3D-DNS code presents good accuracy compared to experimental data and LST results.
In this sense, the DNS code can be considered verified and validated.
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