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CHAPTER I. INTRODUCTION 
Over the last half century many regression models of land markets 
have been developed. Such models which depict land markets throughout 
the United States are relevant for areas ranging in size from single 
counties to the entire continent. These regression equations also 
included a diverse set of hypothesized variables that affect land 
values in different land markets. A complete listing would include 
about thirty such variables. 
These models are useful because they provide some quantitative 
insight as to how the hypothesized factors affect land values. This 
information can be important to professionals who are concerned with 
evaluating real estate as well as helpful to researchers who study 
land markets to propose and test their hypotheses concerning the 
determinants of land values. 
Sometimes the coefficients obtained in the regressions show 
inconsistencies or illogical signs and thus it becomes difficult to 
interpret the importance of particular factors. These problems of 
inconsistency and illogical signs are likely due to multicollinearity 
of the explanatory variables which violates the independence assumption 
of regression theory. 
The purposes of this paper are (1) to examine the intercorrela-
tions of the explanatory variables; (2) to point out how these 
intercorrelations could result in misspecification of regression 
coefficients; (3) to assemble the coefficients into "concept groups;" 
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(4) to identify a proxy variable for each concept group; and (5) to 
determine whether or not the proxy variables may be used to form the 
basis of an accurate regression model of the Iowa farmland market . 
Chapter II reviews the literature explaining the theoretical 
rationale of land markets and describes existing regression studies of 
land markets. Chapter III identifies the variables used in this 
study and indicates in which other studies those variables have been 
included. Chapter IV describes the statistical theory to be used in 
the analysis of the data and Chapter V presents the results from 
application of the statistical techniques. Chapter VI develops the 
concept groups and proxy variables and explains the concept of 
composite variables and presents the final regression models. 
Finally , Chapter VII gives a summary of the paper with some 
conclusions. 
3 
CHAPTER II. REVIEW OF LITERATURE 
Conceptual Model 
The farmland market, like most markets, can be divided into two 
parts, the supply of farmland and the demand for farmland. The first 
consists of the acreage that would be offered for sale by the owners 
at various price levels. The second represents the amount of acreage 
prospective buyers would be willing to purchase at the different 
price levels. In a perfectly competitive market, there would be a 
single price at which the supply would equal demand and the market 
would be cleared. However, the farmland market exhibits several 
characteristics which do not conform to the assumptions of the 
perfectly competitive model (S&e Nelson and Tweeten, 1966) . 
For example, farmland is not a homogeneous resource. There is 
large variation in productivity, soil type, size, and location in the 
acreages offered for sale, Often there are not a large number of 
buyers and sellers involved in the marketing of a particular piece of 
property. Also, credit terms and availability may hamper easy entry 
and exit into the market. Lastly, because of information limitations, 
the market may be confined to localized areas rather than a nationwide 
area. For the reasons listed above many prices may exist for land in 
different local markets. 
This circumstance leads to the problem of determining the price 
of an acreage on which the buyer and seller will agree. Theoretically, 
4 
the s eller should be willing to part with his land if he receives a 
payment that is e qual to the present value of the income that will be 
derived from the land in future years . However, the amount he 
receives in payment must be adjusted for the time value of money. 
Put simply, the time value of money means that someone would prefer to 
have a sum of money now rather than later. This is because a sum in 
inunediate possession can be invested at a positive rate of interest. 
For example , $100 invested at 10 percent would yield $110 at the end 
of one year. Therefore, it is preferable to invest the $100 and 
obtain the extra $10 at the end of the year than to just receive $100 
at the end of one year's time . 
The present value of the amount the seller should be willing to 
accept in payment for his land can be illustrated algebraically by 
using the following formulae (Reynolds, 1966, pp . 43-45) : 
~ R2 R PV + + n (2 . 1) = (l+i)2 . . . + (l+i)n' (l+i) 
n R . 
or PV = j~l (l+l)J 
where R. is the expected annual income for each year and i is the 
J 
interest rate. If the R. ' s are assumed to be equal for every year and 
J 
land i s considered to provide an infinite str eam of income , the 
equation (2 .1) can be reduced to: 
R 
PV = -i" ( 2 . 2) 
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Using either equation (2.1), or (2 . 2) , the seller could estimate the 
present value of h i s land. Likewise , the buyer could estimate the 
price he would be willing to pay for the land . Each would detennine 
his capitalization rate (i) according to the opportunity cost of 
money and the amount of risk he believes to be present . Also, each 
person would have expectations of future returns . When the present 
value of each coincides, the transaction will occur . 
Review of Regression Models 
It can be argued that the explanatory variables included in 
regressi on models are used to represent the values of R and i in 
equation (2.2) . That is , in each market , certain factors determine 
the income and risk inherent in owning the l and. Then variables are 
supposedly chosen to most accurately reflect the income and r isk 
which determine the price of land. However, various difficulties 
arise in empirical attempts to characterize the fac tors affecting 
risk and r e turns . These problems include incomplete and inaccurate 
informat ion regarding income, inability to measure the i ndividual's 
expectations concerning future income, the inability to quantify 
satisfactorily the individual ' s assessment of risk, as wel l as others. 
Furthermore, some of the models include variables that are intended to 
take into account influences other than those which affect risk and 
return , such as recreational or esthetic qualities of the land. These 
variables of course , imply modification of the above model . 
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Regression studies which have been published suggest that the 
influences which affect land values may be grouped into eleven major 
categories. These are: (l) capital gains, (2) territorial influences, 
(3) capital improvements, (4) land productivity, (5) income, 
(6) inflation, (7) govermoent programs, (8) economies of scale, 
(9) land supply, (10) nonfarm opportunities, and (11) nonfarm investors. 
These influence categories each consist of several factors which the 
different authors believe are important in determining the value of 
the land in the particular land market which they examined. The factors 
are , in turn, represented by the explanatory variables which the 
investigators included in their models . 
The review of the regression studies is organized in the fol lowing 
manner . Each section is headed by the name of the influence category . 
The text of the section then describes the factors which fall under 
this category and how the various researchers included those factors in 
their models. This was usually done by including explanatory variables 
which they believed reflected the influence of the factor. Also, the 
coefficient values are reported and inconsistent results are pointed 
out. It is important to emphasize that there is an appreciable amount 
of overlap between the variables, factors, and influence categories . 
Therefore, there could be some debate over which variable reflects 
which factor or which factor belongs in which influence category. 
More is said about this problem later. 
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Capital gains 
The only factor included in this category is capital gains. This 
is usually defined as the value of land in the current period minus 
the value in the preceding period. 
Maier, Hendrick, and Gibson (1960) studied the value of flue-cured 
tobacco allotments as it applied to farmland in Virginia. In their 
study they included the value of buildings to reflect the capital gains 
factor. The coefficients they obtained, estimating twelve different 
equations, had the correct signs, but five of the twelve were insignif-
icant. They also had smaller than expected values . This was 
attributed to high intercorrelation of this variable with acres of 
tobacco allotment. 
Boxley and Gibson (1964) also used the value of buildings to 
reflect capital gains. They studied peanut acreage allotment values 
as it applied to Virginia farmland. They estimated separate equations 
for each of the years 1956-1960. They obtained coefficients with the 
expected positive signs, none of which were significant. However, when 
they combined the data for all years , the resulting coefficient was 
significant and of the expected sign. 
Tweeten and Martin (1966, also see Nelson and Tweeten, 1966) used 
the equation, 
c~t-l = .sc~t-l + .33c~t-2 + .17c'gt-3 ' 
where C~ is capital gain, to define expected capital gains. They used 
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this in a five equation model of farmland values in the U.S.A. to estimate 
farm numbers and fa.nu transfers. They hypothesized that it should have 
a negative effect on both. The coefficients derived had the correct 
signs but were insignificant. 
Reynolds and Timmons (1969) included expected capital gains in 
equations to predict voluntary transfers of land and the value of 
farmland with and without buildings. They hypothesized that capital 
gains would decrease the supply of land for sale implying a decrease 
in transfers and an increase in its price. The coefficient found for 
transfers was significant but had the wrong sign. Using annual data 
for 1933-1965, they calculated five equations for farmland with 
buildings. The coefficients for capital gains were positive but 
insignificant. They then added a capital gains duxmny variable for the 
years 1933-1941. This resulted in a positive significant coefficient 
for all the years combined and a negative significant coefficient for 
the dummy variable. They also followed this procedure for the value 
of farmland without buildings which produced similar results. They 
then calculated several equations using only data from 1954 and 1959. 
The transfer equations obtained positive but insignificant coefficients 
for capital gains except in one case using 1959 data where the 
coefficient was positive and significant. The equations for farmland 
value with buildings had positive coefficients for the capital gains 
coefficient but only the ones using 1959 data were significant. 
Similar results were found in the equations for farmland without 
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buildings . Finally, they estimated equations for the value of 
farmland using data from 1940 and 1950. The capital gains coefficients 
for 1950 were positive and significant while those for 1940 were 
negative and insignificant. 
Klinefelter (1973) used the equation, 
E(C ) = (3C t l + 2C t 2 + C t 3)/6, g g - g - g -
to define expected capital gains in his model of the Illinois farmland 
market. He estimated one equation to predict an index value of 
Illinois farmland which included this variable. The coefficient 
obtained was positive but insignificant. He then calculated three 
others substituting actual capital gains for expected capital gains . 
All three coefficients were positive but two were insignificant. 
Walker (1976) used the geometric mean of the capital gains of 
the previous three years to define expected capital gains. He 
included this variable in estimating four equations to predict Iowa 
land values for the years 1970-1973. The coefficients were positive 
and significant except in the equation for 1973, where the coefficient 
was negative and insignificant. An equation which was calculated by 
using pooled data for 1970-1972 resulted in a positive significant 
coefficient. 
Territorial influences 
There are six factors that fall under this category: location, 
area dominated by agricultural production, area dominated by urbani-
zation , area dominated by an urban-recreation influence, population, 
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and types of road. It is clear that there is much overlap among 
these factors; therefore, the effects of the factors are separated 
where this is possible but combined where it is necessary . 
In Ezekiel's (1926) model of the southeastern Pennsylvania 
farmland market, he included the variable, miles to town, which takes 
into account the urbanization effect. It could also be argued that 
other factors, population and location, are also reflected in this 
variable. His model of farmland value per acre obtained a large 
negative coefficient for the variable. 
Scharlach and Schuh (1962) included the variable, distance from 
Chicago, in their model of Indiana farm real estate values. This was 
intended to measure an urbanization effect . They obtained a small 
negative significant coefficient for the variable . They also stated 
that this variable reflected an access-to-market effect. 
Iden (1964) hypothesized several factors that would influence 
farm real estate prices. Specifically, he stated that city housing 
costs would influence farm residence prices. He did not include any 
variable in his model to reflect this factor. 
Ahmed and Parcher (1964) included two variables in their model 
of Oklahoma land values to capture the urbanization effect. They 
considered miles to the nearest town and miles to towns less than 1,000 
(incorporated) to measure the effects of urbanization on Kansas real 
estate values. Only the former was included in their "best" equations. 
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Three equations were estimated for different samples and all three 
resulted in negative significant coefficients for the variable. 
Herdt and Cochrane (1966) included the variable , amount of urban 
land, to reflect the urban influence. They used the variable in a 
land demand prediction equation. They obtained the significant 
positive coefficient which they had expected. 
Wise and Dover (1974) included the variables, residential area, 
distance to county seat, and distance to closest town, to measure 
urbanization effects . The residential area variable could also be 
seen as reflecting a location factor. They used a stepwise regression 
procedure to measure the importance of each variable on influencing 
land values . The residential area variable showed the most dominant 
influence , followed by the other two which had about an equal effect. 
Crowley (1974) estimated three structurally identical equations 
for three different land markets. He defined the land markets as 
agriculturally influenced , urban influenced, and urban- recreation 
influenced areas . He also included the variable, miles to the 
nearest town of 1,000 or more population , in his model for each area. 
He hypothesized a negative effect on land prices for greater distances. 
The resulting equations showed mixed results for the coefficients. In 
the grain area , the coefficient was positive and significant. In the 
other two it was negative and insignificant . 
The factor location overlaps with the urbanization factor detailed 
above. However, there are several studies where this factor is 
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mentioned explicitly. It is usually the case that a variable is not 
directly entered into the regression equation to capture the effects 
of location; rather, several different land markets are modeled using 
similar equations to ascertain its effects . 
George (1941) states that he modeled various counties of Illinois 
using the same variables in his equations to judge the effects of 
location. He did not include the results of his models in the paper . 
Maier, et al., (1960) modeled three different areas of Virginia 
using the same variables in the model for each area. The resulting 
coefficients show marked differences for the same variable in the 
three areas. 
Ruttan (1961) divided California farmland into two categories , 
major irrigation counties (50,000 irrigated acres or more) and 
limited irrigation counties (less than 50 , 000 irrigated acres). He 
then estimated coefficients using the same model for each category . 
This gave results that indicated there were different levels of impact 
by the same variables in the two categories. 
Edwards, et al., (1964) applied the same regression model to four 
different areas of Kansas, using the same model, to measure locational 
influences. The variables, total acres in tract and acres of soil 
type I, show coefficients that are relatively close over the four 
tracts. This is especially true for the southwest and northwest 
tracts in the state . 
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Scharlach and Schuh (1962) included the variable, persons per 
square mile. They obtained a coefficient that was positive and 
s ignificant . 
Ahmed and Parcher (1964) used population of the nearest town as 
their variable. They obtained a coefficient that was positive and 
significant but very close to zero , .019. 
Reynolds and Timmons (1969) included the variable, nonfarm 
population per square mile. They estimated four equations using this 
variable, two using 1954 and 1959 data for the value of farmland with 
buildings and two using data for the same years for value of farmland 
without buildings . The with-buildings results produced small positive 
coefficients. The without-buildings results produced positive 
insignificant coefficients . They also estimated equations using 
1950 and 1940 data which included this variable. The with-buildings 
results showed small significant positive coefficients for 1950 but 
a positive insignificant coefficient for 1940. 
Wise and Dover (1974) included the variables: dominant city 
population , closest city population , county seat population , and 
c losest town population, in their study. For the most part, the 
2 
contribution to R was very small. In two cases there was a larger 
contribution . County seat population increased R2 by .1152 in the 
analysis of the two forest counties equation and dominant city 
population increased R
2 
by .1445 in the three rapid growth counties 
equation. 
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Walker (1976) included the population per square mile in his 
regression study . In all five equations, the resulting equation 
was positive and significant. 
Wise and Dover (1974) include many variables to reflect the 
locational factor. These include things such as distances to 
railroads, cities, recreational facilities, and highways. They also 
include a site index and amenities of the land variables . Generally 
speaking, the results of their statistical tests show that location 
has some importance, though the impact of a single variable is usually 
slight. In all of the equations, the contribution to R
2 
was the 
greatest for distance to an interstate highway at .0811 . 
Crowley (1974) specifically studied the differences between land 
markets as described above . After obtaining the coefficients for the 
same model in the three areas, he used confidence intervals to test 
the hypothesis that the coefficients were identical for the same 
var iable in the different areas. He rejected the hypothesis for all 
variables except one--miles to town of at least 1,000 population . 
The population factor is included in many models and it is 
represented by many different variables . This factor overlaps with 
the location and urbanization factors described above. Therefore, 
its effects are described below only when it was specifically referr ed 
to by the authors of the studies . 
Ruttan (1961) included the variable, county population, to 
reflect the populat ion factor . He hypothesized that it would have a 
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positive influence on land prices. In all of his six equations, the 
coefficient was positive and significant. 
Several studies investigated the effects of the road type factor 
on land values. This was done either by adding a dtllTliny variable for 
road type or by including a different variable for each type of road. 
Ezekiel (1926) used a dummy variable to indicate r oad type. 
It took on the values 1-4 with progressively higher numbers indicating 
poorer quality roads. He obtained a very large negative coefficient 
for this variable. 
Ahmed and Parcher (1964) included the variables, miles to 
all- weather road and miles to nearest highway, to indicate the 
road-type factor. They found that both of the coefficients they 
obtained were insignificant and subsequently dropped them from the 
final model. They stated that this was done because of low corre-
lations with the dependent variable, land price per acre. 
Edwards, et al., (1964) specifically studied road type effects 
on Kansas l and values. They included the variables, miles to hard 
surfaced road and dummy variables for roads with dirt surface, gravel 
surface, and hard surface. Also included were variables for total 
acres of land on gravel and hard surfaces. In the four equations for 
the four tracts for farm real estate sales, all of the coefficients 
for variables, acres on gravel and acres on hard surface, were 
insignificant except one. This was the coefficient for acres on hard 
surface in eastern Kansas which was positive and significant. Similar 
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results were found using the same data for a different model which 
represented real estate sales and land use. Another model was formed 
by adding three additional variables. That model gave the same 
results for the road type variables as the two previous models. Then 
the data from all tractswerepooled and a new model was applied which 
included the variable, located on hard surface roads. This resulted 
in positive significant coefficients for the variable . A final 
model was estimated for farm real estate sales in northcentral 
Kansas. The two variables, acres on gravel and acres on hard surface 
road, were included . Using data from different years, six equations 
were fitted . This resulted in positive insignificant coefficients 
except for two cases. These were for data from unimproved land for 
the years 1947-1949 and 1956-1958. In 1947-1949 , the coefficient 
for acres on gravel roads was positive and significant as was the 
coeffi cient for acres on hard surface road using 1956-1958 data. 
Wise and Dover (1974) included the variables, distance to federal 
or state highway, state or federal road frontage, and distance to 
interstate highway, in their study. None of the variable contributed 
significantly to R2 . 
Crowley (1974) used the variable, miles to nearest paved road, in 
his model . The grain area coefficient was negative and insignificant, 
the urbanized area coefficient was positive and insignificant, and 
the urban- recreation area coefficient was large and negative and 
insignificant . 
17 
Capital improvements 
The two factors in this category are land improvements and 
building value. 
Ruttan (1961) used the variables, irrigated cropland and 
irrigated pasture acres, to reflect improvements on California land. 
He included the irrigated cropland variable in five of his six 
models. All of the coefficients were positive and significant for the 
two most complete models which estimated equations for each of three 
years, 1939, 1949 , and 1954. Then after separating the counties into 
major and limited irrigation counties , he produce~ four additional 
models . In model 3, two of the years, 1939 and 1949, produced 
positive and significant coefficients while the 1954 coefficient was 
positive but insignificant. Model 5 produced positive significant 
coefficients for 1949 and 1954 but the 1939 coefficient was negative 
and insignificant. Models 4 and 6 applied to limited irrigation 
counties. Model 4 obtained a small positive significant coefficient 
in 1939 but positive insignificant coefficients for the other two 
years . The improvement variable was dropped in Model 6 because of 
insignificance . 
Scharlach and Schuh (1962) used the variable, specified farm 
expenditures per acre, to reflect the land improvement factor. They 
obtained a significant positive coefficient. 
Edwa.rds, et al., (1964) included the variable, assessed value of 
improvements, in their model. In all models over all tracts, the 
18 
coefficients were positive and significant except in the models applied 
to the northwestern Kansas tract where the coefficients were positive 
and insignificant. 
It was mentioned above that building values were sometimes 
included in the models to reflect the capital gains factor. The results 
from studies that include building values as only reflecting the capital 
improvement factor are reported here . 
Ezekial (1926) used three variabl es in his study , value of 
dwellings, value of dairy buildings, and value of other buildings, to 
show capital improvements. He hypothesized they should have a 
positive effect. The coefficient he obtained for the first was 
positive, the second negative but very close to zero , and for the 
third, the coefficient was positive. 
Wise and Dover (1974) found that the variable, building value , 
2 
accounted for the largest increase on R for most of their equations. 
They stated that this was the most important dete.rminant in their 
study . 
Crowley (1974) included the assessed value of buildings in his 
models . In the grain areas, the coefficient was positive but 
insignificant . In the other two areas, the coefficients were positive 
and significant. 
19 
Land productivity 
The factors that fall under this category are livestock production , 
land use , and land quality. These factors indicate the levels of 
efficiency of the farm business and the methods of production. Often 
these factors are included in models to reflect the income factor . 
Her e , however, they are segregated into the productivity category. 
Ezekiel (1926) used the variable, percentage of farm area 
tillable , to represent the land use factor. He obtained a positive 
coefficient for this variable. 
Wallace (1926) included the variables, percentage of land in 
corn, percentage of land in small grains , and the percentage of 
land not plowable, in his study of Iowa land values. He obtained 
positive coefficients for the first two variables and a negative 
coefficient for the third. 
George (1941) in his study of the Illinois farmland market, 
incl uded the variable, percentage of land in harvested crops. He 
did not report a coefficient for this variable. 
Maier , et al . , (1960) had five variables, acres of flue-cured 
tobacco allotment , acres of cropland, acres of noncropland, acres of 
cotton allotment, and acres of corn allotment, in their model. Only 
acres of tobacco allotment , acres of cropland, and acres of noncropland 
wer e included in the final equations because of intercorrelation 
problems. Equations were estimated for three areas. In two of the 
three areas, the coefficients for acres of tobacco allotment were 
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positive and significant. In the third area, all coefficients for the 
different years 1954-1957 were insignificant and two, for 1955 and 
1956, were negative. The acres of cropland coefficients were mostly 
insignificant, as were the coefficients for acres of noncropland. 
When the data for all the years was combined , the tobacco allotment 
coefficients for two of three areas were positive and significant . The 
other was negative and insignificant. The acres of cropland coefficients 
were all positive but only two of three areas produced positive 
significant coefficient s . The cropland coefficient was positive but 
only two of three were significant. The noncropland coefficient was 
positive significant in only one case, the other two were positive 
insignificant. 
Ruttan (1961) had the variables , irrigated and nonirrigated crop-
land and pasture in his model . The results from irrigated cropland and 
pasture are described above in the capital improvement section . The 
nonirrigated cropland acreage coefficients were for the most part 
insignificant in every model. The coefficients for nonirrigated 
pasture were significant and positive in all models except 3 and 5. 
In rnodel 3, the coefficient was positive significant for 1939 and 
positive and insignificant for the other two years, 1949 and 1954 . The 
variable was dropped from model 5 because of this insignificance. 
Boxley and Gibson (1964) included the five variables, acres of 
peanut, cotton, tobacco allotments, and acres of cropland and acres 
of noncropland, to indicate land use . In the first set of yearly 
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equations for 1956-1960, none of the coefficients were significant. 
They t hen pooled the information over all the years and estimated 
another equation. Here the coefficients for peanut allotment, cropland, 
and noncropland were all positive and s i gnificant. The coefficients for 
cot ton a l lotment was negative and insignificant, and the one for t obacco 
all otment was positive and insignificant . 
Edwards, et al . , (1964) list eight variables they investigated 
that indicate land use. However , only two were included in their 
final models, acres of whe at allotment and acres of other cropland . 
Almost all of the coefficients for wheat allotment are positive 
significant while al.most all of those for other cropland are positive 
insignificant for all of the models. 
Tweeten and Martin (1966) included the variable , land removed from 
production by government p rograms . They used this variable in the 
equations to estimate total cropland and total land-in-f arms. In the 
three equations for cropland, all of the coefficients were significant 
with two of them negative and one positive. A negative coefficient 
was expected . For the three land- in- farms equations, all coefficients 
were positive but the levels of significance low . 
Wise and Dover (1974) used many variables to reflect land use. 
They were ponds , lake site, percent in grain , lake frontage , purchase 
for farming , purchase for summer home , large pulpwood , percent in 
forest land , percent ponds, and farmland . None of these variables 
22 
2 added much to R . Percentage of forest land added the most with a 
. 0448 contribution. All the rest contributed less. 
Walker (1976) i ncluded the variable, percentage of land in row 
crops. All of his equations produced positive, significant coefficients. 
The land quality factor was included by using many types of 
variables. These took the form of yield indicators, land type 
indicators, fertil izer application levels, as well as others. 
Ezekie l (1926) used a crop index to reflect land quality. The 
higher the index, the better quality the land. He obtained a small 
positive coefficient for this variable . 
Wallace (1926) included a ten-year moving average of corn yield 
to represent land quality. He obtained a positive coefficient. 
Scharlach and Schuh (1962) used the variable, weighted index of 
land capability and fertilizer application, to measure land quality. 
The index coefficient was very large (the largest for any variable 
in the model) and positive significant. The fertilizer coefficient 
was sma1i positive and insignificant . 
Ahmed and Parcher (1964) also included a soil productivity index . 
They obtained a large (again the largest) positive significant 
coefficient . 
Edwards, et al., (1964) investigated the effects of several 
variables on the price of farmland, but included only three: acres of 
soil type I, acres of soil type II, and proportional acres of soil 
type I , in their final models . Soil I had a better quality than 
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soil II. In general, all three variables obtained positive significant 
coefficients in all models. However , soil II showed negative 
significant coefficients in two cases. In one model , this occurred in 
application of data from the northcentral tract with a similar result 
in another model for the same area in Kansas . 
Herdt and Cochrane (1966) used the United States Department of 
Agriculture index of land productivity in their model. They estimated 
two equations for l and demand. Both resulting coefficients were 
fairly significant but one was positive and the other negative. A 
positive value was expected . They also used the land productivity 
variable in their reduced form equations where the coefficients took on 
negative values in the supply and demand equations for farmland and a 
positive value in the price equation. 
Klinefelter (1973} included a three year average of corn yields 
to reflect the land quality factor. He mentions that this also 
reflects the technological factor. The coefficient for his first model 
was negative and insignificant and so it was dropped from subsequent 
models. 
Wise and Dover (1974} used the two variables, class II land and 
class III land, to show land quality . Neither of these contributed 
2 much to R • 
Walker (1976} included a five year average corn yield to show 
land productivity. All of his equations produced positive, significant 
coeffi cients for this variable. 
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Livestock production was mentioned by a few studies as a factor 
that influenced land values. This factor could be indirectly 
addressed by observing the effects of pasture land. Here, however, 
the results of studies are reported o~ly when the factor was mentioned 
directly. 
Ezekiel (1926) covered the livestock factor extensively in his 
study but did not include a variable for this factor in his model. 
Wise and Dover (1974) included the variable, beef income, in 
their study. This variable, of course, also reflects the income 
factor, 
2 
This variable contributed only .0101 to R • 
Walker (1976) used a three-year average of the proportion of 
hogs marketed in Iowa in his cross-sectional data for his model. 
All of the coefficients were positive and significant except in the 
equation for 1977 which was positive and insignificant. 
Income 
Many of the studies mentioned the income factor as a determinant 
of land values . Other factors in this category are the tax factor, 
cormnodity prices factor, and the off-farm income factor. 
George (1941) used the gross income per acre in his model of the 
Illinois land market. He reported no coefficient for this variable. 
Iden (1964) used a three-year average of net returns to landlords 
per acre , with recent years weighted more heavily, to reflect the 
income factor. His first model obtained a small positive coefficient 
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for this variable . He then formed another model to eliminate the 
autoregression of residuals and obtained a positive insignificant 
coefficient . His last model used only this variable to explain land 
value and he obtained a positive significant coefficient. 
Tweeten and Martin (1966) included net farm income in equations 
to estimate land values and total land-in-farms. All of the nine 
equations to predict land values obtained positive significant 
coefficient for this variable. The three equations to predict 
land-in- farms also obtained positive coefficients but with a lesser 
degree of significance. 
Reynolds and Ti.nunons (1969) used the variables, gross farm income 
and expected net farm income , in their model. In the equations for 
value of farmland with buildings, all of the coefficient s for net farm 
income were positive and significant . This was also the result for the 
value of farmland without buildings equations. In the with-buildings 
equations using only 1954 and 1959 data, all of the net farm income 
coefficients were positive significant. The same was true in the 
without-buildings equations for the same years. In the with-buildings 
equations using 1940 and 1950 data , all of the net farm income 
coefficients were positive significant. This was also the case for 
the gross farm income coefficients . 
Klinefelter (1973) used a three- year moving average of net rents 
in his model . In one of his equations , he obtained a positive signif-
icant coefficient; in the other three, it was positive and insignificant. 
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Wise and Dover (1974) used a beef income variable in their 
investigation. The results they reported are above in the livestock 
factor section. 
Crowley (1974) used landlord net real estate income per acre as 
one of the variables in his model. In each of the three areas, he 
obtained a positive significant coefficient . 
Walker (1976) included the variable, net farm income per acre, 
in his model. He obtained positive significant coefficients in every 
equation. 
!den's study (1964) considered the off- farm income factor. He 
reflect ed the influence of this factor by including the variable , 
per capita income from all sources. His first equation obtained a 
positive coefficient. His second model, which allowed for autocor-
relation found in the first model, obtained a small negative 
insignificant coefficient. He then dropped the variable in the 
subsequent model. 
Reynolds and Timmons (1969) also looked at the off-farm income 
factor. They included the ratio of farm to nonfarm earnings in their 
equation to predict voluntary transfers of land. They estimated four 
equations using the data from 1954 to 1959. In all equations, the 
coefficients were positive and significant. 
Tax factors were investigated by several studies. They usually 
were looked at in terms of a property tax. 
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Thomsen (1935) found that a five-year cumulation of farm real 
estate taxes, inversely weighted, was highly correlated with farm 
real estate values in the U.S.A. He concluded that during the period 
1912- 1921 this factor increased values and that during 1922-1933 it 
decreased values. 
Scharlach and Schuh (1962) included the variable property tax 
rate per acre in their model. They obtained a negative significant 
coefficient. 
Reynolds and Timmons (1969) mentioned that tax considerations can 
affect the capital gains factor. They did not include a variable in 
their model to incorporate taxation rates. Klinefelter (1973) also 
mentions the relationship of tax considerations and capital gains. 
Commodity prices directly affect income andr therefore, belong 
under this category. The conunodity price factor is sometimes entered 
directly into the model or it is entered as a ratio of farm prices 
paid to farm price received. 
Thomsen (1935) found that an inversely weighted ten-year cumula-
tion of wholesale farm product price was more highly correlated with 
land values than several other variables he tested . 
Herdt and Cochrane (1966) included the ratio, index of prices 
received by farmers/index of prices paid by farmers, in two demand 
for farmland equations . They obtained positive significant coefficients 
as they hypothesized. They also included this variable in their 
reduced form equation. In the supply and demand of farmland equations, 
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they obtained negative coefficients. In the price equation , the 
coefficient was positive. 
Price changes 
Inflation is the only factor included in this category . This 
factor was usually included in models by using price ratios or indexes 
and time variables. 
Maier , et al., (1960) used four dummy variables in their model to 
indicate when the sale took place for the four years 1954-1957 . These 
were entered into the model by multiplying the dununy value, 0 or 1, by 
the acres of tobacco allotment value. They applied this method to two 
of the three areas. All of the resulting coefficients were positive 
and significant. 
Herdt and Cochrane (1966) included a variable reflecting the 
general price level in their land demand equations. Two land demand 
equations were estimated. One of the coefficients obtained was 
negative and significant while the other was positive significant. 
They hypothesized a positive value. They also included this variable 
in the reduced form equations. Negative coefficients were found for 
the supply and demand of farmland equations. A positive coefficient 
was found in the price equation. They also included a ratio of 
prices received to prices paid by farmers. The results of this are 
reported above in the income section. 
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Klinefelter (1973) used the implicit price deflator for GNP in 
his model . He used it in only one of his four models. He obtained a 
positive significant coefficient. 
Crowley (1974) included a variable that had the value of the year 
of sale to reflect the inflation factor. He obtained positive 
s ignificant coefficients in the urbanized and urban-recreation 
influenced areas. The grain area obtained a negative insignificant 
coefficient. 
Government programs 
The two factors in this category are the government programs 
factor and the mortgage rate factor. There is much overlap between 
these factors and other factors mentioned in the study . Some 
instances of this are pointed out below. 
Maier , et al., (1960) hypothesized that the value of land would 
be increased by the capitalized value of government flue-cured 
tobacco allotments. In two of three areas, the coefficients for this 
variable were positive and significant. For the third area, the 
coefficients were insignificant as was reported above in the produc-
tivity category . 
Boxley and Gibson (1964) similarly hypothesized that the benefits 
of peanut price supports would be capitalized into the value of 
farmland . It was stated above in the productivity category that the 
coefficient for this variable was insignificant in the yearly 
equations but positive significant in the pooled data equation. 
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Tweeten and Martin (1966) inc luded land removed from productivity 
government programs in their model . The resulting coefficients for 
this variable were not found to be reliable as was reported in the 
productivity category . 
Reynolds and Timmons (1969) included three variables: conservation 
payments, government payments tied to land, and government payments for 
land diversion, in their model. In their first set of equations for 
land value with buildings, both the land payments and land diversion 
coefficients were positive and significant. Only ·one -or t:hree conservation 
coefficients was positive and significant, the other two were positive. 
Similar results were found in the equations for value of farmland 
without buildings . In the with-buildings equations using 1954 and 
1959 data, both of the land diversion coefficients were negative and 
insignificant and three of these were negative. The only conservation 
coefficient that was significant was large and negative. In the 
without-buildings equations using 1954 and 1959 data, all of the 
conservation coefficients were negative but two were significant. 
The two land diversion coefficients were positive but insignificant. 
In the with- buildings equations using 1940 and 1950 data, all of the 
conservation coefficients were negative and two were significant . 
Klinefelter (1973) hypothesized that government programs would 
increase income while decreasing risk and should, therefore, have a 
positive effect on the price of land. He included the variable, 
government program payments, in two models. Both models yielded 
31 
negative coefficients , one of them was insignificant. He believed 
the negative signs were due to high correlation of the variable with 
the variable , average size of farms . 
The mortgage rate factor is indirectly influenced by government 
credit policies . While the effects of government interest rate 
policies on the farm mortgage interest rate are not usually the central 
matter of importance, changes in the mortgage rate do have an important 
influence on the ability of farmers to buy land . Reynolds and 
Timmons (1969) included the ratio of one over the farm mortgage 
interest rate. In the equations for value of farms with buildings, 
using 1954 and 1959 data, they obtained three positive significant 
coefficients and one positive insignificant coefficient . In the 
without- buildings equations , using the same data, they obtained two 
positive insignificant coefficients , one positive significant 
coefficient, aJ'ld one negative insignif icant coefficient . In the 
with-buildings equations using 1940 and 1950 data, they obtained four 
positive insignificant coefficients . 
The mortgage rate factor was also mentioned by Tweeten and Martin 
(1966); however, their tests indicated that its influence was insig-
nificant so it was not included in the final model. 
Economies of scale 
The factors included under this category are technology , farm 
enlargement , changing financial structure, and concentration of wealth. 
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The addition of irrigation equipment indicated the influence of 
the technological factor. Descriptions of the results from investigation 
of this variable can be found under the capital improvement category. 
Tweeten and Martin (1966) included a stock of machinery variable 
to reflect the technological factor . They used it in the farm number 
equations of their model. One coefficient they obtained was negative 
significant. The other was positive and insignificant. They also used 
it in their farm transfer equation where they obtained a negative 
s ignificant coefficient . 
Reynolds and Timmons (1969) hypothesized that more efficient 
technologies would have a negative effect on land values if commodity 
prices were allowed to decrease freely . However , if price support 
programs resulted in stable conunodity price~ then better technology 
would lead to higher land values. They also stated that the hours of 
labor necessary to produce a crop would be inversely related to the 
technological level. They included the variable, labor (hours per 
acre) , in their model to reflect the technological factor . Two equations 
for voluntary transfers of farmland were estimated. Both labor 
coefficients were positive and significant. Four additional equations 
for transfers were estimated using 1954 and 1959 data. The equations 
for 1959 resulted in two negative labor coefficients. The two 1954 
coefficients were positive and neither was significant . 
Klinefelter (1973) stated that the variable, three-year average 
corn yield, captured some of the effects of improving technology. 
His results are reported in this thesis Wlder the productivity category . 
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Farm enlargement was often mentioned as an important factor in 
determining land values. The farmer who is currently under-utilizing 
his farm machinery can aff ord to bid more for a plot of land to add 
on to his existing acreage than one who would have to purchase new 
machinery to farm the land. Therefore, this factor should have a 
positive influence on land prices (Heady, Mayer, and Madsen, 1972, 
pp. 212-213) • 
George (1941 ) included the average size of farms in his study . 
The change in size from year to year would indicate farm enlargement. 
He gave no coefficient for this variable. 
Scharlach and Schuh {1962) used the variable, average size of 
farm, in their model. They obtained a positive insignificant 
coefficient for this variable. 
Ahmed and Parcher (1964) included the number of acres per 
transaction i n their model . They obtained a negative significant 
coefficient. 
Tweeten and Marti n (1966) used the t wo vari a bles , number s of fa rms 
and machinery stock, to reflect the farm enlargement factor. In the 
land price equations, all of the f arm numbers coefficients were 
negative. In the farm numbers equations, the coefficients were 
positive significant. The results of the machinery stock variable 
are reported above in the technology section. 
Reynolds and Timmons (1969) included the variable, change in the 
average size of farms, in their model. In the transfers-of-farmland 
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equation, they obtained a negative significant coefficient. In the 
value of farmland with buildings equations, four of the six coefficients 
were positive and significant. In the without-buildings equations, 
all of the coefficients were positive significant . Four farm transfer 
equations were estimated using 1954 and 1959 data. All farm size 
coefficients were positive and significant. In the value with-buildings 
equations using the same data , one of the six coefficients was signif-
icant and positive. Two others were positive and insignificant, the 
three remaining coefficients were negative and insignificant. The 
without-buildings equations yielded two negative significant coeffi-
cients, two negative insignificant coefficients, and two positive 
insignificant coefficients. Using data from 1940 and 1950, they 
estimated four equations for value with buildings which resulted in 
four negative insignificant coefficients. 
Klinefelter (1973) also included the average size of farms in his 
models. He stated that the rate of increase in farm size represented 
the demand for farm enlargement. All four of his land value models 
included this variable and he obtained four positive significant 
coefficients . 
Crowley (1974) included the variable, acres in sale, in his study. 
He obtained negative significant coefficients in the grain and urban-
recreation areas and a negative insignificant coefficient for the 
urbanized area . 
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Walker (1976) mentions farm enlargement as a factor but does 
not represent it in his model. 
Tweeten and Martin (1966) mention that the changing financial 
structure of the fann sector affects land values. They tested 
variables such as the interest rate on farm mortgages and real estate 
debt to equity but found them insignificant. Therefore, those 
variables were not included in theZfinal model. They also mentioned 
the trend toward concentration of wealth as a factor influencing 
values. They believed this factor to be reflected in time trends. 
This was tested and found insignificant also, so it was also not 
included in the final model. 
Land supply 
The three factors under this category are farm transfers, supply 
of farmland, and excess potential farmers . 
Tweeten and Martin (1966) used the variable , transfers of farm 
real estate per 1,000 farms, in their model. The variable was included 
in the equations for land price and farm transfers. In the farm price 
equations, all of the coefficients were negative and significant. In 
the farm transfer equation, the coefficient was positive and significant. 
Reynolds and Timmons (1969) included the variable, predicted 
voluntary transfers of land, in several equations . In the with-
buildings equations, using all data, they obtained all significant 
negative coefficients. They found similar results in the land value 
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with- buildings equations . In the value with-buildings equations using 
1954 and 1959 data, two of the coefficients were negative significant, 
three were negative insignificant, and one was positive insignificant. 
Using this same data, the without-buildings equations yielded four 
negative insignificant coefficients and two positive insignificant ones. 
Klinefelter (1973) used the number of voluntary transfers of 
farmland in his four models . This yielded one positive and one 
negative insignificant coefficient and two negative significant 
coefficients. 
Very of ten the number of transfers was used as a proxy for the 
supply of farmland. And, as was mentioned above , it was also used to 
reflect the farm expansion factor. The results of investigation of 
the supply of farmland factor is reported below only if it was 
mentioned in isolation from other factors by the authors . 
Tweeten and Martin (1966) used the variable, millions of acres of 
land in farms, in their model . They included it in the land price 
equations. They obtained mostly negative significant coefficients 
though some were not significant. 
Herdt and Cochrane (1966) also included acres of land in farms 
in their study . They used it in the land supply equation . They 
obtained a positive insignificant coefficient. 
Tweeten and Martin (1966) noted that the factor of excess 
potential farmers affected land prices . Such excess result from 
more off spring being born and raised who wished to be farmers than 
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there were farms to accorrunodate them. They stated that two variables 
in their model reflected this factor. One was a ratio of the average 
earnings of a factory worker to the average income of a farm worker 
modified by the nonfarm employment rate, the other was the stock of 
machinery variable . The ratio was included in the farm numbers 
equations which obtained one positive and one negative coefficient, 
both insignificant. The ratio was also included in the farm transfer 
equation and resulted in a negative but barely significant coefficient . 
The results for the machinery stock variable are reported in the 
economies of scale category. 
Nonfarm opportunities 
The three factors under this category are the employment factor , 
the wage factor , and investment opportunities factor. 
The results from Tweeten and Martin ' s (1966) wage ratio are reported 
above. This variable reflects both the relative wage rate influences 
and the effects of employment factor , as well as the factors mentioned 
above . 
Herdt and Cochrane (1966) include the unemployment rate as a 
variable in their model by adding it to the land supply equations. 
They obtained negative significant coefficients which they hypothesized. 
This rate was also included in the reduced form equations . This 
resulted in all negative coefficients for the equations of land supply , 
land demand, and land price . 
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Scharlach and Schuh (1962) included the variable, farm wage rate, 
to reflect the wage factor in their model of farm real estate value. 
They obtained a large, s ignificant, negative coefficient. 
Reynolds and Timmons (1969) used a ratio of farm to nonfarm 
earnings in their model. The results from this variable are reported 
above in ·the income category. 
The investment opportunities factor was usually entered i nto 
models i n the form of some interest rate that could be earned by 
investing the value of the farm capital outside of the fann sector. 
Tweeten and Martin (1966) used Standard and Poor's data on connnon 
stock dividends to find the percentage rate of r e turn on conunon stock. 
This r eturn was then entered into the land price equations of their 
model . They obtained three negative coefficients, one of which was 
insignificant . 
Herdt and Cochrane (1966) included an interest rate variable in 
their model also. They hypothesized that it should have a positive 
influence on the land supply equations and a negative influence on 
the land demand equations . The supply equations yielded one negative 
s ignificant coefficient and one positive insignificant coefficient . 
The demand equations yielded two positive significant coefficie nts. 
The variable was also entered into the reduced form equations which 
produced negative coefficients for the land supply and demand 
equations and a positive coefficient for the price equation. 
Reynolds and Timmons (1969) used the rate of return on ex>JNDOn 
stocks in their mode l. It was included i n the equations for value of 
farmland with buildings and value of farmland without buildings . 
They obtained negative, s i gnificant coefficients in both cases . 
Nonfarm investors 
The tenancy factor is the only factor that falls under this 
category. Two studies mention this factor as possibly affecting 
land values. George (1941) stated that he used a variable measuring 
the percentage of farm tenancy in his model . He does not report a 
coefficient f or this variable. Wise and Dover (1974) included the 
variable, purchase for speculation, in their study . This variable 
added only .024 to the value of R
2 
in one of the equations. 
Several instances of overlap between categories , factors, and 
variables were pointed out above . The task of specifying exactly 
which factors and variables belong in each influence category is made 
very difficult because of this overlap. For exaJX\Ple , it can be 
argued that governmental policies affect many of the categorie5 in an 
indirect fashion. Tax laws influence capital gains and income, 
interest rate policies influence income, price changes , economies of 
scale, land supply and nonfarm opportunities . Livestock production 
and land use which fal l in the productivity category directly Affect 
income in another category. There ar e many other eXaJX\Ples that oould 
be mentioned . 
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Table 2 . 1 swnmar izes the coefficient results obtained by the various 
investigators . The table is organized as follows. The influence 
categories are listed across the t op of the table. Under each category 
the variables that fall in that category are listed . The signs and 
significance of the coefficients which were estimated are placed in the 
table to correspond to the particular variable studied and the authors 
of the study in which the variable can be found. A +* means the 
coefficient was positive and significant, a + means the coefficient 
was only positive , a - * means the coefficient was negative and 
significant, and a - means the coefficient was only negative . Only the 
models which used land value as the dependent variable have their 
coefficient results reported in this table. 
The review of studies above shows that the rasression results 
obtained were in numerous instances in conflict with theoretical 
expectations as well as with other studies. These ir.consistencies are 
summarized briefly here. In the capital ga ins section , Reynol ds and 
Timmons ' (1969) study produced coefficients for the capital gains 
variable which were negative and/or insignificant. In the territorial 
influences section , Crowley (1974) obtained positive significant 
coefficients for the variable miles to the nearest town of 1,000 or 
more . Edwards, et al., (.1964) obtained results which implied location 
has no effect on land values . Also, Ezekiel's study (19261 was ~~e 
only one that strongly indicated that road t.ypes influence land values. 
In both the capital impr ovements section and the productivity section, 
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Ruttan (1961) dropped two variables , irrigated cropland and nonirri-
gated pasture , because of insignificant coefficients . Also in the 
productivity section Tweeten and Martin (1966) obtained both positive 
significant and negative significant coefficients for the variable , 
land removed from production by government programs. Similarly, Herdt 
and Cochrane (1966) obtained opposite significant coefficients for the 
land productivity variable in their two land demand equations . In 
the income section, Iden (.1964} and Klinefelter (1973f both obtained 
insignificant coeffici ents for the income variable in some of their 
models . In the p rice changes section, Herdt and Cochrane 0.966l 
obtained opposite significant coefficients for the price index 
variable in their land demand equations . In t:ie government pr ograms 
section , Klinefelter (1973) obtained negative coefficients for the 
gover nment payments variable whichwerecontrary to his expectations . 
In the nonfarrn opportunities section , the r esults of the Scharlach 
and Schuh (1962) study conflict with Reynolds and Ti.rnmons (1969) study 
if it is assumed that farm wages increase when farm income increases. 
Also in this section , Herdt and Cochrane (1966) hypothesized that 
higher interest rates would increase the farmland supply but they 
obtained a negative coefficient for the interest rate variable. There 
are other instances of inconsistent or illogical results which could 
be cited but these occurrences usually relate to insignificant 
coefficient results and a.re too numerous to mention . 
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CHAPTER III. VARIABLES USED IN THIS STUDY 
The variables that are investigated in this study are described 
below. They encompass most of the factors hypothesized to have a role 
in determining farmland values. Generally, the variable values reflect 
Iowa data . Most of the data were taken from several volumes of the 
annual publication, Agricultural Statistics, published by the United 
States Department of Agriculture. If the data were taken from a 
publication other than Agricultural Statistics, the source is noted in 
the description. 
The variables are grouped according to the influence category 
under which they fall. Each variable is defined and given a label of 
the form X .. This label is used to refer to the variable in later 
l. 
chapters . 
(1) Capital Gains: 
Label Description 
x5 Capital gains. This is the total amount of capital gain 
from farmland value appreciation in Iowa per year , calculated 
by multiplying the total number of acres on farms by the 
average change in value of an acre of land. The change in the 
total value of farmland was then calculated for each year. 
The data cover the period 1961-1978. References to this 
variable can be found in the publications by Tweeten and 
Martin (1966), Reynolds and Timmons (1969), Klinefelter (1973) , 
and Walker (1976). 
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(2) Territorial Influences: 
x
21 
Population . Population is included as a proxy measurement 
of the urbanization factor. It is an annual estimate of 
the population of Iowa. The period covered is 1960- 1978 
and was obtained from the Iowa Office of State Planning and 
Programming. References to this variable can be found in 
the publications by Ruttan (1961) , Scharlach and Schuh (1962) , 
Ahmed and Parcher (1964), Edwards, et al. (1964) , Herdt and 
Cochrane (_1966), Reynolds and Timmons (1969}, Wise and Dover 
(1974) , Crowley (1974), and Walker (1976) . 
x23 Paved roads . This variable is measured by the total mileage 
of paved roads in Iowa. It reflects two factors, time 
trend and urbanization. The data cover the period 1960-1978 
and were obtained from the Iowa State Highway Conunission. 
References to the variable can be found in publications by 
Ezekiel (1926), Wallace (l926), Edwards, et al. (1964), 
Wise and Dover (1974), and Crowley (1974) . 
x24 Hardtop roads . This is the total mileage of hardtop roads 
in Iowa . The description is the same as for x
23
• 
x25 Unimprovea ·or ·stone roads. This variable measures the t otal 
mileage of stone or dirt roads in Iowa . The description is 
the same as for x
23
• 
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(3) Capital Improvements: 
x
15 
Land improvements. This is the average dollar amount spent 
by Iowa farmers per acre on capital improvement for farmland. 
The data cover the period 1966-1978 and were obtained from the 
annual Iowa State University survey, Return to Crop- Share 
Rented Land, published by the Iowa Cooperative Extension 
Service. References to this variable can be found in publi-
cations by Edwards, et al. (1964), and Scharlach and Schuh 
(1962). 
x30 Value of buildings. The value of buildings is the total value 
of farm dwellings and outbuildings in Iowa. This variable was 
also used to reflect the capital gains factor in several of 
the studies. The data cover the period 1966- 78. References 
to this variable can be found in publications by Ezekiel 
(1926), Maier , et al. (1960), Boxley and Gibson (1964), 
Tweeten and Martin (1966) , Wise and Dover (1974) , and 
Crowley (1974). 
(4) Productivity: 
x1 Percentage of land planted in corn. This is the percentage 
of total land in farms planted with corn . The data cover the 
period 1960-1977. References to this variable can be found 
in publications by Ezekiel (1926), Wallace (1926), George 
(1941), Maier, et al. (1960), Boxley and Gibson (1964), and 
Edwards , et al. (1964). 
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x
3 
Percentage of l and planted in soybeans . The description is 
the same as for x
1 . 
x
16 
Land productivity. Land productivity is measured by an 
index of output from farms in the Corn Belt. It covers the 
period 1960-1977 with 1967 = 100. References to this 
variable can be found in the publications by Ezekiel (1926) , 
Wallace (1926), Scharlach and Schuh (1962), Ahmed and 
Parcher Ci964), Edwards, et al. (1964), Tweeten and Martin 
(1966), Herdt and Cochrane (1966), Klinefelter (1973), 
Wise and Dover (1974), and Walker (1976). 
x
20 
Percentage of land in harvested crops. This is the percen-
tage amount of total land in farms that is cultivated. The 
data cover the period 1966-1978 and were obtained from the 
Return to Crop-Share Rented Land survey. References to this 
variable can be found in the publications by Wallace (1926), 
George (1941), Maier, et al. Ci960). , Ruttan (19611, Boxley 
and Gibson (1964), Edwards, et al. (1964), Tweeten and Martin 
(1966), Herdt and Cochrane (1966), Wise and Dover (1974} , 
and Walker (1976) . 
x31 Value of cattle and calves. This is the value of all 
cattle and calves, including heifers and milk cattle, on 
Iowa farms. The data cover the period 1960-1978. 
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References to this variable can be found in publications 
by Ruttan (1961}, Edwards, et al. (1964}, Tweeten and Martin 
(1966} , Wise and Dover (1974) , and Walker (1976} . 
x
32 
Value of hogs and pigs. This is the value of all hogs and 
pigs on Iowa farms . The data cover the period 1960-1977. 
Publications including this variable are the same as for x31 • 
(5) Income: 
x
12 
Income. The income variable measures gross income derived 
from farm pr oducts produced in Iowa . The data cover the 
period 1960-1977. References to this variable can be 
found in the publications by Thomsen ( ~935 ), George (1941) , 
Iden (1964) , Tweeten and Martin (1966) , Reynolds and Ti.nunons 
(1969) , Klinefelter (1973), Wise and Dover (1974), Crowley 
(1974), and Walker (1976}. 
x
28 
Tax payments. This is the total amount of taxes paid by 
Iowa farmers annually. The data cover the period 
1960- 1976. References to this variable can be found in the 
publications by Thomsen (1935) , and Scharlach and Schuh (1962). 
(6} Price Change: 
x
13 
Inflation . Inflation is measured by an index of prices paid 
by farmers. The data cover the years 1960- 1977 with 
1967 = 100. References to this variable can be found in 
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publications by Tweeten and Martin (1966), Herdt and 
Cochrane (1966), and Klinefelter (1973). 
( 7) Goverrunent Programs : 
x
11 
Federal ~ayments. This is the total value of payments made 
by the federal government to farmers in Iowa per year. 
It is an aggregate figure and includes all programs. The 
data cover the period 1960-1977. References to this 
variable can be found in the publications by Edwards, et al. 
(1964), Tweeten and Martin (1966), Reynolds and Tinunons (1969), 
and Klinefelter (1973). 
x
14 
Interest rate on real estate loans. This interest rate is 
the average interest rate charged on farm real estate loans 
from all institutions. The data cover the period 1960- 1978 . 
References to this variable can be found in the publications 
by Tweeten and Martin (1966), Herdt and Cochrane (1966) , and 
Reynolds and Timmons (1969) • 
(8) Economies of Scale: 
x4 Average size of farms . This is the average acre size of an 
Iowa farm. The data cover· the period 1966- 1978 and was 
obtained from the Return to Crop-Share Rented Land in Iowa 
survey . References to this variable can be found in 
publications by George (1941), Scharlach and Schuh (1962) , 
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Edwards, et al . (1964), Tweeten and Martin (1966), Reynolds 
and Tinnnons (1969), Klinefelter (1973), and Wise and 
Dover (1974). 
x
9 
Farm expansion. Fann expansion is measured by the percentage 
of farmland purchases that are intended to be additions to 
acreage already being farmed. The data cover the period 
1960-1978 and was obtained from several issues of Farm Real 
Estate Market Developments, published by the Economics, 
Statistics, and Cooperatives Service of the United States 
Department of Agriculture. It applies to the Corn Belt 
region. References to this variable can be found in publi-
cations by Reynolds and Timmons (1969), and Klinefelter (1973). 
x
22 
Real estate debt to equity ratio. This is the percentage of 
real estate debt to equity held by Iowa farmers. Real estate 
equity was found by subtracting real estate debt from the 
total value of farm real estate. The data cover the period 
1960-1978. References to this variable can be found in 
publications by Reynolds and Timmons (19691, and Walker (1976). 
x26 Stock of machinery purchased. This stock is measured by 
the annual expenditure made on farm machinery excluding 
cars and trucks. The expenditures are estimated by using 
depreciation schedules. The data cover the period 1966-1978. 
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and was obtained by personal interview with USDA personnel. 
A reference to this variable can be found in Tweeten and 
Martin (1966) . 
x
29 
Technical change. Technical change is measured by an index 
of total production per man-hour in the Corn Belt r egion. 
The data cover the period 1960-1977 with 1967 = 100. 
References to this variable can be found in publications by 
Reynolds and Timmons (1969~, and Klinefelter (1973) . 
(9) Land Supply: 
x12 Number of farms. This is the number of farms in Iowa. The 
data cover the period 1960-1978. References to this 
variable can be found in publications :Oy Tweeten and Martin 
(1966), Herdt and Cochrane (1966), and Reynolds and 
Timmons U969l. 
x
18 
Number of transfers . This is the total number of farm 
transfers which occurred in the Corn Belt region during a 
year. The data cover the period 1960-1978 with reference· to 
this variable can be found in the publications oy Tweeten 
and Martin (1966) , Herdt and Cochrane (1966) , Reynolds and 
Timmons U969), and Klinefelter U973). 
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(10) Nonfarm Opportunities : 
xa Employment. This is the total percentage of the labor 
force employed in Iowa. The data cover the period 1960-1978 
and was obtained from the publication, Employment and 
Earnings States and Areas , 1939-78, published by the United 
States Department of Labor--Bureau of Labor Statistics, 
Bulletin 1970-13, 1979. References to this variable can be 
found in the publications by Herdt and Cochrane (1966), and 
Tweeten and Martin (1966). 
x10 Farm wage-industrial wage ratio. This ratio is the average 
annual farm wage divided by the average annual industrial 
wage in Iowa. The average hourly industrial wage is 
estimated by dividing the weekly compensation for workers 
covered by unemployment insurance by forty. The data 
cover the period 1960-1977. The data on industrial wages 
were obtained from the Research and Analysis Department of 
the Iowa Department of Job Services. References to this 
variable can be found in the publications by Scharlach and 
Schuh (1962}, Tweeten and Martin (1966), and Reynolds and 
Timmons (1969}. 
x19 Off-farm investment returns . This is the 4-6 month prime 
commercial paper interest rate. The data cover the 
period 1960-1977 . References to this variable can ne found 
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in the publications by Tweeten and Martin (1966) , Herdt 
and Cochrane (1966) , and Reynolds and Timmons Ci969) • 
The three additional variables which are unique•· t.o this· study are 
the supply balance, the demand balance , and the credit balance. A 
description of the manner in which these are calculated is given in the 
Appendix A. 
x
6 
Credit balance. This variable can take a value between - 1 
and +l. A positive value indicates that reporters believe 
that more credit was available to farmers in the current 
period as opposed to the previous period. A negative 
value indicates the opposite conditions . The data 
applied to the Corn Belt region observed in several issues 
of Farm Real Estate Market Developments during the years 
1965-1978. 
x7 Demand balance. This variable indicates the relative l evel 
of inquiries to buy farmland as compared to the previous 
period . It takes values between -1 and +l with positive 
values indicating more inquiries and vise versa . The data 
cover the period 1965-1978 and apply to the Corn Belt region. 
They were obtained from several issues of Farm Real Estate 
Market Developments. 
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x
27 
Supply balance. This variable indicates the relative 
value 
level of f arml.and which was offered for sale as compared to 
the previous period . Its values and period of duration are 
the same as for x6 and x7 • 
Land value . Land value is the dependent variable used in 
the regression models presented in Chapter VI . It is the 
value of an ave rage acre of Iowa farmland as estimated by 
the Iowa Land Value Survey. The data cover the period 
1960-1978. 
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CHAPTER IV. STATISTICAL METHODS 
The review of regression studies above showed that there were 
many instances in which the coefficients derived were inconsistent 
with theory or with each other. These inconsistencies could be the 
result of a high degree of intercorrelation among the explanat ory 
variables used in the models. When this condition occurs, it is termed 
multicollinearity . This section explains the effects of multicol-
linearity on regression results, how it can be identified, and haw it 
can be dealt with. 
Most of the models described above took the form of the basic 
linear model 
y = xs + e: (4. l} 
where X is a matrix of the observations of the explanatory variables, 
B is the vector of coefficients calculated, e: is the vector of random 
errors with E(e:) = 0 and variance of a2 , and Y is the vector of the 
dependent variable observations which were in most cases the value of 
land. The B coefficients can be estimated by calculating 
,... 
B = tx' x) -lx'Y (4. 2) 
If the observations of X are standardized , by subtracting the mean and 
dividing by the standard deviation, then (X''XJ is in the form of a 
correlation matrix . If (X 1 X) shows many high intercorrelations 
-1 
(termed ill- conditioned), then the values of OC ' xJ increase greatl y . 
A 
The variance of B is calculated by 
,... 
V( B> = s 2 (X ' X)-l ( 4 . 3) 
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This implies that as the multicollinearity of the variables increases , 
the variances of the individual coeffi cients increases also . 
A numerical example helps to give us insight into the nature 
of regression results if multicollinearity exists . Suppose we have 
the correlation matrix 
1 . 9 . 99 
(X ' X) = .9 1 . 99 (4.4) 
.95 .99 1 
then 
" 
bl 66.33 135 -197.67 
" s 2 (X ' X)-l 2 v b2 = = s 135 325 -450 (4 . 5) 
" 
b3 - 197.67 -450 
~ 2 " 2 ~ Then V(b1 ) = 66.33s , V(b2) = 325s and V(o3) 
633.33 
2 
= 633 . 335 . Looking 
at the variance 0£ the sum of the coefficients, f or example , for 
66 . 33 
V(bl + b2 + b3) = s
2
(1 l l] 135 
-197.67 
2 
= 1. 32s 
135 
325 
-450 
-197 . 67 1 
-450 1 (4 . 6) 
633 . 33 1 
This shows that the variance of the sum of coefficients is small 
compared to the variance of the individual coefficients . Si milarly , 
for the differences of the coefficients, we get 
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66.33 135 -197 . 67 1 
" "' 2 2 
V(bl - b - b ) = s [l -1 -JJ 135 325 -450 l =l48s (4.7) 2 3 
-197.67 -450 633.33 :1. 
Here the variance of the differences of the coefficients is somewhat 
large but it is still smaller than two of the three individual 
coefficient variances. Put another way, the coefficients are an 
adequate swnmarization of the data in the form of a sum or difference 
but they do not summarize the data well when taken in isolation. This 
is why a regression model may obtain the result Y 10 + 7x1 + 3X2 
using one sample of data and get another result Y = 10 + 4X
1 
+ 6X2 
by using a different but similar sample. Sometimes this problem is 
solved by dropping one of the variables from the model . The 
rationale is that one variable adds essentially the same information as 
the variable with which it is collinear. This solution, however, entails 
the loss of some, perhaps important, information. Another solution 
is to simply combine and average the data, which would yield the 
result , Y = 10 + lOX, because 2X = x
1 
+ x
2
. Fox and Cooney (1954) 
give good examples of how multicollinearity affects coefficient 
values and their standard deviations. 
Aside from coefficient imprecision, high intercorrelation 
also causes other problems regarding regression results . Gunst and 
Mason (1977) show that large diagonal elements in CX'X)·l lead to 
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1 
low t-values for tests of significance on the individual coefficients. 
They state that the coefficient of determination R~, obtained by 
regressing 
2 
Xj on the 
-1 
other predictor variables, can be calculated by 
Rj = 1.0 - C .. where 
JJ 
th -1 
Cjj is the j diagonal element of (X ' X) • 
2 
A large R. 
J 
along with low significance for the coefficient values 
indicates multicollinearity. 
(1 - R~) l/ZSj /8 
The t. value is calculated by 
J 
(4. 8) 
where S is the square root of the mean squared error . This implies 
that a coefficient may be found to be insignificant because of 
multicollinearity and not because its value is truly zero. 
Farrar and Glauber Cl967l define multicollinearity in terms of 
a departure from orthogonality. Using this definition , it is possible 
to check the degree of multicollinearity by using Bartlett 's test 
statistic . The hypothesis to be tested is , H :P = I, where P is the 
0 
correlation matrix and I is the identity matrix. The test statistic is: 
(4.9) 
where N is the number of observation vectors, n is the number of 
observations, and R is the sample estimate of P. The hypothesis is 
accepted if x2 < X~ with n(n-2)/2 degrees of freedom . As the a level 
is varied the departure from the orthoganality is specified by the 
probabilities. 
1
This is similar to arguing that high V IB ) will result in smaU 
t-values since t. = ~. 
l. IV(!) 
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It is apparent from the theory presented above that multicol-
linearity can cause erroneous regression results. The estimated 
coefficients may be poorly chosen and Have larger than desirable 
variances. This situation will lead to low t-values and insignificance. 
For these reasons, it is important to detect and minimize 
multicollinearity in any regression model. 
There are three methods used in this study to discover which 
variables are highly intercorrelated. The methods are (1) observation 
of correlations, (2) cluster analysis, and (31 principal components. 
Observation of Correlations 
This method simply involves the rearranging of the order of 
the variables in the correlation matrix in attempting to detect 
patterns. Suppose you have an initial matrix such as: 
xl x2 x3 x 4 XS x6 x7 
l . 9 . 2 .3 . 2 . 8 .3 
. 9 1 .2 .3 . 2 .85 .3 
. 2 .2 1 .2 .3 . 2 . 8 
x. . 3 
l. 
. 3 . 3 1 ,9 . 2 .3 (4.10} 
. 2 . 2 .3 .9 1 .2 . 2 
.8 .85 .2 . 2 .2 1 .2 
.3 .3 .8 .3 .3 .2 1 
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Rearranging the order of the variables would give the resulti ng matrix: 
1 .9 I 
I 
.3 .2 .3 .2 .3 
I .9 1 . 2 . 2 .2 .3 • 3 
---- ----i- -- - --- --1 
.3 . 2 11 .8 .9 I .2 .3 
I I 
x. = . 2 .2 I . 8 1 , 85 I . 2 .2 -(4 .11) 
) I I 
I . 9 • 85 1 I . 2 . 3 '------- ---,-- - - -. 3 .2 
. 2 .3 .2 .2 .2 I 1 . 8 
I 
.3 .3 .3 .2 .3 I . 8 1 
This result would imply that the variables could be placed into the 
Cluster Analysis 
The second method that is used is cluster analysis. This method 
uses a specified decision strategy to combine those variables which 
conform most closely with that decision strategy. One type of decision 
strategy that is used is called single-linkage. This strategy first 
involves checking all the coefficients in the correlation matrix to 
find the largest (closest to +l) coefficient. It combines the two 
variables related to this coefficient into one group . It then 
reduces the dimensions of the correlation matrix by one and treats the 
group formed as a single variable. The correlation of the group with 
the other variables in the new small matrix is given as the larqer 
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correlation between the two variables in the group with the other 
variables. For e xample, say the correlation between xl and x3 is 
rl3 = .7 and the correlation between x2 and x 3 is r 23 = .8 . Also 
say that xl and x2 have already been combined i nto the group [Xl,X2). 
Then the correlation between the group [x
1
, x
2
) with x
3 
is 
r
1 
& 2 , 3 = .8 because this is the larger of the two correlation 
coefficients r
1 3 
and r
23
. A numerical ex~le using the single-
linkage strategy is given below to make the method of linkage clearer. 
Suppose one starts out with the initial matrix : 
xl x2 x3 x4 XS 
1 . 97 -.16 -.68 • 77 
1 -.19 - . 70 .69 
~ 1 .25 .00 (4.12) 
1 -.70 
1 
Single-linkage f inds the largest positive correlation coefficient, 
in this case . 97 , and combines the two variables x
1 
and x
2 
into the 
group [x1 ,x2 ). The matrix is then reduced in dimension by one 
resulting in the new matrix: 
[Xl,X2) x3 x4 XS 
1 - . 16 -.68 • 77 
xl = 1 .25 .oo (4.13) 
1 -.7 
1 
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Again , the largest coefficient is found, here .77, and the 
variable XS is added to the group [x
1
,x
2
] fonning the group [x
1
,x
2
,xs ]. 
Note that the correlations between x
3 
and [x
1
,x2 ] and x4 with [x1 ,x2] 
are -.16 and - . 68 respectively, not -.19 and -.70. Single-linkage 
combines the group and the variables at their highest correlation 
level. After combining [x
1
,x
2
] with XS we get the matrix: 
x = m 
1 
1 
.oo -.68 
.2S 
1 
(4 . 14) 
The coe=ficient of . 2S indicates that the two variables x
3 
and x
4 
should be grouped. This results in the final matrix: 
x 
n [ 1 
1 
. 00 l (4. lS) 
These combinations can be represented graphically by a dendograph 
as shown in Figure 4 . 1. The three variables on the left are one 
cluster and the two on the right are another. 
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Correlation o.o 
. 2 
.4 
. 6 
.B 
1.0 
xl x2 XS x3 x4 
Figure 4.1. Dendograph of cluster analysis 
The final step in cluster analysis involves testing how well 
defined the cluster is. A cluster is well-defined if the variables 
that are included in the cluster are highly correlated with the center 
axis of the cluster which is termed the centroid . Table 4.1 shows 
the data from which the initial correlation matrix in equation (4.12) 
was calculated. The data are standardized by subtracting the mean 
of the observations from the original observation and dividing by the 
standard deviation of the observations. The dendograph indicates 
that variables x
1
,x
2
,x
5
, and x
3
,x
4 
are grouped. Therefore, for each 
cluster we must take the measurements from the three variables in 
the first cluster and average them and likewise take the two measure-
ments from the variables in the second cluster and average them to 
derive the centroids for the two clusters. 
Table 4.1. Standardized variables used for calculating initial correlation matrix 
Standardized Measurements 
Variable 1 2 3 4 s 6 7 B 9 
-1.66 -1.16 - .66 - .16 .33 .33 .B3 .B3 1. 33 
-l.6S - • 94 - • 94 - • 23 .47 .47 . 47 l.Bl l.Bl 
l.2B 0 - .BS - . 43 -l.2B 0 1. 71 .43 - .BS 
. 47 1. 74 1.31 - .BO -1.22 - . 37 . OS - . 37 - .BO 
- . 96 -1.47 - .96 - .4S .S7 .S7 l.OB - .4S l.S9 
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The centr oids are shown in Table 4.2. 
Table 4.2. Calculation of centroids 
Centroid for Centroid for 
Measurement Cluster I Value Cluster II Value 
- 1.66-1. 65-. 96 - 1.42 
1 .28+.47 . 87 1 -----3 2 
-1.16-. 94-1 .47 -1.19 
0+1. 74 • 87 2 3 2 
-. 66-. 94-. 96 .85 
1.31-.85 .23 3 -3 2 
-.16-.23- . 45 .28 
- . 43-. 8 .61 4 - -
3 2 
5 
.33+.47+.57 .45 
- 1.28-1. 22 -1.25 
3 2 
6 
. 33+ . 47+. 57 .45 
o- .37 .18 -
3 2 
7 . 02+ . 47+i.00 .79 
1. 71+.05 .88 
3 2 
8 
. 83+1. 81-. 45 
.73 
.43-. 37 .03 
3 2 
9 
1. 33+1. 81+1. 59 
1.57 
-.85- . 8 .82 -3 2 
These measurement data are then added to the standardized data 
as if adding two additional variables. Then , using the standardized 
data , a new correlation matrix is cal culated which s hows the 
correlations of the variables with the centroids. Those correlations 
are shown in Table 4.3. 
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Table 4 . 3. Correlation o f variables with centroids 
xl x2 x3 x4 XS cl c2 
1 . 97 - .16 - .68 . 77 • 98 - .52 
1 - . 19 - .7 .69 • 96 - .55 
1 .25 .00 - .15 .78 
1 - .7 - • 72 .78 
1 .89 - .49 
1 - .54 
1 
The elements from this matrix can be shown graphically as in 
Figure 4.2 . 
Correlation 1.0 
.6 
.8 
.4 
• 2 
-.2 
-.4 
-.6 
- .8 
-1.0 
4 
Centroid 
Cluster I 
2 1 
5 
Centroid 
Cluster II 
Fig.ure 4.2. Correlation of elements with cluster centroids 
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The two vertical lines indicate the centroids of the two clusters. 
The numbers on either side of the centroid lines indicate the variable 
numbers. If the variable is in the cluster it is circled. Note that 
the variables x
1
, x
2
, and x
5
, all in Cluster I , are highly correlated 
with its centroid. This indicates that the cluster is well-defined. 
This is also true for the variables in Cluster II. If the variables 
were not so tightly bunched or were not so highly correlated with the 
centroid of their cluster, then we could conclude that the cluster was 
not well defined. For additional methods of cluster grouping, see 
Chen, Dunn and Landwehr tl975), Everitt (1974) , or Duran and Odell (1974). 
The method used in this paper combines the variables according to a 
minimwn average within-group correlation criteria. The program used 
in this study divides the variables into groups so that the average 
within-group correlations are at the highest possible value. It also 
arranges the variables so that the dendograph produced has the form 
of a pyramid. A detailed description of the algorithm can be found in 
McCanunon (1968). 
Principal Components 
The third method of detecting intercorrelations and groups is 
principal components analysis which identifies linear combinations 
of variables that explain progressively smaller orthogonal proportions 
of the total variance within the data. A geometric explanation will 
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perhaps make this point clearer . Suppose there is a •Jector of two randan 
variables that are normally distributed as shown in Figure 4.3 . 
Figure 4.3. Principal components illustration 
By rotating the x
1 
and x
2 
axis to the positions shown by Y
1 
and 
Y
2
, we find the principal components. Y
1 
is the linear combination 
of x
1 
and x
2 
which explains the largest proportion of variance in the 
data so it is the f irst principal component. The line Y
2 
explains 
the residual portion of the variance in the data so it is the second 
principal component. Either geometric laws or matrix algebra can 
be used to demonstrate that Y
1 
and Y
2 
are uncorrelated which would 
imply that the principal components explain orthogonal proportions of 
total variance. 
Principal components are found by calculating the characteristic 
roots and vectors of the correlation matrix (in our case} or of the 
sum of squares and cross products matrix. Morrison (1976, p. 271} 
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gives the following definition of principal components: 
"The jth principal component of the sample p-variate 
observations is the linea r compound 
+ a .X 
PJ p 
whose coefficients are the e lements of the characteristic 
(4 . 10) 
vector of the sample covariance [or correlation] matrix s[R] 
corresponding to the jth largest characteristic root R.. . • 
J 
0 -I 0 ff. . f th . th d . th t If ~. r ~ . , the coe icients o e i an J componen s 
J l. 
are necessarily orthogonal; The s ample variance of 
th .th . 0 d th t l t . . e J component is~ . an e ota sys em variance is 
J 
+ R.. = tr s. The importance of the 
p 
jth component in a more parsimonious description of the 
system is measured by l ,/tr s ." 
J 
Because we are using the correlation matrix to calculate the 
characteristic roots, ~' the proportion of total variance in the data 
If some of the R... 
l. 
are close to zero, that implies that multicollinearity exists between 
the variables. Notice that the definition implies that the first 
component accounts for the greatest portion of the variance in the 
data, the second component accounts for the greatest proportion of 
residual variance, and so on down to the last component . 
Principal components combine the data in a linear fashion. The 
linearity assumption can be tested by plotting the values of the 
standardized scores in the manner of Figure 4.4. A component score 
Figure 4.4. 
(a) 
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(b) 
Test of linearity assumption for principal components 
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is found by calculating Y. in equation (4.10) using standardized 
1 
X. values if a correlation matrix was used to calculate the 
1 
characteristic vectors. This component score is then standardized by 
dividing it by the square root of its characteristic root; i . e. , Y.//f": 
) ) 
gives the standardized component score. The standardized component 
scores are plotted on two axes denoting two principal components. 
The points should fall within a circle with a radius of 2.45 (this is 
the square root of 5.99 which is the 5 percent critical value of 
chi- square with 2 degrees of freedom) about 95 percent of the time . The 
points should also be evenly distributed throughout the circle as 
shown in (b) above. If the points are distributed on the edges of the 
circle, as shown in part (a), then we would conclude that the components 
do not represent the data well and the linear assumption is invalid . 
If the points are evenly distributed, as shown in (b), then we could 
conclude that the data are well represented by the components and the 
linear assumption is valid. 2 
2
Hinz, Paul. Methods of .Multivariate Analysis. Unpublished clas s 
notes , Statistics 407, Iowa State University, Ames, Ia. 
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CHAPTER V. EMPIRICAL RESULTS 
The purpose of this chapter is to group the variables ·indentified 
in Chapter III by using the three methods discussed in Chapter IV. 
Each section presents the results found by each of the statistical 
methods. The groupings of the variables are given without economic 
interpretation. Interpretation of the groupings is deferred until 
the next chapter. 
Observation of Correlations 
The correlation matrix of rearranged variables is shown in 
Table 5 .1. A correlation level of r. . = • 8 or higher was chosen 
1J 
somewhat arbitrarily as the significant level of association between 
variables. The matrix indicates that the variables should be divided 
into five groups. Table 5.2 lists the variables in the groups. 
Group I contains variables that reflect many different factors. 
Groups II, III, and I V contain only two variables each so they, 
therefore, represent a more narrow range of factors. Ten of the 
variables are not assigned to any group. The variables corn allotment 
Cx1>, value of cattle (x31) , and value of hogs cx32 ) are more nearly 
associated with the variables in Group I than with any other variables. 
However, their correlations are not high enough to place them in the 
first group. 
Table S. l. Corr elation matr ix of rearranged variables 
x3 XS x9 XlO x12 xl3 xl4 XlS xl6 x21 x23 x26 x28 x29 
Soybean x3 1 
Capital XS .80 1 
Expans i on x9 . 84 .63 1 
Wage Rat io Xl O . 87 .AO . 78 1 
I ncome x12 .92 . 86 .78 . 93 1 
Inflat ion X13 . 82 .79 . 84 .90 .93 1 
RE Int. xl 4 . 86 .79 .93 .92 . 92 . 98 1 
Improvements XlS . 82 . 7S . 76 . 74 . 88 .92 . 90 1 
Productivity xl6 . 76 .so .84 • 77 . 72 . 79 . 8S .46 1 
Population x21 .8S . 74 .81 .96 . 87 . 84 .90 .66 .83 1 
Paved Roads x23 .94 • 77 . 87 . 94 .91 .97 .92 . 78 . 81 .96 1 
Machinery x26 . 78 .74 .82 .8S .91 . 96 .9S .88 .S2 . 74 . 9S 1 
Taxes x20 . 82 .S2 .92 . 89 . 82 . 87 .95 .59 .83 . 90 . 93 .65 1 " Technical . 88 • 72 .9S .86 .9S 1 ..... x29 .90 .92 • 90 .94 .98 . 78 . 93 . 92 
Buildings x30 .64 . 66 . 93 . 70 • 72 . 93 . 94 . 89 • 72 . 69 . 74 .82 .83 .89 
Demand Bal . x7 .37 . 21 -.21 . 14 .41 .23 - .04 . 24 -.04 -.09 - .03 . 39 - . 2S .10 
Transfers xl8 . 2S . 39 -.18 .12 . 32 . 09 -.05 .18 - . 19 .01 .04 . 23 - . lS -. 02 
Gov't . Pay . xll - . 10 -.S2 -.19 -. 31 - . 41 -. SS -.41 -.89 -. 14 - . 18 - . 16 -.84 - . 10 -. 29 
RE (D/E) x22 - . 02 - . 49 - . 2S - . lS - . 31 -.47 - . 41 - . 83 -.13 -.11 - . lS -.9S .06 - . 22 
Numbers xl 7 - . 9S - .72 - . 92 -.8S -.8S - . 81 -. 90 -.86 -. 84 -.89 -.98 - . 96 - .91 -.92 
Stone Roads x2s - . 92 -. 71 - . 87 -.92 - . 87 -.83 - . 91 -. 72 -. 81 - . 9S -. 99 -.9S - . 94 -. 93 
Corn xl . 46 • 71 . 51 . 69 . 69 . 78 • 71 .78 .62 . 63 . 52 .87 . S4 . 69 
Size x4 -.4S - . 41 . 12 - . 2S -. 42 -. 38 -. OS -.18 . 11 . 06 - . 13 -.22 -.03 - . 17 
Credit Bal . x6 . 34 . 32 -.01 . 40 . 36 . 29 . lS .25 . 30 . 26 . 20 . 28 - . 01 .32 
Empl oyment x8 .09 - . 28 -.30 - . 14 -.13 - . 40 -. 41 - .66 - .24 - . 17 -.17 -. 66 -.08 -.24 
Off- farm xl9 . 75 . S2 .52 . S9 . 67 • 48 .52 • 33 . 27 . 57 . 66 - . 07 .61 .49 
Cr ops x20 . S7 . 37 .48 . 4S . S2 .45 . so . 39 . 6S .44 . 47 . 47 . 36 . S7 
Hard Roads x24 - .S9 -.79 ~ . S6 -. 63 -. 74 -. 7S - . 71 - . 73 -.4S ~.S7 - . 60 - . 87 - . 39 - . 62 
Supply Bal . x27 . 2S . 0 7 .43 . so . 25 .35 . 45 .OS . 68 . 65 . 58 - . 15 . 6S .59 
Cattle x31 . 76 • 7S . 54 .79 . 82 .6S . 69 . 63 .39 . 78 . 77 • 39 .54 .62 
Hogs x32 . 81 . 84 . 61 . 76 .8S . 80 .75 . S7 .67 . 69 . 76 .65 .6S . 78 
Table S.l. (Cont.) 
-.J 
N 
1 
o.o 1 
-.13 . 83 1 
-.77 -. 30 -.13 1 
- -81 -.30 -.13 . 85 1 
-.88 . 07 o.o . 0 3 .04 1 
-. 71 .18 . OS .11 .08 .96 1 
• 77 . 2S . 09 -.78 -.S9 - . 46 ..... 48 1 
.06 -.34 -.47 . so .3S 0.0 .03 -. 33 1 
.16 . 61 .40 -.19 -.14 -.lS -.10 .43 -.12 1 
-.08 . 09 • 3S -.OS .21 - . 68 - . 67 . 20 -.32 -. 27 .3S 1 
.47 .00 -.08 -.20 - . 46 - .so -.42 .41 .13 .23 - .49 - . 15 1 
-.70 -.44 -. 38 .51 • 72 .S4 . Sl -. S9 . 38 -.29 .42 - .23 -.49 1 
.28 -.47 -.49 .13 .OS -.ss -.66 .22 .40 -.03 -.40 -.18 . 37 -. os 1 
.3S .3S . 47 -.2S -.10 -. 72 - .74 .46 -.lS .32 . 14 ... 77 o.o -.S4 .06 1 
.54 • 30 .31 -.20 -.25 -.70 -. 70 .51 -.63 .18 - . 11 i53 .66 -. 71 .10 .S3 1 
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Table 5 . 2 . The major groupings identified by simple correlation 
coefficients 
Group I 
Group II 
Group III 
Group IV 
Ungrouped 
Variables 
Soybean acreage 
Capital gains 
Farm expansion 
Farm-industrial wage ratio 
Farm income 
Inflation 
Interest rate on real estate debt 
Land improvements 
Land productivity 
Population 
Paved roads 
Stock of machinery purchased 
Tax payments 
Technological change 
Building value 
Demand balance 
Transfer numbers 
Government payments 
Real estate (D/E) 
Farm numbers 
Unimproved roads 
Corn acres 
Average f ann size 
Credit balance 
Employment 
Off- farm investment return 
Percent of land in harvested crops 
Hardtop roads 
Supply balance 
Cattle value 
Hog value 
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Cluster Analysis 
The dendograph from the cluster analysis is shown in Figure 5.1. 
Six clusters appear to be identified by the graph . The variables 
included in the six clusters are presented in Table 5 . 3 . 
Table 5 . 3 . Clusters and variables 
Cluster 1 
Cluster 2 
Cluster 3 
Cluster 4 
Cluster 5 
Cluster 6 
Unclustered 
Variables 
x 
x7 
XlB 
30 
xll 
x 
x22 
8 
x 
xl7 
x2s 
24 
x 
XlS 
xl6 
XS 
x32 
xl 
x31 
xl9 
20 
x 
x27 
x6 
4 
Inflation 
Interest rate on real estate debt 
Technological change 
Tax payments 
Farm expansion 
Stock of machinery purchased 
Soybean acres 
Farm income 
Paved roads 
Population 
Farm-industrial wage ratio 
Demand balance 
Transfer numbers 
Building value 
Government payments 
Real estate (D/E) 
Employment 
Farm numbers 
Unimproved roads 
Hardtop roads 
Land improvements 
Land productivity 
Capital gains 
Hog value 
Corn acres 
Cattle value 
Off- farm investment return 
Percentage of land in harvested crops 
Supply balance 
Credit balance 
Average farm size 
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The dendograph indicates that the variables comprising Cluster 1 
and 2 are themselves highly correlated. Clusters 3, 4, and 5 are 
clearly distinct from the other variables . Cluster 6 is not as 
immediately discernible as the other clusters . The variables included 
in the sixth cluster are all correlated with the large group of 
variables in Clusters 1 and 2 . Cluster 6 can therefore be thought of 
as an appendage to Clusters 1 and 2 rather than as a proper cluster. 
Three of the variables are not put into any cluster because they show 
low correlations with the clusters and do not appear to "belong" to 
any of them. Exactly how the clusters are chosen is a subjective 
process for the individual researcher. 
To test how well the clusters are defined, the centroids of 
the clusters were correlated with the individual variables. The 
results from these calculations are shown in Figure 5.2. The 
centroids , calculated in the manner described in the previous 
chapter, of the seven clusters are represented by the seven vertical 
lines. The level of correlation of the variables with the centroid 
is shown on the vertical axis . Each centroid line is surrounded by 
thirty-one digits which take the values 1 through 7. The thirty-one 
digits are the thirty-one variables which are included in the analysis, 
the values 1 through 7 indicate to which cluster the variable belongs. 
It is expected that the variables which are included in a cluster 
should be the most highly correlated with the centroid of their 
cluster. 
1.0 ~ Correlation 1 1 2 12 
2 
H112 12 12 " 5 1 1 \ 5 ~ 21 '- 266 I Al 216 3 " 6 66 b6 3 1 136 ..... 6 162 16 
3 5 66 7 
0.8 
'- 6 6 
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6 1 6 ,__ 6 6 
6 6 s 
66 6 6 2 
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...... 7 
7 
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6 
1 " - 6 0.4 
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.__ 
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1 21 
2 6 "" 7 7 3 .__ 16 6 7 3 1 6 6 II 
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...... II 
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Figure 5.2. Correlations of variables with group centro ids 
78 
Clusters 1 , 2 , 4, and 5 appear to be well-defined clusters. The 
variables within these clusters are tightly bunched toward the top of 
the correlation scale. Clusters 3 , 6, and 7 are not so well- defined . 
The variables in these clusters are more spread out along t he centroid 
line and the correlation levels are not as high. It is also evident 
that some variables from Clusters 2 and 6 are highly correl ated with 
Centroid 1 , variables from Clusters 1 and 6 are highl y corr elat ed with 
Centroid 2 , and variables from Clusters 1 and 2 are highly correlated 
with Centroid 6 . These results are reasonable in light of the 
information from the dendograph. 
Principal Components 
The coefficients from the characteristic vectors of the correl a-
tion matrix are shown in Table 5 . 4. These coefficients are the 
a .. loadings in equation (4 . 10). The coefficients for the first 
1) 
five principal components are shown. An individual coefficient or 
loading indicates the contribution that a particular variable makes 
to the component score . In other words, the larger the loading is , 
the more important is the variable's contribution in explaining 
the variance which the component accounts for. 
The characteristic root for each vector is given at the bottom 
of the table adjacent to the Ai symbol. Also , the per centage of 
total variance which the component accounts for is given. The firs t 
five components account for almost ninety-five percent of the 
variance within the data . 
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Table 5 . 4. Coeffici ents of the characteristic vectors 
Component 
1 2 3 4 5 
1 -. 21 -.06 .19 . 05 - .13 Percent planted in corn 
2 -.20 . 12 . 09 - .08 -. 06 Percent p lanted in soybeans 
3 -. 21 -. 14 -. 00 -. 09 .04 Farm size- average 
4 -. 22 - .06 . 07 .06 .05 Capital gains 
5 -. 23 .04 . 13 .02 -. 03 Credit balance 
6 -. 23 . 05 -. 02 - .03 -.02 Demand balance 
7 -. 23 -. 05 -. 06 -. 07 .05 Employment level 
8 -. 21 . 1 7 -. 08 - . 15 .19 Farm expansion 
9 -.19 -.16 -.08 .24 -.10 Farm-industrial eage ratio 
10 -. 21 -.15 . 02 .05 .11 Government payments 
11 - .22 -.12 . 04 -.02 .01 Total farm income 
12 -. 22 .19 - . 11 0 . 08 Prices paid by farmers 
13 -. 20 -. 22 0 -.08 .02 Interest rate on real estate 
debt 
14 -. 23 -. 09 - . 01 .09 -. 03 Land improvements 
15 -.21 . 09 -. 24 -. 02 .14 Productivity i ndex 
16 - .03 .31 . 27 .31 . 0 7 Farm numbers 
17 -. 03 . 25 . 35 .09 .08 Farm transfers 
18 . 22 . 16 - . 04 .01 - . 06 Off-farm investment return 
19 . 22 . 17 -. 02 . 06 -. 04 Percentage of cropland 
20 . 11 -. 34 . 16 . 19 - . 15 Total Iowa population 
21 . 10 -. 36 .25 . 06 . 01 Real estate debt- equity 
ratio 
22 -. 17 .17 -.09 .05 . 11 Miles of paved roads 
23 .05 -. 25 -. 20 .22 .46 Miles of hardtop roads 
24 - .06 . 15 . 12 . 56 .23 Miles of stone roads 
25 . 08 -.14 .44 .14 .11 Dollars spent on machinery 
per year 
26 -.12 -.13 . 34 -.40 -. 02 Suppl y balance 
27 - . 13 . 01 -.17 . 35 - . 42 Taxes collected from farmers 
28 . 18 -. 20 0 -.04 . 12 Technological change index 
29 -. 09 - . 30 -. 22 . 21 -. 01 Value of farm buildings 
30 -. 17 0 . 26 -.09 .33 Value of cattle 
31 -.19 .04 .14 .03 -. 49 Value of hogs 
A. 17.94 4.55 3.88 1. 78 1.23 ,i 57 . 87 14 . 68 12.52 5 .74 3.97 
Total e xp l ained variance = 94 .78 per cent. 
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To test the adequacy of the linear model of the components , 
four plots of the standardized component scores are shown in 
Figures 5.3 - 5.6. These graphs are similar to the graphs shown in 
Figure 4.4 . Figure 5.3 is a plot of component 1 versus component 2; 
Figure 5.4 is a plot of component 2 versus component 3; Figure 5 . 5 is 
a plot of component 3 versus component 4; and Figure 5.6 is a plot of 
component 4 versus component 5. In general the points appear to be 
fairly evenly distributed in all quarters of the graphs. In several 
cases, only one or two points are found on a quarter s ection which 
may be due to chance or may indicate a poorer fit of the data. 
However , in general we can conclude that the principal components 
model the data fairly well. 
In attempting to interpret the coefficients, it is important to 
point out that the characteristic vectors are unique solutions 
except that they may be multiplied by a constant . Therefore, the 
level of the coefficients is what one should be concerned with and 
not the sign since the sign could be changed by multiplying tile 
entire vector by - 1. Because the signs of the loadings are reversible , 
I will refer to the loadings as having an effect on the component 
values from one direction or the other rather than having a positive 
or negative effect on the value~ 
The loadings of the first component show that the coefficients 
for the first fifteen variables, the 22nd, 33rd, and 31st values 
contribute most heavily to the component value in one direction. 
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Figure 5.3 . Plot of standardized component scores 
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The 18th, 19th, and 28th variables contribute most in the other 
direction. These results are hard to interpret. The former group 
combines variables which show the influences of income, wealth , 
urbanization, general economic activity levels, and productivity. In 
addition, all of these variables contribute to the component value 
at relatively the same level. The latter group includes an equally 
diverse array of variables. The results indicate that perhaps some 
of the variables could be averaged together following the reasoning 
given in Chapter IV. This poss ibility is explored more fully in the 
next chapter. 
The second component gives heavier weights to the variables; 
wage ratio, government payments, real estate debt interest rate, 
population, real estate debt-equity ratio, hardtop roads, techno-
logical change, and building value, in one direction. For the most 
part, all of these variables except building value relate to 
influences that are largely dictated to the farmer from the larger 
economy . The variables for farm expansion, prices paid, farm 
numbers, transfers, off-farm investme nt r e turn, percentage of 
cropland, paved r oads, and stone roads make their contribution in 
the opposite direction. The three variables--farm numbers, transfers, 
and expansion--indicate the supply and demand interaction of the land 
market . The other variables in this group do not indicate such a 
clear relationship. 
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The third component shows four variables contributing the major 
influence in one direction--productivity, hardtop roads, taxed paid , 
and building value. All except hardtop roads relate to the farmer's 
wealth position. Six variables contribute most heavily in the opposit e 
direction--acreage in corn, farm numbers, transfers, the debt-equity 
ratio, machinery stock, supply balance, and cattle value . Here the 
cattle value and percentage in corn variables reflect the income 
factor as contributed by farm produce. The other four variables 
reflect the supply and demand situation in the farmland market. 
The loading for machinery stock, which has the largest value of all 
the loadings , cannot be grouped. There is no obvious way to interpret 
this component . 
The fourth component shows t wo variables--farm expansion and the 
supply balance--contributing most heavily in one direction . These 
variables reflect the supply-demand situation for farmland . In the 
opposite direction the stone roads loading predominates followed by 
taxes paid, fann numbers, the wage ratio, building value , hardtop 
roads and population. Because of the very large loading of the stone 
roads variable we can interpret this group as reflecting simple 
trends with some influence of wealth factors. 
The fifth component shows that loadings for hardtop and stone 
roads and cattle value contribute most in one direction, while hog 
value and taxes paid contribute most in the other. There is no 
great apparent connection between these diverse variables . The former 
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group indicates the importance of road-type in explaining the variance 
of land value . The latter group has some connection with the income 
factor. 
Although the components are hard to interpret individually, the 
variable loadings do identify, to some extent , factors that have 
an impact on the land market. One factor that is implied by three 
of the components is the supply and demand for farmland. A second, 
also identified by three of the components, is wealth or income . 
Three components indicate that road type is an important factor. The 
final factor that is identified is rnachine.ry stock. Generally 
the first component which explains the greatest proportion of the 
variation in data, does not lend itself to interpretation and 
identification of groups. 
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CHAPTER VI. CONCEPT GROUPS 
In this chapter, the final concept groups are identified and the 
variables are assigned to them. The concept groups are defined to 
reflect what appear to be the major factors which determine Iowa land 
values. Following the definition of the concept groups , proxy 
variables for the groups are identified . The final section of the 
chapter presents two regression models of Iowa land values. One 
model--the proxy model--uses the proxy variables as the independent 
variables; another model--the standard model--has highly intercorre-
lated independent variables . The purpose of the models is to compare 
results obtained by each. 
Table 6.1 summarizes the results found in the previous chapter. 
Section I shows the groupings of variables from the simple observati on 
and rearrangement analysis. Section II shows the groupings from t he 
cluster analysis. Section III lists some selected variables which 
have approximately equivalent loading values from the principal 
components analysis. 
Using the information in Sections I and II of Table 6.1, we can 
identify concept groups. Group I from the correlation analysis has 
all the variables which are included in Clusters 1, 2, and 6. 
Figure 5 . 2 indicated that Clusters 1, 2 , and 6 are highly correlated. 
Looking at the variables on these clusters we see that most are 
r e lated either to real estate value or income. Group 2 and Cluster 3 
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Table 6 . 1. Summarization of statistical results 
I . Correlation Analysis 
Group 1 
Soybean Acreage Allotment 
Capital Gains 
Farm Expansion 
Wage Ratio 
Farm Income 
Group 2 
Demand Balance 
Transfer Numbers 
Group 3 
Government Payments 
Real Estate (D/E) 
Group 4 
Farm Numbers 
Stone :Roads 
Ungrouped Variables 
Corn Acreage Allotment 
Average Farm Size 
Credit Balance 
Employment Rate 
Off-farm Investment Return 
II . Cluster Analysis 
Cluster 1 
Inflation 
Real Estate Debt Rate 
Technological Change 
Tax Payments 
Farm Expansion 
Machinery Stock 
Inflation 
Real Estate Debt Rate 
Land Improvements 
Land Productivity 
Technological Change 
Percentage of Cropland 
Hardtop :Roads 
Supply Balance 
Cattle Value 
Hog Value 
Paved :Roads 
Machinery Stock 
Tax Payments 
Population 
Building Value 
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Table 6.1. (Cont.) 
Cluster 2 
Soybean Acreage Allotment 
Farm Income 
Population 
Wage Ratio 
Paved Roads 
Cluster 3 
Demand Balance 
Transfer Numbers 
Building Values 
Cluster 4 
Government Payments 
Real Estate (D/E) 
Employment Rate 
Cluster 5 
Hardtop Roads 
Stone Roads 
Farm Numbers 
Cluster 6 
Land Improvements 
Land Productivity 
Capital Gains 
Hog Value 
Unclus t ered Variabl e s 
Supply Balance 
Credit Balance 
Average Farm Size 
Cattle Value 
Off-farm Investment Return 
Percentage of Cropland 
Corn Acreage Allotment 
III. Principal Components Analysis 
Variables with approximately equal loadings--not exhaustive 
Component 1 
(loaded -.20 to -.23) 
Corn Acreage Allocation 
Soybean Acreage Allocation 
Average Farm Size 
Capital Gains 
Credit balance 
Demand Balance 
Employment Level 
Farm Expansion 
Real Estate Debt Rate 
Farm Income 
Prices Paid 
Land Improvements 
Land Productivity 
Table 6 .1. (Cont.) 
(loaded -.17 to -.19) 
Wage Ratio 
Paved Roads 
Cattle Value 
Hog Value 
(loaded +.22) 
Off- farm Investment Return 
Percentage of Cropland 
Component 2 
(loaded -. 12 to - . 16) 
Average Farm Site 
Wage Ratio 
Goverment Payments 
Farm Income 
Machinery Stock 
Supply Balance 
(loaded -.34 to -. 36) 
Population 
Real Estate (D/E) Ratio 
(loaded . 15 to .17) 
Farm Expansion 
Percentage of Cropland 
Paved Roads 
Stone Roads 
Off-farm Investment Return 
Component 3 
(loaded - .08) 
Average Farm Site 
Farm Expansion 
Wage Ratio 
(loaded . 02 to .04) 
Government Payments 
Farm Income 
Component 4 
(loaded -.08 to - .09) 
Soybean Acreage Allocation 
Average Farm Size 
Real Estate Debt Rate 
Cattle Value 
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Table 6 . 1. (Cont.) 
(loaded -. 02 to -.03) 
Demand Balance 
Farm Income 
Land Productivity 
(loaded 0 to . 01) 
Price Paid 
Off-farm Investment 
Component 5 
(loaded -.01 to -.03) 
Credit Balance 
Suppl y Balance 
Demand Balance 
Building Value 
Land Improvements 
(loaded .11 to .12) 
Government Payments 
Paved Roads 
Machinery Stock 
Technological Change 
(loaded .07 to .08) 
Prices Paid 
Farm Numbers 
Farm Transf ers 
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combine variables that have exhibited similar downward trends 
3 
through the years. 
Considering the variable groupings in Sections I and II of 
Table 6 .1 and the observations just made, it appears that the 
variables can be allocated into four concept groups . The groups are 
the Real Estate Weal th group . the Income group, the Transfer group, 
and the Trend group. 
The Real Estate Wealth group contains all the variables that 
determine or measure t he value of the land owner 's real estate 
holdings and are also highly intercorr e lated . The results of the 
correlation and cluster analysis suggest that the following variables 
fal l in this category: capital gains , fann expansion , inflation, 
real estate debt rate, land improvements, land productivity, 
technical change, mach inery stock, and building value. Most of these 
variables have an influence on the present or future potential income 
which can be derived from the l and. It is because of tne close 
connection between i ncome and land value that some of these variables 
seem to belong in the Income group rather than to this gr oup. In 
allocating the variables into the concept groups , it is sometimes 
necessary t o make subjective decisions in placing the variaBles. 
3
Group 3 and Cluster 4 consistently combi ned government payments 
and the real estate CD/El ratio. The relationship of tnese two 
variables as it applies to land values is unclear . Therefore, these 
two variables are not used as a basis for a concept group. 
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The Income group contains all highly intercorrelated variables 
which affect or measure landowners' incomes . These variables are: 
farm income, wage ratio, tax payments, soybean acreage allotment, 
corn acreage allotment, percentage of cropland, hog value, cattle 
value , population, and paved roads. The wage ratio , population, and 
paved roads variables reflect to some extent, the degree of 
urbanization . The urbanization factor presumably increases the 
opportunities for additional off-farm i ncome or higher farm produce 
prices. These three variables could have also been p laced in the 
Real Estate Wealth group as the demand for land for urban uses would 
dri ve up its price. 
The Transfer group contains only two variables: the demand 
balance and transfer numbers. This group is included because the 
principal components analysis repeatedly isolated the importance 
of the suppl y- demand relationship to explain variance in the data . 
The cr edit balance and s upply balance variables were not included 
in this group because they were not highly correlated with the other 
t wo variables. 
The Trend group includes three variable s: hardtop roads, stone 
roads, and farm numbers. As the name suggests, these are simply 
trends that have occurred over time, both within and outside of the 
agricultural sector. 
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Some of the factors which were mentioned as having an impact 
on land values in the literature review above are reflected by the 
variables in the concept groups. The Real Estate Wealth group 
reflects the factors which fall under the influence categories of 
capital gains, capital improvements , land productivit y , inflation, 
and economies of scale. The Income group reflects territorial 
influences, income, and government program influences. The Transfer 
group reflects the l and supply influence, and the Trend group does not 
reflect any particular influence category. 
The variables which are not included in any concept group are: 
government payments, real estate debt-equity ratio, average farm size, 
credit balance, employment rate , off-farm investment return, and the 
supply balance. Because these variables are not placed in any group 
does not imply that they are unimportant in determining land values. 
It means, s i mpl y , that they are not highly intercorrelated with any 
of the variables which are i ncluded i n the groups. They do, in some 
cases, reflect factors that are theoretically important in determining 
land values. 
Proxy Variables 
In order to build a regression model for land values which makes 
use of the informat ion found by the statistical analyses, it is 
necessary to find proxy variables for the concept groups. The proxy 
variables must exhibit three properties . Fir st, they must embody 
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the basic characteristics of the concept group which they represent. 
Second, they must be highly correlated with the centroid of the 
concept group. Third, they must have a low corre lation with the 
other proxy variables and any other independent variables in the 
model. Furthermore, the proxy variables do not have to be chosen 
from the existing set of variables but can be developed using the 
method described below. 
It was mentioned in Chapter IV that when independent variables 
are highly correlated,it is better to average the information to form 
a new variable than to drop one of the variables from the ll¥'.>del. 
This idea is applied here to develop composite variables which are 
then tested to see if they can be used as proxy variables for the 
concept groups. To determine which variables can be logically 
combined, we can make use of the informati on contained in Table 5.4 
and Table 6.1. 
Section III of Table 6.1 gives the r esults of the principal 
components analysis. If the loadings of dif~erent variables in 
a particular component are equal, or nearly so, this implies that the 
variables account for equal proportions of t he variance which the 
component explains. Furthermore, if the variables account for equal 
proportions of variance, then they may in fact be measuring the 
same basic factor. If it is theoretically plausible that the 
variables are measuring the same basic factor, though in slightly 
different ways, then it is reasonable to combine their information to 
form a new composite variable. 
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Looking at the results from Component 1, we see that the loadings 
for the variables, land improvements and land productivity, which 
are both included in the Real Estate Wealth group, are almost equal. 
Therefore, the information from these two variables in combined , by 
averaging, into a new variable named CVRE. (See the Appendix B for the 
method used in averaging.) There are other variables in this group 
with equivalent loadings but their theJretical link is not as obvious 
so they are not combined. 
For the Income group, it appears that the variable, farm income , 
soybean and corn acreage allotments, and government payments can be 
combined. Although the government payments variable is not included 
in the Income group , the loadings shown by Components 1, 2, and 3 
link it with the farm income variables. Therefore, it is combined 
with the others. This composite variable is named CVI . 
For assistance in choosing the proxy variables and to check how 
well the concept groups have been formed, a chart similar to that of 
Figure 5.2 is shown in Figure 6.1 . The numbers which surround the 
group centroid lines are the numbers of the variables within the 
particular group. Note that the variables are for the most part 
bunched toward the top of the correlation scale indicating that the 
groups are well-formed. Table 6.2 gives the actual numerical 
correlations of the variables within the groups with the group 
centroids. 
+l 
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17 
25 
24 
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Figure 6. 1 . Correl a tion of variables wi th group centroid 
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Table 6.2. Correlations of group variables with group centroid 
Group Correlation with Centroid 
Real estate wealth group 
capital gains 
farm expansion 
prices paid or inflation 
real estate debt rate 
land improvements 
land productivity 
machinery stock 
technological change 
building value 
CVRE 
Income group 
Trend 
corn acreage 
soybean acreage 
wage ratio 
farm income 
percentage of cropland 
population 
paved roads 
tax payments 
cattle value 
hog value 
CVI 
group 
fann numbers 
hardtop roads 
stone roads 
Transfer group 
x7 demand balance x18 transfer numbers 
.78 
.93 
.96 
.98 
.88 
.84 
.89 
.95 
.96 
.91 
.70 
.93 
.97 
.97 
.63 
.95 
.96 
.90 
.80 
.85 
.97 
.95 
.77 
.93 
• 82 
.92 
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Table 6 .3 shows the correlations of variables in any particular 
concept group with the variables in the other concept group . 
It was stated above that the proxy variables should exhibit the 
characteristics of the group which they represent, be highly 
cor related with the centroid of the group, and have as low a 
correlation as possible with the other proxy variables. Table 6.2 
shows that x
9
, x13, x14 , x29 , x30 , and CVRE all have correlations 
with the Real Estate Wealth centroid above, . 9. Of these, x
9
, x
13
, 
and CVRE reflect the characteristics of the group best. For the 
I ncome group, x
3
, x
10
, x
12
, x
21
, x
23
, x
28
, and CVI have correlations 
at or above .9. Of these, x12 and CVI would reflect best the group 
characteristics. In the Trend group, x
17 
and x
25 
show high correla-
tions and e i ther would be equally satisfactory. In the Transfer 
group, only x18 has a high enough correlation to be eligible . By 
studying the correlation coefficients in Table 6.3, we can choose 
the proxy variables to minimize the intercorrelations . The best 
choices appear to be farm expansion (X
9
) from the Real Estate 
Wealth group, farm income (x
12
) from the Income group, farm 
numbers cx17> from the Trend group, and transfer numbers cx18> from 
the Transfer group. The correlation of x
9 
and x
12
, r
9 1 12 
= .78, 
is high but the choice of these two variables is better than other 
combinations since they best conform to the three criteria given 
above. 
I ' J 
Table 6.3. Correlations of variables within different concept groups 
CVI 
CVRE 
xl8 
x7 
x25 x 
x24 
xl7 
x32 
x31 
x2a 
x23 
x21 
x20 
x12 
XlO 
x3 
1 
x30 
x29 
x26 
x 
xl6 
xl5 
xl.4 
xl3 
x9 
_5 
1 
1 
x9 
1 
1 
1 
xl3 x l 4 xl5 
1 
1 • 77 
1 .69 
I .87 
1 .62 
.78 
• 71 
. 78 
.51 
• 71 
xl6 x26 x29 x30 xl 
1 ...... 
1 0 ...... 
1 
.64 .70 • 71 
.88 . 92 .90 
.78 .85 . 91 
.76 • 77 . 72 
.82 .74 . 88 
. 86 .92 .92 
. 82 .90 . 93 
. 84 .78 .78 
.79 .80 .86 
x3 XlO x12 
Table 6. 3. (Cont.) 
CVI 1 
CVRE 1 .87 
x1a 1 - . 02 . 23 
x7 l .lS .32 
x25 1 .18 .05 - .8S - .94 
x24 1 - .44 - .38 - .66 - . 61 
x11 1 .07 0.0 - .88 - .94 
x32 l - .70 - . 71 - .70 .30 • 31 • 77 
x31 l - • 72 - .S4 - . 74 .3S .47 .61 
x2a l - .91 - .OS - . 94 - . 2S - .15 .88 
x23 1 - . 97 - .60 - .99 - . 03 .04 .87 
x 1 - .90 - .S7 - .9S - .09 .01 .84 
x21 1 - .so - .49 - .41 .08 - .08 • 58 
x20 - .as - .74 - .87 .41 . 32 .88 
x12 .12 • 84 
.... 
- .as - . 63 - .92 . 14 0 
XlO "' 3 - .95 - .59 - . 92 .37 .25 .85 
xl - .46 - .S9 - .48 .25 .09 • 72 
x
30 
.47 .69 .74 .83 .35 .54 - .88 - • 70 - • 71 o.o - .13 .60 
x 29 .57 . 92 .95 • 96 .62 .78 - .92 - .62 - . 93 .10 - .02 
.93 
x
36 
.47 .74 .9S .65 .39 .65 - .96 - .87 - . 95 .39 .23 .78 
x16 .65 .83 . 81 .83 . 39 .67 - .84 - .45 - . 81 - .04 - .19 
.83 
x15 . 39 .65 .78 .59 .63 .57 - . 86 - • 73 - • 72 
.24 .18 . 69 
x14 .so .89 .92 .95 .69 .75 - .90 - .71 - .91 - . 04 - .OS 
.88 
x
13 
.46 .84 .87 .87 . 65 .so - .81 - . 75 - .83 .23 .09 .84 
x9 .48 .81 .87 .92 . 54 .61 - .92 - .56 - .87 - .21 - .18 .82 
x5 .37 .74 • 77 .53 .75 .84 - • 72 - .79 - • 71 .21 .39 
.79 
x20 x21 x23 x20 x31 x32 xl7 x24 x25 x7 x10 CVRE CVI 
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Regression Models 
There are two regression equations estimated below. One model--
the proxy model--uses the proxy variables found in the previous section 
as the independent variables. The second model--the standard model--
uses highly i ntercorrelated variables as the independent variables. 
The multicollinear independent variables are the ones that can often 
be found in other regression models of land values . The purpose of 
the two models is to investigate if coefficient reliability can be 
enhanced by using the techniques described above. The models are small 
to allow for a sufficient number of degrees of freedom due to the 
limited number of observations. The basic model, equation (6.1) is in 
natural logarithm form since land prices have shown exponential 
growth. 
Table 6.4 is the correlation matrix of the independent variables 
in the standard model. Table 6.S is the correlation matrix of 
independent variables in the proxy model. 
Table 6.4. Correlation of independent variables in standard model 
XS x12 
XS 1 
x12 .86 1 
xl3 .79 .93 1 
x21 .74 .87 .84 1 
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x
5 
= capital gains ($100,000 units) 
x
12 
= farm income ($1,000 units) 
x
13 
= inflation rate (1967 = 100) 
x
21 
= population (l,OOO's) 
Table 6.5. Correlations of independent variables in the proxy mQdel 
x9 
x12 
xl7 
xl8 
x9 
1 
.78 l 
- .92 - .85 
- .18 .32 
x9 = farm expansion (percentages) 
x
12 
= farm income ($1,000 units) 
x17 = farm numbers (l,OOO's) 
x18 = farm transfers (per 1,000 farms) 
1 
o.o 1 
The estimated regression equations are shown in equations (6.2) 
and (6.3). The dependent variable is farmland value per acre. 
Significance at the five percent level is indicated by a * The 
t-values are in parenthesis under the coefficients. 
* .ln value = 19.48 - .os Cl.nx
5
) + .02 Cl.nx
12
> + 2.33 Clnx
13
> 
(1.17) (-l.97) (.11) (ll.04) 
- 3. 06 (l.nx21) 
(-l.41) 
R
2 = .99 
(6. 2) 
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Durbin - Watson D = .805 
p = .55 
Proxy model: 
* * * ln value= -31.71 + 3.1 c.enx9} + 1.59 <lnx12> 
(-2.48} (2. 72} (4.97} 
* + 3.B6 c.enx17> - .s1 c.enx18> (6 . 3} 
(2. 38) (-1. ll) 
R2 = . 94 
Durbin - Watson D = 1.79 
p = .004 
Note that the standard model has only one significant coefficient. 
The capital gains and income coefficients are both insignificant. 
Results such as these are common and not consistent with theory . The 
R
2 
value is high but the Durbin - Watson D approaches the lower 
limit. The p?:10xy model shows that four of five coefficients are 
significant all with the expected signs . 2 The R value has decreased 
somewhat from the other model. The Durbin - Watson D is close to 2.00 
and the estimate of first order correlation is .004. 
The proxy model can be interpreted in tenns of percentages of 
change. For example, a one percent increase in the standardized farm 
expansion variable coincides with about a 3.1 percent increase in 
land values. The other variable coefficients can be similarly 
interpreted . 
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CHAPTER VII. SUMMARY AND CONCLUSIONS 
Summary 
The technique of regression modeling is often used by economists 
to investigate many varied topics. This technique has been used 
extensively in the field of land economics to discover and test 
hypotheses about the factors which determine land values. In many 
cases results from the same model or from different models were 
inconsistent or illogical. There are several reasons that regression 
models of land values could give conflicting results. Some of these 
reasons might be different land markets, different types of data, 
different independent variables to reflect different factors, problems 
with autocorrelation, problems of multicollinearity, as well as other 
possible explanations. The central purpose of this paper was to 
p resent t echniques that can be used to eliminate the problem of 
multicollinearity of the independent variables in a regression model. 
Examination of the regression studies implied that land prices 
are hypothetically determined by factors which can be separated into 
e l even major c ategories. These factor categories which were tenned 
influence categories were: (1) capital gains , (2 ) territorial 
inf luence , (3) capit al improvements, (4) land produc tivity, (5) income, 
(6) inflation, (7) goverrunent programs, (8) economies of scale, 
(9) land supply, (10) nonfarm opportunities, and (11) nonfarm investors. 
Each of these influence categories may incorporate several factors -
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(e.g., economies of scale includes among others the factors of farm 
expansion and technological change) and each factor may in turn be 
represented in different models by different variables. It is the 
interrelationships of these independent variables that this paper 
studied. A total of thirty-one different variables was included. 
These variables were chosen because they were so often included in the 
regression models as independent variables. In most cases the variable 
values applied to Iowa. 
Chapter DI presented an explanation and gave examples of how 
multicollinearity could lead to erroneous regression coefficient results. 
It also described the statistical methods which were used to identify 
those variables which were highly intercorrelated . The three methods 
used are simple observation and rearrangement of the correlation 
matrix of the variables, cluster analysis, and principal components. 
Simple observation of the correlation coefficients indicated a 
high degree of intercorrelation between the variables. The large 
Group 1 contained fifteen variables which showed correlations with 
one another at a level of r .. = .8 or above. These variables reflected 
l.) 
such factors as capital gains , income, inflation, urban influences , 
productivity, and economies of scale. Three other groups were also 
identified and these groups included only two variables each. Group 2 
reflects the transfer factor, Group 3 did not reflect any identifiable 
factor, and Group 4 reflected simple trends in the agricultural sector . 
There were also ten variables which were not grouped at all. 
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The cluster analysis identified six clusters and three 
unclustered variables. Clusters 1, 2, and 6 together contained the 
same variables which were included in Group 1 from the observation 
section. Additionally, three of the clusters included the same 
variables as were included in the Groups 2, 3 , and 4. It is clear 
that the results from the observation section and the results from the 
cluster analysis reinforce each other . More specifically, the results 
up to this point indicated that there were four basic groupings of 
variables. The four groupings were roughly the ones outlined by the 
initial observation analysis. 
The final statistical technique used was principal components 
analysis. For the most part the results from this technique were not 
very helpful. The first principal component which accounted for 58 
percent of the variance in the data gave approximately equal loading 
values to the variables which are included in Group 1 or Clusters 1 , 
2, and 6. This implied that these variables could be measuring some 
basic underlying factor and further indicated that the variables 
should all be grouped together. 
The results from the application of all these methods to the 
data conclusively showed that there was multicollinearity among the 
explanatory variables. Chapter VI presented a method by which the 
problem of multicollinearity can be dealt . . The first step taken 
was to define concept groups. Concept groups include variables which 
appear to be reflecting some basic influential characteristic of the 
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market which affects the values of the variables. There were four 
concept groups identified. They were: (1) a Real Estate Wealth group, 
(2) an Income group, (3) a Transfer group, (4) a Trend group. The 
selection of the groups and the variables which were allocated into 
them was a subjective process. It appeared from the results of the 
statistical section that the variables could be separated into these 
groups with some basis of empirical validity. There were also eight 
variables that were not placed i nto any concept group but were left 
ungrouped. 
The next step of the process was to identify proxy variables for 
the concept groups. The characteristics which proxy variables must 
have are: (1) they must embody the basic attribute of the concept 
group which they represent; (2) they must be highly correlated with that 
concept group; and {3) they must have a low correlation with the other 
proxy variables and any other independent variables which are included 
in the regression model. The four proxy variables for the four concept 
groups were chonen according to these criteria. The farm expansion 
variable was chosen as the proxy for the Real Estute Wealth group, 
the farm income variable for the Income group, farm numbers for the 
Trend group, and farm transfe rs for the Transfer group. 
The final step was to form two regression models to demonstrate the 
use of proxy variables and the r esults they would produce. One model 
had independent variables which were highly intercorrelated. The other 
model used the proxy variables as the explanatory variables. In general, 
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the results from the proxy model were much more satisfactory than 
those from the mul ticollinear model. 
Conclusions 
The results of this study indicate that statistical techniques can 
be used to identify and group variables which are multicollinear. The 
results of the regression section further show that improved regression 
models can be built by following the methods described. I t is 
important to note that the techniques which were applied to data 
concerning land values in this case can also as easily be applied to 
data in many other fields o! study . 
It is interesting that only four concept groups were identified. 
The large numbe r of factors which were hypothesized to have an effect 
on land values would lead one to suspect that many concept groups would 
have been identified. This suggests that perhaps some of the factors 
which are believed t o have an independent effect on land prices may in 
fact be redundant. For example, the factors of capital gains, 
inflation, productivity, technological change and land improvements 
may all reflect different as pects of the owner's real estate wealth. 
From this it follows that by including variables in a model which are 
supposed to reflect several of the factors will result in multicol-
linearity. 
The identification of the four concept groups gives some ins.ight 
into the s tructure of commonly used explanatory variables. A large 
111 
portion of the thirty-one variables fall into two groups which may 
roughly be described as representing the capital wealth and income 
posi tions of the land owner. This result is consistent with the 
theoretical model. Four of the variables are allocated to groups that 
represent land transfers and trends. The remaining variables are 
ungrouped and reflect factors such as government programs, urban 
influences, economies of scale, and the supply of land . This implies 
that there is a concensus among researchers that land price models should 
contain var iables that refl ect the capital and income position of 
land owners plus any number of several other variables. 
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APPENDIX A 
The variable values for the supply balance (x27), demand 
balance (X
7
), and the credit balance (X
6
) are calculated in the manner 
outlined below. The raw data are found in the periodical , Farm Real 
Estate Market Developments, published by the United States Department 
of Agriculture. 
The USDA survey results can be analyzed in a manner similar to 
that of the Business Test used by the Munich IFO--Institute for 
Economic Research. The test and procedures are explained by 
Anderson (1952). 
The survey responses can be represented by a vector of test 
variates: 
X = (Xl x2 x3] 
where x1 is the percentage of reporters indicating increased availa-
bility, x2 indicates the percentage reporting little change, and x3 is 
the percentage reporting a decrease. This information can be 
summarized in another distribution called the sign distribution which 
is determined by the three values -1, O, and l and their relative 
frequencies dictated by the test variates. That is a response 
of increased availability would be indicated by a value of 1, little 
change by O, and decreased availability by -1. As Harris' (1971) 
summary indicates, the parameters of the sign distribution give a fairly 
reasonable estimate of the unknown first difference distribution. 
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The mean of the sign distribution is called the balance. The 
balance is calculated in the following manner. The mean of the sign 
distribution is found by using the formula: 
3 
E(s) = igl sixi = (l)x1 + (O)x2 + C-l)x3 = x1 - x3 • 
Therefore, the balance is simply, b(X) = x
1 
- x
3
• It is the percentage 
of increased availability responses minus the percentage of decreased 
availability responses. The value of the balance varies within the 
range +l to -1, with high positive values indicating more availability 
thar. in the previous period and lower negative values indicating less 
availability. 
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APPENDIX B 
The averaging process is done as follows. After the variable 
observations have been standardized by subtracting the mean and dividing 
by the standard deviation , the values are added together and divided 
by the number of variables being averaged. For example, suppose there 
are two variables X and Y with three observations for each. Also, say 
X = 1 and S = .5 , and Y = 2 and s = 1. The calculations are shown x y 
below. 
Observation 
1 
2 
3 
x 
4 
2 
5 
Variable 
Composite variable value 
1 
2 
3 
6 + 5 
2 
2 + 8 
2 
8 + 3 
2 
= 5.5 
= 5 
5.5 
y 
7 
10 
5 
Standardized Value 
x y 
6 
2 
8 
5 
8 
3 
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