We propose a new heuristic for approximating the maximum clique problem based on a detailed analysis of a class of continuous optimization models which provide a complete characterization of solutions to this NP-hard combinatorial problem. We start from a known continuous formulation of the maximum clique, and tackle the search for local solutions with replicator dynamics, a class of dynamical systems developed in various branches of mathematical biology. Hereby, we add to the objective used in previous works a regularization term that controls the global shape of the energy landscape, that is the function actually maximized by the dynamics. The parameter controlling the regularization is changed during the evolution of the dynamical system to render ine cient local solutions (which formerly were stable) unstable, thus conducting the system to escape from sub-optimal points, and so to improve the ÿnal results. The role of this parameter is thus superÿcially similar to that of temperature in simulated annealing in the sense that its variation allows to ÿnd better solutions for the problem at hand. We demonstrate several theoretical results on the regularization term and we further support the validity of this approach, reporting on its performances when applied to selected DIMACS benchmark graphs. ?
Introduction
The maximum clique problem (MCP) is a well-known problem in combinatorial optimization which ÿnds important applications in many di erent domains [11] . Since the MCP is known to be NP-hard, exact algorithms are guaranteed to return a solution only in a time which increases exponentially with the number of vertices in the graph. This makes them inapplicable even to moderately large problem instances. Moreover, a series of recent theoretical results show that the MCP is, in fact, di cult to solve even in terms of approximation. Strong evidence of this fact came in 1991, when Feige et al. [17] (see also [18] ) proved that if there is a polynomial-time algorithm that approximates the MCP within a factor of 2 log 1− n , then any NP problem can be solved in "quasi-polynomial" time (i.e., in 2 log O(1) n time). The result was further reÿned by Arora et al. [1, 2] one year later. Speciÿcally, they proved that there exists an ¿ 0 such that no polynomial-time algorithm can approximate the size of the maximum clique within a factor of n , unless P = NP. More recent developments along these lines can be found in [3, 4, 23] . In light of these negative results, much e ort has recently been directed towards devising e cient heuristics for the MCP, for which no formal guarantee of performance may be provided, but are anyway of interest in practical applications. We refer to [25] for a collection of promising heuristics for the MCP.
We have recently investigated the e ectiveness of an approach for approximating the MCP, centered around a continuous formulation due to Motzkin and Straus [33] and its regularization [24, 10] , which exploits the dynamical properties of the so-called replicator equations, a class of dynamical systems developed and studied in various branches of mathematical biology. One problem associated with these models, however, is their inability to escape ine cient local solutions. In this paper, we introduce a class of parametrized quadratic programs, which includes both the Motzkin-Straus program and its regularization as special cases, and investigate the properties of its solutions as a function of its parameter. A detailed analysis of these properties suggests a new algorithm for approximating the MCP which is based on the idea of properly varying the parameter during the replicator optimization process, in much the same spirit as simulated annealing procedures. A related, but di erent, idea has recently been proposed by Gee and Prager in the neural network domain [20] . Experimental results conducted on various DIMACS benchmark graphs demonstrate the validity of the proposed approach.
The outline of the paper is as follows. In Section 2, we describe the Motzkin-Straus theorem and its parameterization, and present the replicator dynamical systems. These dynamics are used to obtain locally optimal solutions to the MCP. Section 3 is devoted to a few results that enable us to establish bounds on a regularization parameter which governs stability under the replicator dynamics. For illustration, we investigate in Section 4 a small, but prototypical example in detail. In a more detailed dynamical analysis exceeding the usual perturbation theory approach, we specify explicit ranges within which qualitative features of the dynamics are invariant, and also obtain quantitative sensitivity results for the related optimization problems. This analysis is deferred to an appendix, to promote the ow of the argument. The previously established theoretical properties will lead us to develop in Section 5 an algorithm for properly updating the parameter with the objective of avoiding poor local solutions. In Section 6 the results of our experiments are presented, and Section 7 concludes the paper.
Evolution towards the maximum clique

A parametrized continuous formulation of the MCP
Let G = (V; E) be an undirected graph, where V = {1; : : : ; n} is the set of vertices, and E ⊆ V × V is the set of edges. A clique of G is a subset of V in which every pair of vertices is connected by an edge. A clique is called maximal if no strict superset of C is a clique, i.e., no vertex external to C is connected with more than |C| − 1 vertices of C (here, and in the sequel, |C| denotes the cardinality of a set C). A maximal clique C is called strictly maximal if no vertex i external to C has the property that the enlarged set C ∪ {i} contains a clique of the same size as C. In other words, if
denotes the degree of i w.r.t. C, then a maximal clique C is strictly maximal if and
A maximum clique is a clique having largest cardinality (note that a maximal clique is not necessarily a maximum one). Hence, the MCP consists of ÿnding a clique of maximum size in a graph G. For a recent survey see [11] . In the following, given a set S of vertices in G, we will denote by x S its characteristic vector, deÿned as x S i = 1=|S| if i ∈ S and x S i = 0 otherwise. Given a graph G, consider the following quadratic program introduced in [24, 10] (x always denotes the transpose of a column vector x):
where A G = (a ij ) is the adjacency matrix of G (i.e., a ij = 1 if (i; j) ∈ E, and a ij = 0 if (i; j) ∈ E), S n is the standard simplex of R n , that is S n = x ∈ R n : x i ¿ 0 for all i = 1; : : : ; n and
and I is the n × n identity matrix. This turns out to be a variant of the so-called Motzkin-Straus program [33] , which is obtained from (1) by simply dropping the 1 2 I term. For completeness, we summarize here the original Motzkin-Straus theorem and some recent related results. 1 Theorem 1. Let C be a subset of vertices of a graph G; and let x C be its characteristic vector. Then (x C ) A G (x C ) = 1 − 1=|C| if and only if C is a clique. Moreover: (a) x C is a strict local maximizer of x A G x over S n if and only if C is a strictly maximal clique.
(b) x C is a global maximizer of x A G x over S n if and only if C is a maximum clique.
An immediate consequence of the previous result is that any point in S n provides us with a bound on the size of the maximum clique in G. 2 In fact, if C is a maximum clique of G, for any x ∈ S n we have x A G x 6 1 − 1=|C|, from which it follows that |C| ¿ 1=(1 − x A G x) .
The Motzkin-Straus theorem has an intriguing computational signiÿcance. It suggests a fundamentally new way of solving the maximum clique problem, by allowing us to shift from the discrete to the continuous domain. A pointed out in [35] , the advantages of such a reformulation are manifold. It not only allows us to exploit the full arsenal of continuous optimization techniques, thereby leading to the development of new e cient algorithms, but may also reveal unexpected theoretical properties. Additionally, continuous optimization methods are sometimes described in terms of sets of di erential equations, and are therefore potentially implementable in analog circuitry. The MotzkinStraus and related theorems have served as the basis of many clique-ÿnding procedures [36, 37, 21, 11] , and have also been used to determine theoretical bounds on the maximum clique size [15] .
In contrast to the original Motzkin-Straus formulation, however, its regularization (1) has a further merit: as observed by Pardalos and Phillips [36] and later formalized by Pelillo and Jagota [39] , the Motzkin-Straus program, in its original formulation, is plagued by the presence of "spurious" solutions, i.e., solutions which are not in the form of characteristic vectors. Clearly, this represents a problem since it prohibits direct extraction of the vertices comprising the clique, and provides information only on its size. Therefore, in order to determine the clique vertices, one has to make recourse to iterative or recursive procedure, as those described in [34, 36] .
The signiÿcance of the following result, a sharpening of Theorem 1 proved in [10] , is that a local (and hence also a global) maximum of (1) can only be attained at a characteristic vector x * = x C for some subset C of vertices which necessarily then forms a maximal clique. This solves the spurious solution problem in a straightforward and deÿnitive manner since it establishes a one-to-one correspondence between local=global solutions to (1) and maximal=maximum cliques of G, respectively.
Theorem 2. Let G be a graph and consider problem (1) . Then the following assertions are equivalent:
where C is a maximal clique of size k = |C|; (b) x is a strict local solution to (1); (c) x is a local solution to (1) . If one of the above conditions (and therefore all) is met; the objective is x (A G + 1 2 I )x = 1 − 1=2k. Hence C is a maximum clique of G if and only if x C is a global solution to (1) .
In this paper, we consider the following program, which represents also a regularization of the Motzkin-Straus program and generalizes (1):
This includes both the Motzkin-Straus ( = 0) program and its regularization ( = 1 2 ) as special cases. We investigate the properties of its solutions as a function of the parameter . Speciÿcally, we show that when ∈ ]0; 1[ all the properties of program (1) hold true. For negative , on the other hand, the landscape of f (x) changes and " at regions" can merge in an extremum while other extrema can disappear, depending on the values of the parameter . A detailed analysis of these e ects will suggest a new algorithm for approximating the MCP which is based on the idea of varying the parameter during an evolutionary optimization process, in such a way as to avoid obtaining characteristic vectors of small cliques.
We point out that the proposed parameterization of the Motzkin-Straus program is completely di erent, both in content and motivations, from that recently introduced by Gibbons et al. [21] . Their idea was to substitute the sign constraints x ¿ 0 of the Motzkin-Straus program with one of the form x x = 1=s, s being a parameter in the interval [1; n] , in an attempt to avoid spurious solutions. With this program it may happen that the solutions have to be projected onto the positive orthant, in order to maintain feasibility.
Replicator equations and their application to the MCP
Let M be a non-negative real-valued n × n matrix, and consider the following dynamical system:
where a dot signiÿes derivative w.r.t. time t, and its discrete-time counterpart
; i= 1; : : : ; n:
It is readily seen that the simplex S n is invariant under these dynamics, which means that every trajectory starting in S n will remain in S n for all future times. Moreover, it turns out that their stationary points, i.e. the points satisfyingẋ i (t) = 0 for (3) or x i (t + 1) = x i (t) for (4), coincide and are the solutions of the equations
A stationary point x is said to be asymptotically stable if every solution to (3) or (4) which starts close enough to x, will converge to x as t → ∞. Both (3) and (4) are called replicator equations in theoretical biology, since they are used to model evolution over time of relative frequencies x i (t) of interacting, self-replicating entities. Eq. (3) has been introduced in evolutionary game theory by Taylor and Jonker [40] to model evolution of behavior in intraspeciÿc con icts under random pairwise mating in a large, ideally inÿnite population. It formalizes the idea that the growth ratesẋ i =x i of relative frequency x i of the ith behavior pattern (i = 1; : : : ; n) is equal to the (dis)advantage (Mx) i − x Mx = j m ij x j − j; k m kj x j x k , measured by incremental ÿtness relative to the average performance within the population in state x = (x 1 ; : : : ; x n ) . Here m ij denotes incremental individual ÿtness attributed to an i-individual when encountering a j-individual, and M = (m ij ) is the resulting ÿt-ness matrix. The behavior patterns i ∈ {1; : : : ; n} are often called "pure strategies" and the interaction matrix M is also termed "payo matrix". Similar arguments provide a rationale for the discrete-time version (4) . Surprisingly, these dynamical equations can also be regarded as a very special case of a general class of dynamical systems introduced by Baum and Eagon [5] and studied by Baum and Sell [6] in the context of Markov chain theory. This kind of processes have proven to be useful in the speech recognition [31] and computer vision [38] domains. Dynamics (3) and (4) also arise in population genetics under the name selection equations in a model assuming separate (non-overlapping) generations, large population size, random union of gametes, and a selection acting only upon one chromosomal locus through di erent viabilities (i.e., survival probabilities), given by the the ÿtness matrix M of the genotypes, i.e., pairs of genes drawn from a set {1; : : : ; n} of alleles for a single chromosomal locus. Here x i is the gene frequency of the ith allele. The matrix M is in this context always symmetric, since permuted gene pairs belong to the same genotype. Models (3) and (4) as selection equations go way back to Fisher [19] and Kimura [29] .
From an optimization point of view, the di erence between symmetric and nonsymmetric matrices M is crucial. Indeed, in the symmetric case the quadratic form x (t)Mx(t) is increasing along trajectories of the replicator dynamics; this is the Fundamental Theorem of Natural Selection, see, e.g. [16, 26, 24] .
is strictly increasing with increasing t along any non-stationary trajectory x(t) under both continuous-time (3) and discrete-time (4) replicator dynamics. Furthermore; any such trajectory converges to a stationary point.
Apart from the monotonicity result which provides a Lyapunov function for both dynamics, the previous theorem also rules out complicated attractors like cycles, invariant tori, or even strange attractors.
To formulate the results which relate dynamical properties to optimality, we need some further notions and notations. First, consider the general quadratic optimization problem over S n , maximize x Mx
and the generalized Lagrangian
of (6), where the multipliers i and may have arbitrary sign. Call a critical point x of the generalized Lagrangian a generalized Karush-Kuhn-Tucker point if L(x; ; ) = x Mx irrespective of the sign of i . Finally, we need some notions from game theory (see, e.g., [42] ): recall that a point x ∈ S n is said to be a (symmetric) Nash (equilibrium) strategy if and only if y Mx 6 x Mx for all y ∈ S n :
Furthermore, a Nash strategy x is said to be a neutrally stable strategy (NSS) if and only if y Mx = x Mx implies x My ¿ y My (8) and an evolutionarily stable strategy (ESS) if and only if the inequality in (8) is strict for y = x. Now we repeat the characterization results from [12] which link three di erent ÿelds: optimization theory, evolutionary game theory, and qualitative theory of dynamical systems.
Theorem 4. Let M = M be an arbitrary symmetric n×n matrix and x ∈ S n . Consider the following properties: (a1) x is an ESS; i.e.; satisÿes (8) with strict inequality; and (7); (a2) x is a strict local solution to (6); (a3) x is an asymptotically stable stationary point of (3) and (4); (b1) x is a NSS; i.e.; satisÿes (7) and (8); (b2) x is a local solution of (6); (c1) x is a Nash strategy; i.e.; satisÿes (7); (c2) x is a Karush-Kuhn-Tucker point for (6); (d1) x is a stationary point under (3) or (4); i.e.; satisÿes (5); (d2) x is a generalized Karush-Kuhn-Tucker point for (6) . Then the following implications and equivalences hold true:
The previous result naturally suggests the use of replicator equations for approximating the MCP. In fact, let A G be the (symmetric) adjacency matrix of graph G; by putting M = A G + 1 2 I , the replicator dynamical system will iteratively maximize the objective function of (1) and eventually converge (with probability 1) to a local maximizer, which by virtue of Theorem 2, will then correspond to a characteristic vector of a maximal clique of G. One can also put M = A G , in which case we obtain the Motzkin-Straus program, but due to the presence of spurious maximizers, these solutions can only provide an approximation of the size of the maximum clique. The empirical results obtained in [12] over numerous DIMACS benchmark graphs are encouraging and prove the e ectiveness of this algorithm. They also show that the approach based on the original (non-regularized) version of the Motzkin-Straus problem performs slightly better than its regularized counterpart (1), in terms of clique size.
This may be intuitively explained by observing that, since all local maxima are strict, the landscape of the new objective function (1) is certainly less at than the one associated to the non-regularized version and thus a dynamics that increases the objective function at every step will be more prone to end up in a close local maximum.
Finally, let us note that recent empirical investigations [13] indicate that there is no signiÿcant gain in varying the starting point of the replicator dynamics by intricate preprocessing, or using a discretization of (3) di erent from (4).
Bounds for the annealing parameter
In this section, we establish bounds for the annealing parameter related to the stability of x S under the replicator dynamics. The ÿrst results hold for general symmetric matrices; we then specialize these ÿndings to the case of adjacency matrices.
n is a (local) maximizer of x (A + I )x over S n and S = {i ∈ V : x i ¿ 0}; then necessarily
Proof. Since x is a local maximizer of x (A + I )x on S n , then Theorem 4 implies the Nash equilibrium condition (7) which for the case M = A + I entails (Ax) i + x i = (Mx) i 6 x Mx = x Ax + x x for all i ∈ S (note that equality has to hold if i ∈ S, for otherwise we would arrive at the contradiction x Mx = i∈S x i (Mx) i ¡ x Mx). But i ∈ S means x i = 0 so that ¿ (x) follows readily.
We move to the following result: a local maximizer x of both x Ax and x (A + I )x over S n necessarily has to be a characteristic vector.
Proposition 6. If x ∈ S n is a (local) maximizer of both x Ax and x (A + I )x over S n for some = 0; then necessarily
Proof. From Theorem 2 of [12] we know that every local maximizer has to be a stationary point under the respective replicator dynamics. Hence for all i ∈ S we have, due to (5),
[Ax] i = x Ax and also [Ax] 
so that all positive coordinates of x have to be equal. Since they sum up to one, the result follows. Now we need some additional notation. First, denote by e = (1; : : : ; 1) ∈ R n and denote the (n − 1)-dimensional hyperplane of all vectors the coordinates of which sum up to zero by e ⊥ = {v ∈ R n : e v = 0}:
Given an arbitrary n × n matrix M , the action of its quadratic form on e ⊥ can be fully described with the help of the orthoprojector P = I − (1=n)ee onto e ⊥ : indeed, for u ∈ e ⊥ we have Pu = u whence u Mu = u (PMP)u results. Now PMP is symmetric if M is symmetric, and e is an eigenvector to the eigenvalue zero of PMP, due to Pe = 0. Hence we get
where min (M |e ⊥ ) denotes the smallest eigenvalue of PMP, if the zero eigenvalue is ignored with multiplicity one, i.e.,
We recall Theorem 5 of [10] according to which every local maximizer z of x Ax is maximizing this function over the whole face {y ∈ S n : y i = 0 if z i = 0}, and this face is contained in the basin of attraction of z under the replicator dynamics. For simplicity of exposition, we assume in the next result that this face is the whole simplex S n , in other words, that z i ¿ 0 for all i. Further, in view of Proposition 6 we may and do assume that z = b, where b = x V is the barycenter of S n , i.e., z i = 1=n for all i ∈ V . This gives us an upper bound for the parameter as follows:
V is a global maximizer of x Ax on S n ; then b is also a (global) maximizer of x (A + I )x over S n provided that
where min (−A|e ⊥ ) is the smallest eigenvalue corresponding to the action of −A on e ⊥ ; deÿned in (12).
Proof. The Nash equilibrium condition (7) for b w.r.t. A implies x Ab = b Ab for all x ∈ S n (again, otherwise we got at least one strict inequality (Ab) i ¡ b Ab, from which the absurd b Ab (11) . On the other hand, we also get 0
= ( − ÿ)(x x − b b) 6 0 results, provided 6 ÿ holds, since the last expression in parentheses is always nonnegative. Hence the result.
Summarizing, we obtain an admissible range for our parameter: S ∈ S n is a (local) maximizer of x Ax over S n and ∈ ] (x S ); ÿ S [; then x S is also a strict local maximizer of x (A + I )x over S n . On the other hand; if ¡ (x S ); then x S becomes an unstable stationary point of the replicator dynamics under A + I; and thus; with probability one; cannot be approached by an interior path under these dynamics.
Proof. From Theorem 4, the claimed assertion follows if we can establish local asymptotic stability of x S under the replicator dynamics with, say, continuous time, and the matrix M = A + I . Now x S lies in the relative interior of the face
of the simplex, which in turn is also time invariant under dynamics (3) and (4) . As a consequence, we can decompose local stability analysis into the question of "internal" stability (concerning convergence of trajectories starting nearby within F) and, separately, "external" stability dealing with trajectories starting in S n but o F. External stability is governed by the "external" eigenvalues of the linearization of this dynamics around x S , which are given by the quantities (see [8, Lemma 21] )
Now if ¿ (x S ), then the latter quantity is negative by deÿnition (9) . On the other hand, internal stability of x S follows from 6 ÿ S and the optimality of x S w.r.t. x (A + I )x on the face F as in Proposition 7. Recall that optimality on F is guaranteed by Theorem 5 of [10] . Hence the result for ¿ (x S ). The instability result follows by the same argumentation as in [14, Theorem 6] : all starting points of trajectories converging to the non-asymptotically stable point x S lie on the center-stable manifold [27, 28] which always is of codimension at least one. Hence, a trajectory with a randomly chosen starting point will almost surely not converge to x S .
A further result holds when A is the adjacency matrix of a graph G: Proof. If A = A G and x = x S is the characteristic vector of a strictly maximal clique of size k = |S|, we know that (x S ) cannot exceed −1, because of
for all i ∈ S due to the deÿnition of strict maximality of S (similarly, one can show that (x C ) 6 0 for any maximal clique C). Recall that d S (i) = j∈S a ij denotes the degree of vertex i w.r.t. S, i.e., the number of vertices in S connected to i. Moreover, in the simplifying hypothesis of Proposition 7, if x V = b is a global maximizer of x Ax, then G is a complete graph, i.e. A G = ee − I , so that −PA G P = P and consequently ÿ V = 1. Returning to the general situation where we have to replace V with S, we see that by analogy, ÿ S = 1 must hold.
Proof. We show that even every local maximizer y ∈ S n (not necessarily strict) is a characteristic vector, by virtually the same proof as of Theorem 9 in [10] : to this end, put S = {i : y i ¿ 0}. First we show that the subgraph of G induced by S is complete. Indeed, suppose that for some i; j ∈ S with i = j we had (i; j) ∈ E, i.e. a ij = 0 would hold. Then for small ¿ 0, the point x = y + (e i −e j ) ∈ S n where e i is the ith standard basis vector. Straightforward calculations now yield
a contradiction to the optimality of y. Hence with A S and e S as deÿned in Theorem 8 we get A S = e S e S − I . Now the Karush-Kuhn-Tucker conditions necessary for local optimality yield, in particular, A S y S + y S + e S = o for some ∈ R, which gives, using e S y S = 1,
which, again using e S y S = 1, yields y = x S . It remains to show that S is maximal. So suppose that there is a vertex i ∈ S such that d S (i) = |S|. But then as in (15) ,
contradicting the Nash equilibrium property (7) of x S w.r.t. M = A G + I , which is ensured by local optimality of x S due to Theorem 4. Hence S is a maximal clique. To show the converse assertion, observe that x S is a local maximizer of x A G x over S n due to Theorem 1. Now ∈ [0; 1[ ⊂ ] (x S ); ÿ S [ (by Theorem 9), and Theorem 8 implies that x S is also a strict local maximizer of x A G + Ix over S n .
For the case −1 ¡ ¡ 0 no general result has been proven, but examples can be provided in which new (spurious) local maxima emerge which are not characteristic vectors of any subset of vertices, and at the same time local solutions in the form of characteristic vectors disappear. In the next section (and in an appendix) we study small examples which illustrate this point. 
A prototypical example
In this section we investigate a small, but nevertheless interesting, example, sketched in Fig. 1 . It is a graph of size 3 with two maximum cliques of size 2 intersecting in vertex 3. Hence A G has zero entries with the exception of a 13 = a 31 = a 23 = a 32 = 1. This is a frequently considered counterexample exhibiting spurious solutions to the MotzkinStraus program [36] . For this simple graph f (x) is deÿned on the two-dimensional simplex S 3 so that we can actually plot it illustrating graphically the ÿndings of the previous paragraphs.
More precisely, (x) , shows that the isolated maximizer is an interior point not corresponding to any clique vector. For ¿ 1, e.g. f 3=2 (x), the situation is essentially (apart from the vertical scale) that of the regularizer term in Fig. 1 . These plots illustrate also the role of the bounds of that, for this example, are = 0 and ÿ = 1 for both x S and x T as predicted by Theorem 9. The shapes of f −1=2 (x), f 1=2 (x) and f 3=2 (x), representing the three possible cases of with respect to its bounds, conÿrm the results of Theorems 8 and 10.
A more detailed analysis together with that of another simple example is provided in the appendix.
The annealed replication heuristic
As discussed previously, the major drawback of replicator equations is their inherent inability to escape from local maximizers of the objective function. Theorem 8 provides us with an immediate strategy to avoid unwanted local solutions, i.e., maximal cliques which are not maximum. Suppose that S is a maximal clique in G that we want to avoid. By letting ¡ (x S ), its characteristic vector x S becomes an unstable stationary point of the replicator dynamics under f , and thus will not be approached by any interior trajectory. Of course, the problem is to obtain a reasonable estimate for (x S ) without knowing S in advance. Furthermore, if 6 0, it may well happen that the process converges to a vector which does not represent a clique (see below).
Since we are concerned with the maximum clique problem,
As already noted in (15), S 6 − 1 if S is strictly maximal while S = 0 if S is not strictly maximal. In both cases, S ¿ 1 −|S| with equality attained if S is isolated in G. So if one wants to avoid cliques with size |S| 6 m, one could simply run the algorithm with ¡ 1 − m 6 1 − |S| 6 S 6 0, and if there is a clique T such that still T ¡ holds, there is a (more or less justiÿed) hope to obtain in the limit x T , which yields automatically a larger maximal clique T .
Unfortunately, two other cases could occur: (a) no other clique T satisÿes T ¡ , i.e., has a too large value; (b) even if there is such a clique, other attractors could emerge which are not characteristic vectors of a clique (note that this is excluded if ¿ 0 by Theorem 10). The proper choice of the parameter is therefore a trade-o between the desire to remove unwanted maximal cliques and the emergence of spurious solutions. We present now the strategy we adopted in this choice stressing that, given the lack of precise indications, our prescriptions are supported mainly by numerical results obtained in extensive tests and by the intuitions obtained examining these tests and simple examples like those of Section 4 and of the appendix.
Instead of keeping the value of ÿxed, our approach is to start with a su ciently large negative and adaptively increase it during the optimization process, in much the same spirit as the simulated annealing procedure [30] . Of course, in this case the annealing parameter has no interpretation in terms of a hypothetical temperature, and the resulting algorithm is completely deterministic. The rationale behind this idea is that for values of that are su ciently negative only the characteristic vectors of large maximal cliques will be stable attractive points for the replicator dynamics, together with a set of spurious solutions. As the value of increases, spurious solutions disappear and at the same time (characteristic vectors of) smaller maximal cliques become stable. We expect that at the beginning of the annealing process the dynamics is attracted toward "promising" regions, and the search is further reÿned as the annealing parameter increases. In summary, the proposed algorithm is as follows:
1. Start with a sufficiently large negative . 2. Let b be the barycenter of S n and set x = b. 3. Run the replicator dynamics starting from x, under A + I until convergence and let x be the converged point. 4. Unless a stopping condition is met, increase and goto 3. 2 ), run the replicator dynamics starting from current x under A + I until convergence, and extract a maximal clique from the converged solution. The last step in the algorithm is necessary if we want to extract also the vertices comprising the clique found, as shown in Theorem 10.
Note that when ¡ 0 we are no longer guaranteed that the trajectories of the replicator dynamics in step (3) will remain in the simplex S n , and hence x (A + I )x will not necessarily increase at every step. Admittedly, in the numerical simulations we carried out and which are reported in the following section, this phenomenon almost never happened. In a few cases the ÿrst iteration yielded negative entries in the iterated vector, but at the following steps the vector was readily projected onto the simplex. In any case, a matrix with negative elements is no problem. It is simple to see that, by adding a su ciently large constant to the matrix to make it non-negative, the theory and the optimization process are una ected.
It is clear that for the algorithm to work, we need to select an appropriate "annealing" strategy. To this end, one could employ the following heuristics: suppose for the moment that the underlying graph is a random one in the sense that edges are generated independently of each other with a certain equal probability q (in applications, q could be replaced with |E|=( n 2 ), the actual density). Suppose S is an unwanted clique of size m. Take ¿ 0 small, say 0.01, and consider a lower bound which is exceeded with probability 1 − :
Under the random graph model consider a clique S of size |S| = m; put = 1=2(n − m) and denote by m the following lower bound for (x S ):
Then
Moreover; m exceeds 1 − m for all m ¿ m q; where
Proof. Since (x S ) = max i ∈S d S (i) − m + 1, and since for di erent i = j, the variates d S (i) and d S (j) are stochastically independent in the random graph model, we ÿrst get the identity
Next, observe that the expected value and variance of d S (i) is, according to the Binomial Law,
Hence Ä CebyÄ sev's inequality gives
which entails, putting = 1
This gives an lower bound m for S which is exceeded with a probability of least 1 − as follows:
√ , which yields (17) . Since ¿ 1=2n by deÿnition, obviously 2 Since m q; 6 10 if q ¿ 0:1 for all ¿ 0, the previously obtained hard lower bound 1 − m is relaxed by m in almost all important applications. Moreover the bound m decreases with increasing m provided that
holds, and this is true for many important cases in practice: indeed, observe that the latter inequality necessarily holds if the expression in brackets is positive, which is true, e.g. for = 0:01, whenever 6m 6 (n − m) 2 . Thus it makes sense to use m as a heuristic proxy for the lower bound of (x S ), to avoid being attracted by a clique of size m.
Furthermore, a well-known result due to Matula [32] accurately predicts the size of the maximum clique in random graphs with su ciently many vertices. Let M (n; q) = 2 log 1=q n − 2 log 1=q log 1=q n + 2 log 1=q e 2 + 1:
Matula proved that, as n → ∞, the size of the maximum clique in an n-vertex q-density random graph is either M (n; q) or M (n; q) with probability tending to 1. The previous results suggest us a sort of "two-level" annealing strategy: the level of clique size, which in turn induces that of the "actual" annealing parameter. More precisely, if we do not have any a priori information about the expected size of the maximum clique, we can use Matula's formula M (n; q) to have an initial (more or less accurate) estimate of it. Let m = M (n; q) ; by setting the initial value for (step 1 of our algorithm) at some intermediate value between m and m−1 , e.g. = ( m + m−1 )=2, we expect that only the characteristic vectors of maximal cliques having size m will survive in f , together with many spurious solutions. After the initial cycle, we decrease m, recalculate m and m−1 and update = ( m + m−1 )=2 in step 4 as in the previous step. The whole process is iterated until either m reaches 1 or becomes greater than zero.
Experimental results
To assess the e ectiveness of the proposed heuristic, extensive simulations were carried out over a selection of DIMACS graphs [25] , which represent a standard benchmark for clique ÿnding algorithms. 3 The experiments were conducted using the discrete-time version (4) of the replicator equations. The code was written in the C programming language and run on a Digital AlphaStation Series 200 (no attempt was made to optimize the code). For each graph considered, the proposed algorithm was run by using the two-level annealing schedule described at the end of the previous section. For each internal cycle (step 3), the replicator algorithm was iterated until the (squared) distance between two successive states became smaller than 10 −10 . At the ÿnal cycle (i.e., step 5), the parameter was set to 1 2 , and the replicator dynamics was stopped when either a maximal clique (i.e., a local maximizer of f 1=2 on S n ) was found or the distance between two successive points was smaller than a ÿxed threshold, which was set to n10 −15 (n being the number of vertices of the graph at hand). In the latter case the converged vector was randomly perturbed, and the algorithm restarted from the perturbed point. Because of the one-to-one correspondence between local maximizers and maximal cliques (see Theorem 10) this situation corresponds to convergence to a saddle point.
In order to assess the relative merits of the proposed heuristic we compared our algorithm with plain replicator dynamics with ÿxed , i.e., with no annealing strategy. Speciÿcally, two cases were considered: = 1 2 , which corresponds to the original spurious-free quadratic program proposed by [24] and recently studied by Bomze et al. [10, 12] , and = 0 which is the original Motzkin-Straus formulation [33] as studied by Pelillo [37] . In both cases, the replicator process was started from the barycenter of the simplex, and iterated until the squared distance between two successive states became smaller than 10 −20 . In addition, our results were compared with those reported by Gibbons et al. [21] who proposed a continuous-based heuristic (CBH) also based on a parameterization (completely di erent from ours) of the Motzkin-Straus program.
The results of our experiments are summarized in Tables 1 and 2 , which contain a row for each DIMACS graphs considered. The columns labeled graph, vertices, and dens. represent the name of the corresponding graph, the number of its vertices and its density, respectively. The column Max Clique, contains the size of the maximum clique when known, or a lower bound for it (this information is already available in the ÿle containing the graph). The columns ARH, PRD( 1 2 ), PRD(0) and CBH contain the size of the clique found using the proposed annealed replication heuristic (ARH), the plain replicator dynamics (PRD) applied to (2) with = 1 2 , the plain replicator dynamics (PRD) applied to (2) with = 0-these results are taken from [11] -and [21] , respectively. Finally, the column labeled time contain the CPU time required by the process to provide the ÿnal solution.
As can be seen, the results are very encouraging. In fact, in almost all cases we obtained larger cliques with ARH than PRD( 1 2 ) did (the exceptions being brock400 1, san200 0.9 3 and p hat700-2). In many cases, we obtained the same results as CBH and in a few examples we returned better solutions, e.g., p hat1500-2, san200 0.9 2, sanr400 0.5. ARH also performed better than PRD(0). Only in six out of 46 cases PRD(0) returned a larger clique size, that is: brock400 1, san 200 0.9 3, san 400 0.9 1, p hat500-3, p hat700-2, and p hat1000-3. However, as discussed in previous sections, due to the presence of spurious solutions in the original MotzkinStraus program, PRD(0) is not able to always return the nodes comprising the clique found: it only provides information about its size. It is worth noting that the Sanchis graphs (the "san" family) turned out to be very hard for Motzkin-Straus-based optimization algorithms since neither of the three heuristics found good results. As far as the CPU time is concerned, it is clear that our algorithm turns out to be computationally more expensive than plain replicator dynamics on ÿxed (see [12] for comparison) because the latter is simply a single step of our heuristic. Moreover, ARH is slower than CBH [21] which in turn may have serious memory allocation problems. However, we note that the continuous-time version (3) of replicator equations can naturally be mapped onto hardware circuitry [41] , thereby making the whole algorithm particularly amenable to parallel, distributed implementations.
From the results obtained, it can be concluded that the proposed annealed replication heuristic does a good job at ÿnding large cliques, and clearly beats the plain replicator dynamics approach, where no annealing strategy is used. Moreover, it should be pointed out that the annealing schedule adopted is entirely based on the assumption that the graphs at hand are random; clearly, DIMACS graphs can hardly said to be "random," but nevertheless the heuristic worked remarkably well. Of course, better annealing strategies could be devised if we knew something about the underlying structure of the graphs, but in absence of this kind of information the random graph assumption seems to be su ciently robust.
Conclusions
We have presented a new heuristic for approximating the maximum clique problem. The approach is centered around an attractive characterization of the problem due to Motzkin and Straus, which allows us to formulate it as a linearly constrained quadratic maximization program. Speciÿcally, we have introduced a control parameter and studied the properties of the objective function as varies. We have shown that when is positive all the properties enjoyed by the standard regularization approach [10] hold true; speciÿcally, in this case a one-to-one correspondence between local=global maximizers in the continuous space and local=global solutions in the discrete space exists. For negative 's an interesting picture emerges: as the absolute value of grows larger, local maximizers corresponding to maximal cliques disappear. We have derived bounds on the parameter which a ect the stability of these solutions. These results have suggested the annealed replication heuristic, which consists of starting from a large negative and then properly reducing it during the optimization process. For each value of standard replicator equations are run in order to obtain local solutions of the corresponding objective function. The rationale behind this idea is that for values of with a proper large absolute value only local solutions corresponding to large maximal cliques will survive, together with various spurious maximizers. As the value of is reduced, spurious solutions disappear and smaller maximal cliques become stable. An annealing schedule is proposed which is based on the assumption that the graphs being considered are random. Experiments conducted over several DI-MACS benchmark graphs conÿrm the e ectiveness of the proposed approach and the robustness of the annealing strategy. The overall conclusion is that the annealing procedure does help to avoid ine cient local solutions, by initially driving the dynamics towards promising regions in state space, and then reÿning the search as the annealing parameter is increased.
The ow is depicted as PP 7 in Fig. 6 of [7] . As increases reaching the ÿrst bifurcation at = 0 the situation changes from that of the second plot of Fig. 2 to that of the Motzkin-Straus program of Fig. 1 . The ow stops not only at the edge connecting vertices 1 and 2, but also along the trajectories joining y with the (former) saddle points x S and x T , so that we arrive at PP 1. If ∈ ]0; 1[ the situation is essentially that of the ÿrst plot of Fig. 2 , and we have the picture of PP 8, which renders both x S and x T as (local) attractors, and y as a saddle point wandering towards x {3} as 1. This completely breaks down if = 1 where, again, the ow is stopped at two edges: PP 20 emerges. If is increased further, only the vertices are attracting with the occurrence of y as an interior repellor if exceeds 2: we get PP −35 for ∈ ]1; 2] and PP −7 if ¿ 2. The regularizing term of Fig. 1 substantially depicts the situation after the last bifurcation at = 2.
In another example, G consists of three vertices with only two of them connected, so A G has only zero entries with the exception of a 12 = a 21 = 1. Hence S = {1; 2} is the unique maximum clique. In this case, replicator dynamics undergoes a simple exchange-of-stability bifurcation as passes through = − 1, and a more dramatic, but similar phenomenon occurs as = 0 where the ow on two edges is reversed simultaneously: indeed, for ¡ − 1 we obtain, again, PP No. 7 with interior global attractor of the form 2 ), then local stability of x S is retained, but there emerges a second local attractor x
{3}
(corresponding to the maximal clique {3}) together with an interior saddle point, again at x as above, and the PP −8 results. If = 1, stability of x {3} is retained, but the ow at the edge containing x S stops: PP −1 depicts the situation, which in some sense corresponds to the occurrence of spurious solutions in the previous example (emerging at = 0 there). Finally, if ¿ 1, we arrive again at PP −7 where x is now a repellor and all vertices become attractors. This is in accordance with the theory as in Theorem 8.
