We compare two approaches to open quantum systems, namely, the non-Hermitian dynamics and the Lindblad master equation. In order to deal with more general dissipative phenomena, we propose the unified master equation that combines the characteristics of both of these approaches. This allows us to assess the differences between them as well as to clarify which observed features come from the Lindblad or the non-Hermitian part, when it comes to experiment. Using a generic two-mode single-atom laser system as a practical example, we analytically solve the dynamics of the normalized density matrix operator. We study the two-level model in a number of cases (depending on parameters and types of dynamics), compute different observables and study their physical properties. It turns out that one is able not only to describe the different types of damping in dissipative quantum optical systems but also to mimic the undamped anharmonic oscillatory phenomena which happen in quantum systems with more than two levels (while staying within the framework of the analytically simple two-mode approximation).
INTRODUCTION
There are various theoretical methods that can be used in order to study open quantum systems. One can start by considering the totality of the degrees of freedom and afterwards focus, either analytically [1] or numerically [2] , on a subset of relevant coordinates. However, the approach that is currently more popular, immediately integrates over the degrees of freedom of the environment and, for the Markovian systems, establishes the Lindblad master equation [3, 4] . Originally introduced in spin physics and quantum optics [5, 6] , master equations have been applied to many dissipative quantum phenomena [7] [8] [9] .
There is yet another approach to open quantum systems that is based on a non-Hermitian extension of quantum mechanics (NHQM) [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . In this approach the Hamiltonian is assumed to acquire an anti-Hermitian part which can be associated with dissipative effects. Both the Lindblad and non-Hermitian approaches are based on certain simplifying assumptions and have their own range of applicability. Moreover, one can find different physical motivations and theoretical advantages in their respective use: the Lindblad master equation is linear and permits the simple calculation of averages whereas non-Hermitian dynamics possesses a generalized canonical structure that leads to a well-defined classical limit [21] .
In the present work, we compare the evolution arising from the Lindblad approach to the one from the nonHermitian approach. Moreover, we propose a "hybrid" formalism that combines features of both of them, and, as such, it is expected to have a wider range of applicability. In order to illustrate the theory, we consider quantum two-level system (TLS) and study its time evolution while mimicking the coupling to a dissipative environment through non-Hermitian dynamics, Lindblad master equation, or their combination. The dynamics of the density matrix is solved analytically in a number of relevant cases, the behavior of primary observables (averages) is studied accordingly. This paper is structured as follows. In section 2 we give a brief outline of the Lindblad and non-Hermitian approaches. In section 3 we combine them into a unified approach, named "hybrid" throughout the paper, and adopt a two-level system as a practical example. In sections 4, 5 and 6 we consider different limits of the hybrid dynamics of the two-level model, derive their analytical solutions and calculate the relevant observable properties. Some facts about two-level systems in quantum optics and relevant notations are reminded in the Appendix A. The definitions of the Fourier transforms used in the paper are given in the Appendix B. Conclusions are drawn in section 7.
OPEN QUANTUM SYSTEM DYNAMICS
In this section we give a brief description of two popular density-operator based approaches which are used in a theory of open quantum systems. In both approaches, one distinguishes the coordinates of a subsystem from those of the environment so that the total Hamiltonian can be written as the sum H T = H S +H B of the Hamiltonians of the relevant subsystem, H S , and of the environment (or bath), H B . Accordingly, the total Hilbert space becomes the product of two composing Hilbert spaces,
where H S and H B are the Hilbert spaces of the relevant subsystem and bath, respectively. The density operator of the relevant subsystem is obtained by tracing out the degrees of freedom of the environment from the total density matrix:ρ
where tr B denotes the partial trace over the degrees of freedom of the environment B. Despite the common basis, the Lindblad and non-Hermitian approaches describe different effects of the environment onto the subsystem and produce different properties of the latter.
Lindblad master equation
This approach, while maintaining a Hamiltonian contribution to the dynamics of the subsystem, modifies the evolution equation of the subsystem density operator by adding dissipative terms (2) . Upon using the Markov approximation and some auxiliary simplifications, one can show that the Lindblad master equation takes the form:
whereĤ + =Ĥ † + is a Hamiltonian that commutes with that of the subsystemĤ S . The dissipatorD(ρ, A k ) in Eq. (3) is a linear operator inρ(t) and quadratic in the Lindblad operatorsÂ k , k = 1, ..., N 2 − 1 and N = dim(H S ). The dissipator must be traceless for the trace of the density operator to be conserved during evolution. The Lindblad operators A k describe directly the dissipative effects of the environment. The most general quantum dynamical semigroup form of the dissipator [9] can be written aŝ
where γ's are non-negative quantities which can be expressed in terms of certain correlation functions of the environment and play the role of relaxation rates for different decay modes of the open subsystem.
Simple examples of the application of the Lindblad master equation are found when studying models of twolevel atoms interacting with the electromagnetic field in presence of a thermal reservoir of radiation modes [7] [8] [9] .
Using the notation of Appendix A, we can write the master equation in the interaction picture as
where the dissipator is given bŷ
where γ 0 is the spontaneous emission rate and N = N (ω 0 ) denotes the Planck distribution at the transition frequency [9] .
Non-Hermitian approach
Non-Hermitian dynamics has found various applications in the study of open quantum system [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Recently, it has been shown [19] that this approach is capable of describing the evolution of pure states into mixed ones -since the purity is not necessarily conserved if the dimension of the corresponding Hilbert space is larger than two. In turn, such a feature can be used in the quantitative modeling of the observer-related phenomena in quantum mechanics -such as the problem of measurement and phenomenon of decoherence. In the simplest formulation of this approach, it is assumed that the dissipative effects of the environment are somehow encoded in anti-Hermitian terms of the subsystem Hamiltonian which appear after averaging ("integrating out") the degrees of freedom of environment. Hence, in this approach one deals exclusively with the degrees of freedom of the subsystem, which is in turn described by a non-Hermitian Hamiltonian.
The non-Hermitian Hamiltonian operator can be always partitioned into Hermitian and anti-Hermitian partsĤ
where we denotedĤ
For further it is convenient to introduce also the self-adjoint operatorΓ ≡ iĤ − which will be referred as the decay rate operator throughout the paper. Starting from the Schrödinger equation, it is easy to show that the evolution equation for the density operator acquires an anticommutator term:
Equation (8) can also be written in matrix form [23] , directly implementing, within a quantum framework, the original geometric ideas of Grmela [24] about dissipation. While equations of the form (8) find some applications [14, 18] , they also possess certain features (which also manifest themselves when working with the state vectors) that narrow their applicability range. For instance, the trace of the density operator determined by such equations is not preserved in general:
This renders the usual probabilistic interpretation of quantum mechanics more problematic to achieve. Another issue arises if one studies the invariance of the evolution equation under the Hamiltonian "gauge" shift
where c 0 is a c-number andÎ is an identity operator. As it happens in conventional quantum mechanics, one would like that such a shift should affect neither the observable averages nor the evolution equation. However, according to (8) , this invariance gets broken if c 0 has an imaginary part.
In view of these circumstances, in our previous work [19] we proposed to consider the normalized density operator,ρ
as a primary physical object of theory. Following this idea, the quantum average of an observableÔ =Ô (0) is defined in terms of the normalized density operator in Eq. (11) as
This idea was also adopted in [20] where the evolution equation, which can be derived for the normalized density operator in our approach, was favored over the equations for the non-normalized operator and state vectors which were used previously (cf. [18] , for instance). It turns out that the normalized density operator approach automatically solves the above-mentioned issues of normconservation and gauge invariance: using the evolution equation which follows from (8) and (11),
one can easily check that the normalization property tr(ρ ′ ) = 1 is conserved and that the "gauge" invariance under the transformation (10) is achieved for arbitrary c 0 .
To conclude, the main advantage of the normalized density-operator approach in NHQM is that it handles in a unified way not only the pure states but also the mixed ones. Moreover, the emerging nonlinearity of the evolution equation (13) provides yet another example of a profound interplay between the physics of open quantum systems and nonlinear quantum mechanics: the environment is able to induce effective nonlinearities in quantum evolution equations [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] .
"HYBRID" FORMALISM
In this section we unify the Lindblad master equation with the non-Hermitian equation for the density matrix.
Such a hybrid equation is postulated replacing the usual Hamiltonian contribution to the evolution of the nonnormalized density matrix of the quantum subsystem in the Lindblad master equation with a more general nonHermitian one, taken from the NH equation (8) . In such a way one obtains the following equation
whereĤ
Upon substituting the normalized density operator (11) into equation (14), one obtains a a nonlinear evolution equation,
Below it will be shown that this nonlinearity makes the models based on the hybrid equations substantially more interesting than those obtained from the Lindblad or nonHermitian equations alone.
In what follows, we study a two-level optical quantum system which is both an instructive example and a fruitful physical application. Using the notation and the definition of the system given in Appendix A, we assume that the evolution is governed by equations (14), (15) and (6) . The model we study is defined by the following Hermitian Hamiltonian
The unperturbed HamiltonianĤ 0 can represent the two energy levels of a free dipole. In such a case, the perturbationĤ L would describe the interaction between the dipole and a single-mode electromagnetic wave. More details and corresponding notations are provided in the Appendix A. The anti-Hermitian Hamiltonian, which must be added toĤ + to give the total HamiltonianĤ of the model, iŝ
where Γ, α and T are real-valued free parameters. The HamiltonianĤ Γ ∝σ +σ− is motivated by the physics of photodetection and continuous measurements in presence of radiation modes, cf. Sec. 6.3.1 of [9] . The term H D is the anti-Hermitian counterpart ofĤ L , therefore, it is supposed to describe the dissipative processes accompanying the dipole interaction of the atom and electromagnetic field. The termĤ 00 is a "gauge" term -as mentioned in the section 2.2, it does not affect observable values (as defined by (11) and (12)); however, it can be used for simplifying or regularizing intermediate expressions.
In terms of the above, the evolution equation of the model in the interaction picture reads d dtρ
It is convenient to search for solutions of this equation in the formρ
where
with i = 1, ..., 3, are auxiliary average values that are regarded as unknown functions of time, together with tr(ρ (I) (t)) = tr(ρ(t)). The equations for the average values easily follow from equation (24) 
where we have introduced the matrix
and three-dimensional vector
We have also adopted the vector notation σ = (σ 1 , σ 2 , σ 3 ). It is very convenient to combine equations (27) and (28) into a single matrix equation for the four unknown functions, σ µ (t) (I) ≡ σ(t) (I) , tr(ρ (I) (t)) (µ = 1, ..., 4):
Equation (31) is in a matrix form that is useful in order to search for solutions. Nevertheless, it is instructive to re-write it in terms of normalized averages. Using equations (11) and (25), one can write the normalized density operator in a decomposed form
(i = 1, ..., 3) are the observable average values in the interaction picture which satisfy the equation
and
. While this form of evolution equation is somewhat unsuitable for searching for analytical solutions (due to its non-linearity with respect to unknown functions σ ′ i (t) (I) ), it allows us to demonstrate a feature mentioned in section 2.2: the contribution from the "gauge" termĤ 00 disappears when one deals with observable values.
GENERAL SOLUTION
In this section, we search for solutions of Eq. (31) in the zero-temperature limit. This is equivalent to setting γ = γ 0 . Imposing the gauge condition T = 0 and rescaling the time variable τ = Ωt, we reduce (31) to the form:
(µ = 1, ..., 4) where
In the definition of M, we have introduced the symbols γ 0 = γ 0 /4Ω,α = α/Ω andΓ = Γ/Ω. As in the previous sections, one should keep in mind that the nonnormalized values σ µ are auxiliary quantities that are used for computing the observables, equations (33) and (34) . The solution of equation (37) can be formally written in a matrix exponential form:
are initial values. We used the propertyρ(0) =ρ ′ (0), which is valid both in the Schrödinger and in the interaction picture. Naturally, one also finds that
for all physical situations.
Furthermore, if the matrix M is diagonalizable, the general solution (39) can be written in the more convenient form
where M (µ) are eigenvalues of M, and P is the matrix whose columns are the eigenvectors of M. The four-byfour matrix M, with its four eigenvalues, arises from the hybrid master equation. Such an equation is defined in terms of both the dissipator and the total Hamiltonian H + +Ĥ − (which has just two eigenvalues for the model under study). Hence, the four eigenvalues of M carry more physical information about the studied model system than the information carried by the eigenvalues of the total Hamiltonian alone. 
LIMIT CASES
In this section we consider two special (limit) cases of the general solution found in section 4. In particular, we treat the case when dissipative effects are modeled either only by the Lindblad term (i.e., α = Γ = 0) and the case when only the anti-Hermitian term (i.e., γ 0 = 0) is present. This will allow us to obtain a clearer understanding of the capabilities of the hybrid formalism. 
Lindblad-driven dissipation
When α = Γ = 0, the matrix M has the following four eigenvalues:
where the quantity κ = 1 −γ 2 0 can be imaginary or real-valued. Correspondingly, the solution from Sec. 4 can be written as
where f k (τ ) ≡ cos (κτ ) + kγ 0 κ sin (κτ ) and ν 2 = 1 + 1/(2γ 2 0 ). From the last row of this matrix it follows that σ 4 (τ ) (I) = tr(ρ(τ )) = 1. Therefore, the physical (normalized) averages coincide with the auxiliary ones:
It is easy to check that this solution coincides with a textbook example -see, for instance, section 3.4.5.1 of [9] . The profiles of most important observables are given in the Figs. 1 and 2 .
The large-times asymptotic (steady-state) values of the spin averages can be found by taking an appropriate limit in equation (45). One obtains
These values are indeed stationary points of the system. Needless to say, they coincide with the textbook values, cf. section 3.4.5.1 of [9] .
Anti-Hermitian-driven dissipation
Whenγ 0 = 0 then the matrix M has the following four eigenvalues:
where we have denoted R 1 = R 2 + + 4α 2 = R 2 − + 4α 2Γ2 and R ± =α 2 ± (Γ 2 − 1). One can see that R 1 R ± so that the first two eigenvalues (47) are always imaginary-valued. Correspondingly, the solution from Sec. 4 can be written as
where we have denoted
As before, the physical values are the normalized ones:
where T (A) is an internal product of the fourth row of S (A) (omitting the overall factor) and the four-vector of initial values (40):
Depending on whether the eigenvalue λ 4 vanishes or not, one can consider the following two cases. 
Exponential damping
This case takes place when the parameters of the model are such that λ 4 = 0, or, alternatively, sign (R + ) + 1 + (2α/R + ) 2 = 0. Then the system exhibits the exponential damping which is qualitatively, but not necessarily quantitatively, similar to the Lindblad-driven dynamics. The large-times asymptotic values of the spin averages can be found by taking an appropriate limit in (49). At first one obtains
where we have denotedT
Further simplifying this expression, we eventually obtain
which means that the asymptotic (steady-state) averages do not depend on the initial values, as in the Lindblad case. One can see that the important difference from the Lindblad case is that σ transform is, according to (B3),
whereω = ω/Ω, and its functional dependence can be derived with the use of the equations (49), (A2) and (A14). Since the Fourier transforms are essentially complex-valued, one should consider separately moduli and phases. It turns out that the absolute value of [p e (ω)] reg behaves in a qualitative similar way to its Lindblad-driven counterpart, under the same initial conditions. The differences arise when one consider the phase of [p e (ω)] reg . While in the Lindblad-driven case it is a smooth function for positiveω which is bound between −π/2 and π/2 with the asymptotic value π/2 (see figure 7) , in the anti-Hermitian-driven case it is exactly opposite. From the figure 8 one can see that the phase of [p e (ω)] reg varies between π/2 and −π/2 with the asymptotic value −π/2.
Anharmonic oscillations
In this case, the model parameters are such that λ 4 = 0, which is equivalent to the following two conditions:α = 0 andΓ 2 < 1. The solution exhibits purely oscillatory behavior:
where the oscillation frequency ω Γ = 1 −Γ 2 , and T
Some profiles of most important observables are given in Figs. 5 and 6 (dotted and dash-dotted curves only). They exhibit interesting asymmetric oscillatory patterns which do not appear in the Lindblad case. Such patterns indicate a few important things. For instance, they show that the anti-Hermitian terms in the Hamiltonian can induce not only the standard decay effects (such as the asymptotic damping at large times) but also more sophisticated effects. Indeed, in this case the oscillations are not damped, the role of the anti-Hermitian parameter Γ is that it introduces the asymmetry between the pumping and discharging of the two-level system. In terms of frequency it means that the pumping frequency is larger than the discharge one. It is similar to what happens in higher-than-two-level systems: first a system is pumped into the highest excited state, then it spontaneously cascades down to its ground state, passing the intermediate levels on its way. This is particularly clear to see when one takes a look at the Fourier transform of the population of the upper level p e . The informative part of the Fourier transform is, according to (B4),
where T o = 2π/ 1 −Γ 2 , and its specific functional form can be derived with the use of the equations (52), (A2) and (A14). The profile of the computed modulus of [p e (n)] reg is shown in the figure 9.
To summarize, we have shown that the anti-Hermitian two-level models of this type can actually mimic the properties of quantum systems with more than two levels. In this picture the parameterΓ turns out to be a qualitative measure of the number of the additional (effective) levels. For example, the figure 9 shows that the TLS with Γ = 1/2 can be used to mimic the 4-level or 5-level system (if one neglects the "transitions" with the wavenumbers larger than four). The further decreasing ofΓ reduces the number of additional wave frequencies.
APPROXIMATE SOLUTION
The general solution derived in Sec. 4 becomes extremely bulky when expressed in terms of radicals. Luckily, in some physical cases one could use certain approximations which drastically simplify final formulae. Indeed, in quantum-optical two-level systems the Rabi frequency usually takes large values, up to the megahertz scale, whereas the dissipative effects are small. It is thus natural to make the assumptioñ
which corresponds to the strong driving limit, using the textbook terminology [9] . However, this condition is not enough since the perturbation theory has two different sectors -Lindblad-dominated (when the approximate series solution must converge to the solution from Sec. 5.1 when taking the limit α = Γ = 0) and anti-Hermitiandominated (when the series solution must converge to the solution from Sec. 5.2 in the limit γ = 0). In the former case, which is of main interest here, one should supplement (54) with the assumption
then expand the exact solution (42) and the related observables in series with respect to these five small parameters, and keep the leading-order terms. By doing that we obtain that the matrix M has the following four eigenvalues, in the leading-order approximation:
where we denoted χ 1 = 1 + (2Γ − 1/2)γ 2 0 and χ 2 =ᾱ 2 /4, both being positive-definite values. Correspondingly, the solution is given by
, and h ± (τ ) = cos (χ 1 τ ) ±γ 0 sin (χ 1 τ ). As in Sec. 5.2, the physical values are the normalized ones:
where S ′ (LD) is the matrix S (LD) without the bottom row, T (LD) is a product of the bottom row of S (LD) and the four-vector of initial values (40) :
The large-times asymptotic values of the spin averages can be found by taking an appropriate limit in (59).
Hence, we obtain in the leading-order approximation 
CONCLUSION
In this paper we have compared two approaches to describing the effects of a general dissipative environment. Namely, we considered both the approach based on the Lindblad master equation and the formalism based on introducing anti-Hermitian terms into the Hamiltonian. In section 3 we have proposed a "hybrid" formalism that unifies the Lindblad and non-Hermitian approaches. This allowed us not only to reveal the distinctive features of the approaches but also to expand the range of dissipative phenomena that can be accounted for.
Using a two-level single-atom model as a practical application, we have obtained solutions of the hybrid equa- tion for the normalized density matrix operator. In sections 4, 5 and 6, we have also considered special (limit) cases and physically admissible approximations. Using the analytical solutions of all these cases, we have calculated those properties of the model that can be compared with experiments in order to assess whether a specific feature is either non-Hermitian driven or Lindblad driven. Remarkably, we have found that the anti-Hermitian terms in the Hamiltonian can describe not only the mere dissipative damping but also undamped anharmonic oscillatory phenomena. Such results are reported in detail in section 5.2 where we also showed that this kind of anharmonicity can be used to mimic the cascaded quantum systems with more than two levels. In future it would be interesting to apply the hybrid formalism to those multi-level lasers or spin systems that can be modeled in the leading order of approximation by means of only two states. In particular, we have in mind those systems where one of the two energy levels is actually a band or a bundle of a few closely situated levels.
