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A. Seeger [2] second example we mention that Kurzhanski and Valyi [2] were concerned with a state estimation problem for dynamic systems under uncertainty, and they needed to estimate the intersection and the Minkowski sum of a finite number of ellipsoids. Unfortunately, the estimates announced in [2] were given without proof. The purpose of this note is to derive, in a unified way, formulas for the Minkowski sum, the convex hull, the intersection, and the inverse sum of a finite family of ellipsoids.
For convenience we recall first some basic definitions and results. Let {A%,..., A p } be a finite collection of matrices in P n • The series sum of the A' t a is the ordinary sum Ai + h A p 6 P n -The parallel sum of the A^a is the matrix A t D... UA r 6 P» defined by ( 
PROOF: Let K be the set on the right hand side of (2.1). According to Lemma 1.1 one can write
Q6A ASA
Taking into account that
The coefficients aja and AJs play the same role in the above union, so that one can impose on them the additional constraint a,-= A; for all i = l , . . . , p .
One gets in this way 
where C stands for the closure of the set C C R n , and 
} = a + E(A).
A simple exercise shows that formulas (2.7) and (2.8) are equivalent.
We state finally a rule for estimating the intersection of the ellipsoids E(Ai),..., E{A P ). 
To prove the inclusion (3.2), it suffices now to apply the general formula
L(E(A)) = E(LAL T )
for all AeP n .
[11]
Combination of ellipsoids 11
To obtain an inner ellipsoidal approximation of L(R), we write this time The remaining part of the proof is similar to that of Proposition 3.1. The sole difference is that this time L has to be permuted with a union symbol (instead of an intersection). This is always possible, even if L is not invertible. D
