Let G be a simple graph and A(G) be the adjacency matrix of G. The eigenvalues of G are those of A(G). In this paper, we characterize the graphs with the minimal least eigenvalue among all graphs of fixed order with given vertex connectivity or edge connectivity.
Introduction
Let G = (V , E) be a simple graph of order n with vertex set V = V (G) = {v 1 , v 2 , . . . , v n } and edge set E = E(G). The adjacency matrix of the graph G is defined to be a matrix A(G) = [a ij ] of order n, where a ij = 1 if v i is adjacent to v j , and a ij = 0 otherwise. Since A(G) is symmetric and real, the eigenvalues of A(G), also referred to as the eigenvalues of G, can be arranged as: λ n (G) λ n−1 (G) · · · λ 1 (G). The least eigenvalue λ 1 (G) is denoted by λ min (G), and the corresponding eigenvectors are simply called the least vectors.
In recent years, the spectra of graphs have been studied deeply and widely. The goal is to use eigenvalues and/or eigenvectors to investigate the graph structure, such as order and size [4, 11, 14, 15] , degree [16] , chromatic number [5, 9] , diameter [7, 10] , matching number [8, 12] , domination number [17] , number of cut vertices [3] and number of cut edges [13] . There are many results in the literature concerning the largest eigenvalue (spectral radius or index). Much less is known about the least eigenvalue. While we were preparing this paper, Bell et al. [1, 2] published their work on the least eigenvalue of graphs with given order and size.
Recall that the vertex connectivity of a graph G, denoted by κ(G), is the minimum number of vertices whose deletion yields the resulting graph disconnected. Similarly the edge connectivity of G, denoted by η(G), is the minimum number of edges whose deletion yields the resulting graph disconnected. The above two parameters are very important in characterizing graph connectivity. For convenience, denote
the set of all graphs of order n with vertex connectivity k (respectively, edge connectivity k). Denoted by G n the set of all graphs of order n.
and G 0 n = G 0 n both denote the set of disconnected graphs of order n.
Let S be a certain class of graphs. A graph G ∈ S is called minimizing in S if the least eigenvalue of G attains the minimum among all graphs in S. Constantine [6] has shown that the graph K n/2 , n/2 is the unique minimizing graph in G n . His result also tells us that K n/2 , n/2 is the unique minimizing graph in both G k n and G k n for k = n/2 as this graph has vertex connectivity and edge connectivity both being n/2 . In this paper, we consider the following problem:
What is the structure of a minimizing graph in G 
which is strictly decreasing in k when 0 k p.
Let G be a graph on vertices v 1 , v 2 , . . . , v n , and let x ∈ R n be a column vector. Then x can be considered as a function defined on the vertices of G, which maps each vertex v i of G to the value x i , i.e., x(v i ) = x i . Using this language, the quadratic form x T A(G)x can be written as
The eigenvector equation A(G)x = λx can be interpreted as
where N G (u) denotes the set of neighbors of u in the graph G. Denote by d G (u) the degree of the vertex u in the graph G, i.e. the cardinality of the set N G (u). In addition, with respect to the vector x, a vertex
Main results
The following result gives the minimizing graphs in G n and G 0 n , respectively, where the first part of the result is due to Constantine [6] . For completeness, we give a different proof here by using the eigenvector structure of a graph. Theorem 2.1 [6] . The graph K n/2 , n/2 is the unique minimizing graph in the class G n , and the graph
Proof. Let G be a minimizing graph in G n , and let x be a unit least vector of G. Denote by V + = {v :
The graph G has no edges joining vertices within V + or V − , otherwise by deleting those edges we would get a graph G with
Similarly, G has edges joining each vertex of V + and each vertex of V − . Therefore G contains a complete bipartite subgraph with the vertex bipartition
If V 0 = ∅, then G is itself a complete bipartite graph, and surely G = K n/2 , n/2 . Otherwise, V 0 / = ∅. Deleting all edges between V 0 and V + (if they exist) and adding all possible edges between V 0 and V − , we then get a connected bipartite graph G satisfying
which implies λ min ( G) = λ min (G) as G is minimizing. Hence x is also a least vector of G, which is impossible as any least vector of a connected bipartite graph contains no zero entries.
For the second result, let G be a minimizing graph in G 0 n and let H be an arbitrary component of G. Suppose H has order m(1 m n − 1). By the first result,
with equality if and only if H = K (n−1)/2 , (n−1)/2 . The result follows.
Lemma 2.2. Let G be a minimizing graph in
G k n or G k n (1 k (n − 1
)/2 ), and x be a least vector of G. Then x contains no zero entries.
Proof. Assume to contrary, there exists a vertex u of G such that x(u) = 0. Let G = G − u, and letx be a subvector of x only by deleting the entry corresponding to u. Assuming x has unit length, by Theorem 2.1 we have
However, Proof. Let G be a minimizing graph among all bipartite graphs of order n with vertex connectivity k, and let x be a least vector of G of unit length. As G is bipartite, x contains no zero entries, and has same signs on each vertex partition of G. In addition, every edge of G joins two vertices with opposite signs. Let U be a vertex cut-set of G containing k vertices, whose deletion yields the components 
with equality if and only if k = (n − 1)/2 . So this case cannot occur when k < (n − 1)/2 . Case 2: One component of G − U, say G 1 , contains at least two vertices. Then G − U contains exactly two components, say G 1 , G 2 ; otherwise, a new graph G will be obtained from G by joining the vertices within
) the set of all positive (respectively, negative) vertices of 
where the first inequality holds as x(w 1 ) x(w 2 ) > 0. Hence λ min (G) = λ min (G), and x is also a least vector of G. By considering Eq. (1.2) for the graph G and G both on the vertex w 1 ,
As N G (w 1 )\N G (w 1 ) ⊃ W / = ∅ and x(w) < 0 for each w ∈ W , the above two equalities cannot hold simultaneously, a contradiction. So this case cannot occur.
By above discussion, if 1 k Proof. Let G be a minimizing graph in G k n with a least vector x. By Lemma 2.2, x contains no zero entries. If G is not bipartite, then G has some edges joining vertices with same signs. Deleting these edges we then obtain a bipartite graph G with λ min ( G) < λ min (G) and 0 κ(G ) := k k = κ(G). However, by Theorems 2.1 and 2.3,
which yields a contradiction. So G is bipartite and the result follows by Theorem 2.3. 
