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An efficient algorithm for the construction of a regular chain of involutlve integral 
elements for a general exterior differential system is presented, It is based upon the 
existence theorems of the Gartan-Kb..~ler theory~ and may be used to analyse partial 
differential equations by formulating them as exterior differential systems. 
1. Introduction 
There exists an important class of problems in physics and mathematics whose solutions 
may be characterised in terms of integral manifolds of exterior systems of differential 
forms. Some of these problems arise naturally in the Calculus of Variations (particularly 
when constraints are in evidence) and also in many situations where geometric intuition 
can be used to advantage, A system of partial differential equations of any order and 
degree can be replaced by a system of exterior forms (together with a set of "independence 
forms") and the study of the former gains appreciably in conceptual clarification by 
analysing solutions in terms of regular involutive integral elements of the latter, These 
elements arise as solution spaces of linear algebraic equations and a detailed study of 
such equations offers a structured approach both to the integration of the system as well 
as the problem of accommodating compatible boundary data, Such an approach may be 
contrasted with the more traditional treatments for solving partial differential equations 
that are based on specialised techniques and ad hoc constructions. While these are of 
unquestionable value for many important linear partial differential equations they are 
rarely of use in nonlinear problems. Such problems have become increasingly important 
in both classical and quantum phenomena. However theoretical progress in analysing 
the general solution of non-linear partial differential equations has often been limited to 
id.ealised low dimensional situations. 
Given the general nature of the existence theorems that underlie the construction of in- 
tegral manifolds of exterior systems it may at first sight appear surprising that there is no 
general theory of partial differential equations comparable to that for ordinary differen- 
tial equations. Although the theory of exterior systems has been developed considerably 
in recent years following the early pioneering efforts of Cartan and K~hler there appears 
to be no general method for constructing such manifolds. For analytic problems recourse 
to power series expansions is available and local integrability is assured by virtue of the 
Cauchy-Kowaleska theory. Even in this situation putting the Cartan-K£hler theory into 
practice often involves heavy algebraic labour before one can contemplate the process of 
integration. 
In an attempt to analyse the machinery behind the proof of the Cartan-K~ihler theorem 
we have been motivated to devise an efficient algorithm for the construction of a regular 
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chain of integral elements for a general system of exterior forms. In particular we are 
concerned that such a chain be in involution with a preferred set of "independence forms" 
so that solution manifolds may be properly associated with a system of partial differential 
equations. It is this emphasis on maintaining regularity and involution that renders the 
problem non-trivial. Although the calculations remain computationally intensive they 
may be coded into the symbolic omputation language REDUCE with an algorithm that 
efficiently constructs the appropriate chain if it exists. We believe that such an algorithm 
for the practical implementation for the Cartan-K~hler theory may be a useful precursor 
to a deeper analysis of exterior differential systems. 
In section 2 we outline the mathematical background relevant for a discussion of ex- 
terior systems and the Cartan-K~hler theorem. Section 3 presents our basic algorithm 
for generating integral elements and describes how the conditions for regularity and in- 
volution can be efficiently monitored. This section concludes by extracting from the 
output of the algorithm the integrability conditions that must be satisfied by the oth- 
erwise arbitrary functions introduced. In section 4 some aspects of the implementation 
in REDUCE are described, and a simple example is presented in which the algorithm 
recovers the well known d'Alembertian solution of the two dimensional wave equation. 
We also mention the times taken by the algorithm to handle some less trivial examples. 
Further developments are discussed in the summary section. 
2. Mathemat ica l  Background 
Before describing the algorithms used to implement the Cartan-K~ihler theory, we present 
a brief discussion of the mathematical background. First the relevant definitions and 
concepts concerning exterior differential system are introduced. Then we describe one 
way to convert partial differential equations into exterior systems, and finally we give the 
Cartan-K~hler theorem, which lies at the centre of this study. 
The discussion here is necessarily brief. Further details may be found in many places, 
starting with Cartan(1945) and K~ihler(1934), and including Choquet-Bruhat et a1(1982), 
Dieudonn~(1974), Estabrook and Wahlquist(1989), Gardner(19S3), Goze(1989), Grif- 
fiths(1983), Kuranishi(1957), Molino(1982), ~lebodzifiski(1970), and Saunders(1989). 
2.1. EXTERIOR DIFFERENTIAL SYSTEMS 
Let M be a real or complex differential manifold with dimM ---- n, and A(M) the ring 
of exterior differential forms on M. An exterior di~erential system S on M is just a 
collection S -- {X~} of differential forms Xa E A(M). A system S is said to be graded if 
it can be decomposed into systems of homogeneous degree: 
S = So u S1u  . . . S , ,  
and closed if 
dS mod S = 0. 
The closure S = S U dS of S is always closed. From here on, all systems will be assumed 
to be closed and graded. 
An integral manifold of S is an immersion ¢: N ~ M such that the pull-back of S 
vanishes: 
¢*S=0.  
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An integral manifold coutd also be called a solution of S. An integral elemen~ E of S 
consists of a point z 6 M such that S01s = 0 and a subspace E(=) C TzM such that 
SIs(,) = 0, that is, 
x(v l ,v2  . . . .  ) = 0 Vx e Sis, v l ,v=, . . ,  e E(,). 
We shall write SIs = 0 to denote this. If ¢: N ~ M is an integral manifold of S, and 
y G N, then ¢.(TvN ) is an integral element of S at ¢(y) 6 M. 
The basic strategy to be employed in finding integral manifolds of S is to work point- 
wise, building up a sequence of integral elements of increasing dimension, and then to 
integrate these in a neighborhood to give an integral manifold. 
Associated with a q-dimensional integral element Eq of S at z 6 M is the polar elemen~ 
H(Eq) of Eq defined to be the set of tangent vectors v 6 TxM such that Eq ~9 span {v} 
is a (q + 1)-dimensional integral element. That is, 
H(Eq) = { v e T~M : (ivS)l~ , = 0}. 
The set of linear equations determining H(Eq) is called the polar system. The co- 
dimension of the polar element in TxM: 
r(Eq) = codim H(Eq) 
is the rank of the polar system (provided the latter is consistent). 
It remains to define the key concepts of regularity and involution. Roughly speaking, 
an integral element Eq of S is regular if there exists a neighborhood A f (in the space of 
all q-dimensional integral elements of S) such that r(E) = r(Eq) for all E E .hr. This 
neighborhood must allow for variation in both the point ~ and the tangent vector space 
Eq (~) of Eq. An integral element Eq will certainly be regular if r(Eq) is maximal. An 
integral manifold is then said to be regular if its integral elements are all regular. 
A sequence of integral elements of increasing dimension, 
E0 C E1 C . . .  C Eq (2.1) 
is called a chain of integral elements. Associated with such a chain is a sequence of 
Caftan characgers o, sl, . . . ,  sq given by 
so = r (Z0)  
,1 =  (E1) -  (E0) 
sq --- r(Eq) - r(Eq-1). 
It is straightforward to show that si > 0 for i = 0, 1, . . . ,  q. For such a chain, we will 
also write 
rq -- r(Eq) 
= so + sl + . . .+ sq. 
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The chain (2.1) of integral elements is called regular if E0, El,  . . . ,  Eq-1 (that is, ali 
dements but the last) are regular. 
To define involut ion we need first to have a set of independence fo rms,  {w 1 , w2, . . . , w p }. 
This is some collection of 1-forms in A(M), and we denote by f~ C AI(M) the subring 
generated by {wt}. For a solution ~: N -+ M of (S, t2) to be acceptable, we require that 
¢@1^w2^ ...^~P) # 0. 
Broadly speaking, the independence forms represent the "independent variables" with 
respect o which we wish to solve S. The definition of involution is now simple, but as 
will be seen later, its interpretation is somewhat more subtle. 
An integral element E of an exterior differential system S is said to be in involut ion 
with ~2 (or {w~}) if 
~1~ # o, 
that is, if there is no v G E such that 
~(v) = 0 ¥ ~ e t2. 
The system S itself is said to be in involution with f] at z E M if there exists some 
p-dimensional integral element Ep of S at z which is in involution with f~ and is at the 
end of a regular chain of integral elements. 
2.2. CONVERTING SYSTEMS OF PARTIAL DIFFERENTIAL EQUATIONS TO 
EXTERIOR DIFFERENTIAL SYSTEMS 
A useful application of exterior differential systems is the analysis of systems of partial 
differential equations (PDEs). Before the theory to be described shortly can be applied, 
the partial differential equations must be re-expressed as an exterior system. It should 
be stressed that while the recipe given here is straightforward, it is by no means the only 
possible one, and often not the most efficient one since it tends to lead to manifolds M 
of higher dimension than llecessary. 
Consider a general system of (possibly non-linear) PDEs of maximum order ~r: 
fv (z  i, u a, ua , i l , . . . ,  uo`,il...i,~) = 0 v = 1, 2, . . . .  (2.2) 
where x i (i = 1, . . .  ,p) are the independent variables, uo` (a - 1 , . . . ,  m) are the depen- 
dent variables, and u~i~ = Ou~'/Oz q etc. 
These PDEs can be expressed as 0-forms on a jet bundle J~(R P, Rm). For our pur- 
poses, this can be regarded simply as a manifold with coordinates labelled 
X i, ~a  ~ i l ,  • . •, U°til...i~, )
(where u~q. . .q  is symmetric in the indices il , . . iq for q = 2, 3, . . . .  a), equipped with a 
contact sys tem 
C = { du °` - uaq  dx q , 
duo`il - uaixi2 dz  i2, 
duC~q...i~_ 1 -- uo`ia...i~ dz  i* ) 
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and a set of independence forms {dzi). 
Note that the coordinates u~i~...iq (no comma) on Ja(RP, R m) are not the same as 
the partial derivatives ua,i~...tq (with comma). This interpretation becomes valid only 
on integral manifolds ¢: N --* Ja (R  ~, R m) of C, where 
¢*~,  = a(~ "u~) 
etc. 
Adding the functions (0-forms) on Ja (R  p, R rn) 
fv(Z ~ ,U a, Uail, . . ., Uail...i~) 
(note: no commas) to C and taking the closure yields an exterior differential system S ~ 
representing the PDEs (2.2). 
As a first step to solving this system, we will assume that the functions (2.3) may be 
solved to express the m(p+~) coordinates u ~, u%~,. . . ,  u~'i~...,, in terms of n parameters, 
the p independent variables z~ and a set of (n - p) parameters z". This gives a mapping 
¢: M -* Ja (R p, pjn) 
between an n-dimensional manifold M (coordinated by (z i, za)) and the jet bundle such 
that 
¢(z  i) = x t i = 1 , . . . ,p ,  
and 
¢*fv = 0 Vu. 
The original PDE system (2.2) can now be represented by the system S = ¢*S ~ on 
M (which just involves ubstituting the u's by their expressions in terms of z's and z's) 
with independence forms {dz~). 
2.3. THE CARTAN-I~.AHLER THEOREM 
Although the definitions and concepts urrounding exterior differential systems are quite 
general, the Cartan-K~Lhler theorem to he described presently is valid for analytic mani- 
folds only. So from this point on it will be assumed that all functions are analytic (ie can 
be expanded in power series). We also assume that any O-forms in the exterior system 
have been eliminated in a manner similar to that just described. It should be noted that 
the result is a local, not a global one. The statement is as follows. 
CARTAN-KAHLER THEOREM. Let M be an n-dimensional analytic manifold and S an 
exterior differential system on M.  Let Nq-1 be a regular (q - 1)-dimensional integral 
manifold of S, Eq-1 --- (z, Eq-l(x)) one of its regular elements and Fr~_l+q be an (rq-1 + 
q)-dimensional mani£old containing Nq-1 whose tangential element has only one Eq in 
common wi~h H(  Eq_I ) at z. Then there is exactly one q-dimensional integral manit'old 
Nq o[ S in the neighborhood of z which contains Nq-1 and is contained in Fr~_~+g. 
It is easy to establish the existence of an Frq_2+q satisfying the conditions given. 
Suppose that a basis is taken for T~M such that the first n - rq-1 vectors also form a 
basis for H(Eq_I).  Then Fr,_2+q can be any manifold through z whose tangent space 
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at z includes the remaining vectors in the basis for TzM,  the vectors in Eq-1, and one 
more vector from H(Eq_I). The proof of the theorem may be found in many of the 
texts referred to earlier. The theorem is an existence theorem, 5ut it points the way to a 
constructive algorithm for finding local solutions to exterior systems by building regular 
chains of involutive integral elements. 
Although Nq is unique within F~,_l+q, there is a degree of indeterminacy in the choice 
of Fr,_l+q. This is given by the freedom in choosing a single vector % from H(E~- I ) ,  
which together with Eq_ 1 forms an E~. This involves choosing dim H(Eq_l)--dim Eq-1 = 
n - rq-1 - (q - 1) arbitrary constants. Since the magnitude of vq is unimportant, Eq 
depends on the choice of one constant less, ie n - q - rq-1. When all points in Nq are 
considered, the choice becomes one of n - q - rq-1 arbitrary functions of q variables. 
Given a set of p independence forms {w~}, we are ultimately interested in constructing 
an involutory p-dimensional integral manifold Np of S. So the Eq constructed above is 
used to construct an Eq+l using an additional vector vq+l. But then one of the arbitrary 
functions in % simply reflects the arbitrariness in the choice of an Eq lying between 
Eq-1 and Eq+l, since an arbitrary multiple of vq+l could be added to %, giving a new 
E~ without affecting Eq+l. 
Using this argument, it can be seen that the ultimate integral element Ep (if it exists) 
is determined by 
(n  - p )  - so 
+(- - p )  - (so + sl) 
+(- - p )  - (so + s l  + . . ,  + sp-1) 
arbitrary functions of 1 variable 
arbitrary functions of 2 variables 
arbitrary functions of p variables 
=p(n -- p) - (pso + (p - 1)sl ÷ . . .  + sp_l) arbitrary functions. 
(2.4) 
While carrying out this process of building up integral elements Eq, it may happen that 
at some stage q < p it is not possible to construct the next link in the chain, because the 
requirement that Eq be involutory renders the polar system of linear equations defining 
the polar element H(Eq)  inconsistent. If this occurs (and if it cannot be remedied by 
adjusting previous elements in the chain), then the system S is not in involution with 
{w~}. This can arise in three ways. 
(1) There is no solution of S with respect o {wl}. That is, there is no way to make the 
polar system consistent. 
(2) The polar system can be made consistent by requiring that some further 0-forms on 
M vanish (ie that some further PDEs be satisfied in the case where S is obtained 
from PDEs). When this occurs, it is necessary to abandon the current construction 
and pull back the system to a manifold which is a submanifold of M defined by the 
new 0-forms, as described at the end of the preceding section. This is the case, for 
example, if S was obtained in the manner described earlier from a system of PDEs 
which were not "in involution" (see eg Chester (1971)). 
(3) The polar system cannot be made consistent as in (2), but can be made consis- 
tent by imposing relations between the previously introduced "arbitrary" functions 
(compromising their arbitrariness). In this case, the current construction must be 
abandoned, and the original exterior differential system prolonged. This is achieved 
for example by pulling-back the contact system of part of the Grassmann bundle of 
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p-planes onto the locus of all p-dimensional involutory integral elements of S. By the 
Cartan-Kuranishi theorem, repeating this procedure will eventually ield a system 
which is either in involution, or falls into classes (1) or (2) (see Kuranishi(1957), 
Dieudonnd(1974)). 
The present programme is not designed to accomodate systems that fail to be in 
involution. Non-involutory systems and the topic of prolongation deserve a separate 
treatment. 
3. Algorithm 
In this section we describe the algorithm used to construct regular involutive chains of 
integral elements for an exterior system S. 
These chains will incorporate the max imum number of arbitrary functions, which must 
then be subject to integrability conditions in order for the integral elements to mesh and 
form integral manifolds. 
The algorithm for constructing a regular involutive chain of integral elements involves 
repeatedly constructing a (q + 1)-dimensional element Eq+i containing a q-dimensional 
Eq, starting at q = 0 and finishing when q + 1 = p. Thus the central algorithm is that for 
performing a single step from Eq to Eq+l. This is what is described here, the remainder 
of the procedure being straightforward. 
3.1. GENERATING INTEGRAL ELEMENTS 
Let S be a closed, graded differential system on an n-dimensional manifold M, and 
suppose that S contains no 0-forms. Let {aft, i ---- 1, ...,p) be independence forms, and 
~a a "- 1, ..., n -  p) be 1-forms such that {wi,( a} is a coframe for M. Let {W~, Za} be 
the dual frame. 
Given a regular, involutive q-dimensional integral element Eq, we wish to find vectors 
vq+l such that E~+I - Eq ~ span {vq+l} is an integral element. That is, vq+z must 
satisfy 
( i~,+,S) lm . = 0. (3.1) 
We also want Eq+l to be regular and involutive. 
Regularity will be dealt with in the next section, but involution may be enforced for 
the moment by assuming that vq+l can be written in the form 
n- -p  
 q+l = wq+l + z +,za (3.2) 
a----i 
(whereby it is assumed that E~ contains vectors involving W1 .. . . .  Wq, and q < p), where 
the l~+ 1 are functions on M to be determined. 
Substituting (3.2) into (3.1) yields the polar system of linear equations for the l~+ 1. 
The rank of this system is rq = r(Eq), so that this many of the I.a+l may be fixed in 
terms of the remaining (n  - p) - rq = (n - p) - (so + s l  + ... + sql. Comparison with 
the argument following the theorem shows that the free l~+ 1 are the arbitrary functions 
of (q + 1) variables upon which the general chain depends. 
So the basic procedure for performing a single step is to set up the vector vq+l, de- 
termining the system of linear equations for the I a and solve them as far as possible. 
But the algorithm is not quite complete, because proper account has not yet been taken 
of involution and regularity. 
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3.2. INVOLUTION AND REGULARITY CHECKING 
a If the system of linear equations for the lq+ 1 set out in the preceding section is inconsistent 
and has no solution, then there is no Vq+l of the form (3.2) defining an involutory Eq+l 
containing Eq. This implies (using the Cartan-K~ihler theorem) that the assumption that 
Eq was regular and involutory is false. This does not necessarily imply that S itself is not 
in involution with the {~vl}, since this is true only when there is no regular involutory El. 
So we must check the consistency of the polar system for the l~+ 1 for a general choice of 
E~, as opposed to the special choice made in equation (3.2). 
First, we must prepare a general choice of Eq. Suppose that Eq-1 is a general regular 
involutory integral element, and take, as a general choice for Vq, 
p n--p 
z zo, (3.31 Vq=~ qW~+ 
i=q a=l  
where the a~ are adjustable parameters. It is implicit in this choice that the vec- 
tors el,. • • ,vq-1 spanning Eq-1 are of the form (3.3), containing terms )-~i=jP aiW~ 
(j -- 1,... ,q - 1), justifying the restricted range on the first sum above. 
The polar system for the I~ is given by substituting (3.3) into 
(i%s)ls,_, = 0. (3.4) 
Since Eq-1 is regular and involutory (by assumption), equations (3.4) are consistent and 
may be solved for the l~, resulting in an Eq = Eq-1 ~ span ~v~} which depends upon a 
number of arbitrary functions as before, and additionally upon {c~, c~+~ ..., c~}. 
Now we can re-examine the construction ofEq+l from Eq. Let 
p n--p 
Z ' ° (3.5) ~q+l Wi + E lq+ 1Z~' 
i=q+l a=l 
where the c~+ 1are again adjustable parameters. (This choice is made with a view to 
continuing the process to q q- 2, q -{- 3, . . . ,  p. The a~+l are not relevant in the step 
q ~ q%1). 
Substituting (3.5) into (3.1) yields the polar system of linear equations for the l~+ 1. 
If this system is inconsistent for arbitrary values of ~a~,j - 1, . . . ,  q, i - j , . . .  ,p}, then 
there is no choice of values for these {~ ) which would yield a regular involutory Eq, and 
hence the system S is not in involution with the ~wl}. 
If however the polar system is consistent, hen its rank r(Eq) with oe~ arbitrary must 
be the maximum possible, so a regular Eq can be achieved by choosing particular values 
for the c~, with the requirement that the choice does not decrease r(Eq). The test for 
r(E¢) to remain maximal can be made by checking the determinant of the coefficient 
matrix in the solution of the polar system. This determinant is typically a polynomial 
function of the a~, and its vanishing for a particular choice would imply a drop in the 
rank of the polar system. There are many ways in which suitable values for the c~j. could 
i through the non-negative integers be found. The method adopted here is to step each aj 
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begin 
q~dimE+l; 
~_ P i . aqW} , E,=, + E:";f t°zo; 
unknowns + { 1: }; 
equations ~ ( contractions of ivO with respect o E 
such that 0 E S and degree(O) _< q ); 
i f  ( equations inconsistent } then ( involution error exit ); 
solutions ~-- ( solve equations for unknowns ); 
new arbitrary functions ~-- ( free 1 a in solutions }; 
Idl ~ ( determinant in solutions }; 
v ~--( substitute solutions in v ); 
E+--E 0 {v}; 
,-- u 
return E ,  {a}, Idl, new arbitrary functions; 
end; 
Figure 3.1: The funct ion next E.  This function is used to compute the possible next 
integral elements in a chain, and at the same time find conditions for the present one to 
be regular. 
starting at zero until a value is found at which the determinant does not vanish. The 
simplest way to ensure involution of the chain is by always choosing a~ = 1. 
The completed algorithm for stepping from Eq to E~+I is shown in figure 3.1. It is a 
function taking as input Eq depending upon {a~,j  = 1,...,  q, i = j , . . .  ,p}. It constructs 
vg+1 and generates the system of linear equations for the l~+ 1. These are solved, giving 
an error if there is no solution, and the determinant in the solution is saved for later use. 
The solutions are used to give the output Eq+z, which depends on the previous c~ and 
additionally on {a~+l}. A list of the new arbitrary functions appearing at this step is 
also returned. 
The output Eq+l and { ~+1} may then be fed back as input for calculating Eq+2, and 
SO on,  
When a complete set El, . . . .  Ep of integral elements has been collected, the parameters 
{a~, j = 1 . . . . .  p, i = j . . . .  , p} are chosen in the manner described earlier so that none of 
the saved determinants vanishes. 
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3.3. INTEGRABILITY CONDITIONS 
By repeated application of the algorithm just described, a regular involutory chain ter- 
minating with an Ep is obtained. Ep will depend on a number of arbitrary functions as 
explained in section 2. In order for the Ep in a neighborhood of the point ~ - E0 E M to 
integrate to give an integral manifold, the conditions of the Frobenius theorem must be 
satisfied. These conditions will lead to a set of integrability conditions for the arbitrary 
functions, which will take the form of a set of first order PDEs. The purpose of these 
integrability conditions is to restrict he arbitrary functions o that they depend only on 
the number of variables et out in the table (2.4). 
The Frobenius test can be performed as follows. ,4. basis for the space Ep ± of 1-forms 
which annihilate Ep can be written as 
where the 0-forms ~ depend upon the arbitrary functions. The condition for Ep (or 
Ep ±) to be integrable is that 
d(Ep ±) mod Ep ± = O. 
A basis for d(En x) is given by 
de ° - Z + . 
i=1 
Modulo Ep ±, this basis must take the form 
f jk~^~ k
for some functions fjk. The conditions fjk = 0 give the integrability conditions for Ep. 
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4. Implementation 
The algorithms described above have been implemented in the "symbolic mode" lan- 
guage of REDUCE (see Hearn(1987)), making especial use of the EXCALC package of 
Schriifer(1986) for exterior calculus. The TEX output was produced using the TI~I pack- 
age of Antweiler e~ ai(1988). The result appears to us to be a useful tool in the study 
of exterior differential systems, and hence of systems of PDEs. The top-level call is to 
a routine EXSOLVE,  which takes as its input three lists of forms: the first defining the 
exterior differential system S, the second giving a coframe for the manifold Ai r, and the 
third giving the independence forms {~}. The output produced shows the construction 
of the regular chain of integral elements, a Pfa~an (ie l-form) representation of the 
ultimate integral manifold, and the set of integrability conditions which the arbitrary 
functions in the solution need to satisfy. 
Although much of the discussion here has concentrated on coordinate-based exam- 
ples, both the Cartan-K~ihler theory and the EXSOLVE procedure are equally valid for 
coordinate-free systems. The same is true of the generalisation from real to complex 
analytic manifolds for the theory, but as yet EXSOLVE deals only with real systems. 
The systems of linear equations which need to be solved at each step typically involve 
large numbers of equations with relatively few independent ones. For this reason, we have 
implemented the linear equation solving in a blockwise manner, solving five equations at 
a time and using the results to reduce the remainder. 
Figure 4.1 shows the output from EXSOLVE for an analysis of the equation for a wave 
on a string. Here, z is the length along the string, g is time, and z~ is the transverse 
displacement of the string. The exterior differential system is obtained from the contact 
system on the 8-dimensional jet bundle J2(R2, R) by pulling back onto the 7-dimensional 
manifold where 
The result contains two arbitrary function, as expected, and the integrability conditions 
show that the sum and difference of the two arbitrary function depend upon the sum 
and difference respectively of the coordinates x and y. 
Running on a VAXstation 3100 M38 with 12MB of memory under VAX/VMS, this 
calculation takes around 6 seconds. Times for systems on larger manifolds include the 
3+1 Sine-Gordon equation (9 dimensional manifold, giving 9 arbitrary functions): 25 
seconds, and the 2+1 wave equation (12-dimensional, 7 arbitrary functions): 40 seconds. 
5. Summary  
The EXSOLVE procedure described above has proven to be .a useful tool for analysing 
exterior differential systems. It has also provided us with some insight into the work- 
ings of the Cartan-K~hler theory for constructing solutions of such systems. Using the 
algorithms we have developed, it should be possible to take a structured approach to the 
integration of these systems and to boundary value problems. 
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Exterior System 
du-  dx .ux -  dy.  uy 
du~ - ds.  uxx - dy .  uxy 
duy - dx .  uxy - dy .  uxz  
- (dux^dx + duy^dy) 
- (duz~^dz + duxy^dy) 
- (duxx^dy + duxy^dx)  
CobRge 
{dx, dy, du, dux, duy, duxx, duxy) 
Independence Forms 
{dx, dy} 
Construction of regular chain 
Cartan integer so : 3 
New arbitrary funct ions : 
{Ynl, fn2} 
Chosen vector vz : 
Ox + Ou • ux + Oux .  uxx  + Ouy .  uxy+ Ouxx. fn t  + Ouxy. fn2 
Cartan integer sl : 2 
No new arbitrary funct ions at this level 
F inal  vector v2 : 
Oy "+ Ou • uy "{- buz .  uzy  + Ouy • Uxx .+ Ouxz. fn2 + Ouzy. fn l  
Pfaff representation f integral manifold 
du-  dx .uz -  dy .uy  
dux-  dx .uxx-  dy .uzy  
duy-  dx .uxy-  dy .uxz  
duxx-  dx . fn l  - dy . fn2  
duxy-  dx . fn2  - dy . fn l  
Integrability conditions 
(Ox, dfn~) - (Oy, d fn l )  = 0 
(Ox, d fn l )  - (Oy, dfn2) = 0 
Figure 4.1: The  output from EXSOLVE for the I+I  wave equation. 
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