The starting point for most studies of water flow in soils is the memoir by Henry Philibert Gaspard Darcy (1803 Darcy ( -1858 , published in 1856. Darcy showed that, for steady saturated flow in repacked sand columns, the flux rate was linearly related to the applied pressure gradient (Darcy, 1856) . The constant of proportionality is what we now know as the hydraulic conductivity of the soil. A long time later, Davis et al. (1992) showed that Darcy's original data set was not strictly linear but only closely approximated a linear relationship. The relationship is still widely used, however, and is commonly referred to as Darcy's Law. It was extended to the realm of unsaturated flow in 1907 by the work of the physicist Edgar Buckingham (1867 Buckingham ( -1940 , who apparently did not know of the work of Darcy but who drew directly on analogy with Ohm's law and Fourier's law to define water flow through unsaturated soil in terms of a gradient of attraction and a constant of proportionality that he called "capillary conductivity" (Buckingham, 1907) . He also suggested that capillary conductivity would be a function of capillary potential (see also Sposito, 1987) .
In 1931, Lorenzo Richards (1904 Richards ( -1993 , in a paper published in Volume 1 of the journal Physics, did similar experiments to those of Darcy, looking at steady unsaturated flows in repacked columns of sand and soil. He used applied positive air pressure to ensure that the soil would remain unsaturated. Flux rates were measured when the sample had come into equilibrium with the air pressure and pressure gradient across the end of the sample. The higher the air pressure, the smaller the remaining moisture content and the smaller the pores through which the water would be flowing. He showed that the hydraulic conductivity was a nonlinear function of water content or average pressure, but at a given water content the flux rate is approximately linearly related to the pressure gradient. This much is presented in most hydrological textbooks. It is perhaps less well known that Fig. 6 of the Richards (1931) paper shows that the hydraulic conductivity is also a function of whether the soil sample is wetting or drying (i.e., that there is hysteresis in the hydraulic conductivity relationship). Richards showed both primary and secondary scanning curves. In doing so, he reinforced the conclusions of Haines (1930) in a paper published the previous year that showed hysteretic effects in experiments on columns of glass beads. The steady nature of the flow, and the air pressure in the case of the Richards experiments, imposed an equilibrium condition on the experiments, albeit different for wetting and drying. There were good reasons to do so: As in any physics experiment, you should start by learning from the simplest controlled boundary conditions. The question is whether the resulting knowledge is usefully applied to more general cases. From the hydrological perspective, the more general case means unsteady flow in undisturbed heterogeneous soils that have been subject to weathering and other soil formation processes, bioturbation, and land management practices at field scales. In these cases, it would seem that the Buckingham-Richards (B-R) approach to flow in unsaturated soils is not generally applicable at any useful scale for good physical reasons. Although there have been attempts to provide (theoretical) criteria for the validity of the equilibrium approach (e.g., Sposito, 1980) , even if water pressures were changing in ways that allowed an assumption of local equilibrium to be valid, the nonlinearity of the flux-gradient relationship would mean that the same equation cannot be valid at larger scales if there is any heterogeneity in local hydraulic conductivities. The fluxes in any chosen direction necessarily average linearly, but pressure gradients and hydraulic conductivities cannot. Some averaged effective gradient and averaged effective conductivity values will not therefore be sufficient. Attempts to allow for heterogeneities within equilibrium flow theory have proven complex and subject to strong assumptions (e.g., Yeh et al., 1985) , and it is now appreciated that nonequilibrium effects, such as different types of preferential flows, can be common in undisturbed soils (see other papers in this issue). We can conclude that, for wider applications of flow in soils, the experimental set-up of Richards (1931) was the wrong experiment (see also Beven, 2014) .
But the importance of preferential flows has been recognized for a very long time. We can look back at least to Schumacher (1864) , who wrote: the permeability of a soil during infiltration is mainly controlled by big pores, in which the water is not held under the influence of capillary forces (quoted in Beven and Germann, 1982) .
A similar inference was made from early research at what became known as the Rothamsted Experimental Station. Rothamsted dates from 1843 when John Bennet Lawes (1814 Lawes ( -1900 , the owner of the Rothamsted Estate, appointed Joseph Henry Gilbert (1817 Gilbert ( -1901 , a chemist, as his scientific collaborator with the aim of improving agricultural practice and productivity. Lawes was a classic gentleman scientist, who in 1842 was granted a patent for the production of superphosphate fertilizer and created the world's first factory for artificial manures. In Lawes et al. (1882) , the first results from the Rothamsted drainage plots or lysimeters, which are still being monitored today, were presented. From analysis of the chemical composition of the drainage waters, they stated that
The drainage water of a soil may thus be of two kinds: it may consist (1) of rainwater that has passed with but little change in composition down the open channels of the soil; or (2) of the water discharged from the pores of a saturated soil.
They also noted that
In a heavy soil, channel drainage will in most cases precede general drainage; a portion of the water escaping by the open channels before the body of the soil has become saturated; this will especially be the case if the rain fell rapidly, and water accumulates on the surface.
Statements about non-equilibrium flows in unsaturated soils therefore preceded the equilibrium "soil physics" description by some decades. Both Lawes and Gilbert were later elected as Fellows of the Royal Society.
There were other sources of evidence. Soil thin sections were being examined in the laboratory under microscopes since the early years of the 20th Century. The book by Kubiena (1938) summarized a large body of work (see also FitzPatrick, 1984) . One of the features of such sections that was commonly found was the layering of clay particles around larger soil pores. These were called cutans (see, for example, Banse and Graff [1968] and Brewer [1960] ). The inference was that some cutans were the result of translocation of clay particles by flowing water, which would then suggest a nonlaminar flow regime.
There is, of course, no shortage of mechanisms for producing macropores and open channels in the soil, where water will be less subject to capillary forces. Beven and Germann (1982) list pores formed by soil fauna, pores formed by plant roots, cracks and fissures, and natural soil pipes formed either in dispersive soils or peat soils. In addition, there is the possibility of the creation of non-equilibrium fingers of wetting in unsaturated soil by different mechanisms. Indeed, it would appear that non-equilibrium or preferential flow can be considered ubiquitous in field soils and may dominate during infiltration and redistribution, whereas capillary-dominated equilibrium flow might be important only during extended periods of drainage (e.g., Germann, 2014) .
Despite this evidence and practical experience, preferential or non-equilibrium flows in soils were generally ignored during this period. Even as late as 1990 there were hydrology texts that made no mention of macropore flows, preferential flows, or nonequilibrium flows in soils (e.g., Bras, 1990) . The seminal book edited by Mike Kirkby on Hillslope Hydrology (Kirkby, 1978) mentions pipeflows (which were also of interest to geomorphologists in terms of channel development) but no other forms of non-equilibrium flow. My own personal experience also suggests that it was difficult to get a positive review of papers on preferential flow from a whole generation of soil physicists during this period. There was either denial that this was a significant problem or criticism of any alternative theory that it did not represent soil physics. Sposito (1987) , in his review of the physics of soil physics, makes no mention of any study involving non-equilibrium flows. His concerns, as expressed in four fundamental questions at the end of his paper, are concerned with issues of similarity of soil characteristics, relating the Richards formulation to internal energy balance, the physics of coupled heat and water flows, and relating microscopic (equilibrium) behavior to macroscopic flows in a more rigorous way. These questions have rightly continued to occupy soil physicists to the present day, but the difficulty of developing a "physics" of non-equilibrium flows in soils with arbitrary structure remains. It is also interesting that the review of preferential flows by Liu and Lin (2015) does not cite a single paper prior to 1990 (not even the important early review of Thomas and Phillips [1979] ), even though the literature on preferential and non-equilibrium flows has expanded enormously since then. The review of Jarvis (2007) is better in this respect, but it is important that some of the earlier contributions should be properly recognized. There are undoubtedly many other observations of preferential and non-equilibrium flows of water in soils that did not get published in this period. Luxmoore et al. (1981) , for example, discuss the problems involved deriving unsaturated hydraulic conductivities from field observations of capillary potential and water content profiles over time. Cases where infiltration resulted in wetting at depth while the gradient of potential remained upward (inferring a negative conductivity value) were common. In that particular case, this led to some later work on preferential flows (e.g., Watson and Luxmoore, 1986) ; in many other cases, such values were simply excluded as "outliers" or anomalies. Such was the power of the B-R paradigm.
More Evidence for Preferential Flows
As noted above, the recognition of preferential water flow through soil goes back a long way. Many of the early references to such flows were qualitative or conceptual in nature. The American hydrologist Robert Elmer Horton (1875 Horton ( -1945 was aware of both vertical preferential flows during infiltration, including the potential impacts of entrapped air (see Fig. 1 , taken from Beven, 2004a) and downslope preferential flow in soils with "sun cracks" that he called "concealed surface runoff" (Horton, 1942) . He also had an interesting interpretation of his empirical infiltration equation, which has a functional form that produces an exponential decline from an initial rate to a final constant capacity. This is similar in shape to the analytical infiltration equations derived from the Darcy-Richards equation under different assumptions about the soil moisture characteristics from Green and Ampt (1911) to Philip (1957) and others. Horton, however, suggested that the exponential form was due not to a soil profile control of the wetting front (as implied by B-R theory) but due to "extinction phenomena" at the soil surface, such as the packing of the surface by raindrop impact, the swelling of the soil at the surface closing cracks, and the blocking of larger pores by fine particles mobilized by rainsplash (Horton 1933) . In particular, he notes: This is the principal reason why soils free to drain are not seldom if ever fully saturated during rain, however intense or prolonged. Another reason is the necessity for escape of air as fast as the water enters the soil. This reduces the pore space available for water within the soil (Horton, 1933) .
At much the same time, Charles Hursh (1895 Hursh ( -1988 , working on the forested high-infiltration capacity catchments at Coweeta in North Carolina, noted that, ...in considering flow through upper soil horizons, the formulas of soil mechanics do not generally apply. Here porosity is not a factor of individual soil particle size but rather of structure determined by soil aggregates which form a three-dimensional lattice pattern. This structure is permeated throughout by biological channels which in themselves also function as hydraulic pathways. A single dead-root channel, worm-hole or insect burrow may govern both the draining of water and escape of air through a considerable block of soil (Hursh, 1944) .
Such factors are, of course, much more difficult to treat theoretically. There were no methods available for adequately characterizing the soil structure (and even now we cannot do so at other p. 4 of 17 than laboratory core scales), the changes that take place at the soil surface during infiltration, or the physical, biotic, and land management processes that might operate to alter infiltration capacity after rainfall events. Soil structural voids are often recorded in soil surveys in qualitative ways, but the relationship between voids and water fluxes can be complex. It was much easier to theorize and quantify infiltration rates based on the B-R theory (and, indeed, it still is, hence the use of dual-permeability models as a way of representing preferential flows within an equilibrium gradient framework).
And yet, some of the most persuasive evidence that nonequilibrium flows might be important comes from tracer evidence. One of the first studies to demonstrate this was that of Reynolds (1966) . He demonstrated, by detecting sorbed pyranine using ultraviolet light, lateral movements of water in the organic layer and deeper penetration of infiltrating water close to tree trunks. Tracers and destructive sampling have been used to demonstrate preferential flows at both laboratory soil core (e.g., Hornberger et al., 1991; Kissel et al., 1973; Omoti and Wild, 1979; Seyfried and Rao, 1987; and Fig. 2, taken from Beven et al., 1993) and field plot scales (e.g., Fig. 3 , taken from Flury et al. [1994] , Quisenberry and Phillips [1976] , and the 1979 experiment reported in Beven and Germann [2013] ). Other terms were also used in these tracer studies, such as by-passing flows (e.g., or short-circuiting (e.g., Bouma and Dekker, 1978) and channeling flow (e.g., Beven and Germann, 1982) .
Other evidence came from work on tracer breakthrough curve experiments on (mostly saturated) undisturbed soil cores (e.g., Bouma, 1977a, 1977b; Bouma, 1981a; Bouma and Wösten, 1979; Jury, 1982; Kanchanasut et al., 1978; Rao et al., 1980; Scotter, 1978; Smettem, 1984; White et al., 1984) and in lysimeters and field experiments (e.g., Blake et al., 1973; Trudgill et al., 1983; Tyler and Thomas, 1977) . Such studies were driven by a concern with understanding the transport of nutrients, biocides, and pathogens in the field. The later Lancaster work on transport in undisturbed cores using multiple tracers (e.g., Abdulkabir et al., 1996; Henderson et al., 1996; and Fig. 2 ) was performed in the context of the mixing of subsurface sources of radionuclides in the near surface soil. Many such studies showed the early breakthrough of tracer, far faster than would be expected by the accepted theory of transport in porous media based on the advection-dispersion equation (ADE). The ADE predicts a symmetrical Gaussian distribution of solute concentrations in space in the direction of travel, which is slightly skewed when concentration measurements are made at a single depth as the solute cloud passes, reflecting the effects of greater dispersion at later times. Observed breakthrough curves in undisturbed cores are generally highly skewed toward the origin with much longer tails and often with significant amounts of tracer being retained even after many pore volumes of water are added after the tracer pulse. The interpretation of the greater skew and longer tails was that the initial early breakthrough was the result of transport in larger-pore pathways that was effectively bypassing much of the soil matrix. The transport could also depend on the nature of the macropores (e.g., Bouma et al., 1977) , and the mixing of multiple sources could be even more complex (e.g., Henderson et al., 1996) . Some extreme cases of preferential flow were reported at this time. Rahe et al. (1978) , for example, suggested that Escherichia coli could move downslope through a forest soil away from a septic tank at rates of 15 m h -1 , suggesting connected flow pathways over significant length scales.
Infiltration and Soil Air Pressure
A quite separate strand of research concerned with the effects of larger pores in the soil on water flows stemmed from concerns regarding the effects of internal soil air pressure on infiltration and consequently on overland flow. Figure 1 shows that as early as the 1940s Robert Horton was aware of air pressure effects on infiltration and the role of larger voids in allowing air to escape back to the surface. He performed some detailed experimental work on repacked soil cores under ponded infiltration to examine this in more detail (Beven, 2004a) but recognized that the effects might not be as great under field conditions with lower rainfall intensities. Later, the role of air pressure in infiltration became a concern of agricultural engineers concerned with land management measures to mitigate overland flow. Dixon and Linden (1972) and Linden and Dixon (1973) reported that an internal air pressure of about 2.0 kPa (20 mbar) decreased infiltration rates by a factor of 3, whereas Linden and Dixon (1976) found even greater reductions with air pressure excess of only 0.5 kPa (5 mbar). Dixon and Peterson (1971) suggested that air would escape most easily though larger channels in the soil, and agricultural equipment was designed with a view to enhancing the potential for air to escape during infiltration. The effects of air pressure on the nature of soil water flows are still not very well understood for the case of field soils.
Quantitative Studies of Preferential and Nonequilibrium Flows
An early study of the role of larger pores on f low was performed by Burger (1922) and Burger (1940) (summarized in Germann and Beven [1981] ) on over 70 different Swiss soil horizons, some of which had up to 10 replicate measurements, although only averages were reported for each horizon. The study involved the measurement of permeability using a ring permeameter together with an estimate of the freely drained porosity derived from allowing slowly saturated samples to drain for 24 h to reach what Burger called the "air capacity" of the soil. Analysis of the data in Germann and Beven (1981) reveals a power law relationship between flux and drained porosity with a power of 2.419. That is somewhat greater than the theoretical value that might be expected for laminar flow through systems of cylindrical tubes (a power of 2 on macroporosity) and less than that for film flow in planar cracks (a power of 3). A similar analysis of the data from Ehlers (1975) on flow into individual wormholes provides a p. 5 of 17 power of 4.138 on pore radius, slightly greater than the theoretical value for laminar flow in saturated cylindrical pores of 4 (Childs, 1969) . Ehlers recognizes that the resulting volumes are affected by flow rates, storage volume of the channels, and percolation away from the channels into the matrix. There is one point on the plot that is a distinct outlier (at a diameter of 6 mm but with a very low flow rate). Excavation at this point after the experiment revealed that the earthworm was still in its burrow . More recently, Germann (2014, and citations therein) has argued that the exponent can be fixed at 3 for film flows based on viscous flow theory and Stokes Law, whereas Jarvis et al. (2017) suggest a range from 1 to 3 in fitting field data. Gaiser (1952) also suggested that the high density of root channels in a forest soil under deciduous trees in Ohio would have an important impact on water flows. Hoover (1962) noted that abundant plant and animal channels in surface soil layers increases their lateral permeability so that water movement may take place downslope before the underlying soils are completely wet. Green and Askew (1965) studied the macropore networks produced by ants down to depths of 1 m; whereas Williams and Allman (1969) found cylindrical macropores to depths of at least 10 m in a loess soil, they were unsure what had produced them. Ehlers (1975) found that the macropores produced by earthworms increased in frequency down to a depth of 0.6 m in both tilled and untilled soils at his site, although frequencies were generally less in the tilled soil. Aubertin (1971) studied the role of root channels in downslope flow through Piedmont soils and found that they could make up to 35% of the soil volume.
However, most studies by soil hydrologists remained firmly within the B-R equilibrium framework. The challenge at that time was not to question the theoretical concepts but to try and characterize the soil structure in quantitative ways (e.g., Bullock and Murphy, 1980) so that it could then be related to the hydraulic conductivity for both saturated and unsaturated conditions. The first theories of unsaturated hydraulic conductivity were "bundled capillary tube" models and depended Fig. 3 . Variability of the vertical flow pattern between two profiles within the same plot after a sprinkling application of 40 mm of colored water with wet initial conditions. The solid bar at Obermumpf indicates the maximum depth of excavation (from Flury et al., 1994) .
on knowledge of soil pore size distributions (e.g., Childs and Collis-George, 1950; Millington and Quirk, 1961; Mualem, 1976; Wyllie and Gardner, 1958) . Thus, attempts were made to characterize pore size distributions directly from microscopic thin sections rather than indirectly from more classical suction plate methods. In doing so, sorbing colored tracers were also used to try and distinguish active from inactive pores (see Fig.  4 ). Pore sizes could be quantified using techniques such as the Quantimet, and Bouma et al. (1977) produced a classification of pores based on size and shape based on this type of microscopic analysis (Fig. 4) (Bouma and Dekker, 1978; Bullock and Thomasson, 1979; Murphy et al., 1977; Walker and Trudgill, 1983) . What this revealed was that some rather large well-connected pores (i.e., macropores) could be actively involved in water movement through the soil, with pore sizes such that capillary potential effects could be considered negligible (Fig. 2  and 4 ) This led to some questioning of the B-R concept of local equilibration of pressures and gradients, including discussions of just what should be considered a macropore initiated by Bob Luxmoore of Oak Ridge Laboratory (Beven, 1981; Bouma, 1981b; Luxmoore, 1981; Skopp, 1981) . It also led to some of the first models of water flow through macroporous soils (see below). Omoti and Wild (1979) , however, showed that channeling of water flows and bypassing parts of the soil matrix could take place in pores smaller than what would be considered as macropores.
This period was also when studies of hillslope runoff processes using throughflow troughs were becoming more widespread. Whipkey (1965a) installed collectors for a number of different depths in the soil down to a depth of 1.5 m at a site in Ohio. He noted that the soil profile was "well-permeated with roots, root channels, small animal and earthworm burrows, and structural cracks" Whipkey (1965b) . He looked at subsurface runoff as a nonDarcy flow, noting the importance of the antecedent conditions in the generation of runoff. This was one of the first studies to support the earlier work of Hursh in suggesting that overland flow could, in such circumstances, provide only a minimal contribution to the stream hydrograph. Aubertin (1971) later dissected the lower part of Whipkey's plot to investigate the network of root channels and showed that water would move through soil macropores without the matrix being saturated. He suggested that, In many, if not most, forested areas, the soil mass is honeycombed with a complex network of intricately connected old root channels, animal passages and other microvoids. Strong arguments can be advanced to support the contention that, under these conditions, the complex network is always open to the atmosphere at numerous points and that truly dead-end isolated channels, or macrovoids, are rare and of little consequence. Beasley (1976) , at a slope plot in northern Mississippi, also concluded that the best explanation of the fast response of the plot is that "…water travels through macrochannels formed by decayed roots. During several storms that occurred before the trenches were filled with gravel I observed water gushing from such openings... . Depressions formed by uprooted trees or decayed stumps provide a place for water to concentrate. Decayed roots spreading outward from the depressions provide natural pathways for water to flow freely though the soil toward the stream channels. Stem flow accumulating at the bases of trees is another possible source of significant quantities of subsurface flow."
De Vries and Chow (1978) came to similar conclusions for a forest site in British Columbia but also showed how the nature of the partitioning between flow in the root channels and soil matrix could be modified by removing the organic forest floor material. This led to an increase in matrix flow, which they suggested was a result of the larger channels being filled at the surface. Pilgrim et al. (1978) showed a high degree of variability in subsurface runoff Fig. 4 . Examples of thin sections of soil showing dyed cylindrical, planar, and vugh macropores (dark color) where infiltrated water has passed as well as many undyed macropores (from Bouma et al., 1977) .
in a plot-tracing study near Stanford, CA, and, with some element of surprise, how fine sediments in the narrow range of 4 to 8 mm could move through subsurface pathways. They inferred, from atomic testing fallout 137 Cs measurements, that the sediment particles had been mobilized in near surface soil before being transported to their collection troughs. Other early throughflow trough experiments include those of Dunne and Black (1970) , Knapp (1970) , Ragan (1968 ), and Weyman (1970 . Atkinson (1978) provides a summary of throughflow trough techniques, including how the installation can affect the flow pathways depending on saturation.
These studies mainly interpret flow rates in terms of the depths of upslope soil saturation. Only Weyman (1970) makes any reference to preferential flows. He notes that the rates of flow measured at the throughflow troughs could not support the total inflow to the stream reach under study and that the bulk of the input came from small seeps:
The supply area for these seeps is indeterminate but in terms of bank length is certainly not more than 1 m because seep spacing is often less than that distance. The seeps also show the same variation through time as the soil plot outputs and control section hydrograph.
Weyman also notes that the main flood peak for the small East Twin catchment in the Mendips UK is produced in the podzols of the headwater part of the rather than the brown earth side slopes of the control section where the throughflow troughs were sited as a result of channel extension and "an extensive network of natural soil pipes (5-cm diameter) at the base of the peat."
The element of surprise has often been a feature of hillslope plot studies. Aubertin (1971) for example noted that free water can move rapidly substantial distances through relatively dry soil was demonstrated by an observation of seepage occurring from a pit face some 30 feet obliquely downslope from the pit under study. The seepage commenced between 30 and 45 min after starting to wet the forest floor above the observation pit.
Beven (2002) records a USDA plot sprinkling experiment on a mine reclamation site at Steamboat Springs, CO, performed in 1981. The installation was set up to observe surface runoff from the sprinkled plots, but narrow percolines of subsurface runoff appeared both beneath the surface flow collector and in two distinct lines to either side appearing at a stream channel several meters downslope. In the plot experiments of Hornberger et al. (1991) , excavation of the sides of the plot revealed a cross-slope pipe feature. They do not mention this in their paper; they only note that a separate collector (the "east inside tube") was installed to collect runoff from this feature. There are undoubtedly many other examples of such complexity during this period that are not necessarily recorded in the literature.
Early Work on Nonequilibrium Fingering
Some of the earliest work on non-equilibrium and preferential flows in soils was concerned with the instability of wetting fronts to form fingers of wetting at greater depths (Glass et al., 1988; Hill and Parlange, 1972; Hillel, 1987) . Irregular wetting had been observed in laboratory experiments with soils since at least the 1960s (e.g., Miller and Gardner, 1962; Smith, 1967) , but it was not until the 1970s that it was considered in terms of instabilities within the B-R framework. Analysis of the conditions for fingering built on the work of the physicist G.I. Taylor (Taylor, 1950) and were first developed in the context of the displacement of oil in rock reservoirs (e.g., Chuoke et al., 1959) . During the 1970s, some of the best soil physicists around turned their attention to this problem, including John Philip (Philip, 1975a (Philip, , 1975b White et al., 1978) , Jean-Yves Parlange (Hill and Parlange, 1972; Parlange and Hill, 1976) , and Peter Raats (Raats, 1973) , including both experimental (e.g., Diment and Watson, 1985; Starr et al., 1978 Starr et al., , 1986 ) and later analytical work (Diment and Watson, 1983; Diment et al., 1982; Glass et al., 1989) . The mathematical challenges of this type of analysis of non-equilibrium flows have resulted in continuing work in the area, including the effects of soil layering and hydrophobicity on fingering. However, the value is surely limited to conditions where the underlying B-R assumptions are valid, which might not be the case, for example, where viscosity dominates capillarity (see Germann, 2014) .
Early Work on Models of Macropore Flows
There is also a history to the modeling of preferential flows and transport. In the saturated domain, this dates back at least to Muskat (1946) , who analyzed the effects of fractures on transport in Darcian groundwater flow. In partially saturated soils, it could be argued that the first attempt to study a form of preferential flow is that of Philip (1968) , who looked at the effect on infiltration rates of the interaction of a B-R flow domain and soil aggregates using analytical approximations. It was not until the late 1970s, however, that a surge in trying to quantify the effects of macropores on preferential flows occurred. These approaches were generally based on a dual-porosity approach, differentiating between the matrix and macropore domains, with a particular concern on representing transport processes. Thus, Addiscott et al. (1978) , working with data from the same experimental site of Lawes et al. (1882) a century earlier, tried to predict the transport of chloride using a rather conceptual discrete-layer, dual-porosity model. Scotter (1978) was also concerned with transport but used laminar flow theory to predict expected velocities in the pore size distribution of a soil. Edwards et al. (1979) produced a model for infiltration away from a single cylindrical vertical macropore, based on how quickly a macropore of limited depth would fill but predicting infiltration into the matrix using B-R theory. They looked at the sensitivity to macropore size and depth of penetration and some simple upscaling to distributions of such macropores over an area, but their model was not tested against any observational data (see also the later analytical work of Beven and Clarke [1986] ).
Another approach to upscaling was that of Hoogmoed and Bouma (1980) , who modeled the effects of macropores on surface infiltration. In their model, infiltration into the matrix was predicted using B-R theory, with initiation of macropore flow once a certain threshold of surface water storage had been reached. Infiltration away from the macropores was also predicted using B-R theory applied across a defined contact area or wall length.
A more explicit account of flow rates within the macropore system was included in the model of Beven and Germann (1981) . Starting with the theory of laminar flow in planar cracks and cylindrical channels, they suggested that a power law relationship between flux rate and macropore storage could be derived (see also their analysis of the data sets of Burger and Ehlers in Germann and Beven [1981] ). This leads naturally to a simple kinematic wave model for flow in the macropores in which the coefficients of the power law can be calibrated to represent any distribution of preferential flow pathways up to the constraint of the fully saturated case. Their model also generalized losses to the matrix, making this a function of filled storage in the macropores (which varies in depth and time) and thereby avoiding the need to specify some gradient of potential in the matrix. They extended this work to model distributions of macropores (Beven and Germann, 1985; Germann and Beven, 1986) . Later developments of this approach (particularly the MACRO model of Jarvis et al. [1991 Jarvis et al. [ , 1994 Jarvis et al. [ , 1997 , , and ) have combined the kinematic approach with a B-R model of flows in the matrix.
Modeling preferential transport through macropores was mostly performed using a non-equilibrium modification of the ADE that allowed for exchange between mobile and immobile zones (e.g., Skopp et al., 1981) . Calibration of the mean pore water velocity, dispersion, and exchange parameters would often allow a good fit to the data (e.g., using the nonlinear least squares CXTFIT program of Parker and van Genuchten [1984] ). An alternative approach was to formulate the transport directly as a linear transfer function (e.g., Jury, 1982; Jury et al., 1982; White et al., 1984) . Defining the transfer function in terms of volume of water rather than time allowed a simple extrapolation to other flow rates, at least for the saturated case.
A wider range of approaches to modeling preferential flows have been reviewed more recently by Allaire et al. (2009), Beven and Germann (2013) , Gerke (2006) , Jarvis et al. (2016) , and Šimůnek et al. (2003) . There is a related line of research on preferential flow through fractured rocks, which has been reviewed by Bear et al. (1993) , Berkowitz (2002) , and Sahimi (1995) .
Early Work on Pipes and Piping
The difference between soil macropores and soil pipes can be defined in terms of the way flow pathways are formed. In the former, the macropores are the result of processes such as cracking or biological activity (e.g., roots, worms, burrowing animals). They may be modified to some extent by water flows but are not formed by water flows. In the case of pipes, however, networks are formed and shaped by water flows, even if the initiation of a pipe might be due to some other agency.
Work on water flows through natural pipes and pipe networks has been predominantly associated with two types of processes: those associated with piping in dispersive soils and those where pipes have developed in peats and the organic horizons of peaty podzols in humid temperate uplands. Early work on the former includes that of Terzaghi (1922 Terzaghi ( , 1943 , Fletcher et al. (1954) , and Zasłavsky and Kassiff (1965) . The process was put into a wider hydrological context by Zaslavsky and Sinai (1981) but has primarily been a concern from the point of view of soil mechanics and slope stability (e.g., Hencher, 2010) .
Work on upland peat pipe networks started in the 1970s in mid-Wales with the work of Knapp (1970) , Gilman (1971) , Newson (1976) , and Gilman and Newson (1980) in the Wye catchment, and Jones (1971 Jones ( , 1978 Jones ( , 1981 in the Maesnant catchment just over the divide formed by the summit of Plynlimon. It is thought that pipes in this region are of two types: first-order bedrock channels that have been overgrown by peat forming tunnels up to 1 m in diameter and networks of much smaller pipes in the peat, or near-surface organic horizons that result from the preferential development of desiccation cracks in the (rare) dry summers in Wales. Pipe networks of this type were explored by Newson (1976) (Fig. 5 , taken from that paper), McCaig (1983) (see also the later work of Holden [2004, 2005] ), and Gilman and Newson (1980) . Similar pipes were found in the headwater podzols of the East Twin catchment in the Mendips, England, by Weyman (1970) , who also reported concentrated inputs along the stream channel in the brown earth soils (Cambisols/Inceptisols) of the lower catchment, analogous to what Bunting (1961) had called "percolines."
Such pipes would be expected to have an effect both on hydrograph response times and transit time distributions of water in a catchment, with the latter also affecting the stream hydrochemical response. The latter was studied with respect to acidification of stream waters by Jones (2004) , although an interesting result from Sklash et al. (1996) , based on environmental isotope measurements, suggested that the outflows from an ephemeral pipe in the peat at the Plynlimon site, with a time to peak of the order of 15 min, was dominated by pre-event stored water. This was a particularly interesting result because it suggested that such fast responses could be generated without having continuous preferential flow pathways from the surface to the pipe. The question of continuity of pipe pathways and hillslope hydrological connectivity more generally has been the subject of much more research since (e.g., Chappell, 2010; Holden, 2004; Jencso et al., 2009; McGuire and McDonnell, 2010; Smart et al., 2013; Wienhöfer and Zehe, 2014) .
There have been few attempts to model the hydrological response of pipe networks, in part because of the difficulty of knowing the form and structure of the networks (Fig. 5) (Newson, 1976; Jones and Crane, 1982) . Exceptions are the attempts of Gilman and Newson (1980) in the upper Wye catchment, Wilson and Smart (1984) in the Brecon Beacons, Jones and Connelly (2002) at Maesnant, and the more hypothetical approach of Weiler and McDonnell (2007) . A recent review of pipes and soil hydrology is given by Jones (2010) , who also reviews the extensive, somewhat later work on pipe systems in Japan (e.g., Kitahara and Nakai, 1992; Kitahara et al., 1988; Noguchi et al., 1999; Sidle et al., 1995 Sidle et al., , 2001 Uchida et al., 1999 and studies elsewhere).
Preferential Flow and Flood Runoff Generation
A continuing question in hydrology is how preferential flows might influence runoff generation. This has been given renewed impetus by the current interest in "natural flood management," which involves tree planting and other soil management techniques to encourage infiltration and to "slow the flow" from headwater hillslopes (e.g., Dadson et al., 2017; Lane, 2017) . There is a growing body of evidence that tree planting and stock exclusion can promote infiltration because of longer retention times and the development of better connected structural voids (e.g., Marshall et al., 2014) . In this respect there is a link back to the much earlier studies of Horton ( Fig. 1) and the channel concepts of Dixon and Peterson (1971) . The latter expressed the importance of land management on the structural flow pathways by considering the flow of infiltrating water and the escape of air with and without connectivity of the structural flow pathways in the soil. This will have significance in terms of the effective infiltration capacity of the soil as affected by the blocking of large pores and the build-up or escape of air pressure (see also Dixon and Linden [1972] and Linden and Dixon [1976] ). The concentration on infiltration rates in these cases was a reflection of the long dominance of the infiltration excess or the Hortonian concept of runoff generation as the source of flood hydrographs; a dominance encouraged by the simplicity with which flood responses could be predicted in the days before digital computers.
However, there was also always an undercurrent of views suggesting an alternative dominance of subsurface processes in stream runoff generation (e.g., Hewlett, 1961 Hewlett, , 1974 Hewlett and Hibbert, 1967; Hursh and Brater, 1941; Weyman, 1970 Weyman, , 1973 and in controlling saturation excess overland flow (e.g., Cappus, 1960; Dunne and Black, 1970; Dunne et al., 1975) . Subsurface controls on runoff received greater recognition once tracer data started to show that in many catchments storm hydrographs were dominated by "old" or "pre-event" waters displaced from storage by rainfall and snowmelt inputs (e.g., Pinder and Jones, 1969; Sklash and Farvolden, 1979; Sklash et al., 1976) . This was called "translatory flow" by Hewlett and Hibbert (1967) , although concerns about displacement and rapid rises of groundwater tables go back much earlier (see the discussion in Beven [2004b] ). The example of rapid runoff responses in pipes in peat of Sklash et al. (1996) mentioned earlier is a good example.
Consequently, subsurface and preferential flow processes are now widely accepted in conceptualizations of hillslope storm responses (e.g., McDonnell, 2003) , but there remain significant issues to resolve concerning the role of preferential flow pathways in rapid subsurface responses and displacement or translatory flow processes. The connectivity of preferential flow pathways is critical in generating fast subsurface responses in terms of both the source of water for different pathways and the spatial extent of individual pathways.
We can perhaps distinguish fingering (including Stokes flow in laminar viscous films) from discrete macropore flows. In both cases, part of the water storage in the matrix can be bypassed after infiltration at the soil surface. In the case of fingering, we can be sure that part, and perhaps a major part, of the water involved in the preferential flow will be mobilized from storage even if the mechanisms involved may not be too clear (note that there is an implication then that not all preferential flows might be revealed by the dye tracing experiments discussed earlier because mobilized pre-event water will not necessary mix with the added dyed water). An exception are the documented cases of fingering in very dry soils, where there is little storage to be mobilized and where fingering might be encouraged by hydrophobicity effects. In the case of macropore flows, where these are connected to a surface supply of water, then they might rapidly transfer event water to depth (as revealed, for example, in the dyed macropores shown in Fig. 2-4) . Continued flow in macropores might be encouraged by limited connectivity to the matrix (e.g., because of cutans) and hydrophobic organic coatings on some macropore boundaries. However, the flow might also be limited in the depths to which individual macropores penetrate. If this is the case, then water collecting at the end of a macropore can produce a positive pressure to induce infiltration into the surrounding matrix and possible a source of water for flow in a nearby macropore. Some of that water might then be displaced from pre-event storage. However, many macropores might not be connected to a supply and might not then be active in flow processes except when the soil becomes saturated, as also illustrated in Fig. 2 to 4.
So how does this then play out in terms of flood runoff generation and natural flood management? We can infer from past research that increased infiltration rates as the result of tree planting or improved agricultural soil management will tend to also increase the potential for preferential flows in the upper soil. Where pipe networks exist, either natural or through artificial drainage, then the response might very much depend on the antecedent conditions prior to an event and the state of hydrophobicity of the soil. Under dry antecedent conditions, preferential flows might be exacerbated by hydrophobicity, or in the case of nonhydrophobic soil the infiltration will be more evenly distributed through the depth of the soil. There will be some potential for rapid transmission of input or displaced water to depth and to shallow water tables, but celerities for the subsurface response will be slower with a greater soil moisture deficit (e.g., Beven, 1989; McDonnell and Beven, 2014) . Under wet antecedent conditions, it is more likely that infiltrating water, or resulting displaced water, will penetrate to depth, and celerities for subsurface responses might be very fast with small water deficits, including for water entering into extensive pipe systems. Evidence suggests that not all pipe systems have response times that are faster than the characteristic peak timing in a catchment (e.g., Chappell, 2010) . The connectivity of saturated areas with the pipe and stream networks might lead to significant spatial variability in the hillslope responses (e.g., Jencso et al., 2009) . Thus, even this qualitative conceptualization reveals significant complexity leading to time-variable nonlinear responses that will be difficult to quantify. In addition, under very wet antecedent conditions and in areas of poorly drained soils, natural flood management measures might have little effect because the available storage for reducing overland flow on the hillslopes will be minimal. Thus, the impact on reducing peaks in wet antecedent conditions might be small.
Progress and Problems after 1984
The year 1984 was a rather arbitrary cut-off date for this review: a convenient 120 yr after the Schumacher paper of 1864 and just before the rapid expansion of the literature on different types of preferential and non-equilibrium flows. A turning point in a more widespread appreciation for some of the issues involved was, perhaps, the meeting on preferential flows organized by Gish and Shirmohammadi (1991) in Detroit as part of the American Society of Agricultural Engineers meeting. There some 400 people attended the talks, at least in part driven by the increasing concentrations of nutrients and biocides being found in groundwater samples, when neither the chemistry nor the Darcian flow analysis would suggest that this should be the case.
There have certainly been advances in observational techniques in terms of tracing water flow pathways at laboratory, field, and catchment scales; in the visualization of pore structures using X-ray tomography; and in alternative modeling strategies. However, as Beven and Germann (2013) note, one of the surprises of the last 30 yr has been the survival of the B-R theory in models based on "soil physics." Certainly, there have been dualcontinuum, dual-porosity, or dual-permeability modifications to allow for some preferential flows (e.g., Beven and Germann, 2013; Jarvis et al., 2016) , but there has been little recognition of the fundamental theoretical problem of using effective values of the B-R parameters at scales of interest in heterogeneous and structured soils. The theory itself suggests that this will not work; it has also been demonstrated numerically, as long ago as Binley et al. (1989) . The problem is surely exacerbated when parameters are derived from pedotransfer functions that have been based on measurements on small soil samples or when macroporosity and preferential flows are important (but see Moeys et al. [2012] for the use of pedotransfer functions with the MACRO model). The few studies that have suggested that alternative approaches (the Stokes flow of Germann [2014] and the particle tracking of Davies et al. [2011 Davies et al. [ , 2013 ) can provide integrated ways of incorporating preferential flows at larger scales but at the expense of neglecting capillarity. This avoids any need to assume local equilibration of potentials and potential gradients in heterogeneous structured soils but results in models that will be less credible under drier conditions when capillarity becomes important. The particlebased SAMP model of Ewen (1996a Ewen ( , 1996b and the Lagrangian particle tracking model of Zehe and Jackisch (2016) are attempts to integrate capillarity with velocity distributions.
What is lacking in all these studies is any rigorous testing of the available models as hypotheses about how the soil water flow system functions under field conditions. Potential, but rather general, hypotheses to be tested are discussed by Beven (2010) in terms of both preferential water flows and travel time distributions. He points out that statistical hypothesis testing is not necessarily appropriate when both models and observations are subject to epistemic and commensurability errors and shows that not all the hypotheses that might be posed are testable. He suggests a "limits p. 12 of 17 of acceptability" approach, where the limits are set independently of any model run, as an alternative to a statistical approach. It is surely the case that the available models of preferential flows could be tested as hypotheses more explicitly in this way even if decisions about what type of observations should be used in model evaluation require significant further research. However, for the science to advance it is necessary to require more rigorous testing, and potential falsification, of models (Beven, 2018) .
An exception to this limited hypothesis testing is the Stokes flow approach of Germann (2014) . This developed from the original assumptions about steady laminar film flow in unsaturated macropores in Beven and Germann (1981) that led to a more general kinematic description of viscous flow under gravity (e.g., Germann, 1985) . In this viscous flow regime, flux rates can be represented in terms of an effective equivalent film thickness of laminar flow that leads to specific predictions about the rate of propagation of wetting and drying fronts. In a series of papers (e.g., Germann and al Hagrey, 2008; Germann and Hensel, 2006; Germann and Karlen, 2016; Germann and Prasuhn, 2018) , these predictions have been tested against observations of wetting and drying fronts and shown to provide acceptable representations of preferential flow without requiring any knowledge of pore structures, relative conductivities, or macroporosity. Certainly, once drying fronts have passed, capillarity and B-R theory might dominate, and, given a sufficient source of water, nonlaminar flows in larger pores might be important in flow and transport, but the (essentially scale free) viscous flow approach would appear to be worth pursuing further as a description of preferential flows.
For the case of preferential flows, adequate hypothesis testing will require better estimates of patterns of water storage, coupled to tracer information about travel times (Davies et al. [2011 (Davies et al. [ , 2013 provide examples of qualitative hypothesis testing against flow and tracer data). The continued use of B-R models, however, does not suggest that the community is open to this type of testing. In that case, if a model based on B-R theory satisfactorily reproduces field scale observations it will be in spite of, rather than because of, the theoretical basis of the model, however good is the numerical implementation. Should we really be satisfied with that? Should functionality dominate the theoretical (non-)acceptability of equilibrium assumptions at field or model grid scales in a heterogeneous soil?
Of course, some important issues remain to be resolved for both model formulation and testing: (i) how to integrate viscosity and capillarity dominated flows, (ii) how to assess and represent the effects of air pressure on the initiation and development of preferential flows, (iii) how to go beyond the viscous flow description of preferential flow into nonlaminar flows in larger pores when the secondary structure is generally unknowable at any useful scales, (iv) how to allow for commensurability and sampling errors in model evaluation at field scales, (v) and how to upscale from core and profile experiments to larger hillslope scales and surface and subsurface runoff responses. It is to be hoped that studies that address these issues will appear in the future and finally close this long period of denial and self-delusion in the application of soil physics.
Except that, as two referees on this paper have pointed out, there is no denial now. Soil physicists and hydrologists, especially the early career researchers, do indeed recognize that preferential and non-equilibrium flows are important for both flow and transport. The need for research on the topic has also been recognized as the first key challenge in Vereecken et al. (2016) . We do indeed have in hand a number of (inconsistent) modeling concepts (the dualcontinuum, dual-porosity, dual-permeability, Stoke's flow, and particle tracking concepts mentioned above) to make predictions that take some account of preferential flows, and even where we have little knowledge of actual subsurface structures we can use fineresolution modeling with assumptions about heterogeneities and "virtual soils" to learn about problems of scaling up from the pore to scales of interest in real applications (e.g., Schlüter et al., 2012) .
And yet there are still many applications of both profile and larger scale hillslope and catchment models that are based directly on B-R concepts, even if dual-continuum and dualpermeability options might be available in the packages used. The B-R paradigm is still fundamental to the teaching of soil physics and soil hydrology, and it remains the dominant paradigm for subsurface flows in hydrological texts, even if preferential flows are also mentioned. In this sense there is still denial going on (at least implicitly from a lack of any deeper thinking). The major questions remain: Why are we still using continuum partial differential equation approaches to represent processes that are clearly not continuous at scales of interest, and why are we still using physics that is based on the wrong experiment and that evidently fails in the face of heterogeneity of unsaturated soil properties? Direct numerical solution of the Navier-Stokes equations or finer and finer solutions of the B-R equations might be used for virtual experiments but cannot be a solution for real applications. I would suggest that a new paradigm to modeling soil water flows and transport is necessary. I cannot suggest I am happy with the alternatives that I have tried myself, although clearly the kinematic wave analogy still has some resonance (see Jarvis et al. [2017] ), and the Multiple Interacting Pathways particle tracking model might still hold some promise at larger scales. What is clear is that there is much for the next generation to think deeply about.
