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ABSTRACT
The paper presents an application of spatial microsimulation methods for
generating a synthetic population to estimate personal income in Poland in
2011 using census tables and EU-SILC 2011 microdata set. The first sec-
tion presents a research problem and a brief overview of modern estimation
methods in application to small domains with particular emphasis on spa-
tial microsimulation. The second section contains an overview of selected
synthetic population generation methods. In the last section personal in-
come estimation on NUTS 3 level is presented with special emphasis on
the quality of estimates.
Key words: data integration, spatial microsimulation, small area estima-
tion, synthetic data generation.
1. Introduction
Providing reliable, current and multidimensional information for local admin-
istrative units is one of the main tasks of official statistics. In particular, it is
important to support the state in the struggle against various undesirable so-
cial phenomena, such as monetary and non-monetary poverty. Information
about its size and spatial differentiation is very desirable. Providing detailed
spatial information on life quality indicators may contribute to a better redis-
tribution of income, as well as to indicate places where different types of
investments are needed.
To fulfill their obligations, statistical bodies carry out many sample sur-
veys on different socio-economic phenomena. One of the studies in which
the indicators of quality of life are measured is the European Union Statistics
on Income and Living Conditions (EU-SILC). The sample size in the EU-
SILC study, however, allows the aggregation of results at most at the level
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of NUTS1, because direct2 estimates at lower levels of spatial aggregation
are characterized by an unacceptably large random error.
To increase the usability, in the context of obtaining estimates for small
domains, information from sample surveys, small area estimation methods
(indirect estimation, SAE) and administrative sources are often used. SAE
combines direct estimation with the so-called strength borrowing. Using ad-
ditional information from a different data source, small domain estimates
may characterize in smaller error. The results cannot be aggregated and
disaggregated freely though. They are just fixed numbers resulting from a
particular model. The estimators used in SAE usually improve the efficiency
of estimates for small domains (Rao 2003) and in Poland experimental work
has been done on the use of indirect estimation in poverty mapping, i.e. its
spatial differentiation (Wawrowski 2014, Szymkowiak et al. 2013). Adminis-
trative sources contain information on a large amount of individuals for ba-
sic socio-economics characteristics. Serving, however, other than statistical
purposes, a problem with coverage may appear (Penneck 2007; Walgren,
Walgren 2007). Also, their substantive content is less abundant compared
to sample surveys. And last but not least, there is a huge problem with data
confidentiality, which results in reluctance to disseminate them (Statistics
New Zealand 2006).
Combining advantages and reducing defects of methods discussed above,
spatial microsimulation modelling (SMM) is gaining more and more pop-
ularity. The aim of the SMM methods is to create a dataset containing
information on all units from a resulting population and a vector of many
socio-economic characteristics (Ballas et al. 2005, Tanton, Edwards 2013;
Rahman, Harding 2017; Rahman 2009; Tanton 2014; O’Donoghue 2014).
The creation involves integration of sample survey microdata and small do-
main census constraints. Using different reconstruction and reweighing al-
gorithms, synthetic units are being created in such a way that the true dis-
tribution of a real population small geographical units is reflected. Having a
multidimensional, full-coverage dataset not only small area estimation can
be performed but flexible aggregation and disaggregation is possible. In
the context of poverty, Eurostat has already undertaken the first works on
the use of EU-SILC for the construction of this type of pseudo-populations
(Alfons et al., 2011).
Microsimulation models are becoming more and more popular in the
SAE literature (Rahman, Harding 2017; Tanton, Edwards et al. 2013; Templ,
2e.g. Horvitz-Thompson (H-T) estimators.
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Filzmoser 2014; Tanton et al. 2011; Whitworth edt 2013; Rahman et al.
2010; Rahman 2009). Methods involving creation of pseudo-populations (or
synthetic populations) are ascribed to "geographic approach" towards small
area estimation (Rahman 2008; see Figure 1). The main idea of spatial
microsimulation is a creation of anonymised full-coverage synthetic dataset
with adequate variables and with marginal and joint distribution, which are
at least quasi-identical to reality (Templ et al. 2017).
Figure 1. Small area estimation methods in spatial microsimulation (after
Rahman 2008)
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The paper presents an application of methods for generating a synthetic
population. The aim of this study is to estimate personal income in Poland in
2011 using census tables and EU-SILC 2011 microdata set. In the first sec-
tion a research problem and a brief overview of modern estimation methods
in application to small domains with particular emphasis on spatial microsim-
ulation is presented . The second section contains an overview of selected
synthetic population generation methods. In the last section personal in-
come estimation on NUTS 3 level is presented with special emphasis on the
quality of estimates.
The resulting pseudo-population should satisfy the following conditions
(Münnich, Schürle 2003):
• the true distribution in terms of small geographical units should be re-
flected in the synthetic population,
• marginal and joint distribution between variables – the interdepen-
dence of true population – should be preserved,
136 Roszka W.: Spatial microsimulation of personal income in Poland...
• heterogeneity in subpopulations should be reflected, especially in spa-
tial terms,
• simple units’ replication based on integer sample weights leads to a
reduction of variability. Hence, it should not be performed,
• data confidentiality must be ensured.
The complex dataset is synthesized by integration of two data types:
1. Survey sample microdata file - which contains comprehensive in-
formation about many socio-economic phenomena of persons and/or
households.
2. Census benchmarks (tables) - which deliver (implicitly) true frequen-
cies in small areas (domains).
The starting point of microsimulation is a construction of a microdata file
(Rahman 2009). Even if the data file is provided by a particular statistical
body, it is most likely burdened by non-random errors. The number of re-
fusals to respond increases every year. Also, item non-response problems
are often handled by imputation methods, which result in a model value
rather than a real one. To overcome these problems, new weights are cal-
culated based on census constraints and given sample weights. In another
step, the Monte-Carlo sampling is performed to create new close-to-reality
complex dataset.
Spatial microsimulation has a certain advantage over "traditional" statis-
tical models (where estimates are calculated only for a particular area). First
of all, having a complex microdata set allows a dynamic aggregation and dis-
saggregation of the data. The multidimensionality of resulting file gives the
opportunity of flexible estimation in terms of choice of a spatial scale. Data
integration approach in microsimulation uses the synergy effect, which links
the comprehensiveness of sample survey and the full-coverage of census.
And last but not least, with set of attributes stored as lists for each individual
it is possible to perform different simulations.
2. SMM methods overview
Spatial microsimulation methods can be divided into two subgroups (Rah-
man 2010): (1) synthetic reconstruction and (2) reweighting.
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2.1. Synthetic reconstruction
Synthetic reconstruction is a method where synthetic populations are re-
constructed in such a way that all small area census constraints are met.
Two techniques are introduced (Rahman 2008): data matching and iterative
proportional fitting.
Data matching is a mass imputation technique where on the basis o p-
dimensional vector of common variables units form a sample survey micro-
data file are matched with units in census microdata3 (vide Figure 1). When
personal identifiers are available in both files n sample units are determinis-
tically matched to its census counterparts (such an approach is called exact
matching). The rest of census units are matched with sample units using
non-parametric, parametric or mixed framework of probabilistic data match-
ing (for a detailed description of statistical matching methods see D’Orazio
et al. 2006 and Rässler 2002).
The iterative proportional fitting algorithm is an iterative procedure that
matches the n-dimensional table of sample frequencies to known population
benchmarks. Sample weights are calibrated to known sums from the entire
population.
A detailed description of IPF method can be found in (Norman 1999).
On the basis of original sample weights and expected frequencies the
inclusion probability is computed and units are randomly selected until the
expected numbers in census domains are reached. As in the case of data
matching, all q-dimensional vectors of attributes are automatically selected
(Templ et al. 2017).
2.2. Reweighting
The are two reweighting techniques in SMM - GREGWT (Generalized
Regression and Weighting) and combinatorial optimization (CO). Both are
widely used in spatial microsimulation models in small area estimation.
The GREGWT technique is one of the calibration methods. It is an itera-
tive process using the Newton-Raphson method of iteration. The algorithm
uses a constrained distance function known as the truncated chi-squared
distance function that is minimized subject to the calibration equations for
each small area (Rahman 2013). Generally speaking, the method produces
new weights according to known small domains counts in such a way that
the new weights are characterized by a minimum distance from the origi-
3Census microdata is usually obtained by disaggregation of published census tables.
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nal weights. The algorithm is described in detail in Tanton et al. (2011),
Rahman, Harding (2017) and Munoz et al. (2015).
The CO re-weighting method is motivated towards selecting an appro-
priate combination of units from survey data to attain the known constraints
at small area levels using an optimization tool (Voas, Williamson 2000;
Rahman et al. 2010; Williamson 2013; Rahman, Harding 2017). The CO
reweighing involves the following steps:
1. Collection of sample survey microdata and small area benchmark con-
straints.
2. Selection of a set of units randomly from the survey sample, which will
act an initial combination of units from a small area.
3. Tabulation of selected units and calculation of total absolute differ-
ences (TAD) from the known small area constraints:
TAD=∑ |xi− x∗i |, (1)
where xi is a true value of x in i-th contingency cell and x∗i is a value
resulting from the created combination.
4. Choosing one of the selected units randomly and replacing it with a
new unit drawn at random from the survey sample, and then follow
step 3 for the new set of combination of units.
5. Repetition of step 4 until no further reduction in TAD is possible.
It is worth noting that with finite populations it is theoretically possible to
calculate all the combinations and find the one with the minimal possible
TAD. However, in practice, to fit a small area of 10 units out of 1000 in a
population one would have to calculate 2.63×1023 combinations. This is an
approximate number of grains of sand on Earth4 and the number of stars
in the observable universe according to European Space Agency5. In order
to overcome that obvious computational problem, the simulated annealing
(SA) probabilistic technique for approximating the global optimum of a given
function has been adapted to combinatorial optimization (Pham, Karaboga
2000). SA is a type of a heuristic algorithm that searches the space of alter-
native problem solutions to find the best solutions. The mode of operation
4Wolfram Alpha provides that this number varies from 1020 to 1024.
5https://www.esa.int/Our_Activities/Space_Science/Herschel/How_many_stars_
are_there_in_the_Universe (access from 15.08.2018)
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of the simulated annealing is similar to the annealing in the metallurgy (for
details see Rahman, Harding 2017).
2.3. Quality assessment
The quality of the obtained synthetic population is assessed mainly by com-
parison to the real, known values. No standardized variance estimation
method has been developed yet (Rahmnan, Harding 2017). In most cases
the quality assessment is carried out in two stages (Rahman, Harding 2017;
Templ et al. 2017; Templ, Filzmoser 2014; Alfons et al. 2011). Firstly, the
internal validation is performed. Marginal and joint distributions of census
variables are compared to those in the synthetic dataset. Also, the dis-
tribution of the target variable in the synthetic dataset is compared to the
distribution in the sample.
If internal validation is passed, the synthetic population estimates are
compared to real values known from other sources. To perform inference
about the lack of differences between the synthetic population estimates and
real values the use of standard significance tests was proposed (Williamson
2013; Templ et al.. 2017). Such an approach, although methodologically
correct, has some disadvantages. First of all, the use of population size in
test statistics may lead to rejecting null hypothesis even with very low differ-
ences due to the "artificial" increase of test statistics’ value. Subsequently,
having real values of the estimated variables puts into question the meaning
of conducting the microsimulation – the goal is to estimate unknown values.
And third, using parametric tests the assumptions about the normality of dis-
tributions are omitted (not to say ignored). Still, work on estimating standard
errors and the properties of SMM estimators is ongoing (Goedemé 2013;
Whitworth et al. 2016).
3. Empirical study
The main aim of the empirical study was to estimate personal net income
in terms of 72 NUTS 3 geographical units on the basis of EU-SILC study
in Poland. Such estimates are unavailable due to insufficient size of the
sample in these areas. The secondary goal is to verify the suitability of the
discussed methods in the estimates for small domains for socio-economic
issues in Poland. Due to the conduct of census, the year 2011 was selected
as the year of the study.
In 2011 in EU-SILC 12871 households were surveyed, in which 36720
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inhabitants lived. There were 30421 people for whom income was mea-
sured6 (also economic status and education level). Such a sample size
allowed publishing the results at the level of NUTS 1 only. Publications in-
cluding estimates at lower levels had an experimental character and are not
considered official estimates of official statistics (Szymkowiak et al. 2017).
The EU-SILC microdata included 19 variables selected for the study (see
Table 1). Variables SYMTER and KLM were added by the Polish NSI to fa-
cilitate spatial analysis. Variables PY010N – PY140N contained information
about the size of different sources of net income (in e per year7). For the
purpose of the study, after summing up all sources of income and creat-
ing a nIncome variable, the variables were dichotomized in such a way that
they took a value of 1 for non-zero values and 0 otherwise. Census tables
contained joint distributions estimated by National Census of Population and
Housing 2011 of NUTS 3 × gender × age.
Figure 2. Structure of the study
Source: Templ et al. (2017)
6At the age of 16 years and more.
7The previous year was the reference period.
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Table 1. Variables in the study
Variable Definition
SYMTER Symbol of territorial unit
RB090 Gender
RX010 Age at the time of interview
PL031 Self-defined economic status
PE040 Highest ISCED level attained
KLM Class of place of residence
PY010N Net employee cash or near cash income
PY020N Net Non-Cash employee income
PY021N Company car
PY035N Contributions to individual pension plans
PY050N Net cash benefits/losses from self-employment
PY080N Regular pension from private plans
PY090N Unemployment benefits
PY100N Old-age benefits
PY110N Survivor benefits
PY120N Sickness benefits
PY130N Disability benefits
PY140N Education-related allowances
nIncome Total net personal income (sum of "PY" vars)
The plan of the study (see Figure 2) starts with the calibration of original
EU-SILC sample weights given census constraints using IPF algorithm in
the first step. In the second step, on the basis of the calibrated weights, the
units are replicated through sampling. The probability of unit being selected
is an inverse of the calibrated weight. The units are drawn until census con-
straints are met. Next, the target variable is modelled. In order to overcome
a very likely situations where category appears in the population but not in
the sample data, categories are estimated by conditional probabilities using
multinomial logistic regression (Alfons et al. 2011). One categorical variable
is simulated as follows:
1. Simulated variable is selected from sample S. Independent variables
142 Roszka W.: Spatial microsimulation of personal income in Poland...
must be present in both sample S and population U ,
S=

x1,1 x1,2 . . . x1, j x1,p+1
x2,1 x2,2 . . . x2, j x2,p+1
...
...
...
...
...
xn,1 xn,2 . . . xn, j xn,p+1

where i = 1, . . . ,n are sample units and k = 1, . . . , j is the number of
variables. X1 to X j is an independent variable vector and Xp+1 is the
target (dependent) variable.
2. The model is estimated in every small area using sample S units. As a
result β coefficients are obtained.
3. For every i = 1, . . . ,N unit of the selected variable, new outcome cate-
gory is predicted. The conditional probability of selecting r-th category
for each i-th xˆ∗i, j+1 is:
pˆi1 = 11+∑Rr=2 exp(βˆ0r+βˆ1r xˆi,1+···+βˆ jr xˆi,1)
,
pˆir =
exp(βˆ0r+βˆ1r xˆi,1+···+βˆ jr xˆi,1)
1+∑Rr=2 exp(βˆ0r+βˆ1r xˆi,1+···+βˆ jr xˆi,1)
,
where r = 2, . . . ,R and βˆ0r, . . . , βˆ jr are the estimates of multinomial lo-
gistic regression model. The new xˆ∗i, j+1 values are computed.
4. The population U is:
U =

xˆ1,1 xˆ1,2 . . . xˆ1, j xˆ∗1, j+1
xˆ2,1 xˆ2,2 . . . xˆ2, j xˆ∗2, j+1
...
...
...
...
...
xˆN,1 xˆN,2 . . . xˆN, j xˆ∗N, j+1
 .
Such an approach minimizes the appearance of the so-called random ze-
roes (domains that exist in the population but did not occur in the sample).
For continuous variables one of the suggested approaches (Templ et al.
2017) involves the following:
1 Dependent x j+1 in discretized is y j+1 by creating R cut-off values c1 ≤
. . .≤ cR:
y=

1 if c1 ≤ xi j < c2,
2 if c2 ≤ xi j < c3,
...
...
R if cR−1 ≤ xi j ≤ cR.
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2 Multinomial logistic regression model (the same as for categorical vari-
ables) is estimated with the dependent variable y j+1 and the indepen-
dent variables vector x1,x2, . . . ,x j for each k-th domain (small area) sep-
arately.
3 Within each r-th class estimates xˆ are drawn from a uniform distribution
with boundaries of classes as parameters. The exception is the last
class, where due to outliers values are drawn using generalized Pareto
distribution:
xˆ∗i, j+1 ≈
{
U(cr,cr+1) if yˆi = r and 1≤ r ≤ R−1,
GPD(µ,σ ,ξ ,x) if yˆi = R.
With replicated units and modelled values of the target variable(s), the popu-
lation is once again reweighed to known small domain constraints using CO
algorithm. The relocation of units in domains is necessary when a perfect
match is required.The replication of units using IPF weights does not meet
the constraints exactly due to the random process of replication. After re-
weighting, the final synthetic population is ready for quality assessment and
then for estimation.
As a result a synthetic dataset of 38,113,162 individuals in Poland was
created. Every unit was described by a vector of variables listed in Table 1.
The internal validation was largely descriptive and performed in two stages.
In the first stage, marginal and joint distributions of matching variables were
compared. The comparison was conducted using mosaic plots representing
differences in joint distribution of sample and synthetic estimates in the form
of a three-dimensional contingency table, which presents the relative differ-
ences between them. Due to the lack of official statistics for net personal
income, the estimates obtained were compared to the annual average gross
salary8 in terms of subregions for 20109.
The distributions of selected matching variables in the sample and syn-
thetic populations are largely consistent (see Figure 3 and 4). Figure 3
shows differences in the joint distribution of the variables: sex, self-defined
economic status and highest ISCED level attained10. Relatively small differ-
ences prevailed (colours derived from green, yellow and pink) – up to 2%.
The biggest differences prevailed in the smallest domains - which was to be
8Treated as a proxy variable.
9The reference year for income in EU-SILC 2011
10jsol – junior secondary or lower; sapn – secondary and post-secondary non-tertiary; t –
tertiary
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expected, as the less frequent domains are characterized by a greater error
of estimate. It should also be noted that the highest observed difference
(unemployed women with secondary and post-secondary non-tertiary edu-
cation level) did not exceed 4.6%, which can be considered a good result.
Figure 4 shows differences in the distribution in terms of sex, age and
self-defined economic status11. The differences in this case were greater
due to the much smaller domains determined by the analyzed variables.
However, it should be noted that the vast majority of them were character-
ized by a difference up to 4.6%, which should be regarded as a good result
with these relatively small domains. The biggest error (unemployed women
aged 16-19) was 16%, but it was characterized by one of the smallest do-
mains.
11w – working; u – unemployed; i – inactive
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Figure 3. Differences in joint distribution of gender, self-defined economic
status and highest ISCED level
Figure 4. Differences in joint distribution of gender, age groups and
self-defined economic status
The distribution of net personal income in terms of the self-defined eco-
nomic status is largely consistent in the sample (blue line) and synthetic
population (pink line; see Figure 5). A similar situation is observed in other
domains.
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Figure 5. Distribution of net personal income in terms of self-defined
economic status
The spatial distribution of mean personal income is consistent with gen-
eral knowledge (see Figure 7 and Figure 8). One can distinguish 5 areas of
relatively high income. The first is Warsaw (with estimated average yearly
personal net income equal to 7529.7 e; see Figure 9), which is the centre of
services and financiers in Poland, and its surroundings (subregion Warsaw
West - 4926.8 e and Warsaw East - 4600.9 e), which are often referred to
as the bedroom of the capital and their inhabitants largely work in Warsaw.
Secondly, one can mention Poznan´ (6216.5 e), Tri-City (5841.5 e), Cracow
(5756.7 e), Wroclaw (5685.5 e) and Legnica with Głogów in one subregion
(5484.8 e; this subregion "crept" between large urban centres due to the
location of a huge mining conglomerate). Upper Silesia, where many mines
and industrial plants are located, is one of the richest areas in Poland. Al-
though none of its subregions found themselves in the top six, 7 of them are
in the top twenty. In the top 25 there were almost all large urban centres
and their neighbourhoods. One can also notice the disproportion of income
in spatial terms. The east is poorer than the west. Ten subregions with the
lowest average income12 are in the east with the values between 2803.8 e
and 3535.6 e.
Figure 7. Means personal income in terms of NUTS 3 geographical units
12nowosa˛decki, puławski, ostrołe˛cki, przemyski, chełmsko-zamojski, bialski, kros´nien´ski,
tarnowski, nowotarski, sandomiersko-je˛drzejowski.
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Figure 8. Estimated personal net income in terms of subregions
The comparison of the results with actual values is not possible. No data
on personal income in terms of NUTS 3 (or any) spatial units is published.
For the needs of the study the estimated mean personal net income was
compared to the average yearly gross salary (excluding economic entities
employing up to 9 persons), for which official statistics on the level of NUTS
3 are published (data are collected from monthly corporate reporting). The
average salary was used as a proxy variable, which is correlated with the
target variable thus it can serve as a reference point when trying to assess
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the quality of the estimates. Salary is also one of the main components of
personal income (for working people), so the definitions are similar.
As expected, the variables are strongly correlated with r=0.813 (see Fig-
ure 913). This means that the estimates of the average net personal income
in terms of subregions are convergent with reality.
Figure 9. Correlation diagram of estimated mean personal net income and
average yearly gross salary in 2010 in subregions cross-section
The set of data created by spatial microsimulation techniques satisfac-
torily reflects the spatial distribution of the average annual net personal in-
come in Poland. It also indicates the need to develop further techniques for
assessing the quality of estimates.
4. Conclusions
Spatial microsimulation modeling satisfactorily reflected the spatial distribu-
tion of net personal income in Poland. The resulting synthetic population
was characterized by consistent distributions, both spatial and joint. The
main problem with the described methodology is inability to estimate the
variance of estimators. This causes not only doubts about the legitimacy
of using this method, but also prevents the comparison of results with other
SAE estimators. The use of multiple data sources may cause overlapping
13The big difference in the size of personal income and remuneration is due to the fact that
income is also calculated for the unemployed and inactive people, for whom the income is
low, and zero in many cases.
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with errors that accompany them. Random and non-random errors of the
sample survey, possible coverage and administrative measurement errors
of administrative data sources, discrepancy between census measurement
and sample frame used in samples, spatial microsimulation model misspec-
ification - all this (and more) affects the results and many are very difficult to
recognize and verify. Reliable description of the properties of estimators is
the most important task at the moment.
Nevertheless, the results of this and many other studies show that SMM
is a good development direction of SAE methodology for socio-economic
phenomena. Getting a full data matrix creates opportunities that have not
been offered by any popular methods so far. This is particularly important
when studying socio-economic phenomena of vital importance, like poverty,
income, housing stress (and Laeken indicators), which are not the subject
of any other research. Solving the problem of sample size, correction of
random and non-random errors, the possibility of performing different simu-
lations - these are undoubted advantages of the SMM methods that encour-
age to deepen the work and analysis of the effectiveness and reliability of
the estimates.
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