We present an energy conserving space discretisation based on a Poisson bracket that can be used to derive the dry compressible Euler as well as thermal shallow water equations. It is formulated using the compatible finite element method, and extends the incorporation of upwinding for the shallow water equations as described in Wimmer, Cotter, and Bauer (2019) . While the former is restricted to DG upwinding, an energy conserving SUPG scheme for the (partially) continuous Galerkin thermal field space is newly introduced here. The energy conserving property is validated by coupling the Poisson bracket based spatial discretisation to an energy conserving time discretisation. Further, the discretisation is demonstrated to lead to an improved temperature field development with respect to stability when upwinding is included. An approximately energy conserving full discretisation with a smaller computational cost is also presented.
Introduction
Finite element methods have recently gained an increased interest in numerical weather prediction (NWP), as they allow for higher order discretisations and more general meshes, thus avoiding the parallel computing issues associated with grid poles. This includes spectral element methods, discontinuous Galerkin methods, and the compatible finite element method [7] , where in the latter finite element spaces are mapped to one another via differential operators [20] . In the context of NWP, the compatible finite element method can be seen as an extension of the Arakawa C finite difference grid, and a dynamical core based on it is currently in development at the UK Met Office [9] , due to replace the current finite difference latitude longitude mesh discretisation.
An important aspect of discretisations in NWP, particularly for climate simulations, is conservation of quantities such as mass and energy. While the former can be conserved using a suitable discretisation of the continuity equation, the latter requires a careful discretisation of all prognostic equations, ensuring that the energy losses and gains are balanced between the discretised terms. One way to guide this process is to consider the equations in a Hamiltonian framework [18] , where the Hamiltonian is given by the system's total energy, and the equations are inferred by a Poisson bracket. Conservation of energy then follows directly from the bracket's antisymmetry, and any space discretisation maintaining this property will then also conserve energy. In particular, this framework facilitates the construction of advection schemes, which may otherwise not have an easily accountable effect on the total energy development. For the dry compressible Euler equations, which form the basic equation set of dynamical cores in NWP, such Hamiltonian based discretisations already exist e.g. for hexagonal finite difference C-grids [10] (which includes higher order transport schemes) and the compatible finite element method [14] .
For finite element methods, the choice of advection scheme depends on the underlying space, and for the compatible finite element method, this requires different formulations for the range of different spaces in use, including continuous and discontinuous ones. Within the Poisson bracket framework, DG upwinding for the depth field in the rotating shallow water equations as well as for the buoyancy field in the thermal shallow water equations has already been introduced in [26] and [8] , respectively. Further, an upwinded energy conserving velocity advection scheme was presented in the context of Lie derivatives for the incompressible Euler equations in [19] , which was extended to the shallow water case in [20] and the shallow water case from a Poisson bracket point of view in [26] . Finally, an energy conserving SUPG advection scheme was considered for potential vorticity advection in the shallow water equations in [1] , exploiting the fact that the Poisson bracket term corresponding to velocity advection is antisymmetric in itself.
These energy conserving upwinded advection schemes can, with the exception of the potential vorticity scheme, in principle be implemented readily for the three-dimensional dry compressible Euler equations. However, an upwinded, energy conserving potential temperature advection scheme is still missing if a continuous (or partially continuous) finite element space is used for the temperature field. In particular, this is the case for the finite element equivalent of a Charney-Phillips finite difference grid, where the space's node locations are set to coincide with the velocity space nodes corresponding to the vertical velocity [20] . This choice of temperature space was recommended in a dispersion property study in [16] for mixed finite element methods in NWP when compared to a fully discontinuous or fully continuous finite element space, and will be used in the UK Met Office's next dynamical core.
Advection terms for fields in continuous or partially continuous finite element spaces can be discretised using the Streamline Upwind Petrov Galerkin (SUPG) method [4] , where a diffusive term is added along the direction of the flow to all test functions. In this paper, we present a discretised almost-Poisson bracket that includes SUPG upwinding for the thermal field, which, depending on the choice of Hamiltonian, leads to an energy conserving space discretisation for the dry compressible Euler equations or the thermal shallow water equations. The energy conservation property as well as the thermal field's qualitative development are then verified in numerical test cases, using an energy conserving time discretisation as described in [6] . For simplicity, while the formulation is valid in three dimensions, we consider two-dimensional scenarios in this paper. This includes vertical slice test cases of the Euler equations with a Charney-Phillips type temperature space, as well as a spherical test case of the thermal shallow water equations with a fully continuous buoyancy space. Further, in view of the increased computational cost to achieve energy conservation to machine precision, we also consider a simplified discretisation, which relies on an approximation to the Poisson integrator and a small adjustment in the almost Poisson bracket. To arrive at a fully upwinded bracket, the latter additionally includes upwinding in density and velocity.
The rest of the paper is structured as follows: In Section 2, we review the Poisson bracket as well as the SUPG scheme, and present the space discretised formulation including upwinding. In Section 3, we describe the full discretisation, introduce the simplified discretised form, and present numerical results. Finally, in Section 4, we review the formulation and the corresponding numerical results, and discuss ongoing work.
Formulation
In this section, we first review the Poisson bracket, which we present in its continuous form. We then describe how to derive the resulting sets of equations, considering Hamiltonians that lead to the dry compressible Euler and the thermal shallow water equations. Next, we describe the finite element space discretisation, including the Streamline Upwind Petrov Galerkin stabilisation scheme for advection terms, as well as a mixed SUPG/DG upwinding scheme for the Charney-Phillips type finite element space, as described in [20] . Finally, we derive a set of upwinded equations within the Poisson bracket framework, and further discuss how to incorporate existing upwinding schemes for the velocity and density fields in the bracket.
Hamiltonian formulation
Many fluid dynamical equations can be formulated within a Hamiltonian framework, using the system's Hamiltonian H, i.e. the total amount of energy, and a Poisson bracket {., .}, which is an antisymmetric bilinear form that satisfies the Jacobi identity (for more details, see [22] ). The time evolution of any functional F of the prognostic variables is then given by
Here, we consider prognostic variables u, ρ, and θ in a two-dimensional domain Ω, which denote the flow velocity, a density related field, and a thermal type field, respectively. Further, we use a bracket of form for rotation vector Ω. Note that in the two-dimensional test cases considered in the numerical results section below, q corresponds to a scalar vorticity field q multiplied by the 2D domain's outward unit vector, with q given by
and Coriolis parameter f depending on the test case. The functional derivatives appearing in the bracket are defined weakly by 
where the subscript in t denotes differentiation with respect to t. Similarly, for ρ and θ, we obtain weak versions of the continuity and transport equations of form 
Euler equations
A Poisson bracket based formulation of the dry compressible Euler equations can be found e.g. in [10, 14] . Note that the Poisson bracket and the skew symmetric operator presented in these papers correspond to a different Poisson bracket to the one considered here, relying on the use of a different set of underlying fields (with mass weighted potential temperature Θ). In our case, the Hamiltonian is given by
for wind velocity u, air density ρ, and potential temperature θ. z, g and c v denote the vertical coordinate, gravitational acceleration and specific heat of air at constant volume, respectively. Further, π denotes the Exner pressure, which is given by the ideal gas law as 
for vertical unit vector k, and where we have used integration by parts (with v · n = 0 on ∂Ω) and (u · ∇)u = (∇ × u) × u + 1 2 ∇|u| 2 . Since this holds for any test function v in C 1 (Ω), we arrive at the usual strong form of the momentum equation given by
Similarly, we obtain the continuity and temperature transport equations of form
where we used δH δu = ρu in (2.1.10) and (2.1.11), which hold for any test functions ψ and χ, respectively.
Thermal shallow water equations
For the thermal shallow water equations, we follow [8] and consider a Hamiltonian of form 1.25) where in this context ρ corresponds to the fluid height (and for consistency of notation, we keep ρ instead of using the more usual D or h), and θ to the buoyancy. Further, b denotes the topographic height. The Hamiltonian variations are now given by 
1.32)
In the non-discretised case, this leads to
noting that given the spherical context of the shallow water equations, we rewrote the Coriolis term as f u ⊥ , for Coriolis parameter f = 2Ωz/a and perpendicular u ⊥ = k × u, where a, Ω, z, and k correspond to the sphere's radius, rotation rate, rotational axis coordinate, and unit vertical vector, respectively. Similarly, as in the Euler case, equations for ρ and θ follow from (2.1.10) and (2.1.11), and since the variational derivative δH δu is the same here, the resulting equations are given as before by
Space discretisation
In this section, we describe the space discretisation for the Poisson bracket introduced above. First, we discuss our choice of compatible finite element spaces for the fields u, ρ, and q, as well as the additional space for the thermal field θ. Next, we describe SUPG stabilised schemes for the advection of θ and present the incorporation of these schemes into the Poisson bracket framework, which forms the core part of this paper. Finally, we discuss how to include upwinding for u and ρ in this bracket, as presented in [26] .
Choice of compatible finite element spaces
To discretise (2.1.9) -(2.1.11) and the diagnostic vorticity equation (2.1.5), we consider compatible finite element spaces for u, ρ, and q. They are given by V q , V u , and V ρ such that
2.1)
that is the differential operators appearing in our equations map one finite element space to another. In the case of the Euler equations, where we consider a (horizontally periodic) vertical slice of the atmosphere, the spaces are based on tensor products of continuous Galerkin (CG) and discontinuous Galerkin (DG) finite elements defined on intervals and are given by [20] 
where T , S denote horizontal and vertical reference intervals, respectively. In the numerical results section below, we will set r = s and use bilinear (r = 1) and biquadratic (r = 2) finite elements for the density space. The corresponding compatible finite elements for r = 1 are depicted in Figure  1 . Note that in three dimensions, we would consider compatible horizontal reference cells instead of intervals in the tensor product. The discretisation described below is still valid in the 3D case, except that the diagnostic scalar vorticity equation would be replaced by its corresponding vector field form.
For the thermal shallow water equations, where we consider triangular spherical meshes, we follow [26] and use the degree two Brezzi-Douglas-Marini finite element space BDM 2 for the velocity field. The compatible depth and vorticity spaces are then given by P DG 1 and P 3 , i.e. the first and third Figure 1 : Vertical slice reference elements for next to lowest order compatible spaces for V q , V u , and V ρ . Dots and arrows denote degrees of freedom and degrees of freedom multiplied by horizontal/vertical unit vectors, respectively.
(polynomial) order discontinuous and continuous triangular Galerkin spaces, respectively.
Finally, we need to specify finite element spaces for the thermal field θ. In the case of the thermal shallow water equations, we use the continuous space V q , given by P 3 . For the Euler equations, we consider a Charney-Phillips (CP) type space by choosing the finite element nodes to coincide with the vertical wind nodes of the velocity space element. The resulting elements for the thermal field space in the case of the Euler and thermal shallow water equations are given in Figure 2 .
Figure 2:
Reference elements for next to lowest order Charney-Phillips type finite element space and P 3 . Dots denote degrees of freedom. The former is used for the Euler equations in a vertical slice of the atmosphere; the latter corresponds to a triangular mesh of the sphere used for the thermal shallow water equations.
In terms of the equations derived by the Poisson bracket in Section 2.1, we obtain a space discretisation given by
together with a discretised diagnostic scalar vorticity equation given by
2.8)
for L2 inner product ., . on ∂Ω. Note that the variational derivatives of H are now given by projections into the relevant finite element spaces, e.g. for the Hamiltonian corresponding to the Euler equations, we find
where P V denotes projection into V. Further, we note that the Poisson bracket structure still holds in the discretised case, i.e. the discretised evolution equations (2.2.5) -(2.2.7) can be used for evaluating dF/dt as in (2.1.12), leading to a Poisson system (as in (2.1.1)) with a bracket whose form is equal to the continuous one, given by (2.1.2) -(2.1.3). While it is not clear if the discretised bracket still satisfies the Jacobi identity, it is still antisymmetric, implying that energy is conserved. We therefore find that the discretised bracket is at least an almost Poisson bracket, i.e. a bilinear antisymmetric form.
SUPG stabilisation
To review the SUPG advection scheme, we consider the thermal field transport equation in its continuous form, given by
In a finite element setting, we would then space discretise using its weak form
However, for standard continuous Galerkin spaces, the advection term tends to produce spurious oscillations, which can be counteracted by introducing diffusion in the direction of the flow [13] . This is achieved by replacing the test functions by
for a suitable coefficient τ . We then arrive at 3.4) and this form of upwinding is commonly referred to as the Streamline Upwind Petrov Galerkin (SUPG) method [13] , and was first introduced in [4] . We find that the modified test function of the advection term acts as diffusion along the velocity field u, noting that for γ = θ ∈ V θ , the SUPG equation (2.3.4) leads to
where the indefinite SUPG term (i.e. the last term) is kept small by a suitable choice of τ . Note that since all test functions where modified to include an upwind term, the resulting weak equation The upwinded advection equation (2.3.4) can be used for fully continuous spaces V θ , as is the case for our choice of buoyancy space for the thermal shallow water equations. For spaces that are not fully continuous, such as the Charney-Phillips type finite element space defined above, further care needs to be taken for the discontinuous components. In our case, we follow [20] , and apply the standard DG upwinding scheme [13] in the horizontal (i.e. discontinuous) direction, and restrict the SUPG setup to the vertical direction. To this end, we first integrate the weak form (2.3.2) by parts and arrive at
where Γ v denotes the set of all vertical interior facets of the underlying mesh. The jump operator [[.]] (for vectors v and scalars ψ, respectively) and upwind valueθ are defined by
noting that the two sides of each mesh facet are arbitrarily denoted by + and -(and hence n + = −n − ). Before incorporating the upwind modification (2.3.3) to the test functions in (2.3.6), we need to integrate by parts again to avoid applying the differential operator ∇ to the upwinded part τ u · ∇γ, as the double differentiation may not be well-defined for γ ∈ V θ . Further, we restrict the SUPG scheme to the vertical direction by using modified test functions of form
for vertical unit vector k. The resulting, fully upwinded advection equation is then given by
In the next section, we will incorporate the stabilised advection schemes ( 
Further, the discrete thermal field transport operator is given by
Using this definition, we can rewrite the advection equations (2.3.4) and (2.3.9) as a single equation of form
Finally, we note that the lowered u at L corresponds to the advecting velocity, while the lowered u at γ corresponds to the velocity used for upwinding. Depending on the time discretisation, we will find that these may be distinct in the almost Poisson bracket setup.
SUPG upwinding in the discretised bracket
It remains to incorporate SUPG upwinding, as described in Section 2.3, into the discretised almost Poisson bracket. Without upwinding, the bracket is given by 
where as for the non-upwinded version, we anticipate an advecting velocity of form δH δu /ρ when upwinding is included. Note that in the Poisson system (2.1.1), the time derivative term γ, θ t corresponds to dF dt , while the advection term is derived from the bracket {F, H}. Considering the upwinded equation, we find that choosing
in the Poisson system is impractical, since then the time derivative of F will include a time derivative in the upwinding velocity u. To avoid this, we move the corresponding upwinding part to the righthand side:
that is we will consider the upwind partγ u of the time derivative term as part of the Poisson bracket. Including this term in the bracket, however, leads to further complications. First, a corresponding antisymmetric term needs to be added, which will appear in the momentum equation's forcing part. Second, in view of the energy conserving time integration scheme to be used below, the bracket should be independent of time derivatives. This means that θ t in the bracket should be replaced by another, time-derivative free term. Considering the upwinded equation (2.4.1), we find that θ t depends on the advection operator L as well as the upwinded test function contributionγ u , motivating Definition 2 below.
Definition 2
The thermal field advection operator θ a : V u → V θ is given by
Further, the SUPG recovery operator S u : V θ → V θ is given by
Note that both θ a and S u implicitly also depend on the state z = (u, ρ, θ). Using these two operators, we can rewrite the upwinded thermal field advection equation (2.4.1) as 
with operators L θ , θ a and S given by Definitions 1 and 2.
Proposition 1 Consider the space discretised almost Poisson bracket given by Definition 3. Then the thermal field transport equation based on the Poisson system (2.1.1) with this bracket is given by
Proof. We test the upwinded bracket using the usual functional of form F = γ, θ . In this case, as before all parts of the bracket except for the ones corresponding to temperature advection (i.e. By definition of θ a , the advection operator part of the right-hand side is equal to γ, θ a δH δu , which in turn can be expressed using S as γ +γ u , S −1 u θ a δH δu .
(2.4.13)
We can then cancel with the upwind contribution term (i.e. the last term in (2.4.12)), so that
4.14)
which holds for any γ. Hence, the S −1 u θ a term is identically equal to θ t , and we may replace it in (2.4.12). Moving the upwind contribution term and the advection operator to the left-hand side then gives the required upwinded form.
The second implication of including a θ t term in the bracket lies in the corresponding antisymmetric term (i.e. the second term in (2.4.7)), given by
The test function δF δu appears as an argument of S −1 u θ a , which we would be required to solve for for every test function in the variational solver for the velocity. To avoid this, we use the transpose of S −1 u θ a , allowing us to move the operator away from the test function. where s ∈ V u is given by
Proof. The first three terms (excluding the time derivative term) follow directly from the bracket, using F = w, u in the Poisson system. To obtain the last term, we evaluate the the corresponding bracket term (2.4.15) as
for transpose operator * . First, for θ a , we find directly that its transpose (θ a ) * : V θ → V u is given by
4.20)
while for the upwind operator we note that (S −1 u ) * = (S * u ) −1 , with S * u clearly following from the definition of S u as
To find the inverse, we search for a γ such that, given "an upwinded function" χ ∈ V θ ,
Finally, we solve this for γ with
4.23)
which yields σ as defined above. s then follows applying (2.4.20) on σ, as required.
Using Propositions 1 and 2, we obtain from the θ-upwinded discretised bracket in Definition 3 a system of equations of form
Finally, in a similar fashion to the proofs above, we find that the Poisson system can be recovered from these equations from the chain rule for F as in (2.1.12). Since the θ-upwinded discretised bracket is antisymmetric, we therefore find that equations (2.4.24) -(2.4.26) are still energy conserving.
Remark 1 To also incorporate energy conserving upwinding schemes for u and ρ in the equation set (2.4.24) -(2.4.26), we can use the framework provided in [26] , where a bracket for the rotating shallow water equations was considered. The bracket is identical to the one introduced above, up to excluding the two thermal terms (i.e. setting δH δθ = 0 in (2.4.9) and δF δθ = 0 in (2.4.10)), and we can directly apply the upwinding schemes here. The shallow water upwinded bracket is given by 
was introduced (for details, see [26] ). Note that U corresponds to a discrete division by ρ, and recalling that δH δu is given by the discrete flux P Vu (ρu), we find that U ρ, δH δu ∈ V u corresponds to the advecting velocity for u and ρ advection. The bracket then leads to an upwinded density equation of form and θ a now defined by
The flux recovered velocity U ρ, δH δu then also serves as the advecting velocity for the thermal field transport equation, given by
Finally, we note that the underlying 2D velocity advection scheme and Coriolis term in (2.4.27) and (2.4.28) above can be extended readily to the three-dimensional case [20] , which in our case leads to
where
Numerical results
In this section, we confirm numerically the upwind stabilised and energy conserving properties of the newly introduced almost Poisson bracket (2.4.9) -(2.4.10). First, we review the energy conserving time discretisation used for this purpose, as well as the resulting non-linear set of equations. Next, we discuss the operational applicability of the bracket, including simplifications in view of computational costs and the extension to a fully upwinded bracket. Finally, we present test cases, consisting of a perturbed thermogeostrophic balance scenario for the thermal shallow water equations, as well as a cold and hot air bubble scenario for the Euler equations.
Time discretisation and nonlinear system
To confirm the energy conserving property of the space discretised equations (2.4.24) -(2.4.26), we apply an energy conserving time discretisation, thus expecting energy conservation up to machine precision. It is given by a Poisson integrator as introduced in [6] , and can be applied to the framework used here as detailed in [26] . For the prognostic fields z = (u, ρ, θ), we have and similarly for the variations in ρ and θ. The expressions can be integrated exactly for the thermal shallow water Hamiltonian, leading to
1.4)
and similarly for the other two variations. However, for the Euler Hamiltonian, we find that the internal energy is a non-polynomial function in ρ, θ, thus requiring an approximate integration of (3.1.3) for the variations in ρ and θ. For the numerical results below, a fourth order Gaussian quadrature was used.
The resulting nonlinear system of equations is given by
for midpoint time averageρ = (ρ n + ρ n+1 )/2, and similar forū andq, with q n and q n+1 given by the diagnostic scalar vorticity relation (2.2.8), using the prognostic fields at time levels n and n + 1, respectively. Note that all occurrences of the state z in L θ and s are also discretised at the half-time level. Further, we remark that the derivation of the fully discretised thermal field equation (3.1.8) follows the proof of Proposition 1 in a time discretised form, with θ t replaced by (θ n+1 − θ n )/∆t.
To solve for z n+1 , given the fully discretised residual R(z n+1 ) above (left-hand sides of (3.1.5) -(3.1.8)), we apply the same procedure as detailed in [26] and revert to a Picard iteration scheme. For update δz = z n+1,k+1 − z n+1,k with unknown next time step estimate z n+1,k+1 , we set where double-barred entries correspond to background fields, withπ = π(ρ,θ),ū = 0, and δπ = ∂π ∂ρ (ρ,θ)δρ + ∂π ∂θ (ρ,θ)δθ. Note that in view of the test cases to follow, we assumed the background thermal field to be constant (equal to g for the thermal shallow water equations, and an isentropic background potential temperature for the Euler equations). This leads to a vanishing ∇θ term in the velocity and thermal field equation, respectively, thus uncoupling the latter from the density and velocity equations. Given the right-hand side −R(z n+1,k ) we can then first solve for δθ, followed by a mixed solve for the density and velocity updates. Note that since this paper focuses on the underlying space discretisation, the nonlinear solve procedure is kept simple. The discretisation can in principle be applied equally to fully three-dimensional problems and scenarios with a non-constant potential background temperature (by approximately eliminating δθ in the linearised momentum equation). A suitable nonlinear solver strategy for this case can be found in [2] .
The mesh, finite element discretisation, and solver were implemented using the automated finite element toolkit Firedrake 1 [21] , with a hybridised solver (see e.g. [23] ) used to solve for the mixed system in (δu, δρ).
Fully upwinded, approximately energy conserving formulation
While both the space and time discretisations conserve energy, the resulting Picard iteration scheme does not. In the numerical tests below, we find that the number of Picard iterations required to achieve energy conservation up to machine precision is much higher than is usually considered in forecasting models. This suggests the use of simplifications to the fully discretised scheme, which lead to an additional energy error smaller than the error due to a small number of Picard iterations. Further, the temperature upwinded bracket presented in Definition 3 does not include upwinding in the velocity and density fields, leading to a non-satisfactory quality of the field development. In this section, we present a fully upwinded fully discretised formulation based on the bracket as described in Remark 1 and a small modification to the Poisson time discretisation.
In the fully upwinded bracket, we find that in the temperature advection equation the advecting and upwind velocities are given by U(ρ, δH δu ) and u, respectively, which time-discretise within the Poisson integrator as δH δu (given by (3.1.4) ) andū, respectively. The equations derived from the bracket can be simplified by ensuring that these two velocities are equal after time-discretisation, which can be achieved by time discretising the Hamiltonian variation in u as
In this case, we find that the velocity recovery operator U is evaluated as 
2.5)
that is we swapped the advecting and upwind velocities. Note that this pair of terms is still bilinear and antisymmetric (given the upwind definition (2.3.10)). In the full Poisson integrator setup, we find that this modification of the bracket would lead to a thermal field equation whose modified test functions are upwinded inconsistently, in the sense that we would useū for the test functions in the advection terms, but δH δu for the test function applied to the time derivative term. However, this is not the case for the simplified time-discretised form (3.2.1) of the Hamiltonian variation in u, which is equal toū point-wise. After swapping the velocities, we find that the double operator S −1 u θ a is not applied to a test function in the velocity equation anymore, so that the transpose formulation described in Proposition 2 is not needed anymore. 
Proof. All terms follow directly from the fully upwinded bracket together with the advecting velocity Remark 2 To solve for the velocity contribution (3.2.6) -(3.2.8) within the right-hand side R of the Picard iteration scheme (3.1.9), we follow [26] . The treatment of the modified test functions U(ρ, w) can be sketched as follows: writing the advection and forcing terms as G U(ρ, w) , we solve for u * ∈ V u such that
Then in particular, given the definition of U, we find that for any test function w ∈ V u , Note that since the underlying bracket is still antisymmetric, the equation set formulated in Proposition 3 is energy conserving up to the time discretisation. The only difference to the fully energy conserving Poisson integrator lies in the simplified variation of the Hamiltonian in u, and comparing it to the non-simplified one, we find that
2.17)
where denotes perturbation from the reference state. In particular, we therefore expect this modification to only have a small effect on the energy development, especially when only a small number of Picard iterations is used, so that the energy error is dictated by the error due to the linear solver.
Finally, compared to the equations derived from the bracket as presented in Definition 3, the equation set as given in Proposition 3 is fully upwinded and only requires additional projections for the Hamiltonian variations in ρ and θ. However, since these are projections into discontinuous and horizontally discontinuous spaces, the additional cost in evaluating the residual in each Picard iteration is small compared to similar discretisations derived in a non-Hamiltonian, non-energy conserving context.
Comparison to non-energy conserving space discretisations
For comparison purposes, we further describe two discretisations that are not energy conserving.
The first is formulated such that the Poisson time integrator can be applied to it, allowing for a comparison that focuses on the exact energy conserving properties of the SUPG upwinded space discretisation. The second is formulated using a standard treatment of the Euler equations, and is used in comparison with the fully upwinded scheme as described in the previous section, with a smaller number of Picard iterations in the simulation runs.
For the first discretisation, we use a non-antisymmetric bracket of form where {·} denotes the average across facets. Note that this bracket is antisymmetric with respect to the velocity and density advection terms, but not the thermal field advection term. The last two terms in (3.3.2) are set to arrive at the SUPG stabilised form (2.4.11) of the thermal field advection equation, while the last two terms of (3.3.1) correspond to a simple stabilisation of the non-upwinded thermal field bracket term: which allows us to investigate the loss in energy due to a non-energy conserving implementation of the SUPG scheme.
The second discretisation is derived directly from the continuous Euler equations (2.1.22) -(2.1.24), disregarding the Hamiltonian framework. For this purpose, we use the same types of upwinding as discussed in Section 2, i.e. standard DG upwinding for ρ, SUPG upwinding for θ, and upwinding for the rotational part of velocity advection. The resulting weak forms are then given by
noting that for the Euler vertical slice test case considered below, the Coriolis parameter f is set zero. We use midpoint averages for the time discretisation, so that the resulting fully discretised density and thermal field equations are equal to the ones following from the approximately energy conserving discretisation (i.e. (3.2.9) and (3.2.10), respectively). On the other hand, we find that the velocity equation used here differs from the one given by (3.2.6) -(3.2.8) in that the forcing and advection terms have not been formulated with regards to antisymmetry and the variations of the Hamiltonian with respect to ρ and θ.
Test cases
Having formulated the Poisson bracket (Definition 3) and the Poisson integrator, as well as the simplified upwinded discretisation (Proposition 3) and two non-energy conserving schemes, we test for their energy-conserving properties and the qualitative field development. We first consider a thermal shallow water scenario and an Euler scenario, demonstrating energy conservation up to machine precision as well as an improved thermal field development when the SUPG scheme is applied. Given the shortcomings of the field development in the Euler scenario, we then move on to the fully upwinded setup, which we investigate using two Euler test cases.
Energy conservation and thermal field upwinding
The thermal shallow water test case considered here is based on the fifth test case in [25] , corresponding to a spherical flow in geostrophic balance, perturbed by a mountain. Following [8] , we set the buoyancy field accordingly to achieve a thermogeostrophic balance. The initial conditions are then given by
where b = b 0 (1 − r/R) describes the mountain's surface, for R = π/9, mountain height b 0 = 2000 m and r such that r = min(R, (λ − λ c ) 2 + (θ − θ c ) 2 ). λ ∈ [−π, π] and θ ∈ [−π/2, π/2] denote longitude and latitude respectively, and the mountain's centre is chosen as λ c = −π/2 and θ c = π/6. The sphere's radius, its rotation rate, and the gravitational acceleration are given by a = 6371220 m, Ω = 7.292 × 10 −5 s −1 , and g = 9.810616 ms −2 , respectively. Further, the mean height, the wind speed, and the buoyancy perturbation parameter are set toρ = 5960 m, u 0 = 20 m/s, and = 0.05, respectively. Finally, for simplicity, we choose an SUPG parameter of form τ = ∆t/2; a further discussion on possible choices of τ can be found in [13] .
The mesh is given by an icosahedral triangulation, where refinement level 0 corresponds to 20 triangles. For every higher level, each triangle is refined to 4 triangles (so that each increase corresponds to halving the cell side length ∆x), and in this test case the refinement level was set to 4. The simulation is run for 50 days, with a time step of ∆t = 8 minutes, and 8 Picard iterations for each time step.
The resulting buoyancy fields for the discretised equations corresponding to the non-upwinded bracket ((2.1.2) -(2.1.3)) and the buoyancy-upwinded bracket (Definition 3) are depicted in Figure  3 . Further, the relative energy error (i.e. (E t − E 0 )/E 0 ) development for the aforementioned brackets as well as the non-energy conserving one ((3.3.1) -(3.3.2)) are depicted in Figure 4 . As expected, we find that the incorporation of the SUPG scheme markedly reduces the occurrence of spurious oscillations in the buoyancy field development. Further, both energy conserving brackets lead to energy convergence up to solver tolerance, with an improvement by 4 orders of magnitude when compared to the non-antisymmetric bracket.
Next, we consider the brackets in an Euler equations scenario. For this purpose, we use the next to lowest order density finite element space (r=1) and the corresponding spaces for the other fields as described in Section 2.2.1. To ensure a stable field development, the non-upwinded bracket is replaced by one that includes DG-upwinding for potential temperature in the horizontal (but no SUPG scheme for the vertical). The test case is given by a falling bubble in a vertical slice of the atmosphere, based on one as described in [24] . For this purpose, we consider a horizontally periodic rectangular domain Ω of 32 km length and 6.4 km height, with a constant potential temperature background fieldθ = 300 K and corresponding pressure and density fields in hydrostatic balance. A temperature perturbation of form
is added to the background potential temperature, while the density field is left unperturbed. The perturbation's horizontal and vertical centre and radius are given by (x c , x r ) = (16, 4) and (z c , z r ) = (3, 2) kilometres, respectively. The gravitational acceleration is defined as in the thermal shallow water test case, and the remaining physical parameters are given by c v = 716.5 m 2 s −2 K −1 , R = 287 m 2 s −2 K −1 , and p 0 = 100 kPa. Finally, we note that a constant viscosity term is commonly added to the continuous equations in this test case to obtain a solution that converges as the resolution is refined [17] . In our case, we do not include this term due to our focus on energy conservation.
The mesh is given by a vertically extruded interval mesh, with horizontal and vertical resolutions equal to ∆x = ∆z = 100 m. The simulation is run for 900 seconds, with a time step of ∆t = 0.5 s, and 32 Picard iterations for each time step.
To focus on the effects of upwinding, we consider the field development after 400 and 800 seconds. The resulting images and relative energy error developments are depicted in Figures 5 and 6 , in an arrangement equal to the one for the thermal shallow water equations above. We find that if no SUPG scheme is applied in the vertical direction of potential temperature transport, spurious upward moving features occur in the potential temperature field development near the centre of the domain, where the bubble falls towards the bottom boundary. In the presence of an SUPG scheme these features are removed, again indicating a qualitatively favourable field development if such a scheme is included. Further, as expected, energy is conserved up to solver tolerance for the two energy conserving brackets, with occasional jumps likely due to an insufficient number of Picard iterations. In contrast, the non-energy conserving bracket leads to a loss of energy of the order of 10 −6 , 6 orders of magnitude larger than the energy conserving ones.
Fully upwinded, approximately energy conserving scheme
While including an SUPG scheme for the potential temperature advection leads to an improvement of the field development, the latter still suffers from an absence of upwinding in the other fields, leading to an insufficient resolution of the density current flowing along the bottom boundary. Further, 32 Picard iterations were required to achieve energy conservation of the order of 10 −12 . We therefore next consider the field and energy error developments for the simplified fully upwinded scheme as presented in Proposition 3, which is energy conserving in space and energy conserving in time up to the difference given by (3.2.17) . The test cases considered here are given by the falling bubble one as described above, as well as a rising bubble test case based on [5] . The latter is prone to secondary plumes (see e.g. [2] ), and to avoid these in our discussion here, we consider the next higher order set of finite element spaces (r=2) for this test case. The domain Ω is given by a horizontally periodic square of 10 km side length. The background fields are given as in the falling bubble case, and the initial temperature perturbation is given by ∆θ = 2 cos 2 ( rπ 2 ) if r < 1, 0 otherwise, (3.4.5) for r as in (3.4.4) above, with (x c , x r ) = (5, 2) and (z c , z r ) = (2, 2) kilometres, respectively. As before, the density field is left unperturbed. The mesh is as for the falling bubble test case with ∆x = ∆z = 100 m for the relative energy error study below, and a higher resolution of ∆x = ∆z = 50 m for the field development figures below. The simulations are run for 1000 seconds, with a time step of ∆t = 1 s for the 100 m mesh and ∆t = 0.5 s for the 50 m mesh.
First, we compare the impact of both the reduced number of Picard iterations and the approximated Poisson integrator (i.e. (3.2.1)) on the relative energy error development. For this purpose, we run the falling and rising bubble test cases for k ∈ {4, 5, 6, 8} Picard iterations, each time for both the fully energy conserving Poisson integrator and the approximated version as given in Proposition 3. The resulting energy developments are depicted in Figure 7 . While more evident for the less turbulent rising bubble test case, we find that in both cases the choice of number of Picard iterations dominates the relative energy error development when compared to whether or not the Poisson integrator has been approximated. In particular, this indicates that the approximated scheme as given in Proposition 3 does not lead to a substantial increase in energy error when a small number of Picard iterations is used, suggesting that the approximation (and therefore the removal of the additional calculations for U, (S −1 u ) * , and (θ a ) * appearing in the fully upwinded, fully energy conserving discretisation) is justified.
To test the improvement of the qualitative field development when a fully upwinded bracket is used, we compare the scheme as given in Proposition 3 with a fully upwinded reference scheme not derived in a Hamiltonian setup, as defined in (3.3.5) -(3.3.7). Further, we also consider the energy development for this setup, using 4 Picard iterations in each time step. Note that considering the two discretisations, we find that the only additional computational cost of the approximately energy conserving scheme lies in computing δH δρ and δH δθ for each Picard iteration, i.e. a DG space and a horizontally DG space projection. The resulting falling and rising bubble potential temperature fields are depicted in Figure 8 , and the corresponding energy plots can be found in Figure 9 .
For the rising bubble test case, we find a virtually identical field development. In terms of the relative energy error, we can divide the bubble's evolution into an initial phase, where the bubble starts rising, and a later phase, in which two vortices are formed at the bubble's lower ends. For the former phase, the approximately energy conserving setup suffers from a small, constant decrease in Figure 8 : Potential temperature fields for energy conserving scheme with midpoint approximation (left column) and non-energy conserving scheme (right column). Top: rising bubble test case at 1000 s. Bottom: falling bubble test case at 800 s. energy, probably related to the initial adjustment of the unperturbed density field to a perturbed state (in the sense that if a corresponding perturbation to the density field is added to the initial conditions, this decrease disappears). Once the vortices start to form, however, the non-energy conserving setup suffers from a much larger increase in relative energy error than the approximately energy conserving one does, leading to a final energy error larger by almost an order of magnitude.
Similarly, we find an improved energy conservation by nearly an order of magnitude for the falling bubble test case. Additionally, we observe a qualitatively different field development, where the higher degree of energy conservation leads to the formation of additional smaller vortices in the main vortex. This demonstrates that even in simulations with a comparable computational effort, the approximately energy conserving discretisation still leads to a significant reduction in the relative energy error in comparison to a corresponding non-Hamiltonian discretisation, which in turn may influence the field development. Further, should a higher degree of energy conservation be required (albeit at a higher computational cost), this can readily be achieved in the approximately energy conserving setup by using a moderately higher number of Picard iterations (with another order of magnitude gained for 6 iterations, as indicated in Figure 7 ).
Conclusion
In this paper, we presented an almost Poisson bracket discretisation using the compatible finite element method, which includes an SUPG scheme for the thermal field advection. The SUPG formulation relies on moving the upwinded part of the test function corresponding to the temperature time derivative into the Poisson bracket. In view of the Poisson time integration scheme, a temperature advection and an SUPG upwinding related operator were introduced in order to reformulate the thermal field time derivative term occurring in the bracket. We demonstrated how to recover the thermal and velocity field evolution equations given the SUPG-modified bracket, showing that the former corresponds to the usual SUPG formulation of a transport equation with the given underlying finite element spaces. Further, for the interest of a fully upwinded, computationally less costly discretisation, we introduced an approximately energy conserving version including upwinding in the density and velocity fields.
In numerical tests, we demonstrated energy conservation up to solver tolerance for the SUPGmodified bracket for an Euler and a thermal rotating shallow water scenario. Further, the incorporation of the SUPG scheme was shown to lead to a significant improvement of the qualitative thermal field development in both cases. Finally, we considered the approximately energy conserving discretisation in a simulation with a small number of Picard iterations, showing that we still gain a reduced energy error when compared to a reference discretisation derived in a non-Hamiltonian setup, leading to a qualitatively different field development for one of the two considered Euler test cases.
In future work, we aim to compare different upwind schemes within the Hamiltonian framework. In particular, this includes the choice of velocity advection scheme, which can either be formulated using upwinding for velocity, or an upwinded formulation for vorticity as presented for the shallow water equations in [1] . While the numerical tests for the SUPG scheme considered here were restricted to two dimensions, this comparison would ideally be done in a fully three-dimensional setting.
