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Abstract
A class of exact first order methods for distributed optimization
is considered. Under the standard assumption on the cost function
- convexity and Lipschitz continuity of the gradient, we extend the
convergence results to the setting of time-varying directed networks
and node specific time-varying step sizes. The convergence result is
obtained without assuming connectivity of the underlying network in
each iteration. Furthermore, node specific step sizes that vary through
iterations diminish the need for coordination among different nodes.
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1 Introduction
We consider a set of n computational agents and the following unconstrained
optimization problem
min
Rd
f(y) f(y) =
n∑
j=1
fj(y) (1)
where each fj is a real-valued function of R
d and is held privately by one of
the agents, and the agents can communicate according to a given network.
Problems of this form arise in many practical applications such as sensor
networks [10], distributed control [11], distributed learning [12] and many
others.
Several distributed methods [1, 2, 3, 6, 7, 8, 14, 15, 16] have been proposed
in literature for the solution of (1) that achieve exact convergence to the
minimizer with fixed stepsize, when the objective function is convex and
Lipschitz-differentiable. In [1] and [2] two exact gradient-based methods
where proposed, and the convergence was proved for the case where the un-
derlying network is undirected, connected, and remains constant through
the entire execution of the algorithm. In [8] a unified analysis of a class of
first-order distributed methods is presented. In [7] the convergence of sev-
eral first-order methods was generalized to the case of time-varying network,
provided that the network is connected at each iteration, while in [6] the
convergence analysis of [1] is extended to the time-varying and directed case,
assuming only joint-connectivity of the sequence of networks. In all the above
methods, the stepsize is assumed to be constant and coordinated among all
the agents. In [5] and [3] the case of uncoordinated time-constant stepsizes is
considered, that is, each node has a different stepsize but these step sizes are
constant in all iterations. In [9] a modification of [1] is proposed, with step-
sizes varying both across nodes and iterations, and and it is proved that there
exist suitable safeguards for the steps, depending on the regularity properties
of the objective function and the network, such that R-linear convergence of
the generated sequence to the solution of (1) holds. This results is obtained
for undirected and stationary network.
In this paper, we establish R-linear convergence of exact distributed first-
order methods under a very general setting of time-varying directed net-
works, without the requirement of network connectedness at each iteration,
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and time-varying uncoordinated step sizes. The considered class of methods
subsumes, for example, the methods in [8, 9], and establishes their R-linear
convergence under a more general setting than the existing results currently
show. In more detail, our results have the following implications on the
existing literature of exact distributed first-order methods.
• We prove that the methods proposed in [8], referred to here (and also
in [7]) as the unified Extra and the unified DIGing are robust to time-
varying directed networks and time-varying uncoordinated step sizes,
i.e., they converge R-linearly in this setting. Up to now, it is only
known that these methods converge under static undirected networks
[8] or time-varying networks where the network is connected at each
iteration [7]. These methods have been previously considered only for
time-invariant coordinated step sizes.
• We prove that the method proposed in [9] is robust to time-varying
directed networks. Before the current paper, the method was only
known to converge for static, undirected networks.
• It is shown in [7] that the Extra method [2] may diverge over time-
varying networks, even when the network is connected at every itera-
tion. On the other hand, as we show here, the unified Extra, a variant
of Extra proposed in [8], is robust to time-varying networks. Hence,
our results reveal that the unified Extra can be considered as a mean
to modify Extra and make it robust.
Let us clarify here that we are not proposing a novel method for the solution
of (1); the goal of this work is to extend the convergence analysis carried out
in [8, 9] to the case of time-varying networks, without assuming connectivity
of the underlying network at each iteration, thus proving convergence in
a more realistic framework, and to show that time-varying uncoordinated
stepsizes can be used in the case of time-varying networks, retaining R-linear
convergence of the methods.
3
2 The Exact first-order Methods
We make the following regularity assumptions for the local cost functions fi.
Assumption A1.
• Each function fi : R
d → R,i=1,. . . ,n, $ is twice continuously differen-
tiable;
• There exists 0 ≤ µi ≤ Li such that for every i = 1, . . . , n and every
y ∈ Rp,
µiI  ∇
2fi(y)  LiI (2)
where we write A  B if the matrix A − B is positive semi-definite. That
is, we assume that each of the local functions is µi-strongly convex, and has
Lipschitz continuous gradient with constant Li. Denoting with L =
∑n
i=1 Li
and µ =
∑n
i=1 µi, we have that the aggregate function f is µ-strongly convex
and ∇f is Lipschitz-continuous with the constant L.
Given x1, . . . , xn ∈ R
d we define
x :=


x1
...
xn

 ∈ Rnd F (x) = n∑
j=1
fj(xj). (3)
For a matrix A ∈ Rn×n we denote with σmax(A) the largest eigenvalue of
A. Moreover, given a sequence of matrices {Mk}k and m ∈ N, let
Mkm :=M
kMk−1 . . .Mk−m+1, Mk0 = I (4)
It is assumed that at iteration k the n agents are the nodes of a given net-
work Gk, and to each Gk we associate a consensus matrix W k ∈ Rn×n. The
assumptions over the sequences {Gk} and {W k}, which are the same hy-
potheses considered in [6], are stated below.
Assumption A2.
For every k = 0, 1, . . ., Gk = ({1, . . . , n}, Ek) is a directed graph andW
k is an
n× n doubly stochastic matrix with wij = 0 if i 6= j and (i, j) /∈ Ek. More-
over, there exists a positive integer m such that supk=0:m−1 σk < 1, where
σk = σmax(W
k
m −
1
n
eet).
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Remark 2.1. Assumption A2 is weaker than requiring each graph Gk to
be connected. For example, it can be proved (see [6]) that in the case of
undirected networks, if the sequence is jointly-connected then we can ensure
Assumption A2 by takingW k as the Metropolis matrix, [13], associated with
Gk.
We consider the following class of methods. Assume that at each iteration
node i holds two vectors xki and u
k
i in R
d and that the global vectors xk, uk ∈
R
nd are updated according to the following rules:{
xk+1 =Wkxk −Dk(uk +∇F (xk))
uk+1 = uk + (Wk − I)(∇F (xk) + uk −Bkxk)
(5)
where Wk := (W k ⊗ I) ∈ Rnd×nd, Dk = diag(dk1I, . . . , d
k
nI) with d
k
i being
the stepsize for node i at iteration k and Bk is a symmetric n × n matrix
that respects the sparsity structure of the communication network Gk and
such that for every y ∈ Rd we have Bk(1 ⊗ y) = c(1 ⊗ y) for some c ∈ R.
Moreover, we assume that x0 ∈ Rnd is an arbitrary vector and u0 = 0 ∈ Rnd.
For Dk = αI and Bk = bI or Bk = bW we retrieve the class of methods
analyzed in [8], while for Bk = 0 we get the method introduced in [9]. In
our analysis, we consider the case Bk = bI and Bk = bWk with b non-
negative constant and dmin ≤ d
k
j ≤ dmax for every k and every j = 1, . . . , n
for appropriately chosen safeguards 0 < dmin < dmax. Notice that for b = 0
we get Bk = 0 and we recover the method from [9].
3 Convergence Analysis
We now study the convergence of the method described in (5). Specifically,
denoting with y∗ the solution of (1) and defining
x∗ :=


y∗
...
y∗

 ∈ Rnd
we prove that, if Assumptions A1 and A2 hold, there exist 0 < dmin < dmax
such that the sequence {xk} generated by (5) converges to x∗.
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Given a vector v ∈ Rnd, denote with v¯ the average v¯ =
∑n
j=1 vj ∈ R
d,
and with J the n × n matrix (I − 1
n
eet), where et = (1, . . . , 1) ∈ Rn. The
following quantities will be used further on:
x˜k = xk − ex¯k ∈ Rnd, (6)
u˜k = uk +∇F (x∗) ∈ Rnd, (7)
qk = xk − x∗ = x˜k + eq¯k ∈ Rnd. (8)
(9)
To simplify the notation, in the rest of the section we assume that d = 1,
but the same results can be proved analogously in the general case.
A few results listed below will be needed for the convergence result presented
in this paper. Directly from the definition of u˜k and the initialization u0 = 0,
we have
u¯k = 0 (10)
1
n
eetu˜k = 0 (11)
and from Assumption A1, for every k there exists a matrix Hk  LI such
that
∇F (xk)−∇F (x∗) = Hk(x
k − x∗). (12)
Lemma 1. [6] If the matrix sequence {W k}k satisfies assumption A2, then
for every k ≥ m we have ∥∥JW kmy∥∥ ≤ σk ‖Jy‖
Lemma 2. [17] If the function f satisfies assumption A1 and 0 < α < 1
L
,
then
‖y − α∇f(y)− y∗‖ ≤ τ‖y − y∗‖
where τ = max{|1− αµ|, |1− αL|}
Following the idea presented in [6], our convergence result relies on the
Small Gain Theorem [4], which we now briefly recall. Denote by a := {ak}
an infinite sequence of vectors, ak ∈ Rd for k = 0, 1, . . . . For a fixed λ ∈ (0, 1)
we define
‖a‖λ,K = max
k=0,1,...,K
{
1
λk
‖ak‖
}
6
‖a‖λ = sup
k≥0
{
1
λk
‖ak‖
}
.
Theorem 1. [4]. Let a = {ak} and b = {bk} be two vector sequences, with
ak, bk ∈ Rd. If there exists λ ∈ (0, 1) such that for all K = 0, 1, . . . , the
following inequalities hold
‖a‖λ,K ≤ γ1‖b‖
λ,K + w1,
‖b‖λ,K ≤ γ2‖a‖
λ,K + w2,
(13)
with γ1 · γ2 ∈ [0, 1), then
‖a‖λ ≤
1
1− γ1γ2
(w1γ2 + w2).
and
lim
k→∞
ak = 0 R-linearly.
We will use the following technical Lemma to show that the sequences
‖q¯k‖ and ‖x˜k‖ satisfy the hypotheses of Theorem 1.
Lemma 3. Given b, µ, L ≥ 0, σ ∈ (0, 1) and n,m ∈ N, there exists λ ∈ (0, 1)
and 0 ≤ dmin < dmax such that the following conditions hold:
1. σ < λm;
2. dmin
n
< 2
L
;
3. 1− µdmin +∆L < λ;
4. γβ2 < 1;
5. β3 < 1;
6. β5γ
1−β3
< 1;
7. β1+γβ2
1−γβ2
· β4+γβ5
1−β3−γβ5
< 1,
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where
γ =
(b+ L)C
λm − σ
, β1 =
Ldmax
λ− 1 + µdmin −∆L
,
β2 =
∆
Ldmax
β1, β3 =
σ
λm
+ β4,
β4 = Lβ5, β5 =
Cdmax
λm
,
∆ = dmax − dmin, C =
λ(1− λm)
1− λ
.
Proof. Take λm > σ and dmin <
2n
L
so that 1) and 2) hold. For dmax > dmin
and close enough to dmin one can ensure that
dmax
dmin
< 1 +
µ
L
(14)
holds. By the previous inequality, we have 1−µdmin+∆L < 1 and therefore,
for fixed dmax and dmin we can always take λ ∈ (0, 1) such that 3) is satissfed
and 1) still holds. Moreover, we can take dmin arbitrarily small and dmax
arbitrarily close to dmin without violating conditions 1)-3). Notice that C =
λ(1−λm)
1−λ
is an increasing function of λ.
Let us now consider condition 4) given by
(b+ L)C∆
(λm − σ)(λ− 1 + µdmin −∆L)
< 1.
The left hand side expression is an increasing function of ∆ and it is equal to
0 for ∆ = 0. Therefore, taking dmax close enough to dmin, condition 4) holds.
Condition 5) holds for dmax <
λm−σ
λmLC
.
Consider now condition 6),
(b+ L)C2dmax
(λm − σ)(λm − σ)(λm − σ − LdmaxC)
< 1
The left hand side expression is an increasing function of dmax and taking
dmax small enough we conclude that the previous inequality holds. Since we
need dmax > dmin, in order to be able to take dmax small, we need to take dmin
small enough, but this can be done without violating the previous conditions.
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By definition, β2+γβ3
1−γβ3
and β5+γβ6
1−β4−γβ6
are also increasing functions of dmax
and ∆. Thus, we can apply the same reasoning that we applied to 4) and 6)
to get γ2 < 1 and γ3 < 1. In particular, we can take dmin and dmax such that
condition 7) holds.
Theorem 2. Let Bk be defined as Bk = bW korBk = bI for a positive
constant b, or Bk = 0. If Assumptions A1 and A2 hold then there exist
dmin < dmax such that the sequence {x
k} generated by (5) converges R-
linearly to x∗.
Proof. Define σ = sup
k=0:m−1
σk < 1 where σk, m are given in assumption A2,
and take λ ∈ (0, 1), 0 ≤ dmin < dmax given by Lemma 3. We prove that
n1/2q¯k and x˜k satisfy inequalities (13), thus ensuring R-linear convergence by
Theorem 1.
We have Bk = bI or Bk = bW k, in both cases, Bkx∗ = bx∗, therefore
(W k − I)Bkx∗ = 0 and thus
(W k − I)Bkxk = (W k − I)Bk(xk − x∗) = (W k − I)Bkqk
For k ≥ m− 1, using (5), the previous equality and (12), we get
u˜k+1 = uk+1 +∇F (x∗) =
= uk + (W k − I)(uk +∇F (xk)− Bkxk) +∇F (x∗) =
= W k(uk +∇F (x∗)) + (W k − I)(∇F (xk) +∇F (x∗))+
+ (W k − I)Bkxk =
= W ku˜k + (W k − I)Hkq
k + (W k − I)Bkqk =
= W kmu˜
k−m+1 +
m−1∑
t=0
W kt (W
k−t − I)
(
Hk−t − B
k−t
)
qk−t
(15)
By (11) and Lemma 1,
‖W kmu˜
k−m+1‖ = ‖W kmJu˜
k−m+1‖ ≤ σ‖Ju˜k−m+1‖ =
= σ‖u˜k−m+1‖
and by (12), the definition of Bk and the fact that W k is doubly stochastic,
we get
‖W kt (W
k−t − I)(Hk−t − B
k)qk−t‖ ≤ (L+ b)‖qk−t‖.
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Taking the norm in (15) and using the two previous inequalities, we have
that for k ≥ m− 1
‖u˜k+1‖ ≤ σ‖u˜k−m+1‖+ (b+ L)
m−1∑
t=0
‖qk−t‖.
Notice that the above inequality also holds for the third case considered, i.e.
for Bk = 0, taking b = 0. Multiplying times 1
λk+1
, taking the maximum for
k = −1 : k¯ − 1, and defining
ω˜1 = max
k=−1:m−1
{
1
λk+1
‖u˜k+1‖
}
we get
‖u˜‖λk¯ = max
k=−1:m−1
{
1
λk+1
‖u˜k+1‖
}
+ max
k=m:k¯
{
1
λk+1
‖u˜k+1‖
}
≤
≤
σ
λm
max
k=m:k¯
{
1
λk−m+1
‖u˜k−m+1‖
}
+
+ (b+ L)
m−1∑
t=0
1
λt
max
k=m:k¯
{
1
λk−t
‖qk−t‖
}
+ ω˜1 ≤
≤
σ
λm
‖u˜‖λk¯ +
(b+ L)
λm
λ(1− λm)
(1− λ)
‖q‖λk¯ + ω˜1
.
Since by condition 1) in Lemma 3 we have σ < λm, reordering the terms
in the previous inequality and using the fact that qk = x˜k + eq¯k, we get
‖u˜‖λk¯ ≤ γ1‖q‖
λk¯ + ω1 ≤
≤ γ1‖x˜‖
λk¯ + γ1n
1/2‖q¯‖λk¯ + ω1
(16)
with
γ1 =
(b+ L)λ(1− λm)
(1− λ)(λm − σ)
, ω1 =
λm
λm − σ
ω˜1.
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Let us now consider q¯k.
q¯k+1 = x¯k+1 − y∗ =
1
n
etxk+1 − y∗ =
=
1
n
et
(
W kxk −Dk(uk +∇F (xk)
)
− y∗ =
= x¯k − y∗ −
dmin
n
∇F (x¯k)+
+
dmin
n
n∑
j=1
(∇fj(x¯
k)−∇fj(y
∗))+
−
1
n
n∑
j=1
(dkj − dmin)(∇fj(x
k
j )−∇fj(y
∗))+
+
1
n
n∑
j=1
(dmin − d
k
j )u˜
k
j .
Taking the norm, by Lipschitz continuity of the gradient and denoting with
∆ = dmax − dmin, we have
‖q¯k+1‖ =
∥∥∥∥x¯k − y∗ − dminn ∇F (x¯k)
∥∥∥∥+ Ldminn ‖x¯k − y∗‖1+
+
L∆
n
‖xk − x∗‖1 +
∆
n
‖u˜kj‖1.
Now dmin
n
< 2
L
, thus Lemma 2 gives a bound for the first term in the right
hand side of the last inequality, and we get
n1/2‖q¯k+1‖ ≤ n1/2τ‖x¯k − y∗‖+ Ldmin‖x¯
k − y∗‖+
+ L∆‖xk − x∗‖+∆‖u˜kj‖ ≤
≤ n1/2(τ +∆L)‖q¯k‖+ Ldmax‖x˜
k‖+∆‖u˜k‖.
Multiplying with 1
λk+1
and taking the maximum for k = −1 : k¯ − 1 we get
n1/2‖q¯‖λk¯ ≤
τ +∆L
λ
n1/2‖q¯‖λk¯ +
Ldmax
λ
‖x˜‖λk¯ +
∆
λ
‖u˜‖λk¯.
By Lemma 3 we have τ = 1 − µdmin and τ + ∆L < λ, thus reordering
and using (16), we get
n1/2‖q¯‖λk¯ ≤ +
Ldmax
λ− τ −∆L
‖x˜‖λk¯ +
∆
λ− τ −∆L
‖u˜‖λk¯ ≤
≤ (β1 + γ1β2)‖x˜‖
λk¯ + γ1β2n
1/2‖q¯‖λk¯ + β2ω1
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where β1 and β2 are defined in Lemma 3. Take
γ2 =
β1 + γ1β2
1− γ1β2
, ω2 =
β2ω1
1− γ1β2
.
From 4) in Lemma 3 we get
n1/2‖q¯‖λk¯ ≤ γ2‖x˜‖
λk¯ + ω2. (17)
Finally, let us consider x˜k. For k ≥ m− 1, we have
x˜k+1 = J(W kxk −Dk(uk +∇F (xk)) =
= JW kW k−1xk−1 − JW kDk−1(uk−1 +∇F (xk−1))−
− JDk(uk +∇F (xk)) =
= JW kmx
k−m+1 − J
m−1∑
t=0
W kt D
k−t(u˜k−t +Hk−tq
k−t).
Taking the norm, applying Lemma 1 and (12), we get
‖x˜k+1‖ ≤ σ‖x˜k−m+1‖+ dmax
m−1∑
t=0
(‖u˜k−t‖+ L‖qk−t‖).
Multiplying with 1
λk+1
and taking the maximum for k = −1 : k¯−1 we get
‖x˜‖λk¯ ≤
σ
λm
‖x˜k−m+1‖+ dmax
λ(1− λm)
λm(1− λ)
‖u˜‖λk¯+
+ Ldmax
λ(1− λm)
λm(1− λ)
‖q‖λk¯ + ω˜3 ≤
≤ β3‖x˜
k−m+1‖+ β4n
1/2‖q¯‖λk¯ + β5‖u˜‖
λk¯ + ω˜3.
where ω˜3 = maxk=−1:m−1
{
1
λk+1
‖x˜k+1‖
}
and β3, β4, β5 are defined in Lemma
3. In particular, we have β3 < 1, and can rearrange the terms of the previous
inequality to get
‖x˜‖λk¯ ≤
β4
1− β3
n1/2‖q¯‖λk¯ +
β5
1− β3
‖u˜‖λk¯ +
ω˜3
1− β3
.
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Now, applying (16) and 6) from Lemma 3, we obtain
‖x˜‖λk¯ ≤ γ3n
1/2‖q¯‖λk¯ + ω3
with
γ3 =
β4 + β5γ1
1− β3 − γ1β5
, ω3 =
ω˜3 + β5ω1
1− β3 − γ1β5
.
We thus proved
n1/2‖q¯‖λk¯ ≤ γ2‖x˜‖
λk¯ + ω2
‖x˜‖λk¯ ≤ γ3n
1/2‖q¯‖λk¯ + ω3
with γ2γ3 < 1 by condition 7) in Lemma 3. By the Small Gain Theorem,
we have that ‖q¯k‖ and ‖x˜k‖ converge to 0, and thus ‖qk‖ converges to zeros,
which gives the thesis.
4 Conclusions
We proved that a subclass of the methods presented in [8], including the
method introduced in [1, 6], is robust for time-varying and uncoordinated
stepsizes and time-varying networks, and that the method from [9] can be
extended to the case of directed and time-varying networks.
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