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Introducción
? Resolución de la Ambigüedad Semántica de las       
Palabras:
Word Sense Disambiguation (WSD)?   
? El problema:
f l d d l b? Especi icar e  senti o correcto e una pa a ra 
polisémica en un contexto determinado.
Introducción
? El problema ya se hizo patente en los primeros 
sistemas de traducción automática:   
? spirit ? Vozka
? flesh ? bistec
? “Quizás el problema más grande a nivel léxico 
del PLN” (Resnik y Yarowsky 97)      
? Tarea intermedia (Wilks y Stevenson 96)
? Traducción Automática Recuperación de ,   
Información, Agrupación de Conceptos, etc.
Ejemplo
“John wet the plant”
? ¿Qué es “plant”?:
? S: (n) plant#1, works#1, industrial plant#1 (buildings for 
carrying on industrial labor) "they built a large plant to 
manufacture automobiles"
? S: (n) plant#2, flora#2, plant life#1 (a living organism 
lacking the power of locomotion) 
? S: (n) plant#3 (something planted secretly for discovery by 
another) "the police used a plant to trick the thieves"; "he 
claimed that the evidence against him was a plant"
S ( ) l t#4 ( t it t d i th di h? : n  p an an ac or s ua e  n e au ence w ose 
acting is rehearsed but seems spontaneous to the audience) 
Ejemplo
“John wet the plant”
? ¿Qué es “wet”?:
? S: (v) wet#1 (cause to become wet) "Wet your 
face"
? S: (v) wet#2 (make one's bed or clothes wet by 
urinating) "This eight year old boy still wets his         
bed"
EL PROCESO DE 
ÓRESOLUCI N
Resolución automática
Dos pasos:
1. Determinar los diferentes sentidos
d d l bque pue e tener ca a pa a ra
relevante del texto.
2. Asignar a cada aparición de la
l b l id i dpa a ra e sent o aprop a o.
Paso 1: Determinar sentidos
? Dependen de los sentidos predefinidos en
lé irecursos x cos.
? Incluyen:
Una lista de significados (como diccionarios?
tradicionales)
? Rasgos semánticos asociados
? Categorías gramaticales
? Palabras relacionadas (sinónimos, hiperónimos,
antónimos )…
? En diccionarios multilingües, traducción a otras
lenguas.
Pero, ¿qué es un “sentido”?
? Problema de consecuencias importantes 
WSDen .
? Tema de discusión desde la antigüedad
? Aristóteles, en Topics (350 BC) , ya plantea 
la discusión sobre la división de sentidos.
? Actualmente sigue siendo un tema sin 
resolver (como tantos otros en     
lingüística)
Pero, ¿qué es un “sentido”?
? La lingüística actual diferencia dos 
conceptos:
? Significado: imagen mental al interpretar     
una palabra, lo que el ser humano 
interpreta al oír la palabra.    
? Sentido: especificación de un significado 
dentro de un contexto oracional concreto     .
Ejemplo
? Diferencia de significado:
(1) Fui al banco a ingresar el dinero
(2) Buceando vimos un gran banco de peces
? Diferencia de sentido:  
(3) Fui al banco a ingresar el dinero
(4) El b h did hi t  anco me a conce o un po eca en 
muy buenas condiciones
El problema de la granularidad
? Granularidad de significados: hasta qué 
nivel se diferencia entre significados de 
una palabra: 
? Alta granularidad: división muy detallada, 
pero mucha ambigüedad  
? Baja granularidad: división muy general, 
pero poca ambigüedad  .
Aproximaciones computacionales
? Paradigma “ahorrador”: establecer el 
í ú fm nimo n mero de signi icados por cada 
palabra.
? Léxico Generativo de Pustejovsky (1991)
? Paradigma “derrochador”: establecer 
cuantos sentido sean necesarios para 
determinar la semántica de las palabras en 
cualquier contexto.
? WordNet de Miller (1995)
Paso 2: Asignar sentidos
Depende de dos fuentes de información:
C d l l b bi1. ontexto e a pa a ra am gua
? Contexto local
The pig is in the pen “pig” sugiere “corral” ?Ventana de              The ink is in the pen “ink” sugiere “pluma”
? Contexto global
Tó i l d l di d i i á ti it ió
  
búsqueda
p co genera  e  scurso, om n o sem n co, s uac n 
comunicativa, etc.
Ejemplo: “cancervero” en un periódico deportivo vs en un libro 
sobre mitología griega  .
2. Recursos de conocimiento externos
Recursos anotados a mano, lexicones y diccionarios, tesauros… 
Contexto
? Es utilizado de dos maneras:
B l d l b? o sa e pa a ras:
? El contexto es modelado como conjunto de palabras al
rededor de la palabra ambigua con tamaño determinado
(ventana), sin considerar la relación que tienen con ésta
ni entre ellas en términos de distancia, relación
sintáctica, etc.
? Información relacional:
? El contexto es modelado según algún tipo de relación
con la palabra ambigua: distancia (física semántica, ,
etc.), relación sintáctica, preferencias de selección,
propiedades ortográficas, categoría semántica, etc.
Hoy por hoy todavía no sabemos ciertamente qué información 
contextual influye en la especificación del sentido.
Contexto – Tipos
1. Micro-contexto
? Pequeña ventana de palabras al rededor de la
palabra ambigüa, desde unas pocas palabras
(bigramas, trigramas, etc.) hasta toda la oración.
? Kaplan, 1950 : una ventana de dos palabras es suficiente
? Yarowsky (1993, 1994ª y b) experimenta con ventanas de
tamaño diferente, sin llegar a conclusiones definitivas.
? Leacock, et al. (1998) : ventana local de ±3 palabras
semánticamente plenas (nombres, verbos o adjetivos)
parece el mejor tamaño.
Contexto – Tipos
2 Contexto del tópico.
? Palabras con significado que co-ocurren
l tid t d l bcon e sen o concre o e una pa a ra
ambigua, normalmente en una ventana
d i i l t te var as orac ones o e ex o.
? Leacock et al. (1998) muestran que para un
clasificador estadístico, micro-contexto es mejor
que el contexto del tópico como indicador de
tidsen o.
Contexto - Tipos
3. Dominio
? Utilizar sólo el sentido de una palabra ambigua 
relevante para el dominio discursivo:    
? Gale et al. : “One sense per discourse”
Ej l? emp o:
Pedja Mijatovic aseguró que el Real Madrid "llega con más hambre" 
que el Barcelona al gran clásico del próximo domingo
? Hay muchos contraejemplos:
El juez Garzón se quedó en el banquillo durante el partido          
antidrogas
WORDNET
WordNet
• Universidad de Princeton (Miller et al. 
1990)
• Conceptos lexicalizados (palabras, lexías, 
locuciones)
• Relacionados entre sí por relaciones 
semánticas: sinonimia, antonimia, 
hiperonimia-hiponimia, meronimia…
• Cada sentido queda determinado por su 
posición dentro de la red y por las        
relaciones que establece con el resto de 
sentidos.
Relaciones semánticas
• Sinonimia
• Conjuntos de sinónimos: SYNSETS
• Noción débil de sinonimia: Sinonimia en contexto     
• Synset: Conjunto de palabras o lexías que en un 
contexto dado expresan un concepto
• Cada palabra tiene asociado una lista de synsets.
Relaciones semánticas
• Nombres:
• Hiperonimia / Hiponimia
• Relación de clase a subclase (IS_A)
• Meronimias
• Parte componente
mano → brazo
• Elemento de colectividad
tpersona → gen e
• Sustancia
periódico → papel (paper)  
Relaciones semánticas WN1.5
• Verbos:
• Causa
Matar → morir
• Implicación y troponimia  
Dormir → roncar
Andar → pasear 
• Adjetivos:
• Antonimia
Grande ↔ pequeño
• Similitud o cuasi-sinónimos
Bueno ↔ positivo
Relaciones semánticas WN1.5
<conveyance>
<vehicle> <doorlock>
<motor vehicle, automovile,...><car door>
<cruiser, squad car, patrol car, ...>
<cruiser, squad car, patrol car, ...> <cab, taxi, hack, ...>
EuroWordNet
• Proyecto LE-2 4003 
• Telematics Application Programme de la UE
• Redes semánticas de diversas lenguas
• Integradas e interconectadas  
• Inglés Universidad de Sheffield
• Holandés Univ. de Amsterdam
• Italiano I.L.C. de Pisa
• Español UB, UPC, UNED.
• Computers and the Humanities   
• (Vol.monográfico,1998)
• http://www hum uva nl/~ewn/. . .
EuroWordNet
Núcleo:•
• El ILI Inter Lingua Index
La Top Concept Ontology (TCO):•     
entidad, animal, objeto, etc.
Ontología de dominios (DO): tráfico•     , 
medicina, etc.
Periferia:•
• WordNets específicos
Métodos de resolución
? Métodos no supervisados
M d l b d l ti l tid? o e os asa os en c ases: se es ma e  sen o 
correcto por la clase donde se inserta cada sentido de la 
palabra polisémica (el sentido del resto de palabras de 
la clase).
? Métodos supervisados:
E i i d l ifi d dí i? ntrenam ento prev o e un c as ca or esta st co en 
corpus anotado por humanos que contiene el sentido 
correcto de cada palabra polisémica en su contexto
? A partir de este entrenamiento, el clasificador asigna un 
sentido específico a una nueva aparición de la palabra 
polisémica.
MÉTODOS DE RESOLUCIÓN
Métodos no supervisados I
? Métodos basados en conocimiento externo
ó? Se basan en la explotaci n de amplios 
recursos léxicos.
W dN t? or e
? Diccionarios digitales
Tesauros?
? 100% cobertura
55% i ió (S E l 1)?  prec s n ens va -
? No es necesario un proceso de entrenamiento
Métodos no supervisados II
? Distancia conceptual 
? (Mihalcea et al. 89, Agirre et al. 94)
? Densidad Conceptual 
? (Agirre y Rigau 95, 96)
? Uso de las glosas de WordNet      
? (Mihalcea y Moldovan 99)
Métodos no supervisados III
? Uso de glosas y definiciones:
Calcular la similitud semántica entre las palabras del?         
contexto y las palabras de cada definición o glosa de la 
palabra polisémica.
Ingresé el dinero en el banco ayer tarde
Banco S1:Entidad financiera que acepta dinero en       
depósito y ofrece préstamos con intereses: "fue al 
banco a cobrar un cheque"; "el banco nos concedió 
hi t l "una po eca para a casa
Banco S2: Asiento largo y estrecho para varias personas
Métodos no supervisados III
? Uso de glosas y definiciones:
Calcular la similitud semántica entre las palabras del?         
contexto y las palabras de cada definición o glosa de la 
palabra polisémica.
Ingresé el dinero en el banco ayer tarde
Banco S1:Entidad financiera que acepta dinero en     
depósito y ofrece préstamos con intereses: "fue al 
banco a cobrar un cheque"; "el banco nos concedió 
hi t l "una po eca para a casa
Banco S2: Asiento largo y estrecho para varias personas
Métodos supervisados
? Métodos dirigidos por los propios datos 
(modelo empiricista) 
? Se basan en:
ó? Uso de corpus anotados con informaci n 
semántica por humanos
? Uso de métodos estadístico y aprendizaje      
automático
? Poca cobertura, pero alta precisión
? Necesidad de proceso de entrenamiento
? Aprendizaje a partir de ejemplos anotados
Métodos supervisados II
? Fase 1: Entrenamiento.
S l l d b bilid d d l b? e ca cu a e pro a a  e que una pa a ra asuma 
un sentido concreto en un contexto determinado.
? El contexto se representa mediante un vector de        
rasgos.
? Fase 2: Evaluación.  
? Establecer un baseline: p. ej. el sentido más frecuente.
? Anotación automática de nuevas ocurrencias a partir 
del contexto con la información estadística almacenada 
en la fase anterior.
C b ió i h j l b li? ompro ac n s  ay me ora con e  ase ne.
Métodos supervisados III
? Problemas:
¿Qué técnica de aprendizaje automática es la1.        
óptima?
? Métodos bayesianos
á d d ( h )? M quina e vector e soportes Support Vector Mac ine
? etc.
2. ¿Cómo modelar el contexto?, ¿qué rasgos son 
pertinentes?
? Bigramas y trigramas
? Dominio del discurso  
? Sentido monosémico de palabras del contexto
? Dependencias sintácticas,
etc? .
Corpus anotados
? En los métodos supervisados, cómo esté 
anotado el corpus es factor clave para       
desarrollar sistemas robustos.
? Costoso de desarrollar en tiempo y esfuerzo       
humano.
? Anotación semiautomática: nunca 100% de 
ócorrecci n.
? Aprox. 70 – 80%
I lé S? ng s: emcor
? Español: Cast3lb
Data Sparseness
? Escasez y dispersión de datos lingüísticos para el 
entrenamiento.
? El gran problema de los métodos dirigidos por los 
datos.
P ibl l ió Mét d d b t t i (H t? os e so uc n: o os e oo s rapp ng ears  
(1991):
? Método iterativo que busca la mejora incremental.
? Se parte un pequeño corpus anotado por humanos (~20
ocurrencias)
? Se extrae información estadística con la que se anota nuevas
ocurrencias.
? Ésta se utiliza nuevamente como entrenamiento para otras
nuevas ocurrencias.
Corpus paralelos
? Corpus bilingües en los que cada palabra de la lengua A está enlazada 
con su traducción en la lengua B      .
? Desarrollados para traducción automática.
? Uso de la palabra en la lengua B para desambiguar la palabra en la 
lengua A, y viceversa.   
? Ejemplo: ING “to play” ? ESP: jugar | tocar (un instrumento)
? Estos datos se pueden utilizar para entrenar y evaluar sistemas.
? Problemas:
? Nunca hay relación biunívoca palabra a palabra entre dos lenguas
? Muchas ambigüedades son comunes a ambas lenguas.
? Gale et al (1993) que utiliza Canadian Hansard Corpus para extraer   ,       
datos del inglés y del francés.
SITUACIÓN ACTUAL
Situación actual
? Sistemas híbridos que combinan métodos supervisados 
y no supervisados, y diferentes técnicas de aprendizaje        
automático.
? Precisión en Homógrafos: 90-95%
P l b l i d ti ló i t? a a ras no re ac ona as e mo g camen e que, por razones 
históricas, actualmente tienen el mismo significante, como “planta” 
(industrial) y “planta” (ser vivo)
? Precisión para diferenciación fina de sentidos:      
70%+ (SENSEVAL3)
? Banco (institución financiera) y banco (edificio)
E h W dN t 80%? n umanos con or e ,  max.
? Parece que se ha alcanzado una situación estable, ya 
que no hay sistemas que mejoren estos resultados.
? Punto de inflexión ? ¿ideas?
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