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A n →B n . The methodology utilizes stochastic optimal control theory, to identify the control process, the controlled process, and often a variational equality of directed information, to derive upper bounds on I ( A n → B n ), which are achievable over specific subsets of channel input conditional distributions P [0,n] , which are characterized by conditional independence. The main results illustrate a direct analogy, in terms of conditional independence, of the characterizations of FTFI capacity and Shannon's capacity formulae of memoryless channels. An example is presented to illustrate the role of optimal channel input process in the derivations of the direct and converse coding theorems.
Index Terms-Channels with memory, feedback capacity, directed information, stochastic optimal control, variational inequalities. A feedback code for such a channel, with average transmission cost, when the encoder and decoder know the initial state, denoted by {(n, M n , n , b −1 , κ) : n = 0, 1, . . . } consists of the following elements [1] .
I. INTRODUCTION
(a) A set of uniformly distributed source messages W ∈ M n = {1, . . . , M n } and a set of encoding strategies with feedback, mapping messages and feeback information into channel inputs of block length (n + 1), that is defined by , and hence the probability of error is P (n) e = P g d 0,n (B n 0 ) = W . Massey in [3] showed that, if the conditional independence condition P B i |B i−1 ,A i ,W = P B i |B i−1 ,A i , i = 0, . . . , n holds, then a tight upper bound on any achievable code rate of feedback codes, can be obtained in terms of Marko's [4] directed information. Specifically, for a feedback code without transmission cost, denoted by {(n, M n , n , b −1 ) : n = 0, 1, . . . }, it is shown in [3] that a tight upper bound on any achievable rate is expressed in terms of the per unit time limit, of the directed information from channel input sequences A n = {A 0 , A 1 , . . . , A n } to channel output sequences , and the fixed distribution P B −1 = μ(db −1 ). Following Massey's seminal paper [3] , the characterization of capacity of channels with memory and feedback, including problems of network information theory, is developed extensively by Kramer [5] , in terms of extremum problems of directed information. Further, Tatikonda and Mitter [6] developed coding theorems for feedback capacity of general channels with memory, using information spectrum methods [7] , [8] , and Dobrushin's stability of directed information [9] , [10] . Notable papers discussing feedback capacity of channels with memory are [1] for channels defined on finite alphabet spaces with unit memory on previous channel outputs, [11] for specific classes of stationary channels defined on finite alphabet spaces, Cover and Pombra [2] (see also Ihara [12] ) for non-stationary scalar Additive Gaussian Noise (AGN) channels with memory on the noise, [13] for stationary versions of Cover and Pombra AGN channel, and [14] for channels defined on finite alphabet spaces (assuming the channels are stationary indecomposable, and the encoding strategies are time-invariant).
Now we turn our attention to the problem this paper is devoted to. Consider the communication channel,
, that is defined on abstract alphabet spaces, and the subset of channel input distributions P [0,n] , that satisfy an average cost constraint, defined by
Under appropriate conditions (see Theorem 5.1), then the following extremum problem of directed information with transmission cost is well-defined (i.e., the supremun exists and it is finite).
C F B
A n →B n (κ) = sup
Moreover, by the converse coding theorem (applying Fano's inequality [15] ), then a tight upper bound on any achievable code rate is given by (I.9)
Under appropriate conditions (see Theorem 5.2) , if the optimal channel input distribution induces, stability of directed information density, in the sense of Dobrushin, and stability of the transmission cost function, or asymptotic stationarity and ergodicity of the joint process {A 0 , B 0 , A 1 , B 1 , . . .}, then by random coding arguments [12] (with mutual information replaced by directed information), the information quantity C F B A ∞ →B ∞ (κ) is the supremum of all achievable codes. On the other hand, as we show in Theorem 4.1, for specific application examples, if the solution of (I.5) can be found, in closed form, then the direct and converse coding theorems are shown by investigating the properties of the optimal joint process {A 0 , B 0 , A 1 , B 1 , . . .}, and the limiting properties of Thus, for M = 0, by the above convention the channel degenerates to a memoryless channel P B i |A i , i = 0, 1, . . . , n. 
where [17] . It should be remarked that if h i are linear maps, then model (I.14) corresponds to an infinite impulse response (IIR) model, and this is fundamentally different than a finite impulse response model that depend only on past channel inputs.
The hardness of extremum problems of capacity, and in general, of other similar problems of information theory, is attributed to the form of the directed information density ι P A n →B n (a n , b n ), which in not fixed. Rather, the sample pay-off ι P A n →B n (a n , b n ) depends on the channel output conditional conditional distribution
, which in turn depends on the the channel input conditional distribution
. This means, given a specific channel conditional distribution and a transmission cost function, then the information structure of the optimal channel input conditional distribution denoted by
. . , n which maximizes directed information (i.e., the dependence of the optimal distribution on past information), needs to be identified, and then used to identify the characterizations of the Finite Transmission Feedback Information (FTFI) capacity, C F B A n →B n (κ), and feedback capacity C F B A ∞ →B ∞ (κ). To illustrate the importance of information structures, consider a memoryless stationary channel (such as, a Discrete Memoryless Channel (DMC)), described by P B i |B i−1 ,A i = P B i |A i ≡ P B|A , i = 0, 1, . . . , n, without feedback (with transmission cost constraints if necessary). Shannon [18] characterized channel capacity by the well-known two-letter formulae
.
However, the characterization C is often determined by identifying the information structures of optimal channel input distributions, via the upper bound
The upper bound is then shown to be achievable, if the channel input distribution satisfies conditional independence
. . , n, and moreover C is obtained, when {A i : i = 0, 1, . . . , } is identically distributed, which then implies the joint process {(A i , B i ) : i = 0, 1, . . . , } is independent and identically distributed, and I (A n ; B n ) = (n + 1)I (A; B). For memoryless stationary channels with feedback, the characterization of feedback capacity, denoted by C F B , is shown by Shannon and subsequently by Dobrushin [19] to correspond to the capacity without feedback, i.e., C F B = C. This fundamental formulae is often shown by first applying the converse to the coding theorem, to first establish that feedback does not increase capacity (see [2] for discussion on this subtle issue), which then implies
and
The conditional independence condition (I. 19) implies that the Information Structure of the maximizing channel input distributions is the Null Set. The methodology developed in this paper to identify the information structures of maximizing channel input distributions of directed information for channels with memory and feedback, establishes a direct analogy to the information structures of maximizing distributions of memoryless channels. It is shown that achievable upper bounds on directed information I (A n → B n ) are obtained over subsets of channel input conditional distributions P [0,n] ⊂ P [0,n] (κ) that satisfy conditional independence, from which the characterizations of FTFI capacity and feedback capacity are obtained.
In this paper the methodology to identify the information structures of optimal channel input conditional distributions and corresponding characterizations of FTFI capacity and feedback capacity, is applied to channels with memory, with and without transmission cost defined by (I.10)-(I.13), for extremum problems defined by (I.8) and (I.5). The methodology is based on the following connections and analogies between stochastic optimal control theory and the information theoretic extremum problems (I.8) and (I.5).
1) The information measure I (A n → B n ) is the pay-off; 2) the channel output process {B i : i = 0, 1, . . . , n} is the controlled process; 3) the channel input process {A i : i = 0, 1, . . . , n} is the control process. Indeed, as depicted in Fig.I , the channel output process {B i : i = 0, 1, . . . , n} is controlled, by controlling its conditional probability distribution
called the control object. By the analogy to stochastic optimal control problems, then for a given channel distribution and a transmission cost function, it is helpful to identify the controlled object conditional distribution, the control object conditional distribution, and the functional dependence of the pay-off on these objects. However, unlike classical stochastic optimal control theory, the directed information density pay-off (i.e., (I.9)), depends nonlinearly on the channel output conditional distributions
, induced by the control objects from the set P [0,n] . To overcome this technicality, often a variational equality of directed information is invoked, to identify tight upper bounds on directed information I (A n → B n ), and then stochastic optimal control techniques are applied to show that such bounds are achievable over specific subsets of the control object P [0,n] . These achievable bounds depend on the structural properties of the channel conditional distributions and the transmission cost functions. The main results on the information structures state the following. Given a class of channel conditional distributions and a class of transmission cost functions, then any candidate of the optimal channel input conditional distribution or control object, which maximizes I (A n → B n ) satisfies the conditional independence condition
I P i is the Information Structure of optimal channel input distributions which maximizes I (A n → B n ), for i = 0, 1, . . . , n.
The information structure I P i , i = 0, 1, . . . , n, is specified by the memory of the channel conditional distribution and the dependence of the transmission cost function on the channel input and output symbols. Consequently, the dependence of the joint distribution of {(A i , B i ) : i = 0, . . . , n}, the conditional distribution P B i |B i−1 : i = 0, . . . , n , and the directed information density ι P A n →B n (A n , B n ), on the control object P(da i |I P i ), i = 0, . . . , n, is determined, and the characterization of FTFI capacity is obtained. Further, the characterization of feedback capacity is obtained from the per unit time limiting version of the characterization of the FTFI capacity.
It should be noted that the structural properties of channel input distribution, which maximize directed information settle various open problems in Shannon's information theory, that include the role of feedback signals to control, via the control process (channel input), the controlled process (channel output process), and to achieve the characterizations of FTFI capacity and feedback capacity, without any á priori assumptions, such as, stationarity, ergodicity or directed information stability.
Applications of the results of this first part, to various channel models, which include unstable Multiple-Input Multiple Output (MIMO) Gaussian Channel Models with memory, are found in [17] . This part includes an illustrative example to clarify the importance of information structures of optimal channel input distributions, in reducing the computation complexity of determining C F B A ∞ →B ∞ (κ), and in identifying sufficient conditions such that C F B A ∞ →B ∞ (κ) corresponds to feedback capacity, from the convergence properties of
A n →B n (κ), as n −→ ∞. An important observation that is a consequence of the analysis of the unstable MIMO Gaussian channel model, is that Shannon's operational definitions extend beyond communication channels, to unstable dynamical control systems.
A. Literature Review of Feedback Capacity of Channels With Memory
Although, in this paper we do not treat channels with memory dependence on past channel input symbols, for completeness we review such literature, and we discuss extensions of our methodology to such channels at the end of the paper. Cover and Pombra [2] (see also Ihara [12] ) characterized the feedback capacity of scalar-valued, non-stationary Additive Gaussian Noise (AGN) channels with memory on the noise, and total power κ ∈ [0, ∞), defined by
where {Z i : i = 0, 1, . . . , n} is a real-valued (scalar) jointly non-stationary Gaussian process, denoted by N(μ Z n , K Z n ), and "A n is causally related to Z n ", defined by 3
Cover and Pombra [2] consider encoding and decoding mappings given under (c) and (d), and characterized the capacity 3 [2], page 39, above Lemma 5. of this non-stationary AGN channel, by first characterizing the FTFI capacity formulae 4 via the expression
where V n = {V i : i = 0, 1, . . . , n} is a Gaussian process
. . , n}, and n is lower diagonal time-varying matrix with deterministic entries. The feedback capacity is given by [2] C F B,C P (κ)
Kim [13] analyzed the stationary version of feedback capacity characterization of the Cover and Pombra AGN channel, using frequency domain methods, and stated that if the noise power spectral density corresponds to a stationary Gaussian autoregressive stable model of order K , then a K −dimensional generalization of the Schalkwijk and Kailath [20] coding scheme achieves feedback capacity. Yang et al. [21] analyzed the feedback capacity of stationary AGN channels with stable noise, re-visited the Cover and Pombra AGN channel, and proposed solution methods based on dynamic programming, to perform the optimization in (I.22). In an earlier work, Butman [22] , [23] , evaluated the performance of linear feedback coding schemes for AGN channels, when the noise is described by an autoregressive stable model. A historical account regarding Gaussian channels with memory and feedback, that is related to the the Cover and Pombra [2] AGN channel, is found in [13] .
Recently, for channels with memory and feedback defined on finite alphabet spaces, expressions of feedback capacity are derived for the trapdoor channel by Permuter et al. [24] , for the Ising Channel by Elishco and Permuter [25] , for the Post(a, b) channel by Permuter et al. [26] , all without transmission cost constraints, and in [27] for the BSSC(α, β) with and without feedback and transmission cost. Yang et al. [28] showed that if the input to the channel and the channel state are related by a one-to-one mapping, and the channel assumes a specific structure, specifically,
, then dynamic programming can be used to compute the feedback capacity expression given in [28] . Chen and Berger [1] [29] , [30] derived necessary and sufficient conditions to compute the maximizing channel input distributions of the characterizations of FTFI capacity, that includes recursive expressions of optimal distributions for specific channels defined on finite alphabet spaces. A joint source-channel coding technique for a source with memory and channel with memory, operating in real-time, is constructed in [31] .
B. Discussion of Main Results and Methodology
An overview of the methodology and results obtained in this paper, is discussed below, to illustrate analogies to Shannon's two-letter capacity formulae (I.17) and conditional independence conditions (I.19) in relation to (I.20).
1) Channels of Class A and Transmission Cost of Class A or B:
In Theorem 3.1 stochastic optimal control techniques are applied to channel distributions of Class A,
, to show the optimal channel input conditional distribution, which maximizes
. . , n, and hence it occurs in the subset
(I. 24) This means that for each i , the information structures of the maximizing channel input distribution is
The characterization of the FTFI capacity is given by
2) Channels of Class B Transmission Cost of Class A or B: In Theorem 3.3 stochastic optimal control techniques and the variational equality of directed information are applied to channel distributions of Class B,
and hence it occurs in the subset
The characterization of the FTFI capacity is then given by
then it is shown that the characterization of the FTFI capacity is given by the following expressions.
where
The above expressions imply the channel output process or controlled process {B i : i = 0, . . . , n} is a J −order Markov process.
The following special cases illustrate the explicit analogy to Shannon's two-letter capacity formulae of memoryless channels.
Special Case-M = 2, K = 1: For any channel
, from (I.29)-(I.31), then the optimal channel input conditional distribution occurs in the subset
The information structure of the optimal channel input conditional distribution implies that the joint distribution of
, is given by
and the channel output process {B i : i = 0, . . . , n} satisfies
Moreover, the characterization of the FTFI capacity is given by the following 4-letter expression at each time
where S j
. . , n, is the state process, and the pay-off j (·, ·) is given by
By using the conditions of existence of maximizing distribution given in [32] (for abstract spaces) and the ergodic theory of Markov decision and pathwise optimality (see [33] , pages 116-121), or directed information stability, then both the direct and converse part of the coding theorems hold, and the per unit time limit lim n−→∞
A n →B n (κ) is the feedback capacity. This is illustrated in Theorem 4.1, via an application example. Recently, the results of this paper are applied in [29] and [30] to derive sequential necessary and sufficient conditions to optimize the characterizations of FTFI capacity. Moreover, using the necessary and sufficient conditions, then closed form expressions for the optimal channel input distributions and feedback capacity, are obtained for various applications examples defined on finite alphabet spaces. This paper includes in Section IV, as an illustrative example, the first-order Gaussian Channel Model, that reveals many silent properties of capacity achieving distributions, with and without feedback.
A detailed investigation of the characterization of FTFI capacity, and feedback capacity, of Multiple-Input Multiple Output (MIMO) Gaussian Channel Models with memory is given in [17] .
II. DIRECTED INFORMATION AND DEFINITIONS OF EXTREMUM PROBLEMS OF CAPACITY
In this section, the notation adopted in the rest of the paper is introduced, and a variational equality of directed information is recalled from [32] .
The following notation is used throughout the paper.
Z : set of integer; 
A. Basic Notions of Probability
The product measurable space of the two measurable spaces
A RV is called discrete if there exists a countable set S X = {x i : i ∈ Z 0 } such that
The probability measure P X (·) is then concentrated on points in S X , and it is defined by
(II.39)
If the cardinality of S X is finite then the RV is finitevalued and it is called a finite alphabet RV. Given another
, for each Borel subset B of Y and any sub-sigma-field G ∈ F (collection of events) the conditional probability of event {Y ∈ B} given G is defined by P{Y ∈ B|G }(ω), and this is an G −measurable function ∀ω ∈ . This conditional probability induces a conditional probability measure on (Y, B(Y)) defined by P(B|G )(ω), which is a version of P{Y ∈ B|G }(ω). For example, if G is the σ −algebra generated by RV X, and B = dy,
Such conditional distributions are equivalently described by stochastic kernels or transition functions K(·|·) on B(Y) × X, mapping X into M (Y) (the space of probability measures on (Y, (B(Y))), i.e., x ∈ X −→ K(·|x) ∈ M (Y), and hence the distributions are parametrized by x ∈ X. The family of probability measures on (Y, B(Y) parametrized by x ∈ X, is defined by
B. FTFI Capacity and Variational Equality
The channel input and channel output alphabets are sequences of measurable spaces {(A i , B(A i )) : i ∈ Z} and {(B i , B(B i )) : i ∈ Z}, respectively, and their history spaces are the product spaces A Z = × i∈Z A i , B Z = × i∈Z B i . These spaces are endowed with their respective product topologies, and B( Z )
, generated by cylinder sets. Thus, for any n ∈ Z, B( n ) denote the σ −algebras of cylinder sets in Z , with bases over
The various distributions that are needed to define directed information are introduced below. Channel Distributions With Memory: A sequence of stochastic kernels or distributions defined by
That is, at each time i , the conditional distribution of the channel output B i depends on previous channel output symbols b i−1 ∈ B i−1 and current and previous channel input symbols
Channel Input Distributions With Feedback: A sequence of stochastic kernels defined by
Thus, at each time i , the conditional distribution of the channel input A i depends on the past channel inputs and output
Hence, the information structure of the channel input distribution at time instant i is
Admissible Histories: For each i = −1, 0, . . . , n, the space G i of admissible histories of channel input and output symbols, is defined as follows. Introduce
Hence, for each i , the information structure of the channel input distribution is
Joint and Marginal Distributions:
Given any elements from the sets
, and the initial probability distribution
is defined uniquely, and a probability space , F , P carrying the sequence of RVs {(A i , B i ) :
. . , n} and B −1 is constructed, as follows. 6 For any 6 The superscript notation, i.e., P P , E P is used to track the dependence of the distribution and expectation on the channel input distribution
The joint distribution of
The above distributions are parametrized by either a fixed
and it is defined by
where the notation (II.53) indicates that I (A n → B n ) is a functional of the two sequences of conditional distributions,
, and the initial distribution μ(db −1 ), which uniquely define the joint distributions and conditional distributions
. . , n . Clearly, (II.52) includes formulations with respect to probability density functions and probability mass functions. Transmission Cost: The cost of transmitting and receiving symbols a n ∈ A n , b n ∈ B n over the channel is a measurable function c 0,n : A n × B n−1 −→ [0, ∞). The set of channel input distributions with transmission cost is defined by
The characterization of feedback capacity 
If no transmission cost is imposed then the optimization (II.55) is replaced by
(II.56)
Conditions for existence of maximizing element in (II.55) are given in [32] . Clearly, for each time i the largest information structure of the channel input conditional distribution of extremum problem
Variational Equality of Directed Information:
Often, in extremum problems of information theory, upper or lower bounds are introduced and then shown to be achievable over specific sets of distributions, such as, in entropy maximization with and without constraints, etc. In any extremum problem of capacity with feedback (resp. without feedback), to identify achievable upper bounds on directed information I (A n → B n ) (resp. mutual information I (A n ; B n )) is not an easy task. However, by invoking a variational equality of directed information [32] (resp. mutual information [34] ), such achievable upper bounds can be identified, much as it is done in extremum problems of maximum entropy.
The methodology introduced in Section III, often applies the variation equality of directed information, given in the next theorem, and stochastic optimal control lechniques.
Theorem 2.1[Variational Equality-[32, Th. IV.1)]: Given a channel input conditional distribution
P i (da i |a i−1 , b i−1 ) : i = 0, 1, . . . , n ∈ P [0,n] , a channel distribution Q i (db i |b i−1 , a i ) : i = 0, 1, . . . , n ∈ C [0,n] ,
and the initial distribution μ(db i−1 ), define the corresponding joint and marginal distributions by (II.45)-(II.49).
Let
. . , n be any arbitrary distribution not necessarily generated by elements of C [0,n] and P [0,n] .
Then the following variational equality holds.
and the infimum in (II.57) is achieved if and only if
(II.58)
The implications of variational equality (II.57) are illustrated via the following identity. For any arbitrary distribution
, the following identities hold.
is the relative entropy defined by
Note that the second right hand side term in (II.60) is the sum of relative entropy terms between the marginal distribution P i (db i |b i−1 ) defined by the joint distribution P P (da i , db i ) (i.e., the correct conditional channel output distribution) and any arbitrary distribution V i (db i |b i−1 ) (i.e., incorrect channel output conditional distribution) for i = 0, 1, . . . , n. Identity (II.60) implies that the minimization of its left hand side over any arbitrary channel output distribution
. . , n, and the lower bound (II.61) holds with equality if and only if the relative entropy terms are zero, giving (II.58).
The point to be made regarding the above variational equality is that any extremum problem given in Definition 2.1, can be transformed, for any arbitrary distribution
, to the sequential sup inf{·} extremum problem
Then by removing the infimum an upper bound is identified, which together with stochastic optimal control techniques, is shown to be achievable over specific subsets of the set of all channel input conditional distributions that satisfy conditional independence
. . , n} and the average transmission cost constraint. In fact, the characterizations of the FTFI capacity formulas for various channels and transmission cost functions discussed in this paper utilize this observation.
It should be remarked that the variational equality is a generalization of the well-known differential entropy inequality of two probability density functions p(x) and q(x), x ∈ X, that states
which holds with equality if and only if p(x) = q(x), ∀x ∈ X.
(II.65)
III. CHARACTERIZATION OF FTFI CAPACITY
The identification of the information structures of the optimal channel input conditional distributions and the corresponding characterizations of the FTFI capacity C F B A n →B n (κ) and feedback capacity C F B A ∞ →B ∞ (κ), are determined by applying the following procedure.
Methodology:
Step 1: Apply stochastic optimal control techniques with relaxed or randomized strategies (conditional distributions) [33] , [35] , to show a certain process that generates the information structure of the channel input conditional distribution is a Markov process. This step implies the optimal channel input distribution occurs in specific subsets
Step 2: Apply the variational equality of directed information given in Theorem II-B ([32, Th. I.V.1]) to pay-off I (A n → B n ), and stochastic optimal control techniques, to identify upper bounds which are achievable over specific subsets
For certain channel distributions and instantaneous transmission cost functions, Step 1 is sufficient to identify the information structures of channel input distributions (i.e., Class A channels and transmission cost functions), and to characterize the FTFI capacity, while for others, Step 1 may serve as an intermediate step prior to applying Step 2. For example, if the channel distribution is of limited memory with respect to channel outputs, i.e., of the Class B, by applying
Step 2 an upper bound on the FTFI capacity is obtained, which together with stochastic optimal control techniques, it is shown to be achievable over channel input distributions with limited memory on channel outputs. It is also possible to apply Steps 1 and 2 jointly; this is illustrated in specific applications.
Step 1 is a generalization of equivalent methods often applied in stochastic optimal control theory of Markov control systems, to show that optimizing a pay-off [36] , [37] over all possible non-Markov policies or strategies, occurs in the smaller set of Markov policies. However, certain issues should be treated with caution, when stochastic optimal control techniques are applied in extremum problems of information theory. These are summarized in the next subsection.
A. Information Structures in Stochastic Optimal Control Problems
In fully observable stochastic optimal control theory [33] , there is a controlled process {X i : i = 0, . . . , n}, often called the state process that takes values in X i : i = 0, . . . , n , and affected by a control process {U i : i = 0, . . . , n} that takes values in U i : i = 0, . . . , n , and a corresponding
Often, the controlled object is a Markov decision model, that is, the conditional distribution satisfies
Such Markov decision models are often induced by discrete recursions
where {V i : i = 0, . . . , n} is an independent noise process taking values in
, that is independent of the initial state X 0 . Denote the set of such Markov distributions or decision models by
. In stochastic optimal control theory, there is also a sample pay-off function to grade the performance of each of the controls that are applied, often of additive form, defined by
where the functions i (·, ·) : i = 0, . . . , n} are fixed and independent of the control object
, n, then the objective is to optimize the average of the sample path pay-off over all nonMarkov strategies in
(III.68)
Two features of stochastic optimal control which are distinct from any extremum problem of directed information are discussed below. Feature 1: The stochastic optimal control formulation (III.68) pre-supposes that additional state variables are introduced, prior to arriving at the Markov decision model
or the discrete recursion (III.66) and the pay-off (III.67), as follows.
The state variables that define the complete state process {X i : i = 0, . . . , n} may be (i) due to a noise process which was not independent and converted into an independent noise process via state augmentation, and/or any dependence of the controlled object on past information, and converted into the new controlled object via state augmentation, and (ii) due to a sample pay-off functions i (·, ·), that was not a single letter function, for each i , and converted into a payoff with single letter dependence on (x i , u i ), by additional state augmentation, such that the resulting controlled object is a Markov decision model, as in (III.68. Such examples are given in [38] for deterministic or non-randomized strategies, defined by
In view of the Markovian property of the decision model, i.e., given by P X i |X i−1 ,U i−1 and the single letter sample payoff, i (·, ·), for i = 0, . . . , n, then the optimization in (III.68) reduces to the following optimization problem over Markov strategies [36] , [37] .
This further implies that the state process
On the other hand, if
Given a general decision model
, which is not necessarily Markov, one of the fundamental results of classical stochastic optimal control is that optimizing the pay-off
does not incur a better performance than optimizing it over non-randomized strategies E
Step 2, i.e., the application of variational equality, discussed earlier is specific to information theoretic pay-off functionals and does not have a counterpart to any of the common pay-off functionals of stochastic optimal control problems [36] , [37] . This is due to the fact that, unlike stochastic optimal control problems, any extremum problem of feedback capacity involves directed information density ι A n →B n (a n , b n ) ≡ ι P A n →B n (a n , b n ) defined by (I.9), which is not a fixed functional. Rather, it depends on the channel output conditional probability distribution
. . , n} defined by (II.49), which depends on the channel distribution, and the channel input distribution chosen to maximize directed information I (A n → B n ). The nonlinear dependence of the directed information density makes extremum problems of directed information, distinct from extremum problems of classical stochastic optimal control. This implies step 2 and specifically, the variational equalities of directed information and mutual information, are key features of information theoretic pay-off functionals. Often, these variational equalities need to be incorporated into extremum problems of deriving achievable bounds, such as, in extremum problems of feedback capacity and capacity without feedback, much as, it is often done when deriving achievable bounds, based on the entropy maximizing properties of distributions (i.e., Gaussian distributions).
It is remarked that feature 2, i.e, (III.71) and (III.72), do not have counter part in any extremum problem of directed information or mutual information. That is, optimizing directed information over channel input distributions is not equivalent to optimizing directed information over deterministic nonrandomized strategies. In fact, by definition, the sequence of codes defined by (I.1) are randomized strategies, and if these are specialized to non-randomized strategies, i.e., by removing their dependence on the randomly generated messages,
. . , n (assuming the initial state is known to the encoder).
B. Channels Class A and Transmission Costs Class A or B
First, the preliminary steps of the derivation of the characterization of FTFI capacity for any channel distributions of Class A, (I.10), without transmission cost are introduced, to gain insight into the derivations of information structures, without the need to introduce excessive notation. The analogies and differences between stochastic optimal control theory and extremum problems of directed information, as discussed above, are made explicit, throughout the derivations.
Introduce the following definition of channel input distributions satisfying conditional independence.
Definition 3.1 (Channel Input Distributions for Class A Channels and Transmission Cost Functions): Define the restricted class of channel input distributions P
(III.73)
Similarly, for transmission cost functions
From the definition of directed information I (A n → B n ) given by (II.52), and utilizing the definition of the channel distribution (I.10), then the FTFI capacity is defined by
where the distribution of B i conditioned on B i−1 = b i−1 defined by (II.49), is given by the following expressions.
where (a) holds if
Note that identity (α) holds if it can be shown that conditional independence (III.79) holds for any candidate
It should be remarked that, although (III.77) can be replaced by
this does not mean that (III.78) holds, because 
. . , n holds (its validity is shown in Theorem 3.1). Then the expectation E P {·} in (III.75) with respect to the joint distribution simplifies as follows.
where the superscript notation,
Thus, the following holds.
• Channel Class A.1, (I.10): If the maximizing channel input conditional distribution satisfies conditional
. , n} and it is given by
where E π {·} indicates that the joint distribution over which expectation is taken depends on the sequence of conditional distributions {π j (da j |b Next, it is shown that (III.78) is indeed valid, using stochastic optimal control techniques, i.e., the maximization of 
C F B,A
A n →B n = sup
where 
Part B. Suppose the following two conditions hold.
The maximization of I (A n → B n ) over channel input distributions with transmission cost
, and the FTFI capacity is given by the following expression.
The derivation is based on the material of Section III-A, to express directed information as a functional of the channel input conditional distribution, then to identify the explicit dependence of the sample path pay-off on an appropriate state variable, and finally to show the controlled object, which is defined using the state variable is Markov.
Part A: By the definition of the channel distribution (I.10), the following equalities are obtained. 
. . , n} is the controlled process, control by the control process
is the controlled object. Next, we show the controlled object is Markov and the transition probabilities P(ds i+1 |s i ) : i = 0, . . . , n − 1 are also Markov. By applying Bayes' theorem and using the definition of the channel distribution, the following conditional independence are easily shown.
Since, the process {S i : i = 0, 1, . . . , n} is Markov with transition probability given by (III.102), then for i = 0, . . . , n − 1, the distribution P(ds i+1 |s i ) is controlled by the control object P(da i |s i ) ≡ P(da i |b i−1 ), and we have
. . , n}, and this transition distribution is controlled by the control object {P(da i |s i ) = π i (da i |b i−1 ) : i = 0, . . . , n}. Hence, (III.77) holds. Utilizing the above in (III.100) and (III.99), then the average pay-off is given by
where the expectation E P is with respect to the joint distri- [33] , [36] , [37] ). Nevertheless, we give the complete derivation. The derivation is complete provided we can show the marginal distributions {P P (db i−1 ) :
In view of the above identities, then the Markov process {S i : i = 0, . . . , n} satisfies the following identity.
where (III.107), i.e., the identity
follows by iterating (III.106). Utilizing this in (III.100) and (III.99), the following is obtained.
Thus, the maximization in (III.108) over all channel input distributions is done by choosing the control object
, for i = 0, . . . , n. Hence, the maximizing object in (III.75) (if it exists), is of the the form 
. . , n}, and note that the average cost constraint is expressed as follows.
where in (a) the expectation E π {··} is taken with respect to P π (ds i ), because the derivation of Part A is easily extended to cover cost constraints. Since the transmission cost constraint is expressed via (III.110) and depends on the distribution {π i (da i |s i ) : i = 0, . . . , n} then the claim holds. Alternatively, if condition (b) holds then the Lagrangian of the unconstraint problem (omitting the term κ(n + 1)) is Next, we give some comments regarding the previous theorem and discuss possible generalizations.
Remark 3.1 (Some Generalizations): [39] . Specifically, from [32] , it follows that the set of distributions For channel distributions and transmission cost functions of Class B, i.e., with limited memory dependence on past channel output symbols, it is shown in Lemma 3.1 and Theorem 3.3, using the variational equality and stochastic optimal control techniques, that the optimal channel input distribution occurs in a strict subset of the set P 
. , n} and the transmission cost function is
(III.117)
Proof: By the variational equality of Theorem II-B, then for any arbitrary conditional distribution, V i (·|b i−1 ) ∈ M (B i ), i = 0, 1, . . . , n, the following identity holds.
where the last inequality holds for any arbitrary distribution
. . , n, not necessarily the one generated by
. . , n ∈ P [0,n] and the channel distribution.
Next, define the sample pay-off function (III.120), by
Since the sample pay-off function i (A i , S i ) depends on the state S i and control process A i , then for any arbitrary
. . , n, by maximizing the right hand side of (III.120) the following upper bound is obtained.
. . , n, and the equality in (α) is obtained as follows. For each i , the pay-off over which the expectation is taken in (III.123) is i (a i , b i−1 ) ≡ i (a i , s i ) and {S i : i = 0, . . . , n} is Markov, i.e., (III.101) holds, hence by stochastic optimal control theory (see Section III-A), then the maximization occurs in the subset satisfying conditional independence .(a i−1 , s i ) , i = 0, . . . , n, and hence 
C F B,A
A n →B n ≤ sup 
C. Channels Class B and Transmission Costs Class A or B
In this section, the information structure of channel input distributions, which maximize I (A n → B n ) is derived for channel distributions of Class B and transmission cost functions Class A or B. The derivation combines stochastic optimal control techniques, as done in Section III-B, and the variational equality of directed information, to show the supremum over all channel input conditional distributions occurs in a smaller set Then the FTFI capacity is defined by
where (α) is due to Theorem 3.1, because the set of channel distributions of Class B is a subset of the set of channel distributions of Class A, and the joint distribution over which E π {·} is taken is
The main challenge is to show the optimal channel input distribution induces the following conditional independence on the transition probability of the channel output process:
This is shown by invoking, Step 2, of the two-step procedure (i.e., the variational equality of directed information), to deduce that the maximization in (III.129) occurs in Define the restricted class of policies
. . , n}, and that
Then the following hold.
Part A. The maximization in (III.128) over
, that is, it satisfies the following conditional independence. 
and the characterization of FTFI capacity is given by C F B,B.2
The characterization of FTFI capacity is given by 
where {( 
. . , n} are given by (III.130), (III.135), and {P
π (db i , db i−1 , da i ), P π 2 (db i , db i−1 , b i−2 , da i ) : i = 0, . . .
C F B,B.2
A n →B n = (I I I.140) ≥ sup
Next, the variational equality of Theorem II-B is applied to show the reverse inequality in (III.143) holds. Given a policy from the set P A [0,n] , and any arbitrary distribution
. . , n} is defined by the channel distribution and {π i (da
. . , n} is arbitrary, then an upper bound for (III.146) is obtained as follows. Assume the arbitrary channel output conditional probability is the one satisfying the conditional independence
Define the pay-off with state
(III.148)
Then, by removing the infimum in (III.146) over
. . , n}, and substituting (III.147), then the following upper bound is obtained. 
Thus, P(ds i+1 |s i , a i ), i = 0, . . . , n − 1 is the controlled object and by the discussion on classical stochastic optimal control in Section III-A, i.e., Feature 1, then the supremum
Alternatively, this is shown directly as follows. Note that
, and hence the right hand side in (III.154) depends on P(da j |s j ) ≡ π 2 j (da j |s j ) : j = 0, . . . , i }. This implies, the supremum over
, that is, the controlled object is second-order Markov, and consequently,
Then by using (III.156)-(III.158) into (III.152), then the following inequality is obtained.
A n →B n ≤ sup Part B: Using the definition of the transmission cost function (III.136) and (III.153), then the derivation of Part A can be repeated for the augmented pay-off that includes the term The following remark clarifies certain aspects of the application of variational equality. 
Remark 3.3 (On the Application of Variational Equality in Lemma 3.1) (a) The important point to be made regarding Lemma 3.1 is that, for any channel of Class B with M = 2 and transmission cost of class B with K = 1, the information structure of channel input conditional distribution, which maximizes directed information I
(A n → B n ) is I P i = {b i−1 , b i−2 }, i = 0, 1, .
. . , n, and it is determined by max{K , M}. (b) From Lemma 3.1, it follows that if the channel is replaced by
{Q i (db i |b i−1 , a i ) : i = 0, . .
. , n}, then the information structure of channel input conditional distribution, which maximizes directed information I
(A n → B n ) is I P i = {b i−1 }, i = 0, 1, . . . , n,A n →B n (κ) = sup π 1 i (da i |b i−1 )∈M(A i ),i=0,...,n: 1 n+1 E π 1 n i=0 γ B.1 i ( A i ,B i−1 ) ≤κ n i=0 log d Q i (·|a i ) dν π 1 i (·|b i−1 ) (b i ) P π 1 (db i , db i−1 , da i ) where ν π 1 i (db i |b i−1 ) = A i Q i (db i |a i )⊗π 1 i (da i |b i−1 ), i = 0, 1V i (db i |b i−1 ) = V i (db i ) − a.a.b i−1 , i = 0, 1, . . . , n, to deduce that in all equations in (c), the optimal channel input distribution π 1 i (da i |b i−1 ) is replaced by π i (da i ), i = 0, .
. . , n, and C F B,B.1
A n →B n (κ) = C F B,B.0 A n →B n (κ) = sup π(da i ):i=0,...,n n i=0 I (A i ; B i ),
as expected. That is, it is possible to derive the capacity achieving conditional independence property of memoryless channels with feedback, directly, without first showing via the converse to the coding theorem that feedback does not increase capacity (see [15]). (e) The derivation of Theorem 3.1 is easily extended to any channel of Class B and transmission cost function of Class B (i.e., with M, K arbitrary); this is done next. 2) Channels Class B and Transmission Costs Class A or B:
Consider any channel distribution of Class B defined by (I.11), i.e., given by {Q i (db i |b
(III.165)
The next theorems presents various generalizations of Theorem 3.1.
Theorem 3.3 (Characterization of FTFI Capacity of Channel Class B and Transmission Costs of Class A or B): Part A. Suppose the channel distribution is of Class B, that is,
P B i |B i−1 ,A i (db i |b i−1 , a i ) = Q i (db i |I Q i ), where I Q i
is given by
Then the maximization in (III.164) over P [0,n] occurs in the subset
(III.167) and the characterization of the FTFI feedback capacity is given by the following expression.
C F B,B.M
A n →B n = sup 
and the characterization of FTFI capacity is given by the following expression.
Proof: Part A. The derivation is based on methodology applied thus far, using Step 1 and Step 2. By Step 2 of the methodology, i.e., repeating the derivation of Lemma 3.1, then it follows that the optimal channel input distribution occurs
The case with transmission cost is shown by applying Lagrange duality to define the unconstraint problem, and then noticing that the upper bound resulting from the variational equality of directed information is achievable, provided the arbitrary distribution (analogue of (III.158)) is chosen so that 
. Consequently, the channel output conditional probabilities are given by
However, any attempt to apply the variational equality of directed information, as done in Lemma 3.1, to derive upper bounds on the corresponding directed information, which are achievable over arbitrary distributions,
for any finite nonnegative L, i = 0, 1, . . . , n (III.180) will fail. This is because the transmission cost of Class A, depends, for each i , on the entire past output symbols s i
, which is the state variable of both the channel distribution and the transmission cost function. Hence, the maximization step, using stochastic optimal control, over channel input distributions from the set P A [0,n] , satisfying the average transmission cost constraint cannot occur in a smaller subset, i.e., recall Feature 1 of the discussion on classical stochastic optimal control. This completes the prove.
D. Implications of Information Structures on Dynamic Programming
In this section, the implications of the information structures of the optimal channel input distributions, are discussed in the context of dynamic programming.
Channels Class B and Transmission Costs Class B: Consider a channel distribution and transmission cost function, both of Class B, given by Q i (db i |b
Since the output process {B i : i = 0, . . . , n} is J = max{M, K }−order Markov, i.e., (III.177), holds, and the characterization of FTFI capacity is given by (III.175), then the optimization over 
where s ∈ [0, ∞) is the Lagrange and the term (n + 1)κ is not included. Then the cost-to-go satisfies the following dynamic programming recursions.
The characterization of the FTFI capacity is expressed via the C B.J
It is obvious from the above recursions that the information structure, {B This degenerate dynamic programming recursion is the simplest, because the joint process
is jointly Markov (first-order), and the channel input conditional distribution is
At each time t, the dynamic programming recursion involves 3-letters, {b t , a t , b t −1 }, where b t −1 is fixed, for t = n, n − 1, . . . , 0.
It is noted that, for the case of finite alphabet spaces {(A i , B i ) : i = 0, . . . , n}, the UMCO without transmission cost constraints is analyzed extensively by Chen and Berger in [1] (and it is discussed by Berger in [41] ), under the assumption the optimal channel input conditional distribution satisfies conditional independence P(da
is jointly Markov. The corresponding characrerization of FTFI capacity is given by C F B,B.1
. To the best of the authors knowledge, the current paper, provides, for the first time, a derivation of the fundamental assumptions, upon which the results derived in [1] , are based on.
Special Case-M = 2, K = 0: This means no transmission cost is imposed, and hence the supremum in (III.175) is over
: B t −1 × B t −2 −→ R denote the cost-to-go corresponding to (I.36), with K = 0, from time "t" to the terminal time "n" given the values of the output
Then the cost-to-go satisfies the following dynamic programming recursions.
(III.187)
The characterization of the FTFI capacity and feedback capacity are expressed via the C B.2 0 (s 0 ) and the fixed distribution
Obviously, even for finite "n", from the above recursions, we deduce that the information structure, {S t = B t −1 , B t −2 : t = 0, . . . , n}, of the control object, namely, P A t |S t : t = 0, . . . , n , induces conditional probabilities P B t |S t = P B t |S t : t = 0, . . . , n which are 2nd order Markov, i.e., P S t+1 |S t = P S t+1 |S t : t = 0, . . . , n −1 , resulting in a significant reduction in computational complexity of the above dynamic programming recursions. Clearly, for any fixed S 0 = s 0 , i.e., μ S 0 (ds 0 ) is a delta measure concentrated at S 0 = s 0 , then C A ∞ →B ∞ ≡ C A ∞ →B ∞ (s 0 ) depends on the initial state S 0 = s 0 . However, if the channel is time-invariant and the distributions P A t |S t : t = 0, . . . , are either restricted or converge to timeinvariant distributions, and the corresponding distribution of the process {S i : i = 0, . . . , } converges to a unique invariant distribution, then C B. 2 A ∞ →B ∞ (s 0 ) is independent of the initial data s 0 . Due to the Markovian reduction of the characterization of FTFI capacity, the complete analysis on such questions, under general conditions, follows directly from the general theory of per unit time-infinite horizon Markov decision theory found in [33, pp. 116-122, Th. 5.7.9]. However, in specific application examples, if the above dynamic programming recursions are solved explicitly, then such questions can be addressed, directly, by analyzing the per unit time asymptotic limit, as done in Theorem 4.1 (see also [29] for finite alphabet examples). On the other hand, if the alphabet spaces are finite, and the corresponding transition probabilities P S t+1 |S t = P S t+1 |S t : t = 0, . . . , n − 1 are irreducible and aperiodic, then one can apply the results from [1] to deduce that C B. 2 A ∞ →B ∞ is independent of the initial distribution μ S 0 (ds 0 ).
The main point to be made regarding this section, is that the information structure of the optimal channel input distribution that maximize directed information, and the characterizations of the FTFI capacity, are generalizations of (I.19) and the two-letter capacity formulae of Shannon, corresponding to memoryless channels.
These structural properties of optimal channel input conditional distributions simplify the computation of the corresponding FTFI capacity characterization, and its per unit time limiting versions, the characterization of feedback capacity.
Remark 3.4 (Generalizations to Channels With Memory on Past Channel Inputs): The reader may verify that the methodology developed in this paper, to identify the information structures of optimal channel input distributions satisfying conditional independence, is also applicable to general channel distributions and transmission cost functions, that depend on past source symbols, of the form
where {N, L} are nonnegative integers. However, such generalizations of the structural properties of optimal channel input conditional distributions, are beyond the scope of this paper.
IV. APPLICATION EXAMPLE: GAUSSIAN CHANNEL MODEL
The objective of the application example of this section is to illustrate the hidden aspects of feedback. The main result is Theorem 4.1, that shows the converse and direct coding theorems, separate into statements about an information transmission problem and a stochastic optimal control problem. Specifically, the derivation of the direct coding theorem, separates into the derivation of directed information stability of an information transmission part, and the per unit time asymptotic pathwise optimality of a control part, that is equivalent to the linear quadratic Gaussian control problem (with complete information).
Consider the time-invariant version of a Gaussian Channel Model (G-CM) of class B with transmission cost of Class B, defined by
where ·, · denotes inner product of vectors, S q×q ++ denotes the set of symmetric positive definite q by q matrices and S q×q + the set of positive semi-definite matrices. The initial state b −1 is known to the encoder and decoder. By Theorem 3.3, Part B, the optimal channel input distribution that maximizes directed information satisfies con- .(a i−1 , b i−1 ), i = 0, . . . , n. Note that the channel distribution is conditionally Gaussian, given by
that is, the conditional mean of B i is linear in {b i−1 , a i } and the conditional covariance is nonrandom. The transition probability distribution of B i : i = 0, . . . , n is given by
By properties of conditional entropy and (IV.191), then
and directed information is given by
Hence, the characterization of FTFI Feedback Capacity is given by the following expression.
Moreover, by the maximum entropy properties of Gaussian distributions with fixed covariance, as in [2] (or by solving the corresponding dynamic programming recursion of the FTFI capacity for fixed 
Moreover, substituting (IV.198) into (IV.190), then the channel output process is given by
The corresponding characterization of the FTFI capacity is given by A n →B n (κ) are identified from linear Gaussian systems theory (see [37, Ch. 3.3, ), and the Linear Quadratic stochastic optimal control theory with complete information (see [37, p. 158] ). These are stated below. 
is via dynamic programming as follows [33] , [37] . For sufficiently large κ ∈ [κ min , ∞) (to ensure that the optimal strategy induces a channel output process, with a unique invariant distribution), then there exists a pair 
where s ≡ s(κ) ≥ 0 is the Lagrange multiplier associated with the average transmission cost constraint. The solution to the dynamic programming equation is given by [17] 
where the Lagrange multiplier s is found from the average constraint given by
and the optimal stationary policy g B.1, * (·) is given by
In (IV.214), spec(A) ⊂ C denotes the spectrum of a matrix A ∈ R q×q , i.e., the set of all its eigenvalues, and
denotes the open unit disc of the space of complex number C.
It is noted that (IV.211)-(IV.214) is the well-known solution of Linear Quadratic Gaussian stochastic optimal control problems, with complete information [37] , P 0 is the positive semi-definite solution of Riccati equation (IV.213), * ≡ * (P) is optimal control strategy, and (IV.214) ensures that the control strategy is stabilizing, i.e., the eigenvalues of the closed loop channel output recursion (IV.202) that corresponds to U The optimal covariance K * Z is determined from the optimization problem (IV.209) and the Lagrange multiplier, for a given κ, i.e., s ≡ s(κ) is found from the average constraint. The feedback capacity is given by
The analysis of the Multiple Input Multiple Output G-CM is done in [17] , and requires extensive investigation of properties of solutions to Riccati equations. The complete solution for the scalar G-CM is presented below, to illustrate additional features, which are not given in [17] . Scalar Case, p = q = 1, D = 1: By solving (IV.213), then the nonnegative solution of the Riccati equations is given by
The value of * ≡ * (P) is obtained by substituting the nonnegative solution of the Riccati equation into (IV.212), to obtain
This is valid irrespectively of whether C is stable, i.e., |C| < 1 or unstable, i.e., |C| ≥ 1, and includes, as we show shortly, the special case Q = C = 0, i.e., corresponding to the memoryless channel. The optimal covariance K * Z , is obtained by solving the optimization problem (IV.209), which gives
The Lagrange multiplier, s, is found from the average constraint or by performing the infimum over s ≥ 0 of J B.1, * evaluated at (P, K * Z ) given by (IV.209), to obtain
The minimum power κ required so that the optimal covariance is non-negative, i.e., K * Z ≥ 0 is found by substituting (IV.220) in (IV.219). This value and the corresponding maximum value of s are given by
Finally by substituting (IV.219) and (IV.220) in (IV.209), then the following expression of feedback capacity is obtained. A ∞ →B ∞ (κ) degenerates to that of memoryless channels, as expected.
C F B,B.1
Next, specific special cases are analyzed to gain additional insight on the dependence of feedback capacity on stable |C| < 1 and unstable |C| ≥ 1 channel models.
(a) Suppose Q = R = 1: Then
,
The feedback capacity is given by
. Clearly, if C = 0 then κ min = K V and this is attributed to the fact that, the power transfer of the channel output process is reflected in the average power constraint, i.e., Q = 1.
2 , known as the golden number. The feedback capacity for D = Q = R = 1 is illustrated in Fig.2 , for stable and unstable values of the parameter C. The figure illustrates that there is a minimum value κ min > 0 for existence of positive rates, because the transmission cost function includes the power of the channel output process, which implies part of the power κ is transferred to the channel output.
(b) Suppose D = R = 1, Q = 0. Then the cost constraint is independent of past channel output symbols, and
(IV.224)
The optimal strategy which achieves feedback capacity C F B,B.1
where κ min
A ∞ →B ∞ (κ) denote the feedback capacity if the channel is stable, i.e., |C| < 1 and C F B,U nstable A ∞ →B ∞ (κ) denote the feedback capacity if the channel is unstable, i.e., |C| > 1. Then, the corresponding feedback capacity is given by the following expressions.
For |C| < 1:
For |C| > 1:
Then it is clear from (IV.226) and (IV.227), that
Therefore, the rate loss due to the instability of the channel is given by
(IV.229)
The feedback capacity of a stable channel (C = 0.5) and an unstable channel (C = 2), is depicted in Fig. 3 . The dotted arrow denotes the rate loss due to the instability of the channel with parameter C = 2, which is equal to log 2 = 1 bit. It is remarked that for unstable channels, then feedback capacity exists provided the power κ exceeds the critical level κ min . This is the minimum power incurred by the deterministic part of the randomized strategy given by (IV.211)-(IV.214), to stabilize the channel. Beyond this threshold all the remaining power (κ − κ min ) is allocated to transmission of information. On the other hand, if the channel is stable, i.e., |C| < 1, since Q = 0, there is no emphasis on power transfer of the channel output process, and feedback capacity degenerates to the capacity of memoryless additive Gaussian noise channel, i.e., feedback does not increase capacity compared to that of memoryless channels, as verified from (IV.226). This is, however, fundamentally different from the case |C| < 1 and Q > 0 discussed in (a). 
Moreover, the unique invariant distribution of
, where
where Q(db i |b i−1 , a i ) is the distribution of the channel (IV.190) . Then the directed information density defined by 
and it is independent of B −1 . Since the processes {(Z i , V i ) : i = 0, . . . , } are independent and Gaussian, with finite moments, then ∀ > 0, we have
The above convergence in probability is equivalent to information stability of directed information density. Now, we show (IV.235). Note that the joint distribution of 
, by following the derivation in [12] , with the mutual information density replaced by the directed information density. (e) Note that κ min is the minimum cost of control, corresponding to a deterministic control strategy, i.e., when {Z i = 0 : i = 0, 1, . . . , }. Hence, (IV.236), (IV.237) are obtained. Moreover, at κ = κ min , then K Z = 0, and by evaluating (IV.210) at tr
= tr(P K V ) = κ min , which is the solution of the LQG stochastic optimal control problem.
V. ACHIEVABILITY
In this section we give sufficient conditions for validity of direct and converse conding theorems, that state the per unit time limiting versions of the characterizations of FTFI capacity, i.e., C F B A ∞ →B ∞ (κ)
A n →B n (κ), correspond to feedback capacity. It is noted that existing coding theorems found in [1] , [5] , [6] , [11] - [14] , and [42] , are applicable, provided the conditions presented therein hold.
Consider the code {(n, M n , n , b −1 , κ) : n = 0, 1, . . . } introduced in Section I. The following preliminary assumptions are introduced.
(A1) Conditional independence holds: 
denote the form of the optimal distribution that maximizes I (A n → B n ), where I P i is the information structure of the optimal distribution for i = 0, . . . , n. For example, by The- Proof: The conditions are sufficient to invoke Fano's inequality and standard converse coding arguments, for example, [14] .
It should be remarked that for countable or abstract alphabet spaces, information measures, such as, entropy, conditional entropy etc., are not continuous with respect to strong topologies [40] . For such generalizations, to ensure validity of the condition of Theorem 5.1, (i), it is appropriate to invoke the certain results from [32] , on weak convergence of probability distributions, weak compactness of P [0,n] , weak continuity of directed information with respect to elements of P [0,n] , and existence of maximizing element for C F B A n →B n (κ) (i.e., see [32, Th. 8 (ii) The maximizing distribution, denoted by
, of the characterization of FTFI capacity, induces stability of the directed information density, defined by
in the sense of Dobrushin [10] , that is, ∀ > 0 and ∀δ > 0, there exists an integer n 0 (, δ) > 0 such that
and moreover, the transmission cost is stable, that is, ∀ > 0 and ∀δ > 0, there exists an integer n 0 (, δ) > 0 such that
where the subscript E P * μ means the expectation is with respect to the joint distribution that depends on B −1 ∼ μ(db −1 ).
is the channel capacity. Proof: The conditions are sufficient to apply the asymptotic equipartition property (AEP) and random code generation, similar to the derivation in [12] , by replacing the information density of mutual information by (V.239).
We remarked that the validity of the condition of Theorem 5.2, (iii) follows from [30] (see Theorem 3). Moreover, the direct and converse coding theorems can be shown using the existence of maximizing distribution given in [32] (for abstract spaces), and the ergodic theory of Markov decision and asymptotic pathwise optimality found in (see [33, pp. 116-121] [33] , Theorem 5.7.9 holds. That is, the per unit time asymptotic average optimality and per unit time asympotic pathwise optimality coincide. This is much stronger than the conditions of Theorem 5.2, (ii). An alternative approach to show C F B A ∞ →B ∞ (κ) is the feedback capacity is to solve the dynamic programming recursions for finte n and then investigate the its per unit time limiting version, as done in Theorem 4.1.
VI. COMPARISON TO LITERATURE
In this section, the methodology and information structures derived in this paper are compared to the methodology and information structures that are presented in [6] .
In [6, Definition 6.1], a Markov channel consists of an initial state distribution P S 0 (ds 0 ), the state transition stochastic kernels, and the channel output stochastic kernels given by For a Markov channel, by [6, eqs. (12) and (13) for some function . Next, it is shown that the main results on the information structures developed in this paper, such as Theorem 3.3, cannot be determined from the ones presented in [6] . That is, the optimal input distribution is of the form P A i |B i−1 ,B i−2 , i = 0, . . . , n. Next, it is shown that the above charecterization of the FTFI capacity cannot be obtained from [6] . Consider the application of [6] , Section VIII.B, under Case 1-S Computable From the Channel Output Only, page 343, to the UMCO with transmission cost constraint. Then by the definition of a Markov channel in [6] , given by (VI.240) and (VI.241), the state is S i = B i−1 , i.e., (i.e., = 1 in the notation of [6, p. 343] ). But according to (VI.245) the state is actually, S i = (B i−1 , B i−2 ), and this is determined from the transmission cost and not the dependence of the channel on previous channel outputs. This means the methodology in [6] cannot be applied to determine (VI.245). This is due to the fact in [6] , the state is defined based on the channel only, and did not account for the channel cost function, and pay-off, as done in Section III. The characterization of the FTFI capacity is obtained from Theorem 3.3, Part C. The optimal channel input distribution is of the form P A i |B i−1 , i = 0, . . . , n. Similar to (a), it can be verified that the statements given in [6] , page 343, donot apply. Next, we ask: What if we consider Case I or Case 2 without average cost constraints, do our results follow from [6] , Section VIII.B, Case 1-S Computable From the Channel Output Only, page 343?
To answer this question we needs to take a careful look at the a Markov channel [2, Definition 6.1], that is, (VI.240) and (VI.241), to determine the recursion of conditional distribution that satisfies π i+1 = (π i , a i , b i ) in [6] , eqn (13) , and to ensure this distribution is a sufficient statistic for the channel input conditional distribution.
Suppose the channel is the UMCO of Case I, without transmission cost, which then implies The reader can also verify that, if the channel distribution depends on past channel outputs, then the methodology presented in [6] breaks down, because the corresponding recursion for the distribution π i+1 (a i , b i )(ds i+1 ) = P(ds i+1 |a i , b i ) it is not a Markov recursion, as described by (VI.243).
Additional fundamental differences between the methodology described in Section III, and that presented in [6] are explained below. (c) General Comments: In our derivations, we define the state variable that summarizes the information of the channel input conditional distribution, from first principles as explained in Section III-A, and based on (i) the channel, (ii) the cost function, and (iii) the directed information pay-off. This approach is standard in stochastic control literature. Then we applied classical stochastic optimal control techniques and a variational equality of directed information to derive the information structures of optimal channel input distributions.
Our state variable is fundamentally different from [6] , where the authors define the state variable for Markov channels based only on the channel definition, i.e., using (VI.240) and (VI.241).
To derive our results, we attack directly the FTFI capacity without any need to identify a "sufficient statistic" as in [6] .
We remark that if one adopts a "sufficient statistic approach", assuming such a quantity is identified, and it is a valid sufficient statistic for the control, then it should be treated with caution becuase of the following technical issues.
It is well-known in classical stochastic optimal control literature, that when a control function, say, u i = g i (y i−1 ) which is a measurable function of observed variables y i−1 is replaced by a functional of a conditional distribution of an identified state variable S i , say, π i (y i−1 )(ds i ) = P S i |Y i−1 (ds i |y i−1 ), i.e., u t = g i (π t (y t −1 )), and called separable strategies [37] , pages 8-87, then in general (VI.254) Therefore, to replace U by U sep , it is necessary to either assume "an optimal control strategy exists in the class U sep " or to show the two sets are equal. However, to show the two sets are equal it is necessary to show "the information generated by the RVs Y i−1 is the same as the information generated by the sequence {π j (Y j −1 )(ds j ) : j = 0, . . . , i }" for any i ∈ {0, 1, . . . , n}. It is also well-known that, the technical conditions and analysis to show for any i = 0, . . . , n, the distribution {π j (Y j −1 )(ds j ) : j = 0, . . . , i } generates the same information as Y t −1 are highly technical, because {π j (Y j −1 )(ds j ) : j = 0, . . . , n} is a solution of a recursive equation that depends nonlinearly on the strategies.
It should be mentioned that the method presented in [6] , which utilizes a "sufficient statistic" approach, pre-supposes that, (1) a sufficient statistic exists for the specific application example, and (2) U sep = U is shown [43] . Our derivations dispose of all technicalities associated with using a sufficient statistic approach.
VII. CONCLUSION
Stochastic optimal control theory and a variational equality of directed information are applied, to develop a methodology to identify the information structures of optimal channel input conditional distributions, which maximize directed information, for classes of channel conditional distributions and transmission cost functions that depend on previous channel output symbols. The subsets of the maximizing distributions are characterized by conditional independence.
One of the main theorems of this paper states that, for any channel conditional distribution with finite memory on past channel outputs, subject to an average cost constraint, then the information structure of the optimal channel input conditional distribution, which maximizes directed information, is determined by the maximum of the memory of the channel distribution and the functional dependence of the transmission cost function on past channel outputs. This theorem provides, for the first time, a direct analogy, in terms of the conditional independence properties of maximizing distributions, between the characterization of feedback capacity of channels with memory, and Shannon's two-letter characterization of capacity of memoryless channels. Another main result of the paper is the identification of sufficient conditions for the validity of direct and converse coding theorems, for unstable Gaussian channel models with memory, that is based on the ergodic theory of Markov decision.
