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CONWAY GROUPOIDS AND COMPLETELY TRANSITIVE
CODES
NICK GILL, NEIL I. GILLESPIE, AND JASON SEMERARO
Abstract. To each supersimple 2−(n, 4, λ) design D one associates a ‘Conway
groupoid,’ which may be thought of as a natural generalisation of Conway’s
Mathieu groupoid associated to M13 which is constructed from P3.
We show that Sp2m(2) and 2
2m.Sp2m(2) naturally occur as Conway
groupoids associated to certain designs. It is shown that the incidence matrix
associated to one of these designs generates a new family of completely transi-
tive F2-linear codes with minimum distance 4 and covering radius 3, whereas
the incidence matrix of the other design gives an alternative construction to a
previously known family of completely transitive codes.
We also give a new characterization ofM13 and prove that, for a fixed λ > 0,
there are finitely many Conway groupoids for which the set of morphisms does
not contain all elements of the full alternating or symmetric group.
1. Introduction
In recent work with A. Nixon [19], we introduced the notion of a Conway
groupoid. To construct such an object we start with a supersimple 2 − (n, 4, λ)
design D i.e. a design for which any two lines intersect in at most two points. The
Conway groupoid C(D) of D is a small category whose set of objects is the set of
points in D, and whose morphisms can be ‘read off’ from the lines in D; in partic-
ular, this process associates an element of the group Sym(n) to each morphism in
C(D) (see Section 2 for full details).
The concept of a Conway groupoid is a direct generalization of the groupoid
associated to Conway’s famous construction of M13 using a ‘game’ played on P3,
the finite projective plane of order 3 [10]. Thus, by viewing P3 as a supersimple
2− (13, 4, 1) design, the set M13 inside Sym(13) determines a Conway groupoid. A
number of other examples were constructed in [19]. In this paper we are interested
in constructing more examples of Conway groupoids and in working towards a full
classification.
Constructing examples: We say that a Conway groupoid C associated to
a supersimple 2 − (n, 4, λ) design is full if every element of Alt(n) occurs as a
morphism. One of the main results in [19] suggests that those designs whose Conway
groupoids are not full are rare [19, Theorem C]. In this paper, we demonstrate the
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existence of two infinite families of designs with this property. These families arise
from:
(a) the two 2-transitive actions of Sp2m(2) on sets of quadratic forms over a
2m-dimensional F2-vector space, for m > 3;
(b) the natural action of the affine group 22m. Sp2m(2) on (F2)
2m.
Both actions give rise to codes associated to the incidence matrices of the corre-
sponding designs. In case (b), these codes were already known (see [4]). However,
in case (a) the codes which arise are new; they are completely transitive and have
covering radius 3.
Classifying Conway groupoids: We prove two main results - Theorems D
and E below - that give classifications of Conway groupoids subject to certain extra
suppositions. Both results have interesting implications: Theorem D gives a new
characterization of the Conway groupoid determined by M13; Theorem E yields
a proof of [19, Conjecture 8.1], which asserts that for each λ > 0 there exist only
finitely many supersimple 2−(n, 4, λ) designs whose Conway groupoids are not full.
1.1. The main theorems. In this section we briefly outline the main results of
the paper. The definitions of all terms used in the statement of these results can
be found in Sections 2 and 3.
In order to construct new infinite families of Conway groupoids we study the
action of the group Sp2m(2) on the set Ω of quadratic forms (F2)
2m → F2. We
make use of a bijection between Ω and the vector space V ∼= F2m2 on which Sp2m(2)
naturally acts, allowing us to denote quadratic forms by θa for some a ∈ V . (This
bijection is fully explained in Section 3.)
For ε ∈ {0, 1} write V ε := {v ∈ V | θ0(v) = ε} (here θ0 is the quadratic form
associated with the zero vector). Then the induced action of Sp2m(2) on Ω splits
into two orbits Ω0 and Ω1 where Ωε := {θa | a ∈ V ε}. Our first result asserts the
existence of some supersimple designs with these orbits.
Theorem A. Let m > 3 and ε ∈ F2. Then
Bε := {{θv1 , θv2 , θv3 , θv1+v2+v3} | vi ∈ V ε,
3∑
i=1
vi ∈ V ε}
forms the line set for a supersimple 2 − (fε(m), 4, fε(m − 1) − 1) design (Ωε,Bε)
where
(1.1) fε(m) := |Ωε| = 2m−1 · (2m + (−1)ε).
Furthermore, letting θ0 be the quadratic form associated to the zero vector,
Ba := {{v1, v2, v3, v1 + v2 + v3} | vi ∈ V,
3∑
i=1
θ0(vi) = θ0
(
3∑
i=1
vi
)
}
forms the line set for a supersimple 2− (22m, 4, 22(m−1) − 1) design (V,Ba).
Let us write 22m for an elementary abelian group of order 22m. Then, as we shall
see (Lemmas 3.8 and 3.11), the sets Bε (resp. Ba) are, in fact, orbits of the group
Sp2m(2) (resp. 2
2m. Sp2m(2)) acting on the set of 4-subsets of Ω (resp. V ). It turns
out that this is not the first time that the action of Sp2m(2) on the set of associated
quadratic forms has been used to construct designs with special properties [35].
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Write Dε := (Ωε,Bε) and Da := (V,Ba) for the designs constructed in Theorem
A. Our next result, Theorem B, proves the existence of an infinite class of Conway
groupoids; these are the Conway groupoids associated to Da and Dε.
To understand the statement of the theorem we recall that, given a point ∞ in
a design D, we write L∞(D) for the set of all move sequences in D which start at
∞, while we write π∞(D) for the set of all move sequences which start and end at
∞. Writing n for the number of points in D, we observe that L∞(D) is a subset of
Sym(n), while π∞(D) is a subgroup of Sym(n− 1) which we call the hole stabilizer.
In Section 2.2, we describe how the Conway groupoid C(D) is completely determined
by L∞(D), which explains the focus of the following theorem (and indeed the focus
of Theorems D and E).
Theorem B. Let m > 3 and let Da and Dε be as above. The following hold:
(a) Let ∞ be a point in Dε. Then L∞(Dε) coincides with a subgroup of
Sym(Ωε) isomorphic to Sp2m(2) and π∞(Dε) coincides with the stabilizer
of ∞ inside L∞(Dε);
(b) Let∞ be a point in Da. Then L∞(Da) coincides with a subgroup of Sym(V )
isomorphic to 22m. Sp2m(2) and π∞(Da) coincides with the stabilizer of ∞
inside L∞(Da).
Recall that to any design D and prime p > 0 one may associate the code CFp(D),
the Fp-rowspan of the incidence matrix of D. In [19], using GAP [18] we constructed
examples of non-full Conway groupoids whose hole stabilizer is a primitive subgroup
of Sym(n−1). In each case we also constructed CFp(D) for p = 2 or 3, and discovered
that the code was completely transitive and, therefore, also completely regular (see
Definitions 2.1 and 2.2 below).
The following result, Theorem C, asserts that the same is true of the F2-linear
codes CF2(Dε) and CF2(Da) constructed using the designs considered in Theorem
A. Theorem C also describes the covering radius and intersection array of these
codes (see Definition 2.2). Recall that the function fε is defined at (1.1).
Theorem C. Let m > 3 and let Dε and Da be as above. The following hold:
(a) CF2(Dε) is a completely transitive [fε(m), fε(m) − (2m + 1), 4] code with
covering radius 3 and intersection array
(fε(m), fε(m)− 1, fε(m)− 2fε(m− 1); 1, 2fε(m− 1), fε(m)).
(b) CF2(Da) is a completely transitive [22m, 22m−(2m+2), 4] code with covering
radius 4 and intersection array
(22m, 22m − 1, 22m−1, 1; 1, 22m−1, 22m − 1, 22m).
In fact, part (b) above is a consequence of a result of Borges, Rifa`, and Zinoviev
[4]. Completely regular and completely transitive codes have been studied exten-
sively, and the existence and enumeration of such codes are open hard problems
(see [6, 15, 30] and more recently [3, 4, 5, 21, 31, 32, 33]).
In [19, Question 8.4] we ask the following question. Suppose a Conway groupoid
associated to a supersimple design D is not full and has a primitive hole stabilizer.
Then does the incidence matrix ofD generate a completely regular and/or uniformly
packed Fp-linear code for some prime p > 0? Since completely transitive codes are
necessarily completely regular, by combining Theorems B and C we obtain an
affirmative answer to this question for the designs Dε, Da.
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The remainder of the paper is concerned with (abstract) Conway groupoids and
our next main result classifies all Conway groupoids that satisfy a particular group-
theoretic condition. For a supersimple design D with point set Ω, the hole stabilizer
G := π∞(D) is generated by elements of the form [∞, a, b,∞] for a, b ∈ Ω\{∞} (see
Section 2.1 for full discussion on π∞(D)). The next result is dependent on the
Classification of Finite Simple Groups (CFSG) through its use of Theorem 6.2.
Theorem D. Suppose that D is a supersimple 2 − (n, 4, λ) design, that ∞ is a
point in D, and write L := L∞(D). Suppose, furthermore, that [∞, a, b,∞] = 1
whenever ∞ is collinear with {a, b}. Then one of the following is true:
(1) D is a Boolean design and L = (F2)k for some k > 0;
(2) D = P3 (the projective plane of order 3) and L =M13; or
(3) L = Alt(n).
Theorem D is a generalization of [19, Theorem B] (concerning designs associated
with trivial hole stabilizer) as well as a generalization of the classification of Conway
groupoids associated with supersimple 2 − (n, 4, 1) designs (when λ = 1 the extra
supposition is automatically satisfied).
Theorem D is closely connected to our final main result, Theorem E, below.
Indeed we will use Theorem E (2) to prove Theorem D, and then will use Theorem
D to prove Theorem E (4).
Theorem E. Suppose that D is a supersimple 2 − (n, 4, λ) design, that ∞ is a
point in D, and that L := L∞(D). Let G := π∞(D) be the hole stabilizer of ∞,
considered as a permutation group via its natural embedding in Sym(n).
(1) If n > 4λ+ 1, then G is transitive;
(2) if n > 9λ+ 1, then G is primitive;
(3) if n > 144λ2 + 120λ+ 26, then L contains Alt(n);
(4) If n > 9λ2 − 12λ+ 5, then one of the following holds:
(a) L contains Alt(n);
(b) λ = 1, D = P3 (the projective plane of order 3), and L = M13.
Note that only the fourth item of Theorem E is dependent on CFSG. Note too
that if L contains Alt(n) (as in part (3) and (4) of the theorem), then
L =
{
Alt(n), if λ is odd;
Sym(n), if λ is even.
1.2. Classifying Conway groupoids. Theorem E provides a powerful tool in the
program to classify Conway groupoids for arbitrary λ and n. Such a classification
was completed in [19] for λ 6 2 and in Section 7.3 we make some remarks about
the case λ = 3. What about the general case?
Firstly note that Theorem E has an immediate corollary:
Corollary 1.1. Let λ be a positive integer. There are a finite number of (isomor-
phism classes of) groupoids that crop up as Conway groupoids associated with a
supersimple 2− (n, 4, λ) design.
Corollary 1.1 makes an interesting companion to Theorem E which implies that
if λ is allowed to vary, then there are an infinite number of (isomorphism classes)
of groupoids that crop up as Conway groupoids.
One might naturally ask whether the bounds in Theorem E can be substantially
improved as this would be an obvious aid to a classification. Unfortunately the
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relative dearth of examples of Conway groupoids makes this question difficult to
answer: the only infinite families of non-full Conway groupoids which have been
constructed to this point are those associated to the Boolean designs (for which
n = 2λ+2 [19]) and the examples in Theorem C (for which n < 5λ). The parameters
in these examples are a long way from the bounds given in Theorem E suggesting,
perhaps, that there is plenty of room for improvement.
In a different direction we note that both Theorem D and Theorem E (4) suggest
that the Conway groupoid associated toM13 is particularly special. Indeed we have
another reason to think this might be the case.
Suppose that C is a Conway groupoid associated with a design D, and suppose
further that the hole stabilizer π∞(D) is primitive. If D is not P3, the projective
plane of order 3 and C is not full then in all examples known so far, L∞(D) is a
transitive subgroup of Sym(n) with π∞(D) the stabilizer of the point∞ in L∞(D).
Since, by supposition, π∞(D) is primitive, this implies that L∞(D) is a 2-primitive
permutation group (i.e. a primitive group with a stabilizer primitive on its non-
trivial orbit). We conjecture that this behaviour is general.
Conjecture 1. Suppose that D is a supersimple 2 − (n, 4, λ) design other than
P3, that ∞ is a point in D and that the hole stabilizer π∞(D) is primitive. Then
L∞(D) coincides with a 2-primitive subgroup H of Sym(n) and π∞(D) is equal to
the stabilizer in L∞(D) of the point ∞.
We remark that all 2-primitive permutation groups are known thanks to CFSG
and the list is rather short (see [25] for some discussion). Thus this conjecture im-
plies a very strong restriction on the structure of a Conway groupoid with primitive
hole stabilizer and a proof would be a very significant step towards a classification.
One could push the conjecture a little further. Let us operate under the supposi-
tions of Conjecture 1 and assume, moreover, that L∞(D) does not contain Alt(n).
Now all known examples satisfy two further properties:
Firstly, the elements of L∞(D) are automorphisms of the design D. Secondly,
the group L∞(D) is a 3-transposition group with associated class of transpositions
coinciding with the set
{[a, b] | a, b ∈ Ω}.
(Here Ω is the point set of D; the elements [a, b] are defined in Section 2.1.)
In forthcoming work the authors prove Conjecture 1 and the two additional
statements just mentioned, provided the design D satisfies two mild combinatorial
suppositions. It is expected that, by exploiting Fischer’s famous theorem on 3-
transposition groups, this will lead to a full classification of Conway groupoids in
this restricted situtation [20].
1.3. Structure of the paper. The paper is structured as follows. Section 2
provides the necessary background from design theory, group theory and coding
theory. In Section 3 we give a precise description of the action of Sp2m(2) on qua-
dratic forms, introduce the designs Da and Dε and prove Theorem A. The Conway
groupoids C(Da) and C(Dε) are studied in Section 4 where we establish Theorem
B. In Section 5 we study the codes CF2(Da) and CF2(Dε) in detail and give a proof
of Theorem C.
Sections 6 and 7 are devoted to the study of general Conway groupoids; in
particular in Section 6 we prove Theorem D before proving Theorem E in Section
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7. Section 7.3 contains a discussion of the classification of Conway groupoids with
λ = 3.
2. Background
2.1. Block designs and moves. Recall that a balanced incomplete block design
(Ω,B), or t−(n, k, λ) design, is a finite set Ω of size n, together with a finite multiset
B of subsets of Ω each of size k (called lines), such that any subset of Ω of size t is
contained in exactly λ lines.
In what follows D = (Ω,B) is a 2− (n, 4, λ) design. We assume, moreover, that
D is supersimple, i.e. any pair of lines intersect in at most two points. (Note that,
in particular, D is simple, i.e. there are no repeated lines.)
Let a and b be distinct points in Ω. We define, first,
(2.1) a, b := {x ∈ Ω | there exists ℓ ∈ B such that x, a, b,∈ ℓ}
In particular, note that a, b ∈ a, b.
Next, we define the elementary move associated with a and b: this is the per-
mutation
(2.2) [a, b] := (a, b)
λ∏
i=1
(ai, bi) ∈ Sym(Ω),
where {a, b, ai, bi} is a line for each 1 6 i 6 λ. The fact that D is supersimple
guarantees that the product (2.2) is well-defined. We note, moreover, that [a, b] =
[b, a] and that the set of points in Ω moved by the permutation [a, b] (also called
the support of [a, b]) is precisely the set a, b.
A move sequence is a product of elementary moves
(2.3) [a0, a1, . . . , ak] := [a0, a1] · [a1, a2] · · · [ak−1, ak]
where ai−1, ai ∈ Ω for each 1 6 i 6 k. A move sequence [a0, a1, . . . , ak] is called
closed if a0 = ak.
Suppose that ∞ is a point in Ω. In this paper we will primarily study the
following three sets for various designs D:
L(D) := {[a0, a1, . . . , ak] | ai−1, ai ∈ Ω for 0 6 i 6 k.}(2.4)
L∞(D) := {[∞, a1, . . . , ak] | ai−1, ai ∈ Ω for 1 6 i 6 k.}(2.5)
π∞(D) := {[∞, a1, . . . , ak−1,∞] | ai−1, ai ∈ Ω for 1 6 i 6 k − 1.}(2.6)
Observe that π∞(D) ⊆ L∞(D) ⊆ L(D).
The set π∞(D) is called the hole stabilizer; it is precisely the set of all closed
move sequences which start and end at ∞. It is an easy exercise to confirm that
π∞(D) is a group. We recall that π∞(D) is generated by elements of the form
[∞, a, b,∞] for a, b ∈ Ω\{∞} [19, Lemma 3.1] and that if ∞1 and ∞2 are distinct
elements of Ω, then π∞1(D) ∼= π∞2(D) [19, Theorem A], since the hole stabilizers
are conjugate subgroups of Sym(n).
By way of example, note that if D = P3, the projective plane of order 3, then
L∞(D) is equal to the set M13 originally defined by Conway. The group π∞(D) is,
then, a subset of Sym(12) isomorphic to the Mathieu group M12.
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2.2. Conway groupoids. Let D = (Ω,B) be a supersimple 2− (n, 4, λ) design, as
before. The Conway groupoid C(D) is the small category whose object set is Ω and
such that, for a, b ∈ Ω,
Mor(a, b) := {[a, a1, . . . , ak−1, b] | ai−1, ai ∈ Ω for 1 6 i 6 k − 1.}.
Observe that the set of all morphisms in the category C(D) is equal to the set L(D).
Two Conway groupoids C(D1) and C(D2) are isomorphic if they are isomorphic
as categories, i.e. there exist two mutually inverse functors between C(D1) and
C(D2). It is easy to check that this condition is equivalent to the condition that
D1 and D2 contain the same number of points, n, and, moreover, that there exists
φ ∈ Sym(n) such that
L(D2) = (L(D1))φ := {φ−1gφ | g ∈ L(D1)}.
We return to the design D and fix a point∞ in Ω. Clearly, for each a, b ∈ Ω and
each σ ∈ Mor(a, b), there exist ρ, τ ∈ L∞(D) such that σ = ρ · τ−1. In particular
the category C(D) is completely determined by L∞(D).
This straightforward observation underpins our work from here on: rather than
studying the category C(D) directly, we prefer to study the set L∞(D). Indeed, in
earlier literature on this subject these two objects have been treated as somewhat
interchangeable: the label M13, for instance, is sometimes used to refer to the set
L∞(P3), sometimes to the groupoid C(P3). In what follows we will always treat
M13 as a set and, indeed, we will have no need to study C(D) for any design at all.
2.3. Permutation groups. Let G be a finite group acting on a non-empty set Ω.
The action is transitive if for any x, y ∈ Ω there exists g ∈ G such that xg = y and
t-transitive if the induced action on the set of all t-tuples of distinct elements of Ω
is transitive for some t > 0.
Suppose that the action of G on Ω is transitive. A system of imprimitivity is a
partition of Ω into ℓ subsets ∆1,∆2, . . . ,∆ℓ each of size k such that 1 < k, ℓ < n,
and so that for all i ∈ {1, . . . , ℓ} and all g ∈ G, there exists j ∈ {1, . . . , ℓ} such that
∆gi = ∆j .
The sets ∆i are called blocks. We say that G acts imprimitively if there exists a
system of imprimitivity. If no such set exists then G acts primitively on Ω.
2.4. Linear Codes. Let C be a linear binary code of length n, i.e. C is a subspace
of the vector space (F2)
n. Recall that elements of C are called codewords.
We define the binary Hamming graph Γ = H(n, 2) to be the finite graph with
vertex set V (Γ ) = (F2)
n, such that an edge exists between two vertices if and only
if they differ in precisely one entry. Observe that C is a subset of the vertex set of
Γ .
For all pairs of vertices α, β ∈ V (Γ ), the Hamming distance between α and β,
denoted by d(α, β), is defined to be the number of entries in which the two vertices
differ. We let Γk(α) denote the set of vertices in H(n, 2) that are at distance k from
α.
We are now able to define the minimum distance, d, of C to be the smallest
distance between distinct codewords of C. For any γ ∈ V (Γ ), we define
d(γ, C) = min{d(γ, β) : β ∈ C}
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to be the distance of γ from C. The covering radius of C, which we denote by ρ,
is the maximum distance that any vertex in H(n, 2) is from C. We let Ci denote
the set of vertices that are at distance i from C; then C0 = C and {C,C1, . . . , Cρ}
forms a partition of V (Γ ) called the distance partition of C. For each i, the set Ci
is a union of cosets of C, and we say that a coset that is a subset of Ci is of weight
i.
The automorphism group of Γ , Aut(Γ ), is the semi-direct product B ⋊L where
B ∼= Sym(2)n and L ∼= Sym(n), see [6, Theorem 9.2.1]. Let g = (g1, . . . , gn) ∈ B,
σ ∈ L and α = (α1, . . . , αn) ∈ V (Γ ). Then g and σ act on α in the following way:
(2.7) αg = (αg11 , . . . , α
gn
n ), α
σ = (α1σ−1 , . . . , αnσ−1).
The automorphism group of C, denoted by Aut(C), is the setwise stabiliser of
C in Aut(Γ ). In this paper, we construct a family of codes with the following
symmetrical property.
Definition 2.1. Let C be a code with distance partition {C = C0, C1, . . . , Cρ}.
We say C is X-completely transitive, or simply completely transitive, if there exists
X 6 Aut(Γ ) such that Ci is an X-orbit for i = 0, . . . , ρ.
It is known that completely transitive codes are necessarily completely regular [21].
Definition 2.2. A binary code C with covering radius ρ is completely regular if
for all i > 0, every vector α ∈ Ci has the same number ci of neighbours in Ci−1
and the same number bi of neighbours in Ci+1; note that c0 = bρ = 0. For such a
code, define (b0, . . . , bρ−1; c1, . . . , cρ) to be the intersection array of C.
Recall that the dimension of C is the dimension of C regarded as a vector space
over F2. We say that C is an [n, k, d] code if it has minimum distance d and
dimension k. We will need the following result from [33].
Lemma 2.3. Let C be a linear completely regular [n, k, d] code with covering radius
ρ and intersection array (b0, . . . , bρ−1; c1, . . . , cρ). Let µi denote the number of
cosets of C of weight i, where i = 0, . . . , ρ. Then the following equality holds:
biµi = ci+1µi+1, i = 0, . . . , ρ− 1.
3. The actions of Sp2m(2) and 2
2m. Sp2m(2) on quadratic forms
The notation and terminology in this section will be based on that found in [16,
Section 7.7]. We start with the standard construction for the action of Sp2m(2) on
quadratic forms. Let m > 1 be an integer and V := F2m2 be a vector space equipped
with the standard basis and consider the block matrices
e =
(
0m Im
0m 0m
)
, f =
(
0m Im
Im 0m
)
= e+ eT .
We write elements of V as row matrices and, therefore, define ϕ(u, v) to be the
alternating bilinear form given by ϕ(u, v) := ufvT . We let Ω be the set of all
quadratic forms θ(u) with the property that
ϕ(u, v) = θ(u + v) + θ(u) + θ(v),
i.e. Ω is the set of quadratic forms whose polarisation is equal to ϕ. Now we define
θ0(u) := ueu
T ∈ Ω, and by results in [16, Section 7.7], any other element of Ω is of
the form
θa(u) := θ0(u) + ϕ(u, a),
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where a is a fixed element of V .
Recall that Sp2m(2) := {A ∈ GL2m(2) | AfAT = f} acts on Ω (on the right) via
θx(u) := θ(ux−1) for each θ ∈ Ω and x ∈ Sp2m(2). Recall ([16, Corollary 7.7A])
that the action of Sp2m(2) on Ω splits into two distinct orbits
Ω0 := {θa | a ∈ V 0}, Ω1 := {θa | a ∈ V 1}
where
V 0 := {a ∈ V | θ0(a) = 0}, V 1 := {a ∈ V | θ0(a) = 1}.
Given the form ϕ and an element c ∈ V , we define the transvection tc as follows:
utc := u+ ϕ(u, c)c, for all u, c ∈ V.
Recall that the set of all transvections generates Sp2m(2) (see, for instance, [40,
Theorem 8.5]). The following result is [16, Lemma 7.7A].
Lemma 3.1. The following hold:
(i) For all a, c ∈ V ,
θtca =
{
θa, if θa(c) = 1;
θa+c, if θa(c) = 0
(ii) For each a, b ∈ V there is at most one c ∈ V such that tc maps θa onto θb.
Such a c exists if and only if θ0(a) = θ0(b) (and then c = a+ b).
As an immediate consequence, we obtain:
Lemma 3.2. Let ε ∈ F2 and {v1, . . . , vk} a subset of V ε for some odd integer
k > 0. Then, for each g ∈ Sp2m(2), we have
(3.1)
k∑
i=1
(θvi)
g =
(
θ∑k
i=1
vi
)g
.
Proof. We begin by considering the case where g = 1. Since k is odd,
k∑
i=1
θvi(u) =
k∑
i=1
θ0(u) +
k∑
i=1
ϕ(u, vi) = θ0(u) + ϕ(u,
k∑
i=1
vi) = θ∑k
i=1 vi
(u).
We now turn to the general case. Since the transvections generate Sp2m(2), it
suffices to consider the case g = tc for some c ∈ V. We calculate,
k∑
i=1
θvi(u)
tc =
k∑
i=1
θvi+(1+θvi (c))c(u)
=
k∑
i=1
θ0(u) + ϕ(u, vi + (1 + θvi(c))c)
= θ0(u) + ϕ(u,
k∑
i=1
vi + c+ c
k∑
i=1
θvi(c))
= θ0(u) + ϕ(u,
k∑
i=1
vi + (1 + θ∑k
i=1
vi
(c))c) =
(
θ∑k
i=1
vi
)tc
(u).

We now show how to decompose elements of V into a sum of elements in V ε,
which will prove useful in the sequel.
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Lemma 3.3. For each v ∈ V and ε ∈ F2 there exist distinct x, y ∈ V ε such that
v = x+ y.
Proof. We prove this in a series of cases. In each case, let ei denote the i’th basis
vector for 1 6 i 6 2m. Let y = x+ v and δ := θ0(v).
(a) If δ = 0, ε = 0 let x := 0.
(b) If δ = 0, ε = 1 then
(i) if vi = vi+m for some 1 6 i 6 m, let x := ei + ei+m;
(ii) if vi 6= vi+m for all 1 6 i 6 m, fix any i, let j be such that either
vj−m = 1 or vj+m = 1 and let x := ei + ei+m + ej .
(c) If δ = 1, ε = 0 let 1 6 i 6 m be such that vi = vi+m = 1 and let x := ei.
(d) If δ = 1, ε = 1 let 1 6 i 6 m be such that vi = vi+m = 1. Then
(i) if vj = vj+m for some 1 6 j 6 m with j 6= i, let x := ej + ej+m + ei;
(ii) if vj 6= vj+m for all 1 6 j 6 m with j 6= i, let j be such that vj−m = 1
or vj+m = 1 and let x := ei + ei+m + ej .

Corollary 3.4. Let v ∈ V ε. Then v can be written as the sum of three distinct
elements of V 1−ε.
Proof. By Lemma 3.3, v = x + y for some x, y ∈ V 1−ε. Again, by Lemma 3.3,
y = y1 + y2 for some y1, y2 ∈ V 1−ε and so v = x+ y1 + y2. Now if any of x, y1, y2
are equal, then v ∈ V 1−ε, which is a contradiction. 
3.1. The action of Sp2m(2) on 3-subsets. In [16, Theorem 7.7A], the authors
deduce that Sp2m(2) acts 2-transitively on Ω
ε for ε ∈ F2. In fact, more is true:
Theorem 3.5. Let ε, δ ∈ F2 and m > 3. The action of Sp2m(2) on 3-subsets of
elements in Ωε splits into two orbits, Oε0 and Oε1, defined as follows:
Oεδ :=
{
{θv1 , θv2 , θv3} | vj ∈ V ε, θ0(v1 + v2 + v3) = δ
}
.
Furthermore, for each v ∈ V δ, the sets
∆εv :=
{
{θv1 , θv2 , θv3} ∈ Oεδ |
3∑
i=1
vi = v
}
form blocks of imprimitivity for the action of Sp2m(2) on Oεδ .
We will prove Theorem 3.5 shortly. In order to do so we need a definition from
[16]: Let a ∈ V, ε ∈ F2 and set
L(a, ε) := {v ∈ V | ϕ(v, a) = ε}.
Observe that L(a, 0) is a subspace of V for all a ∈ V . Before the proof of Lemma
7.7B in [16], it is shown that
dim
(
k⋂
i=1
L(ai, 0)
)
= 2m− k,
whenever {a1, . . . ak} are linearly independent. The following is a generalisation of
[16, Lemma 7.7B].
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Lemma 3.6. Let m > 4 and let a, b, c be linearly independent vectors in V . For
any ε1, ε2, ε3 ∈ F2, θ0 is not constant on
L(a, ε1) ∩ L(b, ε2) ∩ L(c, ε3).
Proof. By assumption, U := L(a, 0) ∩ L(b, 0) ∩ L(c, 0) is a subspace of dimension
2m− 3 > 3 in V , so there is d ∈ U which is linearly independent of a, b and c. This
means we may choose
w ∈ L(a, ε1) ∩ L(b, ε2) ∩ L(c, ε3) ∩ L(d, ε4)
for any ε4 ∈ F2. The fact that d ∈ U implies that w,w + d ∈ L(a, ε1) ∩ L(b, ε2) ∩
L(c, ε3), so that on setting ε4 := θ0(d) + 1, we have:
θ0(w + d) = θ0(w) + θ0(d) + ϕ(w, d) = θ0(w) + 1,
as needed. 
We can now prove Theorem 3.5:
Proof. Fix ε, δ ∈ F2. We first prove that Oεδ , Oε1−δ are the two distinct orbits of
Sp2m(2) on 3-subsets of Ω
ε. By Lemma 3.2, both Oεδ and Oε1−δ are fixed setwise
by Sp2m(2). When m = 3, a GAP [18] calculation verifies that each is in fact an
Sp2m(2)-orbit. Thus we assume from now on that m > 4.
Since Sp2m(2) acts 2-transitively on Ω
ε, it is sufficient to prove that whenever
a, b, c, d ∈ V ε, there is an element x of Sp2m(2) which fixes θc, θd but maps θa to θb
if and only if θ0(a+ c+ d) = θ0(b+ c+ d). (Recall that {θa, θc, θd} and {θb, θc, θd}
are both elements in Oεδ , or both elements in Oε1−δ, if and only if θ0(a + c + d) =
θ0(b+ c+ d).)
In order to prove this fact, we will show that there is w ∈ V ε such that
(3.2) θc(a+ w) = θc(b + w) = θd(a+ w) = θd(b+ w) = 1
if and only if θ0(a + c + d) = θ0(b + c + d). Note that, since w ∈ V ε, we easily
deduce that
θa(a+ w) = θw(b+ w) = 0.
This, along with (3.2) and Lemma 3.1, implies that we may take x = ta+w · tb+w
and we are done.
Thus it remains to show that there is w ∈ V ε satisfying (3.2). One easily checks
that (3.2) is equivalent to
ϕ(w, a + c) = 1 + ϕ(a, c);
ϕ(w, a + d) = 1 + ϕ(a, d);
ϕ(w, b + c) = 1 + ϕ(b, c);
ϕ(w, b + d) = 1 + ϕ(b, d).
Since the vectors {a+c, b+c, a+d} are linearly independent, Lemma 3.6 implies
that θ0 is not constant on
L(a+ c, 1 + ϕ(a, c)) ∩ L(b+ c, 1 + ϕ(b, c)) ∩ L(a+ d, 1 + ϕ(a, d))
(notice that this assertion holds even if d = a+ b + c by [16, Lemma 7.7B].) Thus
whatever value ε takes, there exists w ∈ V ε satisfying the conditions in (3.2) if and
only if ϕ(w, b + d) = 1 + ϕ(b, d) holds above. But θ0(a + c + d) = θ0(b + c + d) if
and only if ϕ(b, c) + ϕ(b, d) = ϕ(a, c) + ϕ(a, d) which is if and only if
ϕ(w, b + d) = ϕ(w, b) + ϕ(w, d) = ϕ(b, c) + ϕ(w, c) + ϕ(a, d) + ϕ(w, a)
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= ϕ(b, d) + ϕ(a, c) + ϕ(w, c) + ϕ(w, a) = 1 + ϕ(b, d),
as required. This proves the first assertion in Theorem 3.5.
It remains to prove the last statement. Let v ∈ V δ, {θv1 , θv2 , θv3} ∈ ∆εv and
c ∈ V . By Lemma 3.2,
θtcv1 + θ
tc
v2
+ θtcv3 = θ
tc
v1+v2+v3 ,
so that either (∆εv)
tc ∩∆εv = ∅ or (∆εv)tc ∩∆εw = ∆εv according to whether θv(c) = 0
or 1 respectively. Since Sp2m(2) is transitive on Oεδ, ∆ := {∆εv | v ∈ V δ} forms
a system of imprimitivity for the action of Sp2m(2) on Oεδ (in fact the action of
Sp2m(2) on ∆ is equivalent to its action on Ω
δ) and the proof is complete. 
3.2. The action of 22m. Sp2m(2) on 3-subsets. We next consider an analogous
situation for the affine group 22m. Sp2m(2) whose elements may be identified with
pairs (v, g) with v ∈ (F2)2m and g ∈ Sp2m(2), and the action on V is given by
(3.3) u(v,g) = ug + vg ∀u ∈ V.
Theorem 3.7. Let m > 3. The action of 22m. Sp2m(2) on 3-subsets of elements
in V splits into two orbits, O0 and O1, defined as follows:
Oδ := {{v1, v2, v3} | vi ∈ V, ϕ(v1, v2) + ϕ(v1, v3) + ϕ(v2, v3) = δ}.
Proof. When m = 2, 3 we verify all assertions via a GAP [18] computation, so we
assume from now on that m > 4. Let {v1, v2, v3} ∈ Oδ. Then a straight forward
calculation shows that
3∑
i,j=1
i<j
ϕ(v
(v,g)
i , v
(v,g)
j ) =
3∑
i,j=1
i<j
ϕ(vgi , v
g
j ),
and because Sp2m(2) preserves ϕ, the right hand side of the above equation is equal
to δ. Hence Oδ is fixed setwise by 22m. Sp2m(2).
As is well-known, 22m. Sp2m(2) acts 2-transitively on V , so it suffices to show
that for each a, b, c, d ∈ V there is an element of 22m. Sp2m(2) which fixes c, d and
maps a to b if and only if
(3.4) ϕ(a, c) + ϕ(a, d) = ϕ(b, c) + ϕ(b, d).
As in the proof of Theorem 3.5 there exists w ∈ V such that
ϕ(w, a + c) = 1 + ϕ(a, c);
ϕ(w, a + d) = 1 + ϕ(a, d);
ϕ(w, b + c) = 1 + ϕ(b, c).
Summing up the left hand sides of these equations and using (3.4) we see that
ϕ(w, b+d) = 1+ϕ(b, d). It is now easy to verify that the element g·h ∈ 22m. Sp2m(2)
has the required property with
g := (wta + atw , ta+w) and h := (w
tb + btw , tb+w).

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3.3. Construction of Dε. For ε ∈ F2, it follows from Lemma 3.2 that we can
describe Bε from Theorem A as:
Bε := {{θa, θb, θc, θa+b+c} | {θa, θb, θc} ∈ Oεε}.
Lemma 3.8. Dε := (Ωε,Bε) is a supersimple 2 − (|Ωε|, 4, λε) design for some
λε > 0.
Proof. Clearly Bε contains no repeated lines (by definition). Moreover, given any
ℓ ∈ Bε, any three points in ℓ uniquely determine the fourth, so the intersection
of any two lines has size at most 2. As Oεε is an Sp2m(2)-orbit, we deduce from
Lemma 3.2 that Bε is a Sp2m(2)-orbit on the 4-subsets of Ωε. Since Sp2m(2) acts
2-transitively on Ωε, Dε := (Ωε,Bε) is a 2− (|Ωε|, 4, λε) design for some λε > 0 by
[19, Lemma 4.3]. 
For the design Dε, it remains to calculate the values of |Ωε| and λε. It is well
known that nε := |Ωε| = |V ε| = 2m−1(2m + (−1)ε). One proof of this comes from
a (probably well known) inductive construction for V ε, which we now describe.
For k > 0 let Vk denote the F2-vector space of dimension 2k, and as before,
V εk = {v ∈ Vk | θ0(v) = ε} where θ0 is defined over the appropriate dimension. For
each x, y ∈ F2, k > 0 and v = (v1, v2) ∈ Vk (here each vi is an F2-vector of length
k), let vxy = (x, v1, y, v2) ∈ Vk+1. Moreover, let (V εk )xy := {vxy | v ∈ V εk } ⊆ Vk+1.
Lemma 3.9. For each ε ∈ F2,
V εk+1 = (V
ε
k )
00 ∪ (V εk )01 ∪ (V εk )10 ∪ (V 1−εk )11.
In particular, |V εk+1| = 3|V εk |+ |V 1−εk | and |V εm| = 2m−1(2m + (−1)ε).
Proof. Clearly each of (V εk )
00, (V εk )
01, (V εk )
10 and (V 1−εk )
11 is contained in V εk+1.
Conversely any element of V εk+1 must lie in one of these sets. Thus, since these sets
are pairwise disjoint, |V εk+1| = 3|V εk | + |V 1−εk |. Obtaining an explicit formula for
|V εk | is now safely left as an exercise. 
Lemma 3.10. Let λε be the number of lines that contain any pair of points in the
design Dε. Then
λε = 2m−2(2m−1 + (−1)ε)− 1.
Proof. Let θw, θz ∈ Ωε, and recall from (2.1) the definition of θw, θz . Then θv ∈
θw, θz if and only if θ0(w + z + v) = ε. As Dε is supersimple, 2 + 2λε = |θw, θz|,
and so
2 + 2λε = |{v ∈ V εm | θ0(w + z + v) = ε}|.
Since Sp2m(2) acts 2-transitively on Ω
ε, we can assume that w = 0 and z = e1, or
w = e1 + e2 + em+2 and z = e2 + em+2 for ε = 0 or 1 respectively. In particular,
we can assume that w + z = e1. Now, for v ∈ V εm, θ0(e1 + v) = ε if and only if
vm+1 = 0. Hence, by Lemma 3.9,
{v ∈ V εm | θ0(w + z + v) = ε} = (V εm−1)00 ∪ (V εm−1)10,
and so 2 + 2λε = 2|V εm−1| = 2m−1(2m−1 + (−1)ε). Rearranging this gives the
result. 
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3.4. Construction of Da. Define Ba as in the statement of Theorem A:
Ba := {{v1, v2, v3, v1 + v2 + v3} | vi ∈ V,
3∑
i=1
θ0(vi) = θ0
(
3∑
i=1
vi
)
}.
Lemma 3.11. Da := (V,Ba) is a supersimple 2− (22m, 4, 22m−2 − 1) design.
Proof. Ba contains no repeated lines (by definition) and for each ℓ ∈ Ba, any three
points in ℓ uniquely determine the fourth, so the intersection of any two lines has
size at most 2. Now since
3∑
i=1
θ0(vi) = θ0
(
3∑
i=1
vi
)
⇐⇒ ϕ(v1, v2) + ϕ(v1, v3) + ϕ(v2, v3) = 0,
O0 is a 22m. Sp2m(2)-orbit. Also for each (v, g) ∈ 22m. Sp2m(2),
(v1 + v2 + v3)
(v,g) = (v1 + v2 + v3)
g + vg =
3∑
i=1
(vgi + v
g) =
3∑
i=1
v
(v,g)
i ,
and we deduce that Ba is a 22m. Sp2m(2)-orbit on the 4-subsets of V . Since
22m. Sp2m(2) acts 2-transitively on V , Da := (V,Ba) is a 2 − (|V |, 4, λ) design
for some λ > 0 by [19, Lemma 4.3], and it remains to calculate λ. Now, for each
x, y ∈ V , by definition,
2λ+ 2 = |{z ∈ V | ϕ(x, y) + ϕ(x, z) + ϕ(y, z) = 0}|.
Using the 2-transitivity of 22m. Sp2m(2) again, we may assume that x = 0 and
y = e1 = (1, 0, . . . , 0). Hence 2λ + 2 = |{z ∈ V | ϕ(e1, z) = 0}| which has order
22m−1. The result follows. 
Proof of Theorem A. Theorem A follows as an immediate consequence of Lemmas
3.8, 3.9, 3.10 and 3.11. 
4. Infinite familes of Conway groupoids
In this section, our goal is a description of the Conway groupoids C(Dε) and
C(Da). Taken together, the results of this section yield a proof of Theorem B. First
recall the notation [x, y] of Section 2.1 for a pair {x, y} of points in a supersimple
2− (n, 4, λ) design.
Lemma 4.1. The following hold:
(a) For each x0, y0 ∈ V ε, the action of tx0+y0 on Ωε induces the permutation
[θx0 , θy0 ].
(b) For each x0, y0 ∈ V , the action of (ytx00 + x
ty0
0 , tx0+y0) on V induces the
permutation [x0, y0].
Proof. To prove (a), our goal is to show that tx0+y0 induces the permutation
λε∏
i=0
(θxi , θyi),
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where {θx0 , θy0 , θxi , θyi} are the lines in Bε containing {θx0 , θy0} for 1 6 i 6 λε.
Note that θ0(x0 + y0 + xi) = ε and xi + yi = x0 + y0, so writing c := x0 + y0 we
have θxi(c) = θyi(c) = 0. Hence by Lemma 3.1,
θtcxi = θxi+(1+θxi (xi+yi))·xi+yi = θyi ,
and similarly for yi.
Finally, if z ∈ V ε is such that θ0(c+ z) = 1− ε then
θz(c) = θ0(c) + ϕ(c, z) = θ0(c+ z) + θ0(z) = 1− ε+ ε = 1,
so that θtcz = θz. This completes the proof of (a).
We next prove (b). Recall from (3.3) that we regard elements of 22m. Sp2m(2)
as ordered pairs (v, g), so that the action of 22m. Sp2m(2) on V is described by
x(v,g) := xg + vg
for each x ∈ V . We need to show that h := (ytx00 + xty00 , tx0+y0) induces the
permutation
λ∏
i=0
(xi, yi)
where {x0, y0, xi, yi} are the lines in Ba containing {x0, y0} for 1 6 i 6 λ. Observe
that
y
tx0
0 + x
ty0
0 = (1 + ϕ(x0, y0))(x0 + y0),
so that
xh0 = x
tx0+y0
0 + (1 + ϕ(x0, y0))(x0 + y0)
= x0 + ϕ(x0, x0 + y0)(x0 + y0) + (1 + ϕ(x0, y0))(x0 + y0)
= x0 + x0 + y0 = y0,
and similarly for y0. Next, for any 1 6 i 6 λ, we have that ϕ(xi, x0+y0) = ϕ(x0, y0),
so that
xhi = x
tx0+y0
i + (1 + ϕ(x0, y0))(x0 + y0)
= xi + ϕ(xi, x0 + y0)(x0 + y0) + (1 + ϕ(x0, y0))(x0 + y0)
= xi + x0 + y0 = yi
Lastly, if r /∈ x0, y0 then ϕ(r, x0 + y0) = ϕ(x0, y0) + 1, and a similar calculation
shows that rh = r. This completes the proof. 
Lemma 4.2. Let u, v, w ∈ V be such that
(4.1) ϕ(u, v) + ϕ(u,w) + ϕ(v, w) = 1.
The following hold:
(a) t
tv+w
u+v = tu+w.
(b) xy = z, where
x := (vtu + utv , tu+v) y := (w
tv + vtw , tv+w) z := (w
tu + utw , tu+w)
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Proof. To prove (a), we note, by [16, p.246], that utv = u+ϕ(u, v)v for all u, v ∈ V ,
and x−1tvx = tvx for all x ∈ Sp2m(2). Using (4.1), it is straightforward to show
that (u + v)tv+w = u+ w, from which the result now follows.
It remains to prove that xy = z, as in the statement of the lemma. If
(a, b), (c, d) ∈ 22m. Sp2m(2), by the usual multiplication rule for the semi-direct
product we have:
(a, b)(c,d) = ((c−1)d + ad + c(d
−1b)−1 , bd).
We will apply in the case where
a = vtu + utv , b = tu+v, c = w
tv + vtw , d = tv+w.
It thus suffices to prove that (c−1)d + ad + c(d
−1b)−1 = wtu + utw .
Note that for each {i, j, k} = {u, v, w},
(i + k)ti+j = j + k.
Using this we obtain the following two equations:
ad = (ϕ(u, v) + 1)(u+ v)tv+w = (ϕ(u, v) + 1)(u+ w),
c(d
−1b)−1 = cbd = (ϕ(w, v) + 1)((v + w)tu+vtv+w ) = (ϕ(w, v) + 1)(v + u)).
Noting also that (c−1)d = cd = c = (ϕ(v, w) + 1)(v + w), we conclude
c+ ad + cbd = (ϕ(w, v) + ϕ(u, v))(u + w) = (ϕ(u,w) + 1)(u+ w) = wtu + utw .
This completes the proof. 
For the remainder of this section we identify, in both cases, the points of the
respective design with vectors in V , allowing us to amalgamate arguments. We
now combine Lemmas 4.1 and 4.2 to obtain the following corollary:
Corollary 4.3. Let ∞, a, b be a triple of points in Dε or Da such that ∞ /∈ a, b.
Then
[∞, a][a,b] = [∞, b].
Consequently, [∞, a, b,∞] = [a, b].
Proof. In both cases, ∞ /∈ a, b implies that
ϕ(∞, a) + ϕ(∞, b) + ϕ(a, b) = 1.
Hence by Lemmas 4.1 and 4.2, we have that [∞, a][a,b] = [∞, b]. Now two applica-
tions of Lemma 4.2 yield
[∞, a, b,∞] = [∞, a][a, b][b,∞] = [∞, a][a, b][∞, a][∞, a][b,∞]
= [∞, b][∞, a][b,∞] = [a, b],
as required. 
For the designs Dε (respectively Da) recall that L(Dε) (respectively L(Da))
denote the set of all move sequences. We will apply Corollary 4.3 to show that the
permutation induced by a move sequence in L(Dε) or L(Da) can be generated with
a move sequence which starts with an element of our choosing:
Lemma 4.4. Let L be either of the sets L(Dε) or L(Da). For any g ∈ L and
any point ∞, there exist l > 0 and a set of points {b1, . . . , bl} such that g =
[∞, b1, b2 . . . , bl].
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Proof. We prove this by induction on the length k of an expression for an element
g := [a1, a2, . . . , ak] ∈ L. If k = 2 then there are two cases to consider. If∞ ∈ a1, a2
then [a1, a2] = [∞,∞ + a1 + a2], otherwise [a1, a2] = [∞, a1, a2,∞] by Corollary
4.3. Now assume that k > 2. If ∞ ∈ a1, a2 then by induction there exist l > 0
and bi ∈ Ω for 1 6 i 6 l such that [a2, . . . , ak] = [∞+ a1 + a2, b1, . . . , bl] and hence
g = [∞,∞+ a1 + a2, b1, . . . , bl]. If ∞ /∈ a1, a2 then there exist l > 0 and bi ∈ Ω for
1 6 i 6 l such that [a2, . . . , ak] = [∞, b1, . . . , bl] so that g = [∞, a1, a2,∞, b1, . . . , bl].
The result follows. 
Corollary 4.5. Let L be either of the sets L(Dε) or L(Da). Then L is a group.
Furthermore, for each point ∞, we have L = L∞(D).
Proof. L clearly contains the trivial move sequence and [a1, a2, . . . , ar]−1 =
[ar, ar−1, . . . , a1] for each [a1, a2, . . . , ar] ∈ L. It remains to show that L is closed
under composition.
For 1 6 i 6 k and 1 6 j 6 l let ai, bj be points and write g := [a1, . . . , ak]
and h := [b1, . . . , bl]. By Lemma 4.4, there exist s > 0 and points c1, . . . cs such
that [b1, . . . , bl] = [ak, c1, . . . , cs] so we have g · h = [a1, . . . , ak, c1, . . . , cs] ∈ L, as
required.
The last statement follows immediately from Lemma 4.4. 
Proof of Theorem B. First note that, by Corollary 4.5, L(Dε) and L(Da) are both
groups. In both cases, this group is generated by all elementary move sequences
[a, b]. In this first case, [a, b] = ta+b for all a, b ∈ Ωε (Lemma 4.1), and since every
v ∈ V can be written as the sum of two elements in V ε (Lemma 3.3), it follows
that
L(Dε) = 〈ta+b | a, b ∈ V ε〉 = 〈tv | v ∈ V 〉 ∼= Sp2m(2).
In the second case, [a, b] = (atb + bta , ta+b), by Lemma 4.1, and so L(Da) 6
22m. Sp2m(2). Now, it is straightforward to show that for every 0 6= a ∈ V , there
exists xa ∈ V such that ϕ(xa, a) = 1. One then calculates that [xa, xa+a] = (0, ta)
for all 0 6= a ∈ V , so Sp2m(2) ∼= 〈[xv, xv + v] | v ∈ V 〉 6 L(Da). To get the
translations of the affine group, we observe that [0, a] = (a, ta) for all a ∈ V , so
[0, a][xa, xa + a] = (a, 1). Thus
L(Da) ∼= 22m. Sp2m(2).
Now let L denote L(Dε) (respectively L(Da)) and π denote π∞(Dε) (respectively
π∞(Da)). By [19, Lemma 3.1], |L| = n · |π| where n is the number of points in the
associated design, and since π ⊆ stabL(∞) we must have an equality π = stabL(∞).
This completes the proof. 
5. Infinite Families of Completely Transitive Codes
This section is concerned with the F2-linear codes C
ε := CF2(Dε) and Ca :=
CF2(Da) associated respectively to the incidence matrices of the designs Dε and Da
of Theorem A. (Recall that CF2(E) is simply the F2-rowspan of the the incidence
matrix of a design E .) We first introduce some notation which will allow us to de-
scribe elements of Cε and Ca succinctly. For ε ∈ F2, letW ε be the |Ωε|-dimensional
vector space over F2 with entries indexed by Ω
ε and W a be the |Ω|-dimensional
vector space over F2 with entries indexed by V . Therefore, each element αS of W
ε
or W a can be uniquely identified with a subset S of Ωε or V , that is, αS is the
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characteristic vector of S. Thus, we note that supp(αS) = S (supp(v) denotes the
support of a vector v, that is, the set of non-zero entries of v). Using this notation
Cε = 〈αS | S ∈ Bε〉 and Ca := 〈αT | T ∈ Ba〉
In particular, for S ∈ Bε and T ∈ Ba,
(5.1)
∑
θa∈S
a = 0,
and
(5.2)
∑
a∈T
a = 0,
∑
a∈T
θ0(a) = 0
Lemma 5.1. The respective expression (5.1), (5.2) holds for all αS ∈ Cε, αT ∈ Ca,
where S ⊆ Ωε and T ⊆ V .
Proof. Let αX and αY be two vertices in W
ε with∑
θa∈X
a =
∑
θa∈Y
a = 0.
As supp(αX + αY) = X △ Y, the symmetric difference of X and Y, it follows that∑
θa∈X△Y
a =
∑
θa∈X△Y
a+
∑
θa∈X∩Y
2a =
∑
θa∈X
a+
∑
θa∈Y
a = 0.
Since (5.1) holds for all αS such that S ∈ Bε, the assertion now follows. An
analogous argument shows that (5.2) holds for all αT ∈ Ca. 
Corollary 5.2. Cε and Ca consist entirely of codewords of even weight and both
codes have minimum distance d = 4. Moreover, the sets of codewords of weight 4
are in bijection with Bε and Ba respectively and
Cε = 〈αS | |S| = 4,
∑
θa∈S
a = 0〉, and Ca = 〈αT | |T | = 4,
∑
a∈T
a = 0,
∑
a∈T
θ0(a) = 0〉.
Proof. We only treat the code Ca, since a similar argument also holds for Cε. As
Ca is generated by codewords with weight 4, it follows that it consists entirely of
codewords with even weight. Suppose there exists αT ∈ Cε with weight 2, so T =
{v, w} for some v 6= w. Then Lemma 5.1 implies that v + w = 0, a contradiction,
hence d = 4. Now let αT be any weight 4 vertex in W
a that satisfies (5.2), with
T = {v1, v2, v3, v4}. Then (5.2) implies that v4 = v1 + v2 + v3 and
∑3
i=1 θ0(vi) =
θ0(
∑3
i=1 vi). In particular, T ∈ Ba. Now, by Lemma 5.1, all codewords of weight
4 satisfy (5.2), which proves the second statement. 
5.1. Covering radius and complete transitivity. We next give succinct de-
scriptions of the codewords of Cε and Ca.
Lemma 5.3. The following hold:
(a) For m > 4 and αS ∈ W ε, αS ∈ Cε if and only if |S| = 2k for some k > 2
and
∑
θa∈S
a = 0.
(b) Let m > 3 and αS ∈ W a. Then αS ∈ Ca if and only if |S| = 2k for some
k > 2,
∑
s∈S s = 0 and
∑
s∈S θ0(s) = 0.
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Proof. In both (a) and (b), the forward implication is a consquence of Lemma
5.1 and Corollary 5.2, and the reverse implication for k = 2 also follows from
Corollary 5.2. We first prove the reverse implication for (a). Suppose we have
verified the claim when k = 3 and assume (by induction) that the claim holds for
all S with |S| = 2ℓ and ℓ < k. Write α := αS for short and assume that k > 3.
If there exist θx, θy, θz ∈ S such that θ0(x + y + z) = ε then αS′ ∈ Cε where
S ′ = {θx, θy, θz, θx+y+z}. Since | supp(α + αS′)| < 2k, it follows from Lemma 5.1
that α+αS′ statisfies the inductive hypothesis. Thus α+α
′
S ∈ Cε, and so α ∈ Cε.
We are thus reduced to the case where
(5.3) θ0(x+ y + z) = 1− ε for all θx, θy, θz ∈ S.
Now, for any θx, θy, θz , θs ∈ S, there exist t, u ∈ V ε such that x+y+z+s = t+u
by Lemma 3.3. Furthermore, by (5.3), we must have {x, y, z, s} ∩ {t, u} = ∅. By
induction, αS′ ∈ Cε where S ′ = {θx, θy, θz, θs, θt, θu}. Moreover, | supp(α+αS′)| <
|S|, therefore, as before, α ∈ Cε.
It thus remains to verify the claim in the case where k = 3. Since 6 > 4 = 22 at
least 3 of the vectors associated with the forms in S are linearly independent. Since
the sum of 6 distinct vectors in F32 cannot be 0, at least 4 of the vectors associated
with the forms in S are linearly independent. Further, an identical argument to
that given in the first paragraph shows that we may assume (5.3) holds for S.
Let {a1, a2, a3, a4} be the four linearly independent vectors, so that S =
{θa1 , θa2 , θa3 , θa4 , θr, θs} for some θr, θs ∈ Ωε. By the pigeonhole principle there
exist two equal elements in the set {ϕ(a1, a3), ϕ(a2, a3), ϕ(a4, a3)}, ϕ(a1, a3) and
ϕ(a2, a3) say. By Lemma 3.6 we may choose
x ∈ L(a1 + a2, θ0(a1 + a2)) ∩ L(a3, ϕ(a1, a3) + 1) ∩ L(a3 + a4, θ0(a3 + a4)),
so that θ0(x) = ε. This implies that x /∈ {a1, a2} and since
θ0(x+ a1 + a2) = θ0(x) + θ0(a1 + a2) + ϕ(x, a1 + a2) = θ0(x) = ε,
S ′ = {θx, θx+a1+a2 , θa1 , θa2} is the support of some codeword αS′ . Now, as (5.3)
holds, 0 or 1 elements in the set {x, x + a1 + a2} lie in {a3, a4, r, s}. If it is 1 then
we must have α+ αS′ ∈ Cε, so that α ∈ Cε. If it is 0 then
supp(α+ αS′) = {θx, θx+a1+a2 , θa3 , θa4 , θr, θs},
and
θ0((x+ a1 + a2) + r + s) = θ0(x+ a3 + a4)
= θ0(x) + θ0(a3 + a4) + ϕ(x, a3 + a4) = θ0(x) = ε
so that α+ αS′ = αT + αU where
T := {θx+a1+a2 , θr, θs, θx+a1+a2+r+s} and U := {θx, θa3 , θa4 , θx+a3+a4}.
Clearly both αT and αU lie in C
ε, so that α ∈ Cε in this case also. This completes
the proof of (a).
We next prove the reverse implication for (b). Note first that∑
s∈S
θ0(s) =
∑
s∈S′
θ0(s) = 0⇒
∑
s∈S△S′
θ0(s) = 0.
The proof is again by induction on k, where we assume that k > 3. Since
∑
s∈S s =
0, 〈s | s ∈ S〉 is a subspace of dimension at least 4 and we may pick be 4 linearly
independent vectors in S, a1, a2, a3, a4 say. By the pigeonhole principle, there exist
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two elements s, t ∈ {a1, a2, a3, a4}, with θ0(s) = θ0(t). Without loss of generality,
s = a1, t = a2. By [16, Lemma 7.7B], we may choose
x ∈ L(a1 + a2, ϕ(a1, a2)) ∩ L(a3 + a4, ϕ(a3, a4))
with the property that θ0(x) 6= θ0(a1). Note in particular that this implies that
x /∈ {a1, a2} and
θ0(x+ a1 + a2) = θ0(x) + θ0(a1) + θ0(a2).
If |S△{x, a1, a2, x+a1+a2}| < 2k, then the lemma holds by induction. Otherwise
we have x /∈ {a3, a4} and
θ0(x+ a3 + a4) = θ0(x) + θ0(a3) + θ0(a4),
and hence |(S△{x, a1, a2, x+a1+a2})△{x, a3, a4, x+a3+a4}| < 2k and the lemma
holds by induction in this case also. The proof is complete.

We next show how to identify a certain code constructed in [4] with our code Ca.
This will allow us to prove Theorem C (b). We begin by reviewing the construction
from [4]. Let H be the 2m× (22m − 1) parity check matrix of the [22m − 1, 22m −
2m − 1, 3] linear Hamming code, whose whose columns c1, . . . , c22m−1 correspond
to the non-zero elements of (F2)
2m. Let q : V → F2 be the “bent function” defined
by
q(v) =
{
1, if wt(v) ≡ 2, 3 mod 4;
0, otherwise.
In [4] it is shown that q is quadratic, that is, q(v+w) + q(v) + q(w) is a bilinear
form on V , and that q(v) = vQvT where Q is the all ones upper triangular matrix.
Let x be the row vector of length 22m−1 with xi := q(ci) and form a new matrix
Hx from H by letting x be an additional row. Now let Cx be the code that has
Hx as its parity check matrix, and let C be the extended code of Cx, that is, the
code obtained from Cx via the addition of an extra coordinate so that the sum of
the coordinates of the extended codeword is zero. Thus codewords in C may be
identified with vectors αS (S ⊆ V ) with the property that
|S| is even,
∑
v∈S
v = 0 and
∑
v∈S
q(v) = 0.
Now, there exists an invertible 2m × 2m matrix A such that AeAT = Q where
e is the matrix of Section 3 used to define the form θ0. We claim that the map
ρA : C → Ca which sends a codeword αS ∈ C′ (some S ⊆ V ) to αT where
T := {sA | s ∈ S} defines an isomorphism of codes. Indeed, if αS ∈ C then
|S| = |T | is even, ∑
u∈T
u =
∑
v∈S
vA = (
∑
v∈S
v)A = 0, and
∑
u∈T
θ0(u) =
∑
v∈S
vAeAT vT =
∑
v∈S
q(v) = 0.
Hence, by Lemma 5.3 (b), Ca is isomorphic to C, and using results in [4] we
obtain:
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Theorem 5.4. CF2(Da) is a completely transitive [22m, 22m−(2m+2), 4] code with
covering radius 4 and intersection array
(22m, 22m − 1, 22m−1, 1; 1, 22m−1, 22m − 1, 22m).
Proof. This follows from [4, Theorem 2.4]. 
We are left with the task of proving Theorem C (a). Recall from Section 2 the
notation
Cεi := {β ∈ W ε | min
α∈Cε
d(β, α) = i}.
Our next result shows that Cεi = ∅ for all i > 4 (so Cεi has covering radius 3) from
which we can quickly deduce that Cε is a completely transitive code.
Proposition 5.5. Let m > 4 and ε ∈ F2. For each αS ∈ W ε with S := supp(αS)
and v :=
∑
a∈S a, one of the following holds:
(i) |S| is even, v = 0 and αS ∈ Cε0 ;
(ii) |S| is odd, v ∈ V ε and αS ∈ Cε1 ;
(iii) |S| is even, v 6= 0 and αS ∈ Cε2 ;
(iv) |S| is odd, v ∈ V 1−ε and αS ∈ Cε3 .
Consequently, Cε has covering radius 3.
Proof. Suppose that |S| is even. If v = 0, then by Lemma 5.3 αS ∈ Cε and (i)
holds, so we may assume that v 6= 0. By Lemma 3.3, v = x+y for distinct elements
x, y ∈ V ε. Set α′ := αS + αS′ , where S ′ = {θx, θy}, so that
supp(α′) = S∆S ′ and
∑
θa∈supp(α′)
a = 0.
In particular, α′ ∈ Cε and d(αS , α′) = 2. Now (iii) follows because Cε has minimum
distance d = 4.
Next suppose that |S| is odd. If v ∈ V ε then α′ = αS + α{θv} is a codeword
with d(αS , α
′) = 1 so that (ii) holds. If v ∈ V 1−ε then by Corollary 3.4, there exist
x, y, z ∈ V ε such that v = x+y+z. In this case α′ = αS+α{θx,θy,θz} is a codeword
with d(αS , α
′) = 3 and (iv) holds.

Corollary 5.6. For each m > 3 and ε ∈ F2, Cε is a completely transitive code
with covering radius 3.
Proof. By Proposition 5.5, Cε has covering radius 3 for m > 4, and using GAP
[18], we verify this to hold when m = 3 also. Thus we need to show that Aut(Cε) is
transitive on Cεi for i = 0, 1, 2, 3. Since C
ε is generated by the rows of the incidence
matrix of Dε, and because Dε is a Sp2m(2)-orbit, it follows that Aut(Cε) > NCε ⋊
Sp2m(2), where NCε is the group of translations of C
ε. As NCε acts regularly on
Cε, Sp2m(2) acts 2-transitively on entries and C
ε has minimum distance d = 4, we
deduce that Cε, Cε1 and C
ε
2 are all Aut(C
ε)-orbits. Let ν1, ν2 ∈ Cε3 . As Aut(Cε)
acts transitively on Cε, we can assume that ν1, ν2 ∈ Γ3(0) ∩ Cε3 . (Recall that
Γi(α) = {β ∈W ε | d(β, α) = i}.) It is straightforward to show that both Γ3(0)∩C1
and Γ3(0) ∩ C3 are non-empty sets. Thus Sp2m(2) has at least 2 orbits on Γ3(0).
But, by Theorem 3.5, Sp2m(2) has exactly two orbits on Γ3(0). Hence there exists
g ∈ Sp2m(2) such that νg1 = ν2, proving that Cε3 is an Aut(Cε)-orbit, and therefore,
Cε is completely transitive. 
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5.2. Dimension of Cε and completing the proof of Theorem C. By Propo-
sition 5.5, we must have
(5.4) 2n
ε
= |W ε| = |Cε|
3∑
i=0
µi.
where nε = |Ωε| and µi denotes the number of cosets of Cε of weight i. Thus, in
the next result, we calculate µi for i = 0, 1, 2, 3 which allows us to determine the
dimension of Cε.
Proposition 5.7. For each m > 3 and ε ∈ F2, let fε(m) := 2m−1 · (2m + (−1)ε).
Then Cε is a [fε(m), fε(m)−(2m+1), 4] completely transitive code with intersection
array
(fε(m), fε(m)− 1, fε(m)− 2fε(m− 1); 1, 2fε(m− 1), fε(m)).
Proof. Write nε := fε(m) for short. By Proposition 5.5 and Corollary 5.6, C
ε is
completely transitive (and therefore completely regular) with covering radius 3. Let
(b0, b1, b2; c1, c2, c3) be the intersection array of C
ε. As Cε has minimum distance
d = 4, it follows that b0 = n
ε, b1 = n
ε − 1 and c1 = 1. As Cε is generated
by codewords of weight 4, it consists entirely of codewords of even weight. From
this we deduce that for any ν ∈ Ci, there are no neighbours of ν in Ci, that is,
nε − bi − ci = 0 (so bi + ci = nε) for i = 0, 1, 2, 3. Therefore c3 = nε. Now let
ν ∈ Cε2 , and without loss of generality, assume that ν has weight 2. Clearly ν has
exactly two neighbours of weight 1 in Cε1 , so the number c2 − 2 is equal to the
number of weight 3 neighbours of ν that are also covered by a codeword of weight
4. By Corollary 5.2, the codewords of weight 4 form a 2− (nε, 4, λε) design where
λε = 2m−2(2m−1 + (−1)ε) − 1 = fε(m − 1) − 1, so there exist λε codewords of
weight 4 that cover ν. Each contributes 2 neighbours of ν of weight 3 that are in
Cε1 . Hence c2 = 2λ
ε + 2, and thus b2 = n
ε − 2λε − 2. Applying Lemma 2.3 to the
intersection array gives
µ0 = 1, µ1 = n
ε, µ2 =
nε(nε − 1)
2λε + 2
, µ3 =
(nε − 1)(nε − 2λε − 2)
2λε + 2
.
Thus
2n
ε
= |W ε| = |Cε|(1 + nε + n
ε(nε − 1)
2λε + 2
+
(nε − 1)(nε − 2λε − 2)
2λε + 2
).
But
nε +
(nε − 1)(nε − 2λε − 2)
2λε + 2
=
nε(nε − 1)
2λε + 2
+ 1 = 22m,
which implies that the dimension of Cε is nε − (2m+ 1). 
Proof of Theorem C. This follows immediately from Theorem 5.4 and Propositions
5.5 and 5.7. 
6. Conway groupoids with large support
In this section we prove Theorem D. Although Theorem D is stated in terms of
L∞(D), it will be convenient to work instead with the hole stabilizer G = π∞(D).
This approach is advantageous because of the extra flexibility afforded to us from
knowing that G is a group.
In light of this we record the following statement which is equivalent to Theo-
rem D.
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Theorem 6.1. Suppose that D is a supersimple 2− (n, 4, λ) design and that G :=
π∞(D) is the associated hole-stabilizer. Suppose, furthermore, that [∞, a, b,∞] = 1
whenever ∞ is collinear with {a, b}. Then one of the following is true:
(1) D is a Boolean design and G is trivial;
(2) D = P3 (the projective plane of order 3) and G ∼=M12; or
(3) G = Alt(n− 1).
The fact that Theorem 6.1 is equivalent to Theorem D can be proved using [19,
Theorem B], [13, Proposition 3.4], and [19, Lemma 3.1]. Throughout this section
we operate under the suppositions of Theorem 6.1.
6.1. Background results. We start by collecting a number of important back-
ground results.
For a permutation group H acting on a set of size d we write µ(H) for the
smallest number of elements moved by a non-trivial element of H (i.e. µ(H) is the
size of the smallest possible support of a non-trivial element of H). In what follows
we will use the crucial fact that if H is primitive and doesn’t contain Alt(d), then
µ(H) is bounded below by a function of d.
The following theorem is due to Liebeck and Saxl [24], and makes use of the
Classification of Finite Simple Groups.
Theorem 6.2. Let d be a positive integer and let H be a primitive subgroup of
Sym(d) that does not contain Alt(d). Either µ(H) > 13d or (Alt(m))
r ✂ G 6
Sym(m) ≀ Sym(r) where m > 5 and the wreath product acts, via the product action
on Ω = ∆r and ∆ is either the set of ℓ-subsets of {1, . . . ,m} (1 6 ℓ < 12m) or
m = |∆| = 6. In particular, in all cases, µ(H) > 2(√d− 1).
Observe that Theorem 6.2 implies that either µ(H) > 13d or else we have that
d =
(
m
ℓ
)r
or 6r.
We will also need an elementary result from number theory, which can be re-
garded as a special case of Miha˘ilescu’s theorem, formerly the Catalan conjecture
[28].
Lemma 6.3. Suppose that a, b, p are positive integers, that a, b > 1 and that pa±1 =
2b. Then either a = 1 or p = 3, a = 2.
Proof. If a is odd then the second factor in pa ± 1 = (p ± 1)(pa−1 ∓ . . . + 1) is
odd. Hence a − 1 = 0 in this case. If a = 2t for some t > 0 then there are two
possibilities: firstly, we could have 2b = (p2t − 1) = (pt − 1)(pt + 1) and we obtain
immediately that (p, t, a) = (3, 1, 2). Secondly, we could have 2b = p2t + 1; but
since p2t + 1 ≡ 2 mod 4, this yields no solutions. 
6.2. A structure result. Our main tool for proving Theorem D will be the fol-
lowing proposition that provides a detailed description of the structure of a design
satisfying the suppositions of Theorem D.
Proposition 6.4. Suppose that D is a supersimple 2− (n, 4, λ) design, and that G
contains no non-trivial elements of the form g = [∞, a, b,∞] where ∞ ∈ a, b. Then
λ = 2α − 1 for some positive integer α, and any two points a and b lie in a unique
Boolean 3− (2α+1, 4, 1) subdesign Da,b. Moreover, writing Λ := {a, b | a, b ∈ Ω, a 6=
b}, the pair (Ω,Λ) is a 2− (n, 2α+1, 1) design.
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For a definition of the Boolean 3 − (2k, 4, 1) design we refer the reader to [19,
Section 2]. Notice that when α = 1, Proposition 6.4 is true but gives no informa-
tion: in this case we have λ = 1, the Boolean subdesign Da,b is the trivial design
containing 1 line and the pair (Ω,Λ) is just the original design D.
Lemma 6.5. Let (Ω,B) be a supersimple 2 − (n, 4, λ) design, and let a, b, c be
distinct points in Ω such that c ∈ a, b and [c, a, b, c] = 1. Then a, c = a, b = b, c.
Proof. Let g = [c, a, b, c] and x ∈ a, c, so {a, c, x, y} is a line for some y ∈ Ω\{a, c, x}.
If x /∈ a, b∪ b, c, then yg = x, which is a contradiction. If x /∈ a, b∩ b, c, then one of
{a, b, x, y} or {b, c, x, y} is a line, contradicting pliability. Thus, as |a, c| = |a, b| =
|b, c| = 2λ+ 2, the result holds. 
Let D = (Ω,B) be a 2−(n, 4, λ) design. Then, for r, s ∈ Ω, with r 6= s, let B(r, s)
denote the set of λ lines in B that contain both r and s.
Lemma 6.6. Let (Ω,B) be a supersimple 2− (n, 4, λ) design with the property that
for all distinct pairs a, b ∈ Ω and for all c ∈ a, b, [c, a, b, c] = 1. Then Da,b =
(Ωa,b,Ba,b) is an SQS(2λ+ 2), where Ωa,b = a, b and
Ba,b = {B(r, s) | r, s ∈ a, b, r 6= s}.
Moreover, Da,b is a Boolean quadruple system of order 2α+1 for some α > 0.
Consequently, λ = 2α − 1.
Proof. Let y, r, s be three distinct points in a, b. We show that y, r, s lie in a unique
element of Ba,b. Suppose first that both a and b lie in the set {y, r, s}, with r = a and
s = b say. As y ∈ a, b, there exists a line ℓ ∈ B (which is necessarily in B(a, b)) that
contains all three points, and by pliability, this line is unique. Secondly, suppose
that at most one of a, b lies in {y, r, s}, so we may assume that a, b /∈ {r, s}. Then
[r, a, b, r] = [s, a, b, s] = 1, and by Lemma 6.5, a, r = a, b = a, s, so s ∈ a, r.
Now, by supposition, [s, a, r, s] = 1, from which we deduce that r, s = a, b. Thus
y ∈ a, b\{r, s} = r, s\{r, s}, and so y, r, s are contained in a line in B (which is in
B(r, s)) and by pliability, this line is unique. Therefore Da,b forms an SQS(2λ+2),
and hence, a supersimple 2− (2λ+ 2, 4, λ) design.
As y ∈ r, s, [y, r, s, y] = 1 by supposition, and because y, r, s were arbitrary, we
conclude that πx(Da,b) = 1 for each x ∈ a, b. Hence, Da,b is a Boolean quadruple
system of order 2α for some α > 0 by [19, Theorem B]. 
Proof of Proposition 6.4. The first statement of the proposition is a consequence of
Lemma 6.6. Thus it remains to show that the pair (Ω,Λ) is a 2−(n, 2α+1, 1) design.
But each pair of elements a, b ∈ Ω is contained in a, b and if there exist another pair
x, y ∈ Ω such that a, b ∈ x, y then x, y = a, b, as is shown in the proof of Lemma
6.6. Consequently a, b is the unique element of Λ that contains {a, b}. 
We record a corollary to Proposition 6.4:
Corollary 6.7. Suppose that D is a supersimple 2 − (n, 4, λ) design, and that G
contains no non-trivial elements of the form g = [∞, a, b,∞] where ∞ ∈ a, b. If G
contains Alt(n− 1) then G = Alt(n− 1)
Proof. Proposition 6.4 implies that λ = 2α − 1 for some positive integer α and,
in particular, λ is odd. Therefore G is generated by even permutations and since
Alt(n− 1) 6 G 6 Sym(n− 1), the result follows. 
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6.3. Proving Theorem D. Our job now is to prove Theorem D, and to do this we
will make heavy use of Proposition 6.4. We will also need to make use of Theorem E
part (2), a short proof of which is given in Section 7.1. Note that although the proof
of part (4) of Theorem E makes use of Theorem D, the earlier parts do not.
We begin by recording an immediate corollary.
Corollary 6.8. Suppose that a hole stabilizer G = π∞(D) contains no non-trivial
elements of the form g = [∞, a, b,∞] where ∞ ∈ a, b. Suppose, furthermore, that
G does not equal Alt(n − 1). Then λ = 2α − 1 for some integer α and (setting
k = 2α+1), n = k, k2−k+1, 2(k2−k)+1, k2 or 2k2−k. If n = k then G is trivial;
otherwise G is primitive.
Proof. We apply Proposition 6.4 to deduce the existence of a 2 − (n, k, 1) design
(Ω,Λ). Suppose that the design is trivial, i.e. n = k. Then Proposition 6.4 implies
that D is the Boolean design and [19, Theorem B] implies that G is trivial.
Suppose next that the associated 2 − (n, k, 1) design is non-trivial, i.e. n > k.
Observe that k = 2λ+ 2 and now Fisher’s inequality implies that
n > k2 − k > 9λ+ 1.
Thus, by Theorem E (2), G is primitive.
We know that G is generated by elements of the form [∞, a, b,∞] and these have
support at most 6λ+2. Combining this fact with the inequality µ(H) > 2(
√
d− 1)
of Theorem 6.2 (and setting d = n− 1) we obtain
n 6 9λ2 + 12λ+ 5 < 3k(k − 1).
We also have the conditions that k− 1 divides n− 1 and k(k− 1) divides n(n− 1).
Note that k is a power of 2.
If n is odd, then k(k−1) divides n−1 and we conclude that either n = k2−k+1
or 2(k2 − k) + 1. If n is even, then k − 1 divides n − 1 and k divides n. Hence
n − 1 = (1 + ak)(k − 1) for some a > 0 and we obtain that n = k2 or 2k2 − k as
required. 
Lemma 6.9. Suppose that a hole stabilizer G = π∞(D) contains no non-trivial
elements of the form g = [∞, a, b,∞] where ∞ ∈ a, b. Suppose, furthermore, that
G is neither trivial nor does it equal Alt(n− 1), and that λ > 1.Then the following
hold:
(1) G is primitive.
(2) λ = 2α − 1 for some integer α > 2 and (setting k = 2α+1),
n = k2 − k + 1, 2(k2 − k) + 1, k2 or 2k2 − k.
(3) There exist integers m, ℓ, r (m > 5, 1 6 ℓ < 12m) such that n − 1 =
(
m
ℓ
)r
or 6r. Furthermore (Alt(m))r ✂ G 6 Sym(m) ≀ Sym(r) where m > 5 and
the wreath product acts, via the product action on Ω = ∆r and ∆ is either
the set of ℓ-subsets of {1, . . . ,m} or m = |∆| = 6.
Proof. We apply Corollary 6.8 and observe that, since G is not trivial, n 6= k. Thus
G is primitive and (1) and (2) hold.
Now observe that k = 2λ + 2 and that G contains non-trivial elements with
support of size at most 6λ+ 2 = 3k − 4. If λ 6= 3, then all four possible values for
n are strictly greater than 9k − 11, hence Theorem 6.2 yields (3).
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If λ = 3, then three of the possible values for n are strictly greater than 9k−11 =
61 and Theorem 6.2 yields (3). To rule out the final case (when n = k2−k+1 = 57)
we use GAP [18] to confirm that none of the primitive groups of degree 56 contain
non-trivial elements with support of size at most 6λ + 2 = 20, thus this situation
can be excluded entirely. 
Lemma 6.10. Let k = 2α+1 for some integer α > 2, and suppose that d = k2 − k
or 2(k2 − k). Then d 6= 6r and if d = (m
ℓ
)r
for positive integers m, ℓ and r with
ℓ 6 m2 , then either (m, ℓ, r) = (d, 1, 1) or else (d, k) = (57, 8).
Proof. Suppose that d = sr for some integer s and observe that d is a product of
k− 1 (an odd number) and a power of 2. Thus k− 1 = sr1 for some integer s1. Now
Lemma 6.3 implies that r = 1. One concludes immediately that d 6= 6r.
Suppose that d =
(
m
ℓ
)
. Observe that d is divisible by 2α+1. It is trivial to observe
that if 2α+1 divides
(
m
ℓ
)
, then m > 2α+1 and hence
k(k − 1) > k(k − 1) · · · (k − ℓ+ 1)
ℓ!
.
The inequality implies that either ℓ 6 2 or k 6 8.
Suppose that ℓ 6 2. If ℓ = 2 then m(m− 1) = 2x(2y − 1), for some integers x, y
with x > y which is absurd. Hence ℓ = 1 and the result follows.
Finally, suppose that k 6 8 and ℓ > 2. Then one obtains immediately that
k = m = 8, ℓ = 3, d = 57 and the result follows. 
Lemma 6.11. Let k = 2α+1 for some integer α > 2, and suppose that d = k2 − 1
or 2k2 − k − 1. Then d 6= 6r and if d = (m
ℓ
)r
for positive integers m, ℓ and r, then
r = 1.
Proof. Observe that d is odd, and thus d 6= 6r. Suppose first that
d = k2 − 1 = (k − 1)(k + 1) = sr
for some positive integers r and s. Then, since k − 1 and k + 1 are coprime, we
conclude that k− 1 = sr1 for some positive integer s1. Now Lemma 6.3 implies that
r = 1 as required.
Assume, then that d = 2k2− k− 1 = sr for some integer r. There are two cases.
First, suppose that 2k+1 and k− 1 are coprime. Then k− 1 = sr1 for some integer
s1 and Lemma 6.3 implies that r = 1.
Second, suppose that 2k + 1 and k − 1 are not coprime; then their highest
common factor is 3 and we conclude, moreover that α + 1 is even. In this case
k − 1 = (√k − 1)(√k + 1) and one of these two factors is indivisible by 3.
Suppose first that
√
k − 1 is indivisible by 3. Then √k − 1 is coprime to 2k + 1
and
√
k+1 and we conclude that
√
k− 1 = xr for some integer x. Now Lemma 6.3
implies that r = 1 as required.
Suppose finally that
√
k+1 is indivisible by 3. Then
√
k+1 is coprime to 2k+1
and
√
k− 1 and we conclude that √k+1 = xr for some integer x. Now Lemma 6.3
and the fact that
√
k + 1 is indivisible by 3 implies that r = 1 as required. 
Lemma 6.12. Suppose that G is isomorphic to a subgroup of Sym(m) and consider
the natural action of G on the set of ℓ-subsets of {1, . . . ,m}. Then a non-trivial
element of G has support at least 2
(
m−2
ℓ−1
)
.
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Proof. Let g be a non-trivial element of G and let i be an element that is moved
by G. Thus ig = j with j 6= i. Let k = jg and observe that, although it is possible
to have i = k, we know that j 6= k.
Now observe that any set containing i but not j lies in the support of g, and there
are
(
m−2
ℓ−1
)
of these. Similarly any set containing j but not k lies in the support of
g, and there are
(
m−2
ℓ−1
)
of these. The two types of set are distinct hence the result
follows. 
We remark that if g ∈ G is a transposition, then the support of g in the given
action is of size exactly 2
(
m−2
ℓ−1
)
. We are ready to prove Theorem D.
Proof of Theorem D. If λ = 1, then the result is a consequence of [19, Theorem C].
If G is trivial, then the result is a consequence of [19, Theorem B]. Thus we assume
that λ > 1 and that G is not trivial and we must show that G = Alt(n− 1).
Suppose, for a contradiction, that G does not equal Alt(n−1). Then Lemma 6.9
implies that G is primitive and, for each value of λ, gives four possible values for n.
For two of these values Lemma 6.10 implies immediately that either G is Alt(n−1)
(and we are done), or else (n, k) = (57, 8). Now GAP [18] confirms that none of
the primitive groups of degree 56 contain non-trivial elements with support of size
at most 6λ+ 2 = 20, thus this situation is excluded.
We are left with the possibility that n = k2 or 2k2 − k where k = 2λ + 2 > 8.
Now Lemma 6.11 implies that Alt(m) 6 G 6 Sym(m) for some m > 5 and that
the action of G on n− 1 points is isomorphic to the natural action of G on the set
of ℓ-subsets of {1, . . . ,m}. We know that G contains elements with support of size
at most s = 6λ+ 2 = 3k − 4 and we observe that
n− 1 > k2 − 1 > 1
9
s2.
Now Lemma 6.12 implies that m and ℓ satisfy(
m
ℓ
)
>
4
9
(
m− 2
ℓ− 1
)2
.
This implies in turn that
m >
4
9
(
m− 2
ℓ− 1
)
and one concludes immediately that either m 6 8 or ℓ− 1 = 1.
Suppose first that m 6 8. Then n − 1 = (m
ℓ
)
6 70 and we conclude that k = 8
and n = k2. But there does not exist ℓ such that n− 1 = 63 = (m
ℓ
)
for any m 6 8
so this case can be excluded.
Thus we conclude that ℓ = 2. This implies that
n− 1 = (2k + 1)(k − 1) = 1
2
m(m− 1)
and so
(2k + 1)(2k − 2) = m(m− 1).
Since (m,m−1) = 1, this is clearly impossible for k > 8 and the result is proved. 
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7. Properties of Conway groupoids
In this section we prove Theorem E and throughout we operate under the sup-
positions of Theorem E. Note that parts of this theorem are already known: when
λ = 1 or 2, Theorem E is an immediate consequence of [19, Theorem C]. Further-
more, part (1) of Theorem E is Lemma 6.1 of [19]. Thus, to prove Theorem E we
can (and will) assume throughout that n > 4λ+1 and so G := π∞(D) is transitive.
7.1. The imprimitive case. In this section we suppose that G is imprimitive and
that ∆ is a block of size k; we will prove part (2) of Theorem E. We need the
following result from [19].
Lemma 7.1. Let n > 4λ+1 and suppose that G preserves a system of imprimitivity
with ℓ blocks each of size k (so that n− 1 = kℓ). Then at least one of the following
holds:
(i) if a, c ∈ Ω lie in the same block of imprimitivity, then ∞ ∈ a, c;
(ii) n 6 6ℓ
ℓ−1λ+ 1.
Proof of Theorem E (2). Suppose that n > 9λ+1. We assume (for a contradiction)
that G preserves a system of imprimitivity with ℓ blocks each of size k. Suppose
first that case (i) of Lemma 7.1 holds and let ∆ := {c1, . . . , ck} be a block of
imprimitivity. Thus there exist points d2, . . . , dk ∈ Ω so that {∞, c1, ci, di} is a line
for each 2 6 i 6 k. Define:
Γ :=∞, c1 ∪ c1, d2 ∪ d2,∞,
and observe that since ∆ ⊆ ∞, c1, ∆ ⊂ Γ . Also note that
|Γ | 6 3(2λ+ 2)− 12 + 4 = 6λ− 2 < n.
Hence we may choose e ∈ Ω\Γ and define g := [∞, c1, e,∞]. Now, ∞ /∈ c1, e
so that cg1 = e and since e /∈ ∆, we must have ∆g ∩ ∆ = ∅. Furthermore, since
d2 /∈ c1, e∪ e,∞, necessarily, ∆g = {e, d2, . . . , dk}. In particular (by Lemma 7.1(ii))
∞ ∈ e, d2. But e /∈ d2,∞, a contradiction.
We conclude therefore that case (ii) of Lemma 7.1 holds, which is possible only
if ℓ = 2. This implies that G contains an element of support of size 2k = n − 1
in its generating set, contradicting the fact that G is generated by elements with
support of size at most 6λ+ 2 ([19, Lemma 7.3]). This completes the proof. 
7.2. The primitive case. In this section we suppose n is large enough so that, by
Theorem E (2), G is primitive and we prove the remaining parts of Theorem E. We
recall that, for a primitive permutation group H we write µ(H) for the minimal
size of the support of a non-trivial element of G. Our strategy will be to exploit
the fact that hole stabilizers naturally contain elements of small support.
We will make use of the following result of Babai [12], which is a weaker version
of Theorem 6.2 that has the advantage of not depending on the Classification of
Finite Simple Groups.
Theorem 7.2. Let d be a positive integer and let H be a primitive subgroup of
Sym(d) that does not contain Alt(d). Then we have that µ(H) > 12 (
√
d− 1).
The following result is part of Lemma 3.1 in [19].
Lemma 7.3. G = 〈[∞, a, b,∞] | a, b ∈ Ω\∞〉. Furthermore the elements
[∞, a, b,∞] have support of size at most 6λ+ 2.
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Proof of Theorem E. We have already proved parts (1) and (2): thus we must prove
parts (3) and (4).
Suppose that n > 144λ2 + 120λ + 26. Then Theorem E (2) implies that G is
primitive. Suppose that G does not contain Alt(n − 1). Then Theorem 7.2 and
Lemma 7.3 imply that
6λ+ 2 >
1
2
(
√
n− 1− 1).
Rearranging the inequality, one obtains a contradiction as required.
We are left with part (4). If λ 6 2, then the result is a consequence of [19,
Theorem C]. Suppose, then, that λ > 3 and that n > 9λ2 − 12λ + 5. Then,
in particular, n > 9λ + 1 and G is primitive. Suppose that G does not contain
Alt(n− 1).
Suppose, first, that G contains a non-trivial element of the form g = [∞, a, b,∞]
where ∞ ∈ a, b. Then g has support of size at most 6λ − 6 and, combining this
fact with the inequality µ(H) > 2(
√
d − 1) given by Theorem 6.2, we obtain a
contradiction and the result is proved. Suppose, on the other hand, that G does
contain a non-trivial element of the form g = [∞, a, b,∞] where ∞ ∈ a, b. Then
Theorem D gives the result. 
7.3. The case λ = 3. In previous work with A. Nixon [19] Conway groupoids
associated with 2 − (n, k, λ) designs were completely classified for λ 6 2. In this
subsection we discuss the possibility of extending this classification to deal with the
case λ = 3.
We assume throughout this section that G is the hole stabilizer π∞(D) of a
2− (n, 4, 3) design. We state two lemmas dealing with the different possibilities for
G.
Lemma 7.4. Suppose that G is primitive. Then either G ∼= Alt(n − 1) or one of
the following holds:
• n = 12 and G ∈ {M11,PSL2(11),C11 ⋊ C5,C11};
• n = 13 and G ∈ {M12,M11,PSL2(11)};
• n = 16 and G ∈ {SL4(2), Sym(6),Alt(7),Alt(6)};
• n = 17 and G is isomorphic to one of 19 primitive subgroups of 24.SL4(2);
• n = 28 and G = PSp4(3)⋊ C2;
• n = 29 and G ∈ {Sp6(2), Sym(8)}.
Proof. Suppose, first, that G does not contain a non-trivial element of the form
g = [∞, a, b,∞] where ∞ ∈ a, b. Then Theorem 6.1 implies that G ∼= Alt(n− 1) as
required.
Suppose, on the other hand, that G contains a non-trivial element of the form
g = [∞, a, b,∞] where ∞ ∈ a, b. Then G contains an element with support of size
at most 12; all primitive groups containing an element with support of size at most
15 have been known explicitly since long before CFSG (see, especially, [26, 27]; we
refer to the library in GAP[18] for verification).
Now, of the list provided by GAP we are able to exclude all of these groups that
are not subgroups of Alt(n− 1) and, for n > 9, the resulting groups are those listed
in the lemma. The remaining values – when n = 8 or 9 – can be excluded directly
since there is only one supersimple design in each case, and neither yield a primitive
hole stabilizer. 
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Note that Lemma 7.4 lists possible isomorphism types for π∞(D). We do not
know whether designs exist yielding hole-stabilizers of these forms.
Lemma 7.5. Suppose that G is intransitive. Then n = 8 and G is trivial, or else
n = 12 or 13. Suppose that G is transitive and imprimitive. Then n = 9 and
G ∼= Alt(4) ≀ C2, or else n = 13, 17, 21, 25 or 28.
Proof. Note first that, using the Handbook of Combinatorial Designs [9]), it is easy
to confirm that the two case, n = 8 and n = 9, each yield exactly one supersimple
2− (n, 4, 3) design. When n = 8 this design is the Boolean one and the associated
hole stabilizer is trivial; when n = 9 the associated hole stabilizer is Alt(4) ≀ C2, a
transitive, imprimitive group, as required. Assume now that n > 9.
If G is intransitive, then the result follows from Theorem E (1). Now suppose
that G is transitive and imprimitive. Then Theorem E (2) implies that n 6 28. To
complete the proof we use the fact that if a 2− (n, 4, 3) design exists, then n ≡ 0, 1
(mod 4) and, furthermore, that, since G is imprimitive, n− 1 is not a prime. 
Lemmas 7.4 and 7.5 imply that the job of classifying Conway groupoids associ-
ated with 2− (n, 4, 3) designs is reduced to the situation where 12 6 n 6 29.
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