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iAbstract
The Al–Mg–Si system is a heat-treatable class of aluminium alloys that gain
their mechanical strength via precipitation hardening. The main hardening
phases are precipitated as needle-shaped nano-sized particles from a solid
solution of Mg, Si and other added elements. Transmission electron micro-
scopy and muon spin relaxation was used to study precipitation and cluster-
ing in Al–Mg–Si alloys, varying the heat treatment and chemical composi-
tion in order to understand the kinetics of precipitation and the morphology,
distribution, and atomic structure of hardening precipitates.
Muons were found to form bonds with vacancies, atoms in solid solution,
and clusters of solute atoms, which are the defects we can gain information
from by applying muon spin relaxation to Al alloys. In binary Al–Mg and
Al–Si alloys, we discovered very diﬀerent vacancy behaviours after cooling
from high temperatures: Si–vacancy clusters are quickly formed at room
temperature in Al–Si, while Al–Mg keeps a much higher vacancy content
than pure Al and Al–Si despite a lack of solute clustering. A high muon
trapping in a speciﬁc temperature range was found in a 1.6% Mg2Si alloy
annealed for 16 hours at 70–150 ◦C. These conditions contain clusters and
Guinier–Preston-zones preceding the main hardening phase β′′ in the pre-
cipitation sequence. Density functional theory calculations support that the
relevant muon trapping site is vacancies inside these structures, suggesting
that the structures are stabilised by absorbing vacancies during annealing.
The roles of the elements Cu and Ca on precipitation during artiﬁcial
ageing were investigated. Room temperature storage gives a negative ef-
fect on the strength of aged high-solute Al–Mg–Si alloys, in particular when
the Mg/Si ratio is high. The negative eﬀect was found to be diminished
and delayed by adding 0.14 at.% Cu to alloys with Mg+Si = 1.3 at.%, in
addition to giving an overall strength increase. Transmission electron micro-
scopy investigations revealed that the fraction of Cu-containing precipitates
increased with room temperature storage before ageing. The Cu addition
is believed to help the formation of clusters that can act as nucleation sites
for hardening precipitates and/or prevent the formation of clusters that can
not. Various amounts of Ca was added to an alloy with 0.53% Mg and 0.40%
Si. The Ca accumulated in large particles with composition CaAl2Si2, as
determined by X-ray energy dispersive spectroscopy. The presence of Si in
the particles causes a reduction of the available Si for precipitation and an
increase in the eﬀective Mg/Si ratio. The result is a coarser microstruc-
ture with a higher fraction of over-aged precipitates and a lower mechanical
strength.
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Aberration-corrected scanning transmission electron microscopy coupled
with electron energy loss spectroscopy was conducted on an over-aged Al–
Mg–Si–Cu–Ag alloy. The microstructure consisted of mostly disordered L
and Q′ precipitates. After applying principle component analysis to the ac-
quired spectrum images, atomic columns containing Cu and Ag could be
clearly distinguished. Cu and Ag were seen to prefer diﬀerent atomic con-
ﬁgurations, and were not observed occupying the same columns. While Cu
columns mostly resided in ordered parts of precipitates and along precipitate–
matrix interfaces, Ag was diluted in several nearby columns in disordered
parts, and at precipitate–matrix interfaces of high misﬁt.
Figure 1: Word cloud of all text in this thesis.
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This thesis is submitted in partial fulﬁlment of the requirements for the
degree of philosophiae doctor (Ph.D.) at the Norwegian University of Science
and Technology (NTNU). The work has been carried out at the Department
of Physics in collaboration with the TEM Gemini Centre from 2010 through
2013. The original project title was “Vacancies in aluminium alloys in a
context of trace elements and recycling”, in the Norwegian–Japanese Al–Mg–
Si Alloy Precipitation Project. Apart from facilities at NTNU, experimental
results published in this thesis were obtained at the RIKEN-RAL muon
facility in Oxfordshire, UK and the SuperSTEM facility in Daresbury, UK.
This thesis is divided into three parts. Part I introduces the reader to
aluminium alloys, with an emphasis on Al–Mg–Si alloys, and presents the
experimental methods and data analysis used to obtain all results in the
included papers. Part II contains a collection of papers which represent
the scientiﬁc contributions of the Ph.D. project. Part III summarizes and
discusses the results of the papers and provides an outlook of possible con-
tinuations to the studies.
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Part I
Introduction

Chapter 1
Motivation
Aluminium is the third most important export product of Norway, after
crude oil and ﬁsh. The reason is the availability of cheap energy, which is
required in huge amounts for electrolysis of pure aluminium from bauxite.
The troublesome reﬁning process also explains why aluminium is a young
material. Not before the start of the last century, aluminium started to come
into wide use as a structural material. Since then, it has reached the position
of being the second most used metal in the world, with only steel beating it to
the throne [1]. Although aluminium is not good for making everything, using
it instead of steel has several advantages in many cases: low weight (and
high strength-to-weight ratio), good formability and machinability, excellent
corrosion resistance, high thermal and electrical conductivity, and inﬁnite
recyclability are some of them.
Of special interest are Al–Mg–Si (or 6xxx) alloys, being the alloys of
choice for medium-strength architectural and transportation applications,
most prominently in the automotive industry [2, 3]. The purpose of adding
the two main alloying elements Mg and Si in small amounts (≈ 1%) is to form
hardening precipitates, which typically contribute with a ﬁvefold strength
increase from pure aluminium. Understanding the process of precipitation
and how it aﬀects mechanical properties have been important subjects of
research for a hundred years [4]. Only in the last decades have we begun to
understand the structure and formation of the diﬀerent phases during heat
treatment. There is a handful of discovered metastable phases in the Al–
Mg–Si system alone. The number of possible phases increases when other
elements are brought into the mixture, for example Ge, Cu, and Ag. Varying
the chemical composition of an alloy and parameters of the heat treatment
(heating/cooling rates, times and temperatures) gives a lot of room to play
around, create diﬀerent microstructures and observe what properties they
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give the end product. We are nowhere near a complete understanding of any
alloy system, and researchers in metallurgy and condensed matter science
may be occupied another hundred years in answering questions (and ﬁnding
new ones) about the optimisation of alloy properties.
The most important tool for structure determination of precipitate phases
has without any doubt been the transmission electron microscope (TEM).
Since electron microscopes were ﬁrst developed in the 1930s, the resolution
of this imaging technique has been increased beyond limits no-one thought
were surpassable, several times. Today, aberration corrected microscopes
are able to resolve all known precipitate structures in Al alloys (see e.g.
[5–7]). Various TEM methods also enable compositional determination of
the observed structures, with a spatial resolution approaching that of the
microscope itself. These are used to make still better atomic models of all
imaginable structures, motivating research groups for an arms race to obtain
state-of-the-art microscopes, which are surpassed in performance few years
after. New possibilities such as atomic resolution STEM–EELS mapping
have yet to see applications in precipitate structure determination, which
motivates parts of this thesis.
While TEM is an established technique in alloy science, there exists sev-
eral condensed matter techniques that have not been tried out suﬃciently
for the purpose of investigating nano-precipitation. We found such a tech-
nique, muon spin relaxation (μSR), which had previously been shown to
detect trace amounts of elements in aluminium [8, 9]. It is a spectroscopy
technique, making it unable to produce beautiful images. Yet its working
principle is built on an elegant exploitation of fundamental particle physics.
Muons, elementary particles found naturally in cosmic radiation, are used
to probe the smallest entities in materials science: atoms and the spaces in
between them [10]. Industrial aluminium alloys have not been investigated
using μSR before, although their intricate age hardening processes call for
such a powerful method being tried out. We have therefore studied how
the method can be applied to Al–Mg–Si alloys, with particular emphasis on
detecting solute clusters, the nuclei of precipitate particles.
This thesis describes subprojects with slightly diﬀerent approaches to
understanding precipitation in Al–Mg–Si alloys. Some of them are metal-
lurgical: investigating the eﬀect of trace elements and heat treatment on
precipitation and mechanical properties. Others are methodological: trying
out techniques, determining what they can tell us and if relevant quantit-
ative information can be found, and developing methods for data analysis.
The common goal is to ﬁgure out the kinetics of precipitation and the struc-
ture of precipitates in Al–Mg–Si alloys, and how these can be controlled
5and optimised to improve certain properties of the material, enabling the
tailoring of alloy properties to speciﬁc applications by alloy design.
This ﬁrst part of the thesis gives an introduction to the physical theory
of aluminium alloys and in particular to precipitation in Al–Mg–Si alloys.
It also includes a chapter about the experimental methods that were used,
explaining them in general and providing methodologies for extracting in-
formation about precipitation, both during experiments and later data ana-
lysis. This serves as an introduction to the second part, which contains the
ﬁve scientiﬁc papers I have published as a ﬁrst author. Further, I created
a third part to discuss some of the results while thinking of what insight
future research may bring into the discussion.

Chapter 2
Aluminium and aluminium
alloys
Aluminium as a pure substance was ﬁrst produced in 1827 by the German
chemist Friedrich Wöhler [11]. The metal has its name from a class of
chemical compounds known as alums, which were and still are being used in
water puriﬁcation, medicine and even food. Aluminium is a paramagnetic
metal with face-centered cubic (fcc) crystal structure1. Today, its uses are
many, for instance automobile engines, soda cans (Fig. 2.1), window frames,
foil and electrical cables in its pure and alloy forms. The element is also used
as a reactant in many chemical processes for producing other substances.
Solid aluminium has a density of 2.7 g/cm3, which makes it as a light metal,
a characteristic it shares with titanium and magnesium. Steel is three times
denser, and have a similar strength-to-weight ratio (speciﬁc strength) to
medium-strength aluminium alloys [14].
2.1 Modern production
Aluminium is the third most abundant element in the Earth’s crust, after
oxygen and silicon [15]. It is found mainly in bauxite rock in the form of alu-
minium oxide. After extracting the oxide from rocks, aluminium is reduced
by electrolysis using a carbon anode, releasing carbon dioxide in the pro-
cess. One may remove unwanted impurities, which are introduced primarily
through the raw materials and during the electrolysis process. The pure
aluminium melt is then alloyed with other elements, a selection of which is
presented in the next section. For complex shapes such as car engines, alu-
1For elementary solid state physics references, see e.g. [12, 13].
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Figure 2.1: My motivational aluminium can, from Hydro aluminium. Beverage
cans are made using 3004 and 5182 alloys for the body and lid, respectively [14].
minium alloys are cast directly into its ﬁnal shape. However, most products
(85% [1]) come from wrought (synonym of worked) aluminium alloys, which
implies casting to billets and forming them to their ﬁnal shape under an el-
evated temperature. This has many advantages, including producing a more
homogenous microstructure and a ﬁner grain structure. Wrought alloys are
most commonly either extruded or rolled. While rolling always produces
plates/sheets, extruded proﬁles can have a multitude of complex shapes,
decided by the shape of the extrusion die. In 2012, 1.2 million tonnes of
primary aluminium was produced in Norway [16], and 45.9 million tonnes
worldwide [17].
2.2 Types of alloys
Aluminium in its pure form is very weak, having a yield strength of 7–
11 MPa [1]. It is also prone to oxidation. Although it may be counterin-
tuitive, a way to improve the durability of any pure metal is to introduce
defects into its crystal lattice. The commonly used alloying element atoms
(or solute atoms) in Al alloys are all substitutional. The details of how solute
atoms behave inside the Al host fcc lattice (henceforth called the matrix )
are explained in more detail in later sections.
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Table 2.1 shows the classes of wrought aluminium alloys, grouped by
their main alloying elements. Four digits, such as 6082, specify an alloy
composition range and upper tolerances for trace elements. All elements
Table 2.1: Wrought alloys in the international aluminium alloy designation system.
Alloy class Main alloying elements Heat-treatable?
1xxx — —
2xxx Cu (Mg) (Li) Yes
3xxx Mn (Mg) —
4xxx Si —
5xxx Mg —
6xxx Mg, Si (Cu) Yes
7xxx Zn, Mg (Cu) Yes
8xxx Various (Yes)
have diﬀerent eﬀects. Some are added for strength, some for corrosion res-
istance, ductility, grain reﬁnement, etc. Certain elements are detrimental
to one or more of these properties and should be avoided. Micro-alloying
elements (not listed as main alloying elements) that have been added for
some purpose in industrial alloys encompass about half the periodic table.
An alloy is denoted heat-treatable if its mechanical strength improves sig-
niﬁcantly during heat treatment at temperatures well below the eutectic
(melting) temperature. All main alloying elements listed have good solid
solubilities (> 1 wt.%) in Al [14], which prevents them from forming stable
phases at solution heat treatment (SHT) temperatures (see section 2.5).
2.3 Recycling
Secondary production of aluminium products from scrap metal constitutes a
steadily growing fraction of the total industry. The excellent recyclability of
aluminium arises from its low melting point. It requires merely a few percent
of the electrolysis energy to remelt and recycle the material [14]. Aluminium
is thus referred to as an “energy bank”: one can put huge amounts of energy
into primary production in order to save energy later. Consequently, 75% of
all aluminium ever produced is still in use [14], in beverage cans, airplanes,
cars, skyscrapers and so on.
As the alloy classes in Table 2.1 have quite diﬀerent properties, sort-
ing the scrap metal into roughly homogeneous compositions is important.
The major alloy designations are usually created with a high tolerance in
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compositional variation, so that their scrap metal, and whatever may come
with them into the remelting plant, can be reused with the same designa-
tion. Still, some chemical elements are unwanted in even trace amounts, and
many separation and composition adjustment procedures have been devised
to account for this. Examples of coarse processes are delaquering, removal
of rubber and wood and rotary furnaces that evaporate paint and plastic
from the melt [14]. Some dissolved elements are reactive and can be re-
moved by adding certain chemicals for them to form compounds [18, 19].
Solid particles that are heavier or lighter than molten aluminium settle at
the top or bottom parts in a furnace, and are otherwise removed by ﬁltration
[18, 20, 21]. Hydrogen is removed by degassing, using argon bubbles to trap
hydrogen gas and transport it out of the melt [22].
To ﬁnd the tolerance limits of certain trace elements in an alloy, system-
atic investigations of alloys with the element of interest added in increasing
amounts must be performed. This is the motivation for parts of this thesis
and the funding body of a large part of the work.
2.4 Strength
When compared to pure Al, the most important feature of Al alloys is their
mechanical strength. All nano-scale crystallographical defects relevant for





Figure 2.2: Lattice defects in a generic crystalline solid. A: Substitutional solute
atom, B: Dislocation, C: Cluster of solute atoms, D: Vacancy, E: Precipitated phase.
hardening are shown in Fig. 2.2. The general theory of these defects can be
found in the literature, e.g. [23, 24].
There are several possible measures of the mechanical strength of a ma-
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terial. To understand these, one should look at a typical stress–strain curve
(Fig. 2.3), which is measured experimentally by stretching a sample of a
material and recording the value of the tensile stress (force per area) cor-
responding to the strain (relative elongation of the sample). The maximum
stress required for the material to fracture into two parts is called the ulti-
mate strength. A more interesting value is the yield strength, signifying the
stress that takes the material from an elastic to a plastic deformation regime.
Once a structural element has experienced a stress above the yield strength,
the material is deformed and will not relax back to zero strain when relieved
of its stress.
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Figure 2.3: Stress–strain curve of a ductile material.
The chemical bonds between the atoms in a material are very strong,
and fracture does not happen by breaking them oﬀ at some plane at the
same time. Rather, stress-induced deformations and fracture happen via
the motion of dislocations. In aluminium, {111} plane dislocations are the
most common, and the most energetically favourable directions of movement
are along 〈110〉 [25]. It is easiest to view a dislocation as a simple edge dislo-
cation, that is, an inserted {111} plane, but the reality is more complicated
than this, which can be seen on TEM images of complex dislocations curl-
ing about (see e.g. Fig. 2.4). Stress in a material lowers the energy barrier
for dislocation movement and also creates new dislocations. Dislocations
moving will gradually ensure the slip of lattice planes, which ultimately rips
the material apart. For a pure monocrystalline material, fracture theory
can therefore be reduced to understanding dislocations and the interactions
between them [26].
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Figure 2.4: BF-TEM image of a complex dislocation (left side) among the pre-
cipitate microstructure of the LCa3 alloy in paper 4. The viewing direction is
〈001〉Al.
After thermomechanical treatment, there are ﬁve main properties of the
microstructure which contribute to the mechanical properties:
• Grain structure
• Dislocations
• Atoms in solid solution
• Solute clusters
• Precipitates
Pure aluminium has a yield strength of around 10 MPa [14]. Real-world
materials are polycrystalline, so the most important reason for variations in
this number is diﬀering grain structure, as the grain size and texture depend
on the casting method and post-casting treatment. Generally, a small grain
size will give a slightly higher strength, as the increased grain boundary area
prevents dislocation movement.
I do not want any parts of my bike to be deformed beyond revers-
ibility, but plastic deformations were actually used to form parts of the
aluminium frame when it was constructed. Paradoxically, dislocations in-
troduced through deformation can slow each other down and cause work
hardening through the eﬀects of dislocation–dislocation interactions [26].
This contributes with ∼ 90 MPa to the total strength2 for a 6060 alloy with
2Bear in mind that strength contributions from diﬀerent defects are not necessarily
additive
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a 10% tensile deformation before ageing [27]. Atoms in solid solution give
an additional strength increase of ∼ 30 MPa in the same alloy as they in-
duce a (very local) strain in the matrix [27]. Dispersoids are stable pre-
cipitates, incoherent and larger than the ones discussed below. They are
typically composed of Al, Fe, Mn and Si, which are all present in industrial
6xxx alloys. Due to their incoherency, they do not improve the mechan-
ical properties much by themselves, but they restrict grain growth during
high-temperature treatments, resulting in a ﬁner grain structure (see e.g.
[28]). Some elements, like Ti and B are added to create particles that help
to nucleate Al grains during solidiﬁcation, so that fewer, smaller grains are
produced [29].
Nano-scale metastable precipitates, the topic of the rest of this chapter,
give a strength increase of 100-200 MPa in industrial 6xxx alloys [14]. These
precipitates are particles rich in Mg and Si, with a crystal structure diﬀerent
from that of the Al matrix. They precipitate by diﬀusional phase transform-
ations during heat treatment. Like the other defects, precipitates prevent
fracture by preventing dislocations from moving. Dislocation–precipitate
interactions are complicated, and depend mainly on the morphology and
coherency of precipitates. The results of the interactions are commonly
split into two classiﬁcations, looping and shearing (shown in Fig. 2.5). The

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Figure 2.5: Cartoon depicting two modes of interaction between a moving disloca-
tion and a precipitate.
names describe the mechanisms well: looping leaves a closed dislocation loop
around the precipitate, while shearing cuts it in two parts, one of them dis-
placed a distance corresponding to the Burgers vector [12] of the dislocation.
Looping entails the splitting of a dislocation into two new ones. Shearing
requires a lot of energy since a dislocation must pass the precipitate–matrix
interface and manifest itself as a dislocation in the precipitate structure, and
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happens predominately for larger, incoherent precipitates [30]. An alloy con-
sisting of a high number density of small, shearable (coherent) precipitates
is therefore the strongest.
As stated, a small grain size gives a small strength increase, but it can
also reduce precipitation hardening: Solute elements and vacancies tend to
diﬀuse toward grain boundaries during low-temperature ageing. As grain
boundaries act as high-diﬀusivity paths for vacancies, the vacancies are an-
nealed out of the material, leaving behind a ﬁlm of solute elements along
the grain boundary. The nearby material is then low in both solutes and va-
cancies, and precipitates are unable to form. A precipitate-free zone (PFZ)
appears (see Fig. 3.8). This can also happen around large, stable particles,
as observed in paper 4, Fig. 3(b).
2.5 The heat treatment and its eﬀects
The positive eﬀect of heat treatment on some aluminium alloys was dis-
covered by Alfred Wilm in 1906 [31]. The ﬁrst alloys used Mg and Cu as
alloying elements, and relied on cluster hardening after room temperature
storage [32]. Age hardening in general was later explained with the forma-
tion of microscopic precipitate phases by Merica et al. [33].
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Figure 2.6: An example heat treatment for an extruded 6xxx alloy. For alloys
with a scientiﬁc purpose, a solution heat treatment step with a strictly controlled
temperature (≈ 550 ◦C) is usually added after the extrusion step.
Figure 2.6 shows a generic industrial heat treatment of 6xxx alloys. The
microstructure of the material will change all along the way, strongly aﬀect-
ing its properties. The ﬁrst treatments are mainly for getting the material
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into the right shape. Homogenisation and solution heat treatment (SHT)
dissolves any structures rich in alloying elements, and distributes these uni-
formly in the matrix. Deformation introduces dislocations and artiﬁcial
ageing enables precipitation.
After SHT, the material contains a high concentration of quenched-in
vacancies. These are essential to the precipitation process as they enable
substitutional diﬀusion. Vacancies diﬀuse about (indirectly, as it is atoms
that jump into the vacancies), and tend to bind with solute atoms. This
binding accelerates substitutional diﬀusion in the following manner: A solute
atom and a vacancy can move together as a diﬀusion pair until they reach an
area with a higher solute concentration. The vacancy may then disconnect
and run oﬀ to fetch another solute atom. This is called the vacancy pump
mechanism [24].
Some products are left in a T4 condition, meaning that they are quenched
from SHT and naturally aged (see section 2.6.2) to a suﬃcient hardness.
Industrial temper codes include T4, T6, T7, along with others including de-
formation and other treatments. T6 is the most desirable condition for most
products. It involves bringing the material to its peak hardness through ar-
tiﬁcial ageing (AA) (sometimes called bake hardening) at temperatures of
150–200 ◦C. Pre-ageing at 70–100 ◦C is sometimes conducted to improve
the precipitate nucleation in 6xxx and 7xxx alloys. Over-ageing to the T7
temper is done by simply continuing the AA until the material has decreased
somewhat from its peak hardness. This may improve other desirable prop-
erties such as corrosion properties, electrical conductivity, thermal stability,
and crash box performance in cars (see e.g. [34]).
2.6 Precipitation in Al–Mg–Si alloys
2.6.1 The precipitation sequence
The Al–Mg–Si(–Cu) alloy system has a large number of possible precipitate
phases. The type of precipitates that form, their physical dimensions, and
their dispersion in the matrix are heavily dependent on parameters such as
alloy composition, storage time, ageing time/temperature, heating/cooling
rates, and deformation before ageing. It has been found that precipitates
form in a sequence: When increasing the artiﬁcial ageing time, the relative
fractions of the diﬀerent types of precipitates change. Each precipitate type
has a preferred alloy composition and heat treatment required to maximise
its presence. One is thus able to design a heat treatment procedure where a
speciﬁc type of precipitate phase dominates.
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Though the understanding of the sequence has been changing throughout
the years, its most established form is [35–37]
SSSS → Clusters → GP-zones → β′′ → β′,U1,U2,B′ → β,Si. (2.1)
Since papers 3 and 5 deal with Cu-containing alloys, I also show the cor-
responding sequence for Al–Mg–Si alloys with signiﬁcant amounts of Cu
[38–40]:
SSSS → Clusters → GP-zones → β′′,C,L → Q′ → Q. (2.2)
The phases shown here are the most commonly observed ones, but if the
chemical composition is on the very Cu-rich side, one may ﬁnd S and its
precursors [41] from the Al–Mg–Cu system, θ′ [42] from the Al–Cu system,
and so on. The precipitates mentioned in the sequences are described in the
following subsections.
2.6.2 Early precipitation
After SHT and quenching to room temperature, the conﬁguration of evenly
distributed solute atoms is energetically unfavourable. By the vacancy pump
mechanism, atoms diﬀuse inside the material and occasionally form solute–
solute bonds. This results in a slightly uneven distribution, and eventually
the formation of small clusters of solute atoms. The kinetics and eﬀects of
clustering can be measured by Vickers hardness [43, 44], electrical resistiv-
ity [45, 46], diﬀerential scanning calorimetry (DSC) [46, 47], and positron
annihilation spectroscopy (PAS) [48, 49], and the clusters themselves can
be studied by atom probe tomography (APT) [50–52]. The phenomenon of
cluster hardening during room temperature (RT) storage is called natural
ageing (NA). The clustering process is accelerated by annealing the material
at temperatures up to 100 ◦C [51]. Figure 2.7 shows an APT volume of a
typical cluster microstructure in a pre-aged condition.
Figure 2.7: APT volume of an Al alloy with 0.95 wt.% Mg and 0.81 wt.% Si, pre-
aged at 100 ◦C for 1 week. The left image shows all Mg (green) and Si (purple)
atoms while the right image shows clusters extracted by the maximum separation
method. From [51].
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The deﬁnition of a Guinier–Preston-zone (GP-zone) [53] somewhat over-
laps with what is called a solute cluster. It is a solute-rich area of atoms still
occupying Al fcc positions, but with its own ordered structure. A GP-zone
structure closely related to β′′ has been found and is denoted pre-β′′ [54, 55].
The methods for studying clusters mentioned above have lead to a con-
clusion that there are several types of solute clusters [35, 56], sometimes
divided into two classes called e.g. Cluster(1) and Cluster(2) [46, 51]. There
seems to be some disagreement about the composition of these clusters (as
found by APT), although both clusters are quite close to Mg/Si = 1 [51, 52].
Common to the interpretations is that Cluster(1) locks up solute and remains
a cluster during subsequent ageing, while Cluster(2) serves as a nucleation
site for precipitates. Therefore, one naturally wants more of Cluster(2).
Cluster(1) is seen as the cause of the negative eﬀect of room temperature
storage [44, 57], in dense 6xxx alloys. Lean alloys, on the other hand, en-
joy a positive eﬀect when stored at room temperature before later ageing
[58]. Clusters in other alloy systems like 2xxx and 7xxx do not possess this
“double-edged sword” behaviour [59].
Upon artiﬁcial ageing, clusters nucleate precipitate phases with non-fcc
structures. Since clusters may form anywhere inside the matrix, this is called
homogeneous nucleation. Its antonym, heterogeneous nucleation, refers to
the formation of precipitate phases at grain boundaries, dislocations, and
other (large) particles such as dispersoids. Nucleation on dislocations (seen
in the upper right corner of Fig. 2.4) is of particular importance as indus-
trial products are often deformed, causing almost all precipitates to form on
dislocations. This lowers the nucleation energy barrier, so that the artiﬁcial
ageing time required to achieve peak hardness is lowered [27].
2.6.3 Peak age and β′′
All the non-equilibrium precipitates listed in the sequences (2.1 and 2.2) are
needle- or lath-shaped and have their main growth and coherency directions
along the 〈001〉Al directions. Figure 2.8 shows what the microstructure of
a typical Al–Mg–Si alloy looks like at peak hardness. Since this particular
specimen is from a non-deformed material, homogeneous precipitate nuc-
leation dominates. Most precipitates are here of the β′′ type. This is the
most important precipitate for hardening in 6xxx alloys as it has an ex-
cellent coherency with the Al matrix. Its secondary coherency directions
are along 〈310〉Al and 〈320〉Al (see the unit cell in Fig. 2.9), which together
with 〈001〉Al usually deﬁne the precipitate–matrix interfaces. It was dis-
covered in the 90s by TEM [60, 61]. By nanobeam diﬀraction (NBD) and
ﬁrst-principles calculations, an atomic model of its structure was created,
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Figure 2.8: A typical TEM image of the microstructure in an Al–Mg–Si alloy (A2
NA+AA from paper 3), seen in the 〈001〉Al direction. β′′ needles are seen in both
cross-section and from the sides. The inset shows the 〈001〉Al zone axis pattern.
with the composition Mg5Si6 [62]. This composition has been the subject
of later doubt, and a composition closer to Mg5Al2Si4 was measured using
APT [63].
2.6.4 Overageing phases in Al–Mg–Si
Upon overageing, new phases, generically referred to as post-β′′, are gen-
erated. The most commonly appearing of these is the hexagonal phase β′
[64, 65]. It precipitates as longer, thicker, and less coherent needles than the
β′′ phase, and usually has a rounded cross-sectional shape.
The phases U1, U2 and B′ were ﬁrst reported by Matsuda et al., and
was referred to as Type A, Type B and Type C, respectively [36]. U1 is
a trigonal phase that grows in Si-rich alloys, while U2 is orthorhombic and
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Figure 2.9: High-resolution TEM images of precipitates from (2.1), all taken on
FEG microscopes by Calin D. Marioara. (g) is reconstructed from through-focus
exit wave images.
has a more balanced composition [66]. Both of these grow as quite large
rod-like particles with rounded cross-sections. B′ is somewhat special as it
has only been found to nucleate heterogeneously. This phase often occupies
regions high in dislocation density, where B′ particles appear as pearls along
a string. B′ has a lath-shaped cross-section, a hexagonal structure, and a
secondary growth direction along 〈510〉Al [67]. The full details about these
structures and the others in the precipitate zoo can be seen in Table 2.2.
Figure 2.9 shows example TEM images of all metastable phases in the Al–
Mg–Si system.
The four phases mentioned here are all the conﬁrmed phases following
β′′ in the precipitation sequence, although variations have been reported,
e.g. U3 [55]. An intriguing property of the phases is that they all host the Si
network, a Si substructure with projected approximate hexagonal symmetry
along the main growth direction [68]. One can go from one phase to another
by changing the heights of the atoms in the Si columns, and how columns of
other atoms are arranged in between. Figure 2.10 shows this schematically
for a generic structure with a perfect Si network. Precipitates hosting the Si
network have unit cells with projections that coincide well with both {001}
planes in fcc Al and {111} planes in diamond Si [68].
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Figure 2.10: Template for a precipitate structure hosting the Si network. Specifying
all the atom heights, the composition of the non-network columns and the orienta-
tion of the network with respect to the lattice gives a speciﬁc precipitate structure.
A stricter scheme where the non-network atom heights are predetermined works
for the U2, C and Q′ structures [69, 70].
2.6.5 Cu-containing phases
Additions of Cu to the alloy composition enables the precipitation of addi-
tional phases and a following extension of the precipitation sequence, as seen
from (2.2). C is the ﬁrst phase in the sequence, and forms as thin coherent
plates oriented along {001} planes in Al [40, 77]. A more common variant
is L, which is thicker than C and lacking a unit cell [39, 40, 78]. Areas
with disorder, that can not be described by a repeating unit cell (although
other forms of symmetry can be present) is occasionally seen in metastable
precipitates of all types. Among disordered precipitates, L is a special case
since it is common enough to have received its own name. Q′ has a beautiful
hexagonal structure, and it is isostructural to B′, but can nucleate homogen-
eously [38, 39, 79, 80]. It appears as thick lath particles, sometimes partially
disordered. STEM images of C, L and Q’ are shown in Fig. 2.11. QP and
QC, which are variants of the Q/Q′ structure, were reported by Cayron et
al. [76] and may appear earlier than Q′ in the precipitation sequence [40].
All these phases contain the Si network, with Cu columns most often located
at a position with a particular local symmetry [77].
U2, L, C, and Q′/Q have particularly simple structures with a 2/1 ratio
of metal atoms to Si atoms [69, 70]. When viewed in the 〈001〉Al direction,
all atoms can be simpliﬁed to occupying two heights, with a strict pattern
for metal atoms. The heights of the Si network atoms also seem to follow
certain rules. Thus, even though disordered precipitates such as L lack a
unit cell, they have a short-range order and a partially deterministic growth
[6, 70].
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Figure 2.11: HAADF–STEM images of Cu-containing precipitates from (2.2), all
taken on a Jeol JEM-2010F by Håkon Hasting and Antonius T. J. van Helvoort.
Thanks to Z contrast (see section 3.1.2), Cu atomic columns are visible as bright
dots.
2.6.6 Equilibrium phases
The equilibrium phase β has a cubic crystal structure, and can be either
cube- or plate-shaped. The cubic particles have the orientation relation-
ship (001)Al||(110)β , [110]Al||[001]β , while the plates have (001)Al||(110)β ,
[100]Al||[001]β [81]. It is considered an incoherent phase, although the ori-
entation relationships imply a coincident site coherency with the Al matrix.
As all equilibrium phases in the 6xxx system, β has no signiﬁcant hardening
potential. Historically, its composition Mg2Si was thought to be common
for all the precipitates. This lead to widespread use of the ratio Mg/Si = 2
in alloy compositions, and speciﬁcations using the semi-binary composition
Al–x% Mg2Si.
In Si-rich alloys, diamond Si can also precipitate in the Al matrix. Much
like β, large cubes or plates of Si form with two orientations: (001)Al||(001)Si,
[100]Al||[100]Si and (001)Al||(110)Si, [010]Al||[11¯1¯]Si [82].
Q is the main equilibrium phase of the Al–Mg–Si–Cu system. It is iso-
structural to the B′ and Q′ phases. Unlike the other equilibrium phases, it
hosts the Si network, making its relationship to the metastable phases much
more apparent than for β and Si.
2.6.7 Why is it a sequence?
Why does the microstructure go through all the metastable precipitates
(which are beneﬁcial for mechanical strength) instead of creating an equi-
librium phase to begin with? The answer involves thermodynamics and
precipitate–matrix interactions. The total formation energy (or enthalpy)
of a precipitate can be decomposed into bulk energy (negative), interface
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energy (positive), and strain energy (positive, primarily matrix strain):
Etotal = Ebulk + Einterface + Estrain. (2.3)
Setting Ebulk proportional to the precipitate volume and Einterface propor-
tional to the interface area gives an approximate model from which the
principles of the precipitation sequence can be understood. All precipitates
must start small, and this means a high ratio of interface area to volume,
making interface energy the most important term. The most coherent pre-
cipitates induce a relatively high strain in the matrix, but have a low enough
interface energy to still be most beneﬁcial at early stages of precipitation.
After the precipitate has grown large, the balance shifts and coherency loses
importance. This favours a transition to phases of lower bulk energy but a
poorer coherency with the matrix. This process is sometimes called Ostwald
ripening [83].
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Figure 2.12: Diﬀerential scanning calorimetry measurement, using the A2 alloy
from paper 3 [84]. The scanning speed is 10 ◦C/min. Interpretations of exothermic
peaks are marked in terms of the phases formed. The endothermic peaks arise from
the dissolution of phases.
Each precipitate structure represents a local minimum of energy. For
the transition from a microstructure consisting mainly of one speciﬁc phase
in the sequence (2.1 or 2.2) to the next phase, a suﬃcient temperature
and ageing time is needed. This is well illustrated by diﬀerential scanning
calorimetry (DSC) measurements (see Fig. 2.12 for an example) in which
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the formation of each phase gives an exothermic peak, reﬂecting the jump
from one local energy minimum (a maximum on the plot) to the next.
Exactly how overageing precipitates form out of a microstructure mainly
consisting of β′′ or other peak hardening phases is a mystery. There are
mainly two possibilities: Internal transformations, which require that a lot
of atoms change places so that a whole precipitate can change its crys-
tal structure, and external nucleation of a new phase on the interphase of
an existing precipitate. The last option seems the most likely one, as β′′
particles become rounder upon over-ageing and start to include disordered
parts hosting the Si network [85]. This could help the transition to later,
less coherent phases.
Chapter 3
Experimental techniques
The work presented in this thesis has been mostly experimental. The objects
of study have been nanometre-sized particles, and the investigation of these
requires sophisticated techniques. I present here electron microscopy, which
is primarily an imaging technique, and two spectroscopy-like techniques,
muon spin relaxation and positron annihilation spectroscopy. In addition,
hardness measurements are explained as they are used to study the most
important characteristic of structural materials: mechanical strength.
3.1 Transmission electron microscopy (TEM)
From the name of the technique, one can understand its principle: Shooting
electrons through a specimen to observe small objects. Most of the speci-
mens being studied are in the solid state, but innovation in TEM design
have introduced enough ﬂexibility to also allow the study of biological ma-
terials, gases and liquids. Many diﬀerent TEM techniques exist to extract
structural, electronic, and chemical information from a material. Most mi-
croscopes are multi-purpose, although some are dedicated to narrow applic-
ations and excel in one speciﬁc technique.
Figure 3.1 shows how a typical TEM works. Electrons are emitted from
a gun and accelerated by an electric ﬁeld, most commonly to energies of
60–300 keV. The gun is either a thermal emission gun made of W or LaB6
or a ﬁeld emission gun (FEG) made of W. A FEG gives the electron beam
a superior coherency, with an energy spread below 1 eV [86]. This ensures a
higher spatial resolution in STEM images and a higher energy resolution in
EELS (sections 3.1.2 and 3.1.3). Electrons travel through high vacuum all
the way through the TEM column. Analogous to optical lenses, adjustable
electromagnetic ﬁelds manipulate the electron beam, and also makes them go
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Figure 3.1: Schematic of a typical TEM column in bright-ﬁeld imaging mode. The
dashed lines represent diﬀracted electron beams. Most microscopes have more
lenses than shown to increase the ﬂexibility in controlling the electron beam.
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in spiral paths. The condenser aperture selects the most coherent part of the
beam. In TEM mode (as shown), the beam is made approximately parallel
when it hits the specimen, to illuminate the whole area of interest. Lenses
focus the direct and diﬀracted beams to create either a diﬀraction pattern or
an image of the specimen. This can be directed onto a ﬂuorescent viewing
screen, a ﬁlm plate, a charge-coupled device (CCD) camera or EELS/STEM
detectors.
The electromagnetic lenses in a TEM suﬀer from the same horror as op-
tical lenses in a camera: aberration. While a (two-dimensional) parabolic
glass lens has a single focal point, the light which hits a spherical lens will
be refracted diﬀerently dependent on where on the lens it hits. Also, due
to the wavelength-dependent index of refraction of glass, blue light refracts
more strongly than red light. Respectively, these eﬀects are called spherical
and chromatic aberration, and both have their analogies in electron optics
[87]. Spherical aberration Cs is the most important of these when it comes
to imposing a limit to the resolution of TEMs. To ﬁght this eﬀect, ab-
erration correctors have been devised and have become widespread in the
course of the last decades [88, 89]. They come in the form of hexapole or
quadrupole–octupole magnets, and can be mounted below the specimen for
TEM image correction or above the specimen for STEM probe correction.
The technology has improved TEM resolution below the atomic diameters
of most chemical elements [89].
TEM specimens are circular discs, usually 3.05 mm in diameter. Con-
densed matter specimens can be in the form of particles dispersed on a
grid, smaller specimens (e.g. wedge-shaped, cross-sections between materi-
als) glued to a metal ring, or they can be self supporting foils of bulk mater-
ial. At the area of interest, the thickness has to be below about 100 nm for
high electron transparency. The required thickness depends on the type of
material studied, the acceleration voltage, and what information one wants
to obtain.
3.1.1 Electron–specimen interactions
Once an electron enters a specimen, it experiences one of many modes of in-
teraction. These are summarised in Fig. 3.2. Elastically scattered electrons
are the most useful for conventional TEM as they are the basis for diﬀrac-
tion contrast and phase contrast imaging in bright-ﬁeld, dark-ﬁeld, and high
resolution TEM. Inelastic scattering means that electrons lose energy while
passing through the specimen. The energy is handed over to phonons, plas-
mons, or ionisation of atoms. Having lost energy, the electrons can be used
for EELS (section 3.1.3), while X-rays emitted by the ionised atoms can be
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Figure 3.2: The possible ways an electron can interact with a TEM specimen.
Scattered electron beams are straight lines while photon beams are curved. The
angles are exaggerated: the forward scattered electron beams will for example be
very close to the direct beam. Adapted from [90].
picked up by an EDS detector (section 3.1.4). High-angle scattered electrons
are incoherent, which HAADF–STEM imaging takes advantage of (section
3.1.2). For backward scattering, which is relevant for SEM, see section 3.2.
Quantum mechanics dictate how electrons are scattered by diﬀerent ob-
jects in the specimen (most importantly core and conduction electrons, phon-
ons, and plasmons). A great eﬀort has been made to understand the scatter-
ing processes mathematically, to quantitatively compare theory and experi-
mental results [91, 92]. Speciﬁcally, STEM simulations are of great interest
as the imaging conditions are easier to control in this mode than with par-
allel illumination TEM [93]. Quantitative comparison of experimental and
simulated images is therefore feasible, and often used to help understanding
the structures one looks at.
Understanding our results qualitatively can also be a challenge: what do
the images we record actually show? One part of this problem is that TEM is
a two-dimensional projection of a three-dimensional material, as illustrated
in Fig. 3.5. It is therefore diﬃcult to judge whether a nano-sized particle
is in front of or behind another, and whether they stick together. There
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are many ways to form a TEM image, and several contrast mechanisms will
contribute in all cases. The important mechanisms are explained below [90]:
• The simplest mechanism is called mass–thickness contrast, and should
be familiar to anyone who has broken a bone and had an X-ray image
taken. Like X-rays, electrons are absorbed by and otherwise interact-
ing with the material they are going entering in a way that prevents
them from going completely through (see the upper half of Fig. 3.2).
This means that thick areas and areas with heavy elements appear dark
in images. This contrast mechanism is always present in (S)TEM, and
is predominantly exploited at low magniﬁcations for ﬁnding a thin area
to study.
• High-resolution TEM (HRTEM) imaging uses phase contrast. This can
be explained through an analogy in light optics: a coherent ray of light
diﬀracts when hitting an object, and all diﬀracted rays can be focused
together to form an image of the object. Whether an area in the image
is bright or dark depends on whether the light rays have interfered con-
structively or destructively, that is, whether they reached the viewing
screen or detector with the same or opposite phases. The same idea
applies to electrons, although they have a much shorter wavelength
than light. When observing an atomic lattice, atoms should ideally
appear bright against a dark background in a HRTEM image. Phase
contrast is however more complicated than this, thanks to contrast re-
versal. Electron beams at high diﬀraction angles, which produce the
ﬁnest details in images, can have opposite contrast from the direct
beam. At even higher angles, the contrast can reverse several times.
The spatial frequency (and hence resolution) at which this occurs is
determined by the thickness of the specimen, the acceleration voltage,
the spherical aberration, and the defocus [90].
• In imaging mode, an objective aperture can be inserted to only let one
or a few beams through. If the direct beam is selected, we get bright-
ﬁeld (BF) imaging, while selection of a diﬀracted beam gives dark-ﬁeld
(DF) imaging. These techniques give contrast between diﬀerent ma-
terials and diﬀerent phases of the same material. They can also help
with orientation to a speciﬁc zone axis, which makes dark bending
contours appear in BF mode. Similar-looking thickness fringes appear
in wedge-shaped specimens due to oscillations between constructive
and destructive interference [90]. These eﬀects are often collectively
called diﬀraction contrast. BF and DF images have a poor resolu-
tion in comparison with HRTEM images because high-angle scattered
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electrons are cut oﬀ and short spatial frequencies can not be resolved.
These modes are hence used when good diﬀraction contrast is more
important than high resolution.
• Atomic number contrast or Z contrast is a form of mass–thickness
contrast, but relates speciﬁcally to the contrast between atomic struc-
tures or columns with diﬀerent lighter/heavier elements. This is most
relevant in HAADF–STEM imaging, which is described in the next
section.
3.1.2 Scanning TEM
While conventional TEM images an area of interest by directing a parallel
beam at it, STEM1 uses a focused electron probe which is scanned over
the area to form an image on a monitor. The beam hits one point on
the specimen at the time. The size of this “point”, determined by how
well the electromagnetic lenses are able to focus the beam, is called the
probe size. For high-resolution STEM imaging, a FEG source is needed.
This gives a probe size of ≈ 0.2 nm for uncorrected and ≈ 0.1 nm for probe-
corrected microscopes. Keeping the probe static produces a convergent beam
electron diﬀraction (CBED) pattern. Apart from CBED imaging being its
own technique for investigating crystal structure and electron orbitals (see
e.g. [94]), it is used in STEM mode to tilt to a zone axis and to estimate the
specimen thickness.
High-angle annular dark ﬁeld STEM (HAADF–STEM) uses a donut-
shaped detector. The high-angle scattered electrons are incoherent (give
little or no phase contrast) and can therefore be used to form easily in-
terpretable images. Two processes give rise to the high-angle scattering:
thermal diﬀuse scattering by phonons and Rutherford scattering by atomic
nuclei [95, 96]. The fraction of electrons which are high-angle scattered de-
pends strongly on the atomic number of the elements contained in the spe-
cimen. There is an approximate power-law relation between the intensity I
and the atomic number Z:
I ∝ Zα. (3.1)
Pure Rutherford scattering predicts α = 2, but the addition of thermal
diﬀuse scattering and the imaging conditions in HAADF–STEM yields α =
1.3–1.8, depending on the specimen thickness and the thermal vibrations of
each element, amongst other things [95, 96].
1STEM (and SEM) should not be confused with scanning tunnelling microscopy
(STM), which uses the tunnelling current between a sharp tip and a sample to study
surface morphology.
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3.1.3 Electron energy loss spectroscopy (EELS)
Inelastically scattered electrons can be a nuisance in imaging and diﬀraction
work, in particular when doing CBED experiments [97]. Energy ﬁltered
TEM (EFTEM) can be used to include only electrons with no energy-loss in
images/diﬀraction patterns. However, eﬀects which make the physics more
complicated can often be used to our advantage, for extracting additional
information from the system by experiments. Instead of being used for ima-
ging, electrons that have interacted with a TEM specimen can be directed to
an energy loss spectrometer to measure exactly how inelastically scattered
they are, that is, how much energy they have lost by going through the
specimen.
An EEL spectrometer works by deﬂecting the electron beam 90◦ onto
a detector using a magnetic ﬁeld. The magnetic part of the Lorentz force
grows stronger with electron energy, so low-energy electrons are deﬂected
less than electrons with no energy loss. This eﬀect transforms energy loss to
spatial positions on the detector in a linear fashion. An energy-loss spectrum
can contain an amazing amount of information about the material under
study. The coherency of the beam emitted from the electron source in the
TEM largely determines the energy resolution of an obtained EEL spectrum,
although e.g. aberrations in the spectrometer can degrade the resolution [86].
A rough explanation of the diﬀerent parts of an energy loss spectrum
follows [86]:
• The zero-loss peak has a width determined by the energy resolution,
which is typically 0.3–3 eV. It includes the direct beam and elastically
scattered beams, as well as electrons that have lost a very low amount
of energy, typically from collisions with phonons.
• Semiconductor band gap transitions give weak features in the very
low-loss regime. The band gap of Si, the most famous semiconductor,
is 1.1 eV, so a very good energy resolution is required to distinguish it
from the decaying zero-loss peak [98].
• Plasmon excitation peaks appear in the low-loss region. A plasmon is
a type of quasiparticle and is an oscillation of local electric charge in a
material. Aluminium has its lowest-energy plasmon peak at 15 eV [99].
Higher-energy peaks appear when electrons excite multiple plasmons.
• Core-loss peaks (called edges) appear for each chemical element, from
13.6 eV for hydrogen, and upwards [100]. As a core electron in an atom
is ionised by a beam electron, an energy loss equal to the ionisation
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energy of the respective atom will be measured. The local chemical
environment around an atom varies the onset energy and appearance
of an edge, and creates what is known as ﬁne structure [86]. This
eﬀect can be used for determining the type of chemical bonds and the
electronic density of states above the Fermi level using electron loss
near-edge structure (ELNES) and extended electron loss ﬁne structure
(EXELFS) [90].
• Multiple scattering convolutes the spectrum with itself along the en-
ergy loss axis. The decay of the zero-loss peak, plasmon peaks and
core loss edges disturb signals from higher energy loss, and is simply
referred to as a signal background. Due to the complexity of the dif-
ferent scattering processes, the background is not easily modelled, but
is commonly subtracted from core-loss signals by assuming an expo-
nential or power law decay [86].
Figure 3.3 shows the typical location of EELS core-loss edges of elements
that have been conﬁrmed to accumulate inside precipitates in 6xxx alloys.
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Figure 3.3: Locations of EELS edges relevant to Al–Mg–Si alloys along the energy
loss axis (energies from [100]).
EELS is used in papers 3 and 4 to estimate the thickness of TEM speci-
mens, which is required for precipitate number density measurements. This
analysis relies on a simple model that assumes that an electron has a con-
stant probability of being inelastically scattered (while exciting plasmons)
per distance it travels through the specimen. The model yields the following
formula for the thickness t [90]:
I0 = Itotale
−t/λ. (3.2)
Here, Itotal and I0 are the total and zero-loss intensities, respectively, and λ is
the inelastic mean free path, equal to the inverse of the scattering probability
per distance. One can calculate λ theoretically [101], and in Al alloys, λ ≈
111 nm for 150 keV electrons.
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When used in tandem with STEM, the method can be used to measure
spectrum images, with one EEL spectrum per pixel. Data analysis enables
the creation of elemental maps, where an image is coloured by the amount of
signal from each element present in the specimen. Atomic-resolution EELS
mapping is the subject of paper 5, and is described in greater detail in section
3.1.5.
3.1.4 Energy-dispersive (X-ray) spectroscopy (EDS)
EDS/EDX/XEDS is a spectroscopy technique which measures the energy
of X-ray photons emitted from a TEM specimen. In atoms ionised by the
electron beam, an electron will quickly do a quantum leap from an outer
shell to ﬁll the hole left in one of its inner shells. This process creates an
X-ray photon with energy equal to the diﬀerence in binding energy of the
two electron orbitals. The photon is caught by a side-mounted detector
in the backwards direction (towards the electron source). The direction of
greatest X-ray intensity from a material has the emission angle (from the
surface normal) equal to the incident angle of the electron beam [90], as for
reﬂection of light rays. Specimens should therefore be tilted towards the
detector to maximize the X-ray count rate.
EDS uses another result of the ionisation process which enables core-
loss EELS analysis. The two techniques are also complimentary in other
senses: EELS is perfect for detecting light elements (C,N,O,F) while EDS
is more eﬃcient for heavy elements, EELS gets a higher-quality signal from
very thin specimens while thick specimens increase the EDS count rate, and
ED spectra are straightforward to analyse while EEL spectra contain more
information. As electron transmission is not required for the detection of
X-ray photons, EDS detectors are also used for chemical analysis in SEMs.
An EDS detector can be used in tandem with e.g. a HAADF–STEM
detector to image a specimen both by Z-contrast and by the amount of each
chemical element present. Elemental maps are created from ED spectra ob-
tained for each pixel (electron beam location) in an image. The amount of
an element is quantiﬁed roughly by measuring the area of the peaks associ-
ated with that element. This method is used both with TEM and SEM in
paper 4 to map the distribution of elements in a Ca-added Al–Mg–Si alloy.
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3.1.5 Application to aluminium alloys
Specimen preparation
Seen at a scales above ∼ 10 μm, precipitates grow uniformly in bulk Al alloy
samples. Therefore, to study both single precipitates and the statistics of an
ensemble of precipitates, a TEM specimen can be made from anywhere inside
the bulk of some material. Mechanical polishing is used to produce a 50–
150 μm thick foil of the material, out of which specimen discs are cut. The
centre of the disc can be thinned by electrolyte polishing (electropolishing)
or dimpling/ion milling until a tiny hole is created. The edges around this
hole are thin enough for electron transparency and are used to acquire TEM
images. Electropolished and ion milled specimens with visible holes are
shown in Fig. 3.4. The important characteristics of a specimen is cleanliness,
Figure 3.4: Electropolished (left) and dimpled/ion milled (right) TEM specimens
of Al–Mg–Si alloys.
the presence of a thin, non-bent area and that this area has the correct
crystallographic orientation. Peak-aged Al–Mg–Si alloys have needle-shaped
precipitates along 〈001〉Al, making this the relevant viewing direction in a
TEM. A small grain size in the material is preferable since this increases the
likelihood of observing grains where the specimen surface normal is close
to being parallel to a 〈001〉Al direction. Grain texture may increase this
likelihood, e.g. for extruded bars, where low-index zones are often oriented
along the extrusion direction [102].
Electropolishing is a quick method to make many specimens, typically
with one big hole surrounded by ﬂat surfaces. In papers 3 and 4, electropol-
ishing was conducted on a Struers TenuPol-5. A mixture of 2/3 methanol
and 1/3 nitric acid has been found to work well for preparing specimens
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of 6xxx and 7xxx alloys. For optimum eﬃciency, this electrolyte is cooled
down to a temperature around −25 ◦C, using liquid nitrogen or a built-in
cooling system. The optimal voltage varies with the material, but is close to
20 V for Al alloys. This gives a current through the specimen of 50–300 mA,
depending on the thickness of the disc and the composition of the alloy.
If done carefully, ion milling will create several small holes with thinner,
cleaner areas around them. Although taking much more time per specimen
than electropolishing, this is the preferred method for high-end microscopy
of single precipitates. A ﬂat disc of 60–90 μm is normally used for dimpling.
Using diamond paste with 1–3 μm granules, dimpling to a middle thickness
of 20–25 μm leaves a nice pit to shoot Ar ions into. Ion milling typically
takes 4 hours if done carefully. A Gatan cold PIPS (precision ion polishing
system) was used for the work in paper 5. A good starting voltage is 4.0 kV,
and when a small hole has appeared, 3.0 kV is suﬃcient to expand it. A
lower voltage of 1.5–2.0 kV should be used during the last 20 minutes to
reduce the thickness of amorphous Al on the specimen surface.
Quantiﬁcation of microstructure
The morphology and spatial distribution of hardening precipitates are of
great interest. For the quantiﬁcation of these, as well as the determination
of precipitate types, a thermal emission microscope is suﬃcient, and in many
cases better than a FEG microscope, due to its ease of use and good diﬀrac-
tion contrast. Knock-on damage happens at energies above ≈ 170 keV in
pure Al, so the operating voltage of the TEM should be at least below this
to avoid damaging the specimen. Radiation-enhanced diﬀusion and precip-
itation may also occur in Al alloys [103]. In papers 3 and 4, BF images with
the electron beam along the 〈001〉Al direction are used to count and measure
precipitates. A slight tilt away from the zone axis will make the precipitates
appear darker than the Al matrix due to diﬀraction contrast. Three average
quantities are of interest: the cross-sectional area, length and concentration
(number density) of precipitates. The product of these three values gives
the total precipitate volume fraction. The volume fraction is not equal to
the fraction of solutes in precipitates, as precipitates may contain Al and
may contain more/fewer atoms per volume than the matrix.
The two-dimensional projection of a TEM is elusive. Figure 3.5 shows
how the projection of a three-dimensional material in the TEM leaves some
information out. Finding out whether precipitate needles are connected to
each other or simply lie below or above each other is infeasible. Eﬀects
of the sample surfaces are not apparent in images, but must be accounted
for. Speciﬁcally, electropolishing or ion milling a specimen cuts precipitates
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Figure 3.5: Schematic of a typical precipitate microstructure in a TEM specimen
and how a TEM image of this would look. The specimen surface normal is oriented
along [001] for simplicity.
that intersect with the surfaces [104]. Which precipitates are cut cannot
be seen in a TEM, but the average length and concentration of precipitates
can be corrected to account for the cutting. For this, one requires the angle
between the viewing direction and the surface normal and the thickness of
the specimen. There are several ways of measuring thickness. One of the
most reliable methods uses EELS, as described in section 3.1.3.
In order to measure the precipitate characteristics consistently, we de-
veloped a Matlab script for statistical analysis of precipitates in TEM
images. The process is not fully automated as precipitates must be marked
by hand for the following reasons:
1. Contrast may be diﬀerent in diﬀerent parts of the image because of
variable sample orientation (bending).
2. Strain ﬁelds must be excluded from the precipitate cross-section.
3. One must separate between precipitates of in-plane and through-plane
orientations.
4. It might be desirable to distinguish between diﬀerent precipitate types.
For these reasons, a completely automated procedure for precipitate charac-
terisation is infeasible and would produce misleading results. Nevertheless,
the current script reduces the time needed and increases the ﬂexibility of mi-
crostructure quantiﬁcation when compared to a completely manual method.
For the papers in this thesis, about 10 high-magniﬁcation images were
used in quantifying precipitate cross-sections, and about 10 low-magniﬁcation
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images were used to count the number density and measure precipitate
needle lengths. Although e.g. the distribution of lengths is quite broad,
we include a suﬃcient number of precipitates in the analysis for the average
numbers to be representative. The largest uncertainty (≈ 10%) comes from
the EELS thickness measurement, which primarily aﬀects the uncertainties
in the number density and volume fraction of precipitates.
STEM and STEM–EELS
STEM can be used to map heavy elements inside precipitates, and can even
distinguish Si columns from Al and Mg columns because of their slightly
higher Z contrast [105]. STEM is particularly useful when used on a probe
Cs corrected microscope, making it possible to exactly locate columns of Cu,
Ge, Ag, and other heavy elements. This depends on that a precipitate has
the same atomic structure throughout its main growth direction, which is
usually the case. The precipitate needle or plate must also extend through
the specimen from top to bottom (not the case for any of the needles shown
in Fig. 3.5), to avoid overlap with the Al matrix in a two-dimensional projec-
tion. The advantages of Z contrast imaging and probe correction are shown
quite convincingly in Fig. 3.6. However, Nature is not keen on making pre-
Figure 3.6: Comparison of TEM imaging modes applied to some very similar Q′
precipitates in an Al–Mg–Si–Cu alloy. Images are taken by Calin D. Marioara.
(a) High-resolution TEM on a Jeol JEM-2010F, showing all atomic columns. (b)
HAADF–STEM on the same microscope, with lower resolution, but added Z con-
trast. (c) Probe-corrected HAADF–STEM on a Jeol ARM, showing all atomic
columns with Z contrast.
cipitate structure determination easy. When using STEM quantitatively,
one often ﬁnds that columns with heavy elements are mixed with Al, Mg
or Si [106]. If many elements are included in the composition of an alloy, it
then becomes diﬃcult to know exactly what kinds of elements are present
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in each column, and whether the precipitate structure is rigid or has some
compositional disorder.
STEM–EELS mapping can partially solve the problems mentioned, as
it can determine what elements an atomic column contains. Paper 5 de-
scribes an initial study in using aberration-corrected STEM–EELS on alu-
minium alloy precipitates, conducted at the SuperSTEM facility [107] near
the charming country village Daresbury in UK. We were able to record good
data despite some diﬃculties: beam damage occurred in some precipitates,
even with a 100 kV electron beam. A still bigger problem was carbon con-
tamination, which is a well-known issue in STEM mode. Despite plasma
cleaning, rinsing in ethanol and baking in vacuum, carbon collected easily
at the electron-irradiated specimen surface. This was seen to be a bigger
problem for 6xxx alloys than for 7xxx alloys, a fact conﬁrmed by other
research groups [108]. The best way to deal with the problem was giving
the specimen electron beam showers for 30 minutes and acquiring spectra
for 30 minutes, in a cycle. Baking in vacuum at ≈ 135 ◦C for 12 hours is
a reasonable pre-microscopy treatment. This heating was conﬁrmed not to
change the microstructure in the specimens, although it is possible that pre-
cipitate compositions were slightly altered by the increased solute diﬀusivity
this treatment causes.
Figure 3.7: Elemental STEM–EELS maps from the “zebra” precipitate presented in
paper 5. Background ﬁtting and signal integration windows were modiﬁed to obtain
the best possible images, with and without preceding noise reduction by PCA. The
analysis makes a big diﬀerence in terms of resolvable features in spectrum images
where the signal-to-noise ratio is low.
After STEM–EELS acquisition, spectrum images must be analysed to
create elemental maps. In order to increase the signal-to-noise ratio of the
spectra in an almost magical fashion, a form of multivariate statistical ana-
lysis (MSA) can be used [109]. For the elemental maps in paper 5, we used
the principal component analysis (PCA) functionality of the freeware Hy-
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perspy program [110]. PCA diagonalises2 a spectrum image and tries to
separate the statistically signiﬁcant features from the noise.
After this data treatment, background subtraction is needed to isolate
the relevant core loss edge. A power-law ﬁt to the signal at lower energies
than the edge of interest is one of the most common approaches and was
found to work well in our case. Once the background is subtracted, one
can integrate the edge area and create a map of how much signal the edge
contains for each spectrum in the image. The energy ranges for background
ﬁtting and edge integration can be selected manually by observing what
gives the highest contrast and least noise in the elemental map. Figure 3.7
shows elemental maps from a plate-shaped precipitate, and illustrates how
PCA improves spectrum images, in particular for edges with a low signal,
such as the Ag-M4,5 edge in this case.
3.2 Scanning electron microscopy (SEM)
The principle of SEM is the same as that of STEM all the way from the
electron source to the specimen [111]. The diﬀerence lies in the type of
detectors used, and in that the specimen can be of any shape, not necessarily
electron-transparent. The two most common types of detectors are designed
to pick up secondary and backscattered electrons (see Fig. 3.2).
Secondary electrons (SE) are conduction or valence band electrons that
are knocked out of their orbitals by beam electrons [90]. They typically have
a very low energy, and only SEs knocked out close to the surface are able
to escape from the material. The SE detector makes use of an electric ﬁeld
to force these electrons to the side of the SEM column and into a scintil-
lator. Obtaining topographical information is the most common use of a
SE detector. Backscattered electrons (BSE) are simply reﬂected (elastic-
ally scattered) backwards by electrons within a specimen, and are detected
with a donut-shaped detector, analogous to a HAADF detector. Like in
HAADF–STEM, the signal increases with the average atomic number Z,
lighting up an area with heavier elements, such as Fe- and Mn-containing
phases in Al. BSE can also be used to form an electron backscatter diﬀrac-
tion (EBSD) image used for determining the crystallographic structure of
the specimen [102]. SE and BSE detectors are included in some TEMs for
surface characterisation of specimens.
For Al alloys, SEM is most commonly used to map grain orientations with
EBSD or to study large equilibrium phases. Figure 3.8 shows that SEM can
2As in the linear algebra term. The spectrum image is a three-dimensional matrix (x,
y, energy loss), which can be diagonalised.
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provide nice low-magniﬁcation overview images of 6xxx alloy microstructure
in certain cases. SEM is used in paper 4 to study the distribution of Ca-
Figure 3.8: Secondary electron SEM image of an over-aged microstructure in a
6013 alloy [28]. Bulk precipitates, grain boundary precipitates (both most likely Q
phases) and precipitate-free zones are visible.
containing particles which were too large and coarsely dispersed for TEM
analysis. As in TEM specimen preparation, electropolishing is the main
technique for making SEM specimens out of bulk metals. Other preparation
techniques are available, such as tripod polishing and ion milling. Non-
conducting specimens, e.g. rocks and insects, must be coated with gold or
another inert metal to avoid charge build-up at their surface [112].
3.3 Muon spin relaxation (μSR)
This technique applies knowledge about elementary particle physics to the
extraction of information about nanometre-scale magnetic ﬁelds inside ma-
terials. Being probes of small magnetic ﬁelds, muons ﬁnd the most applic-
ations within magnetic materials [113] and superconductors [114], but they
have also been used to study semiconductors, biological molecules, and so
forth, as muon diﬀusivity [115, 116] and electronic inﬂuence on the material
[117–119] can be measured. The R in the acronym μSR can stand for ro-
tation, relaxation, resonance, or research, while the ﬁrst two letters always
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stand for muon spin. In this thesis, the R always means relaxation. The fol-
lowing statement is from a 1957 paper by μSR pioneers Garwin, Lederman
and Weinrich [120], and served as an accurate prediction:
It seems possible that polarized positive and negative muons will
become a powerful tool for exploring magnetic ﬁelds in nuclei,
atoms and interatomic regions.
The motivation for starting a study on Al alloys using μSR was mainly
the success of the related technique PAS in probing the kinetics of vacancies
and clusters in Al–Mg–Si alloys (see section 3.4). We have found strengths
and weaknesses of both methods, and that μSR has much to oﬀer for the
investigation of microstructural states in Al alloys, as elaborated on in sec-
tion 3.3.5. The theory in the following sections is highly condensed and not
recommended for bedtime reading. For a more complete description, see e.g.
[121].
3.3.1 The muon
The muon is an elementary particle in the lepton family, one generation up
from electrons. It has unit charge and spin 1/2, 207 times the mass of an
electron and a much smaller magnetic moment. They are produced in high-
energy particle collisions, such as those occurring when cosmic radiation
hits our atmosphere. Being unstable particles, they only reach the surface
of Earth because of relativistic length contraction.
For scientiﬁc applications, muons are produced by proton–proton colli-
sions. Protons are accelerated in a cyclotron/synchrotron and directed at a
target consisting of an inert non-metallic solid. Pions, a type of mesons, are
produced by a nuclear reaction. A pion decays into a muon and a neutrino
after 26 ns:
π+ → μ+ + νμ. (3.3)
Positive particles are displayed as muon techniques most often use positive
muons. Because of CP violation3, neutrinos are always left-handed4. Spin
conservation necessitates the muons to also be left-handed, that is, to have
their spin antiparallel to their direction of motion. From the pion decays,
3C and P refers to charge conjugation and parity symmetries. According to C, if you
transform all matter into antimatter, the Universe would look the same. P says the same
about inverting (mirroring) the Universe about a point. These are both untrue. The
combined operation CP also does not leave the Universe unchanged, which is why μSR
works. Read more in e.g. [122]
4Velocity vector given by your left thumb, spin direction given by curling your ﬁngers
around it.
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we therefore get a spin-polarised beam of muons. This beam is directed into
the material with electromagnets.
Positive muons decay to positrons after a material-independent lifetime
with average value of 2.197 μs [123]:
μ+ → e+ + νe + ν¯μ. (3.4)
The decay is asymmetric, meaning that the velocity of the positron is not
distributed uniformly over all directions. The probability of emission in a
certain direction depends on the angle θ between this direction and the muon
spin vector:
p(θ) = 1 +A cos θ. (3.5)
The constant A is the asymmetry of the decay, which is dependent on the
energy of the positron. Its theoretical value, averaging over all possible en-
ergies, is 1/3. The energy of the positron is continuously distributed from 0
to half of the muon rest energy, mμ ≈ 53 MeV, because of energy and mo-
mentum conservation in the three-body decay. The property of asymmetric
decay, also caused by CP violation, is what makes muon methods useful.
3.3.2 Theory of μSR
The raw data of μSR is the positron counts in the annular forward and
backward detectors, Nf and Nb, at a certain time t after muon implantation.
From this we may ﬁnd the spin asymmetry Gz(t), often normalised and
expressed in terms of the relaxation function, gz(t):
Gz(t) = Agz(t) =
Nf(t)− αNb(t)
Nf(t) + αNb(t)
(3.6)
The z is denoting that the longitudinal (parallel to the initial spin) polar-
isation is measured. The parameter α corrects for the sample not being
positioned exactly in the middle of the two detectors.
Instead of going through the material or somehow reacting with other
elementary particles, the positive muon stops in the bulk of the sample. It
undergoes inelastic scattering processes and loses almost all its energy in
a time that is much shorter than its lifetime. Thermalisation then occurs:
The energy of the muon is determined by the sample temperature, and it
diﬀuses interstitially in the crystal structure like a small atom would.
The spin of a muon precesses in the presence of magnetic ﬁelds. Elec-
trons cause the strongest magnetic ﬁelds in a metal, but vary at a too high
frequency to aﬀect muon spins [124]. On the other hand, the ﬁelds set up by
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atomic nuclei are measurable by μSR. The ﬁeld aﬀecting a given muon equals
the sum of the ﬁelds generated by all nearby nuclei. A three-dimensional
Gaussian distribution is often used as a good model of local magnetic ﬁelds
in non-magnetic solids. A Gaussian is appropriate because the ﬁeld is the
sum of many small numbers, such that the central limit theorem (see e.g.
[125]) applies. Assuming uncorrelated Gaussian ﬁelds and a static muon, we
obtain as our relaxation function the Kubo–Toyabe (KT) function [126]:
gKTz (t) =
1
3
+
2
3
(1−Δ2t2)e− 12Δ2t2 . (3.7)
This equation is the standard starting point for ﬁtting and data analysis of
most longitudinal μSR data. An important parameter has been introduced:
the dipolar width Δ, which is proportional to the strength of local magnetic
ﬁelds. The static KT function is found not to ﬁt all data for Al–Mg–Si
alloys. A better ﬁt is the dynamic KT function. It is found by solving an
integral equation [127], taking into account that muons are not static, but
jump between diﬀerent sites. This introduces a change in the local magnetic
ﬁeld. The strong-collision model [124] assumes that this change is immediate
and happens with a ﬂuctuation rate ν. One then obtains
gDKTz (t) = e
−νtgKTz (t) + ν
∫ t
0
gDKTz (t− t′)gKTz (t′)e−νt
′
dt′. (3.8)
This integral equation can be solved by iterative methods. To summarise the
KT approach, the muon may move through a material by thermally activ-
ated diﬀusion, and by ﬁnding how correlated the magnetic ﬁelds are in time,
we can ﬁnd out how fast the muon is moving (measured with ν), and thereby
what kind of environment we have inside the material. Unfortunately, the
dynamic KT function is also insuﬃcient to consistently describe the kinet-
ics in both dense and dilute Al alloys. This made us resort to numerical
simulations, which are described in section 3.3.4.
3.3.3 μSR at the RIKEN-RAL muon facility
The experiments described in papers 1 and 2 were conducted at the RIKEN-
RAL muon facility [128] in Oxfordshire, UK. It is an international collab-
oration between the RIKEN institute in Japan and Rutherford Appleton
laboratory (RAL), which hosts the proton synchrotron ISIS [129]. ISIS has a
circumference of 163 metres, and accelerates protons to energies of 800 MeV.
The protons are divided into bunches, with 40 bunches being sent out of the
synchrotron per second. The proton beamline is used for producing both
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neutrons and muons, which are used for research on a wide variety of ma-
terials. A proton current of about 150 μA goes through the carbon-based
muon production target, losing only 7% of the protons through collisions,
and moves on to the tungsten-based neutron production target. This allows
for several experiments to be carried out at the same time using only one
proton beam.
Figure 3.9: An overhead map of the RIKEN-RAL muon facility. The muon beam
can be directed to four ports for diﬀerent applications. The ARGUS spectrometer,
seen in Fig. 3.10, is located at Port 2.
Figure 3.9 shows a map of the RIKEN-RAL facility [128]. Our data on
aluminium alloys was obtained using the Advanced Riken General-purpose
mUsr Spectrometer, ARGUS, depicted with the author in Fig. 3.10. Since
the protons from the synchrotron are sent out in discrete bunches, the res-
ulting muon beam is pulsed. Each pulse contains 1–2 · 104 muons, of which
about 440 give events recorded by ARGUS. This gives roughly 60 million
events per hour. One hour is the typical running time for an experiment
at one ﬁxed sample temperature. Our normally conducted experiment type
involved cooling a sample down to 20 K with a helium cryostat and then
heating it stepwise to 300 K. The relaxation function was measured at
10–20 temperature points to probe the muon kinetics in a wide range of
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Figure 3.10: Photo of ARGUS and the author, October 2012.
temperatures.
Correction coils in the spectrometer nullify the magnetic ﬁeld of the
Earth and that of the nearest quadrupole magnet in the muon beamline.
The resulting residual ﬁeld is ∼ 5 μT, which is negligible in comparison to
typical local ﬁelds in Al, ∼ 1000 μT.
The forward and backward positron detectors consist of 192 individual
plastic scintillators. They are shaped as longitudinal sections of a hollow
sphere, and have a summed solid angle coverage of 25% (a quarter-sphere).
They are conﬁgured to most preferably detect high-energy positrons, as these
show the highest degree of decay asymmetry A [see Eq. (3.5)]. ARGUS
measures an average asymmetry of A ≈ 0.25. The parameter α in Eq. (3.6)
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is calibrated by muon spin rotation. This involves applying an external
magnetic ﬁeld perpendicular to the incident muon direction. Muon spins
precess around this ﬁeld with a frequency proportional to the ﬁeld strength.
The spin asymmetry in Eq. (3.6) now appears as a cosine function with
respect to time. If there is any spin relaxation, the amplitude of this function
also diminishes with time. The calibration procedure is setting α to the value
which makes the cosine function oscillate about zero, and using this α value
for all μSR spectra measured with the same sample. For an unknown reason,
the procedure gave a faulty α value for our two very ﬁrst μSR measurements.
This lead to publication of erroneous results for the conditions 1.6-15d and
1.6-100C in paper 1, which were compensated for in paper 2 by assuming
the initial asymmetry [Gz(0) in Eq. (3.6)] to be approximately the same for
all samples.
3.3.4 Simulations
The dynamics of muons can be modelled to calculate theoretical relaxation
functions. We assume a two-state model, where the muon occupies either
a free diﬀusion state or a trapped state. Transitions between these states,
as well as diﬀusion in the Al matrix, are controlled by thermodynamics.
For simplicity, we assume that a single type of trapping site dominates at
a given temperature. The average diﬀusion rate as used in the KT model
can then be decoupled into three values: the pure material jumping rate ν,
the trapping rate νt and the detrapping rate νd. These rates are assumed
constant throughout an experiment. However, the fraction of muons which
are trapped are not necessarily constant as it may take some time to achieve
equilibrium. We introduce another parameter, the initial fraction of trapped
muons, p0. The solution to the two-state model with constant transition
rates can easily be obtained analytically. The fraction of trapped muons at
some time after implantation t is
p(t) =
νt
νt + νd
−
(
νt
νt + νd
− p0
)
e−(νt+νd)t. (3.9)
The spin relaxation of the ensemble of muons is more tricky to calculate,
which forces us to leave the analytical approach behind.
Spin precession is calculated using matrix operations, as the spin can be
represented by a three-dimensional vector s. The operation becomes
snew = R
TPRsold, (3.10)
where P is the spin precession matrix and R makes the rotation axis parallel
to the magnetic ﬁeld. This operation must be performed at each muon
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trapping site. As mentioned in [116], muon diﬀusion in the matrix is so fast
that spin relaxation is negligible there, so this formula is not applied to free
(non-trapped) muons. The spin precession matrix has the following form:
P =
⎛
⎝ cosωt sinωt 0− sinωt cosωt 0
0 0 1
⎞
⎠ , (3.11)
where ω = γμ‖B‖ is the precession frequency. As in the KT approach,
the magnetic ﬁeld is generated by a Gaussian distribution with standard
deviation Δ/γμ, where γμ = 8.5168× 108 T−1s−1 is the gyromagnetic ratio
of the muon.
While the muon is diﬀusing around inside the material, there is a con-
stant probability per time λ that it will decay to a positron which leaves the
material. Consequently, the lifetime of each muon τ follows an exponential
distribution:
P (τ) = λe−λτ . (3.12)
When the time τ is reached, the direction of positron emission is determined
by Eq. (3.5). Time is split into time bins, and for the bin τ belongs to,
we increment the positron count in the forward or backward hemispheres
[Nf(τ) or Nb(τ)] depending on the angle θ. The relaxation function is then
calculated using Eq. (3.6), with α = 0.
The changes in the relaxation function due to movement and trapping
of muons are very subtle. A complicated variation with the four trapping
parameters Δ, νt, νd and p0 is observed. Information about the dynam-
ics is thus hard to extract, and the estimated quantities will have a low
accuracy. However, we currently see this as the best method for analysis.
We constructed a database of simulated relaxation functions with varying
simulation parameters, and calculated least square ﬁts between simulated
and experimental functions to ﬁnd the parameters that best describe the
experimental data.
3.3.5 Application to Al alloys
Some μSR research on aluminium alloys were conducted in the late 1970s and
early 1980s. They considered mostly ultra-pure Al with very small amount
of some common alloying element, such as Mg, Si, Cu, Mn and Ag [8, 9].
Powerful cryostats were used to cool samples to the millikelvin range, and
eﬀects of the added elements were apparent in a wide temperature range. It
is thus possible to detect very small quantities of trace elements by observing
changes in relaxation functions, although the exact nature of the interactions
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between muons and the defects remains unknown, despite the application
of sophisticated quantum mechanical models. It was also found that muons
are trapped by vacancies [9] and dislocations [130]. To our knowledge, heat-
treatable alloys with varying heat treatments were not studied with μSR
before our experiments at the RIKEN-RAL facility.
Some technical details about muon behaviour in Al follows. In a para-
magnetic material such as Al5, muons give information about local magnetic
ﬁelds and how fast these are changing. The strength of magnetic ﬁelds cre-
ated by atomic nuclei depends on the nuclear isotope. As seen in Table 3.1,
Al nuclei set up much stronger ﬁelds than Mg and Si nuclei. If no nuclear
spins are correlated, this means that there are stronger magnetic ﬁelds in the
Al matrix than in solute-rich areas such as clusters and precipitates. The
Table 3.1: Nuclear magnetic dipole moments of relevant isotopes [15]. The nuclear
magneton is μN = eh¯/2mp = 5.05078 · 10−27 Am2, where mp is the proton mass.
Isotope Abundance Spin parity Magnetic dipole moment
27Al 100% 5/2+ 3.6415069μN
24Mg 78.99% 0+ 0
25Mg 10.00% 5/2+ −0.85545μN
26Mg 11.01% 0+ 0
28Si 92.23% 0+ 0
29Si 4.683% 1/2+ −0.55529μN
30Si 3.087% 0+ 0
preferred muon site in Al is an interstitial position, in particular a tetrahedral
site at temperatures above ≈ 15 K [131]. Attempts were made to estimate
the dipolar width Δ in fcc Al from ﬁrst principles, and determine the ef-
fect on Δ by replacing a few Al atoms by Mg or Si. The value for pure Al
was calculated to Δ = 0.495 μs−1, which decreases with an increasing solute
fraction. The value typically found in our Al alloys was Δ = 0.3 μs−1, while
pure Al gave Δ = 0.1 μs−1, inconsistent with the trend found by the calcu-
lations. Conclusively, the simple approach of considering only uncorrelated
nuclear dipole ﬁelds is not suﬃcient to describe the physics in our samples.
We thus abandoned this approach and resorted to empirical determinations
of the dipolar width, treating it as an adjustable parameter.
The simulation method described in section 3.3.4 was used to analyse
trends in defect concentrations in papers 1 and 2. The papers contain plots
5Embarrassingly, it is mentioned as a diamagnetic material in paper 1, but the im-
portant thing is that Al is not (anti)ferromagnetic.
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of the temperature variation of the four simulation parameters. We reasoned
that the most important of these are the trapping rate νt, which should have
a peak when muons are trapped by a speciﬁc defect. Our full interpretation
of the observed peaks is discussed in section 4.4.
3.4 Positron annihilation spectroscopy (PAS)
3.4.1 The positron
The positron (e+) is the antiparticle of the electron. It has the same mass,
charge (although opposite) and spin. Apart from being a decay product of
muons, it is most easily produced by inverse beta decay in a radioactive
source. In the sodium chloride source used in our experiments, the nuclear
decay looks like this:
22Na → e+ + γ + νe + 22Ne. (3.13)
Unlike the positive muon, the positron has a lifetime which is highly de-
pendent on its environment. This is because it is stable in vacuum, but
annihilates with electrons once it has the chance. The most common anni-
hilation process creates two gamma photons:
e+ + e− → γ + γ. (3.14)
3.4.2 Technique
Positron annihilation spectroscopy (PAS) comes in several forms. Inform-
ation about a material can be gained from the properties of the photons
produced by the positron–electron annihilation, such as their velocity dif-
ference, emission angles or lifetimes [132]. The technique we brieﬂy used
has the acronym PALS, where L stands for lifetime. A description of a
measurement procedure follows and is depicted in Fig. 3.11.
• Positrons are generated by the radioactive decay shown in Eq. (3.13).
The radioactive source is sandwiched between two samples of mater-
ial, to cover all possible positron emission angles. The high-energy
(1.27 MeV) photon produced in the decay is used as a “start signal”.
• The positrons enter the samples and are thermalised by Bremsstrahlung
and inelastic scattering. Diﬀusion and trapping start.
• Positrons annihilate with electrons at a rate proportional to the elec-
tron density at their site. Most often, two photons are produced, as in
Eq. (3.14). These will have energies of 511 keV each.
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• One of the annihilation photons is detected, giving the “stop signal”.
The positron lifetime is then the time between the two signals. This
“stop” photon is rarely detected at the “start signal” detector because
its energy is not suﬃcient for passing through a lead block put in front
of it.
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Figure 3.11: Positron annihilation lifetime spectrometer (PALS) setup.
You might wonder why positrons do not simply leave the material, like
the positrons produced by muon decay in μSR, but the positrons produced
by inverse beta decay are typically of much lower energies and thermalise
instead. Kapton or aluminium foils surrounding the samples block low-
energy photons related to positron–sample interactions. In the setup we used
at Helmholtz-Zentrum Berlin [133], the detectors were scintillators coupled
to sodium iodide light collectors and photomultiplier tubes. A scintillation
detector generally gives a good time resolution and is therefore used for
PALS, where lifetimes are measured.
3.4.3 What happens in the material
Positrons are trapped by nano-sized crystallographic defects, like e.g. vacan-
cies. A trapping model similar to improved KT models for muon kinetics
can be used, although we do not have to worry about spin precession in this
case. The fraction of trapped positrons can thus be calculated analytically,
e.g. with Eq. (3.9).
Annihilation, like radioactive decays, has a constant probability of hap-
pening at each point in time, making it a Poisson process. The annihilation
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rate for an ensemble of positrons at a certain trapping site follows an ex-
ponential distribution with mean values λ = 1/τ , where τ is the mean life-
time. The total measured spectrum will include contributions for all possible
positron sites s with fractional occupancy Is and annihilation rate λs:
S(t) =
∑
s
Ise
−λst. (3.15)
In in situ experiments, ﬁtting the spectrum to a sum of several unknown
components is infeasible due to low statistics. However, corrections for an-
nihilation in the radioactive source and in bulk Al is possible if the relevant
annihilation rates are known.
There has been many studies of clustering and precipitation in Al alloys
with PAS [49, 134]. Several distinct clustering stages during NA and AA of
Al–Mg–Si alloys have been identiﬁed [48], and results have also been used
to estimate solute–vacancy bond energies [135].
3.5 Hardness and conductivity measurements
Mechanical strength is the most important desirable property of aluminium
alloys, hence it must be quantiﬁed. Tensile stress tests are optimal for this as
they quantify both strength and brittleness through the ﬂow stress and yield
stress. Measuring surface hardness by microindentation is an alternative
method which is quicker and more ﬂexible regarding sample size.
The Vickers hardness test uses a diamond pyramid as the indenter. Fig-
ure 3.12 shows a typical impression. The hardness HV is estimated from the
diameters of the impression of the material, d. It is given by the formula
HV =
2F cos (22◦)
d2
, (3.16)
where F is the downward force in kg and 22◦ is the angle of the tip relative to
the surface of the material. The diameters can be measured either manually
or automatically, depending on the hardness tester.
A Matsuzawa DVK-1S machine was used in paper 3 to measure the hard-
ness of Al–Mg–Si(–Cu) alloys with diﬀerent NA time. This gave variations
of ≈ 5 kg/mm2, while the typical measurement error, averaged over 10 in-
dentations, is ≈ 2 kg/mm2. Paper 4 used the same method to document
the decrease of strength with Ca content in Al–Mg–Si alloys, using a Struers
DuraScan-70 machine.
Also measured in the work of paper 4, but not published, were con-
ductivity measurements. Like hardness measurements, these are quick and
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Figure 3.12: Impression by a Vickers hardness indenter on a naturally aged Al–Mg–
Si sample. The two diagonals are equal if the material is suﬃciently homogeneous.
easy to conduct and can be done in situ during NA. There are essentially
two ways to measure conductivity of bulk materials. The method used for
the Ca-containing alloys relies on eddy currents induced in the material by
a rapidly changing magnetic ﬁeld. The alternative four-contact method is
more tedious, but ensures more accurate results. In both cases, it is very im-
portant to maintain a constant temperature and humidity near the sample
to avoid systematic errors. Conductivity is mostly used to study clustering
kinetics: elements in solid solution lower the conductivity, but when they
form clusters or larger particles, areas with a lower solute content appear,
which makes the conductivity recover towards the value for pure Al.
3.6 Techniques that were not used
With the many techniques used by my colleagues and sometimes referred to
in this thesis, some explanations are appropriate. One important example
is electron diﬀraction, which was used exclusively to tilt TEM specimens to
the 〈001〉Al zone axes. In itself, diﬀraction is a powerful technique for struc-
ture determination, with a far better ability to accurately estimate lattice
parameters than direct electron imaging. For large particles embedded in
the Al matrix (e.g. dispersoids) it is used for ﬁnding orientation relationships
[136]. This can also be done for coherent precipitates, but one then requires
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a very small electron probe. The method of choice is nanobeam diﬀraction
(NBD), which contrary to CBED uses a tiny, parallel electron beam. It was
used together with corresponding NBD simulations and DFT calculations
to ﬁnd the structure of many (ordered) post-β′′ phases [62, 64, 137].
Atom probe tomography (APT), also called 3-dimensional atom probe
(3DAP), is an advanced analytical technique that was developed in the early
1980s [138]. Material is prepared in the shape of a thin needle by electro-
polishing. It is placed in vacuum and cooled down, and an electric ﬁeld or a
laser is used to cut loose (“evaporate”) atoms one by one from the specimen.
As a result, the atoms are ionised, and ﬂy trough an electric ﬁeld until they
hit a detector. The position and time of ﬂight is calculated, which enables
the determination of atomic species. When the entire needle is destroyed
by the atom probe, it can be reconstructed to a 3D model on a computer.
The advantage over TEM is the introduction of one more spatial dimension,
and the disadvantage is a poorer spatial resolution. In addition, APT can
not detect all atoms that hit the detector, but rather approximately half of
them. Lattice planes can be visible in an APT volume, but the technique
can not be used for structure determination of precipitates. It can however
estimate the composition of a phase [63], and be used for statistical analysis
of solute clusters [50–52]. In this way, the technique is complimentary to
TEM.
Diﬀerential scanning calorimetry (DSC) is simple in principle: heat a
sample with a constant rate of temperature increase, and measure how much
heat goes into or out of the sample. This is very useful for studying phase
transitions, and is in common use for heat-treatable alloys [139, 140]. A DSC
apparatus has two chambers, one for the sample of interest and another for
a reference sample. The reference is usually pure aluminium if Al alloys
are studied. When heated to typical precipitation temperatures, the alloy
will absorb less heat than pure Al, because an energy minimum is reached
when solute atoms start forming metastable structures. Correspondingly,
the alloy will absorb less heat when the precipitates dissolve. Figure 2.12
shows a typical DSC curve for an Al–Mg–Si alloy. The technique has been
used to estimate the formation enthalpy of precipitate phases and investigate
the kinetics of clustering during NA for various Al–Mg–Si alloys [46, 47, 141].
The last method I want to mention is a theoretical one, density functional
theory (DFT). It solves the Schrödinger equation with some approximations
to ﬁnd the energy of a collection of atoms [142, 143]. Periodic boundary
conditions can be applied, which makes DFT the most successful quantum
mechanical approximation method for the case of periodic solids. Most DFT
software for molecules and solids include relaxation algorithms that move the
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nuclei in the structure slightly, calculate the wave functions of surrounding
electrons, and check which conﬁgurations have the lowest energy, step by
step. In this manner, one can e.g. check the relative stabilities of diﬀerent
precipitate structures, compare them with experimentally found structures
and check how the unit cell dimensions are aﬀected by chemical composition
[65, 70, 77].
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Muon spin methods are very sensitive to nanoscale defects such as trace elements and vacancies in metals.
This sensitivity is required when investigating Al-Mg-Si alloys, a complicated system in which diffusion-
controlled phase transformations are responsible for the most important hardening mechanisms. We present
muon spin relaxation experiments conducted on Al-Mg-Si alloys at measurement temperatures in the range
20–300 K. Varying the alloy composition and heat treatment, we ﬁnd differences in muon depolarization in
several temperature regimes. This reﬂects differences in concentration of several types of muon-trapping defects.
We identify free solute atom and vacancy regimes, and conﬁrm that the concentration of these defects decreases
when an alloy is annealed at low temperature. We further attribute one regime to Mg-Si vacancy clustering, a
mechanism required for precipitation hardening during aging. After storage at room temperature, muon trapping
in this regime is more pronounced for a Mg-rich alloy than a Mg-Si-balanced alloy.
DOI: 10.1103/PhysRevB.86.104201 PACS number(s): 71.55.Ak, 76.75.+i, 66.30.Lw
I. INTRODUCTION
Muon spin methods have been used for probing the micro-
scopic properties of a wide range ofmaterials, including super-
conducting and magnetic materials,1–3 biological molecules,4
and semiconductors.5,6 Most of the research activity using
muons on aluminium and other pure metals took place in
the late 1970s and early 1980s.7–9 In nonmagnetic materials,
polarized positive muons (μ+) can be used as probes for
atomic-scale magnetic ﬁelds. The methods have been proven
very sensitive to point defects such as trace element atoms.8,10
The property of muons known as asymmetric decay is central
to how the measurements are conducted: Muons are unstable
and decay to positrons, whose directions of motion tend to
be parallel to the muon spin. The detection of these positrons
enables us to follow the time evolution of the average muon
polarization inside the material. In this paper, the acronym
μSR refers to muon spin relaxation, with which no external
magnetic ﬁeld is applied.
Aluminium alloys containing Mg and Si as main alloying
elements (6xxx series alloys) are used extensively as structural
materials due to their formability, mechanical strength, and
corrosion resistance. These alloys are heat-treatable, which
means that their microstructure changes when thermal and
mechanical treatment is applied to them. Typically, 6xxx
alloys are given a solution heat treatment (SHT) before
subsequent aging, to distribute the solute elements evenly
in the Al matrix and to introduce a high concentration of
vacancies, which is necessary for later substitutional diffusion
of the solute elements. A unique feature of Al-Mg-Si alloys
is that room temperature (RT) storage between SHT and
artiﬁcial aging (AA) at higher temperatures has a signiﬁcant
effect on the hardness of the material.11,12 This effect is called
natural aging (NA) and can degrade the mechanical properties
of dense alloys (with solute content above 1%).11,13 NA is
caused by the clustering of solute atoms.14,15 Upon aging
above ≈150 ◦C, metastable phases with well-deﬁned crystal
structures precipitate in the Al matrix.16 The processes of
clustering and precipitation are very sensitive to parameters
such as alloy composition, storage time, aging temperature,
and heating/cooling rates.
We have applied μSR to samples of Al-Mg-Si alloys with
various compositions and heat treatments. The evolution of the
muon polarization is measured at a range of temperatures, as
the trapping of muons by nanometer-sized defects is temper-
ature dependent. This enables the estimation of properties of
several types of defects as averaged over amacroscopic volume
of the material under study. To our knowledge, measurements
of this kind have not before been conducted on aluminium
alloys.
This paper presents results from μSR studies of alloys
with typical industrial Mg and Si content. Section II reviews
the theoretical background of μSR and muon diffusion in
nonmagnetic materials. Section III gives the experimental
methodology as well as the compositions and heat treatments
of the samples. In Sec. IV we explain how the experimental
104201-11098-0121/2012/86(10)/104201(7) ©2012 American Physical Society
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data is treated and introduce the simulations used to estimate
quantities associated with muon diffusion. The results of these
estimations are presented in Sec. V, while Secs. VI and
VII are dedicated to discussion and summary of the central
ﬁndings.
II. THEORY OF μSR
When a spin-polarized high-energy muon enters a metallic
solid, inelastic scattering processes quickly reduce its energy to
a thermal level, while retaining the muon spin. In analogy with
hydrogen atoms, muons occupy interstitial sites in metals. The
magnetic ﬁeld at themuon site causes Larmor precession of the
muon spin. In the absence of an external ﬁeld, the precession
is induced exclusively by small (∼1 mT) local magnetic ﬁelds
inside the material. The dynamics of μSR can be decoupled
into spin relaxation (depolarization) by these ﬁelds and muon
diffusion.
An atomic nucleus sets up the dipole ﬁeld17
B(m,r) = μ0
4πr3
[3(m · rˆ)rˆ − m] , (1)
where m is the magnetic moment of the nucleus, rˆ is a
unit vector pointing from the muon to the nucleus, and
μ0 is the electrical permittivity of vacuum. There are other
sources to local magnetic ﬁeld contributions inside metals,
such as the quadrupole moment of nuclei and both core and
conduction electrons.17 Inside a diamagnetic material, the
total ﬁeld from electrons gives spin relaxation times longer
than 100 μs, which is much greater than the lifetime of a
muon.17,18 The nuclear dipole moments are thus the greatest
contributions.
A positive muon has an average lifetime of 2.197 μs. Its
main decay channel produces one positron and two neutrinos
through an asymmetric decay. The probability for the positron
to be emitted at an angle θ from the muon spin is
p(θ ) = 1 + A cos θ, (2)
with A being the asymmetry of the decay, which depends on
the energy of the emitted positron. In experiments, A ≈ 0.25 is
normally measured. In the present μSR experiments, muons
are polarized antiparallel to their direction of motion. Two
detectors are placed in the forward (parallel to the initial
polarization) and backward direction, and the positron counts,
Nf and Nb, are measured at a range of times t after muon
implantation. From this we ﬁnd the muon spin asymmetry
G(t), often expressed through the longitudinal relaxation
function g(t),
G(t) = Ag(t) = Nf − αNb
Nf + αNb . (3)
The parameter α compensates for differences in distance
between the sample and the two detectors.
The Kubo-Toyabe (KT) model19 gives a simple and often
accurate picture of the dynamics ofμSR. Themodel assumes a
Gaussian distributedmagnetic ﬁeld at themuon site. Averaging
over an ensemble of muons with an exponentially distributed
lifetime, one obtains the static KT relaxation function,
gKT(t) = 13 + 23 (1 − 2t2) exp
( − 122t2), (4)
where we have introduced the dipolar width  = γμBRMS,
a product of the gyromagnetic ratio of the muon γμ =
8.5168 × 108 T−1s−1 and the root-mean-squaremagnetic ﬁeld
strength BRMS. The effect of diffusion on g(t) is an important
one, asmotional narrowing17 of the ﬁeld distribution decreases
the depolarization rate. At temperatures above ∼1 K, the
muon diffuses interstitially by a phonon-assisted tunneling
process.17 This is well described by the strong-collisionmodel,
in which muon jumps happen instantly and the magnetic
ﬁeld is uncorrelated between adjacent interstitial sites.18 This
leads to the dynamic KT relaxation function, computed by
solving an integral equation.20 Faster dynamics will shift the
KT minimum to longer times.21 In the limit of fast diffusion,
this function can be approximated by
gDKT(t) ≈ exp
(
−2
2
ν
t
)
, (5)
where ν is the muon hopping rate. In certain circumstances,
2/ν is so small for freely diffusing muons that the depolar-
ization becomes negligible.10
Trapping by lattice defects can prevent muons from diffus-
ing, introducing another complication to the dynamics. The
fraction of time a muon spends trapped inside the material,
ft, will greatly inﬂuence g(t). We have derived this quantity
from a two-state stochastic trapping-detrapping model. When
averaged over the lifetime of a muon, the trapped time fraction
becomes
ft = νt
νt + νd −
(
νt
νt + νd − p0
)
λ
νt + νd + λ, (6)
where νt, νd, and λ are the (constant) trapping, detrapping,
and decay rates, and p0 is the fraction of initially trapped
muons. From the theory of diffusion-controlled trapping, we
have that νt is proportional to the concentration of muon-
trapping defects,22 while νd depends on how tightly the muon
is bound to the defects. The equilibrium trapped time fraction
(for muons of inﬁnite lifetime) would be νt/(νt + νd).
Inside a material analyzed by μSR, the concentration
of muons is extremely low at all times. Muons behave as
light protons in Al, and are expected to have a negligible
inﬂuence on the diffusion of vacancies and solute atoms during
experiments of any duration. In nonmetallic materials, bound
muon-electron systems (muonium) have been used as a model
for hydrogen atoms with accompanying diffusion and bonding
properties.5,6,23
III. EXPERIMENTAL
The μSR experiments were conducted at the RIKEN-RAL
MuonFacility inOxfordshire, UK.24 Its pulsedmuon beamline
provides a high intensity which gives about 1 million positron
counts per minute. Figure 1 shows a schematic of the muon
spectrometer. Compensation coils surrounding the sample are
used to counter the magnetic ﬁeld of the Earth and the last
quadrupole magnet in the muon beamline. The residual ﬁeld
is ∼5 μT, well below the magnitude of typical local ﬁelds
in Al, ∼1000 μT. The annular forward and backward detector
arrays each have a 25% solid angle coverage. For each sample,
the α parameter in Eq. (3) was estimated by muon spin rotation
experiments using external transversal ﬁelds of 2.0–3.0 mT.
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FIG. 1. (Color online) The experimental setup, showing the AR-
GUS muon spectrometer and a spin-polarized muon beam entering
from the left.
The samples used were of pure aluminium (99.99%) and
three different ultrapureAl-Mg-Si alloys. Two of the alloys had
an Mg/Si ratio of 2 and total atomic solute 1.6% and 1.0%,
while the third alloy was Mg-Si balanced and contained a total
of 1.4% solutes.Many industrial 6xxx alloys contain compara-
ble amounts ofMg and Si, with Fe,Mn, Cu, and other elements
added in smaller amounts. All samples were given a SHT at
575◦C for 1 hour, ensuring an even distribution of solutes in
solid solution. We quenched the samples in ice water before
directly applying further heat treatments. Table I summarizes
the conditions of the 11 samples used. Similar conditions
have been studied extensively using various characterization
methods such as atom probe tomography (APT),25 positron
annihilation spectroscopy (PAS),26 and transmission electron
microscopy (TEM).27,28 Their microstructures are therefore
well known.
The muon spin relaxation functions were obtained while
keeping the samples at ﬁxed temperatures with a helium
TABLE I. The conditions studied by temperature series μSR
measurements. Composition (atomic fraction, remainder is Al) and
heat treatment after SHT is shown. RT means room temperature; AQ
denotes “as quenched.”
Composition Heat treatment Short name
1.07% Mg, 0.53% Si ≈15 min@ RT 1.6-AQ
15 days@ RT 1.6-15d
163 days@ RT 1.6-163d
1000 min@ 70 ◦C 1.6-70C
1000 min@ 100 ◦C 1.6-100C
1000 min@ 200 ◦C 1.6-200C
0.67% Mg, 0.33% Si ≈77 min@ RT 1.0-AQ
1000 min@ 70 ◦C 1.0-70C
0.67% Mg, 0.77% Si ≈15 min@ RT 1.4B-AQ
163 days@ RT 1.4B-163d
1000 min@ 70 ◦C 1.4B-70C
0.01% trace elements 66 days@ RT pure
cryostat. The samples were cooled down to 20 K (5 K for pure
Al) and heated in steps up to 300 K. At each measurement
temperature, 20–60 million positron counts were recorded.
IV. DATA ANALYSIS AND SIMULATIONS
The programs WIMDA29 and MATLAB were used for μSR
data analysis. The measurement error 	(t) in the relaxation
functions was estimated by assuming that the number of
detected muons in each time bin follow a Poisson distribution.
To get an overview of the temperature dependence of the muon
behavior, the experimental relaxation functions were ﬁtted to
a Gaussian,
G(t) = a exp ( − 12σ 2t2) + b. (7)
The parameter σ gives a good measure of the muon depolar-
ization rate. Not all relaxation functions are well described by
aGaussian, but it gives a consistent ﬁt using only one nonlinear
parameter. When a KT ﬁt is attempted, the  parameter has a
temperature dependence very similar to that of σ .
To better understand the physics behind the experimental
relaxation functions, we simulate the diffusion, trapping, spin
precession, and decay of muons using a Monte Carlo (MC)
algorithm. The algorithm simulates random muons one by
one, and unavoidably produces relaxation functions with
statistical ﬂuctuations similar to those observed in experi-
ments. Although slower than KT-related integral equation
methods, aMC simulation is more ﬂexible, gives better control
of the applied approximations, and produces more readily
interpretable results.
The preferred muon sites in Al are tetrahedral at temper-
atures above ≈15 K.30 Only Al nuclei generate considerable
dipole ﬁelds, about 40 times stronger than those of Mg and
Si.31 By using Eq. (1) to estimate the magnetic ﬁelds, we ﬁnd
that stationary muons in a perfect aluminium lattice give a
dipolar width of dipol = 0.495 μs−1. The experimental data
cannot be reproduced by ﬁxing  to this value as it makes the
muon depolarization too fast. There can be two reasons for
this: The simple dipole ﬁelds of Eq. (1) are not sufﬁcient to
describe the magnetic ﬁelds experienced by the muons, or the
environments at the muon sites are signiﬁcantly different from
interstitial sites in pure Al. We have therefore resorted to the
simpler approach of using a Gaussian magnetic ﬁeld with an
adjustable dipolar width , as in the KT model.
Muon diffusion in Al has been shown to be very fast,
even at temperatures below 1 K.8 We can therefore assume
that motional narrowing makes the spin relaxation negligible
for muons in a free (nontrapped) state. This makes the
muon diffusion rate ν superﬂuous as a simulation parameter.
Trapping and detrapping by defects is described by the
parameters νt, νd, and p0, all deﬁned below Eq. (6). In certain
temperature ranges, several types of defects may act as muon
traps simultaneously. The simulations use only a single trap,
which is assumed to capture the average trapping behavior
in such situations. When including , our parameter set
corresponds to the set used in an improved KT model by
Hatano et al.21 for Al–0.047%Mg. The results from this model
and our MC simulation converge to the same values if the
precision used in both models is increased sufﬁciently. We
have generated a database of simulated relaxation functions
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by systematic variation of the four parameters. The decrease,
recovery, and curvature of a relaxation function depends on all
parameters in a complicated manner. Generally, higher values
of , νt, and p0 make the depolarization faster, while a higher
νd makes it slower.
The simulated functions are ﬁtted to the experimental
ones with a weighting function 	(t)−2. Because of the
computational time the simulations require, the number of
simulated relaxation functions have been limited to about
7000. The ﬁtting parameters are thus varied with quite coarse
steps. To account for this and increase the accuracy of the
predicted physical quantities, we estimate the four parameters
by weighted averages of all the simulated relaxation functions.
The weights are given by E−2, where E is the total error of
ﬁtting a simulated function to experimental data.
V. RESULTS
The temperature dependence on the shape of the muon
spin relaxation functions is quite similar for all the alloy
conditions. As expected, pure aluminium is unique in this
respect. Figure 2 shows typical relaxation functions for pure
Al and an RT stored alloy condition. Although error bars are
not shown, the measurement error increases toward longer
times. This is due to poor statistics: Only a few muons survive
as long as 25 μs, which is over 10 times the average muon
lifetime. What best quantiﬁes the curve shapes is the Gaussian
ﬁtting parameter σ , which is plotted for all conditions and
measurement temperatures in Fig. 3.
Pure aluminium always has the lowest value of σ . The
most pronounced feature of its temperature variation is a peak
centered at about 20 K. The alloys also have high values of
σ close to this peak, with relaxation functions well described
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FIG. 2. (Color online) Experimental muon spin relaxation func-
tions calculated from Eq. (3) at 4 selected temperatures for a
room temperature stored alloy condition (1.6-163d) and pure Al.
The best-ﬁt simulated relaxation functions are shown as black
crosses.
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FIG. 3. (Color online) Muon depolarization rate in pure Al
(99.99%) and Al-Mg-Si alloy conditions in Table I as a function
of temperature. The ﬁt errors are roughly as large as the markers.
by the static KT function [see Eq. (4)]. In the temperature
range of this study, σ shows a behavior in Al-Mg-Si alloys
remarkably similar to the behaviors in 99.98% pure Nb in the
range 11–77 K10 and Zn-doped GaAs in the range 50–700 K.5
The peaks are not expected to reﬂect the same types of defects
in these very different materials.
Roman numerals mark the main features of the alloy curves
in Fig. 3. The following observations can be drawn about
differences between alloy conditions in the different regions:
(1) The 1.0% solute alloy has a lower σ value than the 1.6%
solute alloy in all regions except at point I.
(2) At point I, The σ values are most similar for all
conditions. The greatest deviation is the value for 1.6-200C,
which is higher than the average.
(3) At point II, σ is consistently ordered by heat treatment.
From low to high values: as-quenched, 70–100 ◦C annealed,
RT stored. The 200 ◦C annealed condition is the exception
from this pattern. The minimum in σ is shifted to higher
temperatures for the Mg-Si-balanced 1.4B conditions.
(4) Peak III is seen for all conditions except 1.4B-163d. It
is shifted to higher temperatures for the annealed samples.
(5) The curves for the as-quenched conditions are lower
than the others from 180 K to 260 K. These, as well as 1.4B-
163d, have a high-temperature plateau at point IV.
(6) At point V, the RT stored conditions reach lower than
all other conditions, while the order at point II is otherwise
kept.
The best-ﬁt relaxation functions simulated by the MC
algorithm mostly lie within the measurement error of the
experimental ones. To achieve this, a complicated temperature
variation in the ﬁtting parameters is required. Figures 4(a)–4(c)
show the ﬁtting parameters of 7 selected conditions for
all measurement temperatures. We see that the temperature
variation of σ in Fig. 3 is an effect of variations in all the
parameters , νt and νd. The least stable parameter is the
fraction of initially trapped muons, p0, which has the least
effect on the relaxation function. Its variation is dominated by
104201-4
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ﬂuctuations around average values of ≈25% for the alloys and
≈20% for pure Al. It is not shown as it gives no additional
information to help interpret the relaxation functions. Included
in Fig. 4(d) is the estimated fraction of time a muon spends
trapped in defects, ft from Eq. (6).
The 1.6-200C condition is the only one with a high-
temperature heat treatment, which allows phases to be precipi-
tated in the matrix. It was investigated by TEM, and was found
to contain β ′′ needles32 (concentration: 69 000 μm−3, average
length: 13 nm), and β ′ needles33 (concentration: 400 μm−3,
average length: 122 nm), giving a total precipitate volume
fraction of 1.2%. The methodology used for this quantiﬁcation
is explained elsewhere.27
VI. DISCUSSION
Based on earlier studies, we have some conceptions about
types and concentrations of defects in the alloy samples.
Right after SHT, only point defects (single solute atoms and
vacancies) are present, but we know that the clustering of
solute atoms starts within minutes.12,26 When the material
is kept at temperatures between RT and 100 ◦C, a high
concentration (∼106 μm−3) of small clusters form25,34 at a
highly temperature-dependent rate. After 1000 minutes at
200 ◦C, most clusters are dissolved, and the microstructure
consists of the much larger precipitates observed by TEM
as well as a dilute solid solution (≈0.4%) of Mg and Si
atoms. Whether muons diffuse into Al-Mg-Si precipitates
and how this affects muon spin relaxation is unknown,
but the results from condition 1.6-200C are included for
reference. The concentration of vacancies will decrease with
storage/annealing time, but the rate of this decrease is
unknown.
Most of the muon spin relaxation functions, some of which
are shown in Fig. 2, have Gaussian-like shapes. No theory pre-
dicts this particular shape explicitly. It arises as a convolution
of a constant function (fast diffusion) and a static KT function
(trapping by defects). The signiﬁcant depolarization (above
σ ≈ 0.05 μs−1) observed atmost temperatures give clear signs
ofmuon trapping in both pureAl and theAl alloys. Simulations
help to further clarify the nature of this trapping in the different
temperature regimes. They show that increased trapping does
not always cause an increase in σ ; in fact it can also have
the opposite effect. We have made no attempt to explain the
temperature variation of  on the basis of the local magnetic
ﬁelds at different trapping sites. The μSR temperature series
results are discussed for three separate ranges of measurement
temperatures.
A. Low temperature
The pure Al σ peak at 5–40 K has been observed earlier,
for Al with 42 and 70 ppm Mn35 and Al with 117 ppm Ag.36
Its height was found to increase with the concentration of the
trace elements, and its position along the temperature axis
is inﬂuenced by the type of element. For Mn, the maximum
is at 15 K, similar to what we measure in our sample with
≈100 ppm trace elements (possibly Fe, Ti, Zn, Cr, Mn, Cu,
and Zr). The peak is concurrent with an increased trapping
rate, explaining the connection to trace element concentration.
Considering the pure aluminium results, we ﬁnd it reason-
able to assume that muons are trapped by free solute atoms at
I in the alloy curves of Fig. 3. Figure 4(c) further shows a high
trapping rate in the as-quenched alloys at this point. Annealing
at 70–100 ◦C reduces this rate, presumably via solute-solute
bond formation. The trapping rate is also reduced by 15 days
of RT storage, but increases again after 163 days. NA has
been observed to give complicated long-time kinetics.12 The
most likely explanation to increased muon trapping by single
solute atoms after long times is the dissolution of energetically
unfavorable clusters.25,34 The 1.6-200C condition has the
least amount of atoms in solid solution, but shows signs
of even more trapping than in the as-quenched conditions.
It is unclear whether this is an effect of its precipitate
phases or other defects. For all alloy conditions, the low-
temperature trapping sites are characterized by a dipolar width
of  ≈ 0.37 μs−1.
B. Intermediate temperatures
The intermediate temperature σ peak at III is higher
for conditions with more solute atoms and longer aging at
temperatures between RT and 100 ◦C, suggesting that it is
caused by solute clusters/vacancy-solute complexes. From the
simulation parameters in Fig. 4, we see both an elevated
value of  and low detrapping rates in this area. For the
Mg-Si-balanced condition 1.4B-163d, the σ peak is near
absent. In Fig. 4(c), we see that this coincides with a higher rate
of detrapping. From APT studies, we know that this condition
contains clusters that are less Mg-rich than the clusters in the
1.6 conditions.25 A higher detrapping rate means that muons
do not bind as tightly to the trapping sites, here assumed to be
relatively Mg-poor clusters. This matter is subject to further
study.
In light of the heat-treatment-consistent differences inσ and
 in Figs. 3 and 4(a), we propose that the whole temperature
region from II to IV is a joint trapping region for all possible
conﬁgurations of Mg-Si-vacancy clusters. If this model is
correct, it explains why the as-quenched conditions have an
overall high trapping rate, as a high number of solute-vacancy
and solute-solute pairs must form quickly to initiate the
clustering process. The trapping sites have a dipolar width
of  ≈ 0.29 μs−1 around peak III.
We have not found an explanation for the trapping peak
reaching from 50 K to 240 K in the pure Al curves. Quan-
titative predictions are difﬁcult for pure Al due to a slow
muon depolarization, which makes the ﬁtting parameters
very sensitive to small variations in the relaxation functions.
Regardless, wee see that the estimated trapping rate reaches
the values of the alloy conditions within this range. The value
of  stays roughly constant through all temperatures for pure
Al, which means that the muon environment remains mostly
unchanged.
C. High temperature
In an earlier experiment, we measured a decrease in σ with
time when storing both pure Al and the 1.6% solute alloy
at 300 K after quenching from SHT.37 In pure Al, the only
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FIG. 4. (Color online) Temperature variation in the physical quantities obtained fromﬁtting simulations to experimental relaxation functions.
(a)–(c): Fitting parameters. (d): The fraction of time muons spend trapped, calculated from Eq. (6).
change during this storage is a decreasing concentration of
vacancies. This decrease will lead to less muon trapping and
a change in the depolarization rate. Vacancies are therefore
assumed to trap muons near point V. In comparison with
other types of defects, the concentration of vacancies is
extremely low in all our conditions, and should only affect
muons at such high temperatures, where the muon diffusion is
fastest.
We suggest from the previous ﬁndings that vacancies
are the dominant muon trapping defects in Al alloys near
point V. This explains the high amount of trapping in the
as-quenched samples in this region [see Figs. 4(b) and 4(d)],
as these samples containmore vacancies than theRT stored and
annealed conditions. The high-temperature annealed condition
1.6-200C has a surprisingly high degree of trapping at V,
although it is expected to have the least amount of vacancies.
One suggested explanation is that precipitate phases can
contain vacancies trapped during the precipitation process,
and that these vacancies can also act as muon traps.
VII. CONCLUSION
We have conducted muon spin relaxation experiments
on Al-Mg-Si alloys of three different compositions, with
the following heat treatments: as quenched from solution
heat treatment, with room temperature storage to give way
for solute clustering, and with annealing at 70–100 ◦C to
accelerate this clustering process. In certain ranges of mea-
surement temperatures, we have found systematic deviations
in depolarization rates when varying the composition and heat
treatment. These deviations can be interpreted as signatures
of different defects that provide muon trapping sites. We
observe muon trapping by solute atoms at 20–50 K and by
vacancies around 300 K. There are also strong indications of
inﬂuence on themuon depolarization bymore extended defects
such as Mg-Si(-vacancy) complexes and precipitate phases,
which are formed during heat treatment. Results from our
simulations suggest that muons are trapped by Mg-Si clusters
at intermediate temperatures (100–250 K). A procedure for
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quantiﬁcation of such clusters would be valuable for our
understanding of age hardening phenomena and for the ability
to enhance alloy properties. Additional temperature series
measurementswill be conducted to further clarify the effects of
solute clustering on muon depolarization in Al-Mg-Si alloys.
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Abstract
Al–Mg–Si alloys are heat-treatable and rely on precipitation hardening for their mechanical strength. We have employed the tech-
nique of muon spin relaxation to further our understanding of the complex precipitation sequence in this system. The muon trapping
kinetics in a material reveals a presence of atom-sized defects, such as solute atoms (Mg and Si) and vacancies. By comparing the muon
kinetics in pure Al, Al–Mg, Al–Si and Al–Mg–Si when held at diﬀerent temperatures, we establish an interpretation of muon trapping
peaks based on diﬀerent types of defects. Al–Mg–Si samples have a unique muon trapping peak at temperatures around 200 K. This peak
is highest for samples that have been annealed at 70–150 C, which have microstructures dominated by a high density of clusters/Gui-
nier–Preston zones. The muon trapping is explained by the presence in vacancies inside these structures. The vacancies disappear from
the material when the clusters transform into more developed precipitates during aging.
 2013 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
Keywords: Aluminium alloys; Muon spin relaxation; Vacancies; Precipitation
1. Introduction
Muon spin methods are mainly used to probe magnetic
properties of materials, but can also be used to study other
phenomena as a consequence of their magnetic properties.
A common example is solid-state diﬀusion in non-magnetic
materials [1]. The techniques are similar to positron annihi-
lation spectroscopy (PAS) in that unstable elementary par-
ticles are implanted in a material and decay, and their
decay products are detected outside of the material. The
spin precession of muons can be indirectly observed
through the positrons they decay into. In a muon spin
relaxation (lSR) experiment, muons enter the sample with
their spin aligned antiparallel to their direction of motion.
With no external ﬁeld applied, the precession is caused by
magnetic ﬁelds set up by the atomic nuclei inside the mate-
rial. In a non-magnetic metal like aluminium, these ﬁelds
are randomly oriented, and polarized muons become depo-
larized (“relaxed”) in a matter of microseconds.
Al–Mg–Si alloys constitute most of the worldwide alu-
minium market as they have good mechanical strength
and are easily formable into end products [2]. An optimal
heat treatment of alloys containing merely 1% solutes
(Mg and Si) typically increases the hardness by a factor
of 5 from pure aluminium. After the material is formed,
an industrial hardening procedure consists of solution heat
treatment (SHT), typically at 550 C, some (unavoidable)
storage at room temperature (RT) and artiﬁcial aging
(AA), typically at 180 C. The hardening during heat treat-
ment is caused by precipitation of metastable phases
through diﬀusional phase transitions. Going from low to
high aging times/temperatures, the generic precipitation
sequence for Al alloys is
1359-6454/$36.00  2013 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
http://dx.doi.org/10.1016/j.actamat.2013.06.050
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SSSS! Solute clusters
! Semi-coherent ðhardeningÞ precipitates
! Incoherent ðnon-hardeningÞ precipitates; ð1Þ
where SSSS is an acronym for supersaturated solid solu-
tion. In general, the precipitate phases grow larger and be-
come fewer as we proceed through the sequence.
Al–Mg–Si alloys quenched from SHT are unstable at
RT, and atomic clusters (with Mg and Si at Al-face-centred
cubic (fcc) positions) form from the SSSS. The clusters in
general are too small and coherent with the Al matrix to
be observed by transmission electron microscopy (TEM).
However, new experimental possibilities have sparked an
interest in solute clustering the last decades, with tech-
niques such as PAS [3,4], atom probe tomography (APT)
[5–7] and diﬀerential scanning calorimetry (DSC) [8,9].
Several independentAPT studies [5,10] have shown that
two kinds of solute clusters can form in Al–Mg–Si alloys.
Cluster (1) (the “bad” cluster) forms during RT storage
(of alloys with Mg + Si > 1% [10,11]), has a non-ﬁxed com-
position and does not grow or develop during further heat
treatment. Cluster (2) (the “good” cluster) forms during
annealing at 70–150 C directly after SHT [6] (and during
RT storage of alloys with Mg + Si < 1% [10,11]), has an
Mg/Si ratio close to 1 and can develop into hardening b00
precipitates.
The hardening Al–Mg–Si precipitates are all needle
shaped, with their main growth/coherency direction along
h001iAl. The most important of these is b00 [12,13]. At tem-
peratures above 200 C, Al–Mg–Si alloys over-age, trans-
forming b00 to less coherent precipitates, which causes a
drop in hardness. The thermal and mechanical treatments
applied to alloys determine their progression through the
precipitation sequence. Understanding the early steps, in
particular the formation of Mg–Si (–vacancy) clusters, is
essential, as the composition, concentration and size of
these clusters inﬂuence the precipitate microstructure in ﬁn-
ished products.
Muons undergo interstitial diﬀusion inside solids. In
aluminium, they have been shown to be trapped by atoms
in substitutional lattice positions and by vacancies [14,15],
yielding a lower apparent muon diﬀusivity. In this work,
we exploit this eﬀect and identify the muon trapping behav-
iour of Mg and Si atoms as well as vacancies in diﬀerent
stages of heat treatment of aluminium alloys. Due to its
industrial and scientiﬁc interest, we hereby study the ter-
nary Al–Mg–Si system, and we include the binary Al–Mg
and Al–Si alloys mainly to help isolate the ternary-speciﬁc
features in the lSR data. The processes occurring in the
binary subsystems are deﬁnitely still worth investigating
in their own rights, seeing that they are used as alloys for
many applications where high strength is not required [2].
No precipitation has been observed in annealed Al–Mg
alloys, while diamond Si particles precipitate in the Al–Si
system without increasing the hardness signiﬁcantly [16].
These particles also form in over-aged Si-rich Al–Mg–Si
alloys [13]. Very dilute alloys have been probed with lSR
before, and small additions of Si, Mg and Cu were found
to greatly aﬀect the muon kinetics [17]. Our previous work
on the Al–Mg–Si system revealed the presence of a muon
trapping peak corresponding to clustering/precipitation
[18]. By analysing more conditions and including binary
alloys, we aim to improve our understanding of the interac-
tions between muons and precipitates in Al–Mg–Si alloys.
The main goal of the current work is to establish a connec-
tion between muon trapping rates and the microstructure
of materials as found from TEM and APT studies.
We will explore the theory of muons and their interac-
tions with samples in greater detail in the next section. Sec-
tions 3 and 4 explain the procedures of the experiments and
the analysis of lSR data. Results from various experiments
on Al (–Mg)(–Si) alloys are presented in Section 5. Some
mechanisms of muon trapping are proposed in the discus-
sion part (Section 6), and are used to infer the behaviour of
vacancies during heat treatment of Al alloys, leading up to
the conclusions in Section 7.
2. Theory
Like electrons, muons are elementary particles in the
lepton family. As in most muon spin research [19], we
use positively charged muons, since the negatively charged
variant has a material-dependent lifetime. The lifetime of a
positive muon always has an average value of 2.197 ls. The
muon decays into a positron and two neutrinos:
lþ ! eþ þ me þ ml ð2Þ
The direction of motion for the positron is asymmetric
with respect to the muon spin, a fact which lSR measure-
ments depend on [20]. The exact distribution for the emis-
sion angle with respect to the muon spin, h, is
pðhÞ ¼ 1þ A cos h ð3Þ
where A is an asymmetry parameter dependent on the
experimental set-up. Positrons are detected in the back-
ward and forward directions with respect to the initial
muon spin. From the positron counts Nb (backward) and
Nf (forward), the muon spin asymmetry G(t) is calculated:
Table 1
Compositions (columns) and heat treatments (rows) of the 16 samples
used in the current lSR measurements. Conditions with  were analysed in
a previous publication [18] and are included here for comparisons in a
broader context.
Composition (at.%),
balance is Al
1.6%
Mg2Si
0.5%
Mg
0.5%
Si
0.01%
Impurities
1. AQ Yes (2) Yes Yes
2a. RT for 2 weeks Yes Yes Yes
2b. RT for >2 months Yes Yes
3a. 70/100/150 C for
1000 min
Yes/
Yes/Yes
3b. 200 C for 1000 min Yes Yes Yes
3c. RT for 7d + 100 C for
1000 min
Yes
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GðtÞ ¼ Nf  aNb
Nf þ aNb ð4Þ
where t is the time after muon implantation and the param-
eter a compensates for diﬀerences in distance between the
sample and the two detectors. The asymmetry is often ex-
pressed through a normalized relaxation function
g(t) = G(t)/A, with the property g(0) = 1.
Larmor precession of the muon spin in the local mag-
netic ﬁelds B can be calculated using matrix multiplication
and trigonometric functions of xt, where x = clkBk, with
cl being the gyromagnetic ratio of the muon. A muon in
a static magnetic ﬁeld has a trivial spin relaxation [21].
For an ensemble of interstitially diﬀusing muons, the mag-
netic ﬁeld changes upon muon site transitions. An abrupt
transition between uncorrelated ﬁelds is a good approxima-
tion, and is applied in the strong-collision model [21]. Even
when this simpliﬁed model is used, the general problem of
spin relaxation for muons with site-dependent diﬀusion
rates is not analytically solvable. However, the relaxation
function can be found by integral [22] or diﬀerential equa-
tions [23] for some speciﬁc cases.
An important feature of any model applied to Al alloys
is the inclusion of muon trapping by defects. The concen-
tration of a defect type and its binding energy with muons
manifests itself in the measured relaxation function. The
spin relaxation behaviour in aluminium has a much more
complicated temperature variation than that of e.g. copper
[24]. This is due to very fast muon diﬀusion and trapping
by vacancies and trace elements, which are heavily temper-
ature-dependent processes [25]. Our method for calculating
relaxation functions is described in Section 4.
3. Experimental
Samples of pure Al (99.99%) and Al–Mg, Al–Si and Al–
Mg–Si alloys were used in the lSR experiments. The mate-
rial was cast and rolled to 1 mm sheets at the University of
Toyama. The sample dimensions were
25 mm  25 mm  1 mm. All samples underwent a SHT
of 1 h at 575 C and subsequent quenching in ice water,
before one of three heat treatment procedures was
performed:
1. lSR measurement directly (approx. 15 min) after
quenching, which we call as-quenched (AQ) conditions.
2. Some time, typically days/months of storage at RT
before lSR measurements.
3. Annealing for 1000 min (16 h) at some speciﬁed tem-
perature before lSR measurements.
In the results section, samples are denoted based on
their atomic (molar) fraction of solute, e.g. Al–0.5% Mg.
The Al–Mg–Si alloy we used has 1.6% solute and twice
as much Mg as Si, and is thus referred to through its
semi-binary composition, Al–1.6% Mg2Si. The annealing
temperatures are always given in C, while the sample tem-
peratures during measurements are always in K. Table 1
displays all the conditions used in this work.
The lSR experiments were conducted at the RIKEN-
RAL Muon Facility in Oxfordshire, UK [26]. We used
the ARGUS muon spectrometer, which is equipped with
a total of 192 positron detectors in annular forward and
backward arrays, covering a 25% solid angle. A helium
cryostat was used to control the temperature of the samples
during the measurements. To capture the muon diﬀusion
kinetics in a broad temperature region, we measured muon
spin relaxation functions while heating stepwise from 20 to
300 K. Between 20 and 60 million positron detections
(events) were recorded at 12–20 temperature points for
all conditions.
Four of the samples, annealed at 150 C and above,
were prepared (as in e.g. [27]) for TEM investigations of
the precipitate microstructure. Bright-ﬁeld images
recorded on ﬁlm with a Philips LaB6 CM30 transmission
electron microscope were used for this analysis. The
microscope was operated using an acceleration voltage
of 150 kV.
4. Data analysis and simulations
Apart from direct visual comparison, our method of
choice for interpreting relaxation functions is to compare
them to a Monte Carlo simulation. An indeterministic sim-
ulation is appropriate, since diﬀusion, trapping/detrapping
by defects, the magnetic ﬁeld at muon sites and muon
decay are all stochastic processes/variables. The magnetic
ﬁeld vectors are Gaussian distributed, with a standard devi-
ation D/cl, where D is the dipolar width, proportional to
the strength of the magnetic ﬁeld. An ensemble of 60 mil-
lion muons are simulated, varying four parameters: the
dipolar width D, the trapping/detrapping rates mt and md,
and the fraction of initially trapped muons p0. In defect-
free locations, the diﬀusion rate of muons is practically inﬁ-
nite in comparison to their depolarization rate [14,22], so
our model neglects spin relaxation unless the muon is
trapped. Temperature is not included explicitly in the sim-
ulations, but manifests itself in the thermodynamics, which
is controlled through the ﬁtting parameters mt and md. The
decay of a muon is calculated with Eq. (3). Forward/back-
ward positrons are counted, and put into one of 2000 bins
based on their lifetime, as in the experiments.
Simulated relaxation functions are ﬁtted to the experi-
mental ones by running through a database of ﬁtting
parameters and associated functions. Each experimental
time bin has a calculated error (t) in spin relaxation (cal-
culated by assuming the detected muons to follow a Pois-
son distribution). These errors are used as ﬁtting weights,
w(t) = (t)2. Fitting parameters are estimated as an aver-
age over all the simulated relaxation functions, using the
total ﬁtting error as weight: W i ¼ E2i for simulated func-
tion i. This reduces the scatter in the results from simply
using the parameters of a single best-ﬁt simulated function.
Similarly, the errors in the ﬁtting parameters are estimated
6084 S. Wenner et al. / Acta Materialia 61 (2013) 6082–6092
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from a weighted standard deviation. For tests of the ﬁtting
procedure, see Section 5.1.
It is desirable to predict the trapping sites for muons
based on their binding energies to simple point defects.
Due to restrictions in the software used for energy calcula-
tions, we use a hydrogen ion (a proton) as a crude model
for a positive muon in Al. The hydrogen ion H+ has the
same charge as l+, and a nine times greater mass. Both
tend to localize at interstitial sites in Al. In particular,
muons prefer sites with tetrahedral symmetry at tempera-
tures above 15 K [24]. Muons do not form muonium (a
bound muon–electron system) in metals, and hydrogen
stays ionic by analogy. For simplicity, we nonetheless refer
to it by H below. To ﬁnd the binding energy between H and
solute atoms/vacancies, we employ the Vienna Ab Initio
Simulations Package [28,29], which performs quantum
mechanical energy calculations using density functional
theory (DFT) [30,31]. The supercell of the model system
consists of 216 Al atoms on an fcc lattice, where one atom
is replaced by Mg, Si or a vacancy, and a H atom is intro-
duced at a neighbouring interstitial site. The binding
energy between H and a substitutional defect X is calcu-
lated as follows:
EðH X Þ ¼ Eð215AlþHþ X Þ  Eð216AlþHÞ
 Eð215Alþ X Þ þ Eð216AlÞ ð5Þ
For more computational details, we refer to the similar
calculations in Ref. [11].
5. Results
5.1. Reproducibility of measurements
As a check of the consistency of our lSR measure-
ments and of the ﬁtting to simulated data, we have
run two equal experiments on the Al–1.6% Mg2Si alloy
in an AQ condition. After quenching, the samples were
prepared for the measurements, which required keeping
them at RT for 15 min before cooling down to 20 K.
The number of events measured and the number of tem-
perature points were lower in the second run, leading to
shorter storage at e.g. 300 K inside the spectrometer. As
longer time at higher temperatures promotes atomic clus-
tering, this creates minor diﬀerences in microstructure
between the two conditions, but these are most likely
smaller than the combined errors of experiment and ﬁt-
ting. Therefore, the diﬀerences in spin relaxation is
bound to indicate the reproducibility/accuracy of zero-
ﬁeld lSR measurements as applied to Al alloys. Overlay
plots of the relaxation functions for all measurement
temperatures are presented in Fig. 1. The initial asymme-
try (at time t = 0) is slightly diﬀerent due to unavoidable
diﬀerences in the experimental set-up. This eﬀect is taken
into account in the analysis. Otherwise, it is diﬃcult to
observe any diﬀerences in the relaxation functions by
eye.
Fig. 2 shows the ﬁtting parameters we obtain when
comparing the data in Fig. 1 to simulated relaxation func-
tions. The greatest deviations are in the fraction of ini-
tially trapped muons and the trapping rates, suggesting
that these parameters cause the least variation in the
relaxation functions when altered. The trapping rate is
diﬃcult to estimate at low temperatures because the rela-
tively slow kinetics do not bring the system near an equi-
librium before the muons decay. Regardless of this, we
mainly use the trapping rate mt to compare conditions in
the further, as it is readily interpretable in terms of defect
content. Figs. 1 and 2 shows that the reproducibility of
the experiments is reasonable and that the error in mt is
estimated well.
In connection to this uncertainty analysis, we note that
the 100 C annealed and 15 days RT stored Al–1.6% Mg2Si
samples had incorrect ﬁtting parameters (e.g. too low mt) in
a previous publication [18]. The cause of the errors was
related to the experimental set-up, and has been corrected
for in this paper.
5.2. Binary alloys and their relationship to Al and Al–Mg–Si
Six experiments with binary alloys were conducted, with
Al–0.5% Mg and Al–0.5% Si in AQ, RT stored and
annealed conditions. The trapping rates are shown sepa-
rately for the two systems in Fig. 3. It becomes immediately
obvious that Mg and Si atoms aﬀect muons very diﬀer-
ently. We note the following trapping rate characteristics
for Al–Mg:
 Heat treatment does not change the muon behaviour
much in Al–Mg alloys.
 There is a remarkable coincidence of Al–Mg and Al–
Mg–Si at temperatures up to 120 K, despite a big diﬀer-
ence in Mg content.
 RT stored and AQ samples have higher trapping rates
than pure Al at temperatures of 240–300 K. This is
not the case for the sample annealed at 200 C.
 All Al–Mg conditions have a trapping peak at 160 K,
for which we can currently provide no explanation.
Correspondingly, for Al–Si:
 The muon behaviour in annealed and RT stored sam-
ples is very similar to that in pure Al, excluding only
the lowest temperatures.
 Only when measuring directly after quenching from
SHT did we observe a signiﬁcant diﬀerence at high tem-
peratures. The extended peak from 100 to 250 K is sim-
ilar to peaks previously observed in Al–Mg–Si for all
kinds of heat treatments (see Ref. [18] and Figs. 5 and 6).
TEM images of the annealed conditions were obtained,
and are presented in Fig. 4. Some dislocations are observed
in both samples, with a slightly higher concentration in Al–
Si. Diamond Si particles are also present in Al–Si. They
S. Wenner et al. / Acta Materialia 61 (2013) 6082–6092 6085
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mainly have a plate morphology, with a typical size of
70 nm  70 nm  7 nm, seen both edge-on and as
moire´ patterns in Fig. 4(b). No particles are observed in
Al–Mg.
5.3. Al–Mg–Si alloys with RT storage before annealing
Motivated by results from APT [6], we conducted lSR
experiments on the ternary Al–1.6% Mg2Si alloy annealed
Fig. 1. Overlays of relaxation functions measured at temperatures from 20 to 300 K. Both samples come straight from quenching after SHT, and are
compared to check the reproducibility of the lSR experiments. The sets of colours do not correspond to the same temperatures in both cases.
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for 1000 min at 100 C with and without RT storage
between SHT and this annealing. Fig. 5 shows the calcu-
lated trapping rates of the two conditions, as well as a con-
dition with 15 days of RT storage (and no annealing) for
comparison. We see that the annealed samples follow each
other until a temperature of 120 K is reached, after which
the trapping is consistently lower in the sample with RT
storage. The sample with only RT storage lies even lower
in this region.
In addition to having a diminished high-temperature
trapping peak, the exclusively RT stored sample also lies
below the annealed samples at low measurement tempera-
tures. This is observed for all AQ and RT stored samples,
and is discussed in Section 6.1.
5.4. Inﬂuence of annealing temperature on trapping rates in
Al–Mg–Si alloys
Adding to the conditions previously investigated [18], we
have data from a set of Al–1.6% Mg2Si alloys annealed for
1000 min at four diﬀerent temperatures. Higher tempera-
tures will bring the microstructure in the material further
along the precipitation sequence inEq. (1). The results of this
study are shown as muon trapping rates in Fig. 6. Annealing
at 70, 100 and 150 C gives a very similar muon behaviour,
with the characteristic peak above 120 K higher than in the
AQ and RT stored conditions, which are also shown in the
ﬁgure. Annealing at 200 C reduces the trapping rate to the
AQ level. Since RT storage is equivalent to annealing the
sample at 20 C for a very long time, we see the biggest
changes in the transitions 20C! 70C and
150 C! 200 C.
TEM images of the microstructure in the alloys
annealed at 150 and 200 C are shown in Fig. 7. The
150 C annealed sample has a ﬁne microstructure of b00 pre-
cipitates and their precursors (pre-b00 Guinier–Preston (GP)
zones; see Ref. [32]). Annealing at 200 C is seen to produce
a coarser microstructure. As the alloy begins to over-age,
the precipitate types change from b00 to larger b0 and other
less coherent phases (see Ref. [27] for more detailed TEM
studies of a similar alloy annealed at 200 C). In some
cases, clusters formed during annealing at 70–100 C are
also observable by TEM (see e.g. Ref. [33]). We have not
attempted such analysis in this work, and refer instead to
APT results on similar conditions when discussing low-
temperature annealing in Section 6.
5.5. Calculations of muon binding energy
Binding energies between hydrogen and substitutional
defects in Al–Mg–Si alloys were calculated as explained
in Section 4, and are displayed in Table 2. H at an octa-
hedral site in pure Al and H as a substitutional defect
are included for completeness. The hydrogen ion H+
has a larger mass than a muon l+, and thus diﬀerent
binding energies, but the numbers should follow a similar
trend for muons. We see that substitutional and octahe-
dral sites are very unfavourable for a hydrogen atom.
The main result is that the binding energy of hydro-
gen/muons to substitutional defects is sorted as
Si < Mg < vacancy.
Measuring binding energies using lSR is a challenge
because of the complexity of the physics involved. Most
regions of a typical Arrhenius plot do not look linear,
meaning that simple Boltzmann kinetics is insuﬃcient to
describe the real situation. High-temperature tails create
reasonably linear Arrhenius plots, as shown in Fig. 8,
with a linear ﬁt in the temperature range 200–300 K.
The two selected conditions are Al–Mg and Al–Mg–Si
alloys, only the last of which should have any solute clus-
tering dynamics. The linear ﬁt gives activation energies of
0.0199 eV (Al–0.5% Mg, 1000 min at 200 C) and
0.0633 eV (Al–1.6% Mg2Si, 163 days at RT). This can
be interpreted as binding energies for a high-temperature
muon trap, with seemingly very diﬀerent natures in the
two cases. The activation energy for the low-temperature
peak (20–80 K) of the same Al–1.6% Mg2Si condition was
measured to 0.0069 eV. The low-temperature trap is thus
considerably easier to escape from.
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6. Discussion
6.1. Muon trapping in Al (–Mg)(–Si)
We focus here on the bonds formed between muons and
various lattice defects in aluminium, which has been shown
to greatly inﬂuence the measured muon spin relaxation
functions.
At low temperatures, Al–Mg has a much higher trap-
ping peak than Al–Si (Fig. 3), leading to a clear conclusion:
Mg–l+ bonds are stronger than Si–l+ bonds. This is sup-
ported by the DFT results for hydrogen–solute bonds in
Table 2, and can be qualitatively explained in terms of
the lower number of valence electrons in Mg relative to
both Al and Si [17]. The height of the low-temperature
trapping peak is the same for Al–0.5% Mg and Al–1.6%
Mg2Si (roughly twice the amount of Mg atoms). It seems
that the Mg–l+ trapping kinetics reach a point of satura-
tion at low concentrations of Mg. As-quenched Al–Si has
a large trapping peak above 60 K, which disappears with
any heat treatment, including storage at RT. Al–Mg has
a radically diﬀerent behaviour, losing its high-temperature
muon trapping only after annealing. A simple explanation
is that Al–Mg needs annealing to get rid of its vacancies,
while they disappear from Al–Si during RT storage.
Vacancies have certainly been found to diﬀuse slowly near
Mg atoms [34]. The trapping site in AQ Al–Si can be small
clusters of Si and vacancies, judging by the favourability of
such bonds [35,36]. If this interpretation is correct, the
vacancies leave the clusters and disappear from the mate-
rial during weeks at RT. Large, incoherent diamond Si par-
ticles apparently have no eﬀect on the muon behaviour,
judging from the lack of diﬀerences in muon trapping rate
between RT stored and annealed samples in Fig. 3(b).
Fig. 4. TEM images of binary alloys annealed at 200 C for 1000 min after SHT. (a) Al–0.5% Mg and (b) Al–0.5% Si. Both are viewed in the [001]Al
direction. Two of several diamond Si particles are indicated by arrows in (b).
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Fig. 5 shows that there is less muon trapping at the pre-
viously identiﬁed “cluster trapping peak” [18] in annealed
samples if they have been RT stored before the annealing.
According to APT ﬁndings, the sample with direct anneal-
ing has approx. 5 times more clusters than the sample with
RT storage before the annealing [6]. It was shown that
these are “good” clusters, being more compact (solute-rich)
and having an Mg/Si ratio close to 1. The cluster sizes do
not change between the two conditions. There should be
no other diﬀerences between the conditions with and with-
out RT storage, and what we observe with lSR is thus
quite certainly caused by the composition, vacancy content
and/or concentration of solute clusters.
The inﬂuence of microstructure on the lSR signal can
be further deduced by the annealing temperature experi-
ments on the Al–Mg–Si alloy (Fig. 6). The transition from
a cluster-dominated microstructure (70 C annealing) to a
mixture of clusters and small, coherent precipitates causes
no apparent diﬀerence in muon kinetics. However, anneal-
ing at 200 C gives a lower trapping rate at measurement
temperatures around 200 K. The annealing transforms
some clusters/precipitates into larger, less coherent precip-
itates, some of which dissolve, thereby reducing the overall
precipitate number density. The alloy conditions in the
early stages of the precipitation sequence (Eq. (1)) are
apparently the most eﬃcient at trapping muons.
The insight gained from the experiments in this work is
condensed in Fig. 9. Each nanosized defect in a material
will give a “signature” in the muon trapping behaviour,
which is characteristic of some kind of defect. The lower
black line is what we expect the trapping rate to look like
in 100% pure Al. Its inherent muon kinetics might include
subtle eﬀects of dislocations and grain boundaries. Trace/
impurity elements (brown line) and alloying elements
(pink, dashed line), especially Mg (and Cu [17]), trap
muons at low temperature. Trapping at temperatures close
to 300 K (gray, dotted line) is observed in the non-annealed
Al–0.5% Mg sample. As-quenched Al–Mg–Si samples also
display elevated trapping in this region, and our previous
in situ studies [15] show that this is also the case for AQ
pure Al. A non-equilibrium (thermal) vacancy concentra-
Fig. 7. TEM images of Al–1.6% Mg2Si annealed for 1000 min at temperatures (a) 150 C and (b) 200 C after SHT. Both are viewed in the [001]Al
direction, and the precipitates are aligned along h001iAl directions.
Table 2
Binding energies between hydrogen and point defects in
Al–Mg–Si alloys as calculated by DFT and Eq. (5). Tetr.
and Oct. mean tetrahedral and octahedral interstitial
sites, respectively. The energy of hydrogen at a tetrahe-
dral site in pure Al is always used as a reference.
Hydrogen site Energy (eV)
Tetr. next to Mg 0.1298
Tetr. next to Si 0.0318
Tetr. next to vacancy 0.3109
Subst. (inside vacancy) 0.4965
Oct. in pure Al 0.2560
Fig. 8. Arrhenius plot showing the logarithm of the equilibrium fraction
of free (detrapped) muons. The selected conditions are Al–0.5% Mg
annealed at 200 C for 1000 min and Al–1.6% Mg2Si stored at room
temperature for 163 days. Measurement temperatures are in the range
200–300 K.
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tion, introduced through SHT, is most likely responsible.
The trapping peak around 200 K (blue, dashed line) was
previously associated with clustering/precipitation [18]. It
is the most interesting feature of the curves as it is observed
exclusively in Al–Mg–Si samples and AQ Al–Si. We
hypothesize that the trapping sites of this peak are vacan-
cies in Mg/Si–rich environments – in particular, vacancies
which are themselves trapped by clusters or precipitate
phases. The muon trapping potential of such vacancies
has not been investigated, but it is likely to be close to that
of free vacancies in Al, given the much weaker muon (or
hydrogen) interaction with Mg and Si atoms (see Table 2).
Figs. 5 and 6 show that AQ and RT stored Al–1.6%
Mg2Si samples have a reduced trapping rate at low temper-
atures as compared to Al–Mg and annealed Al–Mg–Si
samples. Why Mg atoms should have a lower muon trap-
ping potential in these conditions is not clear at this point,
though it might be related to the change in solute atom dis-
tribution through clustering.
6.2. Vacancy behaviour during heat treatment
According to the calculated binding energies in Table 2,
muons are preferentially located at interstitial sites next to
a vacancy, though the concentration of vacancies is always
very low compared to e.g. solute atoms. A high tempera-
ture is required to increase the muon diﬀusivity and break
them loose from other defects so that they are able to ﬁnd
vacancies to bind to. Assuming the interpretation of the
200 K peak from the previous subsection (muon trapping
by vacancies in solute-rich environments), we can draw
some conclusions about the behaviour of vacancies in Al
alloys.
Around 200 K, muons seem to have a strong bond with
the Si–vacancy clusters formed after quenching from SHT
(see Fig. 3(b)). After 12 days at RT, the trapping peak dis-
appears, while it lasts indeﬁnitely in Al–Mg–Si alloys,
regardless of the heat treatment (Figs. 5 and 6). This means
that, with the heat treatments done in this work, there are
always some vacancies trapped in clusters and possibly
early precipitate phases. The total number of vacancies
inside Al–Mg–Si is then always greater than in pure Al,
when the materials are treated equally. Fig. 10 shows the
average trapping rate in the temperature interval 140–
240 K for all Al–1.6% Mg2Si conditions in Figs. 5 and 6.
The typical microstructure for each condition is included,
based on the current TEM analysis and previous analysis
with TEM and APT of similar conditions [5,10,6,27,32].
The trapping maximum at an annealing temperature of
100 C does not correspond directly to a maximum in
any known microstructural parameter. In light of the pre-
ceding discussion, we nevertheless suggest that the vacancy
concentration inside clusters/precipitates peaks at this
point. It is possible that the ability of a precipitate to trap
vacancies decreases when its coherency with Al decreases,
and that it is also aﬀected by the precipitate composition.
Although no current technique can probe the exact
structure of nanoclusters, the good clusters might have a
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pre-b00 GP zone [32] structure at the moment they nucleate
from the Al matrix. An indication of the presence of good
and bad clusters is noted for each condition in Fig. 10,
showing a good correspondence between good cluster con-
tent and muon trapping rate. Our interpretation is that
muon-trapping vacancies reside in these clusters, which
retain an Al-fcc structure. Once they transform into b00
and other phases, they lose their ability to contain vacan-
cies, which lowers the muon trapping rate.
Diamond Si particles do not aﬀect muon kinetics, and
therefore do not trap vacancies. The equilibrium phase b
in the Al–Mg–Si system, with the composition Mg2Si,
forms as big, incoherent cubes, similar to diamond Si. If
b also does not trap vacancies, the blue peak in Fig. 9
should not be present in a sample containing only b. Such
a very over-aged Al–1.6% Mg2Si alloy should be studied in
the future, as it could be an interesting test of our
interpretation.
7. Conclusion
An extensive study on the muon behaviour in Al–Mg–
Si, Al–Mg, Al–Si and pure aluminium has been conducted.
Heat treatments were designed for the investigation of dif-
fusion and clustering phenomena in diﬀerent stages of the
precipitation, which is crucial to the properties of commer-
cial Al–Mg–Si alloys. We have shed light on some impor-
tant ﬁndings regarding the muon trapping in the
materials and its interpretation in terms of (sub-) nanome-
ter-sized defect content. In particular, muons were found to
prefer the company of Mg atoms over Si atoms, as was pre-
dicted by DFT calculations. The vacancy kinetics are sur-
prisingly diﬀerent in the two binary alloys. In Al–Si, Si–
vacancy clusters form, but vacancies still leave the material
faster in Al–Si than in Al–Mg. A characteristic peak in the
muon trapping rate is seen in Al–Mg–Si in the temperature
range 100–250 K, regardless of heat treatment. Since there
are many steps of reasoning in our analysis of this peak, we
summarize it here in a bottom-up order:
1. Annealing an Al–1.6% Mg2Si alloy at 70–150 C for
1000 min produces a ﬁne microstructure of “good”
(see Section 6.2) clusters and GP zones, with Mg and
Si atoms retaining Al-fcc positions. This has been well
established by numerous earlier APT and TEM
investigations.
2. These structures trap a greater number of vacancies than
bulk Al and precipitates with a non-fcc structure. This is
the main hypothesis of this paper.
3. Muon–vacancy bonds have a high binding energy, as
found by the current DFT calculations as well as lSR
experiments on Al (–Mg)(–Si) alloys.
4. The trapping of muons by vacancies inside good clus-
ters/GP zones occurs when the alloy sample is kept at
temperatures in the range 100–250 K.
5. This trapping increases the muon depolarization rate.
The steepness of the relaxation functions (Fig. 1) at
the temperatures in question can thus be linked to the
presence of good clusters/GP zones.
Two transitions are observed in the muon trapping rate
when changing the annealing temperature: an increase
between room temperature and 70 C and a decrease
between 150 and 200 C. These transitions indicate the
appearance of good clusters/GP zones, and their disap-
pearance is associated with over-aging.
Muon spin relaxation has proved to be sensitive to very
small concentrations of defects important for diﬀusional
phase transformations. It is complementary to more estab-
lished techniques such as TEM, APT and DSC, and has the
potential to aid our understanding and development of alu-
minium alloys.
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The effect of natural ageing time before artificial ageing
has been investigated in four Al–Mg–Si(–Cu) alloys,
with 0.4% Mg + 0.8% Si and 0.8% Mg + 0.4% Si, both
with and without 0.14 at.% Cu. The precipitate micro-
structure was quantified by means of transmission electron
microscopy. Varying the storage time before ageing for
170 min at 200 8C, we observe an initial hardness increase
after minutes, a decrease after several hours and another
increase after weeks. The hardness decrease was most pro-
nounced in the Mg-rich Cu-free alloy, caused by a reduced
precipitate volume fraction. Adding Cu produces finer
microstructures, higher hardness and reduces the negative
effect of natural ageing regardless of the Mg/Si ratio of
the alloy. With 1 week storage, an increase in the fraction
of the Cu-containing precipitates L and Q’ was observed
in the Cu-containing Si-rich and Mg-rich alloys respec-
tively.
Keywords: Al–Mg–Si; Precipitation; Natural ageing;
Transmission electron microscopy; Hardness
1. Introduction
The 6xxx series aluminium alloys, with magnesium and
silicon as primary alloying elements, are widely used in
the automotive industry and as structural materials. They
acquire medium strength via the formation of metastable
precipitate phases during heat treatment. During solution
heat treatment (SHT) at a temperature between the solu-
bility limit of the alloying elements and the eutectic
temperature, a solid solution is created, where evenly
distributed Mg and Si atoms occupy substitutional Al
fcc lattice positions. After cooling to room temperature
(RT), a highly unstable supersaturated solid solution
(SSSS) is formed, retaining 1–3 at.% solutes in 6xxx al-
loys. Owing to the quenched-in vacancy supersaturation,
solute atoms will diffuse and form clusters at RT. This is
referred to as natural ageing (NA). Upon subsequent arti-
ficial ageing (AA) at medium temperatures (~170 8C), meta-
stable precipitates will form with structures different from,
but partially coherent with, the Al matrix. All metastable pre-
cipitates in the Al–Mg–Si(–Cu) system have needle/rod/
lath/plate shapes with main growth directions parallel to
<001>Al, which also coincide with the full coherency direc-
tions. In Al–Mg–Si alloys, the precipitation sequence is:
[1–3]
SSSS ! solute clusters ! GP zonesðpre-b00Þ ! b00
! b0;U1;U2;B0 ! b; Si ð1Þ
The Guinier–Preston (GP) zones are in this alloy system
needle-shaped agglomerations of solute atoms still occupy-
ing Al fcc lattice positions [4]. Si-rich alloys favour the for-
mation of GP zones (pre-b’’), which promote a better ther-
mal stability as compared to Mg-rich alloys [5]. The
needle-like b’’ phase is fully coherent with the matrix and
responsible for the peak hardness of Al–Mg–Si alloys [5,
6]. The later phases in the sequence are less coherent, up
to the incoherent equilibrium phase b [7]. Upon over-age-
ing, a combination of U2 and b’ phases has been observed
for alloys with Mg/Si ratios close to 1, while a combination
of large U1 and small B’ phases has been observed for Si-
rich alloys [7]. The formation of GP zones is prevented in
Mg-rich alloys which achieve one main hardness peak due
to the formation of b’’ phase [5]. These alloys overage faster
and produce coarse b’ microstructures [7].
Many industrial 6xxx alloys contain small amounts of cop-
per as an additional alloying element. This is known to in-
crease hardness due to the formation of several types of Cu-
containing semi-coherent precipitate phases in the peak hard-
ness condition, many of them with disordered structures [8].
The precipitation sequence for Al–Mg–Si–Cu alloys is:
SSSS ! solute clusters ! GP zones! b00;L;C; S;
! b0;Q0 ! Q ð2Þ
Earlier studies comprising alloys with solute content
(Mg + Si) = 1.3 at.% and 0.13 at.% Cu additions indicate
that the types of metastable precipitates which are formed
have a weaker dependency on the Mg/Si ratio [8] when
compared to precipitates in corresponding Cu-free alloys
[5, 7]. In 6xxx alloys, NA before AA can have both a posi-
tive and negative effect on hardness, depending on the alloy
composition and the NA time [9, 10]. An addition of Cu has
been found to reduce the negative effect [11–13]. In the
case of the alloys used in the present study, which have a
total solute amount above 1 at.%, RT storage between
SHT and AA is expected to cause a decrease in hardness
after AA [5, 14].
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NA is a complicated and poorly understood phenomenon
that may be ascribed to a number of competing nanoscale
processes happening at different rates and with different ef-
fects on hardness and other measurable global quantities
[15]. The processes have been attributed to the formation
of different types of solute clusters [16]. This is known to
affect the precipitation during subsequent AA [9]. The im-
portance of NA comes from the fact that it cannot be com-
pletely avoided in industrial practice.
In this paper we present hardness and microstructure in-
vestigations of four different alloys as a function of NA
time before artificial ageing. The alloys are Mg-rich and
Si-rich both with and without Cu additions. The total solute
amount is nearly equal in all alloys, and at a level that usual-
ly gives a negative effect on hardness during AA following
NA [9]. Transmission electron microscopy (TEM) has been
used to identify precipitate types and to characterise them
according to average length, cross-section, number density
and volume fraction. This is used to explain the features of
the hardness curves obtained by varying RT storage time
between SHT and AA.
2. Experimental procedure
Four ultra-pure alloys were used in the study, A2 and
A11 having (Mg + Si)& 1.3 at.% with respective Mg/Si
ratios 0.5 and 2.0, and their Cu-containing equivalents
A2Cu and A11Cu having 0.14 at.% Cu additions. The exact
compositions, determined using X-ray microprobe mea-
surements, are given in Table 1. Samples of each alloy were
prepared from extruded bars with cross-section dimensions
1.8 mm · 24 mm. SHT was conducted in salt furnaces for
1 h at a temperature of 540 ± 1 8C. The samples were
quenched in 19 ± 1 8C water and stored at RT for variable
time (< 5 s to 1 year). Subsequent AA was done in baths of
silicon oil for 170 min at a temperature of 200 ± 1 8C. This
is known to produce a condition close to the peak-aged
one for these alloys.
Hardness was measured both during NA and after AA. In
this way the hardness increase due to the presumed atomic
cluster formation taking place during RT storage was mon-
itored, as well as the effect of these clusters on subsequent
ageing. Before hardness measurements, samples were po-
lished using a fine (P4000) grinding paper. All Vickers
hardness measurements were conducted with a Matsuzawa
DVK-1S using 100 lm s–1 loading speed for the diamond
tip and 5 kg applied force for 15 ms. 10 indentations were
made for each measurement.
TEM specimens were made from AA samples naturally
aged for < 5 s (denoted AA) and 1 week (denoted
NA + AA). These two conditions were chosen to compare
the effect of no RT storage with a storage that gives a de-
crease in the hardness after the AA (negative effect of RT
storage). Foils were polished to a thickness of 50–
150 lm and punched into 3 mm discs. The discs were
electropolished using a Struers Tenupol-5 and immediately
cleaned in methanol and ethanol. TEM investigations were
conducted using a Philips CM30 TEM operated at 150 kV.
Due to the orientation and the coherency of the metastable
phases with respect to the Al matrix, all TEM investiga-
tions were performed in a <001>Al type zone axis. TEM
negatives were exposed, scanned and used for precipitate
characterisation. A post-column Gatan parallel EELS sys-
tem was used to measure the sample thickness where each
negative was taken. After manually marking the precipi-
tates on each negative, a Matlab script was used for com-
puting the average precipitate cross-section area, length
and number density. The product of these quantities gives
the precipitate volume fraction. The length and number
density were corrected for specimen tilt and the fraction
of precipitates near the surface that were cut shorter during
electropolishing using statistical considerations. A more
detailed description of the methodology used can be found
elsewhere [5]. The average characteristics of the precipi-
tates (Table 2) were calculated from roughly 300 cross-
sections, 1000 lengths and 1000 particle counts for each
condition. The sample thickness at locations of the ex-
posed negatives was in the range 30–110 nm. Precipitate
types can be determined from high-resolution images of
precipitates viewed in cross-section (along their main
growth direction) due to the fact that their lengths are
comparable to the thickness of the analysed TEM sample.
Phases were identified based on their dimensions and/or
the crystallographic orientations of their interfaces [8,
17]. Determining the type of a precipitate is evidently
much harder when its main growth direction is perpendi-
cular to the viewing direction, due to overlap with Al.
Therefore, precipitates with similar cross-section areas in
Table 2 have been assumed to have the same average
length. Similar phase identifications have been performed
in another study [7].
3. Results
Hardness results are given in Figs. 1 and 2, with logarithmic
RT storage time axes. The hardness increases monotoni-
cally for all alloys during NA (Fig. 1). It is roughly doubled
from short (~20 min) to long (~1 year) RT storage times.
For storage times less than 10 hours, the slope is similar
for all alloys, though after roughly 100 h the Cu-containing
alloys are systematically stronger. A small drop in hardness
of the Cu-free alloys is observed around 300 h.
Figure 2 shows the effect of various RT storage times
(indicated in Fig. 1) on the hardness measured after AA for
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Table 1. Compositions of the alloys used in the study, measured by X-ray microprobe. Statistical errors from 10 measurements on the
same samples are given.
Alloy Si (at.%) Mg (at.%) Cu (at.%) Total (at.%) Mg/Si (wt.%)
A2 0.802 ± 0.008 0.443 ± 0.004 0.003 ± 0.001 1.247 ± 0.009 0.478 ± 0.009
A11 0.399 ± 0.009 0.937 ± 0.014 0.003 ± 0.002 1.339 ± 0.016 2.032 ± 0.016
A2Cu 0.847 ± 0.010 0.539 ± 0.003 0.145 ± 0.004 1.531 ± 0.012 0.551 ± 0.010
A11Cu 0.419 ± 0.007 0.912 ± 0.007 0.135 ± 0.005 1.466 ± 0.011 1.884 ± 0.010
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170 min at 200 8C. The key properties of the hardness
curves are:
. The Cu-containing alloys clearly have a (10–20%)
higher strength than their Cu-free equivalents, for all
investigated NA times.
. All four alloys display similar stages of variation in the
AA hardness as function of RT storage time. The hard-
ness curves are characterised by an initial increase
corresponding to a few minutes of RT storage followed
by a hardness decrease that lasts up to more than 100 h
and then by a final hardness increase which may corre-
spond to the small drop in NA hardness at about 300 h.
At very long RT storage times (months) the hardness in
AA samples seems to decrease again for the Cu-free al-
loys.
. The first (main) hardness drop is most pronounced in the
Cu-free Mg-rich alloy (A11). The minimum hardness is
achieved between 1 h and 200 h for this alloy.
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Table 2. Quantification of the precipitate phases in the eight conditions studied. (a) Artificially aged for 170 min at 200 8C within 5 s
after the solution heat treatment. (b) Solution heat treated, stored at room temperature for 1 week and artificially aged for 170 min at
200 8C.
Condition Precipitate Cross-section
(nm2)
Length (nm) Number density
(1000 lm–3)
Volume fraction
(%)
A2 (AA) b’’
Total
11.7 ± 0.3 39.3 ± 2.0 26.1 ± 1.6
26.1 ± 1.6
1.19 ± 0.10
1.19 ± 0.10
A11 (AA) b’’
Over-aged (B’)
Total
17.9 ± 0.6
12.1 ± 0.8
26.3 ± 2.2
26.3 ± 2.2
22.2 ± 2.5
6.0 ± 0.6
28.3 ± 2.6
1.05 ± 0.15
0.19 ± 0.03
1.24 ± 0.15
A2Cu (AA) b’’
L
Q’
Disordered
Total
7.5 ± 0.1
8.0 ± 1.4
10.9 ± 2.0
6.8 ± 0.2
22.5 ± 1.0
67.9 ± 20.5
67.9 ± 20.5
22.5 ± 1.0
40.7 ± 4.3
1.6 ± 0.2
1.3 ± 0.1
22.0 ± 2.3
65.6 ± 4.8
0.69 ± 0.08
0.08 ± 0.03
0.10 ± 0.04
0.34 ± 0.04
1.20 ± 0.10
A11Cu (AA) b’’
L
Q’
Disordered
Total
11.1 ± 0.3
12.7 ± 0.3
11.8 ± 1.5
9.1 ± 0.6
17.0 ± 0.7
49.2 ± 8.9
49.2 ± 8.9
17.0 ± 0.7
32.1 ± 3.4
1.4 ± 0.2
1.1 ± 0.1
12.6 ± 1.3
47.2 ± 3.6
0.60 ± 0.07
0.09 ± 0.03
0.06 ± 0.02
0.20 ± 0.03
0.95 ± 0.08
(a)
Condition Precipitate Cross-section
(nm2)
Length (nm) Number density
(1000 lm–3)
Volume fraction
(%)
A2 (NA + AA) b’’
Total
8.1 ± 0.2 37.8 ± 1.1 35.9 ± 3.8
35.9 ± 3.8
1.10 ± 0.12
1.10 ± 0.12
A11 (NA + AA) b’’
Over-aged (b’)
Total
13.1 ± 0.6
27.7 ± 2.2
20.7 ± 1.4
139.9 ± 18.6
20.2 ± 2.1
0.7 ± 0.1
21.0 ± 2.1
0.55 ± 0.07
0.28 ± 0.05
0.83 ± 0.09
A2Cu (NA + AA) b’’
L
Q’
Disordered
Total
7.2 ± 0.2
5.3 ± 0.3
7.7 ± 1.0
6.8 ± 0.2
21.8 ± 1.1
65.6 ± 5.1
65.6 ± 5.1
21.8 ± 1.1
22.7 ± 2.8
9.9 ± 1.2
1.2 ± 0.1
27.4 ± 3.3
61.2 ± 4.5
0.36 ± 0.05
0.35 ± 0.05
0.06 ± 0.01
0.40 ± 0.05
1.17 ± 0.09
A11Cu (NA + AA) b’’
L
Q’
Disordered
Total
10.9 ± 0.3
7.8 ± 1.4
12.2 ± 0.9
9.5 ± 0.5
21.1 ± 1.3
39.4 ± 8.3
39.4 ± 8.3
21.1 ± 1.3
24.0 ± 2.6
2.1 ± 0.2
4.0 ± 0.4
14.7 ± 1.6
44.9 ± 3.0
0.55 ± 0.07
0.06 ± 0.02
0.19 ± 0.05
0.30 ± 0.04
1.11 ± 0.10
(b)
Fig. 1. Vickers hardness evolution during natural ageing (room tem-
perature storage) for up to 1 year after solution heat treatment.
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. In the case of the Cu-containing alloys, the effect of RT
storage is weaker and less dependent on the Mg/Si ratio
of the alloy. The main decrease and final increase in
hardness occur after longer RT storage times. Specifi-
cally, the hardness of both alloys drops between 5 min
and 500 h, and increases again after 500 h.
Figure 3 shows typical low magnification bright-field TEM
images used for the microstructure quantification in each of
the eight TEM conditions, corresponding to the four alloys
kept for only seconds at RT and for 1 week at RT before
given the final AA of 170 min at 200 8C. Figure 4 shows ex-
amples of phase identification, based on high magnification
bright-field TEM images recorded from precipitates viewed
in cross-section. The phases are quantified in Table 2. Fig-
ure 5 displays the absolute volume fraction of the precipi-
tates. The following observations can be drawn:
. The large drop in hardness for the Mg-rich Cu-free alloy
A11 after 1 week of RT storage correlates with a reduc-
tion in precipitate volume fraction and number density
concomitant with microstructure over-ageing and for-
mation of the b’ phase (see Fig. 5) that has a low harden-
ing potential [7]. Although the microstructure becomes
finer after 1 week RT storage for the Si-rich Cu-free al-
loy A2 (that should increase the hardness), the hardness
is similar to the condition with very short RT storage.
. The Cu-containing alloys generally have a higher preci-
pitate number density than the Cu-free alloys, corre-
sponding with a higher overall hardness achieved
(Fig. 2).
. The Cu-containing alloys have large fractions of disor-
dered precipitates (see Fig. 5), many containing b’’ unit
cells (see Fig. 4), at both short and long RT storage
times. However, after 1 week of RT storage a clear in-
crease in the Cu-containing precipitates L and Q’ is ob-
served in alloys A2Cu and A11Cu respectively (see
Fig. 5).
. In general, Fig. 5 shows that the relative fraction of b’’
phase is lower after 1 week RT storage as compared to
very short storage for all four alloys. Also, the fraction
of b’’ is lower in the case of Cu-containing alloys.
4. Discussion
From the hardness curves in Figs. 1 and 2, it is evident that
several competing processes occur during NA, with differ-
ent effects on hardness and precipitation that take place dur-
ing the subsequent AA. These have earlier been attributed
to mono- and hetero-clustering of solute elements, also de-
noted \bad" and \good" clusters, respectively [16, 18, 19].
In the case of Cu-free alloys it has been shown that Mg–Si
clustering is a slow process, while clusters that are either
Si-rich or Mg-rich form faster. It can therefore be specu-
lated that the initial hardness increase in the AA conditions
(Fig. 2) corresponding to very short RT storage and the
hardness decrease that follows is the result of mono-cluster-
ing, while the final hardness increase is the result of Mg–Si
co-clustering. The temporary drop/stagnation in NA hard-
ness (Fig. 1) at 300 h can be another effect of this last pro-
cess. Recent atom probe tomography work using the A2
and A11 alloy compositions [14] has demonstrated the pre-
sence of large fractions of Si-rich clusters that form during
NA in Si-rich alloys, and corresponding Mg-rich clusters
in Mg-rich alloys. In the same work Mg–Si co-clustering
was observed in pre-aged conditions regardless of the RT
storage time. The lower sensitivity of the Cu-free Si-rich
alloy A2 to the RT storage time could be connected to pre-
vious results [5] showing that Si-rich alloys are more stable
during isothermal heat treatments by retaining fine micro-
structures of b’’ phase. Indeed Fig. 5 shows that the relative
fraction of this phase is highest in alloy A2. Marioara et al.
[5] found that Mg-rich alloys overage faster and with a high
volume fraction of the less coherent b’ phase, which is con-
firmed in this work. Interestingly, in all four alloys it seems
the over-ageing process is accelerated when the NA time is
increased. The fact that the Cu-free Mg-rich alloy A11 is
more negatively influenced by RT storage may indicate that
the Mg-rich clusters that form during short times of RT sto-
rage are more detrimental to nucleation during AA than the
Si-rich clusters that form in alloy A2, which would explain
the observation of fewer and larger precipitates. It should
be noted that earlier differential scanning calorimetry
(DSC) investigations show no variations in the peak asso-
ciated with b’’ formation with NA time for two (denser)
Al–Mg–Si alloys [20].
Previous work has shown that when Cu is added to the
Al–Mg–Si system the precipitation sequence changes and
new phases form [8]. This effect is associated with a de-
crease in the fraction of b’’ particles, which are no longer
the only hardening precipitates in these alloys. Moreover,
Cu-containing alloys produce higher precipitate number
densities that usually lead to higher hardness. This develop-
ment is also observed in the present work, and may provide
a likely explanation for the overall superior hardness of
A2Cu and A11Cu. An interesting feature of the Cu-contain-
ing alloys is that NA has a reduced effect on the AA hard-
ness response, which hardly depends on the Mg/Si ratio of
the alloy. This, together with the observation that an in-
creasing fraction of Cu-containing precipitates is observed
with 1 week of RT storage suggests that Cu is preventing
the detrimental effect by being incorporated in \good" clus-
ters that would have otherwise been \bad", regardless of
alloy Mg/Si ratio.
This work has demonstrated that RT storage is a very im-
portant parameter that cannot be ignored in industrial pro-
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Fig. 2. Vickers hardness after a varying room temperature storage time
(up to 1 year) and subsequent (fixed) artificial ageing for 170 min at
200 8C. The vertical dotted lines denote the conditions studied using
transmission electron microscopy.
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cedures or applications where increased control of precipi-
tate microstructure and mechanical properties is required.
Further work is needed in order to understand the processes
that occur at the atomic level during the RT storage and
how these early atomic clusters influence precipitation dur-
ing the subsequent AA. For example, one intriguing obser-
vation in this work is the second hardness decrease at NA
times corresponding to several months for the Cu-free al-
loys.
5. Conclusions
The effect of room temperature storage times of up to one
year on hardness and precipitation after a subsequent AA
has been analysed for four Al–Mg–Si(–Cu) alloys. Based
on the hardness of the AA conditions, three main develop-
ment stages are identified that correspond to an initial hard-
ness increase during very short (seconds or minutes) RT
storage, a hardness decrease during hours of RT storage
952 Int. J. Mat. Res. (formerly Z. Metallkd.) 103 (2012) 8
(a) (b) (c)
(d) (e) (f)
(g) (h)
Fig. 3. Low-magnification bright-field TEM
images showing the microstructure of the
eight conditions analysed. The sample thick-
ness is 50–70 nm in all conditions, enabling
direct visual comparison in the viewing direc-
tion, <001>Al. The samples were kept
either < 5 s (AA) or 1 week (NA + AA) at
room temperature between solution heat
treatment and artificial ageing. (a) A2 (AA).
(b) A11 (AA). (c) A2 (NA + AA). (d) A11
(NA + AA). (e) A2Cu (AA). (f) A11Cu
(AA). (g) A2Cu (NA + AA). (h) A11Cu
(NA + AA).
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and a final hardness increase after 100–500 h at RT. There
are indications that a fourth stage corresponding to a second
hardness decrease is taking place at very long RT storage
times (months) in the Si-rich Cu-free alloy A2. The nega-
tive effect of RT storage time is most pronounced in the
case of the Mg-rich Cu-free alloy A11. Adding Cu reduces
the negative effect and makes it less sensitive to the alloy
Mg/Si ratio.
Microstructure investigations show that the hardness de-
crease during the negative effect is caused by a reduction
in precipitate number density and/or a decrease in precipi-
tate volume fraction. Moreover, the Cu-containing alloys
produce higher precipitate number densities, which provide
a likely explanation for the overall superior hardness of
A2Cu and A11Cu. With increasing RT storage time, the
relative fraction of b’’ phase decreases while other precipi-
tates form, such as b’ in A11 and the Cu-containing L and
Q’ phases in the alloys A2Cu and A11Cu, respectively.
The latter finding suggests that Cu is involved in the preci-
pitation already during the formation of atomic clusters at
RT.
This work was financially supported by The Research Council of Nor-
way and Norsk Hydro via project no. 193619, The Norwegian–Japa-
nese Al–Mg–Si Alloy Precipitation Project.
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a b s t r a c t
We have investigated the effect on precipitate microstructure and hardness upon adding small amounts
of Ca to a base Al–Mg–Si alloy. The main investigative techniques were transmission and scanning
electron microscopy. We found that large Ca-containing particles with composition CaAl2Si2 form during
the production stages of the alloy. The particles leave less Si available in solid solution for the nucleation
of hardening precipitates, leading to a coarser microstructure consisting of less coherent precipitates. The
resulting hardness decrease is measurable for alloys containing more than 60 at ppm of Ca.
& 2013 Elsevier B.V. All rights reserved.
1. Introduction
Recycled aluminium constitutes a steadily growing fraction of
the global aluminium supply. In addition to avoiding disposing of
scrap metal, an important reason for using recycled aluminium is
the reduced production energy. In total, producing recycled
aluminium has an energy cost of only a few percent of that of
producing it from bauxite [1]. The main disadvantage of recycled
material is the accidental introduction of trace elements, which
can be both detrimental and beneﬁcial for the properties of alloys.
The subject of this study is the age-hardenable 6xxx aluminium
alloy series, where the main alloying elements are magnesium and
silicon. 6xxx alloys constitute the largest share of produced
aluminium alloys, and are heavily used for both architectural
and automotive purposes [1]. Upon appropriate heat treatment,
Mg and Si atoms cluster to form nano-sized metastable precipi-
tates. These prevent the motion of dislocations when the material
is under stress, and thus increase the strength of the material. The
precipitates form in a sequence, starting with phases which are
coherent with the Al matrix and ending in large, incoherent
phases with the lowest bulk formation enthalpy. The precipitation
sequence for the Al–Mg–Si system is [2–4]
SSSS-Clusters-GPzones-β″-β′;U1;U2;B′-β; Si: ð1Þ
The metastable and fully coherent β″ is the main hardening phase.
Like all the metastable phases, it is needle-shaped and has its main
growth direction along 〈001〉Al.
Calcium is a common impurity element in aluminium as it can
be introduced at many steps during the production [5]. In Al–Mg–
Si alloys, it is known to be detrimental to their mechanical
strength [1,5], making control of the Ca content important both
during primary production and recycling of alloys. A decrease in
strength with Ca content signiﬁes a change in precipitate micro-
structure, which is worth investigating due to the industrial
relevance of Ca additions. Calcium is located underneath magne-
sium in the alkaline earth metal group in the periodic table of
elements, which gives reason to believe that Ca atoms can replace
Mg atoms in precipitate structures characteristic of the Al–Mg–Si
system. By analogy, the replacement of Si by Ge was previously
investigated. Al–Mg–Ge alloys contain precipitate types related to
those in Al–Mg–Si, and small additions of Ge to Al–Mg–Si alloys
have been found to promote nucleation [6].
In this paper we present a study of the microstructure in Al–
Mg–Si alloys with different Ca content, from trace amounts to
typical alloying amounts, and explain why Ca additions reduce the
mechanical strength of this class of alloys. The main characteriza-
tion technique was electron microscopy in its transmission and
scanning variants (TEM and SEM). Details regarding the experi-
mental procedures are given in the next section. Results of
hardness measurements, microscopy and spectroscopy are found
in Section 3 and discussed in Section 4, while Section 5 serves as a
conclusion.
2. Experimental
The alloys chosen for this study are a subset of alloy composi-
tions created for the investigation of trace element inﬂuences on
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precipitation. Having a total solute concentration of ≈1 at%, the
base alloy is low-solute (lean) by industrial standards for 6xxx
alloys. Its commercial counterpart is 6060, which has comparable
Mg and Si content. The exact compositions of the three Ca-
containing alloys were measured by inductively coupled plasma
optical emission spectroscopy (ICP-OES), and are given in Table 1.
The material was extruded as cylindrical rods of cross-sectional
diameter 20 mm. Solution heat treatment at 540 1C was carried
out for 1 h, followed by quenching in room-tempered water. The
rods were cut into 10 mm long samples and stored at room
temperature for 4 h in total. Subsequently, the samples were
heated at a rate of 200 1C/h to an artiﬁcial aging temperature of
185 1C and kept in the furnace for variable times (max. 24 h)
before being quenched in water. Vickers hardness was measured
for each aging time using a Struers DuraScan-70. The average
hardness values were calculated based on 10 indentations with
5 kg force.
Slices were cut from the samples and polished down to a
thickness of ≈100 μm. Discs from these slices with a diameter of
3 mm were further electropolished to TEM specimens with a
Struers TenuPol-5, using a solution of 1/3 nitric acid and 2/3
methanol. The applied voltage was 20 V at a temperature of
−25 1C. Bright-ﬁeld TEM images of the precipitate microstructure
were acquired using a LaB6 Philips CM30 operated at 150 kV. A
post-column Gatan parallel electron energy loss spectroscopy
(EELS) system was used to estimate the thickness of the specimen
at the points where images were taken. The specimens were
imaged in the 〈001〉Al direction to enable measurement of pre-
cipitate length and cross-sectional area. The counting and measur-
ing was conducted using an in-house algorithm. See [7] for details
regarding the quantiﬁcation procedure. Elemental analysis was
conducted using an Oxford INCA energy-dispersive X-ray spectro-
scope (EDS) on a Jeol JEM-2010F ﬁeld emission gun microscope
operated at 200 kV.
The hardness measurement samples were also prepared for
SEM imaging. They were polished to a roughness of 1 μm and
further electropolished using a Struers Polectrol with the “A2”
electrolyte (70% ethanol, 10% 2-butoxyethanol, 8% perchloric acid,
12% distilled water). The voltage was set to 30 V and the polishing
time to merely 1 s to prevent too much preferential etching of the
Al matrix. A Jeol JSM-840 with a tungsten ﬁlament was used for
imaging. In a SEM, the intensity of backscattered electrons is
dependent on the average atomic number per volume (Z-contrast).
We therefore used a backscattered electron detector to detect Ca-
containing particles and separate them from Fe-containing parti-
cles. In addition, EDS analysis was conducted using a Hitachi
TM3000 tabletop SEM. X-ray diffraction (XRD) was done on SEM
samples using a Siemens D5005 instrument.
3. Results
3.1. Hardness evolution and microstructure
The hardness evolution during artiﬁcial aging of the three
alloys (Fig. 1) gives a rough overview of the precipitation kinetics.
The overall shapes of the curves are conserved when Ca is added,
but even small amounts (0.0060%¼60 ppm) of Ca cause a measur-
able decrease in peak hardness. It is interesting to note that Ca also
decreases the hardness in samples which have only been stored
for 4 h at RT (no aging).
We selected the samples aged for 12 h for TEM analysis as these
are roughly peak aged. Fig. 2 shows an overview of the precipitate
microstructure in this condition for each of the alloys.
We take note of the following:
 The base alloy (LCa1) contains a homogenous microstructure of
mostly β″ precipitates.
 The microstructure in LCa3 is dominated by β′ and B′ pre-
cipitates, which is the characteristic of overaged materials.
When compared to LCa1, there are fewer precipitates, which
on average are longer and have larger cross-sections. Some
inhomogeneity exists: certain areas have higher precipitate
number densities and a larger fraction of small β″ precipitates
(see Fig. 3(a) for an example).
 LCa2 and LCa3 contain elongated, μmsized particles (referred
to in the further as Ca-containing particles). These always
appear thick although in a thin area of the TEM samples, and
were thus less etched by the electropolishing than the Al
matrix. An example particle is shown in Fig. 3(b).
 The reduced number density of precipitates in LCa2, which has
only 60 ppm of Ca, can already be visually distinguished from
that of LCa1 in Fig. 2.
The Ca-containing particles are too large and form with a too low
number density to be suitable for TEM investigations, apart from
EDS analysis. SEM imaging and composition determination of the
particles are presented in Section 3.2.
Based on bright-ﬁeld TEM images as those in Fig. 2, the average
precipitate morphology and number density were measured for
the three alloys, and are shown in Table 2. As observed in Fig. 2,
the addition of 0.07 at% Ca has drastic effects, reducing the
number density of precipitates by a factor of 8 and increasing
their average volume by a factor of 6, resulting also in a smaller
volume fraction.
3.2. Ca-containing particles
The large, elongated particles found in the LCa3-12 h condition
by TEM were probed with EDS, and were found to contain Ca.
Rounded iron-containing dispersoids of similar sizes were also
found in all three alloys. EDS measurements of ﬁve particles gave
the following quantiﬁed atomic fractions: (41.6370.19)% Al,
(39.8070.48)% Si and (18.5770.31)% Ca. An estimated thickness
Table 1
Compositions of the samples (at%), measured by ICP-OES. Balance is Al.
Alloy Mg Si Fe Ca
LCa1 0.53 0.40 0.034 0.0019
LCa2 0.52 0.40 0.033 0.0060
LCa3 0.53 0.39 0.033 0.0727
Fig. 1. Vickers hardness of samples with compositions shown in Table 1 during
artiﬁcial aging at 185 1C. The conditions selected for TEM analysis are marked with
circles, and correspond to 12 h aging.
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of 100 nm and the same density as pure Al were used in the
quantiﬁcation.
Attempts to unambiguously identify the phase of the particles
have failed for the following reasons: not being etched by the
electrolyte, the particles were too thick for electron diffraction
studies. An attempt was made to prepare a TEM sample using cold
stage ion milling, but this removed or destroyed the Ca-containing
particles while leaving Fe-containing phases intact. X-ray diffrac-
tion (XRD) of SEM samples was also attempted, with diffraction
angles from 2θ¼ 51 to 1201 and a run time of 21 h. The XRD
spectrum showed Al and AlFe/Al3Fe phases, but no signs of any
phase containing Ca. With such a small volume fraction and
Fig. 2. Bright-ﬁeld TEM images of the microstructure in the three studied alloys, aged for 12 h at 185 1C. The viewing directions are along 〈001〉Al, and the thickness of the
specimens are in the range 90–150 nm. Images (d–f) show typical precipitate types in the three alloys. (a) LCa1, (b) LCa2, (c) LCa3, (d) LCa1 high mag., (e) LCa2 high mag., and
(f) LCa3 high mag.
Fig. 3. Low-magniﬁcation bright-ﬁeld TEM images of the LCa3-12 h condition, both oriented in a direction close to 〈001〉Al. (a) Inhomogeneity: the top right and lower left
corners have a ﬁne, β″dominated microstructure, while we otherwise see a coarser mixture of β″, β′ and B′. (b) A Ca-containing particle embedded in the Al matrix. Note the
precipitate-free zone on the right side of the particle.
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possibilities for unknown orientation relationships with the Al
matrix, the particles are apparently very difﬁcult to detect by XRD.
By comparing the size and distribution of Ca-containing parti-
cles in LCa3-12 h and LCa3-RT (no aging) in the SEM, we found
that the particles did not change during artiﬁcial aging, and must
have been fully developed during earlier high-temperature treat-
ments associated with casting, homogenization, extrusion and
solution heat treatment. Fig. 4 displays the surface of the LCa3-
10 min sample as viewed with backscattered electrons in a SEM.
EDS maps were also obtained, showing the distribution of relevant
elements close to the sample surface. The Ca-containing particles
are plate-shaped, with a thickness of roughly 0:4 μm and typical
extent of 10 μm. SEM images taken parallel to the extrusion
direction enabled the measurement of the area fraction of the
particles, which should be equal to their volume fraction. Measur-
ing on images encompassing 422 particles, we found a volume
fraction of (0.2970.03)% (statistical error) in LCa3-10 min. A SEM
sample with the extrusion direction perpendicular to the surface
normal was also made. As shown in Fig. 5, the Ca-containing
particles were found to be inhomogenously distributed and
oriented along the extrusion direction.
3.3. Presence of Ca elsewhere
In addition to using EDS measurements in a TEM to probe the
large particles in the LCa3-12 h sample, we also checked its
hardening precipitates for traces of Ca. Three β″ and one B′ were
analyzed and did not contain measurable levels. See Fig. 6 for
examples of EDS spectra from the precipitates, compared to a
spectrum from a Ca-containing particle such as the one depicted in
Fig. 3(b). We also conducted an analytical scanning TEM (STEM)
measurement with an EDS acquisition time of about 4 h. Fig. 7
shows the annular dark ﬁeld (ADF) STEM image and elemental
EDS maps. The image contains a low-angle grain boundary (GB)
with GB precipitates, and hardening precipitates in two grains
which are close to a 〈001〉Al orientation. No segregation of Ca at the
grain boundary or in the hardening precipitates is visible. The
concentration of Ca estimated from the EDS map is 0.05 at% in the
whole image, which is around 70% of the total Ca concentration in
the material. The precipitates on the grain boundary are most
likely Mg–Si phases which have been etched by the electrolyte
during sample preparation and are now oxidized and Mg-poor.
4. Discussion
Fig. 1 reveals that even 60 at ppm Ca (LCa2) has a measurable
negative inﬂuence on the hardness. Previous investigations [5]
show no effect on yield strength in a similar alloy when 59 at ppm
Table 2
Characterization of precipitate microstructure in the three alloys. The errors are all
statistical except the error in specimen thickness, which is estimated to 10%.
Condition Cross-section
(nm2)
Length
(nm)
Number density
ð103 μm−3Þ
Volume
fraction (%)
LCa1-12 h 17.3270.55 41.171.8 11.571.2 0.8270.10
LCa2-12 h 22.6870.86 58.572.8 6.3870.68 0.8570.10
LCa3-12 h 35.872.5 115712 1.4870.18 0.6170.11
Fig. 4. A backscattered electron SEM image of condition LCa3-10 min, with corresponding elemental EDS maps. The acceleration voltage was 15 kV. The viewing direction is
parallel with the extrusion direction. Ca- (and Si-) containing plate-shaped particles are easily distinguished from iron-containing constituent particles and dispersoids based
on shape and backscattered electron contrast.
Fig. 5. Backscattered electron image of a sample with its surface normal perpen-
dicular to the extrusion direction (condition LCa3-20 min). The acceleration voltage
was 10 kV. The Ca-containing particles are inhomogenously distributed in the Al
matrix and were deformed during the extrusion of the material.
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Ca is added, suggesting that concentrations below these values
have little inﬂuence in practical applications. It is clear from the
precipitate quantiﬁcation found in Table 2 that the hardness
decrease with Ca additions is caused by a coarsening of the
precipitate microstructure along with a change in precipitate types
and a slight volume fraction decrease. The microstructure
observed in LCa3-12 h contains more precipitates that are asso-
ciated with overaging than that of LCa1-12 h, judging from the
precipitation sequence in Eq. (1). The low hardness of LCa3 is
produced by a mixture of β″ precipitates (also found in LCa1 and
LCa2) with β′ and B′ precipitates. Previous studies [8,9] have
shown that coarsening and apparent overaging can be a conse-
quence of a reduced solute content and/or an increased Mg/Si ratio
in the alloy.
The Si content available in the solid solution must be reduced
through the formation of Ca-containing particles. EDS measurements
Fig. 6. EDS spectra acquired by TEM, with the electron beam focused on two hardening precipitates (respective images included) and one Ca-containing particle.
(a) A partially disordered β″. (b) A partially disordered B′. (c) A Ca-containing particle.
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on the particles gave the approximate ratios Ca:Al:Si¼1:2:2. This ﬁts
with the stable phase CaAl2Si2, which has a hexagonal structure with
lattice parameters a¼0.413 nm, c¼0.7145 nm, and space group P3m1
[10,11]. As pointed out in [12], the phase is isostructural to the
overaged U1–MgAl2Si2 phase in the Al–Mg–Si alloy system, with Mg
replaced by Ca. This replacement expands the unit cell by 3.3 vol%,
which might make the phase incoherent with the Al lattice. In any
case, the phase is seen grown as large particles, unaffected by typical
aging temperatures, and is therefore probably stable outside the
Al matrix. It is unlikely that the particles have any hardening potential
in Al. As explained in Section 3.2, we did not succeed in obtaining
diffraction data (electron or X-ray) from the phase, and cannot conﬁrm
the U1–Ca structure. From the compositional measurements, this is
still the most probable structure candidate for the observed phase. An
inhomogenous distribution of particles with composition CaAl2Si2
have also been found in Al–Si foundry alloys with 185 at ppm Ca
additions [13].
Fig. 5 shows that the process of extrusion aligns the particles
parallel to the extrusion direction. From SEM quantiﬁcation, the
volume fraction of the particles was estimated to 0.29% in the LCa3
samples. Using the number of Ca atoms per volume in the U1–Ca
structure, we ﬁnd that 61% of the Ca is inside the large particles.
This leaves 0.03 at% Ca in solid solution, which seems reasonable
given the EDS measurement of 0.05 at% in the small area of Fig. 7.
The U1-Ca particles also need 23% of the Si in the alloy, which
increases the solid solution Mg/Si (atomic) ratio from 1.35 to 1.75.
Al–Fe–Si phases (seen in Fig. 4) also require some Si to form,
lowering the effective Si content even further. By comparison, the
Mg/Si ratio has been measured to 1.1 in β″ [14] (atom-probe
tomography) and to 1.68 [15], 1.39 [16] and 1.69 [17] in β′ (all with
EDS). With an increasing solid solution Mg/Si ratio as a function of
Ca content, we can explain why the precipitate types change as Ca
is added. The explanation also makes the reason for the inhomo-
geneity in the microstructure of LCa3 [see Fig. 3(a)] apparent. Far
from a Ca-containing particle, more Si is available in solid solution,
and an island of ﬁne microstructure can appear during aging. The
amount of Si in the bulk could not be directly measured using EDS
due to local accumulations (possibly of silicon oxide on the TEM
specimen surface).
5. Conclusions
We have measured the hardness evolution during artiﬁcial
aging of a base Al–Mg–Si alloy with 0.0019, 0.0060 and 0.0727 at%
Ca additions and studied the materials using TEM and SEM. After
12 h aging at 185 1C, the peak Vickers hardness of the alloys were
79, 75 and 56, respectively. The hardness decrease with the
addition of small quantities of Ca stresses the importance of
impurity removal during production of Al alloys. From a ﬁne,
homogenous microstructure of β″ needles, Ca additions cause a
change to larger, less coherent β′ and B′ precipitates, lowering the
mechanical strength. The change in microstructure is caused by a
deﬁciency of Si. During casting, micrometer-sized particles with
composition CaAl2Si2 form and absorb nearby Si, leading to larger
and less coherent precipitates and a more inhomogenous micro-
structure. The large particles themselves are incoherent and have
no hardening potential. Ca was not found to accumulate in
hardening precipitates or along grain boundaries, but stays in
solid solution if not included in the large particles.
Fig. 7. An annular dark-ﬁeld scanning transmission electron microscopy image (ADF-STEM) and associated elemental energy-dispersive X-ray spectroscopy (EDS) maps,
showing the concentration of the different elements around a grain boundary. Hardening precipitates are visible as needles along 〈001〉Al directions in the upper and lower
parts of the Mg and Si maps. No segregation of Ca is visible.
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Aberration-corrected scanning transmission electron microscopy combined with electron energy loss spectroscopy has been used
to determine the distribution of Cu and Ag atomic columns of precipitates in an Al–Mg–Si–Cu–Ag alloy. Cu columns were com-
monly part of C and Q0 phases, with the atomic columns having large projected separations. Columns containing Ag were more
tightly spaced, in areas lacking repeating unit cells and at incoherent precipitate–host lattice interfaces. Cu-rich and Ag-rich areas
were not found to intermix.
 2013 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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Al–Mg–Si alloys are heat-treatable and exhibit a
signiﬁcant increase in strength upon nucleation and
growth of hardening nanosized metastable phases.
Detailed investigations of the precipitation sequence
have been performed over the years, and the crystal
structures of most metastable phases have been solved
by means of quantitative transmission electron micros-
copy (TEM) combined with ﬁrst-principles calculations
[1,2]. When Cu is added to the alloys, the precipitate
phases of the Al–Mg–Si system are suppressed [3], and
new, Cu-containing phases such as C [4] and Q0 [5–7]
form. Additionally, areas with no repeating unit cell be-
come more common in the structure of the precipitates.
One characteristic of all metastable precipitates in the
Al–Mg–Si(–Cu) system is that they have one main
coherency (and growth) direction, along h001iAl. Conse-
quently, they all are needle-, lath- or plate-shaped.
Moreover, they contain a common network of Si
columns along their main growth direction, with a
projected near-hexagonal structure [8]. Atomic columns
of Mg, Al and Cu occupy positions between these Si
columns, all three having diﬀerent preferred local atomic
conﬁgurations and site symmetries. Small additions of
Cu to Al–Mg–Si alloys have been found to increase
the mechanical strength [3], and additions of Ag have
a similar eﬀect [9]. The reason for this is that Cu and
Ag promote precipitate nucleation, and create a micro-
structure of smaller precipitates with higher number
density. Recent work has shown that Ag enters the
(Cu-free) b0 precipitate and replaces 1/3 of its Si atomic
columns, creating its own local symmetries [10]. In this
paper we reveal the diﬀerent roles played by Cu and
Ag atoms in metastable precipitates in Al–Mg–Si–Cu–
Ag alloys.
High-angle annular dark-ﬁeld scanning TEM
(HAADF–STEM) has proven to be a very useful tech-
nique for investigating the structure of precipitates in
Al alloys. This is due to the properties of high-angle
scattered electrons: they are incoherent and form an
easily interpretable image, as the contrast is generally
unaﬀected by small changes in objective lens defocus
and specimen thickness [11–13]. In addition, the
scattered intensity (Rutherford and thermal diﬀuse scat-
tering) from an atomic column increases with its atomic
number Z. The development of Cs aberration correctors
[14,15] has improved the technique by achieving spatial
resolutions below 0.1 nm. These attributes make the
identiﬁcation of pure Cu (Z ¼ 29) and Ag (Z ¼ 47)
atomic columns straightforward, and even enable the
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Si (Z ¼ 14) columns to be distinguished from Al
(Z ¼ 13) and Mg (Z ¼ 12) columns [10]. However, the
technique has certain limitations: elements close in Z
(such as Al and Mg), mixed atomic columns and col-
umns with partial occupancies make it diﬃcult to form
atomic models of entire precipitates. On the other hand,
electron energy loss spectroscopy (EELS) does not suﬀer
from these limitations. This TEM technique is com-
monly used to extract compositional information and
properties of the electronic structure from nanosized
regions in materials. The combination of EELS and
aberration-corrected STEM has been successfully used
for atomic-resolution elemental mapping and electronic
ﬁne structure studies in, for example, metal oxides
[16,17]. There have been few attempts to copy this suc-
cess for the case of Al alloys. Al and its neighbours in
the periodic table are not particularly suitable for EELS
analysis because their L-edges overlap with the Al plas-
mon peaks, and their K-edges are of high energy and
will thus give poor statistics. However, recent advances
such as dual energy range EELS [18] make the Al–K,
Mg–K and Si–K edges more available for analysis.
In this work metastable precipitates formed in an Al–
Mg–Si–Cu–Ag alloy have been imaged by probe Cs-cor-
rected HAADF–STEM and the distribution of Ag and
Cu atomic columns has been analyzed by atomic-resolu-
tion EELS elemental mapping. These two elements were
chosen since their edges Ag–M4,5 at 367 eV and Cu–L2,3
at 931 eV, combined with their high HAADF–STEM Z
contrast, make them suitable for detailed analysis. This
model system is thus used to emphasize the advantages
of atomic-resolution EELS for precipitate structure
determination.
The composition of the extruded proﬁles used in the
study is given in Table 1. The elements Mn and Fe were
added to form dispersoid particles that reduce the grain
size of the material, and do not participate in precipita-
tion of hardening phases. To achieve an over-aged
microstructure composed of ﬁnely dispersed Cu-con-
taining precipitates, the following heat treatment was
applied: 30 min of solution heat treatment at 530 C,
quenching in water and storage for 4 h at room temper-
ature, aging to peak hardness with 12 h of annealing at
155 C and lastly over-aging for 21 days at 200 C. The
TEM specimen was prepared by mechanical polishing,
dimpling and ion milling with energies from 4.0 keV
down to 1.5 keV. To prevent carbon contamination,
the specimen was baked in vacuum at approx. 135 C
for 6 h before loading in the microscope, and was given
regular electron beam showers during microscopy. Tests
were performed to ensure that the baking procedure
does not alter the microstructure signiﬁcantly.
HAADF–STEM and EELS spectrum imaging were
performed using an aberration-corrected Nion Ultra-
STEMe 100 at the SuperSTEM facility at Daresbury,
UK. Its cold ﬁeld emission gun electron source gives a
native energy resolution of 0.35 eV, and the minimum
expected probe size is 0.08 nm. A voltage of 100 kV
was applied. The beam convergence angle was 30 mrad,
the HAADF–STEM detector angles were 74–185 mrad
Table 1. Nominal composition of the studied alloy (at.%).
Mg Si Mn Fe Cu Ag Al
1.00 0.62 0.27 0.10 0.14 0.03 Balance
1 nm
<100>Al
(c) Cu map
(b) HAADF-STEM
(d) Ag map
Cu-containing atomic column Ag-containing area
(a)
Figure 1. (a and b) Raw HAADF–STEM images of a precipitate cross-section, taken respectively before and during the STEM–EELS acquisition. (c
and d) EELS elemental maps of Cu and Ag. The location of Cu atomic columns and areas rich in Ag are marked in (b). Cu columns in a Q0
conﬁguration are connected by lines.
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and the EELS collection angle was 31 mrad. A disper-
sion of 1.0 eV/channel was always used.
EEL spectra were acquired in the energy loss range
280–1620 eV. This includes the edges Ag–M4,5 at
367 eV, Cu–L2,3 at 931 eV and Mg–K at 1305 eV, but
does not make any Al or Si edges available. The spectra
were improved by means of principal-component analy-
sis (PCA) using the software Hyperspy (previously EEL-
SLab [19]). Consequently, the spectrum images were
improved to the point that some atomic columns of
Ag could be resolved, despite a very noisy starting point.
The elemental maps were created in Gatan DigitalMi-
crograph by manual integration of EELS edges after
power-law background subtraction.
The investigated specimen had a high number density
of hardening precipitates, most of them plate-/lath-
shaped. Two examples of such precipitates are given in
Figures 1 and 3. All observed particles contained both
Cu and Ag, and had some regions with no repeating unit
cells, although structural units of the Q0 and C phases
(marked with connected lines on Figs. 1b and 3b) were
a common occurrence. The summed EEL spectrum
from the full area of Figure 1 is shown in Figure 2.
For both precipitates, clear Cu–L and Mg–K edges
could be seen in the spectra, while the low total content
of Ag makes the Ag-M edge barely visible. Due to the
small probe size and the long acquisition time required
for EELS, beam damage was observed in some datasets.
The HAADF–STEM images from the two sets chosen
for the present analysis revealed little to no damage.
400 600 800 1000 1200 1400 1600
O-K
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Ag-M4,5
Mg-K
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Figure 2. Accumulated EEL spectrum of the area in Figure 1, in the
energy loss range 280–1620 eV. Note the logarithmic intensity axis.
The lower curve is background subtracted (global power-law back-
ground) and scaled up for easier identiﬁcation of the edges. The Ag–
M4,5 edge is still diﬃcult to observe as it is blocked out by the C–K ﬁne
structure.
1 nm
HAADF-STEM
<100>Al
(a)
(b)
(c)
(d)
Cu-containing atomic column Ag-containing area
Cu map
Ag map
Figure 3. (a and b) Raw HAADF–STEM images of a precipitate cross-section, taken respectively before and during the STEM–EELS acquisition. (c
and d) EELS elemental maps of Cu and Ag from the two acquisition areas marked in (a). The skew in the images is caused by specimen drift. The
location of Cu atomic columns and areas rich in Ag are marked in (b). Cu columns in a C conﬁguration are connected by lines.
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There is a very good correspondence between bright
spots in the HAADF–STEM images and those in the
Cu maps, for both precipitates. This enabled identiﬁca-
tion of most Cu atomic columns. The precipitate in Fig-
ure 1 has two areas where Cu columns form a Q0
conﬁguration, shown with connected lines. Most of the
other Cu columns are located along coherent precipitate
interfaces and are not related to any periodic structure.
All Cu columns in Figure 3 form a C phase conﬁgura-
tion, making the two ﬁgures representative of two types
of precipitates observed in the specimen.
As opposed to the Cu maps, the Ag maps indicate
a broader distribution, over many neighboring atomic
columns and in compact areas, for both precipitates.
Delocalization of M edges is a known issue [20],
which can give an apparent intensity spread to neigh-
boring columns. We see, however, certain clearly re-
solved Ag-containing columns quite close to each
other in Figure 3d, with corresponding bright spots
in the HAADF–STEM images (Fig. 3b). A variable
Z contrast, and one merely comparable to that of
Cu, indicates that Ag is mixed with other, lighter
elements in its atomic columns. It is interesting that
Ag-rich areas do not overlap with Cu atomic columns,
with some exceptions in Figure 1. The diﬀerent
preferred conﬁgurations of neighboring atoms might
explain the lack of mixed Ag/Cu columns in these
precipitates. Ag seems to be interrupted the formation
of ordered Al–Mg–Si–Cu precipitates, and instead
creating Ag-rich areas with no repeating unit cells.
Accumulations of Ag were commonly observed at
incoherent precipitate–host lattice interfaces, e.g. the
ends of the precipitate in Figure 3.
Although the Mg–K edge can be clearly seen in the
EEL spectrum, the large pixel sizes used in the acquisi-
tions and the short projected distance between Mg col-
umns made it infeasible to distinguish individual Mg
columns. The low Z contrast also made the distinction
between the Mg and Al columns in HAADF–STEM
images impossible. Due to these considerations, Mg ele-
mental maps are not shown in this paper.
HAADF–STEM imaging combined with STEM–
EELS mapping was used to investigate the distribution
of Cu and Ag atomic columns in precipitates formed
in an Al–Mg–Si–Cu–Ag alloy. Cu was found clearly
localized in certain atomic columns, while Ag was
spread with various occupancies in neighboring atomic
columns. Most observed precipitates had regions con-
sisting of structural units from the Q0 or C phases, of
which shown two examples are shown here. Ag was seen
to disrupt the formation of these ordered phases, and
localize in Cu-free areas lacking repeating unit cells,
which indicates that Ag forms its own local conﬁgura-
tions inside the precipitates. While Cu was observed
preferentially along coherent interfaces with the Al host
lattice, Ag was localized at the narrow ends of precipi-
tates, which have lower coherency with, and induce
higher strain in, the host lattice. With the new possibil-
ities of obtaining atomic-resolution compositional infor-
mation from precipitate phases, the STEM–EELS
technique will become an important tool for future Al
alloy design.
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Part III
Concluding remarks

Chapter 4
Comments to the papers
The ﬁve papers included in the previous part present the scientiﬁc work done
within the Ph.D. project. They all touch upon the subject of precipitation
and early phase formation in Al–Mg–Si alloys. The following sections give
brief discussions on the main topics to conclude the thesis.
4.1 Natural ageing
After quenching from SHT, Al–Mg–Si alloys display incomprehensibly com-
plex kinetics. The closer one looks at the inﬂuence of natural ageing (NA)
on microstructure, new stages of kinetics with unexpected eﬀects pop up,
which the studies of Banhart et al. [43] bear witness to. What happens in
all the stages is diﬃcult to ﬁgure out with any technique.
Paper 3 gives the hardness curves for four dense alloys. The after-AA
hardness with variable NA time (Paper 3, Fig. 2) shows at least three stages
of increase/decrease throughout a full year. This is a simple measure, but
it captures beautifully some of the complexity of NA. Another study using
Mg-Si-balanced alloys with varying total solute content was published by
Martinsen et al. [44]. The hardness curves show that dense and lean alloys
have similar kinetics stages, modiﬁed in time scale and rate of hardness in-
crease/decrease. Linking the hardness curve to cluster microstructure is dif-
ﬁcult because of the shortcomings of APT, and comparing TEM specimens
of after-AA material can not tell the whole story. Changes in precipitate
microstructure can deﬁnitely be seen when varying the NA time, but we are
unable to probe the precipitate nucleation on the two kinds of solute clusters
(see section 4.4). Diﬀusion in the solid state, which drives it all, is in my
humble opinion one of the most diﬃcult problems in physics. Numerical
modelling through smart multi-scale simulations (maybe DFT coupled with
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a kinetic Monte Carlo scheme) may provide the best insight in the mat-
ter of clustering and precipitate nucleation once we have the computational
resources.
4.2 Trace elements
The central motivation for the Norwegian–Japanese Al–Mg–Si precipitation
project was the topic of trace element inclusion during scrap metal recyc-
ling. The other Ph.D. candidate on the project, Takeshi Saito, has therefore
worked exclusively on the eﬀect of Cu and Zn additions on precipitation.
It is vital to have an overview of which elements are good/bad for certain
properties of alloys, and set reasonable limits on the maximum tolerance of
unwanted elements. The four elements I have came across have the following
eﬀects when added to Al–Mg–Si alloys:
• Copper: This is a common addition element in commercial alloys. It
is known to give a higher hardness at the cost of a higher susceptibility
to corrosion. Cu was added to alloys of Mg/Si= 2 and Mg/Si= 0.5
in paper 3. It gave a hardness boost, and more interestingly, reduced
the negative eﬀect of NA regardless of the Mg/Si ratio. The reason
is not yet clear, but judging from APT results on the same alloys
[144], Cu helps create or stabilises Cluster(2), which later transforms
into β′′. Adding Cu gives some new phases to the alloy system (see
section 2.6.5), but it is also present in disordered parts of otherwise
pure Al–Mg–Si precipitates, and at their interfaces [145]. The same
work found Cu to be incorporated in precipitates to a higher degree
after deformation of the material. These precipitates typically nucleate
along dislocations, which may act as high diﬀusivity paths for Cu,
leading them into the precipitate structures. Cu columns are found
in two conﬁgurations: either a triangular conﬁguration with its three
nearest neighbours at the same height (most common), or replacing a
Si network column (less common) [145].
• Calcium: More a nuisance than anything else, Ca can enter the alu-
minium melt in many ways. A 6060-like composition with additions
of Ca was studied in paper 4 to understand why this element degrades
the strength of Al–Mg–Si alloys. The base alloy composition is the
same as the one used in [145] and [146]. Already during preparation of
TEM specimens, we noticed there was something strange in the etched
surface of the Ca-added material. It turned out to be giant particles
embedded in the matrix. These were later studied with EDS in both
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STEM and SEM, and found to have the composition CaAl2Si2. Being
included in the formula, Si was depleted from the matrix, which caused
a coarser precipitate microstructure. Adding Ca to Si-containing Al
alloys is therefore not a good idea, unless it is found to boost another
property in materials where strength is not the biggest concern.
• Zinc: Recycling results in occasional mixing of alloy systems, such as
Al–Zn–Mg (7xxx) alloys being mixed into a 6xxx alloy melt. The ef-
fect of Zn additions was investigated thoroughly in [146]. The hardness
and microstructure were very weakly aﬀected, despite Al–Zn–Mg being
another system that relies on precipitation hardening for strength. In
this system, plate-shaped precipitates form on {111}Al planes [7]. No
such plates were observed by BF–TEM. Apparently, most of the Mg
is stolen by Al–Mg–Si precipitates such as β′′. But the densest alloy
contained 1 wt.% Zn, and a lot of eﬀort was spent on ﬁnding whether
Zn accumulates somewhere. EDS mapping in STEM revealed a ﬁlm
of Zn on grain boundaries. This is typically seen in Cu-containing
alloys and cause intergranular corrosion, which made us initiate cor-
rosion testing. The alloy with most Zn was indeed found to corrode
easily, and to the largest degree when age hardened. Zn may diﬀuse to
grain boundaries during typical AA treatments. Aberration-corrected
HAADF–STEM imaging was also conducted on precipitates. Although
no great change in microstructure was observed, some Zn entered into
precipitates. Single Zn-containing columns were seen in disordered
areas, Zn was found in the Al matrix at precipitate interfaces, and
Si3/Al sites in β′′ were partially replaced by Zn. As far as we know,
no advantages comes out of adding Zn to 6xxx alloys. Due to the poor
corrosion resistance, this particular study can suggest a maximum of
0.1 wt.% of trace Zn to be kept.
• Silver: Being sought after by both electronics manufacturers and posh
women, Ag is an expensive metal, and one that is rarely used in com-
mercial alloying of Al [14]. However, it has an excellent solid solubility
in Al, only second to that of Zn [14]. Al–Ag alloys are known to form
GP-zones during heat treatment [147]. Ag also promotes clustering
in 6xxx alloys [148] and constitutes the interface layers of the plate-
shaped Ω phase in Al–Cu–Mg–Ag alloys [149]. With enough Ag, one
can form the β′Ag structure [105]. In paper 5, precipitates in an over-
aged Al–Mg–Si–Cu–Ag alloy were investigated. The microstructure
consisted of L and Q′ particles, which had also been the case if Ag
were absent. The eﬀect of Ag is the formation of disordered areas in-
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side precipitates, where Ag is present in some atomic columns, often
neighbouring each other. There is a high aﬃnity for replacement of Si
network columns with Ag, which can be barely seen in Fig. 2(d) in the
paper. While Cu wants a triangular symmetry in its columns, Ag is
more ﬂexible with its nearby environment. It has been observed e.g. in
Si network columns and at Al-fcc sites, which makes its behaviour more
comparable to that of Zn. This conﬁgurational disagreement causes Cu
and Ag to be present in diﬀerent areas and not share atomic columns.
The addition of Ag to Al–Mg–Si(–Cu) alloys leads to a small increase
in mechanical strength [150].
These are only a few of the microalloying elements that have been tested
experimentally and hypothesised to aﬀect precipitation in Al–Mg–Si alloys
[59]. There might still be undiscovered combinations that help the nucleation
of known precipitate phases or contribute in forming yet undiscovered phases
that strengthen Al–Mg–Si alloys or Al alloys in general. Investigating dense
alloys with uncommon ratios of elements is the topic of a new project, see
section 4.5.
4.3 Atomic-resolution elemental mapping in STEM
A new top notch microscope, JEOL JEM-ARM200F, was installed at the
TEM Gemini Centre in 2013. It comprises both image and probe aberration
correctors, DualEELS™ acquisition capabilities [151] and large solid angle
EDS detectors, making it one of the best instruments for atomic-resolution
elemental analysis in the World. Experiments such as the one described in
paper 5 will be conducted regularly on this new instrument. Since STEM–
EELS acquisitions take a lot of time (some minutes), they involve many
problems, such as beam damage, carbon contamination, and too much drift
during acquisition. This comes in addition to the diﬃculties of aligning and
operating the microscope. It will nevertheless open some windows, and in
particular make it possible to map the Si signal, which is one of the most
troublesome elements due to its L-edge and K-edge being at very low and
very high energy loss, respectively [100].
Including all relevant elements in the spectrum is not a problem when in-
stead acquiring STEM–EDS spectrum images, which is the ideal method for
measuring all elements except the very lightest ones. ED spectra are easier
to analyse than EEL spectra and enables a quite accurate quantiﬁcation
of elemental composition. The downside is a slightly lower resolution and
generally longer acquisition times than in STEM–EELS. The optimal conﬁg-
uration would be simultaneous HAADF–STEM, EELS and EDS acquisition,
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so one has three datasets and can exploit their individual advantages during
data analysis. The three techniques also suﬀer from electron delocalisation
in diﬀerent ways [152, 153], so such a combination can help to make clearer
(and quantify) the eﬀects of delocalisation on the obtained signals.
Atomic-resolution elemental mapping is a quite established technique for
investigating e.g. ceramics [154, 155], but has not been used much for me-
tallurgical applications. Paper 5 shows that the technique gives amazing
results for precipitates in Al alloys once the challenges related to specimen
contamination and microscope stability are overcome. Al–Mg–Si alloys are
especially suited due to their needle-shaped precipitates with a homogen-
ous structure through their main growth direction, which enables all atomic
columns to be distinguished in the projected needle cross-section. The map-
ping of columns containing mostly one element, e.g. Cu and Mg were un-
ambiguously identiﬁed in the EEL spectrum images. Columns with partial
content, in this case of Ag, give a lower signal and are more diﬃcult to
map. Rigorous data analysis then becomes important, and PCA was shown
in Fig. 3.7 to transform the Ag map from noisy clouds to a nice elemental
map showing the position of several Ag-containing columns. With the good
results obtained in these initial experiments, the trend is deﬁnitely about
to change in the favour of more aberration corrected elemental mapping of
precipitates in Al alloys.
4.4 Applicability of μSR and PAS to Al alloys
Papers 1 and 2 deal with μSR experiments on Al(–Mg)(–Si) alloys with vari-
ous heat treatments. The goal of this project was to explore the possibilities
of the technique and answer the following questions: What can the technique
tell us about the material? What kinds of compositions and microstructural
states are required to gain useful information? How does it compare to
PAS? Does it help the interpretation of APT/TEM/DSC/XRD data? Can
it give us information of interest to the industry? While I can not state with
rigor that all questions have been answered to a satisfactory degree, we have
laid a foundation that can aid future experiments in discovering properties
of materials. A big part of the challenge was understanding the technique
itself, how muons behave and how to model this numerically.
The starting motivation was that we wanted to ﬁnd out something
about the vacancy kinetics during low-temperature annealing (e.g. NA) after
quenching from SHT. We found quite early that muons are trapped by vacan-
cies at temperatures around RT (300 K). This is proven most conclusively
by in situ NA studies of pure Al and 1.6% Mg2Si, both in which the muon
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diﬀusivity increases with time after quenching from SHT [133]. During NA,
vacancies are gradually annealed out of the material. The conclusion is an
inverse correlation between vacancy content and muon diﬀusivity, which im-
plies that vacancies attract muons. Although PAS is also sensitive to vacan-
cies, it is more diﬃcult to separate between the diﬀerent contributions with
this technique, and the signal quickly becomes mixed with that of beginning
clusters. Therefore, μSR is most sensitive to low vacancy concentrations in
Al alloys, unparalleled by any other experimental method. The problem is
that we have been unable to answer the sometimes posed question “but how
many vacancies are there, exactly?”. Quantiﬁcation requires a more accur-
ate knowledge of muon kinetics than we have at present, speciﬁcally a way
to predict the muon diﬀusivity in pure (vacancy-free) aluminium. Muons
simply move too fast in such a material, and we are unable to measure it
in a way that makes the number distinguishable from inﬁnity. On a side
note, μSR is not unique for the ability to probe vacancies. A great accom-
plishment in solid state science belongs to Simmons and Baluﬃ, who heated
a pure aluminium sample while measuring the physical extension and the
lattice parameter with XRD [156]. The deﬁcit in volume change caused by
lattice expansion had to be a volume change caused by an increased vacancy
concentration. Unfortunately, they were only able to estimate the concen-
tration for temperatures equal to and above typical SHT temperatures for
6xxx alloys.
The dense 1.6% Mg2Si alloy was our base alloy, on which diﬀerent heat
treatment times and temperatures were attempted. Other compositions were
also tested, as well as binary 0.5% Si and 0.5% Mg alloys and pure Al. These
enabled us to separate the contributions of diﬀerent muon trapping sites to
the total trapping rate. For instance, we determined that Mg atoms in solu-
tion provide the most important trapping site at low temperatures (around
30 K). Figure 9 in paper 2 shows an overview of defect contributions.
Al–Mg–Si alloys have a muon trapping peak around 180 K that is not
observed in e.g. Al–Mg. Due to its dependence on heat treatment, we as-
sociated it with clustering in paper 1. More experiments were conducted,
comparing RT stored samples with samples annealed at higher temperatures.
According to APT studies [51], Cluster(1) nucleates during RT storage while
Cluster(2) is formed during annealing at e.g. 70–100 ◦C. In light of this and
an apparent dependence of Cluster(2) content on muon trapping, we claim in
paper 2 that this “good” cluster is an eﬀective muon trapping site. Serizawa
et al. [51] found that Cluster(2) has a speciﬁc (partially ordered) structure.
We found a high muon trapping rate in conditions annealed at 70–150 ◦C,
and at the higher end of this temperature range, developed needle-like GP-
4.5. Personal future plans 115
zones are clearly visible in a TEM. Since the “cluster trapping peak” appears
at quite a high sample temperature (about 180 K), it means the relevant de-
fect is dilute, but has a strong bond with muons. The most probable trapping
site is vacancies inside Cluster(2), since solute atoms at fcc positions have
a poor trapping potential. Our conclusion is that the “bad” Cluster(1) is
disordered while the “good” Cluster(2) has an ordered structure (perhaps
resembling that of β′′) and is stabilised by absorbing vacancies. In this
way, vacancies are caught inside the material until it is aged suﬃciently and
phases formed later in the precipitation sequence start to dominate. We
recently probed a microstructure containing only the stable β phase, and
the muon behaviour is very similar to that in annealed Al–Mg, thus devoid
of a cluster trapping peak. Research where the alloy composition and heat
treatment is varied further from our investigated conditions may help to con-
ﬁrm and elaborate on our conclusion. Speciﬁcally, it would be interesting
to study Al–Mg–Ge and Al–Mg–Si–Cu alloys with μSR, to probe the early
phase formation and identify the diﬀerences in kinetics that strongly alters
the precipitate microstructures in these systems from that of Al–Mg–Si al-
loys [40, 157].
It has become clear that positrons are also trapped by solute clusters [48].
In situ PAS studies show several clustering stages, and it is easier to probe
the early kinetics after quenching with this technique. This might change if a
μSR sample holder with the ability to rapidly cool a sample down from SHT
temperatures is developed. Conﬁrming our conclusions from μSR with PAS
proves diﬃcult. Positron lifetimes can in principle be calculated based on the
environment around a positron, but ﬁnding the exact nature of clusters is
diﬃcult due to a complicated early microstructure with a mixture of many
defects that act as positron trapping sites. There is no paper regarding
PAS included in this thesis, but a study comparing in situ μSR and PALS
was published in the conference proceedings for ICAA13 [133]. The paper
shows the muon spin relaxation rate and positron lifetime as a function of
NA time after quenching. As with μSR, the greatest challenge with PAS
is interpreting the measured data. With higher in situ data capture rates
(better statistics) and a good model for the kinetics of positrons and muons,
a greater understanding of early precipitation may be achieved with a similar
scheme.
4.5 Personal future plans
My personal plans after graduation involves continuation at the TEM Gem-
ini Centre as a postdoctoral researcher in a FRINATEK project, fully fun-
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ded by The Research Council of Norway. The project concerns relations
between the precipitation in Al–Mg–Si (6xxx), Al–Cu–Mg (2xxx) and Al–
Zn–Mg (7xxx) alloys, and what happens when their alloy compositions are
mixed. Speciﬁcally, we are interested in the formation enthalpy of the dif-
ferent phases, and which phases will win the battle for solutes. Can e.g.
the β′′ needles along 〈001〉Al (from the 6xxx system) coexist with the η′
plates along {111}Al planes (from the 7xxx system)? How will this inﬂu-
ence the mechanical properties? Can the phases of the diﬀerent systems
grow together into joint particles? The 6xxx system, to which this thesis is
dedicated, is the most complicated of the three, with the highest number of
phases and the strangest clustering behaviour, making my work during the
previous years a good starting point for this study.
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