The paper contains new, representative equations for the viscosity and thermal conductivity of carbon dioxide. The equations are based in part upon a body of experimental data that have been critically assessed for internal consistency and for agreement with theory whenever possible. In the case of the low-density thermal conductivity at high temperatures, all available data are shown to be inconsistent with theoretical expectation and have therefore been abandoned in favor of a theoretical prediction. Similarly, the liquid-phase thermal conductivity has been predicted owing to the small extent and poor quality of the experimental information. In the same phase the inconsistencies between the various literature reports of viscosity measurements cannot be resolved and new measurements are necessary. In the critical region the experimentally observed enhancements of both trans: port properties are well represented by theoretically based equations containing just one adjustable parameter. The complete correlations cover the temperature range 200 K~T < 1500 K for viscosity and 200 K~T~l000 K for thermal conductivity, ~nd pressures up to 100 MPa. The uncertainties associated with the correlation vary according to the thermodynamic state from ± 0.3% for the viscosity of the dilute gas near room temperature to ± 5% for the thermal conductivity in the liquid phase. Tables of the viscosity and thermal conductivity generated by the representative equations are provided to assist with the confirmation of computer implementations of the calculation procedure.
Introduction
Carhon dioxide is a material wlih an increasing numher of industrial applications, and its physical properties have been the subject of intensive study for a considerable period of time. New industrial interest in the substance has been 31 b. Deviations for a fit to data from which the 323 original studies of the behavior of carbon dioxide in an equilibrium near-critical state. Because the critical state of carbon dioxide occurs under readily realized experimental con-ditions CTc = 304.107K,P c = 7.3721 MPa) the fluid is still employed as a prototype for the application of modem theories of critical phenomena in both equilibrium and transport properties. 3 ,4 The dual importance of the fluid implies that definitive statements of its physical properties are of considerable value and that they should be regularly updated as new experimental information and more rigorous theory become available. The most recent critical reviews of the viscosity of carbon dioxide date from 1972, by Altunin and Sakhabetdinov 5 and from 1976 by Watson. 6 For thermal conductivity, Watson 7 produced recommended values in 1976 and Ulybin and Bakulin 8 provided a further compilation in 1978. A decade has therefore elapsed since a comprehensive review of either property was conducted, within which period there have been significant developments in the measurement of the thermal conductivity of fluids leading to important new results. In the same period, our theoretical understanding of transport properties in the neighborhood of the critical point of a pure fluid has greatly improved. Thus, the new critical evaluation of the transport properties of carbon dioxide presented in this paper incorporates all of this modem information into the preparation of recommended data and representative equations.
In general, the data and their representations that emerge from the new study enjoy a higher level of confidence than earlier evaluations because they are founded on more accurate experiments and more complete theory. However, in the case of the liquid-phase viscosity of carbon dioxide, the present review revealed a large discrepancy between old and new sources of experimental information.
The original works provide no evidence on which to base a judgement of the relative merits of the various sets of results. Furthermore, there is no theoretical guidance as to the value of the liquid-phase viscosity. Thus, it is not possible to resolve this problem without independent information. Vander Gulik and his collaborators 9 have made new viscosity measurements to provide just that information but have so far been unable to measure at temperatures below 290 K where the greatest discrepancies arise. In this papcr we therefore cannot attempt to resolve this discrepancy. Instead, we accept that some, or all, of the liquid viscosity data at low temperatures may be burdened with a substantial error and choose to weight it equally in a representation that itself is then necessarily burdened with a similar uncertainty. This is done in the recognition that the consequent representation may be refined when new experimental data are aVailable. The form of representation of the transport properties adopted throughout this work is arranged to make such refinements straightforward.
Methodology
For both fundamental, physical reasons and for practical purposes, either the total viscosity of a fluid 1] ( p, n or the total thermal conductivity A ( p, n may be expressed as a sum of three independent contributions. Thus, writing X( p,n for either transport property we have X(p,n =Xo(n + axCp,n + acX (p,n. (1) J. Phys. Chem. Ref. Data, Vol. 19, No.3, 1990 Here, the first term, XO (n = X( 0, n, is the contribution to the transport property in the limit of zero-density, where only two-body molecular interactions occur. The final term, acXC p,T), the critical enhancement, arises from the longrange fluctuations that occur in a fluid near its critical point which contribute to divergences of both the viscosity and thermal conductivity at that singular point. Finally, the term axe p,n, the excess property, represents the contribution of all other effects to the transport property of the fluid at elevated densities including many-body collisions, molecular-velocity correlations, and collisional transfer.
The identification of these three separate contributions to a transport property is useful because it is possible, to some extent, totreatbothXOCn andacX( p,n theoretically. In addition, it is possible to derive unequivocal information about Xo( n from experiment. In contrast. there is almost no theoretical guidance concerning axe p,n, so that its evaluation must be based entirely on experiment. For these reasons the general approach adopted for the representation of the transport properties of carbon dioxide is first to seek to establish the functions 1]0 (n and A ° (n using a combination of experiment and theory. Subsequently, a first estimate of the 'background' transport property:
(2) is established from experimental data to which acX( p,n contributes negligibly, that is data obtained far from the critical region. The subtraction ofX( p,n from all experimental data then yields first-iterate values of the critical enhancement acX( p,n to which the appropriate theory may be applied to determine a single, disposable parameter within it. The subsequent, improved estimate of acX( p,n is then used to obtain a refined estimate of the 'background' properties X( p,n and the process repeated until convergence.
It is obvious that the analysis described above must be applied to the best available experimental data for both the viscosity and thermal conductivity. Thus, a prerequisite to the analysis is a critical assessment of the experimental data. For this purpose we define two categories of experimental data: primary data employed in the development of the correlation and secondary data used simply for comparison purposes. Ideally, the primary data sct comprises those results determined in instruments for which a full working equation exists and i D. which a high precision in the measured variables was achieved. 10 In practice, such a narrow definition would limit the range of the data representation unacceptably. Consequently, within the primary data set it is also necessary to include results that extend over a wide range of conditions, albeit with a poorer accuracy, provided that they cannot be demonstrated to be inconsistent with other more accurate data or with theory. In all cases the accuracy claimed for the final recommended data must reflect the estimated uncertainty in the primary information.
In the following sections we treat the individual contributions to the viscosity and thermal conductivity separately, in each case subjecting all of the relevant available experimental data to a critical scrutiny in order to compile the primary data set. Subsequently, a representation of the indi-vidual contributions is developed using the links between contributions, where necessary, to yield a global correlation of1/( p,n andA( p,n.
The Zero-Density Limit
Because the value of the properties in the limit of zero density may be obtained from experimental data and analyzed independently of other contributions to the total property, we begin with a recapitulation of the results of earlier related studies in this area. II -13
The Viscosity
Trengove and Wakeham II have reported the results of a critical review of the viscosity of carbon dioxide in the limit of zero density. In their review, they employed viscosity data from four groups of workers: Smith and his collaborators, 14, 15 Bailey, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] Together, these data cover the temperature range 203-1497 K and a representation of them with an estimated accuracy of ± 1.5% at the lowest temperature, ± 0.3% near room temperature, and ± 2% at 1500 K was developed. Since the work for the original correlation was completed, a new set of measurements of the viscosity of carbon dioxide at low densities has been reported by Vogel and Barkow. 31 These measurements were performed in an oscillating-disk viscometer with a proven record of accuracy.32 Consequently, it has been thought necessary to add these new data to the primary data set for the zero-density viscosity and to repeat the correlation. The methodology adopted was exactly that described earlier l1 so that here we merely quote the final result. The form adopted for the corre- 
;=0
with T* = kT IE, (5) and the energy and length scaling parameters are Elk = 251.196 K and u= 0.3751 nm,
respectively. The coefficients a; of Eq. (4) are listed in Table 1 . It should be noted that we adopt here the more modem symbolism in terms of effective cross sections, 6: rather than the collision integrals, n:, employed earlier. 11 This is because the new notation renders the treatment of the zerodensity thermal conductivity more compact. In fact, the relationship between the two quantities is straightforward: n: = (5/4)6: .
The correlation of Eqs.
(3) to (6) differs by no more than ± 0.3% at any temperature from that given earlier and the estimated uncertainty associated with it is exactly the same as given earlier. The two correlations are consistent within their mutual uncertainty. Figure 1 shows the deviations of the complete set of primary data 14-31 for the zero-density viscosity from the new correlation. In each case the deviations are essentially consistent with our estimate of the experimental error of each author's data.
The Thermal Conductivity
Appendix I lists the literature sources for the entire accessible set of thermal-conductivity data for carbon dioxide over the entire range of thermodynamic states. 12,33-91 The bibliography is annotated to indicate the range of states covered and the experimental method employed. Figure 2 contains the plot of most of the zero-density data derivable from these experimental results as a function of temperature which cover the range 186 K<T< 1350 K. Especially at ele- vated temperatures, there is a spread of experimental results amounting to 12%. This is typical of the situation for most gases and reflects the fact that many earlier measurements have rather large errors associated with them because of inadequacies in the theoretical description of the experimental technique. 92 The modem implementation of the transient hot-wire technique 92 has overcome most of these deficiencies and has been shown to yield accurate thermal conductivity data within the temperature range to which it has been applied, T <470 K. Thus, in order to establish the primary data for the zero-density thermal conductivity data of carbon dioxide we first adopt those results obtained in transient hotwire instruments I2 ,89-91. Subsequently, we employ the results of an analysis of these data to assist with the decision on the reliability of other, more extensive experimental data within the set of those available . Table 2 includes the four sources of transient hot-wire measurements of the zero-density thermal conductivity of carbon dioxide. 12,89-91 The table includes our estimate of the uncertainty in the experimental data. The zero-density value of the thermal conductivity has in each case been quoted by the authors as a result of a statistical analysis of the density dependence of the experimental data and we have found no reason to change their quoted values. However, we note that for carbon dioxide the first density coefficient of thermal conductivity is relatively small, whereas the ovt;rall dt;msity dependence of the thermal conductivity is rather steep. In consequence, it is rather more difficult to determine an accurate zero-density thermal conductivity than for ~ome other gases. For this reason we have increased the authors' estimates of the uncertainty in the zero-density thermal conductivity.
To these sets of data from the transient hot-wire technique we have added the small set of results from Dickins,34 Lenoir and Comings,47 and those of Johnston and Grllly40 above 285 K. All of these data were found to be consistent with the transient hot-wire data. In particular, the data of Johnston and Grllly40 agree with the transient hot-wire data to within ± 0.5%. We therefore assign an estimated uncertaintyof ± 1 % to those three sets of data. It should be noted that all of these estimates of uncertainty are employed to determine relative weights in the fitting procedure. How-ever, they are also used to determine the overall error bounds attached to the final correlation.
3.2.a. Analysis
In order to provide a basis for the assessment of experimental thermal-conductivity data we employ the first-order semiclassical kinetic theory results of Wang Chang and Dblenbeck 93 corrected to allow for quantum-mechanical, spinpolarization effects. 94 The thermal conductivity has two contributions A ° (T) = A?r + A ?nt and (8)
(v)o 6(1010)6(1001) -6 2 n&W) .
(10)
The quantities 6( ~9;'~,s') are effective cross sections that include all the dynamical information about binary collisions in the gas and hence the intermolecular pair potential. In addition,
and S=I-~(1 + AIr) (aA lI ) .
Here, C int is the internal isochoric heat capacity of the molecule and (aAlI/A)sat is the asymptotic value of the relative change in the thermal conductivity of the gas parallel to a magnetic field at saturation. It is the factor S that introduces the spin-polarization corrections.
In the form set out above the equations are not directly useful for examining the thermal-conductivity data because none of the effective cross sections can be obtained theoretically. However, we make use of relationships among the effective cross sections:
6(1010) = j6(2ooo) + iir 26(0001) , (2000) , (17) and the collision number for internal energy relaxation:
we can evaluate a consistent set of all the effective cross sections 6 (f:;:'s' ) from experimental data on the thermal conductivity, viscosity, the collision number bcolI' the internal heat capacity and (AA II / A) sat. This process has been described in detail elsewhere. 12 Here, it is therefore sufficient to report the sources of information for the analysis. We have taken Cint from work by Ely et al. 95 For the viscosity we have, of course, used the correlation of the previous section. The collision number, bcolI' contains contributions from both rotational and vibrational relaxation and can be written as (19) The quantity bVib has been measured by a number of workers 9 6-98 over the temperature range 240 K<.T<.770 K and a correlation of the results yields 12 _1_ = 4.52234 X 10-4 exp( -948.148/T) . 
Finally, Heemskerk et al.101 have reported an almost temperature-independent value for (AAn / A.) sat for a number of gases in the temperature range 85 K, T ,300 K. We have therefore adopted the value 101 (Mil )/;L)sat = -0.0075, (23) measured at 300 K for all temperatures. Because the effect of the entire correction term S ofEq. (10) has an effect of less than I % on the total thermal conductivity, the effect of ignoring the temperature dependence is negligible.
Using the preliminary, primary thermal-conductivity data defined above, we have evaluated all of the effective cross sections as well as various combinations of them. 12 Of particular interest for the present work is the evaluation of the ratio
Dint/D = () 0 6(1001) --6(0001) , Figure 3 shows the experimental values of Dint I D for carbon dioxide based upon the preliminary, primary thermal-conductivity data only. Although the scatter in the original thermal-conductivity data is magnified by this analysis, there is a clear upward trend of the results towards unity as the temperature is increased. This observation is entirely consistent with an analysis12 of the theoretical re-suIts ofMoraal, McCourt and Snider 104 ,lOS which shows that for linear molecules, Dint I D approaches unity from below in the high-temperature limit. As we shall show, the available thermal-conductivity data for carbon dioxide at temperatures above those studied using the transient hot-wire technique are completely and systematically inconsistent with this behavior. Accordingly, we cannot extend our primary database upwards in temperature using experimental results and we have therefore been forced to adopt a different approach. Given the consistency between the transient hot-wire results and theory we have decided to use the results of our kinetic theory analsis to predict thermal-conductivity data in the high-temperature range. For this purpose the experimental values of DintlD shown in Fig. 3 have been represented by a function which is effectively asymptotic to unity at high temperatures. The function selected is chosen to be consistent with that for oth-J. Phys. Chem. Ref. Data, Vol. 19, No.3, 1990 er effective cross sections and is 
This function is shown as the solid line in Fig. 3 . Together with the equations and data sources quoted earlier, Eq. (25) permits the evaluation of the thermal conductivity of carbon dioxide within the temperature range from 285 to 1500 K, the limit of the viscosity correlation. Figure 4 contains the deviations of a selection of zerodensity thermal-conductivity data, taken from the sources in Appendix I, from the values predicted on the foregoing theoretical basis. Because the preceding theory can make no definitive statement about the behavior of Dint I D below 285 K, the comparison is confined to temperatures above that. It can be seen that there are marked systematic differences that approach 8% at the highest temperatures. Among the experimental data that deviate from the prediction it is possible to discern two different types of behavior. In the first type we include the data, 44, 49, S0, 5S, 59, 73, S2, 84, SS exemplified in Fig. 4 by the results of Ref. 73, for which the ratio DintlD has a theoretically inexplicable temperature dependence such that the ratio never approaches unity. Because such a behavior cannot be reconciled with the theoretical analysis, it is excluded 
3.2.b. Primary Data
The experimental high-temperature thermal-conductivity data are therefore not included in the primary set used to develop a representation of the zero-density thermal conductivity of carbon dioxide. Indeed. in the temperature range above 500 K it is preferable to use the thermal conductivity predicted by the procedure outlined above. However owing to the excitation of vibrational levels, the extrapolation of Dint / D to very high temperatures is less securely founded on theory. Therefore, it has been decided to limit the thermal-conductivity correlation to 1000 K. Hence, we have generated 28 data points for thermal conductivity, according to the procedure outlined above, equally spaced within the temperature range 285 K(; T (; 1000 K, as indicated in Table 2 . In view of the accuracy of the thermal conductivity data on which the theoretical prediction is based for 285 K<T(;470 K, and our confidence in the extrapolation procedure, it is estimated that the uncertainty in the generated thermal conductivity data is one of ± 0.5% in the lower temperature range, rising to ± 2% at the upper temperature extreme.
The remaining temperature range in which thermal conductivity data are required is that below 285 K. In that range there is no theoretical guidance as to the temperature dependence of any of the effective cross sections or their ratios. Consequently, it is necessary to rely entirely upon experiment. There are four independent reports of thermalconductivity measurements in the gas phase of carbon dioxide below 285 K,40.48,53,84 and they are included in Table 2 . None of the data has the accuracy associated with the results of the transient hot-wire method. However, the data of Keyes, 53 Johnston and Grilly, 40 and Bakulin et al. 84 cover a wide temperature range. The measurements of Keyes 53 were performed in a concentric-cylinder apparatus, whereas those of Johnston and Grilly40 and of Bakulin et al. 84 were made in a steady-state hot-wire instrument. For none of these instruments is it clear that the effects of convection were completely absent. Thus, whereas it is necessary to include the data in the primary data set because they cover the low-temperature range, the uncertainty ascribed to them must reflect these doubts. Accordingly, we assign an uncertainty of ± 3% to these data uniformly because it is not possible to distinguish them and because they are mutually consistent within this band.
The primary data for the zero-density thermal conductivity are completed by inclusion of the single temperature measurement at 197 K of Franck,48 performed in a steadystate hot-wire instrument.
3.2.c. Representation
In principle, the zero-density thermal conductivity of carbon dioxide could be represented in the manner used above for the prediction of high-temperature data. However, the method is cumbersome because it consists of a relatively large number of separate representational equations for individual quantities. A different approach is therefore adopted which retains the advantage that it is securely based in theory but has the additional benefit that it is simpler. This ap-proach derives from the work ofThijsse et al.106 on an alternative formulation of the kinetic theory of poly atomic gases. In this formulation, to a first-order approximation, the thermal conductivity is written
in which @S(10E), @sOg~), and@S(10D) are further effective cross sections, related to those introduced earlier. But it transpires that for all gases examined so far, and for carbon dioxide in particular, the factor in braces departs from unity by no more than ± 0.4%.13 Consequently, for representational purposes we may employ the equation
2m(v}0 @SA. (T) in which @SA. (T) is approximately equal to @S(10E). Then if we introduce a reduced form of €; A. :
where 0' is given in Eq. (6), as well as values for the molecular and fundamental constants, we can write
in which A 0 is given in m W m -1 K -1 and the temperature in K.
The primary data permit the evaluation of @S! for each temperature according to Eq. (29), using the correlation of the ideal-gas heat capacities given by Ely et al. 9s Subsequently the entire set of data for 6! has been represented by the 
The representation of the data using this equation has been carried out with the SEEQ algorithm. 107 Appropriate statistical weights for the data have been determined from the estimated uncertainty in the measurements. The optimum values of the coefficients h; are included in Table 1 . For completeness, the same table includes the coefficients C i in the representation of the ideal-gas heat capacity of carbon dioxide,9s which has the form ~ ~ 2 .
(31) Figure 5 shows the deviations of the entire set of data of 285 K<T<470 K is one of ± 0.6% so that we can safely ascribe an uncertainty of ± 1 % to the correlation in this region. For temperatures below 285 K there is some evidence of a systematic departure of some of the experimental data from the correlation although the average absolute deviation from the fit is only ± 0.5%. In view of the accuracy assigned to the later set of data the inaccuracy of the correlation may be as much as ± 5% at the lowest temperature, although it must be much less near 285 K. In the region of high temperature for which the primary data have been predicted (T> 470 K) the fit of the correlation to the calculated values is good, the standard deviation being ± 0.07%. It is naturally difficult to assign an uncertainty to the predicted thermal conductivity, but given the theoretical basis of the prediction, an estimate of ± 2% does not seem unreasonable.
The Critical Region

Equations for the Transport Properties in the Critical Region
The thermal conductivity and viscosity of a fluid diverge at the critical point. 108 The critical enhancement of the thermal conductivity is strong and is observed in a large range of temperatures and densities around the critical point. The critical enhancement in the viscosity is much weaker and restricted to a very small region around the critical point. To describe the behavior of the transport properties in the critical region we write the thermal conductivity and the viscosity as
where ll.cA and a c 1J represent the critical enhancements, while X and fJ are the background contributions defined in accordance with Eq. (2). The critical thermal-conductivity enhancement acA is related to the critical part acDT of the thermal diffusivity DT = A /pc p by (34) where c p is the specific heat at constant pressure. The theory of dynamic critical phenomena predicts for the asymptotic critical behavior of the transport properties l09 :
~here k is Boltzmann's constant, S the correlation length of the density fluctuations which diverges at the critical point, and Q is a system-dependent amplitUde. The amplitude R in Eq. (35) and theexponentzinEq. (36) are universal quantities, i.e., they have the same value for all fluids. In this paper we adopt the values
in good agreement with current theory and experiments. 108 The viscosity 1J exhibits a multiplicative anomaly in the critical region; that is, the critical viscosity enhancement is proportional to the background viscosity 1j.
A problem is that few, if any, experimental thermal conductivity and viscosity data are available so close to the critical point that the asymptotic Eqs. (35) and (36) are sufficient. To represent the observed critical enhancements of the transport properties we need equations that incorporate the crossover from the singular behavior of the transport properties asymptotically close to the critical point to the nonsingular background behavior of these properties far away from the critical point. Such crossover equations have recently been proposed by Olchowy and Sengers 4 , 110 and we adopt their equations in this paper. The equations are based on the mode-coupling formulae for the critical enhancements of the transport properties lO9 ,lll,1l2 which arise from long-range critical fluctuations with wave numbers up to a maximum cutoff wave number q D' Specifically, ll.c DT and 1J are represented by 4,110
where 0, 0 0 , and H are functions of density and temperature as specified in Tables 3 and 4 . Near the critical point S -+ 00, and one recovers from Eqs. (38) and (39) the predicted asymptotic behavior given by Eqs. (35) and (36). Far from TABLB 3. Crossover funotion for the thermal conductivity
IV. Roots of the quartic equation: Z; 
Thermodynamic Properties and Correlation Length
The functions 0, 00' and H in Eqs. (38) and (39) not only depend on the density P and the temperature Texplicitly, but also implicitly through the isochoric and isobaric specific heats C v and c p ' the background transport properties l and 1j and the correlation length S. Hence, Eqs. (38) and (39) need to be supplemented with a procedure for calculating the correlation length S as a function of density and temperature. This is accomplished by relating S to a reduced J. Phys. Chem. Ref. Data, Vol. 19, No.3, 1990 symmetrized compressibility X defined as l12 X = ( Pcl p~ Tc ) P T( ap ) .
(40)
ap T Along the critical isochore p = Pc, S and X asymptotically diverge as 112 ,113
are universal exponents, while So and r are system-dependent amplitudes which, for CO 2 , assume the values 112 So = 1.5X 10-10 m, r = 0.052.
From Eqs. (41) and (42) we note that (45) To calculate the correlation length S at arbitrary densities and temperature, Eq. (45) i~ generalized to 11 ~ S( p,n = so(ai/r ) vir ,
with (47) where Tr is a reference temperature far above the critical temperature which is chosen as Tr = 1.5 Tc !:::::450 K .
In Eq. (47) a background term has been subtracted from X( p, n to ensure that Sbecomes vanishingly small far away from the critical point. It turns out that at temperatures close to the reference temperature T r , Eq. (46) causes S to go to zero a bit too rapidly in a range of about ± 5 K around T r •
To alleviate this problem the correlation length S is calculated for 1>445 K as S( p,n = S( p,T= 445 K)exp [ -(T IKl~ 445)]. (49) Having related S to the compressibility, we need to specify a fundamental equation for calculating the various thermodynamic properties. In the near-critical region, i.e., in a range of temperatures and densities bounded by 
Outside the region defined by Eq. (50) we use an analytic equation proposed by Ely et al. 95 The values of the various parameters that enter into the equations for the transport properties in the critical region are summarized in Table 5 .
Thermal Conductivity in the Critical Region
Two primary sets of experimental data are available that give detailed information on the behavior of the thermal conductivity in the critical region. Michels, Sengers, and van der Gulik 61 have measured the thermal conductivity of carbon dioxide in the critical region with a parallel-plate apparatus. 114 They were able to eliminate convection, lIS a problem usually encountered near the critical point, and their measurements definitely established the existence of a critical enhancement in the thermal conductivity.61.116 Subsequently, Becker, and Grigull 86 were able to determine the thermal diffusivity of carbon dioxide in the critical region by using a transient method in which the time dependence of a temperature gradient below a heated horizontal plate was measured with optical holography.117.1l8 An intercomparison between the thermal conductivity data of Michels et al. 61 and the thermal diffusivity data of Becker and Grigull86 requires an accurate equation for the isobaric specific heat c p • Within the accuracy to which the intercomparison can he made, the two data sets are judged to be consistent except at the isotherm 304.35 K closest to the critical temperature of 304.107 K, where the thermal conductivity data of Michels et al. 61 tend to pass througb a larger maximum at the critical density than those deduced from the thermal diffusivity data of Becker and Grigull. However, it becomes extremely difficult to measure the thermal conductivity with the aid of a macroscopic stationary temperature gradient very close to the critical temperature; so we have excluded the thermal conductivity data at T= 304.35 K and with I (p -Pc )/Pc I <0.2 from the primary data set.
It is also possible to determine the thermal diffusivity close to the critical point by measuring the decay rate of the entropy fluctuations from light-scattering measurements. For carbon dioxide such measurements have been reported by Swinney and Henry I 19 and confirmed by Marcabee and White 120 and by Garrabos et al. 121 and by Reile et al. 122 The results of these light-scattering measurements are also consistent with the two primary data sets mentioned above.122.123 Supplementary experimental evidence for the critical enhancement of the thermal conductivity of carbon dioxide has been provided by Le Neindre et al. 78 Our representative Eq. (38) for the thermal diffusivity and thermal conductivity in the critical region contains the background thermal conductivity and viscosity, 1 and 1j, and the parameter qD' The background contributions 1 and 1j are represented by equations of the form
where aA.( p) and A.TJ( p) are treated as functions of the density alone as further discussed in Secs. 5.1 and 5.2. In practice, we started with a preliminary estimate for the excess functions aA. ( p) and A TJ ( p) deduced from the thermal conductivity data for Le Neindre et al. 78 and from viscosity data of Kestin et al. 20 and Iwasaki and Takahashi. 30 The parameter q;; 1 = 0.23 nm was then determined by fitting Eq. (38) to the thermal conductivity data of Michels et al. 110 Improved equations for aA,{ p) and A'1J{ p) were then obtained as described in Sec. 5 and the comparison with the experimental data for the critical enhancement of the thermal conductivity was reconsidered. This process converged very rapidly, the value of q D in fact did not change, and we present here a comparison with the experimental data using the final Eqs. (63) and (67) for aA. ( p) and A TJ ( p).
In Fig. 6 we show a comparison of Eq. (38) with the thermal diffusivity data of Becker and Grigull. 86 In the same figure we have also included the thermal diffusivities deduced from the thermal conductivity data of Michels et al. 61 A direct comparison with the thermal conductivity of Michels et al. 61 is presented in Fig. 7 . For reasons mentioned earlier the thermal conductivity data at T -Tc = 0.25 K have not been included in the figure, although they were included in Fig. 6 . Except for the latter temperature, the equations represent the thermal conductivity data of Mi- ,., chels et aJ. with a standard deviation of about 1.5%.
Our Eq. (38) was constructed to account for the crossover of the asymptotic divergent behavior of the thermal conductivity near the critical point to the regular background behavior of the thermal conductivity far away from the critical point. Figure 8 shows the critical thermal conductivity enhancement 61 at 20 and 45 K above the critical temperature. From the information presented in Figs. 6-8 we conclude that our equation yields a satisfactory representation of the primary data at all densities and temperatures where a critical thermal conductivity enhancement has been observed.
In Fig. 9 we present a comparison with the thermal conductivity data ofLe Neindre and co-workers. 78 The thermal-conductivity data ofLe Neindre et al. are somewhat less accurate than those of Miche1s p.t aL,61 but they have the advantage of extending to much higher temperatures. In preparing this comparison we have substituted for the dilute Excellent agreement is obtained at 45 K above the critical temperature as well as at lower densities at all temperatures. where the equation agrees with the data with a standard deviation of 1.4%. However, our analysis indicates that clos- (54)
Viseosity in the Critieal Region
Unlike the thermal conductivity, the viscosity exhibits a weak critical enhancement restricted to a rather small range of densities and temperatures around the critical point. 108 For some time uncertainty existed whether the viscosity of fluids would exhibit any enhancement near the gasliquid critical point at all. 125 Michels, Botzen, and Schuurman 126 had reported an apparent strong viscosity enhancement for carbon dioxide in the critical region which in retrospect must be attributed to a failure of the validity of the working equations for their capillary-flow viscometer.121 Subsequent measurements obtained by Kestin, Whitelaw, and Zien 128 with an oscillating-disk viscometer indicated the possible existence of only a small viscosity enhancement close to the critical point. The accuracy obtainable with their instrument close to the critical point was insufficient to make a quantitative assessment of the critical viscosity enhancement.
Detailed experimental studies of the behavior of the viscosity of carbon dioxide in the critical region have been reported by Iwasaki and TakahashPo and by Bruschi and Torzo.129 Unfortunately, the two sets of data are mutually inconsistent as illustrated in Fig. 12 where the data obtained by the two groups at P = Pc are shown. The data of Iwasaki Bruschi and Torzo. 129 The solid curves represent the viscos· ity calculated from Eqs. (33) and (39) We encountered serious problems in determining a suitable equation for the background viscosity 1j to analyse the critical viscosity enhancement for carbon dioxide. First, since the critical viscosity enhancement is small we need accurate values for Tj to make a quantitative analysis of the critical enhancement. Aggravated by possible systematic differences it was impossible to obtain acceptable values for 1j near the critical point from other experimental data far away from the critical point as will be further discussed in Sec. 5.2. Furthermore, the data of Iwasaki and Takahashi seem to imply a slight temperature dependence of the excess viscosity A", ( p), a trend not confirmed by the data of Haepp131 at higher temperatures.
In this section we use a local equation for a smoothly varying background excess viscosity A", ( p), so that an adequate representation is obtained of the data of Iwasaki and Takahashe o and of Kestin et al. 20 at the temperatures close to the critical temperature where a critical viscosity enhancement has been observed. Hence, for the analysis of the critical viscosity enhancement in terms of Eq. (38) we continue to use the Eq. (63) for the excess thermal conductivity AA. ( p), but for the excess viscosity /11J ( p) we use
;=1 with coefficients e; earlier determined by Olchowy and Sengers. 4 • 110 The coefficients e; are given in Table 6 with p expressed in kg m -3 and 1] in J-tPa s. Equation (55) reproduces the experimental background viscosity data to within 0.5% at 298 K<T<305 Kand within 2% at 298 K<T<325 K. The equation to be adopted for the final global background excess viscosity A1]{ p) will be discussed in Sec. 5.2 [see Eq. (67) and Table 8 ].
The complete set of viscosity data of Iwasaki and Takahashi is shown in Fig. 13 . This figure confirms that the critical viscosity enhancement is weak and restricted to the close vicinity of the critical point. A detailed comparison of Eq. ( 36) with the values for the critical viscosity enhancement deduced from the data of Iwasaki and Takahashi is shown in Fig. 14 with a standard deviation of 0.25% . However, at T = 308.15 K and T = 323.15 K the average standard deviation becomes 1 % with actual deviations up to 2%; this is a consequence of an apparent temperature dependence of the excess background viscosity implied by the measurements of I wasaki and Takahashi. As further discussed in Sec. 5.2, it is Kestin et al. 20 The dashed curve represents the background viscosity as given by Eq.
(53) with (5S) for 1111( p). The solid curve represents the values calculated for the total viscosity 1/ + I1c 11 from Eqs. (33) and (39) with Eq. (55) for 111/{ pl.
A Simplified Equation for the Thermal Conductivity in the Critical Region
Equation (38), though readily programmable, is a somewhat complicated equation. In addition, we therefore propose a simplified version of this equation which will be adequate for many applications. This simplification is based on the observation that the critical viscosity enhancement is weak and noticeable only very close to the critical point. Hence, this critical viscosity enhancement is often neglected in engineering applications. 132 Neglecting the critical viscosity enhancement means identifying the actual viscosity TJ with the background viscosity 7j at all temperatures and densities including those near the critical point:
Introducing some additional approximations Olchowy and Sengers 133 have proposed the following alternative simplified equation for the critical enhancement of the thermal conductivity:
LU,
RkT -- 
as determined from a fit ofEq. (58) to the thermal conductivity data of Michels et al. 61 The correlation length 5 is still to be calculated as described in Sec. 4.2. A comparison of the simplified Eq. (58) with the thermal diffusivity data is presented in Fig. 16 and with the ther- mal conductivity data in Fig. 17 . In this comparison we have again represented 1 and 7j by Eqs. (52) and (53) 
The Background Properties
The background transport property of a fluid X(p, T) is defined as that part of the property which does not arise from phenomena directly associated with the critical point. However, as the preceding discussion has shown, it is rather less straightforward to separate the critical enhancement and the background contributions from a given set of experimental data which, in principle, always contains both contributions. The iterative process whereby this separation has been achieved, described above, makes it clear that throughout the procedure our correlations of the background contributions to both the thermal conductivity and viscosity are contillually n~filled. III gelleral, the detailed results of the various stages of iteration are not important, so that it is the overall purpose of this section to set out the final representation of the background properties together with the rationale for the selection of the experimental data on which they are based. For this reason, the treatment given here assumes that the critical enhancements of both thermal conductivity and viscosity are given independently by the analysis of the preceding section. In exceptional circumstances the process of iteration reveals behavior that causes the set of primary data used to be adjusted. In such cases, the interim results leading to such adjustments are germane to the overall discussion and are therefore described. The discussion of the background properties is begun with the thermal conductivity because it is the critical enhancement of this property which is used to fix the one adjustable parameter, (qD or qD ) in the equations for the transport properties in the critical region.
Thermal Conductivity
5.1.a Primary Data
Among the gas-phase measurements, following the argument in treating the zero-density contribution, the three groups of measurements carried out with the transient hotwire technique I2 • 8 9-91 enjoy a high level of confidence and are therefore categorized as primary data. The measurements cover the temperature range 300 K< T <470 K and pressures up to 30 MPa. However, the data along the isotherm at 316 K reported in Ref. 90 reveal a density dependence of the thermal conductivity not present along any other isotherm. Thus, results for this isotherm are excluded from the primary data. Snel et al. 88 have reported measurements of the thermal conductivity of carbon dioxide performed in a steady-state hot-wire instrument for which a complete theory was developed. The zero-density values derived from those measurements are consistent with the correlation given earlier within ± 1.5% over the limited temperature range studied. The data are therefore included in the primary data although the uncertainty claimed by the authors is increased to reflect the discrepancy in the zero-density data. Finally, we include in our set of primary data the results of Le Neindre et al., 66, 70, 77, 78 made with a concentric-cylinder apparatus, because they are one of the few sets of results that cover an extensive range oftemperatures, 296 K< T <724 K and pressures, P<loo MPa. However, we note that these measurements provided rather poor values for the zero-density thermal conductivity, with deviations amounting to ± 5%. It would therefore be unreasonable to assign to these data an accuracy which is better than ± 5%, although the precision with which the density dependence is determined may be better.
Another set of information that could be considered for inclusion as primary data for the dense gaseous region comprises the results of Michels et al. 61 Because most of these measurements were carried out very near the critical temperature, the contribution of the critical enhancement to the measured value is large and frequently dominates the background contribution. It is therefore inappropriate to use these data to establish the background behavior. Similar comments apply to the work of Becker and Grigull. 86 Neither of these sets of data are employed in the primary data set for the background thermal conductivity. Table 7 identifies the selected primary data sets indicating their indi-vidual pressure and temperature ranges and the assigned accuracy; there is a total of 676 data points.
There are eleven references 36 ,60,63,66,69,70.75,78,80,81,86 that contain data on the thermal conductivity of carbon dioxide in the liquid phase (as can be seen from Appendix I). Among these there are eight independent sets of measurements. The measurements that cover the greatest temperature range are those of Tarzimanov et al. 75 , 81 made with a steady-state hot-wire instrument~ The 22 data points cover only the pressure range 7-9 MPa. The experimental technique is described only briefly and there is no strong evidence for the elimination of convection although it is discussed. Shingarev 69 has reported data, obtained by the same method, over a similar. temperature range at one pressure for each temperature. In addition, Amirkhanov and Adamov 63 have used both parallel-plate and concentric-cylinder instruments to determine ten points along the saturation line in the liquid phase within the temperature range 293-304 K. There also seem to have been earlier measurements 81 although the literature is unavailable. However, it is noted in Ref. 81 that there are discrepancies of 30%-40% between various earlier sources and, in a more recent paper, 8 it is stated that further measurements have been made in the liquid phase but nu data are reported.
In 1934 Sellschopp36 reported measurements of the thermal conductivity of liquid carbon dioxide in the temperature range 284-304 K at pressures from 5 to 9 MPa. However, these measurements were influenced by convection, as was pointed out by Borovik. 43 Indeed, Borovik attempted to correct the original data for this effect. With our current understanding of convection in thermal conductivity instruments, it can be asserted that such a correction is extremely unlikely to lead to accurate experimental data. In view of doubts about most of these data and the narrow range of states covered by the measurements, it has been decided that none of these results fulfil the requirements for primary data.
The remaining data for the liquid phase cover the temperature range 273-298 K although all but four data points were taken within 2 K of 298 K. Notwithstanding the fact that some of these measurements are of high accuracy, the total number of data points is 41 and their distribution in density-temperature space is so narrow as to make them of virtually no value in developing a correlation. For these reasons it has been concluded that it is impossible to base a representation of the thermal conductivity of liquid carbon dioxide on available experimental data. Instead the thermal conductivity of the liquid has been predicted by extrapolation of the gas-phase correlation and the available experimental data used as a check. Comparisons of this type will be presented later.
S.l.b. Analysis
The first stage of the analysis of the primary data set has been the correction of all data to isotherms. This has been accomplished, where necessary, by the application of a linear temperature correction using a temperature derivative deduced from the zero-density correlation. Because the correction applied was always less that ± 0.2% of the thermal conductivity, the error introduced into the thermal conductivity by this procedure is negligible. In addition, the density for each data point was recalculated from the experimental temperature and pressure using consistently the most recent equations of state for carbon dioxide developed by Ely95 and Albright et al. 112 In the next step of the analysis, it is recognized that the precision of measurements is superior to their accuracy and that we have already established a reliable correlation for the zero-density thermal conductivity. Thus, the excess thermal conductivity, defined by the equation
allows us to examine the behavior of t:J,. (p, T) free from constant, systematic errors in individual measurements of It should be recalled here that the exact values of Il.cA (p, T) employed in Eq. (62) change throughout the iterative process described in Sec. 4, but in this case these changes caused no need for alteration of the data included in the primary data set. The results presented below therefore refer to the use of the final form of Il.cA (p, T) as given by Eq.
(38) with the constants listed in Table 5 .
Large-scale graphs of Il.A (p, T), defined by Eq. (62), as a function of density along isotherms, as well as a series of simple fits to the data, were used to examine the temperature dependence of t:J,. (p, T). Figure 18 contains a plot of the excess thermal conductivity as a function of density along most of the isotherms listed in Table 7 so that the data cover the temperature range 296-724 K. No attempt is made to distinguish between the results of various authors although the results in different temperature ranges are distinguished, because the essential result to be derived from this figure is that there is no systematic temperature dependence of ll.A(p,T). The spread of the results amounts to ± 0.8% of the total thermal conductivity at low densities whereas at higher densities, it amounts to only ± 0.3%. These figures are commensurate with the uncertainty in the experimental data. If the experimental data from a single laboratory are examined, it is possible in just one case 90 to discern a systematic trend in t:J,.(p,T) with temperature, but when results from several laboratories are combined, this trend is lost. On this basis, it is concluded that, within the attainable experi- Table 7. mental accuracy, there is no justification for including any temperature dependence within the excess thermal conductivity so that t:J,.(p,T) == t:J,. (p) only. This should not be taken to imply that there is no temperature dependence but merely that it is·so small as to be within experimental error.
S.l.c. Representation
In order to represent the density dependence of t:J,. we have selected a simple polynomial:
;=1 and determined the appropriate terms and the optimum values of their coefficients dj by means of the SEEQ algorithm,107 in a weighted least squares fit. The relative weights of data in this fitting were obtained as described elsewhere, 11 using the ascribed uncertainties listed in Table 7 . Table 8 includes the final values of d i where the density p is expressed in kg m-3 and Il.A in mW m-1 K-1 • The results of this representation can now be used, ex post facto, to further justify the use of a temperatureindependent correlation by means of deviation plots, which display the deviations of particular authors' data for Il.A (p, T) from the correlation. In these figures the deviation shown is 2.447164x 10-2 8.705605 X 10-5 -6.547950X 10-8 6.594919X 10-11
• 3.6350734 X 10-3 7.209997 X 10-5 0.0 0.0 0.0 0.0 3.00306 X 10-20
withA. 0 ( n taken from the experimental results ofindividual authors. By this mechanism we avoid the generation of deviations. aris.ing s.olely from differences. between the experimental and correlated zero-density thermal conductivity or the even larger deviations that result if the fractional error in ~ (p) itself is plotted. Figure 19 contains the deviations of the data of Mill at et al. 12 and Snel et al. 88 and Clifford et al. 89 from the correlation. The deviations approach 2% for some isolated points, but the standard deviation for the three sets of data is ± 0.6%, which is commensurate with their estimated uncertainty. Within the data reported by a single author, it is just possible to discern a systematic trend with temperature.
However, when the results of several authors are combined, this trend is lost and we conclude there is no evidence of an overall trend with temperature beyond the limits of the estimated uncertainty. Figure 20 contains the deviations for the two sets of measurements reported by Johns et al. 90 ,91 The standard deviation is slightly worse than for the other set of data but is again broadly consistent with the estimated error and it is not possible to discern a systematic temperature dependence within the scatter. Finally, in Fig. 21 , the deviations of the data of Le Neindre et al. 66 ,70,77,78 from the correlation are shown. Here the scatter of the data is somewhat greater reflecting the lower accuracy. In addition, there is some evidence that the initial density dependence reported by Le Neindre et al. 66 ,70,77,78 is greater than that found in the transient hot-wire experiments. This is revealed by the systematically positive deviations from the correlation in the region of 150 kg m -3 for the data ofLe Neindre et aI., which lie in a region where the fit is weighted to represent the transient hot-wire data. However, neither in this region, nor at higher densities where the fit to the data ofLe Neindre et al.
is better, is there any evidence of a systematic temperature dependence in ~.
S.1.d. Extensions
The correlation for ~ (p) has been developed on the basis of information on the gas-phase thermal conductivity in the temperature range 296-724 K. However, the temperature independence of ~ within this range suggests that even outside of this range, for the gaseous phase at least, it is possible to predict the thermal conductivity of the dense fluid simply by using the correlation for ~ (p) of Eq. (63) in conjunction with the correlations for it 0 (1) and ~c (p,1). Of course, it is circumspect to increase the uncertainty of the thermal conductivity in the extended region to reflect the fact that the data are extrapolated. Nevertheless, the basis of the extrapolation seems rather secure given the evidence in the preceding discussion.
So far as the liquid phase is concerned, there is some evidence for other fluids that the near temperature independence of AA. (p) characteristic of the ga.c; phase extends to the liquid phase. In the case of carbon dioxide, the experimental data are inadequate to examine the hypothesis directly. The alternative approach adopted here is to use the same hypoth- § '-. esis to calculate the total thermal conductivity in the liquid phase and to compare it with experiment. The results of such a calculation are best discussed when considering the performance of the overall representation of the thermal conductivity so that we postpone it until Sec. 6.1.
The Viscosity
5.2.a. Primary Data for the Gas Phase
Appendix II lists the entire set of literature sources available on the viscosity of carbon dioxide as a function of pressure or density in both gaseous and liquid phases. 20, 22, 23, [27] [28] [29] [30] 126, [128] [129] [130] [131] [134] [135] [136] [137] [138] [139] [140] [141] [142] [143] [144] [145] [146] [147] [148] The most important sets of measurements in the dense gaseous state are those of Michels et al. 126 performed with a capillary viscometer, several sets of measurements by Kestin and his collaborators 20 , 22, 23, [27] [28] [29] 128, 135 with oscillating-disk instruments, the measurements of Haepp, 131 as well as Iwasaki and Takahasheo with a similar instrument, and finally the work of Golubev and his co_workers I36 ,140,141 at combined high temperatures and high pressures. All of these measurements have been carried out in instruments in which a high precision is possible and for which complete working equations are available. It is for these reasons that they have been selected for consideration from the entire data set.
Following the pattern established for the thermal conductivity we first construct the excess viscosity for each data set according to the equation
using the critical enhancement term calculated from Eq. (39). In the process, we have also recalculated the density for each datum using the reported pressures and temperatures, except for the data of Iwasaki and TakahashPo as noted earlier. These excess viscosities were then plotted on large-scale graphs in order to examine the temperature dependence of the excess and the internal consistency of the results. Figure 22 shows one such plot containing the excess viscosity derived from the results of Kestin and his collaborators, 20, 22, 23, [27] [28] [29] 128, 135 for which the claimed uncertainty in the data is ± 0.1-0.2%. All except one set of measurements 135 were performed in the same oscillating disk viscometer near room temperature, with various suspension assemblies. The exceptional set was obtained with a different instrument of the same type in which a new mechanism was employed to compensate for the effects of thermal expansion on the alignment of the system at elevated temperatures. It can be seen from Fig. 22 that this one set of measurements reveals quite a different density dependence of the viscosity from the others and that there appears to be a strong temperature dependence of the excess viscosity, not shown by the measurements in the temperature range 293-304 K carried out independently. 20,22,23,27-29,128 Figure 23 shows a similar plot for the data reported by Golubev et al. 136 , 140, 141 for the gas phase for the moderate density region over the temperature range 293-733 K. These data have a rather greater claimed uncertainty than those of Kestin and his group amounting to ± 2% but, within that limit, there is no discernible trend of the excess viscosity with J. Phys. Chem. Ref. Data, Vol. 19, No.3, 1990 8 Kestin and his collaborators. 20 , 22, 23, [27] [28] [29] 12I1, 135 temperature, even over the extended temperature range. The conflicting behavior of one set of results l35 with respect to the others, cannot be reconciled without independent information. Fortunately, there are a number of indirect pieces of evidence which together point injust one direction. First, the zerO-density viscosity data derived from the results ofKestin and Whitelaw l3 !> reveal a temperature dependence that is systematically different from that obtained in the earlier correlation. II This may indicate some unaccounted systematic error. Second, it has been confirmed by Kestin 149 that some difficulties surrounded the use of the thermal expansion compensation technique in the instrument employed in Ref. 135. Finally, there is a substantial body of evidence for other gases that fl.T/ is largely independent of temperature}50,151 For these reasons we conclude that the data of Kestin and Whitelaw 135 are burdened with an unknown error and eliminate them from the primary data set. We next consider the data of Michels et af.l26 In the region of the critical point the working equation employed for the analysis of the experimental results for the capillary viscometer was inappropriate. 127 Consequently it is necessary to omit some of the data from this source. The region of data omitted is bounded by 200 kg m -3 <:.p<:.700 kg m -3 and 298 K<T<313 K. Figure 24 shows the collected excess viscosities deduced from the work of Kestin and his collaborators, 20, 22, 23, [27] [28] [29] 128 Michels ct al. 126 and Golubev et af. 136, 140, 141 in which different temperatures are not distinguished. Over a wide range of densities the data sets are broadly consistent with each other within ± 4% of the total viscosity. This spread is more a reflection of the differences between different authors than any convincing evidence for a systematic temperature dependence of the excess viscosity. The results of Haepp131 have a claimed uncertainty of between 1 %-1.6% and cover the temperature range 298-473 K at pressures up to 15 MPa, and therefore must be con~idered as candidates for inclusion in the set of primary data. However, as Fig. 25 shows, the excess viscosity of Haepp at low densities shows a different character from that observed by Kestin and his collaborators. In this figure the high-density excess-viscosity points of Haepp have been made coincident (by means of a vertical shift on the ll.1J axis of -0.5 J-lPa s) with those of Kestin and his group20, 22, 23, [27] [28] [29] 128. In this region the two sets of data show a high degree of agreement. However, below a density of 20 kg m -3 the data of Haepp do not show the flattening as the zero-density limit is approached that is revealed in the other data. Because of the high precision of Kestin's data and the fact that the same behavior has been reported as a result of several independent studies, we conclude the data of Haepp 20, 22.23, [27] [28] [29] 128 FIG. 24 . The excess viscosity in the gas phase deduced form the results of Michels et 01.'26 and Golubev et 01.136.140.141 Dlust suff'er an unaccounted error at low densities. A corol .. lary of this conclusion is that the zero-density data reported by Haepp131 must be in error. We have redetermined the zero-density viscosity from his data following omission of the low-density points and used this value in constructing his data for the excess viscosity ll.1J. The measurements of Iwasaki and Takahashi 30 were principally conducted to investigate the behavior in the region of the critical point. Because the extent of the critical enhancement of viscosity is small, the measurements were conducted along isotherms at 298.15, 304.25, 304.35, 304.65, 304.95, 308.15, and 323.15 Kat pressures up to 14.5 MPa. In the initial stages of this work we took the view that those measurements in which the critical enhancement, predicted in the manner described in Sec. 4, was significant should be eliminated from the primary data used to determine the background representation. Thus, we excluded from the primary data all of the data of Iwasaki falling within a zone bounded by 304 K< T <305 K, 300 kg m -3 <p<600 kg m -3. Of course, this implies that no data for the excess viscosity in the neiahborhood of the critical point are included in the primary data used to determine its representation. However, if the evidence adduced earlier that the excess viscosity is temperature independent is correct, then this Omi8- Kestin et 01. 20 , 22, 23, [27] [28] [29] 128 at moderate densities. sion seems, superficially, to be of small significance because the density range of interest is covered by data at temperatures above the critical temperature. Accordingly, in the first determination of the excess viscosity we employ the set of primary data listed in Table 9 with the exclusions mentioned in the text. In each case, our estimate of the uncertainty in the total viscosity is also listed which was used as a basis for the assignment of statistical weights in the fitting. In principle, it would now be possible to discuss the liquid-phase viscosity of carbon dioxide in order to provide a complete set of primary data for use in the development of a global correlation. However, as will be shown later, there is considerable doubt about the liquid-phase viscosity data. Consequently, we prefer to treat the two phases separately.
5.2.b. Analysis and Representation of the Gas-Phase Data
In order to represent the excess viscosity of carbon dioxide in the gas, we have adopted a polynomial form in density which, following the earlier discussion, we presume to be temperature independent n l1'TJg = 11'TJ(p) = L e;p;.
The weighted fitting of the preliminary primary data to this function was accomplished with the SEEQ algorithm 10' 7 and it was found that four terms (i = 1, 2, 6 and 8) provided the best fit to the data.
In Figs. 26 to 29 we display the deviations of the data from this preliminary representation. In this case the deviations shown are those in the total viscosity:
in which the correlations for 'TJ°(T) and the prediction for 4c "I (p, T) have been employed. Thls is done in order to reveal simultaneously the extent to which the density-dependent viscosity data are consistent with the zero-density correlation for which they were not employed. Figure 26 contains the deviations of the data of Golubev et al. 136, 140, 141 for the entire temperature range 293-773 K. In the limit of zero density most of the data are ,..., 2% below the correlation, which is essentially identical with their claimed accuracy. At higher densities the spread of data about the correlation is ± 4% except for a few isolated points, but there is no evidence of any systematic temperature dependence (see also Fig. A3.7 )~ which supports the earlier discussion. Figure 27 contains a similar plot for the primary data of Kestin and his groUp.20, 22, 23, [27] [28] [29] 128 The zero-density data are consistent with the correlation to within ± 0.2% and the density dependence of all of the data is represented within ± 0.5%. Although this figure exceeds the accuracy claimed for the measurements, it is consistent with the scatter between independent determinations. Figure 28 contains a deviation plot for the data of Haepp13J and Michels et al. 126 Here the deviations are somewhat larger, and the defect in the low density data of Haepp is apparent, but elsewhere the data are consistent with the correlation. 
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In contrast, Fig. 29 contains a plot of the deviations for the entire set of viscosity data reported by Iwasaki and Takahashi 30 including the points in the critical region. It can be seen that while the low-density and high-density data are well represented at most temperatures, there is a rather significant ( ....... 2 %) negative deviation at a density of about 400 kg m-3 for the isotherms 304.25 to 304.95 K which is re-duced for the isotherm at 308.15 K, whereas the isotherm at 323 K show a distinctly different pattern. both of the following causes: (i) The background viscosity we employ near the critical density at each temperature is derived from data of poorer accuracy than that of Iwasaki and Takahashi. 30 Thus, the background viscosity may be in error. (ii) The predicted critical enhancement may be in error.
The second of these possibilities implies a failure of the theory of the critical enhancement of the viscosity and thermal conductivity described in Sec. 4. In view of its pedigree and the good representation of the enhancements of the thermal conductivity and viscosity with a single adjustable parameter, this proposition is unlikely. Consequently, we must examine the first possibility in detail.
First, we consider the internal consistency of the data of Iwasaki and Takahashi alone. From Fig. 29 it is evident that the excess viscosity calculated from their data 30 is temperature dependent and strongly so. From studies of other fluids it is expected that any temperature dependence of the excess viscosity should be strongest at lower temperatures, in the liquid phase, and should decrease as the temperature is increased. TIlt; beba v iUl" revealeu by the data of Iwasaki anu Takahashi is inconsistent with this observation because the isotherm at 323 K reveals a qualitatively different behavior than is shown by the temperature-independent exce~~. being 1 % above it on average. Conversely, two other isotherms show a marked negative dip with respect to the temperatureindependent excess which is not revealed by other isotherms or other authors. These findings are given further support if the predicted critical enhancement, de 1/, is subtracted from all of the data listed in Table 9 , including those of Iwasaki and Takahashi in the critical region. The optimum, properly weighted, fit of a temperature-independent function of the form of Eq. (67) to these data was achieved with the SEEQ algorithm,107 using just three terms with i 1,2, and 7. The deviations of the most precise data 20 ,22,23,27-30,128 from this correlation are shown in Fig. 30 . It is clear that the negative deviations in the data of Iwasaki and Takahashi near a density ofp = 400 kg m-3 persist in this plot although they are very slightly smaller in magnitude. The nature of the inconsistency is revealed to some extent by ~electing just the data of Kestin l!f 0/. 20 ,22,23,27-29,128 and Iwasaki and Takahashi,30 and by fitting to them the background viscosity temperature-independent function d1/ (p) again. In this case an optimum fit was obtained with four terms with i = 0, 1, 2, and 4 and the deviations are shown in Fig. 31 (a) . Here it can be seen that the negative dip in the deviations of the data of Iwasaki and TakahashPo along the lower isotherms are rendered significantly smaller, while the positive deviations of the isotherm at 323 K are increased. Furthermore, the appearance of a term with i = 0 in the correlating equation indicates that the data then require a different zero-density viscosity not required by the entire primary uata set. This adds a further doubt concerning at least some of the isotherms of the data of Iwasaki and Takahashi. 30 From Fig. 31 (a) it i~ al~o clear that the J2J K i~othenn of Iwasaki and TakahashPo has quite a different character from that of the lower isotherms so the process described above was repeated following omission of the data for that isotherm. As a result, an optimum fit to the data was achieved with a dTJ(p) function containing six terms for i = 1,2,4, 5, 6, and 7 with alternating signs. Figure 31(b) shows the corresponding deviation plot which indicates that the negative dip in the deviations of the lowest isotherm has been removed at the expense of the growth of a positive deviation for the isotherm at 308 K and a much more complicated density function for d1/ (p) with an implausible structure.
On the basis of these tests we conclude that it is not possible to reconcile all of the experimenta!l data, within their uncertainty, with a temperature-independent excess viscosity. Thus, we must either accept that it is not possible, with our present knowledge, to define the viscosity background of carbon dioxide to better than ± 2% in the neighborhood of the critical point, or we must accept a totally different (and implausible) density function for the background near the critical temperature from that which per-2.00 Ca) 31. (a) The deviations of the gas-phase viscosity data ofIwasaki and Takahashi from a fit to all of their background data and that of Ke!ltin i!t al. 20 ,22.23.27-29.128 (h) neviationll for a fit to data from which the 323 K isotherm of Iwasaki and Takahashi 30 is omitted.
tains at all other temperatures including those only 15 K higher. We prefer to adopt the first alternative and its corollary that it will not prove possible to represent the most accurate data for the total viscosity of carbon dioxide to better than ± 2% near the critical temperature and density.
5.2.c. Final Representation
In view of the discussion above, the best representation of the excess viscosity of carbon dioxide is that derived from a weighted fit to all of the data listed in Table 9 , including the J. Phys. Chem. Ref. Data, Vol. 19, No.3, 1990 near-critical region data of Iwasaki and Takahashi. 30 The final coefficients e j are listed in Table 8 . A detailed comparison of the final representation with experimental data is given in Sec. 6.
5.2.d. Primary Data for the Uquid Phase
There are four extensive series of measurements of the viscosity of carbon dioxide in the liquid, as can be seen from Appendix II. The measurements of Golubev et a/., 139 which were carried out in a capillary viscometer, cover the tem-perature range 243 K<T<293 K and the pressure range 5 MPa<P<50 MPa and have a claimed accuracy of ± 2%. A second set of measurements by Ulybin and Makarushkin 142-144 with the same type of instrument covers the temperature range 223 K<T<293 K and the pressure range 6
MPa<P<55 MPa, with a claimed accuracy of ± 1.7%. Diller and Ball 148 and Herreman et al.137.138 have employed an oscillating quartz-crystal viscometer for measurements over a similar range of conditions and the accuracy claimed for the measurements of Diller and Ball 148 is ± 2%, Also, Michels et al. 126 have reported data along one isotherm in the liquid phase.
The data of Herreman et al.137, 138 are not useful for our purposes because the instrument and data analysis have been incompletely described and because although both the dynamic vi~co~ity '1J and the kinematic vis.cos.ity 'YJ/ pare quoted, the density itself is not.
In order to illustrate the situation for the remainder of the data, it is useful once more to examine the excess viscosity for the various data sets and this is shown in Fig. 32 . The solid line shown in this figure is the temperature-independent excess function deduced from the final analysis of the gas phase data which is included for reference. The data of Golubev et al. 139 for the liquid phase are seen to lie very close Makarushkin, by as much as 6%, and show a pronounced stratification of various isotherms.
Finally, it is noteworthy that the discrepancy among the various sets of data decreases as the temperature increases. Indeed, at a temperature of 300 K all the data sets 139, 144, 148 and the results of Michels et al. 126 are in agreement within their mutual uncertainty.
The differences among the various data sets for the vis-co~ity of liquid carbon dioxide are therefore seen to be large.
It is not normally desirable to incorporate all of these data into a correlation and, instead, some effort should be devoted to establishing a preferred set of data. and the possibility of secondary flow in the fluid cannot be discounted and has not been investigated. However, the instrument used by Diller and Ball has never produced results differing from data of the highest quality for other fluids 15 I and its behavior during the measurements of carbon dioxide was in no way exceptional. 152 However, the measurements performed in the compressed gas region along the isotherm at 320 K by Diller and Ball are, on average, some 4% above the data of Iwasaki et al. 30 and Michels et al. 126 It seems that on the basis of the published experimental work there is no strong evidence on whieh to form a judgement of a preferred data set .
Theories of transport properties in the liquid phase are still in a rudimentary stage although their semi-empirical extension is often useful. 153 Consequently. it is not possible to make use of such theories as an independent discriminant among the data. A different strategy is therefore necessary to provide such a discriminant. Through the aegis of the Subcommittee on Transport Properties of the International Union of Pure and Applied Chemistry, a new set of measurements of the viscosity ofliquid carbon dioxide has been commissioned. Dr. P. S. van der Gulik of the van der Waals laboratory in Amsterdam has agreed to perform these measurements with the purpose of obtaining an accurate set of viscosity data for liquid carbon dioxide over a wide range of temperature. At present, measurements have been completed 9 along just two isotherms at 300 and 303 K and it is unlikely that the results of measurements at lower temperatures will be available for some time. The data along these two isotherms are consistent with all other measurements near room temperature, as is shown in Fig. 33 . The figure contains the plot of the deviations of the experimental liquidphase viscosity data 9 ,144,148 at around 300 K from the correlation of the gas phase data which provides a convenient reference. There is some evidence that the experimental data of Diller and Ball 148 are more consistent with those of van der Gulik 9 than are those of Ulybin and Makarushkin. l44 However, the evidence is not sufficiently strong that one can reject one set of data in favor of another. Consequently, until further experimental data are available, an objective selection of data is impossible.
In the face of this difficulty, there seems no alternative but to develop a representation of the viscosity for the liquid phase of carbon dioxide which incorporates all the available data in some way. Inevitably, this means that the uncertainty to be attached to the representation must be large, but this is deemed preferable to the complete omission of the liquidphase viscosity from the representation. It is to be hoped that new experimental information will eventually become available that will permit an improvement in the accuracy with which the liquid-phase viscosity can be represented.
The representation of the liquid-phase viscosity is based upon an equation proposed by Hildebrand 154: 'Y/(p,T) (69) 'Y/r(p,T) which is an empirical extension of a result derivable from the rigid-sphere theory of transport in liquids. 153 In Eq. (69) V is the volume of the fluid and Vo ( T ) a weakly temperaturedependent characteristic volume. For many systems, [153] [154] [155] [156] Eq. (69) provides a satisfactory representation of the data and both B( T) and V o ( T) are smooth functions of temperature.
For the present purposes we have slightly modified the fluidity Eq. (69) to account for the fact that we include the critical enhancement of the viscosity in our representation and write
using the density in preference to the volume for consistency with earlier representations. In the case of every experimental isotherm, the critical enhancement is a very small fraction of the total viscosity in the liquid phase.
Equation (70) all of the available experimental data within ± 7%, which is commensurate with the discrepancies between the various sources of information. From Figs. 36 and A3.8 and A3.9, there is some evidence that the linearity of the fluidity with volume may not be preserved over the widest density range near to the critical temperature, because the data of van der Gulik 9 show a systematic curvature. However, the bulk of the experimental data do not warrant any further refinement and the representation of the data embodied in Eqs. (70)-(72) is deemed satisfactory.
S.2.e. The Blending Function
It is appropriate to represent the liquid-phase data by an equation separate from that for the gas phase and to join the two by means of a blending function. 150 This choice permits a rather more straigthforward improvement of the correlation when improved information becomes available.
Anticipating the future availability of this information, a suitable blending function for the excess viscosity is of the form 
6. The Overall Correlation
Thermal Conductivity
The final correlation for the thermal conductivity is written as A(p,T) = A o(T) + AA(p) + AcA(p,T), (75) in which A o( T) is given by Eq. (29) with the coefficients of Table 1 , AA(p) is given by Eq. (63) with the coefficients of Table 8 and AAc (p,T) is given by Eq. (38) with the coefficients of Table 5 . Figure 37(a) shows the behavior of the thermal conductivity of carbon dioxide along isobars over the range of thermodynamic states covered by the correlation. 37 (b) illustrates the range of applicability of the representation as well as the estimated uncertainty in various ranges of thermodynamic states. For the thermal conductivity the limits of the representation are 200 K<T<l000 K;p<1200 kg m -3. The uncertainty estimates have largely been based on the errors in the experimental data in the various ranges except when the data have had to be predicted when the estimate is based on the arguments presented earlier.
Appendix III contains representative deviation plots of experimental data from the final thermal-conductivity correlation. In these plots we have not included every set of data but those which formed the primary data set and a selection of the secondary data. Figure A3 .1 contains the deviations of the gas-phase data of Millat et al., 12 Scott et al., 90, 91 Clifford et al., 89 and Snel et al. 88 from the final correlation. The deviations arc typically no more than ± 2.0% over most of the density range. Figure A3 .2 contains a similar plot for the data ofLe Neindre et al. 60 , 7o, 77, 78 Here the deviations amount
Viscosity
The final correlation for the viscosity is written as to as much as 6%, a figure that arises principally from the zero-density value. Figure A3 .3 shows the deviations of the experimental data of Tarzimanov et al. 87 from the final correlation of the gas-phase thermal conductivity. These data were not included in the development of the representation but cover a wide range of conditions, and the deviations are seen to be less than ± 6% in all cases, and of the order of 3% within the range of the correlation. Figure A3 .4 contains the deviations of all the liquidphase thermal conductivity data of carbon dioxide, including those along the saturation line,63 from the final correlation, which in this case represents an extrapolation. None of the experimental data were used in constructing the final equation but the deviations do not exceed ± 5%. This establishes some confidence for the further extl-apolatioll of tIl': representative equation beyond the range of the experimental data.
where 1]0 ( T) is given by Eq. (3) with the coefficients of Table 1 , ll.1]g (p) is the excess viscosity for the gas phase given by Eq. (67) with the coefficients of Table 8 , "II is the liquid phase viscosity given by Eqs. (70)-(72), and Il. c "I(p,T) is the critical enhancement ofthe viscosity, given by Eq. (38) with the coefficients of Table 5 . Figure 38 (a) illustrates the behavior of the viscosity of carbon dioxide along isobars over the range of thermodynamic states covered by the correlation. Figure 38 (b) illustrates the range of applicability, together with the estimated uncertainty in various regions. Once again these estimates have been based on errors in the experimental data. The representation may be employed in the ranges 200 K<T<1500 K,p<1200kgm-3 .
The plots containing the deviations of the selection of experimental data from the final correlation are contained in Appendix III. Figure A3 .5 shows the deviations of the data of Iwasaki and TakahashPo from the final correlation. For the reasons discussed earlier, the deviations amount to as much as 2% in certain density regions. Figure A3 .6 contains the deviations of the data of Haepp, 131 Kestin and his collaborators 20 , 22, 23, [27] [28] [29] 128 from the final correlation, whereas Fig. A3.7 contains those for the data of Golubev et al. 136 , 140, 141 and Michels et al. 126 for the gas phase.
Finally, Figs. A3.8 and A3.9 show the deviations of the liquid-phase viscosity data of van der GUlik, 9 Ulybin and Makarushkin 144 and Diller and Ball 148 from the final correlation.
Tabulations
We present, in Appendix IV, tabulations of the viscosity and thermal conductivity of carbon dioxide over the entire range of the correlation, including the saturation line. These tabulations have been generated directly from the correlation as functions of pressure and temperature using the equation of state. 95,112 The intervals in the tables are relatively large, but in the region of the critical point they are smaller in order to accommodate the more rapid change of the properties in this region. In order to assist those programming the representative equations with the checking of their coding we include a small table at the end of Appendix IV giving both viscosity and thermal conductivity as a function oftemperature and density.
Conclusions
It is believed that the final representations of the viscosity and thermal conductivity of carbon dioxide developed in this work are the best that can be produced from the available data. However, it should be remembered that in the case of the zero-density thermal conductivity at high temperatures and the liquid-phase thermal conductivity, the experimental data available were not used either because of their demonstrably poor quality, or because of their small extent. Furthermore, in the liquid phase the viscosity data available differed significantly among themselves. Given the amount of research effort devoted to the measurement of these prop-erties it is rather discouraging to have to report this situation. It would now seem that from both the theoretical and experimental points of view, our knowledge of the transport properties of fluids is best in the critical region where they are singular. It is to be hoped that the analysis described here will encourage new measurements to place the representation over the whole range of thermodynamic states on a more secure base. For many engineering purposes the present formulation will prove adequate but from a scientific point of view, there is considerable scope for improvement.
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