Room acoustic diffusers can be used to treat critical listening environments to improve sound quality. One popular class is Schroeder diffusers, which comprise wells of varying depth separated by thin fins. This paper concerns a new approach to enable the modeling of these complex surfaces in the time domain. Mostly, diffuser scattering is predicted using steady-state single frequency methods. A popular approach is to use a frequency domain boundary element method ͑BEM͒ model of a box containing the diffuser, where the mouth of each well is replaced by a compliant surface with appropriate surface impedance. The best way of representing compliant surfaces in time domain prediction models, such as the transient BEM is, however, currently unresolved. A representation based on surface impedance yields convolution kernels which involve future sound, so is not compatible with the current generation of time-marching transient BEM solvers. Consequently, this paper proposes the use of a surface reflection kernel for modeling well behavior and this is tested in a time domain BEM implementation. The new algorithm is verified on two surfaces including a Schroeder diffuser model and accurate results are obtained. It is hoped that this representation may be extended to arbitrary compliant locally reacting materials.
I. INTRODUCTION AND OVERVIEW
Room acoustic diffusers can be used to treat critical listening environments to improve speech intelligibility and to make music sound better. 1 Such devices are characterized by the uniformity of their scattering which may be measured under anechoic conditions, 2 a time consuming and expensive process. An alternative is to predict this dispersion using a numerical model, and the boundary element method ͑BEM͒ is well suited to this task. 3 The speed and low cost of this approach aid prototyping of new designs and even allow automated optimization of treatments to be performed. 4 In a BEM model only the boundaries between obstacles and air are modeled as it is known how sound travels unobstructed. This produces smaller simpler meshes compared to volumetric methods such as finite element and finite difference time domain ͑FDTD͒. It also permits an unbounded volume of air to be modeled, making it ideal for free-field scattering scenarios.
Most BEMs assume harmonic excitation so the unknowns are time invariant and complex. While this frequency domain analyses is a useful tool, the transient behavior witnessed in the real world may only be recovered by solving many frequency domain models and then applying an inverse discrete Fourier transform ͑DFT͒. An alternative is to drop the time-invariant assumption and formulate the BEM in the time domain as is presented herein. This approach was first published by Friedman and Shaw in 1962, 5 however, its implementation is problematic and consequently the method is still not in widespread use in acoustics. Some of the key issues are outlined below.
A. Time domain BEM stability
The discretized boundary integral equations ͑BIEs͒ forming the time domain BEM are typically solved by marching a solution on in time from known initial conditions, usually silence. However, being iterative this process has the potential for instability, a major impediment to the algorithm's widespread use. Rynne 6 observed that similar instabilities affect all time domain BEM models regardless of the application, implying that this behavior is fundamental to the method rather than the problem considered.
The dominant analysis of this phenomenon is by the singularity expansion method. 7 This expresses the system's response to excitation as a sum of resonant poles, each with its own natural frequency and damping. In discrete time, each pole is a complex scalar describing the magnitude and phase change the corresponding mode undergoes in a timestep; hence a mode with a pole of magnitude greater than unity will grow and cause the solver to diverge. These discrete poles are closely related to the eigenvalues of the statetransition process which may be found numerically. 8-10 Such modes should be prohibited by the initial conditions, but in practice they can be seeded by numerical error in the solver; hence the onset of instability can appear highly random and implementation dependent. In addition, Rynne and Smith 7 suggested that pole locations are perturbed by discretization error, so a pole of the BIE which is just stable may lead to a pole of the discretized system which is unstable.
When the problem of sound scattering from a body is stated as a BIE, the restriction that sound cannot travel through the body is lost and a continuation of the exterior medium, in this case, an air-filled cavity, is effectively created inside the body's bounding surface. At certain frequen-a͒ Electronic mail: j.a.hargreaves@salford.ac.uk A diffuse sound field is usually defined as one in which, at any point in the room, reverberant sound waves are incident from all directions with equal intensity and random phase (attribute 1) (see Refs. 1 and 2). Often it is additionally specified that the reverberant sound energy density must be the same at all points in the room (attribute 2) (see Refs. 3 and 4).
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Diffuse-field theory (for example, the Sabine and Eyring theories) can be used to predict sound decay/ reverberation time, as well as steady-state sound-pressure levels in rooms with diffuse sound fields.
Kuttruff (Ref. 1 and references therein) investigated two ways of increasing the diffuseness of room sound fields.
These involve increasing the extent to which the room surfaces are diffusely reflecting, and introducing scattering or diffusing obstacles into the room volume (these will be referred to as volume scatterers). Of course, volume scatterers in the form of reflecting panels are commonly used to promote diffuseness in reverberation roomS. Using raytracing techniques, Kuttruff showed that both measures tend to increase sound-field diffuseness in the sense that they result, at any position in the room, in a sound decay which is more exponential and whose rate is more accurately predicted by diffuse-field (Eyring) theory. In effect, both measures tend to increase the "randomization" of the incidence of sound on the surfaces and, therefore, of the sound field, resulting in a field which is more diffuse in the sense of the first attribute of diffuse sound fields stated above. The only exception to this occurs when the density of volume scatterers becomes sufficiently high. Then, sound becomes "trapped" between the scatterers and cannot reach the room surfaces; the applicability of diffusefield theory decreases.
To illustrate these effects, Figs. 1 and 2 show, respectively, the sound decays predicted by ray-tracing techniques 5 for a room with dimensions of 30 m long X 15 m wide X 5 m high; the absorption coefficient of all surfaces is 0.1 and there is no air absorption. Figure 1 
shows the sound decay for various degrees of uniform diffuse surface reflection, as quantified by the diffuse-reflection coefficient d. When sound energy strikes a surface, a proportion d is diffusely reflected according to Lambert's law, while the remaining proportion 1-d is specularly
reflected. •'6 Figure 2 shows the sound decay for various amounts of isotropically distributed volume scatterers, as quantified by their average volume density Q; the range of Q values is below that at which sound is "trapped" between the scatterers. Q is equal to the inverse of the meanfree distance between scatterers. 5 The absorption coefficient of the volume scatterers was 0.0; thus, they do not increase the room absorption. Also shown in the figures is
I. INTRODUCTION
Diffuse sound fields have been widely investigated in the last five decades leading to several definitions and approaches for measuring diffuseness. One established definition of an ideal diffuse sound field implies a uniform probability of instantaneous sound energy flow in all directions, and a uniform sound energy density over all points of the field. 1 Conversely, a plane wave coming from a particular direction in a free field represents an ideal non-diffuse field. In practice, sound fields can often be accurately modeled as a superposition of plane waves and an underlying diffuse field, which models, e.g., reflections and reverberation.
Diffuseness plays a major role not only in the evaluation of room acoustics, but also in the reproduction of spatial sound. For instance, it is one of the central parameters in Directional Audio Coding (DirAC), 2,3 an efficient parametric technique for spatial sound processing. The derivation of reliable quantitative estimators for diffuseness requires an accurate model of the sound field. A suitable model is the plane wave model (PWM) 4 for diffuse fields, which allows for a straightforward statistical analysis of the relevant processes, namely, the sound pressures, particle velocities, and sound intensities in the field. According to this model, the random processes of interest possess both spatial and temporal ergodicity, i.e., the statistical properties of the random process are derived from a single sufficiently long realization. This in turn makes it possible for the estimators to analyze the diffuse field in either space or time when provided with an observation with sufficient amount of spatial or temporal samples. Exploiting the spatial ergodicity allows for an instantaneous diffuseness estimation with high temporal resolution, requiring however multiple sensors placed in different points of the field. In contrast, exploiting the temporal ergodicity requires less sensors at the cost of a worse temporal resolution.
A particular family of diffuseness estimators are based on an energetic analysis of the sound field, e.g., using the active sound intensity vector. For instance, in Merimaa and Pulkki, 5 an energetic analysis has been proposed to estimate diffuseness in the context of characterizing room impulse responses. The intensity-based diffuseness estimation has also been employed in DirAC, 2,3 where the intensity vector is also required for the computation of direction of arrival (DOA) of the sound.
This contribution briefly reviews the theoretical fundamentals of diffuse sound fields and presents an overview of some existing energy-based diffuseness measures. Moreover, a novel estimator is derived and compared to the other estimators. Much attention is given to the problems encountered in practice, such as a finite temporal averaging and presence of microphone noise. Particular emphasis is put on the scenarios in which near-coincident arrays of omnidirectional microphones are employed, due to the fact that this is a very common cost-and performance-effective measurement setup. In addition, the possibility to combine spatial and temporal averaging in energetic analysis is highlighted.
The paper is organized as follows: In Sec. II, the definition and the model for diffuse fields are presented and the theory behind the concept of diffuseness is reviewed. Section III gives an extensive overview of common energetic analysis estimators and derives the novel estimator. Section IV is mostly concentrated on the non-ideal aspects of a practical setup and their impact on the diffuseness estimation. Additionally, this section introduces the combination of temporal and spatial averaging for optimal performance. Section V summarizes the main outcomes of the contribution. a) Author to whom correspondence should be addressed. Electronic mail:
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