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Juan J. Ramos-Munoz, Lidia Yamamoto, and Christian Tschudin This paper is about adaptation (one is reminded of the exhortations of the character Bobby Shaftoe in Cryptonomicon to "show some adaptation"). Specialized protocols can be devised that are more fit-for-purpose than generalised ones. Atanu Ghosh (now at Berkeley working on XORP) once said that his thesis was really about why TCP isn't much use for anything, for very much these reasons. That work was about devising families of micro-protocols that would be efficient in a narrow operating regime (perhaps application specific, perhaps tuned to a given single network environment). The work was part of an ambitious early 1990s endeavour part of which was a project called HIPPARCH (run by the now-editor of this publication), whose goals included the automatic generation and configuration of such microprotocol systems.
What this paper does is to take a more specific, somewhat more tractable set of problems, and solve them in a number of situations, and it is the selection of these situations that the paper makes its main contribution. Largely assuming that one can devise many protocols that are better in particular circumstances, then, the trick is deciding, online, when the circumstances suit the protocol. To this end, the authors propose running automated experiments on the live network, and comparing the results by switching, serially, between the different protocols, with the goal of finding (for some optimisation goal) which is best. They evaluate two examples to make their point in a reasonably general fashion, namely transport protocols tuned for file transfer, where the goal is minimal transfer time, and interleaving protocols for real-time audio, where the goal is highest audio quality (from a subjective MOS test).
The paper concludes with a discussion of generalising the ideas to automated protocol evaluation and evolution, ad of software architectures for the switching functionality. For this reader, the wealth of work ongoing today on alternative protocols (especially in the transport area, but also in higher levels) means that some framework like this is essential, although a great deal more work needs to be done to understand how this works in the large, as well as in each end system.
I would also propose that some sort of protocol robot Ethics be devises. In some sense, the idea already exists in the Internet community in the form of TCP-friendliness. However this is a narrow goal, and as the network diversifies, and operator goals also become more complex, it may be that we need an interface that is not just solipsistic (end system measurements only allow certain protocol optimization goals to be supported -such as selfish maximisation of throughput, or implicit cooperation). Perhaps more complex APIs to the network (and measurement) would allow other goals (collective capacity of a P2P swarm, for example) to be expressed and automated. Something to fold in to GENI.
INTRODUCTION
Currently, a protocol tends to be considered as more evolved than its predecessor if it is applicable in more contexts and situations. In our opinion, this leads to a wrong filter in protocol and service design and suboptimal network operations because it establishes an artificially high barrier against better, although perhaps specialized, solutions. It also creates a barrier against innovation and imposes the need to decide whether to design for the worst case or for the average case [7] . In both cases many situations will not be suitably covered, and many useful protocols will not be exploited.
We envisage a networking environment where myriads of protocols may coexist and compete with each other to provide the best service. Minor, restricted or even partially defective protocols may be exploited on a regular basis, provided that they are useful in some context. In this paper we present LAIN, an experimental framework to explore the idea of online dynamic protocol switching. The LAIN framework permits the coexistence of alternative protocol instances that run in parallel or serially, and are automatically selected at run time.
Resilience to protocol failures or misbehavior is of paramount importance in this context, as a full model comprising the behaviors of all possible protocols would be unrealistic and cannot be counted upon. The framework is thus based on the premise of doing continuous experiments on running protocols, by constantly monitoring their behavior, measuring their performance, and selecting the most suitable protocols accordingly.
Online Protocol Choice
The approach of protocol, service and server switching is not new and is increasingly applied in the Internet. Starting from low in the stack, we point out fall-back solutions in modems depending on the peer's capability and line conditions. At the network level, Skype [1] , in the same way as firewall tunneling protocols [21] , try out several venues until connectivity, as well as performance, matches the required thresholds. Regarding transport, on-the-fly compression can be enabled depending on whether the TCP queue becomes sufficiently filled [14] . Many fault tolerance mechanisms rely on alternative instances they can easily switch among, like DNS secondary name servers or the micro-rebooting of servers [2] . Protocol switching can even be applied to full protocol stacks as is the case for handover in wireless networking and software defined radios, where either the parallel operation of different stacks, or a complete switch of stacks is part of normal operation. So far, all these "switching" activities were seen as context-specific solutions.
We propose to raise this scattered switching logic to the level of a knowledge plane which can make informed decisions within a well established framework and with sound, reusable techniques. For that to happen in a robust way, the system needs to monitor constantly the performance of each protocol and compare it with a desired goal. Alterna-tive protocols implementing the same functionality in different ways compete with each other: The system selects the most suitable one for each situation. This selective pressure combined with self-inspection results in a system that always seeks to deliver the expected service by moving to a better protocol when the previous one does not comply to the expectations.
Experiments and Switching Logic
One possibility to select protocols automatically in a dynamic way is to run a productive or current best practice version in parallel with an experimental, potentially better version and continuously compare their performance. The productive version actually delivers the service, and switching to the experimental one only occurs when the latter becomes clearly superior to the former. This approach obviously consumes extra resources, since parallel, alternative trial channels are maintained; but it could be regarded as a price to pay for robustness.
However, doubling the resources is just a first approach to the problem. Better allocation schemes, in which the experimental channel is also used for (partial) service delivery, can be envisaged. How exactly to allocate resources, how to assess the matching of expectations, when (and when not) to switch etc. -all these questions are discussed in this paper, and positioned in a framework for future network research and development.
The contribution of this paper is threefold: First, we describe the elements of a self-selective network in Sect. 2. Second, we show the operation and benefits of case-by-case decisions applied to two different contexts, one at transport level and another in a voice over IP system by means of simulations in Sects. 3 and 4 respectively. Finally, in Sect 5 we discuss the selection approach compared to existing systems and in the light of future networks supporting automatic protocol evolution.
ONLINE PROTOCOL EXPERIMENTS
In an ideal networking world, choosing among two potential services could be based on full knowledge of the factors that determine the services' fitness for a given task and situation. This knowledge can be gained through analytic work and/or through past experiences. Our hypothesis is that a complete modeling will less and less be possible, that network state can not always be sufficiently gathered, and that not all implementations will adhere to the supposed model anyway. Online protocol experiments are a necessary addition to existing assessment methods and can even be used in cases where no model is available. In this section, we structure the problem of automatic protocol switching and elaborate on the problems of doing continuous evaluations, both of productive as well as experimental services. Fig. 1 shows the elements needed for implementing a framework for online service evaluation and selection. A sample application is displayed on top. Every application using the framework has its own instance of the protocol selection framework. Therefore each instance can be adapted to the specific requirements of an application.
Framework
The elements of the framework are:
• which our system can choose. Depending on the granularity we are looking at, these are complete stacks, single protocols, sub-protocol functions like stream splitters, as well as access to remote service instances.
In order to perform the components selection, the protocol functions are grouped into services. A service will be defined as a well-known set of tasks, with a well-known interface. Each alternative protocol implementation must adhere to the proper service specification, in order to be eligible as a candidate in the test round. Service profiles include an input, output, and monitoring interface. While input and output interfaces rule the interaction with the application and the underlaying services, monitoring interfaces export performance parameters (such as correct packets received) to the service checker. This profile also states the functional requirements for the service (it is to say, which support functions are needed). For instance, a reliable transport service may require a system function to calculate an error correction code.
• Monitor helpers: Measure parameters from the network and from running protocol instances and provide this information to the experimenter. The monitors helpers are dynamic entities that can be activated or deactivated on demand. Moreover, new monitors can be added to the framework, as long as they provide a proper interface description.
• Service checker: Verifies whether a given service complies to the application request, signaling any deviations to the experimenter. To this end, it uses a fitness function which measures the performance of each protocol function. It may be a combination of objective (goals and observable performance parameters) and subjective (perceived quality of service) components. Since the criteria of the service evaluation are determined by the particular requesting application and user's preferences, the fitness function should be provided by the service petitioner. The fitness function can use any monitored parameter to perform its calculations, as well as utility functions which estimate the quality of experience that the user would perceive (e.g. the E-model for VoIP services [10] ). The checker can be either passive (just assessing by looking at the flow of data) or active by collaborating with external entities and/or adding its own protocol fields to the application data.
• Experimenter logic: Evaluates the running protocols according to the feedback provided by the service checker and monitors, and makes decisions on how to reconfigure the running experiments properly. Possible actions include launch, stop, restart, or reconfigure protocols with different parameters. The application may define the percentage time allowed to perform the experiments. Consequently, the experimenter logic can stop a test which breaks the imposed constraints.
• Resource allocator: Executes resource policies such as splitting downstack data streams to two transport paths or imposing rate limitations. To carry out reservations when needed, each protocol function may state its resource requirements.
Runtime inspection and decision
At the core of the framework lies the experimenter decision logic which modifies the configuration of the experiments based on the feedback provided by the monitors and checkers. Applications request services either by choosing the appropriate service checker among predefined categories, or by specifying a target service profile (delay, loss, downtime, bandwidth, each parameter potentially associated with a weight). This reminds us of existing QoS approaches. An important difference is that here the experimenter makes its best to achieve the desired goals by probing multiple alternatives, without an admission control system or similar.
The experimenter starts the service with a first rough choice of at least one production protocol, and optionally one or more experimental ones. The production protocol is typically the most mature among the existing options, or the one judged most suitable to the application, by static knowledge. The experimenter then monitors the "network weather" [24] and can proactively switch protocols, otherwise it periodically evaluates the competition performance and potentially switches to the competitor. The change of a performance variable may be also the trigger of a switch. It is also possible to use two or more variants in parallel and shift traffic ratios smoothly. Fig. 2 shows how parallel and serial experiments can be performed. Fig. 2 (a) shows a typical parallel experiment. At time t 0 the experiment starts with three protocols in parallel: P 1 , P 2 , and P 3 . Each protocol receives a full copy of the traffic, leading to redundancy which is used for fault tolerance: if one of the protocols misbehaves, the service is still delivered by one of the others. At t 1 the experimenter decides that it is better to replace P 2 by P 4 , and at t 2 P 1 is replaced by P 5 . Fig. 2 (b) shows three possibilities for serial experiments: the first one (left side) is the simplest case, where only one protocol is used at a given time, and the experimenter switches protocols in response to observations from the monitors and the checker. In the second case (middle) a coarse multiplexing of protocols is performed, with part of the traffic sent to one protocol and part to the other. The shares of the different protocols vary in coarse chunks. The third case (right side) shows a finegrain, gradual multiplexing scheme in which the percentage of traffic that goes to each protocol is adjusted dynamically.
The choice of the observation and switching period is crucial: too short observations do not provide sufficient statistical information, and too long observations provide slow feedback to switching decisions. Furthermore, a too short switching period does not leave sufficient time for new protocols to initialize and adapt to the new environment, does not capitalize on the transition time spent, and could lead to undesirable performance oscillations. In contrast, a too long switching period would result in slow adaptation.
The duration of an individual test can be bound from the application requirements profile, in which the user can specify a maximum threshold of the service degradation during the test stage. This quota can vary depending on the importance and priority of the requested service. The minimum duration of the test must be greater than the protocol initialization delay. The maximum duration will be bound by the total grant for the test stage. To determine the optimal duration for an individual protocol test, it is necessary to measure the time that a protocol needs to stabilize its performance, so that it can be characterized. The stabilization of the protocol operation could be detected by statistical analysis. For instance, the Kolmogorov-Smirnov test could be used to verify whether current and past performance samples belong to the same statistical distribution, assessing that the protocol operation impact remains stable. Similarly, this kind of statistic tools could be employed to determine whether the network conditions change.
CASE STUDY I: TRANSPORT PROTO-COL SWITCHING
In this section, we describe a series of simulation experiments that demonstrate the usefulness of dynamic protocol switching. We have focused on the transport layer, in the context of a file transfer application, to select the best protocol which best fits the network conditions, as it is described in section 3.1. These experiments will start showing a simple case where the switching between two transport protocols obtain an overall enhanced performance. To this end, we will show two simple reference scenarios in Sect. 3.2. For each scenario, one of the two protocols behaves its best, and the other presents a poor performance. In subsection 3.3 we will present a mixed scenario in which a complete knowledge of the network weather is supposed and where the switching approach is deployed, obtaining an improved performance.
Finally, an experiment to test the feasibility of an auto-nomic switcher is shown in Sect. 3.4, where a simple automatic procedure triggers online protocol tournaments.
Experimental setup
The file transfer experiment is implemented in the ns2 simulator [16] . A number of simulations are conducted for several scenarios. The file transfer application can use both TCP [22] and an UDP [23] based transport protocol that we will call Bulk UDP (BUDP). Both protocols offer the same service: a reliable delivery of data.
The switching approach performed for these experiments is the simple serial switching (refer to Fig. 2) . Note that each time that a switch is performed, a protocol reboot is needed. This means that, when using TCP, the connection is shut down, thus a reconnection is needed after the switch. This procedure cleans the TCP sending buffer and frees the required resources. Therefore, each switching entails resources allocation, parameter setup and freeing.
Observe that we are working with existing protocols as TCP; we do not intend to reimplement them or change their behavior, achieving thus a versatile framework applicable without modifying existing (and future) protocols. The switching procedure may not know the protocols' operation, treating them as black boxes, using the client feedback of the service and the network impact as indicators.
The BUDP protocol relies on UDP to deliver the data. It has no congestion control scheme, sending the data at a fixed transmission rate. The protocol and the server/client interaction can be described as follows:
1. The client requests the range(s) of bytes that needs to complete the file (nb i bytes for the cycle number i).
2. The client estimates the time (t) to get all the packets, which is based on end to end delay (t p ), sender rate (r), and the number of packets requested (n).
3. The server sends the requested bytes in bulk, at a rate r, encapsulated in m bytes packets long.
4. If the file has been completely received, (i.e., list of pending bytes is empty) the protocol finishes.
5. When the estimated transmission time t expires, the client reboots and goes back to the first step.
It is important to emphasize that we take TCP and BUDP as simple examples to illustrate the autonomic protocol switching concept. Since these two protocols have radically different behaviors, the effects of switching between both can be clearly observed. Our purpose is neither to analyse the performance of TCP, nor to propose the wide use of a naive protocol such as BUDP as an alternative to TCP in specific scenarios. We aim at showing that a dynamic protocol selection framework can provide advantages with respect to static protocol stacks.
Individual protocol performance
In this section, we show the performance of TCP and BUDP individually, in optimum and worst case scenarios for each protocol. While TCP is suitable for the most commonly encountered situations on the Internet, it is not designed to adapt to all cases. For instance, it is well known that TCP has a poor performance under some circumstances such as high packet loss rates and large end to end delays. When there is no congestion and a constant amount of bandwidth is available, the use of a protocol with no congestion control and without per packet retransmission can lead to better performance in terms of packet delays. This case can be illustrated with a scenario where there is no congestion, but packet losses occur as shown in Sect. 3.2.1. On the other hand, a congested network is not the best context to deploy a protocol which does not adapt to the available bandwidth, as it is the case of BUDP shown in 3.2.2.
Scenario with periodic packet losses
The scenario shown in Fig. 3 (but without nodes n4 and n5) is used to describe this case. At node n0, a file server will send to the file client (at node n3) the requested file in chunks of 500 bytes of data, at a rate of 512 Kbps. The total file size to be sent is 3 · 10 6 bytes. Each link in the topology has a bandwidth of 512 kbps. The propagation delay for every link is 10 ms. At the intermediate link n1 − n2, packets are corrupted with a constant probability p during each simulation. In this scenario, no additional cross traffic will be sent from node n4 to n5.
For a start, 50 simulations are conducted with TCP as transport agent. Additional 50 simulations of the file transfer using the BUDP transport protocol are executed. For both the TCP and the BUDP protocols executions, Fig. 4 shows the average time of the simulations to transmit completely the file as a function of the probability of loss. Fig. 4 shows how the required time to deliver the whole file in the TCP case grows exponentially with the probability of loss. This is mainly due to the congestion detection scheme of TCP: when a retransmission timer expires, the congestion windows decreases to the minimum segment size (MSS).The increase of the window is additive and, therefore, in case of a high probability of loss, the congestion window has the minimum size during almost the whole simulation. This situation can get even worse if we increase the end-toend delay in the selected topology.
The time to transfer the file for the BUDP protocol is much lower than for TCP: Even for extreme cases of p = 0.7, BUDP delivers the file in less than 690 seconds, while TCP needs more than 240 times this value. This performance of BUDP is mainly due to its operation. The sender does not need to wait for positive acknowledges. If the estimated time to get the file (and to send the request for lost packets) is accurate, the resulting time to transmit the file is near the minimum, as well as the required bandwidth and the number of retransmitted packets. Regarding the number of the sent packets, both TCP and BUDP obtain the same results as a function of p.
This scenario, as we have seen, is the most suitable for the BUDP protocol. However, let us study a scenario with no link failures and additional traffic sharing the link.
Scenario with congested periods
In this scenario, depicted in Fig. 3 , the only packet losses will be caused by the congestion of a router due to the background crossing traffic. For this experiment, the probability of loss at the n1 − n2 link is zero. A constant bitrate traffic traverses link n1 − n2 during the whole simulation, consuming thus a percentage of bandwidth. This may cause that the router n1 is not able to cope with all the input traffic (background and file data packets), discarding some of them. The size of the cross traffic packets is 125 bytes. This causes the available link bandwidth to decrease, although the file server sending rate is fixed at 512kbps.
For different bandwidth occupation of the cross traffic in the shared link, 50 simulations are conducted for each of the transport protocols. The resulting values for the duration of the transmission vs. the available channel bandwidth percentage can be seen in Fig. 5 . Note that the estimated available bandwidth, noted as B a hereafter, is calculated as the difference of the link capacity and the bitrate of the cross traffic, and, although the calculated available bandwidth is zero, some file packets can be successfully delivered, leading to other traffic packet drops. Comparing the results, no significant differences are found in terms of the average time to transfer the file. However, as it can be seen in Fig. 5 , the performance of the BUDP protocol drops when we examine the number of packets sent to complete the file transmission. As we have mentioned before, the lack of an adaptive sending rate strategy or a congestion control procedure makes BUDP unsuitable in case of congestion. In such situation, BUDP will increase the congestion, discarding thus a higher percentage of packets.
On the other hand, TCP behaves fairly in this scenario in terms of bandwidth use. While BUDP sends more than twice the size of the file when additional traffic uses the 80% of the path bandwidth, TCP incurs in a negligible overhead.
Serial protocol Switching performance
The previous section illustrated how each of the studied protocols provides a suitable performance under some given circumstances. In fact, each protocol behaves poorly in the most suitable opponent's scenario. This section shows the maximum improvement that can be achieved with switching under ideal conditions. With this we evaluate the feasibility of switching alone, without taking into account the influence of monitoring, evaluation and switching decision algorithms. To illustrate this, the switch will be made following a full knowledge approach, that is to say, the system has a global knowledge of the network conditions and instantly switches to the most adequate protocol when these conditions change. In this case, the file size will be 15 · 10 6 bytes (30000 packets of 500 bytes each), and the sending rate will be set at 512kbps.
In this scenario, detailed in Fig. 3 , both background traffic and losses at link n1 − n2 are simulated. During periods 100 to 200 and 300 to 400, cross traffic is injected at a rate of (1 − B a ) · 512 = 460.8kbps, so only the 51.2kbps are available during that time (B a = 0.1). During the rest of the simulation, no bandwidth is consumed by other traffic than the generated by the file transfer, but packets are lost at link n1 − n2 with a probability p = 0.3 instead, as it is labeled in Figs. 6(a,b) . The results in Fig. 6 (a) and 6(b) show how this switching leads to a solution with the best of all the considered protocols.
During the congested periods (from seconds 100 to 200 and from 300 to 400) the TCP protocol is selected. During the packet loss periods, the BUDP approach is activated instead. As it can be seen, while the pure TCP lasts 11336.27 seconds to deliver the whole file, the switching scheme finishes in 497.6 seconds. In addition, while the pure BUDP protocol sends 56681 packets to get the whole file transferred, resulting thus in an overhead of 88.9%, the switching approach sends 42050 packets (14631 packets less), obtaining an overhead of 40.2% additional packets. In this case, TCP needed to send a 42.9% of additional packets, mainly due to the retransmissions needed during the periods of packet losses with p = 0.3. As a result, the switching procedure obtained an overall performance which beats the ones of the TCP and BUDP pure protocols, reducing both the overhead of sent packets and achieving a time performance close to the BUDP approach. 
Serial online testing performance
In an ideal environment, the system can know which is the most suitable protocol under some given network state, as in the examples of the previous section. However, it is not possible to have full knowledge about the network weather and the suitability of every new protocol: comprehensive comparisons between other existing protocols should be made, and network parameters have to be precisely identified. Several issues arise in this scheme: how many candidate protocols should compose the tests? In which order? How long should the test last?
The following experiments will show the benefits of an automatic mechanism for triggering the testing stage and switching protocols when needed. For this purpose, we instantiate the elements of the LAIN framework outlined in Sect. 2, to the specific scope of a file transfer service:
Service checker: Note that the service implemented in current experiments aims to deliver the entire file as soon as possible, with the minimum bandwidth use. Therefore, the service checker should take into account the duration and the overhead to assess the goodness of the protocol performance. The simple fitness function Φ f t for the file transfer service used in the experiment is expressed as:
where n r is the number of successfully received packets (replicated packets are not considered), and n l is the number of detected packet losses, including the retransmitted lost packets. Note that Φ f t could become negative in cases in which a selection incurs in a high percentage of loss, such as using BUDP in a heavy congested scenario, which are counterproductive scenarios that must be penalized.
Monitor helper: In order to check whether the network conditions change, periodic probing packets, which generate a negligible bandwidth use (10 probing packets per second, consuming only 0.4 kbps), are sent by the server side of the monitor. When the client detects a change, it notifies the server of the new network state.
The test procedure will be triggered when the network monitor notices a change. To this end, the current and the previous stable states are characterized by the Jacobson expression proposed for the estimation of the round trip time (rtt) in TCP [12] . The network monitor assesses that the network weather (the packets delay in this case) is stable when the condition 2 is verified:
where µ t i−1 and σ t i−1 represent the smoothened average and the variance of the previous stable state of the network respectively, and µ t i characterized the current average delay. These values are updated with every probe packet as shown in equations 3 and 4:
Where t now is the packet arrival time, and t sent is the sending timestamp of the packet. α = 1 4
and β = 1 8 as recommended in [12] .
Experimenter: In case a change is detected (condition 2 is not verified), the test stage is triggered.
As a result, shown in Fig. 7(a) and Fig. 7(b) , we obtain a plot which outperforms both BUDP and TCP. As in previous scenarios, the time to transmit for LAIN is around 23.66 times lesser than TCP's, and the number of sent packets differs in 7832 packets to the BUDP protocol.
However, the use of the network monitor in order to trigger the tests leads to tests rounds which are not necessary, as it can be seen in Fig. 7 at second 141.1, where a test round is activated (the unnecessary tests and switch are marked with an asterisk). This shows that the network monitor and the experimenter decision maker have to be carefully designed in order to avoid unnecessary tests.
CASE STUDY II: SWITCHING INTER-LEAVERS IN AUDIO STREAMS
Although the proposed framework is mainly targeted to autonomous systems in which protocol switching is a long term target, in this section we present a scenario which shows how the switching procedure can be applied to applications which need to adapt in a short period of time.
Voice over IP (VoIP) is an example of this kind of applications. VoIP traffic is characterized mainly by its tight time restrictions (packets' end-to-end delay must be lower than a threshold D max = 300ms) and its tolerance to low packet loss rates [20] . On the contrary, consecutive packet losses lead to a rapid degradation of the quality of the perceived voice stream [13] . Several approaches have been proposed to cope with this problem, providing techniques such as the so called packet interleaving [20] . Basically, the interleaver scrambles the packets obtaining thus a stream in which bursts of errors become individual losses when the stream is ordered at the receiver. Its main drawback is the additional incurred delay.
The so called multiflow block interleaver type II(n f , s) [18] is a special kind of block interleaver which takes packets from several VoIP sessions and outputs an aggregate stream with the desired isolation capabilities, introducing the minimum theorical delay.
In addition to the number of available flows (n f ) to perform the interleaving, the device needs as input the target burst length (s), that is to say, the maximum burst length that it will isolate. For a given pair of n f and s, the resulting device provides the minimum delay interleaving with a maximum of d n f ,s seconds of end-to-end delay. Such delay is not monotonically decreasing with the target burst length.
Instead, the d n f ,s delay introduced by the interleaving follows a non monotonic trend. The calculation of that delay is shown in detail in [18] . In our experiments we will activate an interleaver that has to switch the s target parameter to the actual burst lengths in order to optimize the resulting packet loss distributions and the incurred delay.
Such selection has to be made regarding that the maximum delay must be lower that D max .
Framework elements
Several LAIN framework elements had to be instantiated for our simulations.
Monitor helpers
The implemented monitor checks whether the packet loss pattern changes or keeps stable. To this end, the monitor at the receiver side logs the burst distribution of the transmission path by means of maintaining a histogram of the experienced packet losses.
Periodically, the loss monitor sends the updated statistics of the link loss pattern and the average packet delay (d) to the experimenter. More precisely, the receiver side of the monitor sends back to the source the 80 th percentile of the receiver cumulative distribution function (CDF) of the burst length. The meaning of this value is that the 80% of the experimented bursts of losses are equal or lower than this score, noted as b 80 th hereafter.
Finally, the histogram is reset each time that a switch is performed or a test round is triggered.
Service Checker
The service checker for this experiment uses a fitness function Φ d,b 80 th which considers the average burst length and the experimented end-to-end delay, (eq. 5):
Where d is the average packet delay, D max is the maximum tolerated end-to-end delay (300 ms in our case), and b 80 th is the 80 th percentile of the experimented burst length CDF. A candidate performs better than another if its fitness score is greater than the other candidate. The fitness score is thus designed to highlight those results with a final short average burst length and shorter delays.
Experimenter logic
Each time the network loss distribution changes, the test tournament is triggered. Also, periodic tests tournaments are held each 75 seconds. At the beginning of the test, a number of interleaver candidates are generated. Such candidates must verify that their maximum delay is lower than the maximum threshold D max . Their input parameters are n f = 4 and s (which is chosen to be close to the b 80 th value reported by the monitor helper).
In our simulations, only the 3 candidates (out of 21) with the shortest distance to the b 80 th value are tested. They are activated for a period of 5 seconds, registering their fitness scores. After the test round, the one with the best fitness value is selected, and the production interleaver is substituted by switching.
A test round is also triggered when a pattern change is detected. A change of network's conditions stability is detected when one of the conditions expressed in Eq. 6 below is verified: 
It is worth noting that the number of candidates, their selection order, the period of the per protocol tests and the frequency of the tournament test are key parameters which have to be carefully selected. Due to the exploratory nature of our experiments, those parameters have been selected to be simple, and therefore not necessarily optimized.
Experimental setup
This scenario consists of 4 audio sources which send packets through a common path. The path is subject to a changing loss pattern generated by a Gilbert model [9] . The Gilbert model consists of a 2 state Markov chain. One of the states represents the error-free period (labeled with "0"), and the other represents the burst of losses (label "1"). Fig. 8 depicts the two-state Gilbert model.
The probabilities of transition from the error-free state to the error state (p 01 ) and from the error state to the error-free node (p 10 ) characterize the model. Fig. 9 shows the simulated topology. It consists of 4 source nodes which originate the audio streams, 4 sink nodes which represent the listeners, and 2 common nodes, labeled IG0 and IG1, which are connected to all the streams via the common link where errors occur. The source nodes produce audio packets with a sending rate of 50 packets per second. The so called Type II(4, s) Multiflow block Interleaver is located at node IG0.
In order to assess the perceived quality of voice transmissions, the E-model has been proposed by the ITU-T [10] . The E-model provides an estimation of the Mean Opinion Score (MOS) of the voice quality that real users would assess in a MOS test. The MOS scale ranges from 1 ("bad quality") to 5 ("excellent quality") [11] . A drawback of the Emodel is that, although it estimates the voice quality, it does not completely model all the involved perceptual factors. In fact, the E-model does not capture the bursty behavior of losses (it only uses the overall probability of loss), and therefore it is not sufficient to assess the performance of the interleaving scheme. To provide a complete quality score which takes into account all the impairments which affect the perceived quality, the average resulting burst length b L and the average packet delay µ d , key parameters to assess a VoIP stream, will also be provided in our evaluations.
Serial on-line testing performance
The evaluation is held in a scenario where the error patterns change in time. The switching procedure has to result in the adaptation of the interleaver to the given conditions, in order to obtain better performance (and perceived quality) than in a classical approach.
The evaluation will be provided with the MOS score obtained by the application of the E-model and the average per packet delays and resulting burst lengths.
In the experiment with the fixed T ypeII(4, s) interleaver, the target burst length (s) is set at the beginning of the simulations. In order to compare the static strategy with the adaptive approach, several simulations with different values for s from 5 through 13, which are the possible values within the time restrictions, are conducted to find the best result with a static strategy.
The network loss properties change during the voice over IP session. More precisely, from seconds 0.001 to 500 the Gilbert model is characterized by p 01 = 0.03571 and p 10 = 0.08334, resulting in an overall probability of loss p = 0.3 and an average burst length b L = 12. From seconds 500 to 1000, p 01 = 0.0125, and p 10 = 0.05, resulting in p = 0.2 and b L = 20. Table 1 presents the results for these simulations. The MOS score obtained by the E-model, the average burst length b L and the average per packet delay µ d are shown for the different possible s values verifying the D max deadline constraint. To obtain the same MOS score and b L value as the LAIN approach with the fixed scheme, at least s = 6 must be chosen. However, the average introduced delay µ d is 0.019 seconds greater. To obtain a lower delay, s = 5 could be chosen for the fixed approach, but the average burst length b L = 3.31 exceeds in 0.44 the value obtained by our LAIN approach. Note that for a high probability of loss (as in this case, p = 0.3), even small differences in the average burst length have a great impact on the perceived quality.
DISCUSSION AND RELATED WORK
In the previous sections we have demonstrated dynamic protocol switching at the transport level for an elastic as well as an inelastic application. In both cases, we see that observing and switching protocols dynamically can be beneficial in many situations, even with the very simple monitoring and selection strategies implemented. Monitoring capability and appropriate switching logic are important issues which have to be further investigated. In this section, we discuss more research questions and related work, and present an outlook to the future with automatic protocol evolution.
Protocol Variety
Our framework assumes that plentiful protocol choice is available. Several approaches have provided solution to this question, for example x-kernel, ComScript, active networking, protocol toolkits like Click, and (active) middleware. As a recent example, a dataflow system is presented in [4] , in which protocols can be dynamically assembled out of reusable building blocks for peer-to-peer overlay networks. More related to TCP we point out the work of Patel et al. who propose an extension XTP and later a protocol upgrade system STP system [19] (Self-Spreading Transport Protocols) where many protocols become potential candidates to be run, hence selection among them is necessary. STP includes a policy manager that rejects or accepts protocols based on their origin (e.g. trusted software vendor) or the history of their behavior. However, no scheme is presented on how to obtain such a history. The design of policies is recognized as important but left for future work.
We assert that there is no shortage in protocol composition and deployment mechanisms but that there is a lack in policies and algorithms to automate the choice of elements to compose and deploy, and to bring this choice into productive use.
An algorithm to perform such choice is proposed in the context of autonomic computing [26] , to select automatically among competing components based on their workload characteristics. In [6] , the authors propose an algorithm to select the most appropriate web service from a set of candidates. In both cases, accurate performance profiles are key parameters in the switching decision.
The LAIN framework differs from related work mainly in that it does not assume full knowledge about protocol performance or behavior, nor a full network characterization. Therefore, it is inherently more robust to protocol misbehavior or inadequacy. This is the reason why a previous protocol profiling in every possible scenario can not be used. On the other hand, our framework requires timely protocol switching under reliable monitoring information. An algorithm to perform the optimum switch is one of our key future work objectives.
Automatic Protocol Evolution
The framework proposed is part of a wider research agenda on how to automate the evolution of the network and its protocols. The fundamental question is how to create new protocols automatically based on existing, working ones. An equally important question, and focus of this paper, is how to evaluate the suitability of the newly produced protocols for the intended task.
Synthesizing new code can be approached via deterministic, formal methods or via non-deterministic trial-and-error methods such as genetic programming. The formal method approach, albeit promising, is difficult to transpose to an online setting and to generalize to large and complex distributed systems. The non-deterministic path seems easier, however, the candidate solutions produced can not be guaranteed to provide the intended service before being extensively tested for fitness. Therefore, a resilient run-time evaluation method for these cases must be found.
An adaptation scheme based on genetic algorithms is proposed in [17] . Candidate solutions are evaluated dynamically in the real world. The problem of online evaluation under environmental changes in [17] is similar to ours. However, we focus on the evaluation and selection of existing solutions (protocols), while [17] focuses on generating combined solutions of online and offline genetic algorithms.
In a previous work [25] , we used genetic programming to recombine and mutate existing protocols in order to evolve new solutions in a simulated online setting. The idea of evaluating and selecting protocols online is presented there, and further developed in the present paper to cover concrete, real-world protocols.
We believe that this field of research could give rise to a new era of self-sustaining, almost organic systems whose constituent parts could suffer any sort of damage or attack, and the system would be able to detect and restore the affected parts in a self-healing manner.
Interface Issues
Since the LAIN framework envisages completely new protocols being added dynamically to the system, the definition of a flexible and extensible Application Programming Interface (API) is a must to let new and existing protocols interoperate, and to allow the applications to specify their needs and preferences in a flexible and protocol-agnostic way.
There is a growing tendency nowadays towards ontologyoriented interfaces, in which components' interfaces are described through standardized languages such as IDL [15] , WSDL [3] or OWL [5] . In this context, reasoning tools are proposed to find a best match between application requirements and the potential services satisfying them.
As a first step, service description interfaces could be used in LAIN to help screening protocol candidates before testing them. Only those descriptions satisfying the application specifications would be retained. However, descriptions do not exempt the framework from performing regular intensive tests to evaluate the actual behavior of a protocol, which in many situations might not comply to the description.
In the long term, however, we believe that such predefined descriptions do not offer an ideal solution. In Genetic Programming, researchers are studying how modules and their interfaces could emerge via evolution [27] . Stretching this idea far into the future of distributed software systems, one could imagine the notion of well-defined, independent protocol entities yielding to smaller, atomic interacting units that may form short-lived clusters to solve a given problem or to provide a given service, then dissolve when no longer needed. A new kind of emergent interfaces would be needed for such systems, with all their implications in terms of how to control the system and specify a desired behavior without preprogramming it.
CONCLUSIONS
We have presented a framework for dynamic protocol evaluation and selection, with initial feasibility experiments on switching protocols online. To this end, case studies covering two categories of applications with different characteristics have been shown: an elastic file transfer application and an inelastic real-time audio streaming application. The bene-fits and trade-offs involved in protocol switching have been exposed for each case.
As in any emerging field, many issues remain to be solved. The design of a service checker for protocols may be quite hard. Although schemes to differentiate normal from abnormal protocol behavior have been proposed [8] , the functionality check of a service from a high level description is still mostly unsolved.
Fitness evaluation requires continuous tests: their duration and resources consumed should be carefully assessed. Moreover, tests may affect network behavior, making the comparison between protocols difficult.
The appropriate monitoring and switching logic needs to be carefully studied in order to detect the correlation between actions and events, which is a classical problem in feedback systems needed for continuous evaluation.
The coordination (signaling) needed is also a matter of concern: in a distributed system, fitness should be reported by the remote side in an accurate and trustworthy manner; the process of switching protocols must happen in a coordinated way such that all end points use compatible protocols.
Another issue of concern is how to ensure fairness among competing sessions when diverse protocols may be selected at any time. The classical solution is to impose a good behavior, such as TCP-friendly, or a fair resource allocation scheme. A different solution could be to allow the network to do also experiments against the users for ensuring convergence to a fair allocation.
Although challenging, this seems a promising research direction, ultimately leading to future networks in which protocols can be synthesized automatically, which evolve to match new needs, and heal themselves against disruptions.
