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IMPROVED ERROR BOUNDS FOR INNER PRODUCTS
IN FLOATING-POINT ARITHMETIC
CLAUDE-PIERRE JEANNEROD∗ AND SIEGFRIED M. RUMP†
Abstract. Given two floating-point vectors x, y of dimension n and assuming rounding to
nearest, we show that if no underflow or overflow occurs, any evaluation order for inner product
returns a floating-point number r̂ such that |r̂ − xT y| 6 nu|x|T |y| with u the unit roundoff. This
result, which holds for any radix and with no restriction on n, can be seen as a generalization of a
similar bound given in [7] for recursive summation in radix 2, namely |r̂−xT e| 6 (n− 1)u|x|T e with
e = [1, 1, . . . , 1]T . As a direct consequence, the error bound for the floating-point approximation Ĉ
of classical matrix multiplication with inner dimension n simplifies to |Ĉ −AB| 6 nu|A||B|.
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1. Introduction. Consider IEEE standard ﬂoating-point arithmetic, with a set
F of ﬁnite ﬂoating-point numbers in radix β and precision p, and with a round-to-
nearest function ﬂ : R→ F ∪ {±∞}. Then by the standard model, for any real t and
in the absence of underﬂow and overﬂow,
ﬂ(t) = t(1 + δ), |δ| 6 u, (1.1)
with u = 1
2
β1−p denoting the unit roundoﬀ.
For ease of readability, in this introduction we loosely denote by ﬂoat(expression)
the computed approximation obtained by evaluating the expression in ﬂoating-point
arithmetic, no matter what the order of evaluation. In particular, when the expression
is a sum or a sum of products, such a notation covers recursive summation and pairwise
summation, but also any other scheme. For example, xT y with x, y ∈ F6 may be
evaluated as (((x1y1 + x4y4) + x5y5) + x3y3) + (x6y6 + x2y2), or alike.
For inner products the standard model leads to the most classical a priori bound
on the absolute error. Given input vectors x, y ∈ Fn and barring underﬂow and
overﬂow, the repeated application of (1.1) gives
|ﬂoat(xT y)− xT y| 6 Bn|x|
T |y| with Bn = (1 + u)
n − 1 for all n; (1.2)
see for example [4, p. 62]. Often, Bn is bounded by the commonly used quantity
γn =
nu
1− nu
if nu < 1. (1.3)
As noted by Higham in [4, p. 77] a better bound on Bn, attributed to Kie lbasin´ski
and Schwetlick [5, 6], is
γ′n =
nu
1− nu/2
if nu < 2. (1.4)
Notice that the condition on n is weaker.
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In all cases1 the bounds above are of the form |ﬂoat(xT y) − xT y| 6 (nu +
O(u2)) |x|T |y|, involving a term in O(u2) and possibly with a restriction on n. In
the special case of summation, however, this can be improved: assuming that over-
ﬂow does not occur, it has been shown in [7] that for radix 2 and with ﬂoat(
∑
)
denoting recursive summation, the absolute error satisﬁes
|ﬂoat(
∑n
i=1 xi)−
∑n
i=1 xi| 6 (n− 1)u
∑n
i=1 |xi| for all n. (1.5)
In other words, this gives an absolute error bound that is both unconditional with
respect to n and free of any O(u2) term.
In this paper we ﬁrst note that the summation error bound in (1.5) in fact holds
for any radix β and no matter what the order of evaluation. Furthermore, in the more
general case of inner products, we present the following unconditional and O(u2)-free
bound: for any radix β and no matter what the order of evaluation,
|ﬂoat(xT y)− xT y| 6 nu |x|T |y| for all n. (1.6)
To achieve this result, which holds assuming underﬂow and overﬂow does not occur,
we use the notion of ufp (unit in the ﬁrst place) together with tighter error bounds
than by the standard model (1.1).
The factors (n − 1)u and nu in (1.5) and (1.6), respectively, are both sharp
up to O(u2). However, from a practical point of view, both do, in general, grossly
overestimate the true error. Nevertheless it may be worth noting that the quantities
γn−1 and γn can simply be replaced by (n− 1)u and nu, respectively.
2. Assumptions, notation, and preliminary properties. Throughout this
paper we make the customary assumptions that β > 2 and p > 2. This implies that
the unit roundoﬀ u = 1
2
β1−p satisﬁes u 6 1. Note also that F being a set of ﬁnite
IEEE standard ﬂoating-point numbers, it is in particular symmetric:
s ∈ F ⇒ −s ∈ F. (2.1)
For the round-to-nearest function ﬂ, we take any map from R to F∪{±∞} such that
for all real t and in the absence of overﬂow,
|ﬂ(t)− t| = min
s∈F
|s− t|. (2.2)
In particular, in this paper we only require (2.2), which makes no assumption on the
way of breaking ties.
A consequence of (2.1) and (2.2) is the following lemma, which will be used to
prove the error bound for inner products.
Lemma 2.1. For t ∈ R and in the absence of overflow,∣∣ﬂ(t)− t∣∣ = ∣∣ﬂ(|t|)− |t|∣∣.
Proof. Assume t < 0, for otherwise the result is trivial. If t is not exactly halfway
between two consecutive ﬂoating-point numbers, then (2.2) deﬁnes ﬂ(t) uniquely and
using (2.1) gives ﬂ(|t|) = −ﬂ(t), from which the conclusion follows. If t is a midpoint
1Sometimes the unpleasant denominators in (1.3) and (1.4) are avoided by using Bn 6 1.01nu
provided nu 6 0.01. More generally, if nu 6 ǫ with ǫ > 0 small enough (say, ǫ < 1.79), then
Bn 6 (1 + ǫ)nu.
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then, using again (2.1) and writing s for the largest ﬂoating-point number less than t,
we have |ﬂ(t)− t| = t− s = |s| − |t| =
∣∣ﬂ(|t|)− |t|∣∣.
To establish the error bound for inner products another useful tool is Rump’s unit
in the first place [8], deﬁned by
ufp(t) =
{
0 if t = 0,
β⌊logβ |t|⌋ if t ∈ R\{0};
in other words, ufp(t) is either zero or the largest integer power of β not larger than |t|.
Note also that ufp(t) ∈ F provided ﬂ(|t|) is between the smallest and largest positive
ﬂoating-point numbers. Combining this deﬁnition with (2.2), we see that for t ∈ R
and in the absence of underﬂow and overﬂow,
|ﬂ(t)− t| 6 u · ufp(t) 6 u|t|. (2.3)
Here the second inequality is equivalent to (1.1) and leads to the classical relative error
bound u, while the ﬁrst one gives u · ufp(t)/|t|. This improves the classical bound by
a factor of up to almost β and reﬂects the well-known eﬀect of wobbling precision [4,
p. 39].
The inequalities in (2.3) apply in particular to the case where t is the sum or
the product of two ﬂoating-point numbers, at least in the absence of underﬂow and
overﬂow. For ﬂoating-point addition, however, we have the following sharper bound,
which holds even if underﬂow occurs.
Lemma 2.2. Let a, b ∈ F. If ﬂ(a+b) does not overflow, its absolute error satisfies
|ﬂ(a+ b)− (a+ b)| 6 min{|a|, |b|, u · ufp(a+ b)}.
This result is classical at least in radix 2; see for example Shewchuk [9, Lemma 1]
and Rump [7, Lemma 3.1]. For completeness, we give a proof in radix β.
Proof. From (2.2) it follows that |ﬂ(a+ b)− (a+ b)| 6 |f − (a+ b)| for all f ∈ F.
This inequality thus holds in particular for f = a and for f = b, leading to the upper
bounds |b| and |a|, respectively. On the other hand, in the absence of underﬂow
then (2.3) holds, while if a+ b is in the subnormal range of F then it equals ﬂ(a+ b);
see for example [3, Theorem 3.4.1] or [4, solution to Problem 2.19].
3. Extending Rump’s forward error bound for summation. In radix 2
and for recursive summation Rump [7, Theorem 3.3] shows that the leading coeﬃcient
γn−1 that typically appears in the forward error bound can be improved to (n− 1)u,
provided overﬂow does not occur. We show below that such a bound holds in radix
β and also no matter what the order of evaluation.
Proposition 3.1. For n ∈ N>0 and given x1, . . . , xn ∈ F, any order of evaluation
of the sum
∑n
i=1 xi produces an approximation r̂ such that, in the absence of overflow,
|r̂ −
∑n
i=1 xi| 6 (n− 1)u
∑n
i=1 |xi|.
Before proving this bound, note that it is valid for any n and in particular does
not require (n− 1)u < 1.
Proof. The proof is by induction on n, the case n = 1 being trivial. For n > 2, we
assume the result is true up to n− 1, and we ﬁx one evaluation order in dimension n.
The approximation r̂ obtained with this order has the form r̂ = ﬂ(r̂1+ r̂2), where r̂j is
the result of a ﬂoating-point evaluation of rj =
∑
i∈Ij
xi, for j = 1, 2 and with {I1, I2}
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a partition of the set I = {1, 2, . . . , n}. For j = 1, 2 let also ej = r̂j − rj and let nj be
the cardinality of Ij . Finally, let r =
∑n
i=1 xi, s = r̂1 + r̂2, and δ = ﬂ(s)− s = r̂ − s.
Since r = r1 + r2, we have r̂ − r = δ + e1 + e2. Now, 1 6 n1, n2 6 n− 1 and the
inductive assumption leads to
|r̂ − r| 6 |δ|+ u
(
(n1 − 1)r˜1 + (n2 − 1)r˜2
)
,
where r˜j =
∑
i∈Ij
|xi| for j = 1, 2. Since n = n1 + n2 and
∑n
i=1 |xi| = r˜1 + r˜2, it
remains to check that |δ| 6 us¯ for s¯ = n2r˜1 + n1r˜2.
Following Rump’s proof of [7, Theorem 3.3], we assume ﬁrst that r˜2 6 ur˜1. Since
u 6 1 this implies r˜2 6 r˜1. On the other hand, Lemma 2.2 gives |δ| 6 |r̂2|. Hence
|δ| 6 |r̂2| = |e2 + r2| 6 |e2|+ r˜2 6 u
(
(n2 − 1)r˜2 + r˜1
)
6 un2r˜1 6 us¯.
When r˜1 6 ur˜2 the same conclusion can be obtained by swapping the indices 1 and 2
in the above analysis.
Assume now that ur˜1 < r˜2 and ur˜2 < r˜1. By Lemma 2.2 we have |δ| 6 u|r̂1+ r̂2|.
Furthermore, |r̂1 + r̂2| 6 |e1|+ r˜1 + |e2|+ r˜2 with |ej | 6 (nj − 1)ur˜j 6 (nj − 1)r˜k for
(j, k) ∈ {(1, 2), (2, 1)}. Hence |r̂1 + r̂2| 6 s¯ and the conclusion follows.
4. Forward error bounds for inner products. An improvement over the
bounds γn and γ
′
n in (1.3) and (1.4), respectively, is obtained by a direct, naive
application of Rump’s bound for summation: barring underﬂow and overﬂow and
writing zi = xiyi and ẑi = ﬂ(xiyi) for i = 1, . . . , n, we see by (1.1) that any evaluation
order yields r̂ ∈ F such that |r̂ − xT y| 6 |r̂ −
∑n
i=1 ẑi| +
∑n
i=1 |ẑi − zi| 6 γ
′′
n|x|
T |y|
with
γ′′n = nu+ (n− 1)u
2 for all n.
Note that this bound is valid for any n and is better than Bn in (1.2); in fact, it is
easy to see that
nu 6 γ′′n 6 Bn 6 γ
′
n 6 γn.
Also, this bound γ′′n is not restricted to inner products and holds more generally
when summing the rounded values ﬂ(zi) of the entries of a real vector z = [zi] ∈ R
n.
However, in any case γ′′n still has a term in O(u
2). The result below shows that this
quadratic term can always be removed, thus implying the inner product bound (1.6)
as a particular case.
Proposition 4.1. For n ∈ N>0, given z1, . . . , zn ∈ R and in the absence of
underflow and overflow, any order of evaluation of the sum
∑n
i=1 ﬂ(zi) produces an
approximation r̂ such that
|r̂ −
∑n
i=1 zi| 6 nu
∑n
i=1 |zi|.
Before proving this result, two remarks are in order. First, it holds for any n
and in particular does not require nu < 1. Second, unlike for Proposition 3.1 we
now assume underﬂow does not occur and thus, in particular, that all the ﬂ(zi) are
normalized ﬂoating-point numbers. This assumption is necessary even in the special
case zi = xiyi of an inner product. For example, writing emin for the smallest exponent
of a given ﬂoating-point format, assuming emin < −p, and deﬁning xi = yi = β
emin for
i = 1, . . . , n, then all the ﬂ(xiyi) are equal to zero. This means r̂ is equal to zero and
the error, which should be bounded by nu|x|T |y|, satisﬁes |r̂ − xT y| = |x|T |y|.
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Proof. The proof is by induction on n. If n = 1 then r̂ is equal to ﬂ(z1), so
that the identity in (1.1) gives the result. For n > 2, we assume the result is true up
to n − 1 and choose a ﬁxed evaluation order in dimension n. Then, for this speciﬁc
evaluation order we have r̂ = ﬂ(r̂1 + r̂2), each r̂j being the result of a ﬂoating-point
evaluation of a sum rj =
∑
i∈Ij
zi with Ij deﬁned as in the proof of Proposition 3.1.
Similarly to the proof of Proposition 3.1, let us deﬁne further nj = |Ij |, ej = r̂j − rj ,
s = r̂1+ r̂2, and δ = ﬂ(s)−s. For r =
∑n
i=1 zi = r1+r2, the identity r̂−r = δ+e1+e2
still holds and, since 1 6 nj 6 n− 1, the induction hypothesis now gives
|r̂ − r| 6 |δ|+ u(n1r˜1 + n2r˜2)
with r˜j =
∑
i∈Ij
|zi|, j = 1, 2. Thus, we are left with checking that |δ| 6 us¯ for
s¯ = n2r˜1 + n1r˜2. To do this, we will consider separately three cases depending
on how r˜i compares to ur˜j . Although this scheme is similar to the one employed
in Proposition 3.1 for the summation of n ﬂoating-point numbers, the third case
(see (4.1) below) is now more involved. Indeed, the constraint s¯ is the same as before
but the bounds we have on the |ej | are now larger by ur˜j ; we will handle this harder
case by combining ufp’s and Lemma 2.1.
Assume ﬁrst that r˜2 6 ur˜1. Since |δ| 6 |r̂2| by Lemma 2.2 and since r˜2 6 r˜1,
|δ| 6 |e2|+ r˜2 6 u(n2r˜2 + r˜1) 6 u(n2r˜1 + r˜2) 6 us¯.
The case where r˜1 6 ur˜2 is handled similarly by exchanging the roles of r˜1 and r˜2.
Assume now that
ur˜1 < r˜2 and ur˜2 < r˜1. (4.1)
If ufp(s) 6 s¯, then by (2.3) we have |δ| 6 u ·ufp(s) 6 us¯, as wanted. Thus, it remains
to consider the case where s¯ < ufp(s). In this case applying Lemma 2.1 gives
|δ| =
∣∣ﬂ(|s|)− |s|∣∣
6 |s| − ufp(s), since ufp(s) ∈ F and using (2.2),
< |s| − s¯.
Furthermore, by the deﬁnition of s and s¯,
|s| − s¯ = |r̂1 + r̂2| − n2r˜1 − n1r˜2
6 |e1|+ |e2| − (n2 − 1)r˜1 − (n1 − 1)r˜2, using |r̂j | = |ej + rj | 6 |ej |+ r˜j ,
6 |e1|+ |e2| − u
(
(n1 − 1)r˜1 + (n2 − 1)r˜2
)
, using (4.1) and nj > 1.
Since by the inductive assumption |ej | 6 njur˜j , we deduce that
|δ| < |s| − s¯ 6 u(r˜1 + r˜2) 6 us¯.
This completes the proof.
By applying Proposition 4.1 to zi = xiyi with xi, yi ∈ F for i = 1, . . . , n, we arrive
at the announced forward error bound (1.6) for inner products:
Theorem 4.2. For n ∈ N>0 and given x, y ∈ F
n, any order of evaluation of
the inner product xT y produces an approximation r̂ such that, if no underflows or
overflows are encountered,
|r̂ − xT y| 6 nu|x|T |y|.
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5. Concluding remarks. We mention some direct applications of our forward
error bound (1.6). First, if the input vectors x, y ∈ Fn satisfy xiyi > 0 for i = 1, . . . , n,
then a relative error bound for their inner product is nu for all n. This generalizes a
similar result obtained for n = 2 by Brent, Percival, and Zimmermann in the context
of complex ﬂoating-point multiplication to arbitrary n [1, pp. 1470-1471].
Another consequence of (1.6) is the following backward error result for inner prod-
ucts similar to [4, (3.4)].
Corollary 5.1. For n ∈ N>0 and given x, y ∈ F
n, any order of evaluation of the
inner product xT y produces an approximation r̂ which, if no underflows or overflows
are encountered, has the following form:
r̂ = (x+∆x)T y = xT (y +∆y)
for some ∆x,∆y ∈ Rn such that |∆x| 6 nu|x| and |∆y| 6 nu|y|.
Proof. It suﬃces to show the ﬁrst identity for a given evaluation order. By
Theorem 4.2, the computed inner product has the form r̂ = xT y + θ |x|T |y| for some
θ ∈ R such that |θ| 6 nu. Hence
r̂ =
n∑
i=1
(
xiyi + θ|xiyi|
)
=
n∑
i=1
xiyi(1 + θi), θi = sign(xiyi)θ, i = 1, . . . , n,
= (x+∆x)T y with ∆x ∈ Rn having its ith entry equal to xiθi.
Since |θi| = |θ| for all i, we have |∆x| 6 nu|x|, from which the result follows.
Of course, for summation a similar backward error result can be deduced in
exactly the same way, starting from Proposition 3.1: no matter what the evaluation
order and in the absence of overﬂow, the computed approximation of the sum of the
entries of x ∈ Fn satisﬁes r̂ =
∑n
i=1 (x+∆x)i with |∆x| 6 (n− 1)u|x|.
Finally, given Theorem 4.2 and Corollary 5.1, it is straightforward to improve
upon the classical backward and forward error bounds associated with, respectively,
matrix-vector and matrix-matrix products [4, §3.5]:
• Given A ∈ Fm×n and x ∈ Fn, let ŷ be the approximation to Ax obtained
after m inner products in dimension n, each of them being performed in an
arbitrary evaluation order. If no underﬂow or overﬂow occurs then
ŷ = (A+∆A)x, |∆A| 6 nu|A|.
• Given A ∈ Fm×n and B ∈ Fn×p, let Ĉ be the approximation to their product
AB returned by using mp inner products in dimension n in any order of
evaluation.2 Then, in the absence of underﬂow and overﬂow, we have
|Ĉ −AB| 6 nu|A||B|
as well as the corresponding normwise bounds
‖Ĉ −AB‖α 6 nu‖A‖α‖B‖α, α = 1,∞, F,
with ‖ · ‖F denoting the Frobenius norm.
2Note that this covers in particular blocking strategies, but not more sophisticated methods as
by Strassen [10], Coppersmith and Winograd [2], or Vassilevska Williams [11].
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To summarize, in all these error bounds the factor nu replaces the classical factor
γn = nu/(1− nu), thus removing O(u
2) terms, and it is valid for any n, i.e., without
the assumption nu < 1. Both factors nu and γn hold no matter what the order of
evaluation and, when this order corresponds to recursive summation, they are sharp
up to O(u2). For example, assume that the radix is even (which holds in practice as
β is either 2 or 10) and consider the n-dimensional vectors x and y given by
xT = [1− u, 1− 2u, . . . , 1− 2u] and yT = [1 + 2u, u, . . . , u].
Then x, y ∈ Fn, (1 − u)(1 + 2u) ∈ [1, 1 + u), and (1 − 2u)u ∈ F, so that recursive
summation of ﬂ(x1y1), ﬂ(x2y2), . . . , ﬂ(xnyn) yields r̂ = 1 and a relative error of the
form nu−O(u2). (This example applies to any tie-breaking rule, but note that if tie
breaking is ’to even’ then 1− 2u can be replaced by 1 in the last n− 1 entries of x.)
However, for other evaluation orders, those factors are sometimes far from being
best possible. For example, for pairwise summation repeated application of the stan-
dard model leads to the factor γℓ with ℓ = ⌈log2 n⌉+1; see [4, p. 64]. Thus it remains
to understand how our ufp-based error analysis can be adapted to such highly parallel
evaluation schemes, and whether γℓ—which requires ℓu < 1 and has a O(u
2) term,
can be replaced by an unconditional factor of the form ℓu.
Acknowledgments. We thank the referees for their helpful comments and sug-
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