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Abstract 
Restricted Floating Sensor (RFS) is an important model in offshore data collection [1]. However RFS networks 
suffer long propagation delay and high-energy consumption. This paper presents a bit error rate guided Energy 
Optimal Strategy (EOS) for RFS networks. Experiments show more than 50% reductions in throughput of networks. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction 
There are significant interests in offshore monitoring for scientific, environment and commercial 
reasons. It is important to analyze the sediment concentration and the siltation of the estuary and harbor [1]. 
Distinguished from traditional stationary or mobile sensor networks, RFSs will generally float in a 
restricted area on the sea and this proposes us some new challenges. First of all, the average Bit Error Rate 
(BER) is very high due to the unexpected influence on the coastal area environment. More collisions will 
happen because of the caching packets retransmission, which further decreases the transmission capacity. 
For example in the experiment site in Fig. 1. (a), the data collected by RFSs in 2008-04-23 is about half of 
those in 2008-04-24 [2]. Furthermore batteries of RFSs are generally hardly recharged. Therefore it is more 
important for RFS networks to rebuild an efficient BER guided transmission control strategy. 
* Liu Mengfei. Tel.: +1396 900 6177; fax: +0532 66787153. 
E-mail address: liuxiaodong.ouc@hotmail.com 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
3591Mengfei Liu / Procedia Engineering 15 (2011) 3590 – 35942 Mengfei Liu/ Procedia Engineering 00 (2011) 000–000 
Fig. 1. (a) Experiment site; (b) Architecture of EOS 
One of the best ways to address the aforementioned problems is to minimize bad packets. However, 
communication protocols used in ground-based sensor networks are not suitable in RFS networks. The 
same as [2], in this paper we propose a strategy that resides between the MAC layer and network layer to 
optimize the efficient transmissions, the bit error rate guided Energy Optimal Strategy (EOS) for RFS 
networks. As shown in Fig. 1. (b), this strategy includes three parts: Recover Unit, Optimal Packet Length 
(OPL) Unit and Adjust Unit. 
We organize this paper as follows. In section 2, we begin with a discussion of related and ongoing 
work. Then in section 3, we mainly introduce the design of EOS. Section 4 evaluates EOS through 
experiments. Finally, the conclusion is given in Section 5. 
2. Related Work 
The efficient transmission is extensively investigated in many literatures. There are many algorithms 
which are efficient in Wireless Sensor Networks (WSNs). Tian et al. developed a novel component that fits
seamlessly into the ground based sensor network communication stack [5]. The algorithm AIDA is an 
isolated module between MAC and network layers. It successfully reduced end-to-end delay and 
transmission energy consumption in WSNs. Then as an extension, a bit error rate guided packet length 
optimization algorithm (BGPP) is proposed in [6]. They used a lossless data aggregation method to adjust 
the packet length and successfully reduced transmission energy consumption by recursion in WSNs. From 
discussions in this paper we know that this algorithm is more efficient when BER is lower. But these two 
algorithms are not suitable for channels with long intermittences and high error rates such as acoustic 
channels. Khan et al. also presented an adaptive self configuring in-network storage model for data 
persistency in WSNs [7]. All this works released collisions efficiently in ground based sensor networks but 
are not suitable for UASNs.  In this paper we propose an EOS strategy. By reducing bad packets and 
releasing collisions in channels, we optimized the energy consumption in a time sensitive manner.  
3. Design of EOS  
In this section, we firstly illustrate the whole architecture of EOS. After that we describe each 
component of EOS in detail: the Recover Unit, the OPL Unit and the Adjust unit. In this pa-per, we assume 
all RFS nodes transmit data at fixed frequency. 
The basic design of EOS is shown in Fig. 1. (b), we separate it into three components. The first one is 
the Recover Unit which ensures the incoming data are all unadjusted. The next one is the OPL Unit. This 
unit will amend the optimal length of packets according to the condition of the wireless channel. Then the 
Adjust Unit can adjust packets into appropriate length. 
The EOS algorithm works as follows: Packets from the MAC layer are placed into the Recover Unit, 
where all adjusted packets are firstly recovered into their unadjusted data items in recover module. This 
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unit is also able to get the BER. Once the distiller module detected this packet carrying the information of 
BER, this module will active the OPL Unit immediately. Then the OPL Unit work out the DIL and then 
pass the output to the Adjust Unit. Finally the Adjuster module of Adjust Unit reassembles data coming 
from the network layer.  
Sometimes it seems to be more efficient not to recover and reassemble at every intermediate node. 
However, as discussed in [5], such operations can ensure the modularity of algorithm, the possibility of in-
network process and guarantee the optimization. 
3.1. Design of the OPL Unit  
Here we mainly discuss the OPL algorithm in the OPL Unit. 
The OPL Algorithm: In RFS networks with given topology, if the energy cost of per bit between nodes 
is guaranteed, the optimal energy cost over the whole network is guaranteed. Data collected by RFS is 
mainly constituted by two parts: some of them are collected by itself, others are received from other nodes. 
Packet header together with data item build up the main part of packets. The useful data rate of packet is 
specified by the percentage of data item in packet. It is straight-forward that the usage of energy goes up 
while the useful data rate is increasing. OPL uses some lossless adjusting methods, such as lossless data 
aggregation [5], etc., to adjust packet length. OPL performs lossless aggregation by concatenating data 
items into larger payloads that are sent to the MAC layer. And from discussions in [5] we know all units 
are aggregated in a new payload share one header in common .For example, in 802.11 the MAC header 
size is 28 bytes. To transmit N data items without OPL, the total header overhead would be 28*N bytes. 
OPL reduce the total header overhead to only 28 bytes. As long as the value of N is greater than 1, EOS 
effectively reduces total packet header overhead. 
However, the redundancy coming from retransmission will increase while packets are longer. This is 
mainly caused by the harsh traffic condition of channels.  Thus there need an optimal method to deal with 
this problem. According to AIDA and BGPP, OPL addresses the aforementioned problems through an 
optimal packet length method discussed as follows: 
Throughout this paper, we denote D as the length of data item, H as the length of the packet head and 
PER as the percentage of unsuccessful transmissions. It is easy to get PER from the BER:  
)()1(1 DHBERPER +−−=                                                     (1) 
So we can easily get the average number of packet (denoted by N) for successfully transferring per 
packet (D bit valid data) between two nodes: 
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Definition 1. The energy per bit valid data delivered is called the energy cost of bit (ECB), denoted by 
bittE −cos . Let bitE  stand for the energy consumption for sending per bit data, bitE  is a constant for the 
power of each node is fixed. Then we get 
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From (2) we have 
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From (4) we get bittE −cos  is only determined by D and BER. Then BER is feed back to the OPL Unit, 
where the optimal DIL is worked out dynamically depending on the condition of the wireless channel. The 
algorithm works as follows: 
The active message from the distiller module carries BER. According to condition of channels, the 
OPL Unit firstly decides whether it is worth activing the Adjuster module. There are two boundaries in 
OPL to guarantee the optimal data item length is available and suitable. When BER is over the boundary, 
the OPL Unit will regulate the length of the data item. Otherwise the optimal data item length will be 
worked out depending on BER. Then the optimal length is passed to the Adjust Unit. According to this, 
adjuster module selects proper amount of data items and adjusts them into a new payload. 
From (4) we know that D is the monotonically decreasing function of BER. It is straight forward that D
is shorter while BER is higher, that is more energy is saved by reducing re transmission and this conclusion 
is demonstrated in experiments. 
4. Performance Evaluation
In this section, we evaluate the performance of EOS and compare it with previous approaches: AIDA 
[5] and BGPP [6] mainly for throughput and lifetime in RFS networks. We will first show the setting of 
our experiment site, and then evaluate different approaches in terms of throughput and energy saving. 
Because the condition of channel between nodes is variable in different weathers, we compare the 
performance of these 3 strategies in terms of different conditions. These conditions are shown in Table 1. 
Firstly we show the throughput of the network in different conditions: As shown in Fig. 2. (a), the 
throughput in our experiment is different in various weather conditions. It is straight forward EOS can 
improve the throughput better than other two strategies. And this experiment displays that our strategy is 
more efficient in worse weathers. 
Because the throughput is improved, we will show the effect on prolonging the lifetime of our 
network. As shown in tigure 2. (b), more data is received by sink node in a longer time than other two 
strategies. Results of experiment display that the lifetime of network with EOS is almost twice over others. 
Moreover our strategy is more efficient and stable than other two strategies in various weather conditions. 
Table 1. Conditions of weathers  
Factors Wind scale Wave height 
Condition one 1-2 2 
Condition two 4-5 4 
Condition three 8-9 6 
5. Conclusion 
In this paper we introduce EOS, a bit error rate guided energy optimal strategy for RFS networks. Due 
to the variable and unpredictable nature of wireless channels in RFS networks, a novel feedback-based 
scheduling scheme is proposed to dynamically adapt to reducing energy consumption. In our experiments 
we evaluate the performance achieved by EOS. Our work would be more useful in some worse wireless 
transmission conditions, such as underwater conditions and so on.  
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Fig. 2. (a) Throughput of the network; Lifetime of the network 
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