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Re´sume´
This article aims to find explicit congruences between Dirichlet characters and
gives various results on how to find some effectively on a computer. It ends with
concrete examples putting those ideas in application.
1 Introduction
Le but de ce texte est, a` partir du choix de deux entiers N > 2 et M > 2, d’obtenir
une congruence modulo m pour les caracte`res de Dirichlet modulo N .
Plus pre´cise´ment, si G est le groupe des caracte`res de Dirichlet modulo N , alors on
cherche des entiers alge´briques explicites (αχ)χ∈G tels que :
∀x ∈ Z,
∑
χ∈G
αχχ(x) ≡ 0 modM
La motivation derrie`re ce travail est le the´ore`me suivant, que l’on trouve dans la
the`se [2] de l’auteur :
The´ore`me 1 On suppose que l’on dispose d’une combinaison line´aire finie de ca-
racte`res de conducteurs M
ν
S , qui ve´rifie une congruence :∑
χ
γχχ ≡ 0 modM
τ
SO
alors :
CαS
∑
χ
γχH(f, α, S, j, χ)Lfα,S,0(j + 1, χ) ≡ 0 modM
(j−h)ν+τ
S O
ou` :
H(f, α, S, j, χ) =
a1,0GχΓ(k − 1)(2ipi)
j+1(−1)kcjχα
−ν
S
Γ(j + 1)〈f0α,S , fα,S,0〉NS
×ζj+1,0(1Zˆ ×F
−1χ)(1f )Lfα,S,0(k − 1,F1YS)
1
Ce the´ore`me abstrait sur lequel on ne souhaite pas s’e´tendre (il y a beaucoup de
notations et de concepts qui sont loin du sujet du pre´sent article), affirme l’existence
de certaines congruences pour des valeurs spe´ciales de fonctions arithme´tiques (des
fonctions L de formes modulaires, tordues par des caracte`res), qui sont ve´rifie´es si l’on
dispose de congruences pour les caracte`res. On souhaite donc construire des exemples
concrets de ces dernie`res, pour un jour ve´rifier expe´rimentalement dans quelle mesure
les congruences entre les valeurs spe´ciales sont optimales.
Le plan de ce travail est le suivant :
– on commence par expliquer comment ramener le proble`me initial a` un calcul de
noyau matriciel ;
– on explique ensuite comment de´terminer le noyau, avec le logiciel SAGE 1), d’une
fac¸on comple`tement automatique d’une part (mais tre`s inefficace) et de fac¸on plus
guide´e d’autre part (mais tre`s manuelle) ;
– on de´termine des congruences dans des cas particuliers explicites ;
– finalement, on donne le code source des fonctions utilise´es.
Je souhaite remercier Alexei Pantchichkine pour son soutien inde´fectible, et William
Stein pour m’avoir donne´ acce`s aux machines du re´seau math.washington.edu 2.
2 Re´duction a` un calcul de noyau matriciel
On se donne comme dans l’introduction un premier entier N > 2, et on conside`re le
groupe G des caracte`res de Dirichlet modulo N , que l’on liste sous la forme χ1, . . . , χn
ou` n = |G|. Si on de´finit m = N − 1, on peut alors repre´senter les valeurs prises par
tous les caracte`res simultane´ment sous la forme d’une matrice de taille (m,n), avec :
∀(i, j), Ai,j = χj(i − 1)
De cette fac¸on, si (α1, . . . , αn) est une famille de scalaires et x ∈ J0, N−1K, la quan-
tite´
∑n
i=1 αiχi(x) est le coefficient en ligne x+1 dans le vecteur colonne A(α1 . . . αn)
T .
Notons que cette matrice initiale A a un noyau trivial : c’est le re´sultat bien connu
d’inde´pendance des caracte`res.
Cependant, comme les caracte`res conside´re´s sont a` valeurs dans les racines de
l’unite´, si on fixe F un corps de nombre qui les contient, la matrice A est a` coeffi-
cients dans l’anneau des entiers O de ce corps. Pour des raisons pratiques, on choisira
bien sur le corps le plus petit possible, donc un corps cyclotomique de plus petit degre´
possible (que l’on notera d).
Si on se donne maintenant un entier M > 2, la recherche de congruences modulo
cet entier a` coefficients dans O revient a` chercher un vecteur-colonne V T = (α1 . . . αn)
tel que AV ∈MOn. Si on note B l’image de A dans l’anneau des matrices a` coefficients
dans O/(M), on est ramene´ a` chercher les e´le´ments du noyau de B, puis a` les relever.
1. version 5.4, disponible sur http//www.sagemath.org
2. Les calculs pre´sente´s dans cet article sont tous aise´s et rapides sur une machine simple, mais les
taˆtonnements et expe´riences ne´cessaires a` leur recherche ont parfois ne´cessite´ l’acce`s a` une puissance de
calcul plus conse´quente ; les machines en question ont e´te´ finance´es par ”National Science Foundation
Grant No. DMS-0821725”.
Le proble`me des congruences pour les caracte`res de Dirichlet est ainsi ramene´ a`
un proble`me line´aire de calcul de noyau de matrice a` coefficients dans un quotient
d’anneau d’entiers.
3 Calcul automatique du noyau
D’apre`s un re´sultat classique (voir par exemple le lemme 6 de l’article de Birch [1]),
l’anneau O est le Z-module engendre´ par les puissances d’une racine primitive de
l’unite´. L’anneau O/(M) est donc un module de type fini sur Z/MZ, donc un ensemble
fini : il suffit de conside´rer tous les vecteurs possibles pour obtenir le noyau.
C’est the´oriquement tre`s satisfaisant, mais en pratique : Z/MZ est de cardinal M ,
donc O/(M) est de cardinal Md, et les vecteurs a` conside´rer sont donc Mdn.
Pour le cas le plus simple que l’on pre´sentera de fac¸on de´taille´e en 5.2, N = 5 et
M = 16, cela repre´sente 4294967296 vecteurs a` conside´rer. Comme de plus les calculs
vectoriels dans l’anneau en question sont en plus relativement lents, il est clair que
cette approche est d’une utilite´ assez limite´e.
Donnons malgre´ tout le code source effectuant le calcul ; il utilise une fonction
matrix of Dirichlet group discute´e plus loin :
def integer_mod_iter(d,M,zeta):
for coeffs in product(*tee(range(M),d)):
result = 0
for ii in range(d):
result=result+coeffs[ii]*zeta**ii
yield result
N = 5
M = 16
A = matrix_of_Dirichlet_group(N)
O = A.base_ring().ring_of_integers()
d = A.base_ring().degree()
Q = O.quotient_ring(O.ideal(M), ’a’)
zeta = Q.gens()[1]
B = matrix(Q,A)
m,n = B.dimensions()
print(M**(d*n))
for X in product(*tee(integer_mod_iter(d,M,zeta), n)):
img = B*vector(Q,X)
if img.is_zero():
print(X)
4 Calcul guide´ du noyau
4.1 Principe ge´ne´ral
Le proble`me du calcul du noyau d’une matrice a` coefficients dans un corps est
simple ; on peut par exemple penser a` un passage sous forme de matrice e´chelonne´e
re´duite (c’est, par exemple car on le trouve partout, l’algorithme 7.3 dans le livre de
Stein [3]). On peut aussi songer a` la notion de diviseur e´le´mentaire, mais elle ne´cessite
un anneau principal et le calcul effectif un anneau euclidien.
La matrice qui nous inte´resse est a` coefficients dans un anneau quotient, qui n’a
pas de tre`s bonnes proprie´te´s : les fonctions habituelles et les algorithmes imple´mente´s
dans SAGE ne fonctionnent donc pas.
L’ide´e va eˆtre d’obtenir une relation de la forme B ∗ R = L ∗ E, ou` L et R sont
des matrices inversibles, et E est aussi proche que possible d’une matrice e´chelonne´e
re´duite. Le calcul de vecteurs dans le noyau de E fournit alors des vecteurs dans le
noyau de B, tout simplement en conside´rant leur image par R.
Plus pre´cise´ment, on va tenter d’obtenir E sous forme de blocs :

 Ir 0 00 Q 0
0 0 0


ou` le bloc Ir est un bloc identite´ (donc carre´), et Q est un bloc (a priori rectangu-
laire) dans lequel on garantit :
– aucun coefficient n’est inversible ;
– aucune ligne n’est nulle ;
– aucune colonne n’est nulle.
C’est le mieux que l’on puisse demander a` SAGE de faire automatiquement ; c’est
la raison pour laquelle la suite de la recherche ne´cessite une intervention manuelle
(discute´e plus loin).
Le calcul du noyau est alors ramene´ au calcul du noyau de cette matrice re´duite E ;
il fait intervenir :
– des e´le´ments triviaux, qui correspondent aux colonnes nulles a` droite (s’il y en
a) ;
– des e´le´ments non triviaux, qui correspondent au noyau du bloc Q (que l’on voudra
donc re´duire a` la main apre`s avoir obtenu une premie`re version).
On appelera l’entier r (taille de la matrice identite´ dans la de´composition) le pseudo-
rang : il correspond a` un nombre de colonnes que l’on sait eˆtre inde´pendantes sur
l’anneau conside´re´. Il de´pend e´videmment de la de´composition obtenue, mais s’il est
e´gal a` n, on est assure´ qu’il n’existe pas de congruences modulo M . Le nombre de
colonnes nulles sera appele´ le noyau garanti.
4.2 Algorithme de re´duction automatique
L’ide´e est d’ame´nager l’algorithme du pivot de Gauss, en l’analysant en termes
d’ope´rations e´le´mentaires sur les lignes et les colonnes.
Si (i, j) est un couple d’indices distincts, on peut de´finir Pi,j la matrice de permu-
tation associe´ a` la transposition de i et j, et si a est un scalaire, on peut conside´rer
Ti,j(a) la matrice de transvection qui est une matrice carre´e identite´ modifie´e avec le
coefficient a en ligne i et colonne j, et si a 6= 0, la matrice de dilatation Di(a), matrice
identite´ modifie´e avec le coefficient a en ligne i et colonne i. Les ope´rations e´le´mentaires
sur les lignes se de´crivent par multiplication a` gauche par ces matrices, et les ope´rations
e´le´mentaires sur les colonnes par multiplication a` droite. Attention, ces matrices sont
carre´es, mais on ne fait pas apparaˆıtre leur taille dans la notation.
Le principe va eˆtre le suivant : si on a re´ussi a` e´crireB∗R = L∗E avecE quelconque,
alors on a aussi les e´galite´s suivantes, pour les ope´rations sur les lignes :
B ∗R = LPi,j ∗ Pi,jE
= LTi,j(−a) ∗ Ti,j(a)E
= LDi(1/a) ∗Di(a)E
et sur les colonnes :
B ∗RPi,j = L ∗ EPi,j
B ∗RTi,j(a) = L ∗ ETi,j(a)
B ∗RDi(a) = L ∗ EDi(a)
qui montrent que si une ope´ration e´le´mentaire permet de ≪ simplifier E ≫, on peut le
faire quitte a` modifier L (pour les ope´rations sur les lignes, et par une ope´ration sur
les colonnes) ou R (pour les ope´rations sur les colonnes, et par la meˆme ope´ration sur
les colonnes).
Expliquons comment on travaille :
1. On part tout d’abord avec le triplet (L,E,R) = (Im, B, In), qui ve´rifie par
construction B ∗ In = Im ∗E ; c’est l’invariant B ∗R = L ∗E de l’algorithme. On
commence avec k = 1 ;
2. Si on trouve un coefficient inversible dans E en position (l, c), alors :
(a) on permute les lignes l et k de E, et les colonnes l et k de L (ce qui conserve
l’invariant) ;
(b) on permute les colonnes c et k de E de R (pour l’invariance) ;
(c) le coefficient unite´ se retrouve en (k, k) ; par dilatation, on divise la ligne k
de E et on multiplie la colonne k de L par ce coefficient (meˆme remarque) ;
(d) le coefficient est maintenant e´gal a` 1 ; on ajoute dans E, avec multiplication
par un coefficient la k-e`me ligne puis la k-e`me colonne aux autres lignes et
colonnes pour que la ligne k et la colonne k ne contiennent que ce 1 (c’est
un pivot) ; ope´rations sur E que l’on compense sur L et R comme discute´
ci-dessus, toujours pour conserver l’invariant ;
(e) on incre´mente k et on recommence (dans la mesure ou` k 6 min{m,n}).
3. Si on ne trouve plus de coefficient inversible, on se contente de faire migrer par
des permutations les lignes et les colonnes nulles de B vers le bas et la droite
(toujours en compensant sur L et R).
La premie`re partie de pivot de l’algorithme garantit que l’on a une allure :
(
Ir 0
0 ∗
)
sans e´le´ment inversible hors du premier bloc, et la migration finale des lignes et colonnes
nulles garantit que le bloc central n’a plus ni ligne ni colonne nulle et fait apparaˆıtre
les parties droites et basses nulles.
4.3 Discussion de l’imple´mentation
4.3.1 matrix of Dirichlet group
Cette fonction rec¸oit l’entier N > 2 choisi, puis calcule et renvoie la matrice associe´e
au groupe des caracte`res de Dirichlet, qu’il faudra ensuite re´duire modulo un entier
M > 2. C’est la seule qui ne soit pas contenue dans l’imple´mentation de la classe.
4.3.2 dirty cached is unit
La version du logiciel SAGE utilise´e ne dispose pas d’un moyen de test de l’inver-
sibilite´ dans un anneau quotient de l’anneau des entiers d’un corps de nombres ; mais
propose une me´thode d’inversion sous re´serve d’existence (avec leve´e d’exception si ce
n’est pas le cas). On a donc imple´mente´ une fonction de test a` l’aide de l’inversion.
C’est tre`s couˆteux, mais aura le me´rite d’eˆtre aise´ a` remplacer lors d’e´volutions
futures du logiciel. Pour gagner un peu de temps, on me´morise les re´sultats. Expe´ri-
mentalement, on gagne relativement peu avec cette mise en cache (quelques pourcents).
Elle retourne un boole´en.
4.3.3 Classe invariant triplet
On travaille comme on l’a vu avec des triplets de matrices (L,E,R). La pre´sence
de L n’a aucun inte´reˆt a priori vu l’objectif de calcul d’un noyau, mais on la conserve
tout de meˆme, pour deux raisons :
– la premie`re est qu’elle couˆte peu a` maintenir donc ne constitue pas une re´elle
geˆne,
– et la seconde parce que le maintien de l’invariant donne un moyen de ve´rification
inte´ressant. En particulier, durant le de´veloppement, de nombreuses coquilles ont
e´te´ repe´re´es par des tests de l’invariant sur des matrices tire´es au hasard.
Ensuite, comme on le verra plus loin, l’algorithme automatique ne donne pas de
tre`s bons re´sultats : une fois choisi le couple (M,N), il faut guider la machine. C’est
la raison pour laquelle on a mode´lise´ la situation a` l’aide d’une classe invariant triplet,
dont on initialise les instances avec la matrice B, et qui va se charger de ge´rer le triplet.
De´taillons l’interface programmatique de cette classe :
Initialisation La fonction d’initialisation rec¸oit une matrice de taille quelconque, et
initialise l’objet avec le triplet (L,E,R) = (Im, B, In).
Variables On peut inspecter les variables L, R et E. En particulier, l’inspection de
E permet de de´cider quelles ope´rations de re´duction on va demander.
Me´thode assert invariant Ve´rifie que l’objet respecte toujours l’invariant – extre`mement
utile durant le de´veloppement.
Me´thode check kernel vector Rec¸oit une liste de coefficients, qu’elle utilise pour
cre´er un vecteur-colonne. Si ce vecteur colonne est dans le noyau de E, alors la
me´thode retourne une paire constitue´e du boole´en True et de l’image du vecteur-
colonne par la matrice R (donc le vecteur explicite donnant la congruence
cherche´e !) ; sinon elle retourne une paire constitue´e du boole´en False et de l’image
du vecteur-colonne par la matrice E (ce qui permet de voir a` quel point on s’est
trompe´ pour corriger).
Me´thodes do row addition et do column addition rec¸oivent deux indices i et j
et un coefficient a. Elles re´alisent l’action de Ti,j(a) sur le triplet.
Me´thodes do swap rows et do swap columns recoivent deux indices i et j, et
re´alisent l’action de Pi,j sur le triplet.
Me´thode do pivot re´alise la partie pivot de l’algorithme de re´duction pre´sente´ en 4.2,
page 4.
Me´thode do migrate zeros re´alise la partie de de´placement des lignes et des co-
lonnes nulles vers le bas et la droite dans l’algorithme pre´sente´ en 4.2.
Me´thode do normalize appelle successivement les fonctions do pivot et do migrate zeros.
5 Re´sultats obtenus
5.1 Statistiques
La re´duction automatique, passant en revue les cas ou` M ∈ J2, 20K et N ∈ J2, 20K
(soit 361 paires), a trouve´ 64 cas ou` le noyau est garanti comme re´duit a` ze´ro (matrice Ir
occupant toute la largeur de la matrice), et ou` donc aucune congruence n’est possible.
Les fre´quences des rangs garantis parmi les 297 cas restants est liste´e dans la table 1
et les fre´quences des noyaux garantis dans la table 2. On constate donc que les matrices
rencontre´es meˆme avec de petits parame`tres ne se re´duisent pas bien automatiquement :
la recherche de congruences ne´cessite beaucoup d’affinage manuel.
Table 1 – Fre´quences des pseudo-rangs
pseudo-rang fre´quence
1 180
2 54
3 27
6 27
7 9
5.2 Congruences pour N = 5 et M = 16
On choisit de se concentrer sur le cas N = 5 et M = 16 car c’est un cas de
congruence de degre´ 4 le long de 2, et la dimension est petite : cela semble donc un bon
Table 2 – Fre´quences de noyaux
noyau garanti fre´quence
0 279
1 13
3 5
choix de premier exemple. Remarquons que cet exemple minimaliste pour la me´thode
guide´e est hors de porte´e de la recherche exhaustive, comme on l’a vu en 3.
Voici le de´but de la session de calcul :
N = 5
M = 16
A = matrix_of_Dirichlet_group(N)
O = A.base_ring().ring_of_integers()
m,n = A.dimensions()
Q = O.quotient_ring(O.ideal(M), ’a’)
B = invariant_triplet(matrix(Q, A))
B.do_normalize()
Que l’on poursuit ensuite a` la main par :
zeta4=Q.gens()[1]
B.do_row_addition(3,2,1)
B.do_row_addition(3,1,-1)
B.do_column_addition(3,1,1)
B.do_row_addition(1,2,-2)
B.do_row_addition(1,3,1)
A` partir de la`, la matrice E est assez simplifie´e pour que l’on devine des vecteurs
du noyau ; apre`s avoir e´limine´ les doublons, il reste les vecteurs :
B.check_kernel_vector([0,0,0,8])
B.check_kernel_vector([0,0,4,0])
B.check_kernel_vector([0,8,0,4*zeta4-4])
On trouve donc des vecteurs de congruences explicites :


0
8
0
8

 ,


4
−4
4
−4

 ,


8ζ4
4ζ4 + 4
0
4ζ4 − 4


5.3 Congruences pour N = 7 et M = 15
Voici le de´but de la session de calcul :
N = 7
M = 15
A = matrix_of_Dirichlet_group(N)
O = A.base_ring().ring_of_integers()
m,n = A.dimensions()
Q = O.quotient_ring(O.ideal(M), ’a’)
B = invariant_triplet(matrix(Q, A))
B.do_normalize()
(a parte : Mdn vaut ici 129746337890625)
Que l’on poursuit ensuite a` la main ; au bout de quelques e´tapes, on est ramene´ a` :
E =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1− 2ζ6 0 2− ζ6 0
0 0 0 2(2ζ6 − 1) 0 −2(ζ6 + 1)
0 0 0 0 3 0
0 0 0 0 0 −6
0 0 0 0 0 0


et :
R =


1 −1 0 0 0 −1
0 1 −1 1 −1 −1
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 −1 0 1
0 0 1 −1 0 0


On trouve donc des vecteurs de congruences explicites :

0
5(ζ6 + 1)
5(ζ6 + 1)
0
−5(ζ6 + 1)
−5(ζ6 + 1)




0
−5(ζ6 + 1)
0
0
0
5(ζ6 + 1)


,


0
5
0
5
0
5


,


−5
5
−5
5
−5
5


6 Code
def matrix_of_Dirichlet_group (M):
G=DirichletGroup(M)
characters = G.list()
field = G.base_ring()
return matrix(field, M, len(characters), lambda lig,col: characters[col](lig))
cached_units = {}
def dirty_cached_is_unit(a):
if cached_units.has_key(a):
return cached_units[a]
else:
result = False
O = a.base_ring()
try:
b = O(1/a)
result = True
except:
pass
cached_units[a]=result
return result
class invariant_triplet:
def __init__(self, B):
self.B = B
self.E = copy(B)
self.m, self.n = B.dimensions()
self.L = identity_matrix(B.base_ring(), self.m)
self.R = identity_matrix(B.base_ring(), self.n)
self.assert_invariant()
def assert_invariant(self):
if self.B*self.R != self.L*self.E:
raise ArithmeticError
def check_kernel_vector(self, coeffs):
v = matrix(self.E.base_ring(), self.n, 1, coeffs)
Ev = self.E*v
if Ev.is_zero():
return (True, self.R*v)
else:
return (False, Ev)
def do_row_addition(self,i,j,a):
self.E.add_multiple_of_row(i,j,a)
self.L.add_multiple_of_column(j,i,-a)
def do_column_addition(self,i,j,a):
self.E.add_multiple_of_column(i,j,a)
self.R.add_multiple_of_column(i,j,a)
def do_swap_rows(self,i,j):
self.E.swap_rows(i,j)
self.L.swap_columns(i,j)
def do_swap_columns(self,i,j):
self.E.swap_columns(i,j)
self.R.swap_columns(i,j)
def do_pivot(self):
k = 0
while k < min(self.m,self.n):
found_pivot = False
l = k
c = k
while l < self.m and c < self.n and not found_pivot:
if dirty_cached_is_unit(self.E[l,c]):
found_pivot = True
if not found_pivot:
l = l+1
if l == self.m:
l = k
c = c+1
if found_pivot:
self.do_swap_rows(l,k)
self.do_swap_columns(c,k)
coeff=self.E[k,k]
self.E.rescale_row(k,1/coeff)
self.L.rescale_col(k,coeff)
for l in range(self.m):
if l != k and self.E[l,k] != 0:
coeff=self.E[l,k]
self.do_row_addition(l,k,-coeff)
for c in range(self.n):
if c != k and self.E[k,c] != 0:
coeff = self.E[k,c]
self.do_column_addition(c,k,-coeff)
k = k+1
else:
break
def do_migrate_zeros(self):
target = self.m-1
considered = target
while considered >= 0:
if self.E[considered,:].is_zero():
if considered < target:
self.E.swap_rows(considered, target)
self.L.swap_columns(considered, target)
target = target-1
considered = considered-1
target = self.n-1
considered = target
while considered >= 0:
if self.E[:,considered].is_zero():
if considered < target:
self.E.swap_columns(considered, target)
self.R.swap_columns(considered, target)
target = target-1
considered = considered-1
def do_normalize(self):
self.do_pivot()
self.do_migrate_zeros()
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