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ABSTRACT
Using data from the Sloan Digital Sky Survey we assess the current dynamical state of the
Corona Borealis Supercluster (CSC), a highly dense and compact supercluster at z ≈ 0.07.
The Fundamental Plane relation is used to determine redshift independent distances to six
clusters in the densest region of the supercluster, with mean accuracy in the relative distance
estimates of 4 per cent. Peculiar velocities determined from these distance estimates indicate
that the clusters have broken from the Hubble Flow, suggesting that the CSC likely contains
two regions that have reached turnaround and are currently undergoing gravitational collapse.
These results provide the strongest observational evidence to date that the CSC is a bound
system similar to the much more extensive Shapley Supercluster, which is the most extensive
confirmed bound supercluster yet identified in the Universe. When compared with simulations
of the CSC our results require substantially more mass than is contained within the clusters,
possibly indicating a significant inter-cluster dark matter component. In order to facilitate
comparison with studies for which spectroscopic data are not available, an alternative analysis
of the dynamics is made using the Kormendy relation as a distance indicator. The results are
generally consistent with those of the Fundamental Plane and suggest similar global dynamics,
but we find that the relatively sparse sampling of the clusters makes the Kormendy relation
less reliable overall and more susceptible to small systematic differences between the cluster
samples.
Key words: large scale structure of universe – distance scale – galaxies: clusters: individual
(A2092, A2089, A2079, A2067, A2065, A2061)
1 INTRODUCTION
Superclusters of galaxies are the most massive and extended galac-
tic systems in the Universe. They can contain as many as 25 clusters
and groups of galaxies spanning regions 30−100 Mpc across, with
masses larger than 1015h−1M⊙. Observations on the largest scales
have shown that many such systems exist and that they are rarely
isolated from one another, instead being connected by filaments
and sheets of galaxies, which surround large voids (Einasto et al.
1980). Superclusters can, then, most generally be described as the
high density regions that form in the interstices between voids, and
some limiting overdensity is usually chosen to define the bound-
aries of these systems. Dynamical, photometric and morphological
studies of superclusters are of tremendous interest because they can
be used to test theories of formation and evolution of structure in
a range of environments (Einasto et al. 1980; Bardelli et al. 1993;
Baldi et al. 2001). In the densest superclusters these studies may
also be used to place constraints on the large scale distribution of
dark matter (Quintana et al. 1995), to test for the effects of dark en-
ergy on the formation and evolution of structure, and to place limits
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on the extent of bound structure in the Universe (Araya-Melo et al.
2009).
Early studies (Rood 1976) of superclusters showed that the
internal dynamics are, in general, dominated by Hubble flow, but
the Shapley Supercluster (hereafter SSC) is a rare counter-example
to this. First noted by Shapley (1930), the SSC, located at RA =
13h25m and Dec = −30◦, at a redshift of z ≈ 0.05, consists
of ∼ 25 clusters and groups spanning a region of ∼ 100 Mpc,
making it the most massive supercluster complex identified in the
Universe. It has been intensively studied in a range of wavelengths
(e.g. Bardelli et al. (1993); Ettori et al. (1997); Reisenegger et al.
(2002); Proust et al. (2006), and references therein) and has been
shown to contain significant bound structure, with a central core
that is in the final stages of collapse (Reisenegger et al. 2000). To
date the SSC is the only confirmed bound supercluster in the Uni-
verse (for the purposes of the current paper we define a superclus-
ter as containing no fewer than 3 clusters, or groups, of galaxies).
However, during the last two decades several similarly dense super-
clusters have been identified as possible bound structures, prompt-
ing the suggestion of a more physically motivated definition of
superclusters as the largest gravitationally bound structures in the
Universe (Araya-Melo et al. 2009).
The Corona Borealis Supercluster is another of the densest,
and most compact, superclusters in the local universe (z ≈ 0.07)
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and several authors have suggested that it should have sufficient
cluster density to be gravitationally bound (Postman et al. 1988;
Small et al. 1998; Kopylova & Kopylov 1998). It was included by
Abell (1958) in his catalog of second order clusters and first noted
by Shane & Wirtanen (1954), who initially identified 12 member
clusters in a 6◦ × 6◦ region before later using brightest cluster
galaxies to show that there were actually two components viewed in
projection. The background component consists of five Abell clus-
ters, three of which are at z ≈ 0.11 while two are even more distant
(Small et al. 1997a). The foreground component, at z ≈ 0.07, con-
tains Abell clusters 2092, 2089, 2079, 2067, 2065 and 2061 and is
what we now refer to as the Corona Borealis Supercluster (hereafter
CSC). Postman et al. (1988) performed the first dynamical analysis
of this region, using 182 galaxy redshifts to make virial mass esti-
mates of each of these six clusters. They found a mass for the super-
cluster of 8.2× 1015h−1M⊙, concluding that this was likely suffi-
cient to bind the system with peculiar velocities ≤ 2200 km s−1.
The Norris Survey (Small et al. 1997a,b, 1998) expanded on this
work, increasing the number of galaxy redshifts for the six clusters
to 528 and performing N-body simulations to test mass estimators
and assess the likelihood of the CSC being bound. By treating the
six clusters in the core as a single virialized system, they estimated
a mass of at least 3×1016h−1M⊙, concluding that the system was
bound and had likely reached turnaround. Kopylova & Kopylov
(1998) took a slightly different approach, similar to that presented
in the current paper, using photometry to determine the peculiar
velocities of eight clusters (including 2019 and 2124 in addition to
those of Postman et al. (1988)) in the supercluster. The Kormendy
relation was used to determine redshift independent distances and
derive peculiar velocities for each of the clusters. Their results
showed significant peculiar velocities for all eight clusters, leading
them to define a rapidly collapsing core containing five clusters;
2089, 2092, 2065, 2067 and 2061.
More recently the work of Small et al. (1998) has been re-
visited by Pearson & Batuski (2013), who correctly contend that
a supercluster is far from being a virialised system, so any ap-
plication of the Virial Theorem is unlikely to be valid. Instead,
Pearson & Batuski (2013) have performed N-body simulations of
the CSC using the most accurate mass estimates available for the
clusters (and assuming negligible inter-cluster mass), concluding
that there is very little likelihood that any part of the structure is
bound. The results of Kopylova & Kopylov (1998) likewise war-
rant more extensive analysis, since their derived peculiar velocities
would require a higher mass to bind the system than that estimated
by either Postman et al. or Small et al., and their cluster distance
estimates involved fewer than 10 galaxies in all but one cluster,
suggesting that the derived peculiar velocities must ultimately be
dominated by error. In this paper we aim to improve on these re-
sults.
The paper is structured as follows: in §2 we describe the Fun-
damental Plane and how it can be used to obtain accurate clus-
ter distance estimates. In §3 we describe the data, explaining our
selection criteria and the corrections to photometry. In §4 we de-
scribe our fitting method and present the best fitting Fundamental
Plane for the individual clusters, as well as for the supercluster. In
§5 we present our cluster distance estimates, with associated errors,
and the derived cluster peculiar velocities. In §6 we discuss possible
sources of bias and systematic differences between the cluster sam-
ples which might contribute to uncertainty in the distance estimates.
In §7 we present an alternative analysis using the Kormendy rela-
tion as a secondary distance indicator. In §8 we discuss the physical
significance of the results and how they can be used to describe the
current dynamical state of the CSC, as well as their implications
in light of recent simulations of the CSC. Finally we draw con-
clusions in §9. Throughout this paper we adopt a standard ΛCDM
cosmology with H0 = 100 h km s−1 Mpc−1 and q0 = −0.55.
2 THE FUNDAMENTAL PLANE
It is well established that early-type galaxies (ETGs) can be de-
scribed by three structural and kinematic parameters: line of sight
velocity dispersion, σ, effective radius, re, which contains half the
total light of a galaxy, and mean effective surface brightness, 〈µ〉e,
which is given by:
〈µ〉e ∝ −2.5 log
(
L
2πr2e
)
(1)
where L is the luminosity. Assuming that all ETGs are virialized
systems we would expect correlations among these observables as
a direct consequence of the Virial Theorem, which gives:
v2 ∝
GM
R
∝ 2π G
(
M
L
)
R
(
L
2πR2
)
(2)
If we assume a constant mass-to-light ratio, as well as structural
symmetry and isotropic velocities such that v2 ∝ σ2 and R ∝ re,
this relation can be rewritten as:
log re = a log σ + b 〈µ〉e + c (3)
for which the Virial Theorem predicts a = 2 and b = 0.4. Equa-
tion 3 is known as the Fundamental Plane relation (FP) for ETGs
(Djorgovski & Davis 1987), and it incorporates the Faber-Jackson
(Faber & Jackson 1976), Kormendy (Kormendy 1977), andDn−σ
(Dressler et al. 1987) relations, all of which can be seen as projec-
tions of this plane. If effective radius is measured in angular units,
then the zero point offset c is directly dependent on the distance of
a galaxy, and this relation can be used as a redshift independent dis-
tance indicator. It is important to note that the FP does not provide
a direct measure of distance. Rather it is necessary to calibrate the
relation using a galaxy (or, more usually, a cluster of galaxies) with
a known distance, so that all distances measured using the FP are
inherently relative distances which depend strongly on the calibra-
tion used.
In actuality the observed Fundamental Plane is tilted with re-
spect to that predicted by the Virial Theorem, with ETGs better de-
scribed by a ≈ 1.2 and b ≈ 0.3 (Jørgensen et al. 1996). Further,
studies of the FP have shown a wide variation in best fitting coef-
ficients, which cannot be explained solely by differences in meth-
ods of data reduction, analysis or fitting techniques. This tilt, and
the apparent variation in best fitting coefficients, have been exten-
sively studied (e.g. Gibbons et al. (2001); D’Onofrio et al. (2008);
Gargiulo et al. (2009); La Barbera et al. (2010)) but have so far re-
sisted rigorous explanation. Nonetheless the FP has proven effec-
tive as a secondary distance indicator, with intrinsic dispersion sim-
ilar to that of the Tully-Fisher relation, equivalent to ∼ 20 per cent
error in distance to a single galaxy. Since errors in cluster distance
estimates scale as N1/2, accuracies in cluster distances of better
than 5 per cent (assuming accurate calibration) can be achieved
with sample sizes of only 15 galaxies per cluster (Gibbons et al.
2001). The advent of large scale surveys, such as the Sloan Digital
Sky Survey, make cluster samples of this size a more realistic goal
than at any time in the past.
c© 0000 RAS, MNRAS 000, 000–000
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3 THE DATA
We are using a magnitude limited sample of ETGs drawn from the
Sloan Digital Sky Survey, Data Release 7 (Abazajian et al. 2009).
Details regarding the photometric and spectroscopic data collec-
tion and reduction can be found in Bernardi et al. (2003a) and
Abazajian et al. (2004), and references therein. The initial galaxy
samples were obtained by first defining each cluster as having a
radius of 30 arcmin, slightly larger than the Abell radius (∼ 25
arcmin at the distance of the CSC), and redshifts taken from
the NASA/IPAC Extragalactic Database (NED). The SDSS cata-
logue was then queried for each cluster over a range in redshift of
±0.015, within the 30 arcmin radius. For each cluster the galaxy
redshifts were then averaged (using the biweight location estimator
(Beers et al. 1990), §5) and the samples were iteratively clipped at
the 3σBW level (where σBW is the biweight scale estimator), to
reject outliers and non-cluster members. Our final cluster redshifts,
shown in Table 1, have been calculated using a biweight average
of the galaxy redshifts in each sample once the 3σBW clipping
(but before the ETG selection criteria, detailed below) has been ap-
plied. It should be noted that A2067 and A2061 have been dealt
with slightly differently. The proximity of these clusters, both in
redshift and on the sky, results in a number of duplicate data points
between the two samples (the overlap in the sample is shown in
Figure 1). To account for this we apply two additional cuts: the first
is based on the distribution of these data on the sky, which shows
a clear separation between the clusters. The second cut is based on
the redshift distributions for the two cluster samples, both of which
are clearly (and similarly) bimodal. Such bimodality in the redshift
distribution is not evident in any of the other cluster samples.
In order to identify ETGs in the SDSS catalogue we have used
the selection criteria of Bernardi et al. (2003a), who undertook an
extensive investigation of ETGs and their scaling relations using a
sample of nearly 9000 ETGs from the SDSS catalogue. We have
made some adjustments and corrections based on more recent in-
vestigations of the SDSS data reduction pipeline (Hyde & Bernardi
2009), specifically accounting for issues regarding sky subtraction.
Briefly, in the language of the SDSS, the selection criteria are as
follows:
(1) FRACDEV ≥ 0.8
(2) b
a
≥ 0.6
(3) eclass < 0
(4) σ ≥ 100 km s−1
(5) 14.50 ≤ r∗ ≤ 17.45
The SDSS does not give estimates of bulge to disc ratios, so the first
three criteria are intended to select for ETGs by rejecting galaxies
with a disc component. The first criterion requires that the light
profile be best fitted by a de Vaucouleurs r1/4 model, characteris-
tic of ETGs and the bulges of spiral galaxies. The second criterion
applies an axis ratio cut, since galaxies with b/a < 0.6 are often
partially supported by rotation (Binney & Merrifield 1998), and in-
vestigation of the FP has shown that contamination with disc galax-
ies can increase the observed scatter in the relation (Saglia et al.
1993). The third criterion uses a PCA classification to remove ob-
jects with emission line spectra, characteristic of late-type spiral
galaxies. The magnitude limits are based on the completeness of
the sample, and match those of Bernardi et al. (2003a). Due to the
poor sky subtraction from which the reduced SDSS data are known
to suffer we have chosen not use a concentration index, which takes
the ratio of petrosian radii containing 90 per cent and 50 per cent
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Figure 1. Positions on the sky of the six CSC clusters, with all galaxies used
for the FP analysis shown. Coordinates for the cluster centres are given in
Table 1. The circles each have a radius of 30 arcmin, slightly larger than the
Abell radius at the distance of the supercluster.
of the light of a galaxy respectively, as the measured petrosian radii
are particularly susceptible to this problem.
The spectral resolution of the SDSS means that velocity dis-
persion estimates lower than 90 km s−1 are considered unreliable,
so we have made a slightly more conservative cut at 100 km s−1.
Table 1 gives the positions, spectroscopic redshifts, and sample
sizes for each cluster, and Figure 1 shows the positions of the clus-
ters on the sky.
Apparent magnitudes and effective radii derived from the de
Vaucouleurs profile fit, which we use in our analysis, have been
corrected for seeing, Galactic extinction, and atmospheric extinc-
tion. To account for the sky subtraction problems we have made
corrections to magnitudes and effective radii based on the analysis
of Hyde & Bernardi (2009). We first normalize the de Vaucouleurs
radius by the axis ratio:
rSDSS = rdeV
√
b
a
(4)
Corrections are then applied to the radius, rSDSS, and magnitude,
mdeV , depending on the size of rSDSS. Specifically, no correction
is applied to the radius if rSDSS < 2.0 arcsec, and none is applied
to the magnitude if rSDSS < 1.5 arcsec. Otherwise:
re = rSDSS + ∆rfit (5)
m = mdeV + ∆mfit (6)
where:
∆rfit = 0.181571 −
rSDSS
4.5213
+
( rSDSS
3.9165
)
2
(7)
∆mfit = 0.024279 −
rSDSS
71.1734
−
(rSDSS
26.5
)2
(8)
The mean effective surface brightness, corrected for cosmological
dimming and K-corrected following Chilingarian et al. (2010), is
c© 0000 RAS, MNRAS 000, 000–000
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then given by:
〈µ〉e = m+ 2.5 log
(
2πr2e
)
−K(z)− 10 log(1 + z) (9)
Velocity dispersions are aperture corrected to one eighth the effec-
tive radius following Jørgensen et al. (1995):
σcor
σSDSS
=
(
rfiber
re/8
)
0.04
(10)
where rfiber = 1.5 arcsec, and re is the corrected effective radius.
In what follows, re, m, and σ have all been corrected following the
methods described above.
4 FITTING THE FP
If all cluster early-type galaxies are drawn from the same under-
lying distribution then, in principle, a single set of coefficients, a
and b, will provide the best fit for all clusters. In practice, however,
there is significant variation in these coefficients in the literature,
and currently there is little understanding of the underlying causes.
This requires that we find, independently, the coefficients which
best describe the six clusters under consideration.
It is well established that the best fitting coefficients are
strongly affected by the fitting method used, and in large part the
choice of method is dictated by the particular type of investiga-
tion one wishes to pursue. If these relations are used to investi-
gate the nature of early-type galaxies, or to constrain the underlying
physics, then either an inverse fit, which takes log σ as the depen-
dent variable, or an orthogonal fit, which minimizes residuals or-
thogonal to the plane, will provide the most unbiased assessments.
However, if this relation is to be used as a secondary distance indi-
cator then it is most appropriate to perform a direct fit, minimizing
residuals in the distance dependent parameter logre (see discussion
in Bernardi et al. (2003b)).
Whilst the fitting method will certainly affect the coefficients,
further bias may be introduced by measurement error, correlations
between the measurement errors, and the intrinsic dispersion in the
relation. Along with the intrinsic dispersion, correlated errors are of
particular concern in this sample since effective radius and apparent
magnitude are measured from the same de Vaucouleurs fit to the
galaxy light profile. The Bivariate Correlated Errors and Intrinsic
Scatter (BCES) fit (Akritas & Bershady 1996) accounts for these
biases by employing an average covariance matrix, which accounts
for the variance in the errors in all parameters and their mutual
correlations, to correct the results of a least-squares fit. If we set
log re ≡ R and log σ ≡ V then the covariance matrix, E, can be
represented as:
E =

ǫ
2
µµ ǫ
2
Rµ ǫ
2
V µ
ǫ2Rµ ǫ
2
RR ǫ
2
RV
ǫ2V µ ǫ
2
RV ǫ
2
V V


Following the convention of Bernardi et al. (2003a) we denote the
error in log rdeV as er, the error in mdeV as em, the error in log σ,
before the aperture correction is applied, as ev , and the error in the
axis ratio as eab. The matrix elements are then given by:
ǫ2RR = 〈e
2
r〉+
〈e2ab〉
4
ǫ2µµ = 〈e
2
m〉+ 25ǫ
2
RR
ǫ2V V = 〈e
2
v〉+ (0.04ǫRR)
2
ǫ2V R = −0.04ǫ
2
RR
ǫ2V µ = −0.2ǫ
2
RR
ǫ2µR = 〈ǫµµǫRR〉 (11)
These are similar to those presented by Bernardi et al., with dif-
ferences arising from that fact that, in this case, we use mean ef-
fective surface brightness rather than absolute magnitude. Errors in
the spectroscopic redshifts, as well as those in the photometric cor-
rections described in the previous section, have not been included
as they are generally an order of magnitude smaller than those in-
cluded above.
We fit the Fundamental Plane for each cluster by finding the
coefficients that minimize∑
i
(log rei − a log σi − b〈µ〉ei − ci)
2 (12)
summed over all N galaxies in the cluster. If we set ρ2xy = xy −
x y, where x, y can be µ, R or V , then the direct fit coefficients are
given by:
a =
ρ2µµρ
2
RV − ρ
2
µRρ
2
µV
ρ2µµρ
2
V V − ρ
4
µV
b =
ρ2µRρ
2
V V − ρ
2
µV ρ
2
RV
ρ2µµρ
2
V V − ρ
4
µV
ci = log rei − a logσi − b 〈µ〉ei (13)
The BCES corrected coefficients are found by subtracting the ap-
propriate ǫ2xy from each ρ2xy in the above expressions, providing a
largely unbiased estimate of the best fitting coefficients. Offsets ci
are calculated for each galaxy, and those values are then averaged to
give cluster offsets (§5). It is worth noting that though this method
will not account for any bias due to selection effects, this should
not be a concern in using the FP as a distance indicator, since the
whole sample will be affected by the selection criteria in the same
way. The best fitting coefficients for each cluster are shown in Ta-
ble 2. There is significant variation from cluster to cluster, but in
order to use the FP as a distance indicator it is necessary to fit all
six clusters with the same plane. We find the best fitting plane for
the supercluster is given by:
log Re = 1.11 log σ + 0.339 〈µ〉e − 8.853 (14)
Direct fits tend to be shallower in log σ than the inverse or or-
thogonal fits more typically reported in the literature, but our
global best fit is consistent with the direct fit coefficient reported
by Bernardi et al. (2003b) for their SDSS magnitude limited sam-
ple. We find a slightly higher value for b than is reported by
Bernardi et al. (2003b), however ours is more consistent with those
reported elsewhere in the literature (Jørgensen et al. 1996).
5 DISTANCES AND PECULIAR VELOCITIES
The FP does not directly measure cluster distances; instead the
zero-point offsets can be used to find relative distances between
clusters. If all clusters in the sample are fitted using the same plane
c© 0000 RAS, MNRAS 000, 000–000
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Table 1. Positions of the six clusters on the sky, with right ascension and declination in J2000 coordinates. Column (4) shows spec-
troscopic redshifts, calculated from a biweight average (§5) of the galaxy redshifts. Uncertainties in the spectroscopic redshifts are
calculated via a boot-strapping procedure. Column (5) shows the number of galaxies used in the cluster redshift determinations, and
column (6) gives the number of ETGs in the FP samples. Column (7) gives mass estimates for each of the clusters. Values for the
supercluster are shown in the last line.
Cluster RA Dec zspec Nspec NFP Mass (1015 h−1 M⊙) a
A2092 15h33m21s +31◦09′32′′ 0.0664 ± 0.0002 59 16 0.181
A2089 15h32m45s +28◦03′47′′ 0.0737 ± 0.0003 64 15 0.409
A2079 15h28m05s +28◦52′40′′ 0.0659 ± 0.0003 83 18 0.826
A2067 15h23m14s +30◦54′24′′ 0.0740 ± 0.0002 50 11 0.976
A2065 15h22m43s +27◦43′21′′ 0.0717 ± 0.0004 152 38 1.132
A2061 15h21m21s +30◦40′15′′ 0.0788 ± 0.0002 83 25 1.384
CSC 15h28m +30◦ 0.0717 ± 0.003 122 –
a Mass estimates provided by D. W. Pearson (Pearson & Batuski (2013), and private communication)
Table 2. Best fitting FP coefficients for each of the clusters, with associated errors (calculated via a boot-strapping procedure), are
shown in columns (2), (3) and (4), with the last row giving the best fits and associated errors for the supercluster. Column (5) gives the
rms dispersion in the fits for each cluster, with the last row giving the dispersion in the global fit. Columns (6) and (7) give the cluster
distances determined from the FP (zFP ) and associated error (determined from the rms dispersion in the global fit), respectively, and
column (8) gives the resulting peculiar velocities.
Cluster a b c rms zFP error (%) Vpec (km s−1)
A2092 1.10± 0.26 0.332± 0.034 −8.866 ± 0.019 0.063 0.0692 4 −796
A2089 1.14± 0.37 0.360± 0.054 −8.845 ± 0.023 0.067 0.0714 4 639
A2079 0.99± 0.21 0.321± 0.061 −8.836 ± 0.019 0.081 0.0629 4 846
A2067 1.18± 0.78 0.270± 0.190 −8.848 ± 0.033 0.075 0.0724 5 448
A2065 1.10± 0.12 0.359± 0.023 −8.859 ± 0.010 0.064 0.0725 3 −229
A2061 1.50± 0.33 0.351± 0.034 −8.828 ± 0.016 0.068 0.0719 3 1933
CSC 1.11± 0.07 0.339± 0.015 −8.853 ± 0.010 0.069 0.0717 – –
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Figure 2. Best fitting FP for all 122 galaxies in the sample, with rms dis-
persion. Re is measured in physical units of h−1 kpc.
(equation 14 for our sample) then equation (3) can be shown to
give:
D2
D1
= 10c1−c2 (15)
If the distance to one cluster is known then it can be used to cali-
brate the relation to give an absolute distance to the queried clus-
ter, where D1 is the calibrating distance, D2 is the queried dis-
tance, both in Mpc, and c1 and c2 are the zero point offsets for the
calibrating and queried clusters, respectively. Calibration is, then,
essential in obtaining accurate distance estimates. The magnitude
limits on the SDSS mean that it is not possible to calibrate the re-
lations using a nearby cluster with a known distance, such as the
Coma cluster, as is often done. Instead we start with the assumption
that the clusters are, on average, at rest with respect to the CMB.
In other words, we assume no peculiar motion for the supercluster
centroid. We then iteratively reduce (using the biweight method)
both the cluster redshifts and the cluster offsets to the supercluster
centroid, thereby using the supercluster centroid to calibrate the re-
lation. Table 2 shows the offset for the supercluster. The redshift of
the supercluster centroid is shown in Table 1.
The individual cluster offsets are shown in Table 2. In order to
avoid any assumptions about the underlying distribution of galax-
ies in a given cluster, the offsets are found by fitting the data with
the plane shown in equation (14) and taking a biweight average
(Beers et al. 1990) of the individual galaxy offsets. The biweight
location estimator provides a more robust estimate of central loca-
tion than the mean or median and is therefore preferred when the
c© 0000 RAS, MNRAS 000, 000–000
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underlying distribution is unknown. Likewise, the biweight scale
estimator should be preferred to the rms dispersion for the same
reason, but we find that the results from the two methods do not
differ significantly, so we follow convention and quote the rms dis-
persion in the fit.
Figure 2 shows the best fitting FP for all 122 galaxies in the
supercluster sample. All galaxies have been corrected to the same
inertial reference frame, with Re in physical units of h−1 kpc. The
dispersion in the relation is 0.069, equivalent to∼ 16 per cent error
in distance to a single galaxy. Table 2 shows the measured cluster
distances as FP redshifts. The distances have been calculated using
equation (15) and converted to redshifts using the approximation
(Peebles 1993):
D =
cz
H0
(
1−
(1 + q0)z
2
)
(16)
Error estimates for the cluster distances, based on the dispersion in
Figure 2 and the sample size given in Table 1, are shown in column
(6) of Table 2. Even with the variation in sample size the errors
in the distance estimates do not exceed 5 per cent for any cluster,
but it is worth reiterating that these error estimates are in the rela-
tive cluster distances, i.e. they do not account for any error in the
calibration. Peculiar velocities are measured for each cluster based
on the difference between photometric and spectroscopic redshift
(Danese et al. 1980):
Vpec = c
(
zspec − zFP
1 + zFP
)
(17)
The cluster peculiar velocities are shown in column (7) of Table
2, where a negative velocity indicates motion towards us, and a
positive velocity indicates motion away from us.
6 SYSTEMATIC ERRORS AND BIASES
As has been described (§4), a number of factors can act to bias
the FP coefficients. All of these biases should be a significant con-
cern if one wishes to measure the “true” FP. However, if the FP is
to be used as a secondary distance indicator then these concerns
can be largely ignored, provided the biases affect the entire sample
similarly. Therefore, when considering sources of error in our dis-
tance estimates, we are concerned only with systematic differences
among the cluster samples, and how those differences may bias our
results and contribute to the error in the FP distances.
All the data are drawn from the same source, and corrections
are applied consistently (see §3), so no biases emerge as a result
of different data reduction techniques or observational constraints.
The range in redshift for the full cluster sample is comparatively
narrow, so evolutionary effects can be neglected (Bernardi et al.
2003b) as can selection effects, as these will also uniformly affect
the sample. Care has been taken to avoid contamination by disc
galaxies (§3), though it is worth noting that, even if this method
has not been completely successful, more recent work suggests that
the systematic differences between the best fitting FP for E and S0
galaxies are small enough to be negligible (D’Onofrio et al. 2008).
Our velocity dispersion cut of σ = 100kms−1 avoids the system-
atically lower a values seen when low velocity dispersion galaxies
are included in the sample (e.g. Gargiulo et al. (2009)). All the clus-
ter samples cover similar ranges in logRe, 〈µ〉e, logσ, and absolute
magnitude (Mr), so the same portion of the FP is being sampled
(though not uniformly so) in all cases. The rms dispersion in our
fit is low, but consistent with fits made using only cluster galaxies
and where care has been taken to make sure the sample is homoge-
neous and as un-biased as possible (Fraix-Burnet et al. 2010). Tak-
ing into account the mean observational errors (estimated by the
SDSS pipeline) in the measured quantities in the FP, we estimate
that measurement error contributes 0.045 to the dispersion in the
fit. This is consistent with the presence of an additional “intrinsic”
component in the scatter, which is generally observed in the FP.
It is clear that both the scatter and the best fitting coefficients
for any given sample are strongly dependent on the galaxies in
the sample. It is also clear from the literature that robust fits can
only be made to samples that are homologous and “complete in
luminosity, volume, cluster area coverage and stellar kinematics”
(D’Onofrio et al. 2008). While we have taken care to make our
sample as homogeneous and free of bias as possible, it is obvious
that our sample is too small to meet these criteria. Figure 1, which
shows the distribution of the FP sample on the sky, also shows the
relatively sparse sampling of the clusters. Consequently we would
like to understand the possible impact of any intrinsic differences
between cluster populations, effects due to non-homology, as well
as systematic variations due to sparse and variable sampling, on our
results.
Perhaps the most significant assumption implicit in our use of
the FP is that all ETGs are drawn from the same underlying dis-
tribution. This assumption is supported by Bernardi et al. (2003c),
who showed that the joint distribution in log Re, log σ and Mr
for ETGs in the SDSS sample is well described by a trivariate
Gaussian, but none the less we would like to test for any system-
atic differences among the cluster populations that may arise from
poor sampling or selection biases. Table 3 shows the mean values
of the FP observables for each cluster. Variations in these values
are to be expected, given the size of the cluster samples, regard-
less of whether or not the samples are drawn from a common dis-
tribution, so it is necessary to determine if these cluster-to-cluster
differences are statistically significant. We perform an Anderson–
Darling k-sample test on all the galaxy properties (log Re, 〈µ〉e,
log σ, Mr and the offsets, c), as well as subsets of those prop-
erties. The Anderson-Darling test is chosen instead of the more
generally used Kolmogorov–Smirnoff test as it is more sensitive
to variations between distributions (Hou et al. 2009). It should be
noted, however, that the results presented here do not change if
the Kolmogorov–Smirnoff test is used in place of the Anderson–
Darling test. The k-sample test is an extension that allows all the
clusters to be considered at once, instead of as pairs, as well as test-
ing both multivariate and univariate distributions (available in R
(R Development Core Team 2008) under the adk package (Scholz
2012)). Comparing all six samples in each observable indepen-
dently, we find that the “null hypothesis” of a single underly-
ing distribution for each parameter is supported in all cases ex-
cept for 〈µ〉e, where it is rejected at a high level of significance
(P = 0.008). Likewise we find that when the joint distribution
of log Re, log σ and 〈µ〉e is considered, the null hypothesis is
also rejected (P = 0.04). These results suggest some intrinsic
differences among the cluster samples, which we investigate fur-
ther by performing two-sample tests (both Anderson–Darling and
Kolmogorov–Smirnoff) on each of the 15 possible pairs of clusters,
for each parameter. Interestingly we find that the null hypothesis is
rejected only in cases involving A2079, and when considering only
〈µ〉e, it is rejected in almost every case involving A2079 (and it is
rejected in absolutely every case when the Kolmogorov–Smirnoff
test is used). Excluding A2079 from the k-sample test we find that
the null hypothesis is accepted in every case, with P = 0.50 for
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Table 3. Mean values of the FP observables, as well as absolute magnitude, for each of the clusters. Columns (6) and (7) give the
FP distances and resulting peculiar velocities when A2079 is excluded from the fit. The errors in the distances are the same as those
shown in Table 2. The last two columns show the FP distances and peculiar velocities for the clipped sample, with A2079 included.
Cluster 〈log Re〉 〈µe〉 〈log σ〉 〈Mr〉 zFP Vpec (km s−1) zcFP Vpec(km s−1)
A2092 0.375 19.90 2.239 -20.72 0.0686 -516 0.0717 -1490
A2089 0.293 19.77 2.209 -20.63 0.0711 835 0.0705 891
A2079 0.246 19.41 2.245 -20.74 – – 0.0654 140
A2067 0.503 20.16 2.270 -20.23 0.0728 448 0.0720 560
A2065 0.382 19.97 2.220 -20.74 0.0721 8 0.0732 -411
A2061 0.359 20.00 2.202 -20.86 0.0726 1850 0.0712 2130
the joint distribution of log Re, log σ, and 〈µ〉e, and P = 0.57 for
the distribution of 〈µ〉e.
These results suggest that the sample for A2079 may system-
atically deviate from the other cluster samples (which these tests
indicate are drawn from a common distribution). Moreover, when
looking at the scatter in the best fitting FP for the individual clus-
ters (shown in Table 2) the scatter in the fit for A2079 is markedly
higher than for the other clusters, with rms = 0.081. It would be
reasonable to assume that this systematic difference may bias all the
distance estimates, instead of only that of A2079. However, when
we perform the FP analysis excluding A2079 we find that very little
changes in the results. Table 3 shows the FP distances and peculiar
velocities for the 5 clusters (columns (6) and (7)), with the best
fitting plane given by:
log Re = 1.13 log σ + 0.352 〈µ〉e − 9.163 (18)
The values of both a and b are consistent with those of the
original fit (equation 14), and we see a systematic reduction in the
offsets of ∼ 0.3. The intrinsic dispersion in this fit is 0.067, which
is negligibly different from that in Figure 2, and the distances and
peculiar velocities are consistent with those in Table 2. This sug-
gests that while the A2079 sample does, on average, have system-
atically higher mean surface brightness, the inclusion of this sample
in the global fit does not significantly bias the distance estimates for
the other clusters.
Non-homology is often considered as a cause of the tilt of the
FP (Gargiulo et al. 2009) from the virial plane, so it is worth con-
sidering how this might affect our sample and if we might expect to
see any systematic differences between the clusters. In their study
of 56 low-redshift clusters Fraix-Burnet et al. (2010) took a novel
approach to investigating the role of non-homology in the intrinsic
dispersion in the FP, using astrocladistics to identify independent
homologous (defined as similar “due to the same class of progeni-
tor”) subgroups in a sample of 699 ETGs from the SMAC catalog.
The method of astrocladistics was chosen because it identifies ho-
mologous groups in a sample without making any a priori assump-
tions about which properties are most closely linked with homol-
ogy (see reference for details of the method), and the sample was
chosen because great care had been taken to make it homogeneous
and as free as possible of systematic biases. As with our work the
best fitting FP is found using a direct fit in log Re and the cluster
samples are similar in size to our own. The best fitting FP that they
find for their full sample is highly consistent with our own, and the
scatter in the relation is only marginally higher in our sample than
in theirs (0.069 compared with 0.065). Seven homologous groups
are identified within their sample, and they find that all clusters
contain galaxies from all groups, concluding that, when consider-
ing non-homology as a source of bias or scatter, intra-cluster dif-
ferences are far greater than inter-cluster differences. We conclude
that non-homology is unlikely to be a significant source of system-
atic bias in our results, and the scatter in the FP likely gives a good
approximation of the error in distance estimates due to the effects
of non-homology.
Investigations of the intrinsic scatter in the FP have demon-
strated a small but significant environmental dependence of
the coefficients (D’Onofrio et al. 2008; La Barbera et al. 2010;
Hyde & Bernardi 2009). This trend is, of course, strongest
when comparing field galaxies with cluster galaxies, but both
D’Onofrio et al. (2008) and La Barbera et al. (2010) find a smooth
trend with local density within clusters, and La Barbera et al.
(2010) suggest that this could cause a systematic variation in the
offsets of ∼ 0.02 for every decade change in local density. It is
clear from Figure 1 that the clusters are not uniformly sampled, and
any significant variation in mean local density between the cluster
samples may be a source of systematic bias in our results. It is dif-
ficult to assess the contribution of this possible systematic error to
the total error in the distance estimates, but Figure 1 shows that
several of the clusters contain apparent outliers, galaxies that are
right at the limit of our defined cluster radius. Clipping those data
from the sample (7 points in total: 2 each from A2092 and A2089,
and 1 each from A2067, 65 and 61) and fitting the FP once again
causes a significant increase in a (a = 1.24). However, little of sub-
stance changes in the distance determinations, except in the case of
A2079, which is now placed effectively at rest. It is worth noting
that when we fit the FP to this sample and perform an iterative 3 σ
clipping to reject any outliers, an additional two data points are
eliminated from A2079 and one more is eliminated from A2092
(3 σ clipping does not reject any data points in the full sample).
This clipping does not meaningfully change the results for A2079,
though it contributes to a slight increase in the estimated distance
of A2092.
Table 3 shows the results for the clipped sample (columns (8)
and (9)). The dispersion in this sample is reduced to 0.063, which
has the net effect of keeping the statistical error estimates the same
as those for the full sample, and the distances are consistent with
those determined from the full sample. The results do not change
when A2079 is excluded from the analysis. The sensitivity of the
distance measurement of A2079 to changes in the overall sample
further suggests that our results for this cluster must be viewed with
caution, and the corresponding error estimate may well be under-
estimated. While this analysis does not directly address the possi-
ble systematic differences in local environment between the cluster
samples, it does demonstrate a certain robustness to small changes
based on distance from the cluster center, which can be viewed as a
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proxy for local density (La Barbera et al. 2010) (except in the case
of A2079, of course).
7 THE KORMENDY RELATION
There exist several scaling relations between observables for ETGs
(§2) that can be used as secondary distance indicators. These re-
lations are two dimensional projections of the FP and as such are
generally inferior in both accuracy and precision (with the excep-
tion of Dn − σ, which is comparable to the FP in that it effec-
tively combines effective radius and central surface brightness in
the parameter Dn (Djorgovski & Davis 1987)). However these re-
lations can act as useful alternatives to the FP when the availability
of certain types of data is limited. The Kormendy Relation (KR)
(Kormendy 1977) is the projection of the FP relating effective ra-
dius and central surface brightness:
log re = α 〈µ〉e + β (19)
This can be used as a secondary distance indicator in much the
same way as the FP, with the zero point offsets, β, giving a direct
indication of distance, once suitably calibrated. Scatter in the KR
is considerably higher than in the FP, equivalent to ∼ 30 per cent
error in distance to a single galaxy, and the results are potentially
more susceptible to biases introduced by correlated errors, as well
as systematic differences between cluster samples, which might be
offset in the FP by the additional constraint on velocity dispersion
(see §7.2). However, the KR retains the significant advantage over
the FP of requiring only photometric data, which is both more abun-
dantly available and significantly easier to collect than the quality
spectroscopic data needed to measure velocity dispersions.
The data set for the KR analysis is slightly larger than for the
FP since we no longer have a constraint on velocity dispersion,
and in almost all cases there are more galaxies with high quality
photometry than with the high quality spectra necessary to measure
velocity dispersions. The data have been corrected in exactly the
same way as described in §3 and Table 4 gives the sample sizes for
each cluster.
7.1 Fitting the KR
As with the FP, a direct fit requires determination of α such that∑
i
(log rei − α 〈µ〉ei − βi)
2 (20)
summed over all N galaxies in the cluster, is minimized. The best
fitting coefficients are given by
α =
ρ2µR
ρ2µµ
βi = log rei − α 〈µ〉ei (21)
Corrections are applied as in §4 to achieve an unbiased estimate
of the slope. The offsets βi are calculated for each galaxy and then
averaged, as for the FP, to get cluster offsets. Table 4 shows the best
fitting KR coefficients for each cluster. Similarly to the results for
the FP we see significant variation in α from cluster to cluster, with
the best fitting relation for the supercluster given by
log Re = 0.281 〈µ〉e − 5.223 (22)
The coefficients of the KR are generally less sensitive to fitting
method than those of the FP (though this can be seen as a simi-
larity with the FP in that a is generally far more sensitive to fitting
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Figure 3. Best fitting KR for all 166 galaxies in the sample, with rms dis-
persion. Re is measured in physical units of h−1 kpc.
method than b), and this fit is completely consistent with that of
La Barbera et al. (2010).
7.2 Distances and Peculiar Velocities
The cluster offsets β are shown in Table 4. As with the FP, these off-
sets were found by taking the biweight average of the galaxy offsets
for each cluster, where the data had been fitted using the slope from
equation (22). Figure 3 shows the best fitting KR for all 166 galax-
ies in the supercluster sample. All galaxies have been corrected to
the same inertial reference frame, with Re in h−1 kpc. The disper-
sion in this relation is 0.134, equivalent to ∼ 31 per cent error in
distance to a single galaxy. The cluster distances from this relation
are shown in column (5) of Table 4 as KR redshifts, calculated as
described for the FP, with errors given in column (6). Though the
sample sizes are a little larger for the KR than for the FP, the larger
dispersion in the relation results in larger errors overall, with mean
accuracy in the distance determinations of ∼ 6 per cent. Peculiar
velocities, calculated using equation (17), are shown in column (7)
of Table 4. The sign of the velocity indicates direction of motion as
described in §5.
Comparing the results in Tables 2 and 4 it is clear that the
two methods give different results, though in all cases they are con-
sistent within the errors. Excepting A2067, we find generally that
the KR distances are systematically larger than the FP distances,
by ∼ 0.002 − 0.004. In contrast we find that the KR distance to
A2067 is quite a lot smaller than the FP distance, by ∼ 0.005.
Comparing results from the FP and the KR for the pair A2061 and
A2067 is particularly interesting because, not only do those results
display the largest variability of all the clusters, but the clusters
also “switch” positions (i.e. which is foreground and which is back-
ground) depending on which method is used. This might imply that
the two samples are contaminating each other, and that our meth-
ods for separating the structures are flawed. However, we find this
unlikely since the redshift range for both clusters is very narrow,
and the redshifts that we find agree well with those previously pub-
lished, suggesting that we are likely only using core galaxies in our
analysis.
We suggest that sparse sampling is the most likely cause of
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Table 4. Best fitting KR coefficients for each of the clusters, with associated errors (calculated via a bootstrapping procedure), are
shown in columns (3) and (4), with the last row giving the best fitting coefficients and associated errors for the supercluster. Columns
(5) and (6) give the cluster distances determined from the KR (zKR) and associated error (determined from the rms dispersion in the
global fit), respectively, and column (7) gives the resulting peculiar velocities.
Cluster NKR α β zKR error (%) Vpec (km s−1)
A2092 21 0.315± 0.049 −5.250 ± 0.025 0.0712 7 −1354
A2089 25 0.296± 0.044 −5.225 ± 0.032 0.0741 6 −116
A2079 21 0.271± 0.058 −5.218 ± 0.033 0.0656 7 84
A2067 13 0.287± 0.082 −5.186 ± 0.058 0.0678 9 1740
A2065 53 0.248± 0.028 −5.240 ± 0.017 0.0748 4 −856
A2061 33 0.270± 0.048 −5.211 ± 0.033 0.0762 5 728
CSC 166 0.281± 0.01 −5.223 ± 0.011 0.0717 – –
the systematic differences between the FP and the KR. The anal-
ysis of the environmental dependence of the FP coefficients of
La Barbera et al. (2010) shows clearly that, for high mass groups
and clusters, b (and thus also α) is increasingly (with cluster mass)
dependent on local density, while the dependence of a not only
weakens but shows a trend which opposes that of b. This sug-
gests that, in the high cluster mass regime, the FP offsets should
be more robust to variations in mean local density than the KR
offsets. Cluster-to-cluster variations in mean local density might
well be expected in our sample (see discussion in 6), and we would
consequently expect the KR to be more sensitive than the FP to
those variations. This may be particularly apparent with A2061 and
A2067 because, while the clusters are similarly massive and very
close together, A2061 is substantially better sampled than A2067.
8 DISCUSSION
The results from the FP analysis are summarized in Table 2. Sig-
nificant peculiar velocities are indicated for all clusters except
A2065. In the case of A2065 the FP distance is consistent with the
spectroscopic redshift, so the relatively small peculiar velocity of
−229kms−1 that we find for this cluster is consistent with no sig-
nificant peculiar motion relative to the supercluster centroid. By far
the most significant peculiar velocity is indicated for A2061. Given
the proximity of A2067 and A2061 on the sky (Figure 1), as well
as the fact that along with A2065 they are the largest mass concen-
trations in the supercluster (Table 1 shows the cluster masses), it is
perhaps most interesting to look at these two clusters as a possible
bound pair. The spectroscopic redshifts place them at some distance
from each other (in redhsift space), but the results of the FP suggest
that they are substantially closer in real space. Marini et al. (2004)
investigated the possibility that this was a merging pair using X-ray
observations of the two clusters. They found evidence that A2061 is
significantly elongated towards A2067, but concluded that the line-
of-sight distance between them (based on spectroscopic redshifts)
was too great for the elongation to have been caused by gravita-
tional interaction with A2067. Our results suggest that not only is
the physical separation along the line of sight actually far smaller
than the separation in redshift, but the difference in the spectro-
scopic redshifts (cz ≈ 1440 km s−1) is almost identical to the
relative peculiar velocity of the two clusters (∼ 1485 km s−1).
This is consistent with A2067 and A2061 being a very close bound
pair, where the difference in spectroscopic redshift is due to sig-
nificant gravitational interaction, and together they constitute the
largest mass concentration in the CSC. If this is the case, and if the
core of the CSC is a single bound structure, then we might expect
A2065, given its mass and proximity to this pair both in redshift
and on the sky, to be bound to it. The absence of any significant
peculiar velocity for A2065 indicated by our analysis suggests that
it is dynamically isolated from A2067 and A2061, which leads us
to conclude that the core of the CSC is not a single bound structure.
The peculiar velocities for both A2089 and A2092 are large
enough to suggest gravitational interactions, though larger samples
are certainly necessary to confirm this. These are the lowest mass
clusters in the sample, and consequently we would expect that, if
they are part of the bound structure, they would be bound to the
largest nearby mass concentrations. The peculiar velocities we have
determined are certainly consistent with this picture. The position
of A2089, both in redshift and on the sky, suggests that it is likely
bound to A2065 and thus probably has a significant tangential com-
ponent to its peculiar velocity. The position of A2092 suggests that
it is likely bound to the pair A2061 and A2067.
The peculiar velocity determined for A2079 is significant but,
given the results described in §6, we must view it cautiously. It is
likely that the systematic deviation of the A2079 population from
the rest of the sample biases the results such that we refrain from
making any definitive statements about the motion of A2079, ex-
cept to say that the cluster mass, as well as its position on the
sky, does not exclude the possibility that it is bound to A2065 and
A2089. The peculiar velocity that we find certainly supports this
notion and, if it is accurate, it further indicates that this region of
the CSC has reached turnaround and is in collapse. More complete
observations of the cluster are needed in order to properly investi-
gate this possibility.
In general our results support the conclusions of previous au-
thors (Postman et al. 1988; Small et al. 1998; Kopylova & Kopylov
1998) that the CSC is a bound structure. However in contrast to
the results of Kopylova & Kopylov (1998), who identified a single
bound region consisting of A2065, 2067, 2061, 2089 and 2092, we
find evidence for two bound regions in the core of the CSC. It is also
worth noting that our derived peculiar velocities differ significantly
from those of Kopylova & Kopylov (1998), which is not surprising
given the problems inherent in using the KR with sparsely sam-
pled clusters. Investigations by Bahcall et al. (1994) suggested that,
in general, cluster peculiar velocities in dense superclusters could
range from 600 km s−1 to as high as 2000 km s−1. In comparing
our derived peculiar velocities with those of Kopylova & Kopylov
(1998) we find that in general our peculiar velocities are smaller,
placing them well within the ranges given by both Postman et al.
(1988) (≤ 2200 km s−1) and Bahcall et al. (1994).
That we observe peculiar velocities at all is interesting in light
of the recent work by Pearson & Batuski (2013), who performed
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N-body simulations of the CSC using the four clusters in the dens-
est part of the core (excluding A2079 and A2092). The clusters
were modeled as point particles, with masses based on velocity
dispersions gleaned from the literature, and Monte Carlo simula-
tions were run using initial conditions based on currently available
data and error estimates. Their results indicate that there is insuffi-
cient mass in the clusters to bind any part of the CSC, and even the
close pair A2061 and A2067 is predicted as unlikely to be bound
by their simulations. This suggests that a dominant mass compo-
nent outside the clusters is required to cause the peculiar velocities
that we see, and it is not clear that inter-cluster galaxies could con-
tribute sufficient mass to explain the discrepancy.1 Further investi-
gation is required to understand and resolve this inconsistency, but
one possible explanation is a significant inter-cluster dark matter
component. The presence of a dominant inter-cluster dark matter
component has been suggested in the SSC (Quintana et al. 1995),
while more generally it has been suggested that dark matter fila-
ments may exist between close rich clusters (Gray et al. 2002), and
this would certainly explain our observations, suggesting that grav-
itationally bound superclusters may be an excellent environment in
which to search for inter-cluster dark matter.
9 CONCLUSIONS
We have performed a dynamical analysis of the Corona Borealis
Supercluster, assessing the peculiar motions of six clusters in the
densest region of the supercluster. Using data from the SDSS and
the Fundamental Plane relation, we have made accurate estimates
of the relative distances to these clusters, independent of redshift,
and have used them to derive peculiar velocities for these clusters.
We find that four of the six clusters have significant line-of-sight
peculiar velocities, providing observational evidence that the CSC
contains two bound regions which have reached turnaround and
are in collapse. This is only the second bound supercluster to have
been identified in the universe, along with the SSC at z ≈ 0.05. In
comparing with recent simulation work we find that the observed
peculiar velocities cannot be explained by the masses of the clus-
ters alone, suggesting significant contribution to the mass of the
supercluster from the inter-cluster region. We suggest that this may
be due in part to an inter-cluster dark matter component, though
extensive further investigation is required to confirm such a possi-
bility. An alternative analysis using the Kormendy Relation is also
presented, with the intention of providing a baseline for comparison
with future work. In all cases the results from both the FP and the
KR are consistent within the errors. However, a systematic shift be-
tween the distances derived by the two methods of 0.002 − 0.004
is apparent, with the KR distances being consistently higher than
the FP distances in all but one case. We conclude that the differ-
ences between the two methods result from sparse sampling of the
clusters, to which the KR is likely more sensitive than the FP. This
suggests that completeness in cluster area coverage, whilst impor-
tant for both methods, is essential if the KR is to be used to obtain
accurate redshift independent distances.
1 Proust et al. (2006) found that inter-cluster galaxies in the SSC might
contribute up to twice as much mass to the supercluster as the cluster galax-
ies. This may explain part of the discrepancy, but is unlikely to explain the
peculiar velocities that we observe (D. W. Pearson, private communication).
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