Sparse kernel methods like support vector machines (SVM) have been applied with great success to classification and (standard) regression settings. Existing support vector classification and regression techniques however are not suitable for partly censored survival data, which are typically analysed using Cox's proportional hazards model. As the partial likelihood of the proportional hazards model only depends on the covariates through inner products, it can be "kernelised". The kernelised proportional hazards model however yields a solution that is dense, i.e. the solution depends on all observations. One of the key features of a support vector machine is that it yields a sparse solution, depending only on a small fraction of the training data. We propose two methods. One is based on a geometric idea, where -akin to support vector classification -the margin between the failed observation and the observations currently at risk is maximised. The other approach is based on obtaining a sparse model by adding observations one after another akin to the Import Vector Machine (IVM). Data examples studied suggest that both methods can outperform competing approaches.
INTRODUCTION
A significant proportion of medical data is time-to-event data, a situation different from, and more complex than other data situations. Ideally, time-to-event data records the time from the beginning of the observation (e.g. the enrolment in a clinical study) until a certain event (e.g. death, occurrence of metastases, complete remission) occurs. Often it is not possible to follow each individual until the event occurs. For some individuals it might occur after the end of the study, for others it might not occur at all, others again might be lost to follow up. Those are called censored observations. In those cases, it is usually known when the last information was available, and that until then the individual had had no event. Whether an event is recorded for a certain individual is thus heavily influenced by the follow up duration and by competing risks and events, which typically all differ for the individuals.
If we want to analyse the link between a large number of covariates 1 , like in the analysis of gene expression microarray data, and the time until a certain event occurs, we encounter several problems. The standard regression methods for survival analysis, such as proportional hazards regression (Cox, 1972) , all require more individuals than covariates (genes, etc.) in the model. Most gene expression microarray studies however include far less individuals than covariates (genes).
As there is a large number of powerful methods which are able to deal with classification problems in this setting (like e.g. support vector classification machines), a common approach is to consider survival up to a certain time as a dichotomous variable. This device clearly simplifies the task. However, it leads to a significant loss of information. First, in order to use as many events as possible a rather late cutoff seems advisable, but all individuals lost to follow up before the cutoff will be discarded, which in turn suggests choosing a rather early cutoff. Second, all events occurring before the cutoff are treated the same, irrespective of whether the event occurred right at the begin of the study or just before the cutoff, which again suggests using a rather early cutoff. Thus dichotomisation is only viable, if (almost) all individuals can be followed up to a cutoff point at which all events should have occurred and if the order of the events occurring before the cutoff is considered uninformative. These conditions however are rather unrealistic. Take the example of a cardiac mortality study in a low or intermediate risk population, where individuals are not under permanent medical surveillance and therefore many patients are lost to follow up, and many competing risks and events can occur over a large period of time.
Therefore, methods are needed that can deal with a large number of covariates and that can take into account the specific nature of time-to-event data. Several methods have been proposed for this topic (see e.g. van't Veer et al., 2002; Wang et al., 2005) , most of which are based on ad-hoc heuristic approaches. In the following, we propose two new methods which, like kernel Cox regression (Li and Luan, 2003) and partial Cox regression (Li and Gui, 2004) , are closely related to Cox's proportional hazards model.
DATA
The survival information for individual i is contained in two variables, the observed survival time ti, and an indicator variable for censoring ci,
where are a large number of potentially highly correlated variables occurs. For this reason we use the more generic term "covariate" instead of "gene".
1
Thus, the time variable ti contains the time to event if an event has occurred, or the time up to the point of the last information that the event has not occurred for censored observations. The vector of covariates for individual i is denoted by xi = (xi1, . . . , xip), i = 1, . . . , n.
We use two data sets to evaluate the predictive performance of our methods. One is the DLBCL data set of Rosenwald et al. (2002) containing gene expression data of 240 patients with untreated diffuse large-B-cell lymphoma. Patients were followed for a median of 2.8 years. 57% of the patients died during follow-up. The expression of 7,399 genes was measured using a cDNA microarray.
The other data set is the one of Bhattacharjee et al. (2004) containing gene expression data of 125 patients with lung cancer. Patients were followed for a median of 35.4 months. 57% of the patients died during follow-up. The expression of 12,600 genes was measured using an mRNA microarray. We only use the 3,312 most volatile genes. We do not make use of the clustering results of Bhattacharjee et al. (2004) .
In addition we consider simulated data of 1600 genes for 200 patients. The gene expressions are drawn from a multivariate normal distribution. Except for the subgroup structure described below, the mean expression profile is set to 0. The covariance matrix is set to the sum of a block-diagonal matrix and a small perturbation drawn from 0.01 × Wishart(1600)/ √ 1600. The block diagonal matrix consists of blocks of size 100 each with an equi-correlation ranging from ±16/32 to ±31/32.
In order to represent a structure of biologically different subgroups, we simulate five binary grouping variables. 50% of the samples are randomly assigned to group A, and independently 50% of the samples are assigned to group B. Groups C, D and E are constructed similarly, each consisting of 33% of the samples. The mean expression of genes 1-10 is 2 for patients in group A. The mean expressions of genes 11-30 is -3 for patients in group B. The mean expression of genes 31-50, 51-75, and 76-100 is determined by groups C (set to 4), D (set to 5), and E (set to -4) respectively. A similar setup was used by Bair and Tibshirani (2004) . The survival times depend on the genes through a score of the form α(x) + x ′ 101:1600 β, where x ′ β only takes every 10th gene into account. Nonzero βj are drawn from an N (0, 1) distribution. α(x) reflects the effect of the different subgroups and is set to 3 for patients belonging to both group A and group B, and 0 otherwise.
The survival times are drawn from exponential distribution with the hazard λ set to the aforementioned score. The observation times are drawn from a uniform distribution on [0, 2].
COX'S PROPORTIONAL HAZARDS MODEL
This section quickly reviews the proportional hazards model, mostly in order to fix notation and to allow a more formal comparison with the methods proposed in the sequel.
In order to simplify the presentation, we will assume that all event times are different, i.e. there are no ties. Further we will assume without loss of generality that the observations are ordered according to the event/censoring times. Denote with Dt the set of individuals failing at time t, with R − t the set of individuals at risk right before time t, and with R + t the set of individuals at risk right after time t. Our simplifying assumptions correspond to Dt = {it}, R − t = {it, . . . , n}, and R + t = {it + 1, . . . , n}, where it is the individual failing at time t. Denote with D = S t Dt the set of all individuals who perished.
Let fi be the density of the life time of the i-th individual, Fi its CDF, and hi(t) = fi(t)/(1 − Fi(t)) the corresponding hazard rate. The assumption of the proportional hazards model is
i.e. the hazard rates are proportional to each other. The core benefit of this assumption is that it allows to decompose the likelihood into two parts. One part that is mostly influenced by the baseline hazard rate h0(·); the other part is independent of h0(·), called the partial likelihood (Cox, 1975) . Cox proposed to estimate β by maximising the partial likelihood, whose logarithm is
The models proposed in the sequel are all based on the sequential classification view of the proportional hazards model. The proportional hazards model can be seen as training a sequence of classifiers predicting which of the individuals at risk will fail. It corresponds to a logistic model for the probability
using the same regression coefficient β for all individuals and for all event times. The partial loglikelihood (2) is the sum of the logarithms of these conditional probabilities.
When using a large number of covariates it is often necessary to consider a penalised likelihood
In some circumstances, it is overly restrictive to assume that the relationship between the logarithm of the hazards ratio and the covariates is linear. In this case it seems more realistic to assume
instead of (1). φ(·) is then assumed to be from a reproducing kernel Hilbert space H (Kimeldorf and Wahba, 1971) defined by a kernel function K(·, ·). 2 Equation (3) then becomes
This model was proposed by Li and Luan (2003) . The representer theorem (Kimeldorf and Wahba, 1971) guarantees that the Sparse kernel methods for survival data maximiser of (5) has a finite-dimensional representation:
The optimal α = (α1, . . . , αn) ′ can be found by plugging (6) into (5) yielding
α, Kα (7) with Ki = (K(xi, xj)) j and K = (K(xi, xj)) ij . The resulting optimisation problem of maximising (7) over α is convex in α, and the solution can be found by any standard unconstrained optimisation method 3 . This dual formulation of the problem is even useful when using a linear kernel K(x1, x2) = x1, x2 . For gene expression data the number of genes is typically much larger than the number of observations, so solving (7) involves optimising over less parameters than solving (4).
In contrast to support vector machines, this approach does neither perform margin maximisation, nor does it yield a sparse solution only depending on a subset of the input data. The latter is an important property as it makes computing future predictions cheaper and helps obtaining good generalisation performance when using non-linear kernels.
This suggests approximating (7) by a model that only depends on a subset of the training data, containing only the most "important" cases. Such a model can be obtained by generalising the Import Vector Machine (IVM, Zhu and Hastie, 2005) to the proportional hazards model. The basic idea of the Survival Import Vector Machine is to keep the penalised partial loglikelihood (7) as a criterion, but to restrict most of the αi to zero. The αi which will be allowed to be nonzero are selected in a process very similar to forward selection, except that we wish to select important observations and not variables, and that we use the penalised partial loglikelihood as a criterion. The observations with nonzero αi will be called import vectors.
The model fitting starts with the "empty" model, i.e. α = (α1, . . . , αn) = 0. We use a greedy "one step look-ahead" strategy for adding non-zero αi. At every step, the αi is added to the model which allows the largest increase of the penalised partial loglikelihood. As optimising the penalised partial loglikelihood over every candidate αi is prohibitive, we use a second order Taylor approximation of the penalised partial loglikelihood.
As the number of import vectors typically grows slower than the number of observations, computing the optimal dual parameter for an IVM can be a lot faster than computing the optimal dual parameter for the kernelised proportional hazards model (7). Thus IVMs are well suited for large datasets. On the other hand, the Survival IVM does not have an interpretation in terms of margin maximisation. The following section proposes a generalisation of the support vector machine to survival data, which performs margin maximisation. 
SURVIVAL SUPPORT VECTOR MACHINES
Support vector classification machines are a classification algorithm aiming at maximising the margin 4 between two classes (see e.g. Burges, 1998 for an introduction). Support vector machines have been applied with great success to various classification problems, including classification based on gene expression data. Both theoretical and empirical investigation suggests that margin maximisation is one of the reasons for the outstanding generalisation performance of support vector classification machines.
Starting from the conditional classification view of the proportional hazards model, it is easy to come up with a margin maximisation algorithm for survival data.
At every event time t, we construct a hyperplane {x ′ β = −γt} separating the individual(s) deceased at time t from the individuals leaving the collective after time t. In contrast to the proportional hazards model we do not use a logistic model to find the hyperplane, but rather maximise the margin as in support vector classification machines. Note that for different event times t the hyperplanes are just translated; their orientation (determined by β, which does not depend on t) stays the same. This is in analogy to the proportional hazards model where the same β is used for all events as well. Using the same orientation for all events is justified by the proportional hazards assumptions. In other words, the survival support vector machine makes an (implicit) assumption of proportional hazards, too.
5 Figure 1 illustrates this idea. The first hyperplane separates D1 := {i1} from R + 1 := {i2, i3, i4, i5, i6}, i.e. it separates the first individual, which dies first, from the other individuals which are still at risk right after t = 1. The second hyperplane separates D2 := {i2} from R + 2 := {i3, i4, i5, i6}. The third hyperplane separates D5 := {i5} from R + 5 := {i6}. The hyperplanes shown are the hyperplanes with common orientation which maximise the margin.
The parameters β and γt defining the hyperplanes are only identifiable up to a multiplicative constant, so we can impose β 2 = 1.
4 The margin of a separating hyperplane is the sum of the smallest distance between the hyperplane and the observation to its left and the one between the hyperplane and the observations to its right. Figure 1 illustrates this idea. 5 Note that using different orientations β t for the separating hyperplanes would yield very poor generalisation performance unless a tight regularisation of the β t is used.
Our further developments however simplify if we restrict the margin to 1 and minimise the squared norm β 2 instead. The two approaches are equivalent as they only differ in a change of scale. Mathematically, a margin of 1 corresponds to xi, β − xj, β ≥ 1 for all pairs of perishing individuals i (i.e. i ∈ D) and "survivors" j (i.e. j ∈ R + t i ). Note that there is no guarantee that a hyperplane with the aforementioned separation properties exists. Thus it seems desirable to relax the condition that the hyperplanes achieves perfect separation. As in soft-margin support vector machines, we allow some observations to lie on the "wrong" side of the margin, however this incurs a penalty that is proportional to the distance ξij between the observation and the corresponding margin separating the deceased individual i from a survivor j. This leads to the minimisation problem
with respect to
: I. The first part in (8) corresponds to maximising the margin, whereas the double sum corresponds to penalising observations that lie on the "wrong" side of the margin. The second sum relates the objective function (8) to the concordance index of Harrell et al. (1996, sec. 5.5) , which is based on the number of discordant pairs P i∈D P j∈R + t i 1 { x i ,β > x j ,β } . The second sum in (8) can thus be seen as a piecewise linear and convex approximation to this sum of indicators.
As in equation (3) the parameter λ > 0 governs the trade-off between fitting the data and a smooth solution. The corresponding Lagrangian with multipliers αij, µij ≥ 0 is
The corresponding dual problem is to maximise
over 0 ≤ αij ≤ 1/λ, where
The optimalβ can be obtained from the dual parameters:
In analogy to section 3 we might want to consider a nonlinear relationship φ(x) instead of the linear x, β . This corresponds to allowing for nonlinear separation between perished individuals and the survivors. In this case, we will assume that φ(·) is from a Reproducing Kernel Hilbert Space H with kernel K. Then φ(xi), φ(xj) = K(xi, xj), and the optimalφ(·) has a finite dimensional representation
can be written as in equation (6). (10) is a positive-definite quadratic program and is thus straightforward to solve. The simplest approach is using sequential minimal optimisation (SMO, Platt, 1999) . As there are no joint constraints on the αij, SMO corresponds in our case to coordinate ascent and yields updates:
Even though the model has a large number of parameters, the optimisation is rather quick as one can take advantage of the fact that most of the αij will be zero. Due to this sparsity the solution will, as in support vector classification or regression machines, only depend on a subset of the training points, called the support vectors.
It is worth comparing the loss function used by the Survival SVM to the one used by the proportional hazards model. Consider the simple example of three individuals. The first individual perishes before the two other individuals are censored. The unregularised loss function of the proportional hazards model is log(1 + exp(δ2) + exp(δ3)) with δ2 := φ(x2) − φ(x1) and δ3 := φ(x3) − φ(x1). The unregularised loss function of the Survival SVM is (1 − δ2)+ + (1 − δ3)+ For δ2 → −∞ (or δ3 → −∞) both loss functions tend to 0. For δ2 → +∞ (or δ3 → +∞) both loss functions tend to +∞. For δ2 → +∞ (or δ3 → +∞) and δ3 kept fixed (or δ2 kept fixed respectively) the derivative of both loss functions with respect to δ2 (or δ3 respectively) tends to 1. The limits of the derivatives of the loss functions however differ if both δ2 and δ3 tend to +∞. Figure  2 shows both lost functions. This suggests that the regularised proportional hazards model and the Survival SVM behave somewhat similar, which is confirmed by the examples studied in section 5.
EMPIRICAL RESULTS
This section compares the predictive performance of Survival SVMs and Survival IVMs to the performance of competing methods using the two data sets from section 2. Three kernels are considered: the linear kernel and the Gaussian kernel Kγ(x1, x2) = exp(−γ x1 − (3) and (8) with λ/2 · β 2 omitted).
x2 2 ), once using all genes and once only using the 25% of the genes with the largest Cox score. The competitors considered are: kernel Cox regression (denoted KCR, Li and Luan, 2003) , as described in section 3; partial Cox regression (Li and Gui, 2004) , a generalisation of the partial least squares (PLS) algorithm to the proportional hazards model; Cox regression using the principal components as covariates; the supervised principal components algorithm of Bair and Tibshirani (2004) , which includes only the features with the highest Cox scores; and the LASSO (Tibshirani, 1997) . We further consider the following two methods. The method proposed by van't Veer et al. (2002) forms a gene signature by computing the mean expression of the genes most correlated with the outcome over all patients who survived until a certain cutoff. The correlation between the expression profile of a new patient and the signature is then used as a risk score. The second method (Wang et al., 2005) consists of adding the genes one by one to a proportional hazards model based on their bootstrapped univariate p-values. The number of genes is selected by maximising the area under the ROC curve.
Both real data sets were split into a random training set consisting of 75% of the observations, and a validation set consisting of the remaining 25% of the observations. For the simulated data we created a training set, a testing set (for tuning the hyperparameters), and a validation set of 200 observation each. We carried out 100 replications of each experiment. Hyperparameters 6 were chosen using 5-fold cross-validation in the training set for the two real data sets and by using an additional testing set for the simulated data. The following five criteria were used for assessing the performance of the different methods:
• Twice the difference in the loglikelihood between a Cox model using the predicted score as only covariate and one using no covariates at all (denoted by 2∆l).
• The concordance index (denoted by C index) of Harrell et al. (1996, sec. 5.5) . It is the proportion of comparable patient pairs for which the predicted score and the outcome is concordant.
• The area under the ROC curve (see e.g. Hand, 1997, ch. 7) , when survival is dichotomised at the median survival time (denoted by AUC ).
• The area under ROC curve integrated over time (denoted by iAUC ), which corresponds to the area under the ROC surface (as a function of the predicted score and time).
• The last criterion is based on estimating the survivor function using a Kaplan-Meier estimate (Kaplan and Meier, 1958) , once for the good prognosis group, and once for the bad prognosis group. The criterion (denoted by ∆S) is defined as the integral of the difference between the two estimates of the survivor functions, i.e. ∆S = R tn
The two prognosis groups are defined by comparing the predicted score to its average. Thus this criterion is based on a dichotomisation of the predicted score. Tables 1 to 3 show the results obtained on unseen validation data. The best method with respect to each performance criterion is underlined. For all five performance criteria considered, the best method is, with one exception, always either an SVM or an IVM. However, the performance of the SVM, the IVM, and kernel Cox regression is very similar, as the theory suggests.
When using other correlation structures or a lognormal survival time in the simulations we obtained results similar to the ones reported in table 3. The latter suggests that the models based on the proportional hazards model are robust with respect to mild violations of the proportional hazards assumption.
Note that prediction of the survival time on the unseen validation data is a hard problem: even the best methods considered here are far from obtaining perfect predictions.
DISCUSSION
This paper presented two novel methods for analysing highdimensional survival data. The Survival Import Vector Machine, is based on enforcing that the dual parameter of a the kernel Cox model is sparse. This is achieved by adding the observations one after another to the model. The other method proposed, the Survival Support Vector Machine, is based on generalising the idea of margin maximisation to censored survival data. Maximising the margin leads to a solution that is sparse in the observation space. Two examples and simulations studied showed very promising results: the methods outperformed the other algorithms considered.
Both methods proposed in this paper are sparse in the observation space, however they are not sparse in the variable space, i.e. they depend on all covariates (genes). Whilst sparseness in the observation space can help achieving a good generalisation performance and allows for very efficient computation, sparseness in the variable space is often desired from a practioner's point of view; it guranatees that a score can be interpreted more easily, further it allows for reducing the cost of further predictions, as less variables have to be measured for future predictions. In our simulations we have used the Cox score for selecting which genes were used with the Gaussian kernel. A direction for further research is to investigate how the methods can be modified so that they yield a solution that is both sparse in the observation space and in the variable space. Such an approach will be very computer-intensive. However, when using models that are sparse in the observation space like the SVM or the IVM, such computations become cheaper to carry out as the model depends only on a few observations. 
