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Abstract
In a previous paper, the author extended the Whitney rank generating function (or Tutte
polynomial) from binary matroids to arbitrary functions f : 2S → R, where the binary matroid
special case is obtained by letting f be the indicator function of the row space of a matrix over GF(2).
This paper continues that work in two directions. Firstly, a natural generalisation of the partition
function of the statistical mechanical Potts model of a graph is shown to be a partial evaluation of
this generalised Whitney function. Secondly, a continuum of minor operations for functions on 2S is
introduced, in which deletion and contraction are distinct points, and the theory of these operations
is developed. A related construction of rank-like functions is given, its properties are investigated,
and a corresponding continuum of Whitney-type functions is introduced. These functions are shown
to contain weight enumerators of general codes over a subset of their domains. We also discuss what
these new operations mean at the level of binary matroids and graphs.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The Whitney rank generating function and Tutte polynomial of a graph or matroid (see,
e.g., [3,17,18]) are well known to contain a lot of interesting information about the object in
question (see the above references, or [7]). Partial evaluations of these polynomials include
the weight enumerator of a linear code, the partition functions of the Ising and Potts models
of statistical mechanics, the percolation probability of a graph, the chromatic and flow
polynomials of a graph, and the Jones polynomial of an alternating link. The polynomials
have many interesting properties, and a first attempt at outlining the main areas of research
on them would include: giving combinatorial interpretations to particular (possibly partial)
evaluations, such as those listed above; recursive schemes for calculating them, such as
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exact or approximate evaluation; evaluation for special classes of graphs, especially grids;
location of certain roots, especially for planar graphs; studies of coefficients, including
various unimodality conjectures; the extent to which the polynomial itself determines the
object it is derived from; connections with polynomials for other kinds of object, such as
knots; and generalisations, some of which are the subject of this paper.
The Tutte polynomial was extended from graphs to matroids by Crapo [4] and to 2-poly-
matroids by Oxley and Whittle [13,14]. Oxley and Welsh [12] extended the percolation
probability of a graph (which they had already shown to be a partial evaluation of the Tutte
polynomial) to arbitrary clutters, and Kung extended the chromatic polynomial to arbitrary
relations [8,9], working at essentially the same level of generality. The author introduced
the Whitney or Tutte polynomial (or function, since the exponents of its indeterminates are
not necessarily integers) at this level of generality in [5], and showed that it contains the
weight enumerator of a general code, Oxley and Welsh’s clutter percolation probability,
and Kung’s generalised chromatic polynomial.
The present paper continues the study of these very general Whitney functions. We first
extend the partition function of the Potts model of a graph (see, e.g., [18]) to arbitrary
Boolean functions, and show that this function too is a partial evaluation of the generalised
Whitney function introduced in [5], adding to the list of partial evaluations begun in that
paper.
We then look at the operations of deletion and contraction, at this general level,
and introduce a continuum of related operations of which deletion and contraction are
special cases. These new operations come in dual pairs, just as deletion and contraction
are dual operations. Since Whitney or Tutte polynomials can be defined using recursive
deletion-contraction expressions, it is natural to ask what happens when you try to define
a generalised Whitney-style polynomial using a dual pair of these new operations. The
remainder of this paper is taken up with an investigation of the resulting λ-Whitney
functions, where λ is a parameter (usually in the unit interval) that measures how close
the new operation used is to deletion: λ = 1 gives normal deletion, λ = 0 gives its
dual, contraction, and intermediate values give intermediate operations. A transform
is introduced, extending the quasi-rank transform of [5], that gives, for any function
f : 2S →R, an appropriate rank-like function, and this is used to define a λ-Whitney
function that satisfies a rule of deletion-contraction type. It is shown that this function also
contains, as a partial evaluation, the weight enumerator of a general code, along a subset
of its domain. It is not yet clear what other interesting partial evaluations may be found.
This paper assumes some basic knowledge of matroids (see, e.g., [17]). Familiarity with
the Whitney and Tutte polynomials is desirable but not absolutely essential since, for our
level of generality, all definitions are given. In Section 2.1 we review previous work on
generalised Whitney functions, summarising the main definitions and results of [5] and
describing the connections with work of Kung [8,9].
The remainder of the paper is organised as follows. In Section 3 we show that an
extended Potts model partition function is a partial evaluation of our generalised Whitney
function. In Section 4 we introduce a range of minor-type operations, with deletion and
contraction being specific points in the range. The transform that yields functions that play
the role of rank functions, when dealing with these new minor operations, is also introduced
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weight enumerators is described in Section 6. Finally, in Section 7 we look at what these
general minor operations mean down at the level of binary matroids and graphs.
Throughout the paper, S = {1, . . . , n} is a finite set of n elements, and 2S is the set of
all its subsets. If Z ⊆ S then Z denotes S \ Z and z = (zi)ni=1 is its incidence vector, with
zi = 1 if i ∈ Z and zi = 0 otherwise. If z is a vector, then z′ is its transpose. f and ρ
always denote functions mapping 2S into R, and suppf = {X ⊆ S | f (X) 
= 0}. Such an f
is Boolean if its range is a subset of {0,1}. k(G) is the number of components of G.
2. Generalised Whitney functions
2.1. Previous work
In a pioneering paper published in 1980, Kung extended the chromatic polynomial, and
the matroid-theoretic critical problem, to the very general level of arbitrary relations linking
pairs of finite sets [8,9] or, equivalently (as we shall see), to rational-valued functions
defined on all subsets of a finite set. Implicit in this work is a way of assigning, to any
such function, something that can play the role of a rank function, though it will not
usually satisfy the rank axioms of matroid theory. This theme was taken up by the author
in [5], where rank-like functions were explicitly constructed, though using a superficially
different formulation, and used to define Whitney rank generating functions at this level
of generality. In this section we review these constructions and other relevant material
from [5], leading up to the definition of the generalised Whitney rank generating function.
Connections with the work of Kung are discussed in the next section.
The following definitions are from [5], except for (c), which is matroid-theoretic duality
(although here it is not restricted to matroid rank functions), and (d), which is the classical
Hadamard transform. The key idea in (a), and in much of this work, is to extend graph
concepts to (Boolean) function concepts by going from indicator functions of cutset spaces
to general Boolean functions.
Definition 1. Let f,ρ : 2S →R.
(a) The quasi-rank transform QS(f ) of f is defined by
(
QS(f )
)
(V )= log2
( ∑
W⊆S f (W)∑
W⊆S\V f (W)
)
.
We may drop parentheses and subscripts from (QS(f )) where no ambiguity results,
often writing just Qf . Note that Qf may not necessarily be defined at all subsets of S;
see [5] for details.
(b) The inverse quasi-rank transform Q†S(ρ) : 2S →R of ρ is defined by(
Q
†
S(ρ)
)
(V )= (−1)|V |
∑
(−1)|W |2ρ(S)−ρ(S\W).W⊆V
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(c) The dual ρ∗ : 2S →R of ρ is defined by
ρ∗(X)= |X| + ρ(S \X)− ρ(S)+ ρ(∅).
(d) The Hadamard transform fˆ : 2S →R of f (see, e.g., [11, pp. 53–54]) is defined by
fˆ (U)= 2−n
∑
V⊆S
(−1)|U∩V |f (V ).
We now summarise some of the properties of the transforms Q and Q†, from [5].
Theorem 1. (a) (Q†Qf )(V )= f (V )/f (∅), for all V ⊆ S.
(b) (QQ†ρ)(V )= ρ(V )− ρ(∅), for all V ⊆ S.
(c) Q†QQ† =Q†.
(d) QQ†Q=Q.
(e) Qfˆ = (Qf )∗.
(f) Q̂†ρ = 2ρ(S)−n−ρ(∅) ·Q†ρ∗ .
Definition 2. If T ⊆ S then:
(i) f ✌ T : 2S\T →R, which we call the deletion of T from f , is defined by
(f ✌ T )(V )=
∑
X⊆T f (V ∪X)∑
X⊆T f (X)
.
(ii) f  T : 2S\T →R, which we call the contraction of T from f , is defined by
(f  T )(V )= f (V )
f (∅) .
(iii) Any function obtained from f by a succession of deletions and contractions is called
a minor of f .
Note that, in [5], deletion and contraction are defined by a different route, but the above
definition is proved as a consequence, and is equivalent.
Theorem 2. (a) f̂ ✌ T = 2Qf(S\T )−|S\T | · (fˆ  T ).
(b) f̂  T = 2Qf(S)−Qf(T )−|S\T | · (fˆ ✌ T ).
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R(f ;x, y)=
∑
X⊆S
xQf(S)−Qf(X)y(Qf)∗(S)−(Qf )∗(S\X);
R1(f ;x, y)= y−Qf(S)
∑
X⊆S
(xy)Qf(S)−Qf(X)y |X|.
Note that R1(f ;x, y) = R(f ;x, y) if Qf is integer valued or x ∈ R+ or y ∈ R+.
Otherwise, the two expressions may differ due to the effects of complex arithmetic.
We briefly give some examples.
If |S| = 2 and f takes the value 0 on S and 1 elsewhere, then f is a simplest Boolean
function that is not the indicator function of a linear space, and is used in [5, Example 2.2].
In that case, Qf is nonintegral except on ∅, and is not submodular.
The next example is illuminating for different reasons: it is a case where f (∅) = 1
and f is not the indicator function of a linear space, yet Qf is integer-valued. Suppose
S = {1,2,3} and f is defined by
f (∅)= f ({1,2})= f ({1,3})= f ({1,2,3})= 1, and
f (X)= 0 for all other X.
Then
Qf (∅)= 0,
Qf
({2})=Qf ({3})= 1;
Qf (X)= 2, otherwise.
2.2. Relationship to work of Kung
In [8], Kung extends the chromatic polynomial and the matroid-theoretic critical
problem (see [10]) to arbitrary finite relations. In this section, we briefly review this
construction, mainly using Kung’s notation, and explain how it is related to our work.
Let S and T be finite sets, and let R ⊆ S × T be a relation. (Note that, in this section,
R has a different meaning from elsewhere in the paper.) We set R(s) = {u ∈ T | sRu}
and R−1(t) = {x ∈ S | xRt}, where s ∈ S, t ∈ T (not Kung’s notation). The set S can
be thought of, as usual, as the ground set. We can define a function f : 2S → R by
f (X) = |{u ∈ T | X = R−1(u)}|. So the elements of T can be thought of as labelling
members of the domain of a function f on 2S , and the function f gives how many times
a given subset of S gets a label from T under R. If f is Boolean, then the set T is in one-
to-one correspondence with suppf , with t ∈ T corresponding to R−1(t) ∈ suppf , and
|T | =∑X⊆S f (X).
Let u = (u1, . . . , ur ) be an r-tuple of members of T . This corresponds to an r-tuple of
members of suppf , namely (R−1(u1), . . . ,R−1(ur )). The r-tuple u is said to distinguish
S if
⋃
i R
−1(ui) = S. The Rédei function ζR(r) of the relation R gives, for each r , the
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and is written P(f,2r ) in our notation (see [5, Section 8]), where f is the Boolean function
corresponding to R. Kung shows that
ζR(n)=
∑
X⊆S
(−1)|X||X⊥|r ,
where X⊥ is the set of members of T that are not related to any x ∈X. (If f is Boolean
then, in our terms, X⊥ is just the number of members of suppf that do not meet X.) Hence
|X⊥| = ∣∣{u ∈ T ∣∣R−1(u)∩X = ∅}∣∣
or, in terms of f ,
|X⊥| =
∑
U⊆S\X
f (U). (1)
Although Kung does not refer explicitly to defining rank-like functions for these finite
relations R, it follows from (1) and Definition 1(a) that
|X⊥| = 2Qf(S)−Qf(X).
In this sense, our rank transform (Definition 1(a)) can be said to be implicit in [8], as
we remarked in [5]. Our contributions in [5] included making the construction of rank-
like functions explicit, relating duality for these functions to the Hadamard transform, and
developing a theory of Whitney rank generating functions and Tutte polynomials at the
level of Boolean and more general functions.
Kung also defines deletion and contraction for relations R. His definition is equivalent
to Definition 2 for rational-valued f . He uses the following notation for restrictions of
a relation R. If A ⊆ S and B ⊆ T then A | B denotes the relation R ∩ (A × B) (still
considered as a relation on S × T ), so that S | T =R. If a ∈ S, then the results of deleting
and contracting a are defined to be (S \ {a}) | T and (S \ {a}) | (T \ R(a)), respectively.
For deletion, each subset V ⊆ S \ {a} is related (via (S \ {a}) | T ) to precisely those t ∈ T
that V and V ∪ {a} were related to via R. (We overload our terminology slightly here:
we say that W ⊆ S is related via R to t if W = R−1(t).) The number of such t is clearly
f (V ) + f (V ∪ {a}), the numerator of f ✌ a in Definition 2(i) (where f is the function
corresponding to R, as above). The denominator in that definition, f (∅)+ f ({a}), is just
the number of elements of S that are not related by S \ {a} | T to anything in T . So Kung’s
deletion always enables one to determine the numerator and denominator in Definition 2(i),
and hence to determine the values of the corresponding f ✌ a. Turning now to contraction:
each subset V ⊆ S \ {a} is related, via (S \ {a}) | (T \ R(a)), to precisely those t ∈ T
that it is related to under R, so Kung’s contraction allows recovery of the numerator and
denominator of Definition 2(ii) and determination of f  a.
Kung shows that ζR(n) satisfies a deletion-contraction rule like that of the chromatic
polynomial, and studies invariants that satisfy a rule of that form. Results include a
characterisation of ζR(n) among such invariants.
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We persist with our notation in this paper, as we find it more convenient, especially in
situations where f is not Boolean.
3. Potts models
In this section we show how the partition function of the classical Potts model of
statistical mechanics can be extended from graphs to arbitrary Boolean functions f , and
that this extension is a partial evaluation of R(f ;x, y).
Let G be a graph. In the Potts model [15,18]:
• there are q  2 different states, which we number 1, . . . , q ;
• a configuration is a map σ :V (G)→{1, . . . , q} assigning states to vertices;
• the energy of interaction under configuration σ between two adjacent vertices is 0
if they are in the same state under σ and K if they are in different states (with no
interaction at all between nonadjacent vertices), where K > 0;
• the Hamiltonian H(σ) of the configuration σ gives the total interaction energy:
H(σ)=K∣∣E−(σ )∣∣,
where E−(σ ) denotes the set of edges of G whose endpoints receive different states
under σ ;
• the partition function Z(G) of G is defined by
Z(G)=
∑
σ
e−H(σ),
where the sum is over all σ :V (G)→{1, . . . , q}.
Ashkin and Teller [1] introduced a similar model, a generalisation of the case q = 4 (see,
e.g., [2]).
The Potts model partition function is well known (see [2,18]) to be a partial evaluation
of the Whitney rank generating function:
Z(G)= q(eK − 1)|V (G)|−1e−K |E(G)|R(G; q
eK − 1 , e
K − 1
)
.
If q = 2r for a nonnegative integer r , then there is a standard map from configurations σ
onto r-tuples of members of the cutset space of G, as follows. Given a configuration σ ,
let Wi(σ) be the set of edges uv ∈ E(G) such that the bits at position i of the binary
representations of σ(u)−1 and σ(v)−1 are different, where 0 i  r−1. Thus Wi(σ) is
a member of the cutset space, and W(σ)= (Wi(σ ): i = 0, . . . , r − 1) is an r-tuple of such
members. Each r-tuple W = (W0, . . . ,Wr−1) of members of the cutset space is mapped
to, in this way, by exactly qk(G) configurations, as follows. For each i , let ci be any (not
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the endpoints of any edge in Wi , and the same colours to the endpoints of any other edge.
Observe now that the configurations σ that map to W are precisely those such that, for all i ,
the mod 2 sum σi(v)+ ci(v) depends only on which component v belongs to, where σi(v)
is bit i of σ(v)− 1. Thus, each r-tuple W of members of the cutset space corresponds to
exactly qk(G) configurations σ , each with the same set E−(σ ) of properly coloured edges.
These configurations must therefore also have the same H(σ), so we can unambiguously
define the Hamiltonian H(W) = H(W0, . . . ,Wr−1) of the r-tuple W to be H(σ). These
same configurations must therefore all make the same contribution to the sum making up
the partition function. Hence:
Z(G)= qk(G)
∑
(W0,...,Wr−1)
e−H(W0,...,Wr−1),
where the sum is over all r-tuples of cutset space members.
We can use this as a starting point for extendingZ(G) to arbitrary Boolean functions. As
in [5], indicator functions of cutset spaces can be replaced by completely general Boolean
functions in order to extend graph concepts to Boolean functions. In this spirit, we set
E−(W0, . . . ,Wr−1)=
r−1⋃
i=0
Wi,
and define the Hamiltonian by
H(W0, . . . ,Wr−1)=K
∣∣E−(W0, . . . ,Wr−1)∣∣.
The partition function of a Boolean function f can then be defined by
Z(f )= q
∑
(W0,...,Wr−1):∀i: f (Wi)=1
e−H(W0,...,Wr−1).
We now show that this generalised Potts model partition function is a partial evaluation of
R(f ;x, y).
Theorem 3. Let f be a Boolean function such that f (∅)= 1. Then
Z(f )= q(eK − 1)Qf(S)e−K |S|R(f ; 2r
eK − 1 , e
K − 1
)
.
Proof.
Z(f )= q
∑
(W0,...,Wr−1):
e−K |
⋃
i Wi | = qe−K |S|
∑
(W0,...,Wr−1):
eK |S\
⋃
i Wi |∀i: f (Wi)=1 ∀i: f (Wi)=1
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∑
(W0,...,Wr−1):∀i: f (Wi)=1
∑
X⊆S\⋃i Wi
(
eK − 1)|X|
= qe−K |S|
∑
X⊆S
(
eK − 1)|X|∣∣{(W0, . . . ,Wr−1) ∣∣ ∀i: [Wi ⊆ S \X and f (Wi)= 1]}∣∣
= qe−K |S|
∑
X⊆S
(
eK − 1)|X|( ∑
W⊆S\X
f (W)
)r
= qe−K |S|
( ∑
W⊆S
f (W)
)r ∑
X⊆S
(
eK − 1)|X|(
∑
W⊆S\X f (W)∑
W⊆S f (W)
)r
= qe−K |S|
( ∑
W⊆S
f (W)
)r ∑
X⊆S
(
eK − 1)|X|2−rQf (X)
= qe−K |S|
∑
X⊆S
2r(Qf(S)−Qf(X))
(
eK − 1)|X|
= q(eK − 1)Qf (S)e−K |S|R1(f ; q
eK − 1 , e
K − 1
)
= q(eK − 1)Qf (S)e−K |S|R(f ; q
eK − 1 , e
K − 1
)
,
since the arguments of R and R1 here are positive. ✷
4. Deletion, contraction, and everything in between
We now introduce a continuum of minor-type operations. Deletion and contraction can
be thought of as specific points in this continuum.
Definition 4. Let λ ∈R. We define the function f ‖λT by
(f ‖λT )(V )=
∑
X⊆T λ|X|f (V ∪X)∑
X⊆T λ|X|f (X)
,
where, if λ= 0, we put λ0 = 1.
We call f ‖λT a pure λ-minor of f , so contraction gives a pure 0-minor and deletion
gives a pure 1-minor. The domain of f ‖λT is {V ⊆ S \T |∑X⊆T λ|X|f (X) 
= 0}. If λ 0,
f is never negative and f (∅) 
= 0 (which covers most cases of real interest to us), then this
domain is just 2S\T .
Where no ambiguity arises, we may write f ‖λT (V ) for (f ‖λT )(V ). If e ∈ S, we may
write f ‖λe for f ‖λ{e}. We also write f ‖λ1T1‖λ2T2 for (f ‖λ1T1)‖λ2T2.
We make the following observations:
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• f ‖1T = f ✌ T .
• If c is a constant, then (cf )‖λT = f ‖λT .
• If e ∈ S and V ⊆ S \ {e}, then
f ‖λe(V )= f (V )+ λf (V ∪ {e})
f (∅)+ λf ({e}) . (2)
We shall be most interested in cases where λ ∈ [0,1], where deletion and contraction are
opposite extremes of our range of operations.
The next lemma records some basic facts about these operations.
Lemma 4. For all λ1, λ2, λ ∈R, T1, T2 ⊆ S with T1 ∩ T2 = ∅,
(a) f ‖λ1T1‖λ2T2 = f ‖λ2T2‖λ1T1;
(b) f ‖λT1‖λT2 = f ‖λ(T1 ∪ T2).
Proof. (a) Straightforward, interchanging the order of summation at an appropriate point.
(b) Straightforward. ✷
The duality between deletion and contraction is well known, and in our context is seen
in Theorem 2 (bearing in mind Theorem 1(e), (f)). This same duality is seen across the
whole spectrum of pure λ-minor operations. The following mapping is used to relate such
an operation to its dual.
Definition 5. For any λ ∈R \ {−1}, put
λ∗ = 1− λ
1+ λ .
(It is, of course, possible to define (−1)∗ to be the symbol ∞, provided this ∞ is treated
as unsigned.)
Observe that 0∗ = 1 and 1∗ = 0, illustrating the duality between deletion and
contraction. Also, (λ∗)∗ = λ. The map λ → λ∗ sends the unit interval onto itself. We shall
sometimes want notation for the fixed points of this map:
α1 =−1+
√
2, α2 =−1−
√
2.
The fixed point α1 is of more interest to us, as it lies in the unit interval. Putting λ = α1
gives a pure λ-minor operation exactly intermediate between deletion and contraction.
We must now show that this map does indeed map a pure λ-minor operation to its dual.
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fˆ ‖λT (V )= f̂ ‖λ∗T (V )
f̂ ‖λ∗T (∅)
.
Proof. Consider the numerator of Definition 4, applied to fˆ ‖λT .∑
X⊆T
λ|X|fˆ (V ∪X)
=
∑
X⊆T
λ|X|2−|S|
∑
U⊆S
(−1)|U∩(V∪X)|f (U)
= 2−|S|
∑
X⊆T
λ|X|
∑
U1⊆S\T
(−1)|U1∩V |
∑
U2⊆T
(−1)|U2∩X|f (U1 ∪U2)
(putting U1 =U \ T , U2 =U ∩ T )
= 2−|S|
∑
U1⊆S\T
(−1)|U1∩V |
∑
U2⊆T
f (U1 ∪U2)
∑
X⊆T
(−1)|U2∩X|λ|X|
= 2−|S|
∑
U1⊆S\T
(−1)|U1∩V |
∑
U2⊆T
f (U1 ∪U2)
∑
X1⊆T \U2
λ|X1|
∑
X2⊆U2
(−1)|X2|λ|X2|
(putting X1 =X \U2, X2 =X ∩U2)
= 2−|S|
∑
U1⊆S\T
(−1)|U1∩V |
∑
U2⊆T
f (U1 ∪U2)(1+ λ)|T \U2|(1− λ)|U2|
= 2−|S|(1+ λ)|T |
∑
U1⊆S\T
(−1)|U1∩V |
∑
U2⊆T
(λ∗)|U2|f (U1 ∪U2)
= (1+ λ)|T |
( ∑
U2⊆T
(λ∗)|U2|f (U2)
)
2−|S|
∑
U1⊆S\T
(−1)|U1∩V |f ‖λ∗T (U1)
= (1+ λ)|T |
( ∑
U2⊆T
(λ∗)|U2|f (U2)
)
f̂ ‖λ∗T (V ).
The denominator from Definition 4, for fˆ ‖λT , is obtained by putting V = ∅ in the above
expression. Taking the quotient gives the result. ✷
Each possible value of λ also corresponds to a particular kind of quasi-rank transform
Q(λ) that accompanies, in a sense, the operations of pure λ- and λ∗-minors.
Definition 6. For all λ and all f : 2S →R, the function Q(λ)S f is defined by
(
Q
(λ)
S f
)
(V )= log2
(
(1+ λ∗)|V |∑W⊆S λ|W |f (W)∑
λ|W∩(S\V )|(λ∗)|W∩V |f (W)
)
.W⊆S
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For example, if |S| = 1 and f (∅)= f (S)= 1, then
Q(λ)f (∅)= 0,
Q(λ)f (S)= log2(1+ λ).
If G ∼= K(2)2 , the graph on two vertices with two parallel edges between them (which is
self-dual), and f is the indicator function of its cutset space, then
Q(λ)f (∅)= 0,
Q(λ)f (X)= log2
(1+ λ∗)(1+ λ2)
1+ λλ∗ , if |X| = 1,
Q(λ)f (S)= 1.
Remarks.
– The original quasi-rank transform (Definition 1(a)) is given by the case λ= 1.
– For all f , Q(λ)f (∅)= 0.
– For all f and all constants c, Q(λ)(cf )=Q(λ)f .
– Let s be the function s(U)= 1 for all U ⊆ S. Then, for all V ⊆ S,
Q(λ)s(V )= |V | log2(1+ λ).
– The function sˆ is defined by sˆ(∅)= 1 and sˆ(V )= 0 for all V 
= ∅. Then, for all V ⊆ S,
Q(λ)sˆ(V )= |V | log2(1+ λ∗).
– For the fixed point λ= λ∗ = α1 we have, for all f and all V ⊆ S,
Q(α1)f (V )= |V |/2.
– At the other fixed point, Q(α2)f (V )= |V |iπ/2 .
We now define the corresponding inverse transform.
Definition 7. For all ρ : 2S →R and all λ ∈R \ {α1, α2}, define Q†(λ)S ρ : 2S →R by
(
Q
†(λ)
S ρ
)
(V )= (λ− λ∗)−|S|
∑
W⊆S
(−1)|W |+|V |(1+ λ∗)−|W |(λ∗)|W∩(S\V )|λ|(S\W)∩(S\V)|
× 2ρ(S)−ρ(S\W).
G. Farr / Advances in Applied Mathematics 32 (2004) 239–262 251For brevity in what follows, set
Af (λ)=
∑
X⊆S
λ|X|f (X). (3)
Note that Af (0)= f (∅).
Theorem 6. (a) For any f such that f (∅) 
= 0 and any V ⊆ S,
Q†(λ)Q(λ)f (V )= f (V )
Af (λ∗)
.
(b) For any ρ and any V ⊆ S,
Q(λ)Q†(λ)ρ(V )= ρ(V )− ρ(∅).
Proof. (a)
Q†(λ)Q(λ)f (V )= (λ− λ∗)−|S|
×
∑
W⊆S
(−1)|W |+|V |(1+ λ∗)−|W |(λ∗)|W∩V |λ|W∩V |2Q(λ)f (S)−Q(λ)f (W)
= (λ− λ∗)−|S|
∑
W⊆S
(−1)|W |+|V |(1+ λ∗)−|W |(λ∗)|W∩V |λ|W∩V |
× (1+ λ∗)|W |Af (λ∗)−1
∑
X⊆S
λ|X∩W |λ∗ |X∩W |f (X)
= (λ− λ∗)−|S|Af (λ∗)−1
∑
X⊆S
f (X)
×
∑
W⊆S
(−1)|W |+|V |(λ∗)|W∩V |λ|W∩V |λ|X∩W |λ∗ |X∩W |
= (λ− λ∗)−|S|Af (λ∗)−1
∑
X⊆S
f (X)
×
∑
W1⊆S\(V∪X)
(−λ∗)|W1|λ|(S\(V∪X))\W1|
∑
W2⊆V∩X
λ|W2|(−λ∗)|(V∩X)\W2|
×
∑
W3⊆V \X
(−1)|(V \X)\W3|
∑
W4⊆X\V
(−λλ∗)|W4|(λλ∗)|(X\V )\W4|.
If X 
= V , then one of the last two sums, and hence the entire summand for that X, will be
zero. So we put X = V , simplify the sums over W1 and W2, and obtain
Q†(λ)Q(λ)f (V )= (λ− λ∗)−|S|Af (λ∗)−1f (V )(λ− λ∗)|S| = f (V )/Af (λ∗).
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2Q
(λ)Q†(λ)ρ(V )
= (1+ λ
∗)|V |
∑
W⊆S λ|W |Q†(λ)ρ(W)∑
W⊆S λ|W∩V |λ∗ |W∩V |Q†(λ)ρ(W)
= (1+ λ
∗)|V |
∑
W⊆S λ|W |
∑
X⊆S(−1)|X|+|W |(1+ λ∗)−|X|λ∗ |X∩W |λ|X∩W |2−ρ(X)∑
W⊆S λ|W∩V |λ∗ |W∩V |
∑
X⊆S(−1)|X|+|W |(1+ λ∗)−|X|λ∗ |X∩W |λ|X∩W |2−ρ(X)
= (1+ λ
∗)|V |
∑
X⊆S(1+ λ∗)−|X|2−ρ(X)
∑
W⊆S λ|W |(−1)|X|+|W |λ∗ |X∩W |λ|X∩W |∑
X⊆S(1+ λ∗)−|X|2−ρ(X)
∑
W⊆S λ|W∩V |λ∗ |W∩V |(−1)|X|+|W |λ∗ |X∩W |λ|X∩W |
.
(4)
The inner sum of the denominator is∑
W1⊆V \X
(−λ∗)|W1|λ|(V \X)\W1|
∑
W2⊆X\V
λ|W2|(−λ∗)|(X\V )\W2|
×
∑
W3⊆S\(V∪X)
(−λ)|W3|λ|(S\(V∪X))\W3|
∑
W4⊆V∩X
λ∗ |W4|(−λ∗)|(V∩X)\W4|
=
{0, if X 
= S \ V,
(λ− λ∗)|S|, otherwise,
since the sums over W3 and W4 are zero unless X = S \ V . Similar reasoning shows that
the inner sum in the numerator of (4) is zero, unless X = S, in which case it is again
(λ− λ∗)|S|. Resuming at (4), we find
2Q
(λ)Q†(λ)ρ(V ) = (1+ λ
∗)|V |(1+ λ∗)−|S|2−ρ(S)
(1+ λ∗)−|S\V |2−ρ(S\V ) =
2−ρ(∅)
2−ρ(V )
= ρ(V )− ρ(∅). ✷
It is worth noting that using Q(λ) to transform f amounts to using the original Q to
transform a function related to f . This related function is defined as follows.
Definition 8. Given a function f : 2S →R and λ, the function f (λ) : 2S →R is defined by
f (λ)(V )= (λ− λ∗)|V |
∑
X⊆S\V
λ∗ |(S\V )\X|f (S \X).
(Note that f (1) = f .)
Theorem 7. For all f , λ and V ⊆ S,
Q(λ)f (V )= |V | log2(1+ λ∗)+Qf (λ)(V ).
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∑
W⊆S\V
f (λ)(W)=
∑
W⊆S\V
(λ− λ∗)|W |
∑
X⊆S\W
λ∗ |(S\W)\X|f (S \X)
= λ∗ |S|
∑
X⊆S
(λ∗)−|X|f (S \X)
∑
W⊆S\(V∪X)
(
λ
λ∗
− 1
)|W |
= λ∗ |S|
∑
X⊆S
(λ∗)−|X|f (S \X)
(
λ
λ∗
)|S\(V∪X)|
= λ|S|
(
λ
λ∗
)−|V | ∑
X⊆S
(λ∗)−|X∩V |λ−|X∩(S\V )|f (S \X)
=
∑
X⊆S
λ∗ |(S\X)∩V |λ|(S\X)∩(S\V )|f (S \X)
=
∑
Y⊆S
λ∗ |Y∩V |λ|Y∩(S\V )|f (Y ) (by putting Y = S \X).
Combining this (and its special case V = ∅) with Definition 6 gives the result. ✷
Theorem 7 raises the possibility of proving some of our results on Q(λ) by first proving
results about f (λ) and then using known results on Q from [5]. The proofs would be similar
in character to the more direct ones we give below.
Although Theorem 7 shows that the transform Q(λ) can be studied via the transform Q,
the function f (λ) may not be as simple as f . For example, if f is Boolean (a case of
frequent interest to us), then f (λ) need not be. It remains of interest to consider what
both Q and Q(λ) do to the same Boolean function. We essentially do this, for example, in
Section 6.
We continue now with basic properties of Q(λ). The next result shows that the
transformsQ(λ) and Q(λ∗) are duals, so that the map λ → λ∗ describes the duality between
these transforms as well as duality between the operations of taking pure λ- and λ∗-minors.
(Note that the dual transform Q(λ∗) of Q(λ) is not to be confused with the inverse transform
Q†(λ).)
Theorem 8. For all f and λ,
Q(λ)fˆ =Q(λ∗)f.
Proof. Let X ⊆ S.
Firstly, note that
∑
(−1)|W∩X|λ|W | =
∑
(−1)|W1|λ|W1|
∑
λ|W2|W⊆S W1⊆X W2⊆S\X
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Secondly, note that
∑
W⊆S
(−1)|W∩X|λ|W∩V |λ∗ |W∩V |
=
∑
W1⊆X\V
(−λ)|W1|
∑
W2⊆V \X
λ∗ |W2|
∑
W3⊆S\(V∪X)
λ|W3|
∑
W4⊆V∩X
(−λ∗)|W4|
= (1− λ)|X\V |(1+ λ∗)|V \X|(1+ λ)|S\(V∪X)|(1− λ∗)|V∩X|. (6)
Now let V ⊆ S.
2Q
(λ)fˆ = (1+ λ
∗)|V |
∑
W⊆S λ|W |fˆ (W)∑
W⊆S λ|W∩V |λ∗ |W∩V |fˆ (W)
= (1+ λ
∗)|V |
∑
W⊆S λ|W |
∑
X⊆S(−1)|W∩X|f (X)∑
W⊆S λ|W∩V |λ∗ |W∩V |
∑
X⊆S(−1)|W∩X|f (X)
= (1+ λ
∗)|V |
∑
X⊆S f (X)
∑
W⊆S(−1)|W∩X|λ|W |∑
X⊆S f (X)
∑
W⊆S(−1)|W∩X|λ|W∩V |λ∗ |W∩V |
= (1+ λ
∗)|V |
∑
X⊆S f (X)(1− λ)|X|(1+ λ)|S\X|∑
X⊆S f (X)(1− λ)|X\V |(1+ λ∗)|V \X|(1+ λ)|S\(V∪X)|(1− λ∗)|V∩X|
(by (5) and (6))
= (1+ λ)|S|(1+ λ∗)|V |
∑
X⊆S
f (X)
(
(1− λ)/(1+ λ))|X|
×
(
(1+ λ)|S\V |(1+ λ∗)|V |
×
∑
X⊆S
f (X)
(
(1− λ)/(1+ λ))|X∩V |((1− λ∗)/(1+ λ∗))|V∩X|)−1
= (1+ λ)
|V |∑
X⊆S f (X)λ∗ |X|∑
X⊆S f (X)λ∗ |X∩V |λ|V∩X|
= 2Q(λ∗)f (V ). ✷
Theorem 9. For all f and all λ, (
Q(λ)f
)∗ =Q(λ∗)f.
Proof. Routine, using Definitions 1(c) and 6. ✷
The following instant corollary of these last two results is recorded for convenience.
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Q(λ)f
)∗ =Q(λ)fˆ .
We now give a couple of technical lemmas about Q(λ). These will be used later, when
we introduce another version of the Whitney rank generating function.
Lemma 11. For all f , λ, all e ∈ S and all X ⊆ S \ e,
Q
(λ)
S f (X)=Q(λ)S\e(f ‖λe)(X).
Proof.
2Q
(λ)
S\e(f ‖λe)(X) = (1+ λ
∗)|X|
∑
W⊆S\e λ|W |f ‖λe(W)∑
W⊆S\e λ|W∩((S\e)\X)|λ∗ |W∩X|f ‖λe(W)
= (1+ λ
∗)|X|
∑
W⊆S\e λ|W |(f (W)+ λf (W ∪ {e}))∑
W⊆S\e λ|W∩((S\e)\X)|λ∗ |W∩X|(f (W)+ λf (W ∪ {e}))
(by (2))
= (1+ λ
∗)|X|
∑
W ′⊆S λ|W
′|f (W ′)∑
W ′⊆S λ|W
′∩(S\X)|λ∗ |W ′∩X|f (W ′)
= 2Q(λ)S f (X). ✷
Lemma 12. For all f , λ, all e ∈ S and all X ⊆ S \ e,
Q
(λ)
S f
(
X ∪ {e})=Q(λ)S\e(f ‖λ∗e)(X)+Q(λ)S f ({e}).
Proof.
2Q
(λ)
S\e(f ‖λ∗ e)(X)
= (1+ λ
∗)|X|
∑
W⊆S\e λ|W |(f (W)+ λ∗f (W ∪ {e}))∑
W⊆S\e λ|W∩((S\e)\X)|λ∗ |W∩X|(f (W)+ λ∗f (W ∪ {e}))
(by (2))
= (1+ λ
∗)|X|
∑
W ′⊆S λ|W
′∩(S\e)|λ∗ |W ′∩{e}|f (W ′)∑
W ′⊆S λ|W
′∩(S\(X∪{e}))|λ∗ |W ′∩(X∪{e})|f (W ′)
= (1+ λ
∗)|X∪{e}|
∑
W ′⊆S λ|W
′|f (W ′)∑
W ′⊆S λ|W
′∩(S\(X∪{e}))|λ∗ |W ′∩(X∪{e})|f (W ′)
·
∑
W ′⊆S λ|W
′∩(S\e)|λ∗ |W ′∩{e}|f (W ′)
(1+ λ∗)|{e}|∑W ′⊆S λ|W ′|f (W ′)
= 2Q(λ)S f (X∪{e})−Q(λ)S f ({e}). ✷
5. λ-Whitney functions
We now define a version of the Whitney rank generating function to accompany our
pure λ-minor operations and the quasi-rank functions Q(λ)f .
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R(λ)(f ;x, y)=
∑
X⊆S
xQ
(λ)f (S)−Q(λ)f (X)y(Q(λ)f )∗(S)−(Q(λ)f )∗(S\X).
This has the form of the definition of the Whitney function of a matroid (see, e.g., [17,
Section 15.4]), and the case λ= 1 gives the Whitney function R(f ;x, y) of Definition 3,
studied in [5].
Among the first things to consider when introducing such a function are:
• Is there some kind of deletion-contraction expression for it?
• Does it contain any interesting information about the object in question (in this
case, f )?
We answer the first of these questions now, and consider the second in the next section.
First we need some definitions.
Definition 10. The loopiness and coloopiness of the element e ∈ S under the function f
are defined by the functions
loop(λ)(f, e)=Q(λ)S fˆ (S)−Q(λ)S fˆ (S \ e),
coloop(λ)(f, e)=Q(λ)S f (S)−Q(λ)S f (S \ e).
So loop(λ)(f, e)= coloop(λ)(fˆ , e).
For the case λ= 1 (corresponding to the world of Section 2.1), we find
loop(1)(f, e)= 1−Qf ({e})= log2
(
1+ fˆ ({e})
fˆ (∅)
)
,
coloop(1)(f, e)= log2
(
1+ f ({e})
f (∅)
)
.
In [5, Section 5], the notation λ(f, e) = log2(1 + f ({e})/f (∅)) is used (with λ having
a different meaning here to elsewhere in the present paper). Under that notation, the
loopiness is λ(fˆ , e)= loop(1)(f, e) and the coloopiness is λ(f, e)= coloop(1)(f, e). Note,
though, that these are sometimes stated the wrong way round in [5, Section 5]: λ(fˆ , e) and
λ(f, e) should be swapped around in the first line of Theorem 5.1, the last line of its proof,
and the first line after its proof.
Note in passing that if λ= λ∗ = α then
coloop(α)(f, e)= loop(α)(f, e)= 1/2.
We are now able to give a deletion-contraction-type expression for the λ-Whitney function.
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R(λ)(f ;x, y)= xcoloop(λ)(f,e)R(λ)(f ‖λe;x, y)+ y loop(λ)(f,e)R(λ)(f ‖λ∗e;x, y).
Proof.
R(λ)(f ;x, y)
=
∑
X⊆S
xQ
(λ)
S f (S)−Q(λ)S f (X)yQ
(λ)
S fˆ (S)−Q(λ)S fˆ (S\X) (by Corollary 10)
=
∑
X: e/∈X⊆S
xQ
(λ)
S f (S)−Q(λ)S f (X)yQ
(λ)
S fˆ (S)−Q(λ)S fˆ (S\X)
+
∑
X: e∈X⊆S
xQ
(λ)
S f (S)−Q(λ)S f (X)yQ
(λ)
S fˆ (S)−Q(λ)S fˆ (S\X)
=
∑
Y⊆S\e
xQ
(λ)
S f (S)−Q(λ)S f (Y )yQ
(λ)
S fˆ (S)−Q(λ)S fˆ (S\Y )
+
∑
Y⊆S\e
xQ
(λ)
S f (S)−Q(λ)S f (Y∪{e})yQ
(λ)
S fˆ (S)−Q(λ)S fˆ ((S\e)\Y )
= xQ(λ)S f (S)−Q(λ)S f (S\e)
∑
Y⊆S\e
xQ
(λ)
S f (S\e)−Q(λ)S f (Y )yQ
(λ)
S fˆ ((S\e)∪{e})−Q(λ)S fˆ (((S\e)\Y )∪{e})
+ yQ(λ)S fˆ (S)−Q(λ)S fˆ (S\e)
∑
Y⊆S\e
xQ
(λ)
S f ((S\e)∪{e})−Q(λ)S f (Y∪{e})yQ
(λ)
S fˆ (S\e)−Q(λ)S fˆ ((S\e)\Y )
= xcoloop(λ)(f,e)
∑
Y⊆S\e
x
Q
(λ)
S\ef ‖λe(S\e)−Q(λ)S\ef ‖λe(Y )yQ
(λ)
S\efˆ ‖λ∗ e(S\e)−Q(λ)S\efˆ ‖λ∗ e((S\e)\Y )
+ y loop(λ)(f,e)
∑
Y⊆S\e
x
Q
(λ)
S\ef ‖λ∗ e(S\e)−Q(λ)S\ef ‖λ∗ e(Y )yQ
(λ)
S\efˆ ‖λe(S\e)−Q(λ)S\efˆ ‖λe((S\e)\Y )
(by Lemmas 11 and 12)
= xcoloop(λ)(f,e)
∑
Y⊆S\e
x
Q
(λ)
S\ef ‖λe(S\e)−Q(λ)S\ef ‖λe(Y )yQ
(λ)
S\ef̂ ‖λe(S\e)−Q(λ)S\ef̂ ‖λe((S\e)\Y )
+ y loop(λ)(f,e)
∑
Y⊆S\e
x
Q
(λ)
S\ef ‖λ∗ e(S\e)−Q(λ)S\ef ‖λ∗ e(Y )yQ
(λ)
S\ef̂ ‖λ∗ e(S\e)−Q(λ)S\ef̂ ‖λ∗e((S\e)\Y )
(by Theorem 5)
= xcoloop(λ)(f,e)R(λ)(f ‖λe;x, y)+ y loop(λ)(f,e)R(λ)(f ‖λ∗e;x, y). ✷
258 G. Farr / Advances in Applied Mathematics 32 (2004) 239–262Note that, when λ= λ∗ = α,
R(α)(f ;x, y)= (x1/2 + y1/2)|S|.
We now turn to the information contained in R(λ)(f ;x, y). We have not found anything
related to percolation probability. If 0 < λ∗ < λ < 1, then it is easy to show that, if
f : 2S → {0,1}, then Q(λ)f (S)=Q(λ)f (X) if and only if either X = S or f (W)= 0 for
all W ⊆ S such that W 
= ∅. This is somewhat different to the equivalent condition that can
be given when λ= 1 (which, in that case, helps show that clutter percolation probability is
a partial evaluation of R(f ;x, y)). In any case, we have not managed to extend that result
to R(λ)(f ;x, y) for λ < 1.
More success was obtained with weight enumerators, and this is the subject of the next
section.
6. Weight enumerators
The weight enumerator of a (not necessarily linear) code C ⊆ 2S is the polynomial
AC(z)=
∑
X∈C
z|X|
(see, e.g., [11, Chapter 5]), so for f : 2S →{0,1},
Asuppf (z)=
∑
X⊆S
f (X)z|X|.
We overload this notation by writing Af (z) for Asuppf (z), as we did in (3).
We now show that the weight enumerator is a partial evaluation of R(λ)(f ;x, y),
extending Greene’s theorem [6] for linear codes and our previous result [5] on general
codes.
Theorem 14. For all Boolean f such that f (∅)= 1 and all λ such that λ∗ < λ,
Af (z)=Af (λ∗) (λ− λ∗)−|S| · (λ− z)
Q(λ)f (S)(z− λ∗)|S|−Q(λ)f (S)
(1+ λ∗)|S|−Q(λ)f (S)
×R(λ)
(
f ; 2(z− λ
∗)
(1+ λ∗)(λ− z) ,
(1+ λ∗)(λ− z)
(z− λ∗)
)
,
where the variable z is treated as ranging over the interval (λ∗, λ).
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Af (λ
∗)(λ− λ∗)−|S| · (λ− z)
Q(λ)f (S)(z− λ∗)|S|−Q(λ)f (S)
(1+ λ∗)|S|−Q(λ)f (S)
×R(λ)
(
f ; 2(z− λ
∗)
(1+ λ∗)(λ− z) ,
(1+ λ∗)(λ− z)
(z− λ∗)
)
=Af (λ∗)(λ− λ∗)−|S| · (λ− z)
Q(λ)f (S)(z− λ∗)|S|−Q(λ)f (S)
(1+ λ∗)|S|−Q(λ)f (S)
×
∑
X⊆S
2Q
(λ)f (S)−Q(λ)f (X)
(
z− λ∗
(1+ λ∗)(λ− z)
)Q(λ)f (S)(
(1+ λ∗)(λ− z)
z− λ∗
)|X|
=Af (λ∗)(λ− λ∗)−|S| · (−1)
|S|
(1+ λ∗)|S|
×
∑
X⊆S
(−1)|X|(1+ λ∗)|X|2Q(λ)f (S)−Q(λ)f (X)(λ∗ − z)|S\X|(λ− z)|X|
=Af (λ∗) (λ− λ∗)−|S|
×
∑
W⊆S
(−1)|W |(1+ λ∗)−|W |2Q(λ)f (S)−Q(λ)f (S\W)(λ∗ − z)|W |(λ− z)|S\W |
(putting W = S \X)
=Af (λ∗)(λ− λ∗)−|S|
∑
W⊆S
(−1)|W |(1+ λ∗)−|W |2Q(λ)f (S)−Q(λ)f (S\W)
×
∑
V1⊆W
(−1)|V1|z|V1|λ∗ |W\V1|
∑
V2⊆W
(−1)|V2|z|V2|λ|W\V2|
=Af (λ∗)(λ− λ∗)−|S|
∑
W⊆S
(−1)|W |(1+ λ∗)−|W |2Q(λ)f (S)−Q(λ)f (S\W)
×
∑
V⊆S
(−1)|V |λ∗ |W∩V |λ|W∩V |z|V |
=
∑
V⊆S
Af (λ
∗)(λ− λ∗)−|S|
×
∑
W⊆S
(−1)|V |+|W |(1+ λ∗)−|W |λ∗ |W∩V |λ|W∩V |2Q(λ)f (S)−Q(λ)f (S\W)z|V |
=
∑
V⊆S
Af (λ
∗)Q†(λ)Q(λ)f (V )z|V | (Definition 7)
=
∑
f (V )z|V | (by Theorem 6(a)). ✷
V⊆S
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enumerator with variable z ranging over (0,1) is a partial evaluation of R(f ;x, y) on
the positive branch of the hyperbola H2 = {(x, y) | xy = 2} in the R-plane (i.e., the plane
R2 considered as the domain of R(f ;_,_)). As z ranges over (0,1), the corresponding
point on H2 ranges over the entire positive branch.
The above result, Theorem 14, shows that this same weight enumerator, for a general
code, but with its variable z ranging just over (λ∗, λ), is a partial evaluation of R(λ)(f ;x, y)
on H2 in the R(λ)-plane (i.e., R2 as the domain of R(λ)(f ;_,_)). This time, as z ranges
just over (λ∗, λ), the corresponding point on H2 ranges over the entire positive branch.
It follows that the entire positive branch of H2 in the R(λ)-plane contains exactly the
same information about f as a finite (if λ < 1) portion of that branch of H2 in the R-plane.
The portion of H2 referred to here is that which lies between the points
(
2λ∗
1− λ∗ ,
1− λ∗
λ∗
)
and
(
2λ
1− λ,
1− λ
λ
)
. (7)
So, on H2, the functionR(λ)(f ;x, y)may be thought of as just taking the information from
R(f ;x, y) lying between these two points (7) and smearing it out over the whole positive
branch.
It is natural to ask whether the same is true for other hyperbolaeHq = {(x, y) | xy = q}:
is the information contained by evaluating R(λ) on the positive branch of Hq already
contained in evaluations of R along the same curve (with same Boolean function f for
each)? The answer does not seem obvious. Brief investigation using manipulation like that
used in the proof of Theorem 14 would seem to suggest that R(λ) and R are not related by
a simple algebraic transformation along Hq when q > 2. However, we have not pursued
this further.
Rutherford [16] extends weight enumerators and rank generating functions in a different
direction (Z4 codes and matroid chains), and shows that there is no analogue of Greene’s
Theorem in that context.
7. Binary matroids again
We have introduced λ-minors at the very general level of arbitrary functions f : 2S →R.
It is natural to ask what these operations mean down at the level of binary matroids. It was,
after all, binary matroids that prompted our generalised rank functions (Definition 1(a)) in
the first place. We look at λ-minors of binary matroids in this section.
Suppose f is the indicator function of the row space of a matrix A over GF(2) whose
columns are indexed by S. Let T ⊆ S, and suppose the columns indexed by T are all placed
to the left of those indexed by S \ T , defining submatrices AT and AS\T , respectively:
A= (AT AS\T ). Let m= rank(A)=Qf (S) and k = rank(AT )=Qf (T ).
Consider f ‖λT (V ) (Definition 4). The numerator is the important part. The denomi-
nator
∑
X⊆T λ|X|f (X) does not depend on the argument V and may be thought of as a
scaling factor to ensure that f ‖λT (∅)= 1.
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2−m+k
∑
z∈{0,1}m:
z′AS\T=v′
λ|z′AT |. (8)
So, to work out the value that f ‖λT assigns to any V ⊆ S, one can do the following:
(1) find all ways of expressing v′ (the (row) incidence vector of V ) as a linear combination
of rows of AS\T ;
(2) for each such combination, form the corresponding combination of rows of AT , note
how many 1s there are in the resulting row vector, and raise λ to this power;
(3) add up all these powers of λ. This gives the sum in (8), from which the value of the
minor at V is obtained immediately.
It is of course most efficient to do this one member of T at a time, i.e., by a series of minor
operations ‖λ{t} for each t ∈ T in turn.
We can specialise further to graphs. Let G be a graph and suppose the function
f : 2E(G) → {0,1} tells us whether or not a set of edges is in the cutset space of G, in
keeping with everything that has gone before. Let e ∈ E(G). We can represent G‖λ{e} as
G with the edge e labelled λ. The corresponding function f ‖λe : 2E(G)→[0,1] gives each
set of edges of G − e some kind of degree of membership in a “cutset space” of G‖λe.
If U ⊆ E(G) \ {e}, then f ‖λe(U) can be calculated as follows. Firstly, add together two
quantities:
(i) an indicator (1 or 0) of whether or not U is in the cutset space of G, and
(ii) λ times an indicator of whether or not U ∪ {e} is in the same cutset space.
Secondly, scale by a constant so that the empty set of edges gets value 1.
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