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Resumen
Varios feno´menos reales pueden ser modelados como problemas dina´micos de optimi-
zacio´n. Estos problemas han sido tratados eficientemente mediante me´todos evolutivos
durante los u´ltimos 25 an˜os. En este contexto, la evaluacio´n del rendimiento de estos
me´todos es au´n un tema en desarrollo. Sin embargo, a partir de una revisio´n de la litera-
tura desarrollada en este trabajo, es posible advertir la ausencia de un marco de trabajo
que se organizo´ convenientemente los progresos alcanzados en este campo de investiga-
cio´n. En consecuencia, la presente investigacio´n tiene como objetivo proponer un marco
de trabajo que permita no solo organizar los avances actuales, sino tambie´n identificar
posibles medidas au´n no propuestas. Se incluye adema´s un ana´lisis de las principales
tendencias en este campo de investigacio´n. El principal resultado obtenido a partir del
marco de trabajo propuesto es el predominio de medidas de rendimiento basadas en el
promedio de la calidad de la solucio´n obtenida por el algoritmo en te´rminos de la funcio´n
objetivo.
Keywords: Medidas de rendimiento, Optimizacio´n dina´mica evolutiva, Evaluacio´n de
algoritmos.
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1. Introduccio´n
En los u´ltimos 25 an˜os [1, 2], la solucio´n a escenarios decisio´n conducentes a modelos
de optimizacio´n dina´micos ha despertado un creciente intere´s desde el punto de vista de la
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Computacio´n Inteligente (o Soft Computing) [3]. Diversos me´todos aproximados, denomi-
nados metaheur´ısticos [4, 5], principalmente basados en paradigmas evolutivos, han sido
aplicados con e´xito a estos problemas dina´micos de optimizacio´n (PDO) [6, 7, 1, 8, 2, 9].
Sin embargo, un tema au´n en desarrollo es el relacionado con la evaluacio´n del ren-
dimiento de estos me´todos, ma´s concretamente, co´mo caracterizar cuantitativamente la
ejecucio´n de un algoritmo en ambientes dina´micos. En la actualidad existen algunos avan-
ces importantes, dentro de los cuales se destacan las revisiones realizadas en [10] y ma´s
recientemente [1]. En el primer trabajo, aunque se propone una clasificacio´n intuitiva de
las medidas, solo se analizan algunas medidas propuestas hasta el an˜o 2002, por lo que
se dejan fuera otras que aparecieron posteriormente. En el segundo caso, no se propone
una clasificacio´n expl´ıcita, pero se incluyen medidas ma´s recientes.
No obstante los avances alcanzados, esta a´rea del conocimiento demanda la propuesta de
un marco de trabajo que permitan identificar claramente los progresos actuales y posibles
trabajos futuros. En ese sentido, la presente investigacio´n tiene por objetivo de proponer
un marco de trabajo para las medidas de rendimiento en ambientes dina´micos que revele
los progresos actuales y posibles l´ıneas de investigacio´n.
2. Metodolog´ıa utilizada
En el desarrollo de la presente investigacio´n se aplico´ una bu´squeda profunda de
referencias bibliogra´ficas relacionadas con el tema de las medidas de rendimiento en am-
bientes dina´micos. Concretamente se consultaron un total de 32 referencias en el cata´logo
de Scopus (www.scopus.com), las cuales despue´s de una revisio´n detallada fueron consi-
deradas solo 21. Posteriormente estas referencias fueron organizadas siguiendo un orden
conceptual primero y cronolo´gico despue´s. En lo que sigue se detalla como fueron emplea-
das dichas referencias para llevar a cabo la revisio´n de la literatura, y la elaboracio´n de
la propuesta, esto es, un marco de trabajo para las medidas de rendimiento en ambientes
dina´micos.
3. Medidas de rendimiento en ambientes dina´micos
Un problema dina´mico de optimizacio´n se define formalmente de la manera siguiente:
maxf t
x ∈ Ω (x) (1)
donde f:RnxN0 −→ R es la funcio´n objetivo, Ω ⊆ Rn es el espacio de bu´squeda, y t
∈ N0 es el tiempo. Para un algoritmo el objetivo es encontrar el conjunto de soluciones
o´ptimas Xt en cada tiempo, tal que:
Xt = x∗ ∈ Ω|f t(x),∀x ∈ Ω (2)
Existen no obstante algunos autores como [11, 7] que asumen que el objetivo del
algoritmo es encontrar no solo las mejores soluciones posibles en el tiempo actual, sino
seguirlas despue´s de la ocurrencia de un cambio en el ambiente. De manera similar, otros
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objetivos han sido adoptado en otras investigaciones, segu´n [12] identifica los siguientes:
1. la exactitud o precisio´n (accuracy) del algoritmo (en funcio´n de las soluciones en-
contradas).
2. la estabilidad o capacidad del algoritmo de mantener un grado de exactitud acep-
table a pesar de los cambios.
3. la reaccio´n o tiempo que necesita el algoritmo para recuperar, de manera aproxi-
mada, la exactitud de etapas anteriores.
Aunque no de manera expl´ıcita, las investigaciones realizadas por [12] permiten con-
cluir que las medidas existentes, y que intentan caracterizar a los algoritmos en funcio´n de
los objetivos anteriores, se basan en el investigador que asuma como exactitud (precisio´n)
de manera puntual, esto es, por unidad de tiempo. En nuestra opinio´n, estas medidas
puntuales brindan fotogramas valiosos del rendimiento del algoritmo en un determinado
momento, y en su conjunto permiten caracterizar el rendimiento a nivel de ejecucio´n.
En consecuencia, las diferencias entre las distintas medidas propuestas no solo esta´ en
la eleccio´n de una determinada medida puntual, sino tambie´n en el tiempo de muestreo
(medicio´n) y en la funcio´n de agregacio´n empleada para resumir estos datos puntuales.
Se expone las principales medidas que se consideran puntuales y que segu´n algunos auto-
res definen la exactitud de un algoritmo en ambientes dina´micos. Como se podra´ advertir,
la denominacio´n brindada en esta investigacio´n es ma´s general que la adoptada por otros
autores, dado que permite considerar otras medidas no necesariamente relacionadas con
la exactitud.
4. Medidas puntuales
Son el mejor fitness (valor en la funcio´n objetivo de una solucio´n), el fitness promedio
de la poblacio´n P, y la exactitud [13] (marcadas intencionalmente por un tiempo t).









fmax − fmin (5)
donde ‖P‖ es la cantidad de soluciones candidatas (individuos) con que cuenta el al-
goritmo en el tiempo t, por otro lado, fmax y fmin son los valores extremos de la funcio´n
objetivo del problema.
En particular, fmax es el valor de la funcio´n objetivo en la solucio´n o´ptima del pro-
blema, esto es, fmax = f
t(x∗). No´tese que en esta u´ltima medida la informacio´n sobre el
ma´ximo y el mı´nimo del problema puede no estar disponible en determinados escenarios
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como algunos problemas reales. Para resolver esta dificultad, [10] propone como estima-




: i = 1, ..., ‖P t‖ (6)
donde w es una unidad de tiempo (evaluacio´n o iteracio´n) del algoritmo (despue´s de
ocurrir un cambio), adema´s:
fwworst = minf(xi) : i = 1, ..., ‖P‖, t− w ≤ t
′ ≤ t (7)
fwbest = maxf(xi) : i = 1, ..., ‖P‖, t− w ≤ t
′ ≤ t (8)
Otras medidas puntuales basadas en el valor de la funcio´n objetivo y no analizadas
en [10] y [12], pero s´ı en investigaciones ma´s recientes ( [14],[15],[16] ) son el mejor error,
y el error promedio. Estas medidas vienen dadas respectivamente por las siguientes ex-
presiones:




|f t(x∗)− f t(xi)| (10)
donde xˆ es la mejor solucio´n encontrada por el algoritmo en el tiempo t.
De manera similar a las anteriores, existen otras medidas puntuales basadas en el vec-
tor posicio´n de las soluciones, esto es, a diferencia de las anteriores que emplean el valor
de la funcio´n objetivo. Obviamente, las basadas en la posicio´n suelen ser ma´s exactas que
las basadas en el fitness, pero suponen conocida la solucio´n o´ptima del problema. En este
grupo se encuentran la mejor distancia [10] y la distancia del centroide de la poblacio´n
[17]:
bestDistt = max
δmax − δ(x∗, x)
δmax
: i = 1, ..., ‖P‖ (11)
centerDistt = max
δmax − δ(x∗, = x)
δmax






donde δ representa una funcio´n de distancia entre dos vectores. Usualmente es la
distancia euclidiana. Por otra parte, δmax es la ma´xima distancia (extensio´n) que puede
existir entre dos puntos del espacio de bu´squeda del problema.
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5. Medidas de rendimiento
A partir de las medidas dadas anteriormente, diversos autores han propuesto otras
ma´s sofisticadas para caracterizar el rendimiento de los algoritmos en una ejecucio´n. Dos
aspectos son fundamentales en la definicio´n de estas u´ltimas: el tiempo de medicio´n y
la funcio´n de agregacio´n para obtener el valor final de cada ejecucio´n.[18] emplea una








donde G es el total de iteraciones (generaciones) durante la ejecucio´n; αgR
+ es el
peso de la exactitud en generacio´n g. Obse´rvese que si todos los αgR
+ son igual a
1, entonces se tiene un promedio exacto de la exactitud del algoritmo a lo largo de la
ejecucio´n. Ba´sicamente, la intencio´n de los autores al incluir estos pesos fue ponderar
determinadas generaciones durante la ejecucio´n (ej. despue´s de detectado el cambio o
aquellas donde el o´ptimo se alcanza de manera exacta: accuracy(t) = 1). Con el objetivo
de obtener el rendimiento del algoritmo a lo largo de la ejecucio´n, en [19] se propone
el error y el rendimiento fuera de l´ınea, los cuales pueden verse como promedios de las













donde T es el total de evaluaciones en una ejecucio´n del algoritmo sobre un instancia
del problema. Basado en un objetivo similar e interesado en la adaptacio´n de la pobla-








Otras medidas similares son propuestas por [21]. La diferencia radica en que los auto-
res consideran el rendimiento en funcio´n de las generaciones y no de las evaluaciones. Las
medidas propuestas son denominadas por los autores como adaptabilidad y exactitud



















donde K es la cantidad de etapas (nu´mero de cambios) del problema, y Gk es el
nu´mero de generaciones dentro de la etapa k.
Quiza´s el aspecto ma´s interesante de estas propuestas es que asumen un enfoque dife-
rente al de [20] y [19] , que consideran o bien todas las evaluaciones o generaciones, aqu´ı
la ejecucio´n del algoritmo es dividida en etapas. En particular, stageAccuracy establece
que el objetivo no es encontrar la mejor solucio´n en todo momento, sino antes de cada
cambio, espec´ıficamente en la u´ltima generacio´n.
Por otra parte, las medidas de estabilidad y reaccio´n de [10, 12] se definen de la si-
guiente forma:
stability = max(0, accg−1 − accg) (19)




≥ (1− ε)) (20)
donde accg−1 y accg son dos medidas puntuales (e.g. cualquiera definida en la seccio´n
anterior) correspondientes a las generaciones g-1 y g respectivamente. Adema´s εR+ y
g
′
N . No´tese que stabilty tomara´ valores en el intervalo [0,1] de usarse la Expresio´n (3)
para la exactitud, en cualquier caso un valor cercano a 0 significa que el algoritmo es
estable. En contraste, ε− reactivity no expresa un valor relativo como la anterior y esta´
dada en unidades de tiempo, espec´ıficamente en generaciones. El significado de su valor
es el tiempo que necesito´ el algoritmo para alcanzar una exactitud cercana a la exactitud
de una generacio´n previa (ej. antes del cambio). En particular, un valor bajo implica
una reaccio´n alta. Estas medidas son particularmente especiales pues al depender de lo
que se considere como exactitud el investigador puede obtener diferentes variantes de
las mismas. Esto fue aprovechado convenientemente por Weicker, el cual condujo sendos
ana´lisis experimentales en [10, 12] para determinar cuan informativas resultan estas me-
didas variando la medida puntual que define a la exactitud.
Un trabajo posterior desarrollado por [22] establecio´ una variante generacional del rendi-
miento fuera de l´ınea de Branke (Expresio´n 14). Esta medida denominada por su autor







Cuando se conoce que el problema es multimodal y se tiene informacio´n sobre la
posicio´n y valor de la funcio´n objetivo de los o´ptimos (picos) entonces se pueden aplicar
medidas como las propuestas por [11? ] y [23]. La primera esta´ orientada a medir cuantos
picos son cubiertos por el algoritmo, mientras que la segunda mide el error en funcio´n
del pico correspondiente al o´ptimo.
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Recientemente se han propuesto otras medidas ma´s sofisticadas como de [24] para cuanti-
ficar la degradacio´n del fitness de la mejor solucio´n del algoritmo despue´s de la ocurrencia
de un cambio. En particular, para definir esta medida los autores emplean regresio´n li-
neal con el objetivo de estimar la exactitud total del algoritmo. Un enfoque novedoso es
el de [25], en el que se aplican mu´ltiples pruebas de hipo´tesis a las series temporales de
varios algoritmos. La medida puntual empleada por este tipo de ana´lisis es el bestFitness
correspondiente a cada evaluacio´n de la ejecucio´n.
6. Un marco de trabajo para las medidas de rendimiento en ambientes
dina´micos
No obstante los progresos alcanzados anteriormente, en la actualidad es posible iden-
tificar algunos temas abiertos en este campo de investigacio´n. En ese sentido, uno de
estos temas es la carencia de un marco de trabajo que unifique y organice las medidas
existentes. En nuestra opinio´n, dicho marco favorecer´ıa la identificacio´n de posibles medi-
das au´n no disen˜adas, y mucho menos aplicadas en escenarios dina´micos. Hasta la fecha
el intento ma´s serio (y quiza´s el u´nico) es la clasificacio´n propuesta por [10]. En esta
clasificacio´n las medidas quedan organizadas de acuerdo a la informacio´n que necesitan
estas a partir del algoritmo y del problema. En el primer caso existen dos posibilidades:
1. el fitness,
2. el genotipo (o fenotipo)
En relacio´n a la informacio´n del problema, las medidas pueden requerir de:
1. la posicio´n del o´ptimo (que es el caso de los problemas artificiales)
2. el fitness del o´ptimo, ninguna informacio´n.
A partir de esta clasificacio´n es posible determinar a grosso modo en que escenarios
se puede aplicar una determinada medida, en especial si se clasifica a la medida teniendo
en cuenta la informacio´n del problema. No obstante los beneficios derivados de esta cla-
sificacio´n, en opinio´n de los autores de este trabajo, la misma posee algunas limitaciones
importantes pues no permite identificar:
1. si la medida requiere o no conocer aspectos de la dina´mica del problema (cua´ndo
ocurren los cambios, la severidad y frecuencia de los mismos, entre otros),
2. que´ unidad de tiempo se utiliza para las mediciones puntuales (evaluaciones, gene-
raciones, entre otras medidas), y
3. que´ tipo de funcio´n de agregacio´n emplea la medida para caracterizar una ejecucio´n
(media, mediana, ma´ximo, entre otras funciones).
El marco de trabajo (Figura 1) incluye las dimensiones propuestas por [10] pero
adiciona otras igual de importantes: el tiempo de medicio´n y la funcio´n de agregacio´n.
Adema´s, a la dimensio´n informacio´n del problema se le ha an˜adido la dina´mica del pro-
blema con la intencio´n de incluir aquellos problemas en los que se asuman conocido este
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Figura 1: Marco de trabajo propuesto para las medidas de rendimiento en ambientes dina´micos
tipo de informacio´n (cua´ndo ocurren los cambios, cua´les y co´mo var´ıan los elementos del
modelo, entre otros). Es importante advertir que esto u´ltimo no implica necesariamente
que se supongan conocidas otras informaciones como la posicio´n o el fitness del o´ptimo
global del problema, lo cual puede ser el caso de algunos escenarios reales.
Para ilustrar como utilizar este marco de trabajo para organizar las medidas existen-
tes, el Cuadro 1 muestra co´mo quedan clasificadas a partir de las dimensiones propuestas.
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Cuadro 1. Medidas de rendimiento en ambientes dina´micos organizadas segu´n el marco
de trabajo propuesto.
Como se aprecia en el Cuadro 1, en escenarios en los que se asume conocido el fit-
ness del o´ptimo del problema es posible aplicar medidas como el error y rendimiento
fuera de l´ınea. En particular, estas medidas tambie´n necesitan conocer, al menos segu´n
la definicio´n de [19], cuando ocurren los cambios en el ambiente, para actualizar conve-
nientemente el fitness de la mejor solucio´n del algoritmo. De lo contrario, tanto el error
como el rendimiento fuera de l´ınea pueden considerar valores erro´neos. Esto ocurre en
escenarios donde los cambios afecten directamente a la funcio´n objetivo (la altura de los
picos). Lo ideal ser´ıa que la medida no empleara informacio´n alguna del problema, sin
embargo, esto implica al menos para el caso de la optimizacio´n en ambientes dina´micos,
una disminucio´n de la precisio´n en la medicio´n.
Por otro lado, no´tese que existen casos en que la informacio´n que necesita las medidas
depende de la requerida por la medida puntual utilizada. En este caso se encuentran la
estabilidad y la reaccio´n que dependen de la definicio´n de la medida puntual acc. En
cualquier caso, ambas necesitan conocer cuando ocurren los cambios para cada etapa del
problema. Otro aspecto destacable en cuanto a la informacio´n utilizada por las medi-
das es el predominio de medidas basadas en el fitness en relacio´n con las basadas en la
posicio´n. En nuestra opinio´n, esta tendencia se justifica por una razo´n fundamental: la
posicio´n del o´ptimo del problema solo esta´ disponible en escenarios artificiales, por lo
que la aplicacio´n de estas medidas se vera´ limitada a este contexto. En cuanto al resto
de las dimensiones de la clasificacio´n propuesta, estas nos brindan otros detalles te´cnicos
importantes. La dimensio´n agregacio´n expresa el tipo de funcio´n empleada para resu-
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mir los datos de las mediciones. En ese sentido se puede ver que existe una tendencia
a emplear la media para caracterizar una ejecucio´n [20, 19, 21, 10], sin embargo, otros
autores argumentan que este estad´ıgrafo es sensible a valores muy dispersos entre s´ı. En
contraste, emplean otros ma´s robustos como la mediana, tal es el caso de [? ] que aplica
esta funcio´n de agregacio´n no para caracterizar una ejecucio´n en particular, sino para
obtener una serie temporal partir de varias ejecuciones. La dimensio´n tiempo de medicio´n
nos permite definir el nivel de la medicio´n.
En ese sentido, como se aprecia en la clasificacio´n propuesta existen medidas que se
toman los datos provenientes de todas las evaluaciones o generaciones de la ejecucio´n,
como es el caso del error y el rendimiento fuera de l´ınea [19], mientras que otras medidas
como stageAccuracy [21] y meanAbsoluteError [26] solo emplean la u´ltima generacio´n
(evaluacio´n) antes de la ocurrencia de cada cambio.
No´tese que ambas medidas utilizan expresiones similares, pero con tiempos de medicio´n
distintos. A diferencia de las fuera de l´ınea de [19], estas medidas asumen que el objetivo
del algoritmo es encontrar la mejor solucio´n en cada etapa (problema estacionario) k de
manera secuencial. Otras medidas ma´s sofisticadas quedan organizadas fa´cilmente por la
clasificacio´n propuesta, como se aprecia en los casos de las hipo´tesis mu´ltiples de [25] y
la degradacio´n del fitness de [? ] que se basan en el bestFitness de cada generacio´n.
Es de notar tambie´n que la clasificacio´n permite identificar posibles medidas au´n no pro-
puestas y que pudieran ser quiza´s ma´s representativas en determinados escenarios. La
mayor´ıa de las medidas analizadas emplean la media como funcio´n de agregacio´n, ¿que´
suceder´ıa si se empleara la mediana? Asimismo, la tendencia es realizar las mediciones en
cada evaluacio´n o generacio´n de la ejecucio´n, en ese sentido diferentes medidas pueden
obtenerse si se realizan en las evaluaciones o generaciones antes del cambio.
Finalmente, es necesario destacar que otra clasificacio´n es posible si se tiene en cuenta
lo que investigador define como el objetivo de un algoritmo en ambientes dina´micos. En
ese sentido, pudieran emplearse las categor´ıas propuestas por [10]: exactitud, estabilidad
y reaccio´n.
Sin embargo, en nuestra opinio´n estas categor´ıas son subjetivas y resultan en ocasiones
ambiguas, note la diferencia de los nombres dados a medidas con expresiones similares
y que han sido definidas por distintos autores. Ese es el caso de stageAccuracy [21] y de
meanAbsoluteError [26] (Cuadro 1). A esto se le an˜ade el hecho de que otros objetivos
son posibles, y no esta´n contemplados de manera expl´ıcita por las categor´ıas de Weicker,
pudiera ser de intere´s saber cua´n eficiente pudiera ser, en te´rminos de tiempo, un algo-
ritmo en ambientes dina´micos.
7. Conclusiones
A partir de la aplicacio´n del marco de trabajo se pudo determinar que, como tenden-
cia general, predomina el empleo de medidas basadas en el fitness (valores de la funcio´n
objetivo) y que emplean como funcio´n de agregacio´n la media de los datos. Asimismo,
se puede apreciar que existen medidas con nombres diferentes y que tienen expresiones
matema´ticas similares. Finalmente, otra observacio´n importante derivada de esta clasifi-
cacio´n, es que existen medidas propuestas recientemente que son ma´s sofisticadas y que
incluyen algu´n tipo de procesamiento estad´ıstico de los datos.
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