We utilize the multi-wavelength data of M33 to study the origin of turbulence in its interstellar medium. We find that the HI turbulent energy surface density inside 8 kpc is ∼ 1 − 3 × 10 46 erg pc −2 , and has no strong dependence on galactocentric radius because of the lack of variation in HI surface density and HI velocity dispersion. Then, we consider the energies injected by supernovae (SNe), the magneto-rotational instability (MRI), and the gravity-driven turbulence from accreted materials as the sources of turbulent energy. For a constant dissipation time of turbulence, the SNe energy can maintain turbulence inside ∼ 4 kpc radius (equivalent to ∼ 0.5 R 25 ), while the MRI energy is always smaller than the turbulent energy within 8 kpc radius. However, when we let the dissipation time to be equal to the crossing time of turbulence across the HI scale-height, the SNe energy is enough to maintain turbulence out to 7 kpc radius, and the sum of SNe and MRI energies is able to maintain turbulence out to 8 kpc radius. Due to lack of constraint in the mass accretion rate through the disk of M33, we can not rule out the accretion driven turbulence as a possible source of energy. Furthermore, by resolving individual Giant Molecular Clouds in M33, we also show that the SNe energy can maintain turbulence within individual molecular clouds with ∼ 1% of coupling efficiency. This result strengthens the proposition that stellar feedback is an important source of energy to maintain turbulence in nearby galaxies.
INTRODUCTION
The interstellar medium (ISM) is known to be turbulent, from kpc scale of galaxies to sub-pc scale of protoplanetary disk (e.g., Elmegreen & Scalo 2004; Hennebelle & Falgarone 2012; Mac Low & Klessen 2004) . At kpc scales, the HI velocity dispersion (σ HI ) in the galactic disk is 10 km s −1 (e.g., Dickey et al. 1990; Tamburro et al. 2009; Koch et al. 2018) , larger than the spectral line broadening due to thermal speed (∼ 8 km s −1 for the warm neutral phase with temperature of ≈ 8 × 10 3 K; Wolfire et al. 1995) . This extra kinetic energy that stirs ISM is attributed to turbulence.
The strength of turbulence is important in controlling the star formation activity (Krumholz & McKee 2005; Federrath & Klessen 2012; Padoan et al. 2012; Federrath 2013; Salim et al. 2015) . It is widely known that star formation in nearby galaxies is inefficient. If stars form through gravitational contraction alone, then the typical time-scale is the free-fall time (∼ 10 Myr), which is much shorter than the molecular gas depletion time in nearby galaxies (∼ 2 Gyr; e.g., Bigiel et al. 2008; Leroy et al. 2013; Utomo et al. 2017 Utomo et al. , 2018 . Besides magnetic fields, turbulence and stellar feedback (e.g., jets and outflows) have major roles as sources of support to counteract gravity and reduces the star formation rate (McKee & Ostriker 2007 , and references therein). In simulations, by including turbulence, magnetic fields, and stellar feedback step-by-step, the star formation rate is reduced by a factor of 2 − 3 with each additional physical ingredient (Federrath 2015) . From observations, Leroy et al. (2017) showed that the star formation efficiency per free-fall time at the molecular cloud scale in M51 anti-correlates with the velocity dispersion of molecular gas, which is a tracer of the molecular gas turbulent energy.
Turbulence is generated at the driving scale, then it cascades down to smaller scales, and finally dissipates into heat (through viscosity) at a scale comparable to the particle's mean-free-path (Frisch 1995) . The first evidence for turbulent cascades in ISM was reported by Larson (1981) , who showed that the linewidth of molecular clouds (∆V ) is related to their size (R) as ∆V ∝ R 0.38 (for a compilation of size-line width relation, see Hennebelle & Falgarone 2012) . This empirical relation is similar to the energy cascades of incompressible turbulence predicted by Kolmogorov (1941) . In a later work, however, Solomon et al. (1987) revised this scaling relation to be ∆V ∝ R 0.5 (see also Ossenkopf & Mac Low 2002; Heyer & Brunt 2004; Roman-Duval et al. 2011) , and hence, the linewidth-size relation is probably just a consequence of the virial equilibrium state of the gas (e.g., Elmegreen 1989; Heyer et al. 2009; Utomo et al. 2015 ). Another alternative is the ISM is highly compressible (because turbulence is supersonic). High-resolution numerical simulations in compressible cold, molecular gas also recovered ∆V ∝ R 0.5 scaling relation (Federrath 2013) . Observation-ally, by applying the method from Brunt & Federrath (2014) , Orkisz et al. (2017) found that the selenoidal motion (divergence free) is dominant in the Orion B cloud, but compressive motion is dominant in star-forming regions within Orion B. Turbulence dissipates on a short time scale (∼ 10 Myr; Mac Low & Klessen 2004) , therefore, the origin of turbulent energy and how it is maintained over the life-time of a galaxy remains problematic. In this paper, we attempt to solve this conundrum by measuring the turbulent energy in atomic and molecular gas in M33, and calculating various possible sources of turbulent energy, such as the magneto-rotational instability (MRI), rotational instability, stellar feedback, and gas accretion from outside the galaxy. For each of them, we use expressions collected from the literature to measure their energy densities, and then, compare it directly to our measured turbulent energy.
M33 is an ideal place to study the interstellar turbulence at least for two reasons. First, the existence of high quality multi-wavelength data (from UV to radio) enables us to compare the turbulent energy with the energy generated from the stellar feedback and MRI. Second, the high resolution data (∼ 80 pc of resolution) allow us to study the turbulence down to the scale of molecular clouds. This cloud-scale study is complementary to the kpc-scales study of Tamburro et al. (2009) and Stilp et al. (2013) . Compared to previous studies, we provide a more detailed analysis by separating the thermal and turbulent components from the kinetic energy of the gas, and consider the variation of turbulent dissipation time as functions of gas volume density and velocity dispersion of the gas. This paper is organized as follows. In Sections 1.1 to 1.4, we review the energy sources that may be able to maintain interstellar turbulence. In Section 2, we describe the new and archival data used in our analysis. In Section 3, we measure the turbulent energy in azimuthally-averaged binsand also in a cloud-by-cloud basis with an emphasis to explain their energy sources. Lastly, we discuss and summarize our findings in Sections 4 and 5. Throughout this paper, we adopt a distance of 859 kpc, an inclination of 56
• , and a position angle of 22
• .5 for M33 (Gratier et al. 2010 ).
Magneto-rotational Instability
Sellwood & Balbus (1999) proposed that turbulence in the outer disk of spirals is driven by the differential rotation of the galaxy under the existence of weak magnetic fields. Their suspicion is based on the fact that σ HI in the outer disk of spirals is roughly constant at ∼ 6 km s −1 (Dickey et al. 1990 ), even though stellar winds and supernovae are negligible in that region. They utilized the magneto-rotational instability (MRI) analysis that was first applied to accretion disks by Balbus & Hawley (1991) , on galaxy scales, and concluded that a magnetic field strength of 3µG is sufficient for MRI to generate σ HI of 6 km s −1 . This magnetic field strength is about a factor of 2 smaller than what was measured in the Milky Way by Heiles & Troland (2005) .
The energy per unit area generated by the MRI is (see derivation in Appendix A)
where 0 ≤ MRI ≤ 1 is the coupling efficiency of MRI energy (i.e. the fraction of MRI energy that is deposited as gas turbulence), h HI is the scale-height of HI gas in units of 100 pc, B is the magnetic field strength in units of 6 µG (Tabatabaei et al. 2008) , S ≡ |dΩ/dlnR| is the shear rate in units of (220 Myr) −1 , and σ HI is the velocity dispersion of HI gas in units of 10 km s −1 . We measure the shear rate in Appendix B, and we record the radial profile of Σ MRI in Appendix C.
Rotational Instability
In the absence of the Maxwell stress tensor (no MRI), the Newton stress tensor T Rφ = ρ u GR u Gφ can provide the energy input for turbulence from the positive correlation between the radial and azimuthal gravitational velocities (u GR and u Gφ , respectively; Lynden- Bell & Kalnajs 1972) . By adopting the energy input rate from the gravitational instability asΣ GI ≈ 1.23 × 10 −8 erg s −1 cm −2 (Wada et al. 2002; Mac Low & Klessen 2004 ), the energy surface density of the gravitational instability is
where 0 ≤ GI ≤ 1 is the coupling efficiency of the gravitational instability and τ D ≈ 9.8 Myrs is the dissipation time of turbulence. The calculation above assumes h HI = 100 pc, Σ gas = 10 M pc −2 , and S = (220 Myr) −1 . Since this energy is about an order-of-magnitude smaller than MRI, it is not to be considered any further.
Gravitational Instability
A galaxy can accrete cold gas from its intergalactic medium (Sancisi et al. 2008) . Even though the inflowing motion of cold gas is hard to be detected in the inner part of galaxies (Wong et al. 2004) , it has been measured at the outer parts, in the order of ∼ 10 km s −1 (Schmidt et al. 2016) . As the gas settles down, converting its kinetic to potential energy, it drives turbulent motions. The strength of this gravity-driven turbulence was proposed by Krumholz & Burkert (2010) as
where Ω is the angular speed of galaxy,Ṁ is the mass accretion rate, Q is the Toomre (1964) parameter for both stars and gas system, and η is a dimensionless number of order unity that measures the turbulent energy dissipation rate per scale height-crossing time. Krumholz & Burkhart (2016) showed that the gravity-driven turbulence better correlates to the observations of unresolved local and high-redshift galaxies than a feedback-driven model. We test this model in the resolved observation of M33.
Stellar Feedback
Star formation provides feedback through proto-stellar outflow, stellar winds, and supernovae (SNe). These feedback mechanisms inject energy and momentum to the surrounding ISM. However, SNe energy is orders-of-magnitude higher than the energy from proto-stellar outflows and stellar winds (Mac Low & Klessen 2004) . Therefore, energies from stellar feedback other than SNe are neglected.
We estimate the energy per unit area that needs to be injected by SNe to maintain turbulence in the ISM (i.e. the steady state energy surface density) as Σ SNE = η SN E SN τ D (Mac Low & Klessen 2004) , where η is the supernovae rate per unit area, E SN is the SN energy, SN is the fraction of E SN that goes into turbulence (i.e. coupling efficiency), and τ D is the dissipation time, defined as the turbulent crossing time across the turbulent driving scale.
In Appendix D, we estimate η, E SN , and τ D to derive the SNe energy surface density as
where 0 ≤ SN ≤ 1 is the coupling efficiency of SNe energy and Σ SFR is the star formation rate surface density. In deriving Equation 4, we assume that the momentum injected by a SN in two-phase medium is 2.8 × 10 5 M km s −1 (Kim & Ostriker 2015) and τ D is constant (9.8 Myr; Mac Low & Klessen 2004 ). However, we also consider the SNe energy for τ D equal to the crossing time of turbulence across the HI scale-height. We record the radial profile of Σ SNE in Appendix C.
2. DATA 2.1. Atomic Gas
The data cube of HI emission is retrieved from Koch et al. (2018) . This data cube is a combination of new interferometric observations from the Karl G. Jansky Very Large Array (VLA; Project ID 14B-088) and archival single dish observations from the Robert C. Byrd Green Bank Telescope (GBT; 2002 October) . This combination ensures that HI emission from both small and large spatial scales is captured. Reduction and analyses of the raw data have been done by Koch et al. (2018) , resulting in a data cube with 80 pc of linear resolution and 0.2 km s −1 of spectral resolution.
Mass Surface Density
The HI integrated intensity (I HI ) is converted to the HI mass surface density (Σ atom ), assuming HI is optically thin throughout the line-of-sight, via Σ atom M pc −2 = 0.020 cos(i)
where i = 56
• is the inclination of M33 (Gratier et al. 2010 ). Equation 5 includes a factor of 1.36 to reflect the presence of Helium. The map of HI surface density (Σ HI ) is shown in Figures 1. Its radial profile is shown in Figure 2 and is recorded in Appendix C.
Velocity Dispersion
There are two common ways to derive the velocity dispersion (σ HI ): the second-moment and Gaussian fit. However, both methods are susceptible to noise if the signal-to-noise ratio (SNR) is low. Therefore, we average the HI stackedspectra within radial bins (100 pc wide) to increase SNR. The HI stacked-spectra are defined as the HI spectra, shifted into a common velocity reference within a radial bin, and then, taking their average (e.g., Ianjamasimanana et al. 2012; Stilp et al. 2013; Koch et al. 2018) . By applying this method, we can get a high SNR, including the spectral edges (line wings) that are important to the measurements of σ HI .
There are three choices of the reference velocity to stack the spectra: the centroid velocity (derived from the first moment), the peak velocity (i.e. velocity that corresponds to the highest emission in the spectrum), and the galaxy rotation velocity at the respective galactocentric radius. Koch et al. (2018) have done a detailed comparison of those choices, and concluded that the peak velocity is less biased. Hence, we also follow their suggestion to use the peak velocity as a reference. Using the centroid or rotation velocities as a reference leads to a larger velocity dispersion. Therefore, we also consider those velocity references as the upper limit of the derived velocity dispersions.
The resulting stacked spectra deviate from a Gaussian because of extra-flux at the line wings. There are multiple interpretations of these line wings, e.g. warm HI component, outflows, turbulent motion, and lagging HI component above the midplane. Koch et al. (2018) showed that ∼ 9% of the line flux is originated from the lagging HI component above the midplane, i.e. not of turbulent origin. This lagging HI component manifests itself as asymmetric line wings. Since this value is quite small, we assume that the line wings are originated from turbulent motions. However, we also conside excluding that asymmetric component to calculate the lower limit of the velocity dispersions.
To take into account the line wings, we fit each stacked spectrum with double Gaussians (narrow and broad components). Then, we measure the area and dispersion of each Gaussian component. We define the velocity dispersion of the line as the mean of σ HI , weighted by the Gaussian area, A, of each component, i.e.
The resulting σ HI is almost constant (independent of radius) with values between ∼ 10 and 13 km s −1 , which is shown in Figure 3 and recorded in Appendix C. Velocity dispersion in high resolution observations is usually less affected by beam smearing, except at the center of galaxy. We model this artificial broadening due to beam smearing in Appendix E.
Kinetic Energy Surface Density
The atomic gas kinetic energy per unit area is
The factor of 3 in Equation 7 is included to calculate the 3-dimensional kinetic energy from 1-dimensional velocity dispersion, with an assumption that σ HI is isotropic. We record The map of the atomic gas surface density from VLA and GBT (Koch et al. 2018) , color coded in M pc −2 (top left), the molecular gas surface density in M pc −2 from IRAM (Gratier et al. 2010; Druard et al. 2014, top right) , the stellar surface density in log(M pc −2 ) from 2MASS (Jarrett et al. 2003, bottom left) , and the SFR surface density in log(M yr −1 kpc −2 ) from GALEX and Spitzer Rieke et al. 2004; Gordon et al. 2005; Dale et al. 2009, bottom right) . the radial profile of Σ kin in Appendix C. Since the kinetic energy of the gas originates from thermal and turbulent motions, we separate those thermal and turbulent motions in §3.1.
Scale Height
We assume that the vertical distribution of HI gas is in dynamical equilibrium, where the weight of HI gas under the influence of the gravitational potential of the galaxy (stellar and gas, excluding dark matter) is balanced by the pressure gradient of the HI gas. Following Ostriker et al. (2010) and Kim et al. (2013) , the total pressure in this dynamical equilibrium state is
where Σ = Σ HI + Σ mol is the total gas surface density, and we define the diffuse gas fraction as f d = Σ HI /Σ. Some authors consider the CO emitting gas as diffuse and only gas in the cores is self-gravitating. In this case, f d ≈ 1 and we underestimate the value P tot,DE .
We can not measure the stellar volume density, ρ , directly, so we estimate it as ρ ≈ Σ /(2h ). We use the flattening ratio /h = 7.3 (Kregel et al. 2002) by taking their average values in radial bins with bin width of 100 pc. The dashed line in Σ * profile is the extrapolation from the exponential disk fit. The statistical uncertainty in Σ * is very small. The gas is atomic dominated throughout the galaxy. Two spikes in ΣSFR at radius ∼ 3.5 kpc and ∼ 5.7 kpc are from NGC604 and IC133, respectively. The typical uncertainties are derived from the median absolute deviation of the respective surface density in each radial bin (i.e. it takes into account variations in the azimuthal direction) and are marked as colored bands. scale = 2.3 kpc (van den Bergh 1991) to calculate h .
The vertical hydrostatic pressure is balanced by the onedimensional volumetric kinetic energy of HI gas, so that the HI gas scale-height in hydrostatic equilibrium state is
A factor of 2 in the denominator arises because ρ ≈ Σ/(2h).
In a more realistic case, the HI scale-height is time dependent and undergoes oscillation (e.g., Benincasa et al. 2016) . Hence, Equation 9 can be interpreted as either a static case or an average over time-scale of ∼ 100 Myrs. We show the radial profile of h HI in the right panel of Figure 3 and record it in Appendix C. The uncertainties are calculated from the error propagations. The HI scale height increases from ≈ 72 pc in the center to ≈ 627 pc at 8 kpc radius, mostly driven by the decrease in the total pressure (Equation 8).
Molecular Gas
As part of the M33 CO Large Program (Gratier et al. 2010; Druard et al. 2014) , the CO(2-1) line has been observed over the whole disk of M33 down to a noise level of 20 mK per channel. The On-The-Fly mapping technique was done with the HERA multibeam dual-polarization receiver (Schuster et al. 2004 ) on the IRAM 30-meter telescope on Pico Veleta, Spain. We adopt a line ratio CO(2-1)/CO(1-0) of 0.7 (e.g., Leroy et al. 2008) .
The data have a spatial resolution of 12 and a spectral resolution of 2.6 km s −1 . Since the CO map is used to identify individual GMCs, we do not convolve it to coarser resolution to match the HI map. This practically has no effect because we determine the turbulent energy of atomic and molecular gas, separately.
Mass Surface Density
We multiply the CO luminosity with the CO(1-0)-to-H 2 conversion factor (α CO ) to derive the molecular gas mass. We consider two cases for α CO ; a constant Galactic α CO of 4.3 M [K km s −1 pc 2 ] −1 , and α CO that depends on the gasphase metallicities and the total mass surface densities (Bolatto et al. 2013a , and references therein) as described below. For simplicity, we show the radial profile of Σ mol with a constant Galactic α CO in Figure 2 and record it in Appendix C. But, we apply variable α CO when comparing the turbulent and SNe energy in molecular clouds.
CO-to-H2 Conversion Factor
Gas in the lower metallicity environment has lower dust-togas ratio, and hence, requires a higher gas column density to shield the gas to protect CO from dissociation (van Dishoeck & Black 1988; Wolfire et al. 2010; Glover & Mac Low 2011) . Thus, a higher conversion factor is required because there is less CO per H 2 molecule. Bolatto et al. (2013a) gives a prescription to estimate this correction to the conversion factor as
where Z is the gas-phase metallicity relative to the Solar value of 12+log(O/H)= 8.7 (Allende Prieto et al. 2001) , and Σ
100
GMC is the surface density of GMCs in units of 100 M pc −2 . What is the gas-phase metallicity in M33? Recent measurement by Toribio San Cipriano et al. (2016) , based on the electron temperature, found 12+log(O/H) = 8.52 − 0.36(r/R 25 ). This means the conversion factor varies from 1.2 times higher than the Galactic α CO in the center of M33 to 2.7 times higher than the Galactic α CO at R 25 ≈ 7.7 kpc. Those values of conversion factor are in agreement with what were found by Leroy et al. (2011) , where they used dust emission as a tracer for H 2 surface density, but the gradient is steeper than that measured by Rosolowsky & Simon (2008) , thus gives us a more extreme case.
In addition to metallicities, the total surface density can also affect α CO . This is because molecular gas may encompass both gas and stellar gravitational potential, especially in the denser regions, such as galactic center. This additional contribution from stellar component broadens the CO velocity dispersion, giving a false impression that the molecular gas surface density (which is proportional to surface brightness and velocity dispersion) is higher than what it should be. In other words, the molecular gas is not self-virialized, but instead, in virial equilibrium with gas and stellar gravity. This change in α CO in the galactic center has been inferred by Sandstrom et al. (2013) in nearby galaxies. Bolatto et al. (2013a) suggest that α CO is related to the total surface density alone as α CO ∝ (Σ tot /100 M pc −2 ) −0.5 for Σ tot > 100 M pc −2 . This surface density occurs inside 3 kpc radius in M33 (Figure 2 ), therefore, this α CO variation only affects clouds in the inner disk. 
Velocity Dispersion
The CO velocity dispersion is calculated using the 2nd-moment method (the intensity-weighted square of the velocity) in MIRIAD package (Sault et al. 1995) . We blank channels with CO intensity less than 0.1 K (5 times the typical noise in the data cube), and only include ±3 channels (equivalent to 15.6 km s −1 ) from the mean velocity. The value of this "window channel" is set to be larger than the typical velocity dispersion in the ISM (∼ 10 km s −1 ), but also, not too wide to be contaminated by noise. The molecular gas kinetic energy is calculated using a formula analogous to Equation 7.
Stellar Masses
The K−band radial profile is acquired from Muñoz-Mateos et al. (2007) , who used the K−band image of 2MASS Large Galaxy Atlas (Jarrett et al. 2003) . To convert it to stellar mass surface density, we adopt a mass-to
,K . The original image (1 pixel size and 3 resolution) is resampled and convolved to match the HI map with 4 pixel size and 12 resolution using the MIRIAD package (Sault et al. 1995) . The major uncertainty is the M/L, that has a factor of 2 variation in the K-band (Bell & de Jong 2001) .
The profile is well fitted by a de Vaucouleurs profile for the inner 1 kpc and the exponential profile between 1 and 4 kpc. Therefore, we extend the stellar profile outside 5 kpc from the fit to the exponential disk profile. The map of Σ * is shown in Figures 1. The radial profile of Σ * is shown in Figure 2 and is recorded in Appendix C.
Star Formation Rates
We retrieve the far ultraviolet (FUV) map from GALEX at effective wavelength of 1516 Å as a tracer of unobscured star formation energy, and the mid infrared map (MIR) from Spitzer MIPS 24µm (Rieke et al. 2004; Gordon et al. 2005; Dale et al. 2009 ) as a tracer of obscured star formation energy that is reradiated by the dust. Both FUV and MIR maps have been background subtracted. We correct the FUV map for Galactic extinction of (Schlegel et al. 1998 ) and using a conversion of A FUV = 7.9 E(B − V ) ). The original resolutions of FUV and MIR maps are 4 .5 and 6 , respectively. Therefore, we convolve and regrid the FUV and MIR maps to match the HI and CO maps using the MIRIAD package (Sault et al. 1995) .
The FUV and MIR surface brighness (I FUV and I MIR ) are converted to the star formation rate surface density (Σ SFR ) using )
where Σ SFR is in units of M pc −2 , and both I FUV and I MIR are in units of MJy sr −1 . Equation (11) Figure 2 and is recorded in Appendix C.
3. RESULTS
Separating Thermal and Turbulent Energies
The total kinetic energy of the gas consists of thermal plus turbulent energy. In order to calculate the thermal energy density (e th ∝ nT ), we need to know the volume density (n) and temperature (T ) of the gas. For our study, it is necessary to consider two-phases ISM: cold and warm neutral media (CNM and WNM; Field 1965) , because their density and temperature can vary by about two orders-of-magnitude. Hence, the mass fraction of HI in each of these media affect the resulting thermal energy.
Calculating the physical state of the gas (n and T ) requires calculating its thermal and chemical equilibrium states, which is beyond the scope of this paper. Therefore, we adopt the result from Wolfire et al. (2003) , where they calculated n and T for CNM and WNM as a function of galactocentric radius in the Milky Way (MW). We therefore assume that M33 is a miniature version of the MW. In particular, the thresholds of n and T for CNM and WNM at 0.5 R 25 in the MW is assumed to be the same as those at 0.5 R 25 in M33. We adopt R 25 = 16 kpc for the MW (Bigiel & Blitz 2012) and R 25 = 7.7 kpc for M33 (Gratier et al. 2010) .
In practice, the gas thermal energy is determined through the following steps. First, we calculate the HI number density for each pixel in M33 as n HI = Σ HI (2h HI ) −1 , where h HI is the scale-height of the HI gas (derived using Equation 9). Then, we compare n HI with the mean values of n CNM and n WNM in the MW as calculated by Wolfire et al. (2003) at the same radius in R 25 . There are three possible outcomes of this comparison.
(1) For n > n CNM , we assume all of the HI mass is in CNM. (2) If n < n WNM , then most of the volume is in WNM. For simplicity, we assume that all the HI mass is in WNM. (3) For n CNM ≤ n ≤ n WNM , we assume both phases exist, and distribute the gas mass to be half CNM and half WNM (as observed in the MW by Heiles & Troland 2003) .
In the left panel of Figure 4 , we show the volume densities of HI as a function of radius. The blue line marks the expected volume densities of CNM in the MW, while the expected number densities of WNM in the MW is marked as the red line. For most of the HI mass, the number density of HI in M33 are in the intermediate density between n WNM and n CNM .
We add the thermal energy from the CNM and WNM as the gas thermal energy via
Then, we subtract the thermal energy from the kinetic energy to get the turbulent energy. These thermal, kinetic, and turbulent energies are shown as the red, blue, and black lines, respectively, in the right panel of Figure 4 . Their values are recorded in Appendix C. We see that the turbulent energy dominates over the thermal energy by a factor of ∼ 2 − 3 at all radii. This means the driving mechanism of turbulence (e.g. stellar feedback or MRI) is still needed, even at the outermost radius where the star formation rate is negligible.
Turbulence in Atomic Gas
In the left panel of Figure 5 , we compare the radial profiles of turbulent energy per unit area with the possible sources of turbulent energy (SNe and MRI) assuming 100% coupling efficiency (i.e. all SNe and MRI energies are converted to turbulence). We tabulate these turbulent, thermal, SNe, and MRI energies in Appendix C. There are three key points of our findings as described below.
First, the turbulent energy (black line) is almost flat (∼ 2 − 3 × 10 46 erg pc −2 ) inside 7 kpc radius. This is due to the fact that both Σ HI and σ HI are almost constant within 7 kpc. Beyond 7 kpc, both HI mass surface density and HI velocity dispersion decrease, so that kinetic and turbulent energies also drop to ∼ 1 × 10 46 erg pc −2 . In the center, there is a small drop (black dashed line) if we took into account the effect of beam smearing to broaden the velocity dispersion (Appendix E).
Second, the SNe energy (red line) dominates over the MRI energy (blue line) inside 6.5 kpc radius. The radial decline of SNe energy is due to the radial decline of the SFR surface density (as shown in Figure 2) . Conversely, MRI energy rises outwards, driven by the increase of HI scale-height as a function of radius (as shown in Figure 3) .
Third, individually, the SNe energy alone is able to maintain turbulence inside ≈ 4 kpc (with 100% of coupling efficiency), while the MRI alone does not have enough energy to maintain turbulence inside 8 kpc radius. Therefore, the source of turbulence in the outer parts must be from other sources, because the sum of SNe and MRI energies (dashed green line in the right panel of Figure 5 ) is smaller than the turbulent energy. In §4.2 and §4.3, we argue that the kinetic energy from the accreted material is enough to maintain turbulence at outer radius. It is interesting to note that the values of MRI and turbulent energies are converging at 8 kpc, so we still can not rule out the importance of the MRI as a source of turbulence outside 8 kpc.
All calculations above assume a constant dissipation time of ≈ 4.3 Myr for SNe energy (Appendix D). If somehow, SNe energy is able to escape the HII regions and tap its energy to diffuse atomic ISM, then the appropriate drivingscale may be the thickness of HI gas, h HI (as in the case of MRI energy). Therefore, we also do analogous calculations, but this time with τ D ∝ h HI σ HI (Mac Low & Klessen 2004) . Since h HI is larger than the size of HII regions (by a factor of ∼ 2 − 15) while σ HI is only 20 − 30% higher than a fiducial value of 10 km s −1 , then the dissipation time becomes longer, and the SNe energy, required to maintain turbulence, also increases.
In the left panel of Figure 6 , we compare this SNe energy (with τ D ∝ h HI σ HI ), MRI energy, and turbulent energy. Unlike previous calculation with a constant τ D , now SNe have enough energy to maintain turbulence inside 7 kpc radius. Outside 7 kpc, the combination of SNe and MRI energies is required to be able to maintain turbulence. In this case, other sources of energy are not required to maintain turbulence. We define coupling efficiency as the ratio between the turbulent energy and the driving energy, i.e. the fraction of driving energy required to maintain turbulence. We show their values in the right panel of Figure 6 , where the coupling efficiency increases outward from ∼ 10% to ∼ 80%.
A possible reason for the variation of coupling efficiency is the leakage of SNe energy through the SNe bubbles that flow out from the galaxy midplane to the intergalactic medium. This gas outflow, driven by stellar feedback, is usually strong enough to be observed in starburst galaxies (Bolatto et al. 2013b; Leroy et al. 2015; Martini et al. 2018) . The HI mass surface density is known to have small variation, while Σ SFR declines as a function of radius. This means SNe bubbles tend to overlap with each other near the galaxy center, which increases the likelihood of energy leakage from the galaxy. This process transfers SNe energy to the ionized medium out of the midplane, instead of being deposited into the HI gas. In this view, the HI gas only captures a fraction of SNe energy, and hence, leads to a smaller coupling efficiency in the center. Note one must take care in calculating the coupling efficiency. For example, if the magnetic field varies with radius, then the coupling efficiency of the MRI would have to vary as well, and if the magnetic field has a different value than we have assumed, then the average value of the coeffi- (Wolfire et al. 2003) . There are no data for CNM and WNM inside 0.2 R25, therefore, we extrapolate the red and blue lines using Univariate Spline in Scipy. Both CNM and WNM co-exist at all radii (gray points), consistent with that in the Milky Way (Heiles & Troland 2003) . We assign HI with number density below the red line as WNM (red points). Right: the radial profile of kinetic energy (blue line), turbulent energy (black line), and thermal energy (red line). The turbulent energy dominates over thermal energy at all radii by a factor of ∼ 2 − 3. The uncertainties (shared regions) are derived from the error propagations. cient would also differ from what we estimated here.
Turbulence in Molecular Clouds
Since star formation occurs in molecular clouds, we also investigate whether the stellar feedback alone can maintain turbulence in molecular clouds. For this purpose, individual molecular clouds in M33 are identified through the following procedures. First, we utilize the CPROPS package of Rosolowsky & Leroy (2006) to identify contiguous pixels in the CO data cube. These regions must have at least one pixel with SNR ≥ 5 and are bounded by pixels with SNR of 2 as their edges. The aim of this process is to separate signal from noise. As a result, we have a masked cube with binary values, zero for noise and one for signal.
We then collapse that masked cube along the velocity axis. Line-of-sights that only cover less than 3 channels are blanked because they are not sufficient for the calculation of velocity dispersion. Then, we label each contiguous region in this 2-dimensional map as an individual molecular cloud. We also remove clouds with the total number of pixels less than 15 (equivalents to an effective radius of 9.1 pc) because smaller clouds are susceptible to noise. At the end, we identify 124 molecular clouds in M33. This is fewer than 148 clouds that were cataloged by Engargiola et al. (2003) Figure 5 . The black dashed line in the center is the turbulent energy after correction from beam smearing (Appendix E). Right: coupling efficiency for the SNe and SNe+MRI energies. In this case, the combination of SNe and MRI energies is enough to feed turbulence at all radii, with coupling efficiency increases from ∼ 10% in the center to ∼ 80% in the outer part.
within the boundary of that molecular cloud, set by the masking process described before. We do bootstrap resampling to estimate their uncertainties. For a temperature of 10 K, the sound speed in molecular clouds is ∼ 0.2 km s −1 , while our measured velocity dispersion is a few km s −1 (Appendix C). Therefore, σ turb σ therm , and hence, we can approximate E turb ≈ E kin . However, keep in mind that the measured SNe energy within the molecular cloud is probably an overestimate because the stars will move away from the clouds in a time-scale of Myrs for those stars to evolve to the end of their lives and the ionizing radiation from the stars pushes the gas away from the stars (McKee et al. 1984) .
The comparison between E turb and E SNe for each molecular cloud is shown in Figure 7 and tabulated in Appendix C. The molecular turbulent energy per cloud (blue points) is correlated with the supernovae energy per cloud, with ≈ 0.83% of median coupling efficiency, defined as the ratio of E turb over E SNe . This value is only slightly different when α CO that depends on metallicity and mass surface density is adopted (0.92%). Therefore, we conclude that supernovae have enough energy to maintain turbulence in molecular clouds.
Note that the kinetic energy per cloud in Figure 7 is roughly in agreement with the simulations outcome from Padoan et al. (2016) , where their total kinetic energy (integrating over the whole simulation volume) is ∼ 10 50 erg for ISM above a density of 100 cm −3 . Within their simulation volume, there are 10 clouds with masses 10 4 M (typical of GMCs), so that their kinetic energy per cloud is ∼ 10 49 erg. As a check, we also loosen the constraint for cloud identifications by reducing the peak SNR to be 2, while keeping the SNR at the edges as is. Also, there is no decomposition for the contiguous regions. In other words, we are likely to identify Giant Molecular Associations (GMAs) rather than GMCs. The aim is to include a more diffuse CO emission with low star formation rate, so that we can check whether the SNe energy can still maintain turbulence per GMA. As in 10% coupling efficiency 1% coupling efficiency 0.1% coupling efficiency Figure 7 . A comparison between the turbulent energy and SNe energy in the molecular clouds. The solid, dashed, and dotted black lines mark the SNe coupling efficiency of 10%, 1%, and 0.1%, respectively. This figure shows that SNe energy is able to maintain turbulence in the molecular clouds. a GMC, the SNe energy per GMA is derived by adding SNe energy from all pixels within the boundary of a GMA. We find that the correlation between molecular turbulent energy and SNe energy still exists, with a median coupling efficiency of ≈ 0.64% for a Galactic α CO and 0.73% for variable α CO . The fact that it is still less than 100% means the SNe energy can still maintain turbulence, even after the inclusion of more diffuse CO emission.
DISCUSSION 4.1. Comparisons with Previous Works
We show that SNe have enough energy to maintain turbulence inside radius of ≈ 4 kpc in M33 (for a constant dissipation time of 4.3 Myrs). This finding is, in general, consistent with the previous study by Tamburro et al. (2009) in a sample of 11 nearby disk galaxies selected from the THINGS survey ). However, there are at least four differences between Tamburro et al. and our results as listed below.
1. Their measured σ HI is rising towards the center and could reach a value of ∼ 25 km s −1 . This could be the effect of beam smearing because their physical resolution is ∼ 500 pc at 10 Mpc distance (typical distance of their targets). Our resolution is one order-ofmagnitude better (≈ 80 pc) than that in Tamburro (Appendix B) . This means, for a given radius in the flat part, Ω and shear rate are higher in their sample. Since MRI energy is proportional to the shear rate (Equation 1), this gives rise to higher MRI energy in their sample. On the other hand, HI mass surface density and velocity dispersion are comparable between M33 and their disk galaxies, which means their HI turbulent energies are also comparable with ours. Altogether, these differences may explain why the MRI has enough energy to maintain turbulence in the disk galaxies, but not in dwarfs, such as M33.
Another extensive study about turbulence in galaxies was conducted by Stilp et al. (2013) in a sample of dwarf galaxies. They found that the SFR is able to maintain turbulence in regions where Σ SFR 0.1 M Gyr −1 pc −2 , which is equivalent to Σ ESN 2 × 10 45 erg pc −2 for SN = 1 (Equation 4). On the other hand, Σ ESN 2 × 10 46 erg pc −2 is needed to maintain turbulence in M33 (see Figure 5) , an order-of-magnitude higher than their threshold. Stilp et al. also mentioned that the MRI energy is unable to maintain turbulence in regions of low star formation rates (consistent with our finding), because the velocity dispersion of HI in dwarf galaxies is similar to the outer disk of spirals, but dwarf galaxies have less shear (and hence less MRI energy) compared to that in spiral disks.
Tidal interaction
M33 and M31 are known to be interacting, with a 'bridge' of HI gas connecting those two galaxies is detected (e.g., Braun & Thilker 2004; Putman et al. 2009; Lockman et al. 2012) . Does their tidal interaction generate enough energy to feed turbulence? The rate of energy injected by accretion can be estimated simply as the kinetic energy of the accreted materials (Klessen & Hennebelle 2010) ,Ė acc = 0.5Ṁ acc V 2 acc , whereṀ acc and V acc are the accreted mass rate and the accretion velocity. For a galaxy with size R ∼ 10 kpc (comparable to that in M33) and turbulent dissipation time τ D ∼ 9.8 Myrs, the energy surface density due to accretion is
where we adoptṀ acc = 3 M yr −1 and V acc = 100 km s −1 for M33 as reported by Zheng et al. (2017) . This energy density is comparable to the turbulent energy density at the outer radius. Therefore, tidal interaction is a possible source of turbulent energy in the outer part of M33. However, note that those values ofṀ acc and V acc are measured outside our radial range (> 8 kpc). Figure 8 shows the cumulative turbulent energy as the blue curve. This cumulative energy is calculated from outside to inside because the accretion kinetic energy is originated from outside the galaxy. As a comparison, we also show the total kinetic energy from accretion within a dissipation time-scale of 9.8 Myrs. If accretion is able to maintain turbulence with 100% coupling efficiency, then accretion alone may be the source of turbulent energy outside ≈ 4.5 kpc radius of M33. Inside 4.5 kpc, there is not enough energy from accretion to maintain turbulence. However, as we mentioned in §3.2, the SNe energy is able to maintain turbulence in the inner region of M33.
Gravity-driven Turbulence
While the kinetic energy generated by the gas accretion is large enough to account for turbulent energy, we remain skeptical on how this energy can generate turbulence in the inner disk of M33, where the mass inflow rate is much smaller than the mass accretion rate (Wong et al. 2004; Schmidt et al. 2016) . Also, if the accreting gas has a temperature much less than 10 6 K, then the interaction of the accreted gas with gas in the disk will result in a radiative shock, and most of the energy will be radiated away, resulting in a very small value of coupling efficiency. Krumholz & Burkert (2010) and Krumholz & Burkhart (2016) proposed a scenario that the gravitational instability Cumulative turbulent energy Accretion energy Figure 8 . A cumulative turbulent energy of atomic gas, integrated from outside to inside (blue line). As a comparison, the total kinetic energy from accretion in a period of 9.8 Myrs (dissipation time) is shown as a dashed black line. This means the accretion is able to maintain turbulence outside 5 kpc radius of M33, assuming a 100% coupling efficiency.
from the inflowing materials through the disk can generate turbulence. While this may be true for large gas velocity dispersion (σ gas 50 km s −1 ) and small gas fraction as in active star-forming galaxies, the gas velocity dispersion in M33 is small ( 10 km s −1 ), and thus, the separation between the stellar feedback and gravitational instability as the source of turbulence is indistinguishable (their Figures 1 and 2) .
Since the actual mass accretion in the disk of M33 is unknown, we test this gravity-driven turbulence by using toy models of gas accretion rate,Ṁ, as follows.
1. A constantṀ throughout the disk radii, with any values less than 3 M yr −1 . In other words, we treat the measuredṀ by Zheng et al. (2017) as an upper limit. Physically, this can be interpreted as a zero net flux of gas in each radial annulus, except at the center of galaxy where the gas is accumulated.
2. A constantṀ per unit area. The annulus area in the outer part is larger than the inner part, therefore in this model, the accretion rate decreases inward, in general agreement with the results of Schmidt et al. (2016) . There are two branches of this model: (a) the total accretion rate must not exceed 3 M yr −1 (Zheng et al. 2017) , meaning that all the gas accretion is originated from outside the galaxy, and (b) the inner part of accretion is a scale-down version of the accretion in the outermost part of the galaxy (8 kpc), which is set to beṀ out = 3 M yr −1 . In other words, we use a scaling relationṀ in /Ṁ out = A in /A out , where A is the annulus area.
For each of those models, we can calculate the turbulent energy induced by gravity by using Equation 3.
Another parameter in this model is the Toomre (1964) Q, which can be calculated by two different ways: (a) set it to be unity, and (b) using the Wang & Silk (1994) approximation, which is done by Krumholz & Burkhart (2016) , for both stars and gas as
where V c is the circular speed of the galaxy (derived in Appendix B), f g is the total gas fraction, i.e. Σ/(Σ + Σ ), and r is the galactocentric radius.
In Figure 9 , we compare the observations of turbulent energy in atomic gas (black lines) with the outcome of those models (blue lines). Each row has different assumption on the Q parameter (top row for Q = 1 and bottom row for variable Q), while each column has different model ofṀ (left column for a constantṀ and right column for a constantṀ per unit annulus area). The strength of the gravito-turbulent energy, Σ grav , depends onṀ (for constantṀ models) orṀ out (for models with constantṀ per unit area), so we vary that value to be 3, 0.3, and 0.03 M yr −1 , shown as the dashed, dot-dashed, and dotted curves, respectively.
For all models, the values of Σ grav withṀ = 3 M yr −1 exceeds Σ turb by about an order of magnitude, while Σ grav witḣ M = 0.3 M yr −1 has similar energy as Σ turb . Since we do not know the actual value of the coupling efficiency of Σ grav , we can only give a loose constraint thatṀ 0.3 M yr −1 is required for Σ grav to be the sole driver of turbulent in M33.
The trend of Σ grav as a function of galactocentric radius is also of particular interest. If Σ grav is the sole driver of turbulence, then the trends should mimic that of Σ turb , i.e. relatively flat as a function of radius. All models, except for the constantṀ with variable Q (bottom left in Figure 9 ), show a relatively flat trend outside ∼ 1 kpc radius. However, a detailed measurement of the inflowing mass as a function of radius inside the disk of M33 (similar to the work of Schmidt et al. 2016 ) is required to further constrain those models.
5. SUMMARY M33 is a prospective place to study the interstellar turbulence, given the wealth of archival, high-resolution, multiwavelength data. Here, we investigate the origin of turbulence in the diffuse HI gas and in the molecular clouds, with respect to three possible sources; the stellar feedback from supernovae (SNe), the magneto-rotational instability (MRI) that is generated by the differential rotation of the galaxy, and the gravity-driven turbulence from accreted materials.
The two-phase model of the ISM in the Milky Way (Wolfire et al. 2003 ) is adopted to calculate the fraction of HI gas mass in the WNM and CNM phases. The thermal energy is estimated as the sum of WNM and CNM thermal energies. Then, the turbulent energy is derived from the kinetic energy of HI gas, after subtraction of its thermal energy. As a result, we find that the turbulent energy is a factor of ∼ 2 − 3 times higher than the thermal energy at all radii (Figure 4) .
By comparing the turbulent energy of atomic gas against the SNe and MRI energies in radial bins, we show that SNe have enough energy to maintain turbulence inside ≈ 4 kpc, while the MRI does not have enough energy to maintain turbulence at inside 8 kpc ( Figure 5 ). Therefore, another source of energy is required at the outer parts on M33. However, Figure 9 . Comparisons between the turbulent energy (black) and the gravito-turbulent energy (blue) generated by accretion rate,Ṁ, for various models: a constantṀ and Q = 1 (top left), a constantṀ and variable Q, calculated using Equation 14 (bottom left), a constantṀ per unit area and Q = 1 (top right), and a constantṀ per unit area and variable Q (bottom right). The magnitude of gravito-turbulent energy depends onṀ, therefore, we varyṀ to be 3, 0.3, and 0.03 M yr −1 . In all models,Ṁ 0.3 M yr −1 is required for the gravito-turbulent energy to maintain turbulence in M33.
when we allow the turbulent dissipation time to vary according to the scale-height and velocity dispersion of HI gas, SNe energy is able to maintain turbulence out to 7 kpc, while the sum of SNe and MRI energies can sustain turbulent inside 8 kpc (Figure 6 ). For later case, the fraction of SNe+MRI energy that is needed to maintain turbulence, i.e. their coupling efficiency, rises from ∼ 10% in the center to ∼ 80% in the outer part of the galaxy.
Furthermore, by identifying individual molecular clouds in M33 using CPROPS package (Rosolowsky & Leroy 2006) , we are able to measure their kinetic energy. This kinetic energy is only ∼ 1% of the SNe energy integrated within the area of molecular clouds (Figure 7) . Therefore, the kinetic energy in molecular clouds can be supplied by the SNe energy. This conclusion is unaffected by the variation of COto-H 2 conversion factor due to metallicities and total surface density.
Finally, the kinetic energy from accretion can not be ruled out as a source of turbulence. From the accreted materials inferred by Zheng et al. (2017) , we estimate that the accreted materials have enough energy to maintain turbulence outside ≈ 4.5 kpc radius (Figure 8 ). This radius may be an overestimation because the inflow rate within a galactic disk is smaller than the inferred accretion velocity of 100 km s −1 (Wong et al. 2004; Schmidt et al. 2016) , and hence, decreases the kinetic energy of inflowing materials.
We thank the referee for improving the clarity of this manuscript. This research has been made available through the France-Berkeley Fund (FBF) as a partnership between the government of France and the University of California at Berkeley. We thank Erik Rosolowsky and Eric Koch to provide the HI data from VLA and GBT, and Karl Schuster and Jonathan Braine to provide the CO map from IRAM. Software: MIRIAD (Sault et al. 1995) , CPROPS (Rosolowsky & Leroy 2006) , and SciPy (scipy.org). −1 , and 10 km s −1 , respectively. Combining it altogether, we retrieve Equation (1). The MRI energy density (e MRI ) comes from the positive correlation between the radial and azimuthal components of the magnetic field (represented as the Maxwell stress tensor T RΦ ) that transfers the energy from shear to turbulence at a rate oḟ e MRI = T RΦ S (Sellwood & Balbus 1999) . We adopt the value of T RΦ as 0.6 times the mean magnetic energy density B 2 (8π) −1 (Hawley et al. 1995) . Then, we multiplyė MRI by the HI scale-height to get the injection rate of the MRI energy surface density, i.e.Σ MRI =ė MRI h HI .
B. ROTATION CURVE AND SHEAR RATE We derive the rotation curve from the first-moment map of atomic gas using the algorithm from Bolatto et al. (2002) . We fit line-of-sight velocities (V los ) of each ring for the systemic (V sys ), circular (V c ), and radial (V rad ) velocities, i.e.
where θ is the angle from the kinematic major axis (receding part). In doing so we use a constant value of position angle and inclination, i.e. no warp and no isophotal twist. We fit the rotation curve using an analytical function (the blue curve on the left panel of Figure B1 ) that takes into account the rising part as a power law and the flat part as an exponential:
where a ≈ 239.17 km s −1 , b ≈ 0.41, and R 0 ≈ 24.33 kpc are the best fit parameters. Therefore the shear rate (S) due to differential rotation is
and is shown on the right panel of Figure B1 .
C. TABLES This section tabulates our measurements so it can be reproducible. Tables C1, C2 , and C3 are published in its entirety in the machine readable format. Some portions are shown here for guidance regarding its form and content. Figure B1 . Left: the rotation curve (blue dots), radial velocity (red squares), and systemic velocity (black triangles) of M33 as a function of radius. The uncertainties are tabulated in Table C . The blue curve is the analytical fit to the blue dots using Equation (B2). Right: the shear rate as a function of radius, calculated using Equation B3. a For a constant dissipation time of 9.8 Myr.
b These are the total coupling efficiency, i.e. the turbulent energy divided by the sum of MRI and SNe energy. Table C2 continued a Distance is measured from the nucleus of M33.
b Size is defined as (area/π) 0.5 . The uncertainty is the physical size of one pixel.
c Derived using a variable αCO. The uncertainty is calculated using bootstrap resampling with 1,000 iterations.
d The mean velocity dispersion within a cloud. The uncertainty is standard deviation of velocity dispersion within a cloud. 0.3 34.7 ± 0.9 2.5 ± 1.4 6.5 ± 1.1 0.7 48.7 ± 0.3 1.0 ± 0.4 3.6 ± 0.3 1.1 60.0 ± 0.2 −3.6 ± 0.2 −0.5 ± 0.2 1.5 68.5 ± 0.2 0.5 ± 0.2 4.8 ± 0.1 1.9 79.0 ± 0.1 2.9 ± 0.1 2.6 ± 0.1 Table C4 continued 
In Equations (D4) and (D5) we assume that only stars with 8 < M/M < 120 go into SNe. Therefore, for core collapse (Type Ia) SNe,
(D6) Note that Mannucci et al. (2005) found that the rate of Type Ia SNe is few times lower than Type II for Sb-c type galaxy.
Dissipation Time Scale (τ D ): Since the energy dissipation happens at the cooling radius (R C ), we can estimate the driving scale for inhomogeneous medium as (Martizzi et al. 2015) R C ≈ 6.3 pc n H 100 cm −3 −0.42 ≈ 43.6 pc for n H = 1 cm −3 .
(D7) Note that from simulations by Padoan et al. (2016) , the scale where most of kinetic energy (injected by SNe) is contained 
For n H = 1 cm −3 , the momentum injected by a SN is p * ≈ 1.2 × 10 44 g cm s −1 . This momentum sweeps out and injects energy to ISM at R C . The mass of this ISM is about
for ρ ISM = 2 × 10 −24 g cm −3 . Therefore the energy injected by a SN into ISM is
which is 3 times lower than the common assumption of SN energy of 10 51 erg. This is due to the fact that not all SN energy goes into ISM kinetic energy.
Total Energy Injected by Supernovae: Combining Equations (D6), (D8), and (D11), we get
where Σ SNE,0 ≈ 2.0 × 10 46 erg pc −2 and 0 ≤ SN ≤ 1.
E. THE EFFECT OF BEAM SMEARING TO THE MEASURED VELOCITY DISPERSION
For a finite size of the observing beam, the rotation of the gas from a galaxy with non-zero inclination (not faceon) would create an artificial broadening of the spectral line (see e.g., Federrath et al. 2016 Federrath et al. , 2017 Leung et al. 2018; Levy et al. 2018; Sharda et al. 2018 ). This is because rotating "particles" at different projected locations inside the beam have different line-of-sight velocities. This effect would make the velocity dispersion (σ HI ) appear larger than what it should be. Investigating this artificial broadening is important because the gas turbulent energy depends on σ 2 HI . Here, we measure the amount of this artificial broadening due to beam smearing by creating a simulated galaxy with rotation, inclination, position angle, and the thickness of gas disk equivalent to those in M33, but with zero intrinsic velocity dispersion. To do so, we use the Kinematic Molecular Simulation (KinMS) package of Davis et al. (2013a,b) . We set the physical resolution of this simulated galaxy to be 1 (a factor of 20 smaller than the observed beam size), the same velocity resolution as the observed one (0.2 km s −1 ), and 10 7 "cloudlets" that spread over the simulated area to create a smooth emission. To reduce the computing time, we only do the simulation for the inner ≈ 2 kpc from the center. The beam smearing effect is prominent in the center, where the rotation curve is rising, and becomes almost negligible outward, where the rotation curve becomes flatter. Then, we convolve and regrid the simulated cube to match the observed resolution and pixel scale. We show the zeroth, first, and second moments maps of the simulated cube in the top panels of Figure E2 . The contour shape in the second moment is expected because the beam smearing effect is larger in regions where the contours of equal line-of-sight velocity (as shown in the first moment map) is closer to one another.
As in the observation, we stack the simulated spectra within 100 pc radial bins. We plot this stacked spectra in the bottom left panel of Figure E2 . As expected, the center has a significant artificial broadening, and it gets smaller for farther radial distance from the center. We fit this stacked spectra with a Gaussian to measure its velocity dispersion, shown as red dots in the right panel of Figure E2 . As a comparison, the observed velocity dispersion (blue) is also shown. From 1.5 kpc outwards, the dispersion from beam smearing is < 1 km s −1 (or < 10% of the observed dispersion) and the trend is flattening. The dashed horizontal line marks 1 km s −1 of velocity dispersion. Inside 0.5 kpc, the dispersion from beam smearing increases rapidly from 2 km s −1 to 7.25 km s −1 in the center. We express the square of the corrected velocity dispersion (σ cor ) as quadrature difference between the observed (σ obs ) and the beam smeared velocity dispersion (σ beam ),
We plot this σ cor as green curve in Figure E2 . Thus, beam smearing is not an issue outside 250 pc from the center. In the center, σ obs is larger than σ cor by about 19%. Since the gas kinetic energy is proportional to the square of velocity dispersion, this means we overestimate the kinetic energy in the center by ≈ 42%. Figure E2 . Outcomes of simulation using the Kinematic Molecular Simulation (KinMS) package of Davis et al. (2013a,b) to mimic the rotation in M33 inside 2 kpc radius. Top panels: simulated moment-0 (left), moment-1 (middle), and moment-2 (right). This shows that the pure rotation causes an artificial moment-2 due to beam smearing. Bottom left panel: stacked spectra within annulus ring with 100 pc width. The color shows the distance of each ring from the center. The center shows a significant broadening with dispersion of ≈ 7.25 km s −1 , measured from a Gaussian fit. Bottom right panel: the velocity dispersion due to beam smearing (red) and the observed velocity (blue) as a function of distance from the center. The difference between those two dispersions is shown as the corrected velocity dispersion (green).
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