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HASSE-WITT MATRICES, UNIT ROOTS AND PERIOD INTEGRALS
AN HUANG, BONG LIAN, SHING-TUNG YAU, CHENGLONG YU
Abstract. Motivated by the work of Candelas, de la Ossa and Rodriguez-Villegas [6],
we study the relations between Hasse-Witt matrices and period integrals of Calabi-Yau
hypersurfaces in both toric varieties and partial flag varieties. We prove a conjecture
by Vlasenko [23] on higher Hasse-Witt matrices for toric hypersurfaces following Katz’s
method of local expansion [14, 15]. The higher Hasse-Witt matrices also have close
relation with period integrals. The proof gives a way to pass from Katz’s congruence
relations in terms of expansion coefficients [15] to Dwork’s congruence relations [8] about
periods.
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1. Introduction
The relations among Hasse-Witt matrices, unit roots of zeta-functions and period inte-
grals were pioneered in Dwork’s work on the variation of zeta-functions of hypersurfaces
[7], [8], [9]. Some well-known examples are Legendre family
(1.1) y2 = x(x− 1)(x − λ),
see Example 8 in [12]; and the Dwork family
(1.2) Xn+10 + · · ·Xn+1n − (n+ 1)tX0 · · ·Xn = 0,
1
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see 2.3.7.18 and 2.3.8 in [13] and also [24]. There is a canonical choice of holomorphic n-
forms ωλ for these Calabi-Yau families since they are hypersurfaces in P
n. These families
both have maximal unipotent monodromy at λ = t−(n+1) = 0. The period integral
Iγ of ωλ over the invariant cycle γ near λ = 0 is the unique holomorphic solutions to
the corresponding Picard-Fuchs equation. On the other hand, these families are defined
over Z. We can consider the p-reductions of these families and the Hasse-Witt matrices
associated to ωλ. According to a theorem of Igusa-Manin-Katz, they are solutions to
Picard-Fuchs equations mod p. We first state the relations for Dwork family, see [24].
The period is given by hypergeometric series
Iγ = F (λ) = nFn−1
(
1
n+1 ,
2
n+1 , · · · , nn+1
1, 1, · · · , 1 ;λ
)
(1.3)
=
∞∑
r=0
(
1
n+1
)
r
(
2
n+1
)
r
· · ·
(
n
n+1
)
r
(r!)n
λr.
The Hasse-Witt matrix H-Wp is given by the truncation of F (λ)
(1.4) H-Wp(λ) =
(p−1)F (λ) =
p−1∑
r=0
(
1
n+1
)
r
(
2
n+1
)
r
· · ·
(
n
n+1
)
r
(r!)n
λr.
Here (k)F (λ) means the truncation of F (λ) with terms of λ of degree less or equal than
k. Let
(1.5) g(λ) =
F (λ)
F (λp)
∈ Zp[[λ]]
Then g is an element in lim←−s→∞ Zp[λ, (
(p−1)F (λ))−1]/psZp[λ, (
(p−1)F (λ))−1] and it satisfies
Dwork congruences
(1.6) g(λ) ≡
(ps−1)(F (λ))
(ps−1−1)(F )(λp)
mod ps.
Especially it is related to Hasse-Witt matrix by
(1.7)
F (λ)
F (λp)
≡ (p−1)F (λ) mod p.
Let q = pr and t ∈ Fq. Assume p ∤ n+ 1 and tn+1 6= 0, 1 H-Wp(λ) 6= 0. Then there exists
exactly one p-adic unit root in the factor of zeta function of Dwork family corresponding
to Frobenius action on middle crystalline cohomology. It is given by
(1.8) g(λˆ)g(λˆp) · · · g(λˆpr−1)
with λˆ being the Teichmu¨ller lifting under λ→ λp.
In this paper, we generalize the above relation to hypersurfaces in toric varieties and
partial flag varieties. We first prove the mod p results. Complete intersections are treated
in Section 4. The key algorithm of Hasse-Witt matrix is a generalization of the result on
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hypersurfaces in Pn. See Katz’s algorithm 2.7 in [13]. For general hypersurfaces in a Fano
variety X, we use the Cartier operator on ambient space to localize the calculation in
terms of local expansion similar to [15]. When X is toric variety, the algorithm depends
on the toric data associated to X. The algorithm implies generic invertibility of Hasse-
Witt matrices for toric hypersurfaces, generalizing Adolphson and Sperber’s result for
Pn in [2], see remark 2.7 and corollary 2.8. For generalized flag varieties, Bott-Samelson
desingularization is used to reduce the calculation to a similar situation as toric varieties.
The affine charts on Bott-Samelson varieties also give an explicit algorithm to calculate
the power series expansions of period integrals of hypersurfaces in G/P .
The second part of the paper applies Katz’s local expansion method [14, 15] to prove
a conjecture in [23]. The crystalline cohomology of the hypersurface family has an F -
crystal structure. When the Hasse-Witt matrix is invertible, there exists a unit root
part of the F -crystal. We consider the p-adic approximation of the Frobenius matrix
on the unit root part. Especially, the Hasse-Witt matrix is the Frobenius matrix mod
p. In [15], Katz gives a p-adic approximation of the Frobenius matrix in terms of the
local expansions of top forms on a formal chart along a section of the family. In [23],
Vlasenko constructed a sequence of matrices related to a Laurent polynomial f and proved
congruence relations similar to Katz’s algorithm in [15]. The p-adic limit is conjectured
to be the Frobenius matrix for hypersurfaces in Pn when f is a homogenous polynomial.
According to Corollary 2.3 in section 2, the first matrix α1 mod p appeared in [23] is
the Hasse-Witt matrix for toric hypersurfaces . So it is natural to generalize Vlasenko’s
conjecture to toric hypersurfaces. We give a proof of the conjecture in section 5.
We first recall some notations for period integral
1.1. Period Integral.
(1) Let X be a smooth semi-Fano variety of dimension n over C. In this paper X is
toric variety or partial flag variety G/P with P parabolic subgroup in a semisimple
algebraic group G.
(2) We denote V ∨ = H0(X,ω−1X ) to be the space of anticanonical sections.
(3) For any nonzero section s ∈ V ∨, the zero locus Ys is a Calabi-Yau hypersurface
in X.
(4) Let B be the set of s ∈ V ∨ such that Ys is smooth. Then B is Zariski open subset
of V ∨ and there is a family of smooth Calabi-Yau varieties π : Y → B with Ys as
fibers.
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(5) The section s induces the adjunction formula ωYs
∼= ωX ⊗ ω−1X |Ys . The con-
stant function 1 on the right hand side corresponds to a canonical section ωs ∈
H0(Ys, ωYs). In other words, the section ωs is the residue of rational form
1
s .
Putting ωs together, we get a canonical section of R
0π∗(ωY/B), denoted by ω.
1.1.1. Period integral. Consider the local system L on B formed by Hn−1(Ys,Q), which
is the dual of Rn−1π∗QY . For any flat section γ of L on U ⊂ B an open subset, the period
integral Iγ is defined by
∫
γ ω.
1.1.2. Picard-Fuchs system. Let DV ∨ be the sheaf of linear differential operators gener-
ated by Der(V ∨). Then any section D of DV ∨ acts on the de-Rham coholomogy sheaf
Rn−1π∗(Ω
•(Y/B)) via restriction to B and Gauss-Manin connection ∇. Define the sheaf
of Picard-Fuchs system for ω to be PF (U) = {D ∈ DV ∨(U)|∇(D|U∩B)ω = 0}. Period
integrals are solutions to Picard-Fuchs system. In other words, we have DIγ = 0 for any
D ∈ PF (U).
1.1.3. Solution-rank-1 points. Consider the classical solution sheaf Sol = HomDV ∨ (DV ∨/PF,OV ∨).
The solution rank at a point s ∈ V ∨ is defined to be the dimension of the stalk Sols. We
will consider the points in V ∨ having solution rank 1.
1.1.4. Special point s0. There exist special solution-rank-1 points whenX is toric or G/P .
The theorem we will state is for those special solution-rank-1 points. We characterize s0
up to scaling in terms of its zero locus Ys0 as follows. If X is toric variety, we consider the
stratification of X by the torus action. Then Ys0 is the union of toric invariant divisors.
If X = G/P , we consider the stratification of X by projected Richardson varieties, see
[16]. Then Ys0 is the union of projected Richardson divisors. Especially, if P is a Borel
subgroup, the divisor Ys0 is the union of Schubert divisors and opposite Schubert divisors.
They are proven to have solution rank 1 from GKZ systems and tautological systems by
Huang-Lian-Zhu [11]. The unique solution at s0 is realized as a period integral Iγ0 over
invariant cycle γ0. The special point s0 is known as the large complex structure limit in
the moduli of toric hypersurfaces. We expect the same result holds for flag varieties.
Example 1.1. Let X = Pn with homogenous coordinate [x0, · · · , xn]. Then V is identified
with space of homogenous polynomials of degree n + 1. In this case, the special solution-
rank-1 point s0 = x0 · · · xn.
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1.2. Hasse-Witt matrix. Next we define the Hasse-Witt matrix. Let k be a perfect
field of characteristic p. Assume π : Y → S is a smooth family of Calabi-Yau variety
over k with relative dimension n − 1. Let ω be a trivializing section of R0π∗(ωY/S). Let
ω∗ be the dual section of Rn−1π∗(OY ). The p-th power endomorphism of OY induces a
p-semilinear map Rn−1π∗(OY ) → Rn−1π∗(OY ) sending ω∗ to aω∗. Then H-Wp = a as a
section of OS is the Hasse-Witt matrix under the basis ω∗. The choice of ω for Calabi-Yau
hypersurfaces is made by adjunction formula similar to period integral.
1.3. Statement of the theorem. Now we state our main theorem. When X is toric or
G/P , it has an integral model over Z. Let s0 ∈ H0(X,K−1X ) be the special solution-rank-1
point chosen in section 1.1.4. Then s0 can be extended as a basis s0 · · · sN of H0(X,K−1X ).
Let a0 · · · aN be the dual basis for s0, · · · sN . Suitable choices of s0 · · · sN are still basis
considering the p-reduction of X. See section 2 and section 3 for the details of choice of
si and the integration cycle γ0. There exists the following truncation relation between
Hasse-Witt invariants of hypersurfaces over Fp and period integrals. It can also be viewed
as a relation between mod p solutions to Picard-Fuchs systems and solution over C.
Theorem 1.2. (1) The Hasse-Witt matrix H-Wp defined above are polynomials of aI
of degree p− 1.
(2) The period integral Iγ0 defined above can be extended as holomorphic functions at
s0 and has the form
1
a0
P (aIa0 ), where P (
aI
a0
) is a Taylor series of a1a0 , · · · ,
aN
a0
with
integer coefficients.
(3) They satisfy the following truncation relation
(1.9)
1
ap−10
H-Wp =
(p−1)P (
aI
a0
) mod p
where (p−1)P (aIa0 ) is the truncation of P at degree p− 1.
Remark 1.3. In characteristic p, the conjugate spectral sequence provides a horizontal
filtration for relative de-Rham cohomology. In particular, the Hasse-Witt matrix gives
part of the coordinate for the projection of Rn−1π∗(OY) to the horizontal subbundle in
de-Rham cohomology. This is how Katz [13] proved elements in Hasse-Witt matrix sat-
isfy Picard-Fuchs equations. On the other hand, period integrals give the coordinate of
horizontal sections in relative de-Rham cohomology over C. The above relations suggest
that the horizontal subbundle provided by conjugate spectral sequence can approximate the
horizontal section in characteristic zero near some degeneration point when p→∞.
Remark 1.4. The Hasse-Witt matrices count rational point on Calabi-Yau hypersurfaces
mod p by Fulton’s fixed point formula [10]. In the case of Calabi-Yau hypersurfaces in
toric varieties, the relation between point counting and period integrals has been studied
by Candelas, de la Ossa and Rodriguez-Villegas [6].
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Next we state the relation between period integrals and unit roots of zeta-function of
toric hypersurfaces. Let a0 = 1. The formal power series
(1.10) g(aI) =
P (aI)
P (apI)
lies in lim←−s→∞ Zp[aI1 · · · aIN , (
(p−1)P (aI))
−1]/psZp[aI1 · · · aIN , ((p−1)P (aI))−1] and satisfies
Dwork congruences
(1.11) g(aI) ≡
(ps−1)(P (aI))
(ps−1−1)(P )((aI)p)
mod ps.
Theorem 1.5. Let aI ∈ Fq. Assume the hypersurface Y defined by
∑
aIsI is smooth
and H-Wp(aI) 6= 0. Then there exists exactly one p-adic unit root in the factor of zeta
function of Y corresponding to Frobenius action on Hn−1cris (Y ). It is given by the formula
(1.12) g(aˆI)g(aˆ
p
I) · · · g(aˆp
r−1
I )
with aˆI being the Teichmu¨ller lifting under aI → apI .
Similar unit root formulas for general-type toric hypersurfaces and Calabi-Yau hyper-
surfaces in G/P is given in 5 and 6.
1.4. Acknowledgment. The authors are grateful to Mao Sheng, Zijian Yao, Dingxin
Zhang, Jie Zhou for their interests and helpful discussions.
2. Local expansions and Hasse-Witt matrices
Now we prove a algorithm of calculating Hasse-Witt matrices of hypersurfaces of X in
terms of local expansions of the sections. The key ingredient is to related the Hasse-Witt
operator of Calabi-Yau or general type families Y to the Cartier operator on X. Then we
apply the algorithm to toric and generalized flag varieties. Especially this recovers the
algorithm for Pn.
We make the following assumptions for this section.
(1) Let Xn be a smooth projective variety defined over k and satisfies Hn(X,O) =
Hn−1(X,O) = 0
(2) Let L be an base point free line bundle on X and V ∨ = H0(X,L) 6= 0 and
W∨ = H0(X,L ⊗ KX) 6= 0. Let a∨1 , a∨2 · · · a∨N and e∨1 · · · e∨r be basis of V ∨ and
W∨.
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(3) Consider the smooth hypersurfaces Y over S →֒ V ∨ − {0}. Let X be X × S and
i : Y → X be the embedding. The projections to S are denoted by π
(4) Let FS be the absolute Frobenius on S and X
(p) = X×FSS the fiber product. Then
we have absolute Frobenius FXthe relative Frobenius FX/S : X → X(p). Denote
W : X(p) → X and π(p) : X(p) → S to be the projections. The corresponding
diagram for family Y is defined in a similar way.
Consider the following diagram
(2.1)
0 W ∗L−1 OX(p) i∗OY(p) 0
0 FX/S∗L
−1 FX/S∗OX i∗FY/S∗OY 0
f
fp−1 F F
f
The map fp−1 : W ∗L−1 → FX/S∗L−1 is induced by FX/S∗W ∗L−1 = F ∗XL−1 ∼= L−p multi-
plied by fp−1. This induces the diagram
(2.2)
Rn−1π
(p)
∗ (OY(p)) Rnπ(p)∗ (W ∗L−1)
Rn−1π∗(FY/S∗OY) Rnπ∗(L−1)
F fp−1
The two horizontal maps are isomorphism. The left vertical map is the Hasse-Witt oper-
ator H-W: F ∗S(R
n−1π∗(OY)) ∼= Rn−1π(p)∗ (OY(p))→ Rn−1π(p)∗ (FY/S∗OY) ∼= Rn−1π∗OY .
Definition 2.1. The basis e∨1 · · · e∨r of H0(X,KX ⊗L) induces a basis of R0π∗(ωY/S) by
residue map and dual basis e1 · · · er of Rn−1π∗(OY) under Serre duality. The Hasse-Witt
matrix aij is defined by H-W(F
∗
S(ei)) =
∑
j aijej .
Let CX/S : ωX/S → ωX(p)/S be the top Cartier operator. For any coherent sheaf M on
X, the Grothendieck duality
(2.3) FX/S∗Hom(M,ωX/S) ∼= Hom(FX/S∗M,ωX(p)/S)
is related to CX/S by the natural pairing
(2.4) FX/S∗Hom(M,ωX/S)⊗ FX/S∗M → ωX(p)/S
sending g ⊗m to CX/S(g(m)). Consider M = L−p. Since FX/S∗L−p ∼=W ∗L−1, we have
(2.5) FX/S∗Hom(L−p, ωX/S) ∼= Hom(W ∗L−1, ωX(p)/S)
Then we have a morphism induced by multiplication by fp−1
(2.6) FX/S∗Hom(L−1, ωX/S)→ FX/S∗Hom(L−p, ωX/S) ∼= Hom(W ∗L−1, ωX(p)/S).
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After taking R0π(p) on both sides, we have an morphism
(2.7) R0π∗Hom(L−1, ωX/S)→ R0π∗Hom(W ∗L−1, ωX(p)/S).
This the dual of
(2.8) Rnπ
(p)
∗ (W
∗L−1)→ Rnπ∗(L−1)
Now we can conclude the dual of Hasse-Witt matrix is given by the following algorithm.
Let (t1, · · · , tn) be local coordinate of X at a point x. Denote g(t) =
∑
aIt
I to be a
formal power series. Then define τ(g) =
∑
J aIt
J with I = (p − 1, · · · , p − 1) + pJ . Fix
a local trivialization section ξ of L on an Zariski open section U containing x. Then any
section
e∨i
ξ is a section of ωX |U and has the form hi(t)dt1 ∧ dt2 · · · ∧ dtn. Under the same
trivilization, the section
e∨i f
p−1
ξp has the form as gi(t)dt1 ∧ dt2 · · · ∧ dtn. Then we claim
τ(gi) has the form τ(gi) =
∑
j ajihj.
Theorem 2.2. The matrix aij defined above is the Hasse-Witt matrix under the basis
e∨1 · · · e∨r .
Notice that τ is p−1-semilinear τ(hpg) = hτ(g). So the same algorithm works if we use
a rational section ξ.
Now we specialize this algorithm to toric hypersurfaces or Calabi-Yau hypersurfaces.
Let X be a smooth complete toric variety defined by a fan σ. The 1-dimensional primitive
vectors v1, · · · vN correspond to toric divisors Di. Assume L = O(
∑
aiDi) with ai ≥ 1.
Let ∆ = {v ∈ Rn|〈v, vi〉 ≥ −ai} and ∆˚ the interior of ∆. Then H0(X,L) has a basis
corresponding to uI ∈ ∆∩Zn and H0(X,L⊗KX ) has basis e∨i identified with ui ∈ ∆˚∩Zn.
Let f =
∑
aIt
uI be the Laurent series representing the universal section of H0(X,L) and
fp−1 =
∑
Aut
u. Then we have
Corollary 2.3. The Hasse-Witt matrix of hypersurface family over |L| under the basis
e∨i ∈ ∆˚ ∩ Zn is given by aij = Apuj−ui.
Proof. After an action of SL(n,Z), we can assume v1 · · · vn is the standard basis of Zn.
Then t1, · · · , tn is an affine chart on X. We choose a section of L ⊗KX to be s0 corre-
sponding to origin in ∆˚ ∩ Zn and a meromorphic section of KX to be θ = dt1∧dt2···∧dtnt1···tn .
Let s = s0θ be a meromorphic section of L. Then
(2.9)
e∨i
s
=
tui
t1 · · · tn dt1 ∧ dt2 · · · ∧ dtn.
If we view f as a section in H0(X,L), then
(2.10)
f
s
= t1 · · · tn
∑
I
aIt
uI
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Hence
e∨i f
p−1
sp = gidt1 ∧ dt2 · · · ∧ dtn with
(2.11) gi =
tui(
∑
I aIt
uI )p−1
t1 · · · tn =
∑
u
Aut
u+ui−1.
Here 1 = (1, · · · , 1). So
(2.12) τ(gi) =
∑
v
Aut
v
with u+ ui − 1 = pv + (p− 1)1. On the other hand, we have
(2.13) τ(gi) =
∑
j
ajit
uj−1.
So aij = Apuj−ui . 
Remark 2.4. When X is Pn, Corollary 2.3 gives the same algorithm as Katz [13]. In
[23], Vlasenko defines the higher Hasse-Witt matrices for Laurent polynomial f . When f
is a homogenous polynomial of degree d, the first matrix α1 in [23] mod p is the Hasse-
Witt matrix for hypersurface Y in Pn. The p-adic limit of the matrices is conjectured to
give the Frobenius matrix of the unit root part of Hn−1cris (Y ), which is a dual analogue of
matrices by Katz [12]. Corollary 2.3 proves that α1 mod p is also the Hasse-Witt matrix
for toric hypersurfaces. Hence it is natural to generalize Vlasenko’s conjecture to toric
hypersurfaces.
If X is any smooth variety satisfying the assumptions in this section and L = K−1X ,
then we have a Calabi-Yau family. In this case, the algorithm coincides with the criterion
for Frobenius splitting of X respect to Y . The basis of H0(X,L ⊗ KX) is chosen to be
constant function 1. The Hasse-Witt matrix is a function a on S. We can choose the
trivializing section of L to be (dt1 ∧ dt2 · · · ∧ dtn)−1. The local algorithm in this case it
the following.
Corollary 2.5. Let f = g(t)(dt1 ∧ dt2 · · · ∧ dtn)−1. Then the Hasse-Witt matrix a is
given by τ(gp−1). More explicitly a is the coefficient of (t1 · · · tn)p−1 in local expansion of
(g(t))p−1.
Remark 2.6. For any closed point s ∈ S(k), the corresponding section fp−1s ∈ H0(X,ω1−pX )
determines a Frobenius splitting of X compatibly with Ys if and only if a(s) 6= 0. It is also
equivalent to Ys being Frobenius split. Especially, Corollary 2.3 implies the well-known
fact that toric variety X is Frobenius split compatibly with torus invariant divisors. See
Chapter 1 of [4].
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Proof of Theorem 1.2 for toric X. Following the previous notations, let X be smooth
complete toric variety and L = K−1X = OX(
∑
iDi). Then the basis of H
0(X,L) is
identified with the integral points uI in the polytope ∆ = {v ∈ Rn|〈v, vi〉 ≥ −1}. The
universal section f(t) =
∑
aIt
uI with u0 = (0, · · · , 0). Then H-Wp is the coefficient of
constant term in fp−1 according to Corollary 2.3 or 2.5. On the other hand, the period
integral
(2.14) Iγ =
1
(2π
√−1)n
∫
γ
dt1 ∧ · · · ∧ dtn
t1 · · · tnf(t)
along the cycle γ : |t1| = |t2| = · · · |tn| = 1 is the coefficient of constant term in the Laurent
expansion of f−1. So
(2.15)
Iγ =
1
a0
(1 +
∞∑
k=1
(−1)k
∑
k1uI1+···+kluIl=0,
∑
kj=k,Ij 6=0
(
k
k1, k2, · · · , kl
)
(
aI1
a0
)k1 · · · (aIl
a0
)kl)
and
(2.16)
H-Wp = a
p
0(1+
p−1∑
k=1
∑
k1uI1+···+kluIl=0,
∑
kj=k,Ij 6=0
(
p− 1
k1, k2, · · · , kl, p− 1− k
)
(
aI1
a0
)k1 · · · (aIl
a0
)kl)
Then apply the congruence relation
(2.17)
(
p− 1
k1, k2, · · · , kl, p− 1− k
)
≡ (−1)k
(
k
k1, k2, · · · , kl
)
mod p
in the two expansions to get the conclusion. 
Remark 2.7 (General toric hypersurfaces). The same argument also applies to general-
type toric hypersurfaces. The entries in Hasse-Witt matrix are truncations of period
integrals. The results for hypersurfaces in Pn are proved by Adolphson and Sperber in [2].
We follow the notations in Corollary 2.3. The sections s ∈ H0(X,L ⊗KX) determines
a section of R0π∗(Y, ωY/B) via residue map and we can define period integral of s in
a similar way as Calabi-Yau hypersurfaces. Let s0 ∈ H0(X,K−1X ) be the large complex
structure limit point with zero locus equal to the union of Di. Let e
∨
i be the basis of
H0(X,L ⊗KX) corresponding to ui ∈ ∆˚ ∩ Zn and denote si = s0 ⊗ e∨i ∈ H0(X,L). Let
f =
∑
aIt
uI be the universal section of L. In the Laurent series expression of f , the
section si defined above is identified with multi-index t
ui . The period integral of e∨i along
the cycle γ : |t1| = |t2| = · · · |tn| = 1 near sj is given by
(2.18) Iγ,i =
1
(2π
√−1)n
∫
γ
tuidt1 ∧ · · · ∧ dtn
t1 · · · tnf(t)
and it is equal to the coefficient of t−ui in the Laurent expansion of f−1. On the other
hand, the ijth entry aij of the Hasse-Witt matrix under the basis e
∨
1 · · · e∨r is given by the
coefficient of tpuj−ui in the Laurent expansion of fp−1. So we have the following
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(1) The function aij on S are polynomials of aI of degree p− 1.
(2) The period integral Iγ,i is a holomorphic functions at sj and has the form
1
aj
Pi(
aI
aj
),
where Pi(
aI
aj
) is a Taylor series of aIaj with integer coefficients.
(3) They satisfies the following truncation relation
(2.19)
1
ap−1j
aij =
(p−1)(Pi(
aI
aj
)) mod p
where (p−1)(Pi(
aI
aj
)) is the truncation of P at degree p− 1.
Since the period integral of
ωi =
tuidt1 ∧ · · · ∧ dtn
t1 · · · tnf(t)
satisfies the corresponding Gel’fand-Kapranov-Zelevinski hypergeometric differential sys-
tem, the entries aij of Hasse-Witt matrices are mod p solutions to the same differential
system. See [1] for mod p solutions to general hypergeometric systems. In [2], Adolphson
and Sperber also proved the generic invertibility of Hasse-Witt matrices for hypersurfaces
in Pn. Similar idea gives the same result for toric hypersurfaces.
Corollary 2.8. The Hasse-Witt matrices for generic smooth toric hypersurface are not
degenerate. In other words, the determinant det(aij) 6= 0.
Proof. Consider the determinant of matrix (Bij) = (
(p−1)(Pi(
aI
aj
))) = ( 1
ap−1
j
aij). The entry
(p−1)(Pi(
aI
aj
)) has the form
(2.20)
p−1∑
k=0
(−1)k
∑
uI1+···+uIk=(k+1)uj−ui
(
aI1
aj
) · · · (aIk
aj
).
The indices Il are not required to be distinct. The constant term in Bij = δij . Now we
prove the constant term in detB is 1. Let ǫ be a permutation of r-elements. Assume
(2.21)
aI11
a1
· · ·
aI1
k1
a1
·
aI21
a2
· · ·
aI2
k2
a2
· · · aI
r
1
ar
· · ·
aIr
kr
ar
be a constant term appearing in the product Bǫ(1)1 · · ·Bǫ(r)r. Then all indices Im appear-
ing in the numerator correspond to interior integer points ui ∈ ∆˚ ∩ Zn and satiesfy
(2.22) uIi1
+ · · ·+ uIi
ki
+ uǫ(i) = (ki + 1)ui.
Consider the vertex ul of the convex polytope generated by all ui ∈ ∆˚ ∩ Zn. Since the
convex expression for such ul is unique, the indices I
l
1 = · · · = kll = ǫ(l) = l. Hence other
terms in the product does not involve ul. We can delete the vertices and consider the
convex polytope generated by the remaining ui and get ǫ(i) = i inductively. Then the
only constant term is 1. 
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3. Generalized flag vareities
Now we prove similar proposition for generalized flag variety X = G/P using Corollary
2.5. There is a natural candidate for large complex structure limit in Calabi-Yau hyper-
surfaces family of G/P , which is the union of codimension one stratum of projections of
Richardson varieties, denoted by Y0. See [16] for the definition of Y0 and [11] for indentifi-
cation of Y0 as solution rank 1 point of Picard-Fuchs system. In the proof of toric Calabi-
Yau families, we only used the following fact. There is an affine chart (t1 · · · tn) ∈ AnZ on
XZ with s0 = t1 · · · tn(dt1 · · · dtn)−1. So we expect that Y0 = Y1 + · · · + Yn +W ,where
Y1, · · · , Yn has complete intersections at some point x and Z is an effective divisor outside
x. But this only happens in some special cases, for example, projective spaces and Grass-
mannian G(2, 4). In general, the projections of Richardson varieties are not intersecting
transversely to one point. We need the Bott-Samelson-Demazure-Hansen type resolution
of projections of Richardson varieties to lift the anticanonical sections to rational anti-
canonical sections. This construction is also used in the proof of Frobenius splitting for
projections of Richardson varieties, see [16].
Now let ψ : Z → X be a proper birational morphism between smooth varieties Z and X
over k. Let ωZ ∼= ψ∗ωX +E, where E is a Weil divisor supported on exceptional divisor.
Then we have ψ∗ω−1X
∼= ω−1Z + E inducing the isomorphism
(3.1) ψ∗(ω
−1
Z + E)
∼= ψ∗(ψ∗ω−1X ) ∼= ω−1X .
This isomorphism is induced by pulling back anticanonical sections on X to anticanonical
sections on Z with poles along E and hence fits in the commutative diagram of sheaves
(3.2)
F∗(ω
1−p
X ) ψ∗F∗(ω
1−p
Z ((p − 1)E))
OX ψ∗(OZ(E))
τˆ τˆ
Here τˆ is the same trace map induced by Cartier operator as follows. If σ =
∑
I fIt
I(dt1∧
· · · ∧ dtn)1−p is a local section of ω1−pX , then τˆ(F∗(σ)) =
∑
J fIt
J with I = (p− 1, · · · , p−
1) + pJ . The map τˆ : F∗(ω
1−p
Z ((p − 1)E)) → OZ(E) is defined as follows τˆ(F∗(σ)) =
τˆ(F∗(
1
ηp η
pσ)) = τˆ( 1ηF∗(η
pσ)) = 1η τˆ(F∗(η
pσ)). Here η is local defining section of E. Then
ηpσ is a holomorphic section of ω1−pZ and τˆ(F∗(η
pσ)) is defined the same asX. After taking
global sections, we reduce the calculation of Hasse-Witt matrix to Z. If we have a section
s0 ∈ H0(X,ω−1Z (E)) with the desired property as toric case, then similar conclusion
follows. Note that we need to take into account meromorphic sections. When E is union
of some coordinate hypersurfaces at a point x, the same formula for τˆ in terms of Laurent
expansion of σ in local coordinates still applies.
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Now we apply the discussion above to Bott-Samelson-Demazure-Hansen varieties. They
arise as resolutions of singularities of Schubert varieties and projections of Richardson
varieties. See [4], section 2, [3], or [16]. First we fix some notations. Let G be simple
complex Lie group with Lie algebra g. Fix upper Borel subgroup B = B+ and lower
Borel subgroup B−of G. Denote the simple roots by α1 · · ·αl. Let W be the Weyl group
and si ∈ W the simple reflection generated by αi. Let w = si1 · · · sin be a reduced
expression for w ∈ W and we denote it by w = (si1 , · · · , sin). Let Pij be the minimal
parabolic subgroup corresponding to simple root αij . Then the Bott-Samelson variety Zw
is defined to be Pi1×· · ·×Pil/Bn. Here the right action by Bn is defined by (p1, · · · , pn) ·
(b1, · · · , bn) = (p1b1, b−11 p2b2, · · · , b−1n−1pnbn). The image of (p1, · · · , pn) under the quotient
map is denoted by [p1, · · · , pn].
We now recall some basic properties of Bott-Samelson variety. The map ψw : Zw →
G/B defined by [p1, · · · , pn] 7→ p1 · · · pn is a birational map to the Schubert variety Xw =
BwB/B. Let Zw(j) = Pi1 × · · · Pˆij · · · × Pil/Bn−1 be a divisor of Zw via the embedding
[p1, · · · , pˆj, · · · , pn] 7→ [p1, · · · , 1, · · · , pn]. The boundary of Zw is defined to be ∂Zw =
Zw(1) + · · · + Zw(n). These components have normal crossing intersection at [1, · · · , 1].
Let L(λ) = G ×B k−λ be the equivariant line bundle on G/B associated to character
λ and Lw(λ) = ψ
∗
wL(λ). Then ωZw
∼= OZw(−∂Zw) ⊗ Lw(−ρ) with ρ being the sum of
fundamental weights.
From the previous discussion for toric case, we are looking for a special section s0 ∈
H0(X,ω−1X ) and suitable affine chart on Zw. Since the Picard group of G/B is generated
by opposite Schubert divisors, we have a section σ of L(ρ) vanishing exactly along all
opposite Schubert divisors. Let s˜0 be the tensor product of ψ
∗
wσ and canonical section
of OZw(∂Zw). Then s˜0 vanishes along ∂Zw and preimage of opposite Schubert divisors.
Let U−ij be the negative unipotent root subgroup Pij ∩ U−. The natural map U−i1 ×
· · · × U−in → Zw gives an affine neighborhood of [1, · · · , 1] which is isomorphic to An
with coordinate (t1, · · · , tn). Then Zw(j) on this affine chart is defined by tj = 0. The
image of this chart under ψ is inside the opposite Schubert cell Cid = B−B/B. So s˜0
vanishes with simple zero along coordinate hyperplanes on this chart. After rescaling, we
can take s˜0 = t1 · · · tn(dt1 ∧ · · · ∧ dtn)−1. Let WP be the set of minimal representatives
in cosets W/WP and wP be the longest element in W
P with reduced expression wP .
Then ψ : ZwP → G/P is birational and it is an isomorphism restricted to ZwP − ∂ZwP →
BwPB/B → BwPP/P .The exceptional divisor is supported on ∂ZwP . Next we identify
s˜0 with a special anticanonical form defined on X = G/P . Let X
v
w = X
v ∩ Xw be the
intersection of Schubert variety Xw = BwB/B with opposite Schubert variety X
v =
B−vB/B. The image in X = G/P is denoted by Πvw. This forms a stratification of
X. The codimension one strata form an anticanonical divisor Π1 + · · · + Πs. See [16],
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section 3. (Note that our notations for Schubert variety and opposite Schubert variety
are different from [16].) So there is an anticanonical section s0 vanishing to the first order
along Y0 = Π1 ∪ · · · ∪Πs.
Lemma 3.1. The two anticanonical sections are related by s˜0 = ψ
∗(s0) up to a rescaling.
Proof. We compare the two divisors (s˜0) and (ψ
∗(s0)). Since σ vanishes along opposite
Schubert divisors on G/B, then s˜0 vanishes along the preimage of opposite Schubert
divisors under ψw and ∂Zw. Let CwP be the Schubert cell and C
id the opposite Schubert
cell. The restriction of ψwP : ZwP − ∂ZwP → CwP is an isomorphism. Let Di be divisors
supported on CwP − Cid. Then (s˜0) =
∑
i ψ
−1
wP (Di) +
∑
j ZwP (j). The restriction of
projection CwP → G/P is also isomorphism on its image. The divisors Πj are exactly the
complement of the image of CwP ∩Cid. So we have (ψ∗(s0))|ψ−1wP (CwP ) =
∑
i ψ
−1
wP
(Di). The
exceptional locus of ψ is supported on ∂ZwP . So (ψ
∗(s0)) =
∑
i ψ
−1
wP (Di) +
∑
j njZwP (j)
as a meromorphic anticanonical section. Since (s˜0) and (ψ
∗(s0)) are linear equivalent,
then
∑
j ZwP (j) and
∑
j njZwP (j) are linear equivalent. On the other hand, the divisors
ZwP (1) · · ·ZwP (n) form a basis for Pic(ZwP ), see [4] Excercise 3.1.E (3). So nj = 1. 
So the Hasse-Witt invariants have similar expansion algorithm as toric case according
to the discussion above. On the other hand, the period integral near s0 can also be
calculated by pulling-back to Zω. The cycle γ : |t1| = |t2| = · · · |tn| = 1 has nontrivial
image in Hn(X − Ys0) since the integral of
∫
γ
1
s˜0
6= 0. This is the unique invariant cycle
near s0 since dimH
n
c (X − Y0) = 1. According to Theorem 1.4 in [11], the period integral∫
ψ∗γ
1
f =
∫
γ ψ
∗( 1f ) is the unique holomorphic solution to the Picard-Fuchs system near
s0. So we proved Theorem 1.2 for generalized flag variety X = G/P . Note that the
basis of H0(X,ω−1X ) including s0 can also be written down explicitly in terms of standard
monomials, see [5]. This method also gives a way to calculate the power series expansions
of period integrals of hypersurfaces in G/P .
Remark 3.2. The anticanonical form s0 appears in [19] and [16]. In [19], the form s0 is
constructed on torus chart of the open Richardson cell Ridw = Cid ∩Cw and glued together
by coordinate transformations. We use the construction in [16] that the complement of
Ridw is an anticanonical divisor. Lemma 3.1 proves that ψ∗(s0) = t1 · · · tn(dt1∧· · ·∧dtn)−1
on the affine coordinate of Zω, which is the local formula on torus chart appeared in [19].
This gives an explanation of the footnote in section 7 of [19]. The cycle γ appears in [20]
7.1 for complete flag variety G/B, in [18] Theorem 4.2 for Grassmannians and in [17]
12.4 for general G/P .
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Now we give some explicit examples of the resolution and the anticanonical form s0
under the resolution.
Example 3.3. Let X be Grassmannian G(2, 4). Then X = G/P with G = SL(4) and
P = {


⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
0 0 ⋆ ⋆
0 0 ⋆ ⋆

}. The Weyl group is S4 and WP = S2 × S2. The element
wp = (13)(24) = (23)(34)(12)(23) = s2s3s1s2. So Zw = P1 × P2 × P3 × P4/B4 with
P1 = {


⋆ ⋆ ⋆ ⋆
0 ⋆ ⋆ ⋆
0 t1 ⋆ ⋆
0 0 0 ⋆

}, P2 = {


⋆ ⋆ ⋆ ⋆
0 ⋆ ⋆ ⋆
0 0 ⋆ ⋆
0 0 t2 ⋆

}, P3 = {


⋆ ⋆ ⋆ ⋆
t3 ⋆ ⋆ ⋆
0 0 ⋆ ⋆
0 0 0 ⋆

} and P4 =
{


⋆ ⋆ ⋆ ⋆
0 ⋆ ⋆ ⋆
0 t4 ⋆ ⋆
0 0 0 ⋆

}. The largest Schubert cell is {


a b 1 0
c d 0 1
1 0 0 0
0 1 0 0

}P/P with coordinates
(a, b, c, d). The affine coordinate (t1, · · · , t4) ∈ A4 on ZwP is
{[


1 0 0 0
0 1 0 0
0 t1 1 0
0 0 0 1

 ,


1 0 0 0
0 1 0 0
0 0 1 0
0 0 t2 1

 ,


1 0 0 0
t3 1 0 0
0 0 1 0
0 0 0 1

 ,


1 0 0 0
0 1 0 0
0 t4 1 0
0 0 0 1

]}.
So the map ψ : ZwP → X under these local charts is given by
(3.3) a =
1
t1t3
, b = − t1 + t4
t1t2t3t4
, c =
1
t1
, d = − 1
t1t2
Recall the anticanonical section s0 in [11] is given in terms of standard monomials as fol-
lows. Let
(
a11 a12 a13 a14
a21 a22 a23 a24
)
be the basis of any two plane. The Plu¨cker coordinates
xij are the determinant of i, j columns. The section s0 = x12x23x34x14. In coordinate
of Schubert cell, we have s0 = −ad(ad − bc)(da ∧ db ∧ dc ∧ dd)−1. A direct calculation
using (3.3) shows that ψ∗s0 = t1t2t3t4(dt1dt2dt3dt4)
−1. The other sections of H0(X,L)
can also be written as homogenous polynomials of xij of degree 4.
Remark 3.4. The proof for both toric and flag varieties only depends on the the following
fact. There is a torus chart (t1, · · · , tn) on the complement of Ys0 with s0 = t1 · · · tn(dt1 ∧
· · · ∧ dtn)−1 on the chart. So Theorem main can hold for more general ambient spaces X.
This also implies the Frobenius splitting of X compatibly with Y0.
4. Complete intersections
We further discuss the algorithm for Hasse-Witt matrix for complete intersections.
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(1) LetXn be a smooth projective variety defined over k. Let L1, · · ·Ls be line bundles
on X and E = ⊕iLi. Assume the following vanishing conditions H i(X,KX ⊗
∧s−iE) = H i−1(X,KX ⊗ ∧s−iE) = 0 for i = 1, · · · , s.
(2) Let V ∨i = H
0(X,Li) 6= 0 and W∨ = H0(X,detE ⊗KX) 6= 0. We further assume
the zero locus of a generic element of V ∨ = H0(X,E) is smooth with codimension
s. Let e∨1 · · · e∨r be a basis of W∨. Let fi be the universal section of Li and
f = (f1, · · · , fs) be universal section of E.
(3) Consider the family of complete intersections defined by f over the smooth locus
S →֒ V ∨ − {0}. Let X be X × S and i : Y → X is the embedding of universal
family. The projections to S are denoted by π.
(4) Let FS be the absolute Frobenius on S and X
(p) = X×FSS the fiber product. Then
we have absolute Frobenius FX the relative Frobenius FX/S : X → X(p). Denote
W : X(p) → X and π(p) : X(p) → S to be the projections. The corresponding
diagram for family Y is defined in a similar way.
We repeat the argument in the hypersurfaces using the Koszul resolution
(4.1) 0→ ∧sE∨ → ∧s−1E∨ → · · · → E∨ → OX → i∗OY → 0.
Standard spectral sequence argument together with the vanishing assumptions gives an
isomorphismRn−sπ∗(OY)→ Rnπ∗((detE)−1). The maps in the Koszul resolution is given
as follows. Identify the section of ∧kE∨ with the sections (f∨j1,··· ,jk) of ⊕j1,··· ,jkL∨j1⊗· · ·⊗L∨jk
with ordered set j1, · · · , jk, such that j1, · · · , jk are distinct and f∨j1,··· ,jk = ±f∨j′1,··· ,j′k if
j1, · · · , jk is a permutation of j′1, · · · , j′k with signature ±1. Then (f∨j1,··· ,jk+1) is mapped
to (f∨j1,··· ,jk) = (
∑
j f
∨
j1,··· ,jk,j
fj). We have similar commutative diagram as (2.1).
(4.2)
0 W ∗ detE∨ · · · OX(p) i∗OY(p) 0
0 FX/S∗ detE
∨ · · · FX/S∗OX i∗FY/S∗OY 0
f
fp−1 F F
f
The map fp−1 : W ∗ ∧k E∨ → FX/S∗ ∧k E∨ is induced by multiplication (f∨j1,··· ,jk) 7→
((f∨j1,··· ,jk)
pfp−1j1 · · · f
p−1
jk
). So we have commutative diagram
(4.3)
Rn−sπ
(p)
∗ (OY(p)) Rnπ(p)∗ (W ∗ detE∨)
Rn−sπ∗(FY/S∗OY) Rnπ∗(detE∨)
F fp−1
with horizontal maps being isomorphisms. The left vertical map is the Hasse-Witt oper-
ator H-W: F ∗S(R
n−sπ∗(OY )) ∼= Rn−sπ(p)∗ (OY(p))→ Rn−sπ(p)∗ (FY/S∗OY) ∼= Rn−sπ∗OY . So
we have similar definition of Hasse-Witt matrix under basis e∨1 · · · e∨r .
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Definition 4.1. The basis e∨1 · · · e∨r of H0(X,KX ⊗detE) induces a basis of R0π∗(ωY/S)
by residue map and dual basis e1 · · · er of Rn−sπ∗(OY) under Serre duality. The Hasse-
Witt matrix aij is defined by H-W(F
∗
S(ei)) =
∑
j aijej .
The same argument in hypersurfaces case gives us the algorithm of computing Hasse-
Witt matrix in terms of local expansion of f . Now fp−1 is replaced by (f1 · · · fs)p−1.
Under the trivialization ξ of detE under local coordinates (t1, · · · , tn), the section e
∨
i
ξ has
the form hi(t)dt1 ∧ dt2 · · · ∧ dtn and e
∨
i (f1···fs)
p−1
ξp has the form as gi(t)dt1 ∧ dt2 · · · ∧ dtn.
Then τ(gi) has the form τ(gi) =
∑
j ajihj .
On the other hand, the period integral has the form
∫
γ Res
Ω
f1···fs
=
∫
γ′
Ω
f1···fs
where γ′ is
a cycle in the complement of {f1 · · · fs = 0}. So it is the same form as hypersurfaces with
f replaced by f1 · · · fs. The section f1 · · · fs also defines a subfamily of hypersurfces in the
linear system |detE|. Both Hasse-Witt matrices and period integrals can be calculated
with the same algorithm applied to this subfamily. So the truncation relation still holds for
complete intersections in both toric variety and flag variety. For example, the statement
for toric Calabi-Yau hypersurfaces is as follows. Let X be a smooth toric variety and
K−1X = D1 + · · · +Ds be a partition of toric invariant divisors. Let Li = O(Di). Let fij
be a basis of H0(X,Li) consisting of monomials with fi0 the defining section of Di. The
universal section is f = (
∑
j bijfij)i. Then the period integral of the unique invariant cycle
near f0 = (fi0) has the form
1
b10···bs0
P (
b1j1 ···bsjs
b10···bs0
), in which P (
b1j1 ···bsjs
b10···bs0
) is a Taylor series
of
b1j1 ···bsjs
b10···bs0
with integer coefficients. The degree-(p − 1) truncation (p−1)P ( bijbi0 ) multiplied
by (b10 · · · bs0)p−1 is a degree-(p − 1) polynomial of b1j1 · · · bsjs and gives the Hasse-Witt
matrix for the Calabi-Yau complete intersection family.
5. Frobenius matrices of toric hypersurfaces
Now we give a proof of the conjecture in [23] for toric hypersurfaces. First we state
the conjecture. The notations follow [15]. Let k be a perfect field of characteristic p. Let
W (k) be the ring of Witt vectors of k. Denote σ : W → W be the absolute Frobenius
automorphism of W . For any W -scheme Z, let Z0 = Z⊗W k be the reduction mod p. Let
S = Spec(R) be an affine W -scheme. Let R∞ = lim←−R/p
sR and S∞ = Spf(R∞). We fix
a Frobenius lifting on R and also denote it by σ, which is a ring endomorphism σ : R→ R
such that σ(a) = ap mod pR. Let X be a smooth complete toric variety defined by a fan.
The 1-dimensional primitive vectors v1, · · · vN correspond to toric divisors Di. Assume
L = O(∑ kiDi) with ki ≥ 1. Let ∆ = {v ∈ Rn|〈v, vi〉 ≥ −ki} and ∆˚ the interior of ∆.
Then H0(X,L) has a basis corresponding to uI ∈ ∆ ∩ Zn and H0(X,L ⊗KX) has basis
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e∨i identified with ui ∈ ∆˚ ∩ Zn. Let f =
∑
aIt
uI , aI ∈ R be a Laurent series representing
a section of H0(X,L). Let (αs)i,j be a matrix with ij-th entry equal to the coefficient of
tp
suj−ui in (f(t))p
s−1. The endmorphism σ is also extended entry-wisely to matrices. It
is proved in [23] that αs satisfies the following congruence relations
Theorem 5.1 (Theorem 1 in [23]). (1) For s ≥ 1,
αs ≡ α1 · σ(α1) · · · σs−1(α1) mod p.
(2) Assume α1 is invertible in R∞. Then
αs+1 · σ(αs)−1 ≡ αs · σ(αs−1)−1 mod ps.
(3) Under the condition of (2), for any derivation D : R→ R, we have
D(σm(αs+1)) · σm(αs+1)−1 ≡ D(σm(αs)) · σm(αs)−1 mod ps+m.
Suppose that f defines a smooth hypersurface π : Y → S. We assume Y satisfies
the condition (HLF) in [15], the Hodge cohomology groups Hj(Y,ΩiY/S) are locally free
R-modules for i + j = n − 1. We also assume the pair (X,Y ) satisfies (HLF), the
Hodge cohomology groups Hj(X,ΩiX/S(log Y )) are locally free R-modules for i + j = n.
Consider the F -crystal Hn−1cris (Y0/S∞)
∼= Hn−1DR (Y/S) ⊗R R∞. We further assume the
family Y/S satisfy condition HW (n − 1) in [15], which says for any s0 : R0 → K with
K perfect field, the Hasse-Witt operator Hn−1(Y
(p)
s0 ,OY (p)s0 ) → H
n−1(Ys0 ,OYs0 ) is an
automorphism. Notice that α1 mod p is the Hasse-Witt matrix under the dual basis of
ωi = Res
tuidt1∧···∧dtn
t1···tnf(t)
∈ H0(Y,Ωn−1Y/S) according to Corollary 2.3. The conditionHW (n−1)
can be checked using α1. In particular, this condition implies that α1 mod p is invertible.
The unit-root F -crystal U0 ⊂ Hn−1cris (Y0/S∞) and slope ≤ n − 2 sub-crytal U≤n−2 are
defined under the assumption. The quotient Qn−1 = H
n−1
cris /U≤n−2 is isomorphic to the
pn−1-twist of the dual U∨0 to U0. The projection of ωi to Qn−1 gives a dual basis of U0. In
[23], the Frobenius matrix and connection matrix of U0 are conjectured to be the limits
of matrices in Theorem 5.1.
Conjecture 5.2 ([23]). The Frobenius matrix is the p-adic limit
(5.1) F = lim
s→∞
αs+1σ(αs)
−1.
The connection matrix is given by
(5.2) ∇D = lim
s→∞
D(αs)(αs)
−1.
Now we give the proof of this conjecture under an additional assumption on (X,L).
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Theorem 5.3. Let (X,L) be a smooth toric variety with line bundle L = O(∑ kiDi).
Let pi be toric invariant points corresponding to top dimensional cone in the fan decom-
position. If a generic section of L does not vanish at some pi, then Conjecture 5.2 is
true.
The assumption in the theorem can be checked from toric data, or replaced by the
equivalent assumption on the polytope of |L|. Let pi be the intersection of D1 · · ·Dn.
Under a transformation of SL(n,Z), we can assume the corresponding cone is generated
by standard basis of Rn. Let f =
∑
I aIt
uI as before. Then under a trivialization of L,
the universal section f is tk11 · · · tknn (
∑
I aIt
uI ). So a generic section f does not vanish
at (t1, · · · , tn) = (0, · · · , 0) means (−k1, · · · ,−kn) is a vertex of ∆. The assumption
the theorem is equivalent to that at least one of the vertices of ∆ is the intersection of
hyperplanes 〈v, vi〉 = −ki, 1 ≤ i ≤ n with vi · · · vn generating a cone of X. This is satisfied
by X = Pn with L = O(d), d ≥ n+ 1.
Proof. The proof follows the ideas in Katz’s proof of Theorem 6.2 [15]. Consider the F -
crystal constructed by logarithmic crystalline cohomology Hncris(X0, Y0)
∼= HnDR(X,Y )⊗
R∞. From the long exact sequence
(5.3) · · · → HnDR(X)→ HnDR(X,Y )→ Hn−1DR (Y )(−1)→ · · ·
and HkDR(X) is concentrated in H
k
2
, k
2 , the corresponding subcrystal U≤n−1 and quotient
Qn are also defined on H
n
cris(X0, Y0) by taking the inverse image of U≤n−2 subcrystal in
Hn−1cris (Y0) and
Qn(H
n
cris(X0, Y0))
∼= Qn−1(Hn−1cris (Y0))(−1).
Here H(−1) means the Frobenius action is multiplied by p. We also have isomorphism
Hncris(X0, Y0) = (H
0(X,ΩnX/S(Y ))⊗R∞)⊕Un−1. So we only need to consider the Frobe-
nius matrix acting on projections of log n-forms ωi =
tuidt1∧···∧dtn
t1···tnf(t)
onto Qn. We can
assume the primitive vectors v1, · · · vn are the standard basis of Rn. The cone generated
by v1 · · · vn defines an affine coordinate (t1, · · · , tn) on X which is isomorphic to An. First
we assume Y is away from (t1, · · · , tn) = 0 and consider the formal expansion map along
(t1, · · · , tn) = 0
(5.4) P : HnDR(X,Y )⊗R∞ → HnDR(R∞[[t1, · · · , tn]]/R∞).
Similar as Katz’s proof of Theorem 6.2 [15], we have the following conjecture
Conjecture 5.4. U≤n−1 is the kernel of formal expansion map.
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Actually a weaker statement that U≤n−1 is contained in the the kernel can imply that
U≤n−1 is the kernel, see remark 5.5. The conjecture might be proved by log version of the
theory of de Rham-Witt following Katz’s proof. We will first give the proof of Theorem
5.3 assuming the conjecture and state the method to get around the conjecture at the
end. Assume the local expansion of 1f exist in R[[t1, · · · , tn]][ 1t1 , · · · , 1tn ] and has the form
(5.5)
1
f
=
∑
u
Aut
u.
Notice that f may not have an inverse in R[[t1, · · · , tn]][ 1t1 , · · · , 1tn ]. We can consider the
localization of R by inverting the coefficient au0 of the vertex u0 = (−k1, · · · ,−kn). Let
au0 = 1, then
(5.6)
1
f
=
t−u0
1 +
∑
uI 6=u0
aItuI−u0
= t−u0(1 +
∑
k
(−1)k(
∑
uI 6=u0
aIt
uI−u0)k) =
∑
u
Aut
u.
So the local expansion of ωi has the form
(5.7) ωi =
tuidt1 ∧ · · · ∧ dtn
t1 · · · tnf(t) =
dt1 ∧ · · · ∧ dtn
t1 · · · tn ·
∑
u
Aut
u+ui
with all u+ ui > 0. Assume the Frobenius action on ωi is in the form
(5.8) F (ω
(σ)
i ) ≡
∑
j
fijωj mod U≤n−1
and the connection of ∇D has the form
(5.9) ∇(D)(ωi) ≡
∑
j
∇(D)ijωj mod U≤n−1
Assume Conjecture 5.4 is true, then
(5.10) F (ω
(σ)
i ) =
∑
j
fijωj in H
n
DR(R∞[[t1, · · · , tn]]/R∞)
and
(5.11) ∇(D)(ωi) =
∑
j
∇(D)ijωj in HnDR(R∞[[t1 · · · tn]]/R∞).
According to the Frobenius action on HnDR(R∞[[t1, · · · , tn]]/R∞), we compare the coeffi-
cient of tp
kv for multi-index v ∈ Zn and v > 0
(5.12) pnσ(Au′i) ≡
∑
j
fijAu′′j mod p
k
with p(u′i + ui) = p
kv = u′′j + uj. On the other hand, we compare the expansions of
fp
s−1 =
∑
u A˜
s
ut
u and 1f
(5.13)
∑
u
A˜sut
u = fp
s 1
f
= (
∑
Bsut
u)(
∑
u
Aut
u).
HASSE-WITT, UNIT ROOTS AND PERIODS 21
So A˜su =
∑
u′+u′′=uB
s
u′Au′′ . We can extend σ to any Laurent series with coefficients in R
by σ(tu) = tpu. Since σ(f) = fp + pg, then
(5.14) σ(fp
s−1
) = σ(f)p
s−1
= (fp + pg)p
s−1 ≡ fps mod ps.
Let fp
s−1−1 =
∑
u A˜
s−1
u t
u, then
(5.15)
∑
u
σ(A˜s−1u )t
pu ≡ fpsσ( 1
f
) = (
∑
u
Bsut
u)(
∑
u
σ(Au)t
pu) mod ps.
So σ(A˜s−1u ) ≡
∑
u′+pu′′=puB
s
u′σ(Au′′) mod p
s. Now we compute σ(αs−1)im = σ(A˜
s−1
ps−1um−ui
)
in terms of Au and Bu. It is the sum of B
s
u′σ(Au′′) with u
′ + pu′′ = p(ps−1um − ui). The
factor Bsu′ is the sum of the terms
(5.16)
(
ps
k1, k2, · · · , kl
)
ak1I1 · · · a
kl
Il
with k1uI1+· · ·+kluIl = u′. Denote νp to be the p-adic valuation. Let k = min{νp(k1) · · · νp(kl)}
and pkv = psum − u′ = p(u′′ + ui) in (5.12), then
(5.17) σ(Au′′) ≡
∑
j
fijAu′′j mod p
k
with u′ + u′′j = p
sum − uj . Since the p-adic valuation of multinomial has estimate
(5.18) νp
(
ps
k1, k2, · · · , kl
)
≥ s−min{νp(k1) · · · νp(kl)},
then
(5.19)(
ps
k1, k2, · · · , kl
)
ak1I1 · · · a
kl
Il
σ(Au′′) ≡
∑
j
fij
(
ps
k1, k2, · · · , kl
)
ak1I1 · · · a
kl
Il
Au′′j mod p
s.
So we have
(5.20) Bu′σ(Au′′) ≡
∑
j
fijBu′Au′′j mod p
s
with u′ + u′′ = ps−1um − ui and u′ + u′′j = psum − uj. Summing all such terms implies
(5.21) pnσ(αs−1) ≡ (fij)αs mod ps
and pn(fij)
−1 ≡ αsσ(αs−1)−1 mod ps−n.
Similar calculation as [15] and congruence relation D(Bu′) ≡ 0 mod ps imply
(5.22) D(αs) ≡ (∇(D)ij)αs mod ps.
If the coefficient of the vertex u0 is zero, we regard aI as formal variables and the
universal hypersurface family. Then we can prove the result on an open subset of S and
the p-adic limit formulas holds on the open subset. Since Vlasenko proved the congruence
relations in Theorem 5.1 without any constraints on the coefficients, the p-adic limits
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always exist. So the limits coincide with Frobenius matrices and connection matrices
because they are equal restricted to an open subset of S.
Now we state the proof without assuming Conjecture 5.4. We claim pl(n−1)P (U≤n−1) ⊂
plnHnDR(R∞[[t1, · · · , tn]]/R∞). Applying Katz’s argument of extension of scalars, we
only need to prove this when R is the Witt vectors of a perfect field. The Frobe-
nius action on U≤n−1 divides p
n−1. So there exists σ−1-linear map F˜ on U≤n−1 such
that F˜F = FF˜ = pn−1. On the other hand, the Frobenius action on each element
in HnDR(R∞[[t1 · · · tn]]/R∞) has a factor pn. So pn−1P (U≤n−1) = P (pn−1U≤n−1) =
P (FF˜U≤n−1) ⊂ pnHnDR(R∞[[t1, · · · , tn]]/R∞) and l iterations give pl(n−1)P (U≤n−1) ⊂
plnHnDR(R∞[[t1, · · · , tn]]/R∞). Multiplying both (5.10) and (5.11) by pl(n−1), we get
(5.23) pl(n−1)F (ω
(σ)
i ) = p
l(n−1)
∑
j
fijωj mod p
ln in HnDR(R∞[[t1, · · · , tn]]/R∞)
and
(5.24) pl(n−1)∇(D)(ωi) = pl(n−1)
∑
j
∇(D)ijωj mod pln in HnDR(R∞[[t1 · · · tn]]/R∞).
Let s = nl, similar congruence relation as (5.12) still holds for k ≤ s
(5.25) pn+l(n−1)σ(Au′i) ≡ p
l(n−1)
∑
j
fijAu′′j mod p
k
with p(u′i + ui) = p
kv = u′′j + uj and v > 0. The same argument shows
(5.26) pn+l(n−1)σ(αs−1) ≡ pl(n−1)(fij)αs mod ps
and
(5.27) pl(n−1)D(αs) ≡ pl(n−1)(∇(D)ij)αs mod ps.
Dividing both sides by pl(n−1) and letting l→∞, we see that the subsquence αsσ(αs−1)−1
and D(αs)(αs)
−1 converges to the Frobenius matrix and connection matrix. 
Remark 5.5. If U≤n−1 is contained in the the kernel of formal expansion map, then
it is exactly the kernel. We only need to show the restriction of expansion map on
H0(X,ΩnX/S(Y )) ⊗ R∞ → HnDR(R∞[[t1 · · · tn]]/R∞) is injective. This can be proved by
similar argument in the proof and invertibility of αs.
Remark 5.6. The proof also gives a weaker version of the second and third congruence re-
lations in Vlasenko’s Theorem 5.1. The first congruence relation αs ≡ α1 ·σ(αs−1) mod p
can also be proved geometrically using the argument in Theorem 2.2 and Corollary 2.3. We
can consider the s-iterated Hasse-Witt operation Hn−1(Y
(ps)
0 ,OY (ps)0 ) → H
n−1(Y0,OY0).
Using similar commutative diagram 2.1 with the first vertical map L−1 → L−1 being
replaced by the composition L−1 → L−ps → L−1 with ξ 7→ ξps · fps−1, we can see the ma-
trix for s-iterated Hasse-Witt operation is given by αs mod p. Hence αs ≡ α1 · σ(αs−1)
mod p.
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5.1. Unit root of toric Calabi-Yau hypersurfaces and periods. Now we discuss
the relation between unit roots of zeta functions and period integrals for toric Calabi-Yau
hypersurfaces. Let f be a Laurent series defining toric Calabi-Yau hypersurfaces. For
the sake of simplicity, let a0 = 1 be the constant term (or the coefficient of interior point
of ∆). The unique holomorphic period integral at the special solution-1 point or ”large
complex structure limit” is Iγ = the constant term of the expansion
(5.28)
1
f
=
1
1 +
∑
uI 6=0
aItuI
= 1 +
∑
k
(−1)k(
∑
uI 6=0
aIt
uI )k.
It can be written as formal power series of aI with constant term being 1 and denoted by
P (aI). Then
(5.29) αs ≡ (p
s−1)(P (aI)) mod p
s
because of the congruence
(5.30)
(
ps − 1
k1, k2, · · · , kl, ps − 1− k
)
≡ (−1)k
(
k
k1, k2, · · · , kl
)
mod ps.
Then
(5.31) αsσ(αs−1)
−1 ≡
(ps−1)(P (aI))
(ps−1−1)(P )(σ(aI ))
mod ps
according to Vlasenko’s congruences without any geometric constraints. So the p-adic
limit P (aI )P (σ(aI )) exists in R∞ and equal to the Frobenius matrix. We can fix σ(aI) = a
p
I .
Then the formal power series
(5.32) g(aI) =
P (aI)
P (apI)
has p-adic limit in lim←−s→∞ Zp[aI1 · · · aIN , α
−1
1 ]/p
sZp[aI1 · · · aIN , α−11 ] and it satisfies Dwork
congruences
(5.33) g(aI) ≡
(ps−1)(P (aI))
(ps−1−1)(P )(σ(aI ))
mod ps.
Especially it is related to Hasse-Witt matrix by
(5.34)
P (aI)
P (apI)
≡ (p−1)(P (aI)) mod p.
Let q = pr and aI ∈ Fq defining a smooth Calabi-Yau variety Y0 over Fq. Assume
the Hasse-Witt matrix (p−1)(P (aI)) mod p is not zero. Then there exist exactly one p-
adic unit root in the factor of zeta function of Y0 corresponding to Frobenius action on
Hn−1cris (Y0). It is given by
(5.35) g(aˆI)g(aˆ
p
I) · · · g(aˆp
r−1
I )
with aˆI being the Teichmu¨ller lifting under σ. For example, if aI has lifting as an integer,
then aˆI = lims→∞ a
ps
I .
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Remark 5.7. In [23], the following result about unit roots is proved. When S0 = Spec(Fq)
and Y0 is a smooth hypersurface in P
n, let Φ = F ·σ(F ) · · · σr−1(F ). Then the eigenvalues
of Φ are unit roots of zeta-function of Y0. The conjecture proved above implies that the
multiplicities of unit roots are also equal. The proof in [23] uses Stienstra’s result on
formal groups [21, 22]. See also [24] for the unit root formula for Dwork family using
formal groups following Stienstra. It might be possible to give a proof of the conjecture by
this approach.
6. Frobenius matrices for Calabi-Yau hypersurfaces
Now we discuss the algorithm of Frobenius matrix of Calabi-Yau hypersurfaces in terms
of local expansion. Let X be a smooth Fano variety over S with ample line bundle L. Let
f ∈ H0(X,L) define a smooth hypersurface Y in X. Let ωi be a basis of H0(X,L⊗K−1X ).
This induces a basis of H0(Y,KY ) via adjunction formula. The Hasse-Witt matrix under
this basis in terms of local coordinate is given by the algorithm in Section 2. Fix a section
p : S → X on ambient space X such that Y is away from p. Let (t1, · · · , tn) be the formal
coordinate of X at p. The proof of Theorem 5.3 depends on ωi having the following form
in local expansion. There is a trivialization ξ of L along p such that wiξ has the form
tuidt1∧···∧dtn
t1···tn
. The matrix (αs)ij is defined to be the coefficients of t
psuj−ui in f
ps−1
ξps−1
. This
applies to L = K−1X with trivialization ξ = (dt1 ∧ · · · ∧ dtn)−1. So we have the following
Proposition 6.1. Let f = g(t)(dt1∧· · ·∧dtn)−1 and αs = the coefficient of (t1 · · · tn)ps−1
in the local expansion of gp
s−1. Then similar congruence relations in Vlasenko’s theorem
(Theorem 5.1) still stand
(1) For s ≥ 1,
αs ≡ α1 · (αs−1)p mod p.
(2) Under the condition HW (n− 1) and g(0) 6= 0, we have
αn(s+1) · σ(αn(s+1)−1)−1 ≡ αns · σ(αns−1)−1 mod ps−n.
(3) Under the condition of (2), for any derivation D : R→ R, we have
D(σ(αn(s+1))) · σ(αn(s+1))−1 ≡ D(σ(αns)) · σ(αns)−1 mod ps.
The p-adic limit αns · σ(αns−1)−1 gives the Frobenius action on the unit root part U0 of
Hn−1cris (Y0) under the basis induced by residue map.
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6.1. Unit root of Calabi-Yau hypersurfaces in G/P . Now we discuss the algorithm
for Frobenius matrix of the unit root part of Calabi-Yau hypersurfaces in X = G/P .
Consider the affine chart An on the Bott-Samelson desingularization of G/P in Sec-
tion 3. This induces a torus chart Gnm on G/P . We consider the formal polydisc
R∞[[t1, · · · , tn]][ 1t1 , · · · , 1tn ] instead of R∞[[t1, · · · , tn]] in the formal expansion map in
the proof of Theorem 5.3. The same method gives the algorithm of the unit root part of
the Frobenius action.
Theorem 6.2. Let f ∈ H0(X,K−1X ) be an anticanonical form defining an smooth Calabi-
Yau hypersurface Y . Assume f has the form f = g(t)(dt1 ∧ · · · ∧ dtn)−1 with g(t) ∈
R[t1, · · · , tn][ 1t1 , · · · , 1tn ] in the torus chart as above. Assume the hypersurface Y is away
from the image of (t1, · · · , tn) = 0. Let αs be the coefficient of (t1 · · · tn)ps−1 in the local
expansion of gp
s−1. The Hasse-Witt matrix is given by α1 mod p. The same congruence
relations and Frobenius matrix in proposition 6.1 holds.
Proof. The function g(t) = t−k11 · · · t−tkn g′(t) for some ki ≥ 0 and g′(t) ∈ R[t1, · · · , tn] does
not vanish at (t1, · · · , tn) = 0. This is because the torus chart extends to an map on An
and ki are the multiplicity of exceptional divisor. So the index p
kv appearing in the proof
of Theorem 5.3 still has positive components. The rest of the proof is the same as toric
case. 
In Section 3, the period integral for the Calabi-Yau hypersurfaces in G/P is reduced to
similar algorithm on the torus chart. So the same argument in Section 5.1 implies similar
relations between periods and the unit root of zeta-function of Calabi-Yau hypersurface
defined on finite fields.
Remark 6.3. We require the non-vanishing condition in Theorem 5.3 and 6.2 to discuss
the local expansion map. But the definition of matrix αs and congruence relations do not
require this condition. So there might be a proof for general cases not depending on local
expansions.
References
[1] A. Adolphson and S. Sperber. Hasse invariants and mod p solutions of A-hypergeometric systems.
Journal of Number Theory, 142:183–210, 2014.
[2] A. Adolphson and S. Sperber. A-hypergeometric series and the Hasse–Witt matrix of a hypersurface.
Finite Fields and Their Applications, 41:55–63, 2016.
[3] M. Brion. Lectures on the geometry of flag varieties. In Topics in cohomological studies of algebraic
varieties, pages 33–85. Springer, 2005.
[4] M. Brion and S. Kumar. Frobenius splitting methods in geometry and representation theory, volume
231. Springer Science & Business Media, 2007.
26 AN HUANG, BONG LIAN, SHING-TUNG YAU, CHENGLONG YU
[5] M. Brion and V. Lakshmibai. A geometric approach to standard monomial theory. Representation
Theory of the American Mathematical Society, 7(25):651–680, 2003.
[6] P. Candelas, X. de la Ossa, and F. Rodriguez-Villegas. Calabi-Yau Manifolds Over Finite Fields, I.
arXiv preprint hep-th/0012233, 2000.
[7] B. Dwork. A deformation theory for the zeta function of a hypersurface. In Proc. of the Int. Congress
of Math., Stockholm, pages 247–259, 1962.
[8] B. Dwork. p-adic cycles. Inst. Hautes E´tudes Sci. Publ. Math., (37):27–115, 1969.
[9] B. Dwork. On Hecke polynomials. Invent. Math., 12:249–256, 1971.
[10] W. Fulton. A fixed point formula for varieties over finite fields. Mathematica Scandinavica, 42(2):189–
196, 1978.
[11] A. Huang, B. H. Lian, and X. Zhu. Period integrals and the Riemann–Hilbert correspondence. Journal
of Differential Geometry, 104(2):325–369, 2016.
[12] N. Katz. Travaux de Dwork. pages 167–200. Lecture Notes in Math., Vol. 317, 1973.
[13] N. M. Katz. Algebraic solutions of differential equations (p-curvature and the Hodge filtration).
Inventiones mathematicae, 18(1):1–118, 1972.
[14] N. M. Katz. Expansion-coefficients as approximate solution of differential-equations. Aste´risque,
(119):183–189, 1984.
[15] N. M. Katz. Internal reconstruction of unit-root F -crystals via expansion-coefficients. With an appen-
dix by Luc Illusie. In Annales scientifiques de l’E´cole Normale Supe´rieure, volume 18, pages 245–285.
Elsevier, 1985.
[16] A. Knutson, T. Lam, and D. E. Speyer. Projections of Richardson varieties. Journal fu¨r die reine
und angewandte Mathematik (Crelles Journal), 2014(687):133–157, 2014.
[17] T. Lam and N. Templier. The mirror conjecture for minuscule flag varieties. arXiv preprint
arXiv:1705.00758, 2017.
[18] R. Marsh and K. Rietsch. The B-model connection and mirror symmetry for Grassmannians. arXiv
preprint arXiv:1307.1085, 2013.
[19] K. Rietsch. A mirror symmetric construction of qHT∗(G/P )(q). Advances in Mathematics,
217(6):2401–2442, 2008.
[20] K. Rietsch. A mirror symmetric solution to the quantum toda lattice. Communications in Mathe-
matical Physics, 309(1):23–49, 2012.
[21] J. Stienstra. Formal group laws arising from algebraic varieties. American Journal of Mathematics,
109(5):907–925, 1987.
[22] J. Stienstra. Formal groups and congruences for L-functions. American Journal of Mathematics,
109(6):1111–1127, 1987.
[23] M. Vlasenko. Higher Hasse–Witt matrices. arXiv preprint arXiv:1605.06440, 2016.
[24] J.-D. Yu. Variation of the unit root along the Dwork family of Calabi–Yau varieties. Mathematische
Annalen, 343(1):53–78, 2009.
