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Abstract
This thesis is concerned with the analysis and development of methods for simul-
taneously distinguishing between non-ventricular rhythms, ventricular tachycar-
dia and ventricular fibrillation in the electrocardiogram. A realistic experimental
framework for assessing methods was developed that does not over-estimate ac-
curacy of investigated methods, and descriptive statistics were used for reporting
results of experimental simulations. The methods developed were tested against
recent studies in the literature. The developed methods introduced high dimen-
sional feature spaces for reducing the amount of information discarded, and the
best method achieved 30% reduction in median error rates by combining multiple
feature spaces, directly and in a hierarchical fashion, and through incorporation
of rhythm context from past observations, as opposed to conducting analysis on
the currently observed segment alone. The research conducted has not solved the
problem of differentiating between non-ventricular rhythms, ventricular tachycar-
dia and ventricular fibrillation entirely, and remains an open problem for research.
Through the development of methods in this thesis and observations made, many
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Cardiovascular disease is the leading cause of death in middle and high income
countries, and among the top ten causes of death in low income countries accord-
ing to the World Health Organisation [1]. Development of effective drug treat-
ments that prevent cardiac arrhythmias is therefore a high-priority challenge for
modern pharmacology. For the development of such treatments it is crucial to
have a clear understanding of what distinguishes different forms of arrhythmia,
and based on that, establish their precise definitions. Working towards better
automated arrhythmia detectors is a particularly important task.
1.1 Electrical conduction system of the heart
In a healthy heart, an electrical impulse will originate at the sinoatrial node
and stimulate the atria, causing their contraction and forcing blood from the
atria to the ventricles. This impulse is seen as the P wave on the surface
electrocardiogram (ECG). The impulse travels through some electrical pathways
known as internodal tracts to the atrioventricular node, which is positioned in the
walls between the atria and ventricles, and is responsible for delaying the impulse
15













Credit: Public domain, available at
http://en.wikipedia.org/wiki/QRS_complex\#mediaviewer/File:SinusRhythmLabels.svg
Figure 1.1: Illustration of a single normal heart beat with annotations of all the morphological
features typically expected in the ECG. The diagram is idealised, and in practice observed ECG
beats have a high variability due to many factors such as interference from noise sources, e.g.
muscular activity or patient breathing, and also due to disease or underlying conditions.
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for a short period of time to ensure the ventricles contract after the atria. This
delay is seen as the PR segment on the ECG. The impulse then travels through the
bundle of His to the Purkinje fibres and left and right bundle branches along the
surface of the ventricles, causing them to contract and forcing blood out through
the aorta and pulmonary artery. The QRS complex on the ECG corresponds to
this electrical activity causing ventricular contractions. Finally, another, usually
small peak, known as the T wave, corresponds to re-polarisation of the ventricles,
the period during which there is no surface electrical activity. Figure 1.1 shows
an annotated ECG example corresponding to a single cycle of a heart beat.
There is a large amount of variability in the morphology of the electrical
conduction when observed via the surface ECG, from patient to patient. Addi-
tionally, sources of noise such as patient breathing and muscular activations are
present. Disease or underlying conditions also alter the morphology of the surface
ECG. There are three main categories of rhythm which are of interest, these are:
1. Non-ventricular rhythms (NVR), composed mostly of sinus rhythm (SR)
and all other rhythms which are not ventricular arrhythmias. These rhythms
almost always manifest on the surface ECG with the morphological features
in Figure 1.1.
2. Ventricular tachycardia (VT), which is one form of ventricular arrhythmia,
and may be life threatening. These rhythms usually manifest on the surface
ECG with wide QRS complexes, no pauses, and no P waves, although T
waves can occur.
3. Ventricular fibrillation (VF), which is the other form of ventricular arrhyth-
mia, and is almost certainly lethal. These rhythms manifest on the surface
ECG with no discernible QRS complexes, or other morphological features.
A 15 second long example of each of these rhythms is shown in Figure 1.2.
17




Figure 1.2: 15 second long examples of each of (a) SR, (b) VT, and (c) VF
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1.2 Diagnostic difficulties in the ECG
Although unequivocal VF, sustained and lethal, is incontestable in surface ECG
recordings, clinicians differ about the diagnosis of transient ventricular tach-
yarrhythmias, with experts in a landmark report unable to agree on whether
VF, polymorphic VT or torsades des pointes best described a range of human
tachyarrhythmias in a blinded test of ECG records [2]. Another study noted the
difficulty in assigning appropriate rhythm categories when relabelling existing
databases for evaluation of an automated classifier [3]. In fact, a couple of stud-
ies have used the notion of a VT-VF [4,5] category which is not a well accepted or
defined notion, as a tacit admission of the difficulty discriminating between VT
and VF. Given that mechanisms of these tachyarrhythmias may differ [6], and
responses to drugs may vary from benefit to proarrhythmia depending on the
type [7], errors in diagnosis are potentially hazardous. From a therapeutic point
of view, being able to properly differentiate between VT and VF is very impor-
tant since they respond to interventions differently, and VF is usually lethal, while
VT is often not. In particular, per patient programmable automatic implantable
cardiovertor defibrillators (AICDs) attempt to differentiate between VT and VF,
but still deliver unacceptably high rates of inappropriate shock treatments [8].
Although VF is usually self sustaining in humans, but not always [2], it is
commonly transient in animal models, especially in mouse, the favoured species
for gene modification research [9]. To allow preclinical research to be translat-
able, guidance was proposed [10], and recently updated [11], for discrimination
between VF, including brief and transient VF, and other polymorphic ventric-
ular tachyarrhythmias. The definition however, is not readily transformed into
an algorithm for automatic rhythm classification. Therefore in this thesis, au-
tomatic methods to discriminate between VT and VF are explored, given only
19
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some surface ECG recordings and rhythm annotations. This is explored assum-
ing the context of automated external defibrillators (AEDs), where usually only
a single surface ECG lead is available, per patient customisation is not possible,
and identifying NVR properly is essential to avoid delivering unnecessary treat-
ment. Most of the previous approaches only consider NVR vs VT/VF, which in
real life application to an AED would result in defibrillation shock treatment for
VT, despite the preferable treatment being electrical cardioversion which delivers
less energy. On the other hand, drug treatments may be available to individuals
considered to be at risk, however, the drug discovery process is hampered by the
inability to diagnose rhythms correctly with automated processes.
1.3 Thesis structure
The thesis contains six chapters. Chapter 2 provides some terminology unifica-
tion, and surveys existing methods for ventricular arrhythmia diagnostics which
fall into a variety of categories. The limitations of these methods are discussed
and form the basis of various arguments and design choices throughout the the-
sis. Machine learning concepts are introduced, with particular focus on methods
which are commonly used in the thesis. Particular attention is paid to classi-
fication methods, experimental procedures and assessment metrics. Finally the
databases used in the thesis are with statistics provided on rhythm prevalence
and details on database characteristics.
Then, preliminary experiments are explored and conducted in Chapter 3.
Details are provided on the developed experimental framework, with disclosure
of as many details as possible to allow for reproduction of simulation experiment
findings. A large variety of representation spaces from the literature, and and
new representation spaces, are considered, as well as a variety of classification
algorithms and parameters, with the goal of reducing the amount of methods
20
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requiring testing by keeping only those showing the highest promise.
This forms the basis for the next development in the thesis, classification
using ensemble methods, which is presented in Chapter 4. The ensembles are
constructed in a temporal fashion, in an attempt to exploit correlations among
sequences of observations, which is an approach not seen previously in ECG
diagnostic methods. Additionally, hierarchical type ensembles are introduced
and constructed in order to build upon the strengths of different feature spaces.
This approach has also not seen use previously in ECG diagnostics.
Building upon the observation in Chapter 4 that ensembles formed tempo-
rally provide a useful and non-trivial improvement, an attempt is made to utilise
existing methods designed precisely for exploiting observation sequence interac-
tions, using the conditional random fields technique. This is performed under
time constraints, so only a preliminary study is performed, due to particularly
long training times for this class of methods.
Finally, the thesis is summarised in Chapter 6. The contributions and achieve-
ments are discussed, as well as the limitations of the conducted studies. Attention
is paid to mislabelling in the ECG databases, with recommendations on how to
improve the situation, and sequential learning methods are discussed briefly, with
recommendations on methods to be considered for future research and some in-
sight into why they may perform well.
1.3.1 Contributions made in this work
The overall contributions of the work presented in this thesis are listed. These
are
1. Development of a realistic experimental assessment framework that is not
optimistic in accuracy estimates
2. Use of descriptive statistics when presenting experimental results, rather
21
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than potentially misleading significance tests on single aggregate values. In
particular, probability density estimates of accuracy metrics were built
3. Consideration of ECG diagnostics in true multi-class settings, i.e. no proxy
rhythms are used, nor are rhythms that are difficult to tell apart merged into
single categories. The scenario considered is NVR vs VT vs VF, consistently
throughout the thesis
4. Consideration of high dimensional feature spaces, and rather than following
the trend towards feature reduction, consideration of feature expansions via
temporal ensembles
5. A true assessment on how the methods developed generalise to new patients,
by not exposing test patients to any part of training or parameter tuning
6. Consideration of systematic feature reduction via principal component anal-
ysis
7. Combining of feature spaces according to their apparent strengths in order
to develop an overall stronger classifier
8. Development of methods to exploit temporal interactions for classification
in the ECG
9. Brief consideration of principled methods for exploitation of temporal in-
teractions
10. Identification of database mislabelling, which may be detrimental to devel-
opment of further improvements to classification algorithms. Recommen-




Most prior studies that perform rhythm classification in the ECG evaluate binary
classification tasks. Some of these are reviewed, along with methods that perform
three-way classification between NVR, VT and VF. One of the main problems
with the majority of methods proposed in the literature is that the claims made
by original studies are usually unsupported by further studies.
This chapter will consist of three parts. First, methodologies presented in
previous studies will be discussed, and a summary of shortcomings is produced.
Then, a selection of techniques from machine learning literature are reviewed.
This includes classification learners, metrics for classification assessment, and
methods for conducting studies in a proper fashion without introducing bias.
Finally the data used for the work in this thesis are described and examined
briefly.
2.1 Terminology
In this thesis, a variety of terms are used, sometimes interchangeably. They are
covered here in one place for easy reference.
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• The terms NVR and SR are used interchangeably unless specified, despite
not being interchangeable in the general case. This is mainly due to the
vast majority of NVR actually being SR, both in practice, and in prevalence
in the databases used.
• Feature space, representation space, feature vector, transformation are all
terms used to describe some kind of transformation, or map, that has been
applied to raw data to produce a fixed sized vector.
• Training and learning are used interchangeably to mean processes that
estimate functional relations between data.
• Testing and inference are used to mean processes that evaluate data points
using an estimated function, often by producing a probability estimate of a
given outcome.
• Diagnosis, differentiation, and classification are all ways to describe tasks
where the goal is to categorise observations.
• Window, segment, and observation are used to mean a portion of the ECG
being considered for analysis.
• Category, class, group are all used interchangeably to refer to a distinct,
defined group within data.
2.2 Literature survey and prior art
Many studies are presented in the literature, for differentiating between NVR and
VF (sometimes combined with VT), while others attempt to perform classification
between all three categories. The features computed by these studies for these
purposes are broadly categorised into three main groups; (i) morphological,
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(ii) spectral and, (iii) dynamical/complexity features. Some of these approaches
are discussed briefly, and their limitations are elaborated. The transformations
or computed featured are focused on, since it will be shown that a majority of
approaches utilise ad-hoc decision making processes which are not grounded in
statistical learning theory.
2.2.1 Methods based on morphological feature extraction
First, some methods performing rhythm detection using representation spaces
computed from ECG morphology are described.
For classification in AICD devices, a rule-based algorithm was developed
which attempts to differentiate between NVR, slow VT, fast VT and VF [4].
Cardiac deflection detection is performed by measuring slope and performing
thresholding. After the detection of a deflection, a blanking period is applied
where new deflections are not detected. When the next deflection not in this
blanking period is detected, it is preliminarily categorised based on the time since
the previous deflection. Further categorisation is then performed by analysing
the previous 24 deflections according to a set of predefined rules. This algorithm
benefits from the ability to make per-patient customisations in order to tune the
decision rules for the arrhythmia categories, which is important in the AICD
setting.
Cross correlation peak amplitude and peak widths [12] are computed between
a prior window of ECG and the current window. Then, the standard deviations
of the peak widths, and peak amplitudes respectively, are computed and used for
classification between NVR, VT and VF using an ad-hoc decision system derived
from the distributions of both parameters, which are obtained using the entire
data set.
Threshold crossing interval [13, 14] is computed from a window of ECG and
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used for classification. The current window of ECG is used to compute a thresh-
old, and the sequence is converted to a binary sequenced based on whether the
ECG is above or below this threshold. The number of times the threshold is
crossed is counted, and boundary effects are corrected for using the previous and
next window of ECG [13], or by using a longer window [14]. Then, for classifica-
tion between NVR, VT and VF, a sequential hypothesis test is used [13], and for
classification between no VF and VF, support vector machines are used [14].
Threshold crossing sample count [15] aims to improve upon the threshold
crossing interval algorithm, by noting a weakness in that the number of crossings
are computed using the value of the ECG sequence, rather than the absolute
value. To deal with boundary effects, a tapered cosine window is applied to the
ECG segment. The amount of the ECG sequence above the absolute value of
the threshold is the counted, instead of the number of crossings. The sequen-
tial hypothesis test is replaced by a simple ad-hoc detection scheme formed by
inspecting probability distributions of the computed parameter.
A signal comparison algorithm [16] is developed alongside a comprehensive
review of a variety of other techniques for arrhythmia detection. A number of
templates, segments of each NVR, VT and VF are selected. An incoming window
of ECG is analysed to find important local maxima. These are used to generate
reference sequences based on the templates, of the same length as the episode
to be analysed, and the `1-norm between these references and the input ECG
are computed. Again, ad-hoc decision rules are applied to the computed values
in order to decide whether VF is present or not. An in depth comparison with
a variety of other algorithms is also presented, including some discussed here,
as well as other key algorithms such as the standard exponential algorithm and
modified exponential algorithm.
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2.2.2 Methods based on spectral feature extraction
Methods for extracting features based on morphology have some limitations.
They often require complex logic in order to deal with expected variations in the
ECG morphology. On the other hand, simpler techniques may be used, but are
likely to be overly simplistic, e.g. threshold crossing interval. Feature extraction
using spectra, or operations that manipulate the spectra, e.g. linear filtering, can
potentially operate better, due to invariance to time shifts. These operations
can be performed without the need for complex algorithms to align observation
windows or search for landmark points in the ECG.
The band-pass filtering approach computes statistics on the output of ECG
segments filtered using an integer band-pass filter [3]. The absolute value of the
band-pass filtered ECG, FO, is used to compute three different metrics;
(a) number of output samples in the range 0.5 max(FO) to max(FO),
(b) number of samples in the range mean(FO) to max(FO), and
(c) number of sample in the range mean(FO) to mean(FO) + std(FO).
Histograms of these parameters are computed across the entire dataset and are
used to develop an ad-hoc decision scheme which makes a shockable decision or
non-shockable decision. The data, although publicly available, was re-annotated
for this study. It was noted that there are several rhythms present in the databases
which are hard to categorise even by experts into shockable or non-shockable
categories. Also, as part of this re-annotation, all VF were treated as shockable,
but not all VT were treated as shockable. Therefore, VT was being spread across
categories.
Higher order spectral techniques [17] computes the bispectrum of an entire
ECG record in order to differentiate between records containing only SR, atrial
fibrillation (AF), VT or VF. The algorithm is applied per episode, or record,
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which although unspecified appeared to be of long duration. The bispectrum is
reduced to a single parameter by finding the region containing significant energy,
and an ad-hoc classification scheme is used to make a diagnosis.
A feature representation extracted using so-called semantic mining [18] was
developed to differentiate between SR, VT and VF. The ECG is treated as a
dynamical system with three parameters, the natural frequency ω, the damping
coefficient ζ, and the input signal µ. These parameters are all estimated using
the spectra of an ECG window and the first to fourth-order difference equations
of the ECG. Then, analysis of variance and T-test techniques are used to develop
an ad-hoc decision scheme.
Spectral features [19] are computed directly from the Fourier transform of a
5 s window of ECG. The frequency F , corresponding to the peak amplitude in
the region 0.5Hz - 9Hz is used to compute first spectral moment, and ratios of
areas defined in relation to the reference frequency F . A total of four parameters
are computed, and scatterplots of these parameters are used to derive an ad-hoc
rule based scheme for discriminating between rhythms with complexes of aberrant
morphology (assumed to be VT), VF and imitative artefacts.
The empirical mode decomposition (EMD) is an analysis tool that decomposes
a time series into a set of additive components known as intrinsic mode functions




IMFi[n] + r[n] . (2.1)
The spectral entropy of the first IMF is computed, as well as the energy ratio
of the first IMF to the remaining signal energy and these computed values are
used as features for a naive Bayes classifier to differentiate between NVR, VT
and VF [21].
Fourier neural network [22] performs classification between NVR, VT and
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VF. However, isolated premature ventricular contractions are placed in the same
category as VT, despite actually belonging to the NVR category. The input
features to the neural network are computed by finding a QRS complex, and
extracting a window of the ECG centered at the QRS complex. Then, the Fourier
transform is computed and the power spectrum is found. Finally, the first 5
components after the 0Hz component are used as inputs to a neural network
classifier.
2.2.3 Methods based on extracting dynamical,
complexity and other features
This section describes a small selection of techniques attempting to differentiate
between ECG rhythms by using features that are computed by characterising
dynamical or complexity properties of the ECG, and other techniques that do
not fall into either the spectral or morphological categories.
Lempel-Ziv complexity measure [23] is used to try to quantify the complexity
of an ECG sequence [24]. The Lempel-Ziv complexity measure is defined for finite
sequences of symbols, so ECG windows of varying lengths are first preprocessed to
transform it to a binary symbol sequence, by comparing it to a threshold learned
from the given window. Then complexity measure is computed from the symbol
sequence, and distributions for each category of NVR, VT and VF using different
window lengths are used to determine a threshold for an ad-hoc decision scheme.
It is concluded that window lengths of 7 s or longer are appropriate.
For time series data, a measure of regularity can be computed directly, known
as approximate entropy. Sample entropy is a modification of this procedure in-
tended to be more robust to noise contamination of the time series, and less sen-
sitive to the chosen observation length. Sample entropy is computed directly [25]
and distributions of this value across a dataset are used to derive some ad-hoc
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thresholds for classification between NVR, and combined VT and VF.
For detection between NVR and combined VT and VF, phase spaces are
constructed from an 8 s window of ECG. These are constructed in two different
variants, phase space shifted [26], constructed using a shifted version of the ECG,
and phase space Hilbert [27], constructed using the Hilbert transform of the ECG
segment. Then, the range spanned by the phase space is quantised into a 40× 40
grid, and the the number of uniquely visited positions on the grid is counted. An
ad-hoc threshold is used for classification.
Multifractal analysis is used to differentiate between NVR, VT and VF [28,29].
The basic idea is to estimate the singularity spectrum at various scales and
compute statistics or features from these spectra. In one case, the singularity
spectra across a range of exponents are integrated, to give a single parameter for
classification through an ad-hoc scheme [29]. In the other case, the singularity
spectrum is computed at two different scales, and the minimum, mean, and
maximum of these spectra are computed and used as the inputs to a neural
network [28] classifier.
The wavelet transform is used to derive a feature space for categorisation
between VT, a VT-VF category, and VF [5]. Publicly available data are used,
but since the data annotations do not support the notion of a VT-VF category,
the data are privately annotated. A 2-dimensional representation of the ECG
is formed by thresholding wavelet decomposition to find dense regions of energy
in the time-scale domain. The representation is formed by the number of these
areas, and the distance in time between these areas. This is then classified using
a linear discriminant analysis classifier.
A QRS reconstruction [30] technique is used to differentiate between VF and
NVR in the presence of chest compression artefacts. The wavelet transform
is used to isolate local maxima, which is then used to build a set of dynamic
templates. The input is then compared with the generated templates using the
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`1 residue between each of the template’s autocorrelation and the template-input
cross-correlations. A threshold and some simple rules are used to determine if a
QRS complex is present, and if not, VF is detected. The study notes that only
rhythms where experts could make a consensus on the rhythm type are included
for evaluation.
2.2.4 Limitations of prior work
The studies discussed were a representative example of the variety of methods
developed. From examining the details of these studies, a couple of trends are
apparent, which are summarised in Table 2.1; a large number of the studies in
the literature are using an ad-hoc decision scheme which is not grounded in any
statistical decision theory. Moreover, every study listed (and many others not
listed) reduced the ECG waveform to a very low dimensional space. In the case
of a 250 Hz sampled signal (a popular choice in the literature), even in the best
case, 14 dimensions, this corresponds with taking just 5.6% of the data, assuming
a 1 s observation interval. Of course, information reduction cannot be so trivially
described, however, it is clear that such extreme amount of data reduction must
also be discarding relevant information that can potentially be used to improve
accuracy in the problem of discriminating between VT and VF. Even for studies
which are not trying to differentiate between VT and VF, it would seem that the
amount of information discarded is extreme.
Another issue that is apparent in many of these studies are the use of non-
public data. Many studies record their own data, or use data from the public
domain which is then re-annotated. For a few studies this is necessary and un-
avoidable, e.g. QRS reconstruction [30]. However, in general, this is problematic
because it does not allow subsequent studies to validate the claimed results. Stud-
ies also often preselect data which fits the categories to be studied for training
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and testing, which can lead to a false perception on the generalisation ability of
the method. This is similarly a problem for studies which use the data set the
algorithm was developed with to assess the accuracy. Finally, some studies are
conducted using a very limited set of data for both development and testing, and
again this does not allow for accurate assessment of generalisation.
More recently, some studies were conducted into performing feature rank-
ing and selection from among a set of the most studied features proposed for
evaluating a) shockable vs non-shockable diagnostics [31, 32], b) non-VF vs VF
diagnostics [31]. Features considered include some of those discussed in 2.2.1,
2.2.2, and 2.2.3, as well as others. One approach performs feature selection by
using a genetic algorithm to generate subsets of features based on fitness (clas-
sification accuracy) [31]. The other approach combines the outputs of several
feature ranking algorithms in order to generate an overall feature ranking [32]. It
is pointed out by both these studies that previous studies do not evaluate rhythm
detection algorithms using data drawn from previously unobserved patients. De-
spite episode randomisation being used by some studies, it is not sufficient for
evaluating the generalisation ability of detection procedures applied to completely
new patients.
Table 2.1 shows for each of the studies discussed which experimental good
practices are followed, indicated in each column by a checkmark, and the max-
imum feature dimension investigated. Almost every study has at least one ex-
perimental flaw, and sometimes even multiple. Of the studies that do not have
any of the experimental flaws listed, none are studying VT vs VF directly. No
study considers dimensions higher than 15, and conclusions of [31,32] recommend
using reduced spaces (9, 2, respectively) for the tasks of non-VF vs VF and NVR
vs arrhythmias. Approximately half of the studies use only a single feature for
discrimination.
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Table 2.1: For some prominent ECG diagnostic techniques, a set of experimental best
practices are enumerated, and which of these best practices were implemented by each study.
































































Medtronic AICD rules [4] X X 1
Crosscorrelation peaks and widths [12] X 2
Threshold crossing interval hypothesis test [13] 1
Threshold crossing interval support vector machine [14] X X X X X 1
Threshold crossing sample count [15] X X X X 1
Signal comparison algorithm [16] X X X 4
Band-pass filter counts [3] X 4
Bispectral analysis [17] X 1
Semantic mining [18] X 3
Spectral features [19] X 4
EMD spectral entropy and energy [21] X X X 2
Fourier neural network [22] X X 5
Lempel-Ziv complexity measure [24] 1
Sample entropy [25] X X 1
Phase space shifted [26] X X X 1
Phase space Hilbert [27] X X X 1
Short-time generalised fractal dimensions [28] X X 6
Singularity spectrum area [29] X 1
Wavelet features [5] X X 2
QRS reconstruction [30] X X 4
Genetic algorithm feature selection [31] X X X X 14




In this section, a brief overview of the field of machine learning is presented,
followed by some details on more commonly used techniques that are utilised
later on. In general, machine learning is a broad field where the aim is to model
the structure of data or estimate relationships between observations.
Machine learning mainly falls into two broad categories, which are sometimes
referred to as supervised learning and unsupervised learning. Given a set of
observational data D, it is often desired to find functional relationships between
observations, or groups of observations. If the search for relationships in the set
D is conducted using only D, then the method is referred to as unsupervised
learning. However, consider D indexed by i and a response set G, also indexed
by i. Then, inference on D trying to reproduce responses from G is referred to as
supervised learning.
A distinction that can be made between machine learning methods are by
the type of model they build. Generative models build estimates of the joint
probability density over input variables of D (and G, if supervised), but discrim-
inative models only model the conditional density of outputs given the inputs.
Discriminative models are only capable of predicting outputs given an input, but
the model building process incorporates fewer assumptions due to not having to
estimate joint densities over the input variables and responses. This often results
in better performance with fewer training data. Since generative models find the
joint distribution across the outputs and inputs, they can be used to find data
points with low probability under the model, for novelty detection [33]. They
may also be used to simulate new observations by sampling from the estimated
generating distribution. However, with high-dimensional data (many features),
in order to accurately estimate the joint density it is often necessary to have very
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large amounts of observations, or otherwise use some simplifying assumptions.
This can make the use of generative models infeasible in some cases, either due
to lack of training data or assumption violations.
2.3.1 Supervised learning
Supervised learning can be broken down into two groups. If the responses G
are real valued, i.e. Gi ∈ Rp, ∀i, then the task is referred to as regression.
In this type of task there is assumed to be an unobserved function F which
generates responses G from inputs D, possibly corrupted linearly or non-linearly
by some observation noise. The goal is to estimate an Fˆ which approximates F
as well as possible given limited D and G. However, if the responses in G are
categorical (for example G ∈ {1, 2, 3, ..., K}), then the inference task is referred
to as classification. Rather than trying to learn a single function Fˆ , a set of
boundary determining functions, or decision functions are estimated in order to
decide which category an observation belongs to.
Although too numerous to document here, some examples of popular su-
pervised learning techniques include linear discriminant analysis, support vector
machines (for classification or regression), artificial neural networks (for classi-
fication or regression), linear regression, and decision trees (for classification or
regression). These techniques and many others, are described in detail in [33–36]
among many other texts. Linear discriminant analysis and support vector ma-
chines are now discussed in detail, since these techniques are used throughout
this thesis.
2.4 Linear discriminant analysis
Linear discriminant analysis (LDA) is a simple technique for finding a set of
discriminant functions that differentiate between K categories. It often performs
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as well as more sophisticated techniques under favourable conditions [34]. Linear
decision boundaries are easy to estimate with relatively few parameters, and it
scales well for many classes. A weight vector wk and bias bk for each class is








xˆiwki + bk . (2.3)
In general, the K decision functions, fk are given by

















k xˆ , (2.4)
where log pik is the prior probability of class k, Σk is the covariance estimate of
class k, and µk is the estimated mean vector of class k. These quantities are
estimated using training data. Under the assumption that Σk is the same for
all k, these functions describe linear discriminant functions. The terms involving
only Σk and xˆ cancel across all k in (2.4). Then,




k µk , (2.5)
and, since (Σ−1k µk)
T = µTkΣ
−1





k µk . (2.6)
If Σk is not taken to be the same for all k, then instead the terms involving Σk and
xˆ do not cancel, and (2.4) provides quadratic discriminant functions. Decision
rules formed using different covariances for each class is known as quadratic
discriminant analysis (QDA), and may provide a better fit in some cases where
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non-linear boundaries are not flexible enough. However, QDA suffers from having
to fit many more model parameters than LDA (quadratic in the number of input
dimensions), which is problematic when the amount of training data are small.
When not enough training data is provided to estimate Σk, i.e. number of
predictors is larger than the number of training samples per category, or if some
of the input predictors are highly correlated or nearly collinear, Σk will not be full
rank. Then, performing inversion for (2.4) is not possible. Even if Σk is full rank,
highly correlated predictors may lead to unsuitable selection of wk, where it may
appear to be not smooth, or have high variations. To address this, regularisation
is imposed on Σk [37], where a penalty λΩ is added to Σk. λ selects the amount
of regularisation to apply, with λ = 0 giving no regularisation. Ω is a suitably
designed penalty matrix. If Ω = I, then it is a penalty on the `2 norm of wk.
This type of penalisation is also known as Tikhonov regularisation. Discriminant
analysis making use of Tikhonov regularisation or some other regularisation is
referred to as penalised discriminant analysis.
These classification techniques can naturally handle multi-category problems.
The main limitation of these methods is that for non-linearly separable classes,
they are not flexible enough. Additionally, if the number of parameters in each
observation is high (for current modern computing equipment, > 5000) the
problem starts to become infeasible to solve, except in the case where there is
much less data points than parameters; in this case, a computational shortcut [34]
exists for LDA. LDA provides models that are easy to interpret, and due to
often being a good performer in a classification setting, is a good first choice for
classification tasks due to their simplicity.
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2.5 Support vector machines for classification
Given a set of P training observations (x1, . . . , xP ) of dimension l, with cor-
responding class labels (y1, . . . , yP ) , yp ∈ {+1,−1}, a support vector machine
(SVM) aims to find a decision surface which jointly maximizes the margin be-
tween the two classes and minimizes the misclassification error on the training





αiyi〈xˆ, xi〉+ b = 0, αi ∈ R+ , (2.7)
where 〈·, ·〉 is the inner product in Rl, while the Lagrange multipliers αi and the
bias b are optimized by the training algorithm, and xˆ is a test point to be classified
as either 1 or −1.





αiyi〈φ(xˆ), φ(xi)〉+ b = 0, αi ∈ R+ . (2.8)
This gives a linear boundary in φ, which corresponds with a non-linear surface in
the original space. However, a certain class of functions exist, K(·, ·), known as
kernel functions, which can be shown to be computing inner products in mapped
spaces directly, without computing the mapping explicitly. Some examples are
Kr(a, b) = e
−γ||a−b||2 , γ ∈ R+ (2.9)
Kp(a, b) = (k + c〈a, b〉)d, k, c ∈ R, d ∈ Z . (2.10)
In the spaces for which these inner products are computed, the data could
potentially be linearly separable. Analogously to the linearly separable case, the
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αiyiK(xˆ, xi) + b = 0 , (2.11)
and the class label of a test vector xˆ is predicted to be the sign of the score
function evaluated at xˆ,
C(xˆ) = sgn(f(xˆ)) . (2.12)
The main benefit of the SVM method is the introduction of slack variables
in its formulation, allowing for training misclassification without skewing the
orientation of the decision boundary in a way that could potentially reduce
generalisation performance.
2.5.1 Optimising SVM parameters
SVMs involve some free parameters that need to be optimised in order to achieve
good classification performance on unseen examples. For SVMs using the radial
basis function (RBF) kernel (2.9) or polynomial kernel (2.10), these parameters
are:
C: Trade-off between margin width and misclassified points in the training
data. Large values mean the SVM tries to fit the training data more exactly,
admitting fewer training errors, at the expense of reducing the margin from the
boundary to points of each category. This value also acts as the upper bound of
the Lagrange multipliers αi.
γ: RBF kernel parameter which controls the width of the Gaussian function.
Small values of γ lead to decreasing flexibility of the decision boundary, while
large values of γ allow a more flexible boundary.
k: Polynomial kernel parameter, often selected to be either 0 or 1, effectively
controlling the presence of cross-terms in the polynomial expansion.
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c: Polynomial kernel parameter controlling fit flexibility by weighting the
contribution of inner products between points. Smaller c will result in less flexible
fits, and larger c will result in more flexible fits.
d: Polynomial kernel parameter controlling fit flexibility by parameterising
the number of turning/saddle points expressed at the decision boundary
It is not immediately intuitively clear which values for these parameters would
be the best for any given problem, despite the fact that they are “user-selectable”
parameters (often referred to as hyper parameters to avoid confusion with the
parameters estimated within training procedures, such as µ and Σ in LDA/QDA
or αi and b in SVMs).
These parameters can be tuned by means of searching over a grid of the
hyper-parameters. Many SVMs are trained, each with a different value for
each hyper-parameter within a given range. Using separate validation data, the
generalisation ability is estimated, and the position on the hyper-parameter grid
which minimises a chosen metric on test error is used to select the final hyper-
parameters, for training an extended dataset.
2.5.2 Multiclass classification using SVMs
It is clear from the definition given in 2.5 that SVMs are binary only classifiers.
This poses a problem in the case of multi-category tasks. A few approaches to
using SVMs for multicategory tasks are outlined, and the method of choice for
this thesis is elaborated in some more detail.
There are two possible ways to approach the problem. Either the SVM for-
mulation can be updated to naturally handle multi-class classification, or some
binarisation techniques can be adopted for the purpose of breaking down the
overall problem into many smaller binary problems. Treatments for multi-class
SVMs are given in [38, 39]. However, although optimal in the sense that the
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margins for all categories are jointly optimised, they can suffer from considerably
slower training times [40], in part due to the increasing amount of kernel eval-
uations with the number of categories. On the other hand, whilst not treating
the problem optimally, binarisation techniques are popular for simplicity and the
ability to train (and test) the classifiers in parallel.
Strategies for creating multi-class classifiers from binary SVMs involve par-
titioning the data by their base categories into other groups, or excluding some
categories. A number of SVMs are trained with the original category labels
mapped to {1,−1}, and then some aggregation is applied to the outputs in order
to determine the final category. Popular techniques for class binarisation include
the one vs one and one vs all schemes. With one vs one, each category is trained




different classifiers. Only K classifiers need to be trained with one vs
all approach, where one category is isolated, and the remaining categories are
treated as a single category. Then, with either approach, a variety of aggrega-
tion methods can be utilised for combining the classifier outputs into a single
decision. Majority voting is often favoured for one vs one, whilst most confident
vote is favoured for one vs all. In addition, many more aggregation strategies are
available for one vs one and one vs all binarisation, which are covered in [41].
Other approaches to binarisation strategies use directed acyclic graphs [42],
maximum margin trees [43], and error correcting output codes [44,45]. It should
be noted, however, that for directed acyclic graphs and margin trees, both would
likely result in the same solution for the three category problem, like the one in
this thesis. However, in order to make use of error correcting codes method for
three categories, both one vs one and one vs all binarisation must be used. This
is actually advantageous as it introduces classifier diversity that can potentially
improve accuracy. A brief treatment of the error correcting code method in the
specific context of the three class problem is given next.
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2.5.3 Multiclass SVMs using error correcting codes
Binary SVM classifiers are combined via predefined error correcting output code
methods [44,45]. To achieve this, N binary classifiers are trained to distinguish be-
tween M classes using a coding matrix WM×N , with elements Wmn ∈ {0, 1,−1}.
SVM n is trained only using data from classes for m such that Wmn 6= 0, with
Wmn as the class label. Then, the class assignment rule is given by





where fn(x) is the output of the n
th SVM and χ is some loss function.
The error-correcting capability of a given code is commensurate with the
minimum Hamming distance between pairs of rows of the coding matrix; if this
minimum distance is δ, then the decoding process will be able to correct any
b δ−1
2
c errors [44]. It is for this reason that an error correcting code with only 3
classifiers is insufficient in the 3 class case, since the minimum Hamming distance
is 2, allowing no error corrections. Therefore, consider all one vs one and all one
vs all binary classifiers, which makes a total of six binary classifiers. In the case of
three classes, this exhausts all possible binary classifiers, with pairwise distances




1 1 −1 1 1 0
1 −1 1 0 −1 1
−1 1 1 −1 0 −1
 . (2.14)
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A number of choices for the loss function χ exist, including
χ(z) =










2.5.4 SVM training with unbalanced categories
For the NVR vs VT vs VF problem, it is to be expected that most data that
will be tested will be NVR. This may be less true in an AED setting, but will
be true of many other settings, such as in AICDs. In fact, the curated data used
for developing and assessing algorithms which is discussed in 2.8 is mostly NVR,
with a small amount of VF and even less VT.




αiyi〈φ(xˆ), φ(xi)〉+ b = 0, αi ∈ R+ .
The training procedure essentially searches for optimal values of αi, which is
solved as an optimisation problem, subject to some constraints. In particular,
one constraint is of interest;
αi ≤ C . (2.16)
Inspecting this in the context of (2.11) and unbalanced training data, it is clear
that a learned hyperplane may favour the majority class by virtue of more support
points (αi ≥ 0) coming from the majority class. This effect is particularly
profound in the non-separable data case, since αi = C for misclassified training
points.
There are a variety of techniques for dealing with unbalanced categories in
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SVM training [46], which include undersampling the majority class, synthesising
new points for the minority class, or an improved optimisation algorithm for
training SVMs with different values of C per category, usually weighted by the
class imbalance ratio. Generative models may be used to derive points for
synthetic upsampling of minority classes, but this approach makes little sense,
since the minority class has fewer points, unlikely enough to build a reasonable
generative model to begin with. Additionally, upsampling would cause an increase
in SVM training times. On the other hand, different costs allows the use of the full
data set without the risk of learning a hyperplane biased by the majority category,
but requires implementation support. Undersampling the majority category
can result in substantially faster training times without any implementation
requirements, at the cost of some accuracy. However, when the amount of even
the minority class is not small, it is conceivable that a reasonable hyperplane
will still be learned. Undersampling is the method employed in this thesis, due
to training times required, and the fact that GPU software used for accelerating
SVM computations [47] does not support different costs per category.
2.6 Model selection and error estimation
So far, a couple of methods for learning a model to separate labelled sets of
observations have been discussed. However, it is necessary to properly evaluate
the ability of a learned model to generalise with unseen observations. There are
a few non-parametric methods for estimating the generalisation ability.
2.6.1 Data hold out for generalisation estimates
The simplest of these methods is data hold out. Essentially, in a data rich
situation, the total data is partitioned into two (or three) subsets. One subset is
used for developing a model. If model development requires parameter tuning,
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TRAINING VALIDATION TEST︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸
50% 30% 20%
Figure 2.1: Data hold out example splits. A validation set is only required for methods where
tunable parameters need to be selected
1 2 3 · · · N − 1 N
Train Train TEST · · · Train · · · Train Train
Figure 2.2: Data is partitioned into N roughly equally sized sets after randomisation. It is
important to ensure that relative class densities are similar to those of the overall data set.
Each set is used as a test set once
such as with SVMs, the second set is used for assessing accuracy for each trained
model. Finally, when tunables have been selected, the model is built and the
third set is used for assessment of accuracy. A typical split scheme for data hold
out is shown in Figure 2.1.
2.6.2 Cross-validation for generalisation estimates
In practice, data hold out is rarely used, often because there is not sufficient data
to split. Even in cases where there is, it may not be feasible to build models using
the entirety of the data. Thus, alternative techniques may be employed. Cross
validation splits the data into N roughly equally sized partitions, and holds one
partition back while using the remainder for testing, with care being taken to
preserve class ratios. This is repeated with each partition being held back once
for testing. Then, an average metric and standard deviation of those metrics
can be computed. Depending on how much training data is required for good
generalisation ability, more or less folds may be used. In the extreme case, a single
data point is held out and the rest is used for training, which is known as leave
one out cross validation. Such an estimate of generalisation ability is unbiased,
however N -fold tends to underestimate generalisation error. Cross validation
may also be sensitive to the initial data split. The general N -fold cross validation
scheme is shown in Figure 2.2.
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+3 TRAINING TEST︸ ︷︷ ︸︸ ︷︷ ︸
70% 30%
RANDOMISER +3 · · ·
+3 · · ·
+3 TRAINING TEST
Figure 2.3: Bootstrap resampling is performed by randomising the data, which is then split
into portions to be used for training (and perhaps development) and testing. This is repeated
several times with different randomisations each time
2.6.3 Bootstrap resampling for generalisation estimates
One of the issues with cross validation is that it may be sensitive to the way the
data is initially split. Additionally, no independence of the test set size is possible,
due to the size of each set being 1
N
of the data set. Bootstrap resampling can
address these problems because each evaluation of the model building procedure
is performed using independent draws of test and training sets. This also allows
for appropriate sizing of the training and testing sets independently of the number
of the draws. As originally proposed, bootstrap resampling evaluates accuracy
metrics using the entire dataset, which would be a biased estimator since a
large proportion of each evaluation would actually be training re-substitution.
A better way to use bootstrap resampling is to use only the non-training portion
for evaluation. This can increase the computational requirement however, since
there should be enough draws in order to have a reasonable probability that all
data points appear roughly the same number of times in the test sets. Figure 2.3
shows the bootstrap resampling scheme.
2.6.4 Metrics for classification
Given a set of category labels L, a set of categories S, and a label assigning
function, the following quantities can be defined, for each s ∈ S;
1. TPs as the number of category s correctly assigned to s,
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2. FPs as the number of other categories incorrectly assigned to s,
3. FNs as the number of category s incorrectly assigned to other categories,
and
4. TNs as the number of other categories not assigned as category s.






Usage of this metric suffers from the problem that if the amounts of categories are
unbalanced, then a label assigning function which assigns all labels to the majority
category can have a misleadingly high accuracy. If values for s are restricted to









Rewriting these, it becomes clear that specificity is nothing more than sensi-









and therefore, a general expression for sensitivity sn (or recall in machine learning




, s ∈ S , (2.22)
The same generalisation can be applied to positive predictive value (precision
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in machine learning literature) and negative predictive value, thus generalised




s ∈ S . (2.23)







Other per-class metrics which can be derived from the generalised sensitivity and
generalised positive predictive value are the per category G-score;
Gs =
√
sns · pps , (2.25)
and per category Fβ-score;
Fβs = (1 + β
2)
pps · sns
(β2 · pps) + sns , (2.26)
with β being used to weight sensitivity or positive predictivity higher (β = 1 for
equal weighting). Each of these can similarly be averaged across all categories,
as with (2.24).
For some binary learning tasks a receiver operating characteristic (ROC)
analysis is conducted in order to understand how the false alarm rate varies
with the true alarm rate. The ROC is produced by varying some parameter of
the learned model to introduce a higher true alarm or higher false alarm rate. A
complementary metric to the ROC is the area under the curve (AUC), in order
to produce a single value from the curve which provides an informative single
metric. An AUC at 0.5 is a classifier performing no discrimination, while as the
AUC value approaches 1, the classifier is understood to be better at separating
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false and negative instances.
2.7 Unsupervised learning
All of the considerations so far have been with respect to supervised learning, in
particular classification, where some ground truths corresponding with observa-
tions are known. The main limitation with these methods is that such labels are
not always readily available, often requiring many domain experts to spend time
producing the ground truths. On the other hand, unlabelled data is often high
in availability. In this case, if a generating function for such unlabelled data can
be estimated, useful insights might be obtainable.
Examples of popular unsupervised learning techniques include; principal com-
ponent analysis for subspace or feature extraction; independent component anal-
ysis for source separation, feature extraction or dimension reduction; K-means,
K-mediods and Gaussian mixture models for clustering; 1-class SVMs and Parzen
windows for density estimation; and multidimensional scaling and unsupervised
neural networks for manifold learning. Some details for principal component
analysis are provided, since this method is utilised later on in the thesis.
2.7.1 Principal component analysis
Often, the variance of a data set is not spread uniformly along its input dimen-
sions. If linear combinations of input dimensions are responsible for considerable
variation of the data, this structure can be captured. Principal component anal-
ysis (PCA) is a technique to find a set of basis vectors and their corresponding
responsibilities for explaining the variance of the observed data. Reconstruction
of observations is simply the sum of each basis function multiplied by the cor-
responding basis vector weight for that observation. In this way, progressively
better approximations, on average, of the original observations can be formed by
49
2.7. Unsupervised learning
inclusion of more of the weighted basis functions in the order of their rankings,
up to a tolerable amount of reconstruction error.
This is the basis for structured dimension reduction. To compute the basis
vectors, assume data matrix D, with N rows of input dimension P . First, the
mean along each input dimension is subtracted




Dij, j ∈ {1, . . . , P}, ∀k .
(2.27)






= UΛUT . (2.28)
The columns of U are the basis functions, and the diagonal of Λ are the eigenval-
ues indicating the amount of variance contained in the direction spanned by each
eigenvector. It is then possible to pick a set of eigenvectors, Uˆ, and eigenvalues,
Λˆ that contain, for example, the top 90% of the variance using Λ. Finally, the
data can be presented in the reduced subspace by simple matrix multiplication
with the basis functions, B = Uˆ,
D′ = DBT , (2.29)
or, if the data is desired to be standardised across all output dimensions taking
the basis functions as B = UˆΛˆ
− 1
2 . For many statistical learning techniques,
standardising the input is often useful as methods may be dominated by input
variables that simply have a larger range, but not necessarily higher significance,
for example, SVMs using non-linear kernel functions.
For any new data Dnew, these may also be projected onto the same co-ordinate




In order to test existing and proposed procedures for their ability to differenti-
ate between NVR, VT and VF, a database with labelled rhythms is required.
Physiobank [48] maintains a large, publicly available, online repository of vari-
ous physiological signals, including annotated ECG signals. Four databases from
Physiobank were chosen, these were the European ST-T Database (EDB) [49],
the Creighton University Ventricular Tachyarrhythmia Database (CUDB) [50],
the MIT-BIH Arrhythmia Database (MITDB) [51] and the MIT-BIH Malignant
Ventricular Arrhythmia Database (VFDB) [52]. All of these have been used at
some point in previous studies, apart from the EDB, which is included to augment
the dataset with examples of VT. Another database commonly used in previous
studies is the American Heart Association Database (AHADB) [53]. It is unclear
in various instances whether the AHADB used is the older release or the extended
version, however, for this thesis the extended version was obtained. Although not
freely available, the AHADB can be acquired for a reasonable cost. This database
is frequently used in ECG studies and has been available for considerable time,
so despite being non-free to obtain, the AHADB is considered to fulfil “publicly
available data” requirements.
These databases vary in several parameters, including; sampling rate; quality
and type of annotations; number and position of leads; and record length. A
variety of these properties are shown and described for the databases, and then
data preprocessing is described.
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Table 2.2: Properties of the chosen ECG databases, including record length, sampling fre-











Extended AHADB 250 154 35 2 Rhythm and beats
VFDB 250 22 35 2 Rhythm only
EDB 250 90 120 2 Rhythm and beats
CUDB 250 35 8.5 1 Rhythm only
MITDB 360 48 30 2 Rhythm and beats
Table 2.3: Non exhaustive list of the main rhythms present in each of the databases
Database Rhythms present
Extended AHADB normal rhythms, paced rhythms, bigeminy, ventricular flutter and VF (undifferentiated)
VFDB normal rhythms, paced rhythms, bigeminy, AF, supraventricular tachyarrhythmias,
escape rhythms, VT, ventricular flutter, VF
EDB normal rhythms, AF, bigeminy, trigeminy, supraventricular tachyarrhythmias, VT
CUDB normal rhythms (anything not AF, VT or VF is categorised as this), VT, ventricular
flutter and VF (undifferentiated), VF (differentiated)
MITDB normal rhythms, paced rhythms, pre excitations (Wolff-Parkinson-White), supraven-
tricular tachyarrhythmias, AF, differentiated ventricular flutter, VT, ventricular flutter
and VF (undifferentiated)
2.8.1 Database statistics and rhythm labelling
Each database is composed of a number of possibly multichannel records, which
in most cases (with a few exceptions1) belong to unique patients. In cases where
the documentation does not provide this information, or it is unavailable, it is
assumed that the data comes from unique patients. All databases apart from the
CUDB are multichannel, however the lead positioning from patient to patient is
not documented in some cases, and varies considerably in others. Thus, the data
that is used, is simply taken from the first provided channel for each record.
Table 2.2 shows some higher level information about each of the databases,
including; the ECG sampling frequency, number of records per database, record
length, number of ECG channels, and what form of ECG annotations (rhythm
or beats) are present.
1This is documented by the MITDB http://www.physionet.org/physiobank/database/
html/mitdbdir/intro.htm#selection, with 48 records from 47 patients, and the EDB http:
//www.physionet.org/physiobank/database/edb/, with 90 records from 79 patients
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The databases contain many types of beats and rhythms. Table 2.3 describes
the majority of rhythms present in each database. Of particular note, is that
the labelling conventions in some cases appear to group ventricular flutter and
VF together. For some databases, distinct labelling for ventricular flutter and VF
exists, and in some cases, distinct ventricular flutter is labelled, along with a single
category for undifferentiated ventricular flutter and VF. Since ventricular flutter is
a poorly defined concept, and not acknowledged in the Lambeth Conventions [10,
11], labels for undifferentiated ventricular flutter and VF are treated as VF.
Ventricular bigeminy and ventricular trigeminy are rhythms involving prema-
ture ventricular contractions, but the isoelectric level is still detectable. This is
in contrast with VT, which is essentially a run of four or more premature ventric-
ular contractions where no isoelectric level is detectable. Therefore, despite some
similarities in morphology between VT, and ventricular bigeminy/trigeminy, the
latter, and premature ventricular contractions are categorised as NVRs in this
work. It is worth noting that the rhythm annotations for VT do not differenti-
ate between monomorphic or polymorphic VT, which might be problematic in
a clinical setting if different treatment is indicated based on whether a VT is
polymorphic or monomorphic.
The extended AHADB has records in long and short form. The long records
are each 3 hours long, with annotations on the last 30 minutes. The short form
records are comprised of the last 35 minutes, therefore the first 5 minutes of
the short records are not annotated. These unannotated sections are assumed
as being NVRs; a cursory check did not suggest that any of the unannotated
sections were VT or VF.
As mentioned previously, ventricular flutter is a somewhat contentious rhythm
label, but a small amount of data is labelled as this rhythm. Since the relative
amount of differentiated ventricular flutter in the databases is minimal, and it is
not clear whether to mark them all as VT or VF, the only remaining option is to
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Figure 2.4: Distribution of rhythms present in each patient record. Most records contain only
labelled VT or VF, but not both. The amounts shown are durations in seconds, per rhythm
per record, shown on a logarithmic scale
exclude records containing this rhythm. All rhythms that are not labelled as VT,
VF or ventricular flutter, are relabelled as NVR (including some small amounts
of asystole which are present post-shock in the databases). Then, records are
selected which contain either VT or VF (including undifferentiated ventricular
flutter and VF), and records containing any explicitly labelled ventricular flutter
are excluded. There are 98 records containing VT or VF, 7 of which contain
explicitly labelled ventricular flutter. Thus a total of 91 records are used. Despite
some records documented to be coming from the same patient, after the record
selection procedure, no patient appears twice in the resulting dataset, assuming
that records belong to unique patients in the other databases.
Figure 2.4 shows the duration of each category present in each of the selected
91 records, and Figure 2.5 shows the total duration of each category across the























Figure 2.5: Total amount of each of NVR, VT and VF across all the patient records, shown
in logarithmic scale. NVR is almost 10x more present than other rhythms
2.8.2 Data preprocessing
Prior to window segmentation and feature extraction, the records should be
preprocessed to be consistent among each other in parameters, and also to
prevent the presence of some database specific features that might either hinder
or artificially help classification accuracy (for example, VT and VF are largely not
present simultaneously according to the labels). Some low frequency artefacts due
to mechanical properties of the tape recorders used to originally obtain the ECG
recording may be present. Also, the databases are not all sampled at the same
rate, and some are low pass filtered as low as 70 Hz. Additionally, another study,
on the frequencies present during VF used a sampling rate of just 100 Hz [54].
Therefore, the preprocessing that is described is based on a mixture of mo-
tivations, from a physiological standpoint, and to ensure no bias is present that
may influence the results.
Since the lowest value for low pass filtering at acquisition time is known as
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70 Hz, all records should be low pass filtered at 70 Hz or lower. It is considered
that most of the relevant information is contained in the 40 Hz baseband [55]
and previous studies obtain experimental results using a second order low pass
Butterworth filter with a 30 Hz cutoff [3, 5, 16, 21, 26]. However, such a filter has
a non-linear phase characteristic that may be undesirable, and higher levels of
attenuation would only be obtained at higher frequencies.
Since the databases need to be re-sampled due to difference in sampling rate,
and the different sampling rates do not have common factors, upsampling must be
performed prior to decimation. It turns out that resampling to 100 Hz sampling
rate requires the lowest upsampling factor for all databases involved. Therefore
a finite impulse response filter is preferred, as there are computational shortcuts
for this class of filters, and the upsampling interpolation and lowpass filtering can
be combined. Additionally, this class of filters have the advantages of constant
group delay and no phase distortion. A windowed sinc function is used to design
a finite impulse response filter with a 49 Hz cutoff. This maximises flatness at the
passband, (unlike with a second order Butterworth filter, where the slow roll off
region can be considered to be part of the passband still), with a sharp transition.
This allows the records to be downsampled to 100 Hz.
Finally, a highpass finite impulse response filter with cutoff 0.4 Hz is designed
to remove baseline wandering [55] and other low frequency artefacts that may be
due to patient breathing or movements. Then, each record is normalised such that
it’s sum of squares is equal to the length of the record, in order to compensate
for acquisition devices with different gains.
2.9 Summary and conclusions
Methods for rhythm diagnostics in the ECG were explored, varying from methods
considering just NVR vs arrhythmias, to methods considering NVR vs VT vs
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VF. A selection of methods categorised by their operating domain were briefly
described, and the mode of obtaining diagnoses was discussed. It was found
that in many cases, formal methods from machine learning were not utilised, and
often ad-hoc decision methods were developed. Additionally, the limitations and
experimental problems of some of these methods were enumerated.
Then, the field of machine learning was introduced briefly, and specific tech-
niques were discussed. Particular attention was paid to the description of SVMs,
which are used extensively in this thesis. This included a discussion of the issues
around multiclass classification, hyperparameter optimisation and SVM train-
ing in the presence of unbalanced categories. A brief overview of unsupervised
learning was provided, as well as a description of the PCA method as a dimen-
sion reduction technique. Methods for assessing classification accuracy were also
described, including a variety of possible metrics, and methods for obtaining es-
timates of generalisation ability. These considerations are key for the design of
an appropriate experimental framework in the thesis.
Finally, the data to be used throughout experimental investigations in this
thesis was discussed. Five databases were included, due to their public availability
and ubiquity of use in ECG diagnostics research. Important parameters of the
database are described, such as the sampling rate, number of leads and types of
rhythms present. Exclusion criteria for records was explained, and for the records





Given the requirements of the task, differentiate between NVR, VT and VF, it
is useful to first conduct some exploratory experiments, and to develop previous
methods for comparison purposes. A commonly made recommendation to ap-
proaching a new pattern recognition task is to try the easy and computationally
cheap methods such as LDA first, which can often given adequate performance.
Therefore, in this chapter, feature representations are developed, and some
basic classification schemes are evaluated. Results from these investigations are
then built upon in subsequent chapters.
A preliminary form of the work in this chapter is elaborated [56, 57] using a
methodology for assessing accuracy which is not to be considered as valid as the




Previous studies performing analysis on ECG rhythms usually take a windowing
approach to diagnosis, i.e. given a segment x of discretised ECG signal,
x = {x[n], n1 ≤ n ≤ n2} , (3.1)
find the class C(x), usually of the form
C(x) = f(T (x)) , (3.2)
where T is some transformation function whose output is a vector of features,
and f is some decision function. There are some examples of algorithms which
operate differently, e.g. [4], but these type of approaches are uncommon. Of
particular interest, are the functions T developed in prior art which extract and
output features from the ECG. A good choice of T is essential in order for the
decision function f to be able to perform well.
In this chapter, a selection of different T are presented and evaluated in their
combined discriminative capability between VT and VF. Using features derived
from non-overlapping segments of ECG for different segment lengths, estimates
of classification accuracy using LDA, QDA and SVM classifiers are made using
bootstrap resampling.
Two recent studies aimed to select the most relevant features from the litera-
ture for NVR vs arrhythmia and non-VF vs VF tasks; this second task is closer to
the goal of assessing VT and VF discrimination. Feature recommendations and
observation length recommendation were made by these studies, which guides the
selection of features used in this thesis for comparative purposes. The classifi-
cation task throughout will be three-way discrimination between NVR, VT and
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VF. While this is not strictly an assessment of VT vs VF discriminability, it is
important to assess a realistic scenario.
3.2 Methods
3.2.1 Transformation features for comparison purposes
Recently, some studies were conducted with the aim of identifying which transfor-
mations from previous works are the most useful for arrhythmia detection [31,32].
Some selection procedures are used to rank combinations of features from the lit-
erature for arrhythmia vs NVR detection [31, 32], or non-VF (NVR and VT) vs
VF detection [32]. There are some common features between the two studies,
but since [31] only assesses NVR vs arrhythmia, less features from this study
are selected. The features used for comparison purposes in this thesis will be
described. All of the described features are easily normalised to be in the range
[0, 1].
1. VF filter leakage [58] is obtained by a processing technique which cor-
responds with applying an adaptive bandstop filter centered at the mean
frequency of the considered window x and measuring the residual energy.








∣∣xi − xi−1∣∣ , (3.3)
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∣∣xi−T ∣∣ . (3.4)
2. Count 2 [3] is obtained by applying a bandpass filter to x[n] and then com-
puting some statistics on the output. The filter was originally implemented
as a recursive integer filter, with intended central frequency of 14.6 Hz and
3dB bandwidth from 13 Hz to 16.5 Hz. For a 250 Hz sampled signal this
filter is given as
8y[n] = 14y[n− 1]− 7y[n− 2] + (x[n]− x[n− 2])
2
. (3.5)
This is reimplemented by designing an equivalent filter with the same
passband and stopband characteristics for 100 Hz sampling, which is used
in place of the integer filter. Then, the Count 2 statistic is computed as
the number of samples fulfilling the criterion
mean(|y[n]|) ≤ |y[n]| ≤ max(|y[n]| , (3.6)
where y[n] is the filtered output.
3. Threshold crossing sample count [15] is an improvement to the thresh-
old crossing interval [13] transformation, obtained by counting number of
samples above the absolute value of an adaptive threshold. The segment
x is multiplied with a Tukey window where the centre half of the window
is constant, and the remainder tapers to 0. Then, the maximum absolute
value of x is found, and multiplied by 0.2 to obtain the threshold τ . Finally,
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the Threshold crossing sample count is the number of samples fulfilling
the criterion |x| ≥ τ , i.e.
∑
i
τ (xi), where τ (xi) =

τ(xi) = 1, |xi| ≥ τ
0, otherwise
(3.7)
4. The sample entropy of xi [25] is used for quantifying the amount of self
similarity and is used directly as a feature. For a sequence of length N ,
an embedding dimension m is selected, usually 2. Then, all possible sub-
sequences of x[n] of length N − m − 1 are found, and pairwise distances
between all of these subsequences are computed, usually using Chebychev
distance, but any distance metric is sufficient. Then, the number of dis-
tances with a value above some threshold r is computed as A. The value
B is computed in the same fashion, instead using subsequences of length
N −M . Finally, the sample entropy of x[n] is given as
SampEn(x[n]) = − log A
B
. (3.8)
The threshold for the distances, r, is usually computed as 0.2× σ, where σ
is the standard deviation estimated given a sequence xi.
5. Spectral parameter m [19]. To compute this parameter, first the discrete
Fourier transform of x[n] is found and F , the frequency with the largest










where fi is the i
th frequency, and Ai is the absolute value of the discrete
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Fourier transform at fi.




Ai, i ∈ 0.7F ≤ fi ≤ 1.4F . (3.10)
7. PST [26] phase space is formed by taking x[n] and its shift by 0.5 s. This
phase space is quantised into a 40× 40 grid and the number of the unique
value-pairs are counted.
8. PSH [27] phase space is formed by taking x[n] and its Hilbert transform. As
above, the phase space is quantised, and the number of unique value-pairs
are counted.
When performing comparative analysis, two groups of these features are
formed and named. Two of the above are recommended [31], that is VF filter
leakage and Count 2 (1 and 2 from above) for NVR vs arrhythmia classification.
In this thesis, this combination of input features is referred to as Heur2. The
remaining 6 features are the highest ranked features by the feature selection
method and AUC analysis [32] for the non-VF vs VF task. The VF filter leakage
feature is also among those features highly ranked in this study. The collection
of all 8 features described is referred to as Heur8.
3.2.2 High dimensional transformation features
As noted in Section 2.2.4, features in prior studies extracted from ECG segments
are relatively low dimensional. In this thesis, the benefit of high dimensional
representation spaces are explored. In preliminary studies [56, 57], raw ECG
samples, their Fourier magnitude spectra, and principal components of their
Fourier magnitude spectra were tested for their classification performance. For
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the more difficult binary classification task of VT vs VF, raw ECG samples were
not able to perform better than the level of guessing. Therefore these features
are not explored and presented in this thesis. The Fourier magnitude spectra and
their principal components representation spaces are described next.
For a given segment of ECG of length N , the discrete Fourier transform is a




x[n]e−i2pikn/N , k ∈ {0, . . . , N − 1} . (3.11)
In general, X[k] is complex valued, however, since the input segment of ECG is
real valued, X[k] has the property of being complex-conjugate symmetric. Since
the features would be formed from |X[k]|, the second half of samples of |X[k]|
can be omitted, since for a given complex number Z, |Z∗| = |Z|, where ∗ denotes
complex conjugation. In addition, since the 0 frequency or DC component is not
expected to be informative, X[0] is also omitted.
The use of |X[k]| is justified in three ways. Firstly, since classification al-
gorithms typically work with real valued data, a rasterisation process would be
required to take the real and imaginary parts of X[k] into a single vector (or
amplitude and phase). Since X[k] is complex conjugate symmetric, there will
still be redundancies that need to be removed. Second, taking the absolute value
corresponds with removing the phase information of the frequency components.
Loosely speaking, this means that using |X[k]| as a representation for classifica-
tion makes it invariant to shifts of the underlying time series. In other words,
no effort is required to align the input ECG segments prior to processing, and
the process removes information that is explicitly not wanted. Finally, due to
symmetry of |X[k]|, only half of the samples are needed, resulting in the halving
of the feature space dimension.
Therefore, Spectra refers to features obtained by computing the absolute value
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of the discrete Fourier transform for a window of ECG, discarding the redundant
samples. If X[k] are the samples of the discrete Fourier transform of x[n] of length
N , then the Spectra representation is given as






As noted previously, many studies use a low feature dimension when perform-
ing classification. However the features themselves are often somewhat ad-hoc
and choice of feature dimension is poorly justified. In order to realise some form
of systematic dimension reduction, principal components (PCs) of the Spectra
feature transformation is obtained. This is applied in a per category fashion
to prevent the majority categories from dominating the learned basis functions.
This must therefore be treated as a supervised step, as label information is used.
Assume a set, S, of ECG segments for which the Spectra representation
has been computed, a set, L, containing corresponding category labels for each
segment, and a set of the categories S contained in L. Then for each category
s ∈ S, the basis functions Bs are computed using PCA, but without mean
subtraction,
Bs = PCA (Si) , {i : Li = s} ,∀s . (3.13)
Since the columns of Bs are ordered in order of most variance explained to least
variance explained for the data of each category, this needs to be taken into
account when combining the basis functions from different categories to form a
single set of basis functions. A way to approach this, is to interleave the first N
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k ∈ {1, . . . , |S|}
{m : m = (j − 1)|S|+ k, j ≤ N}
∀i, j ≤ N
(3.14)
Then, the final set of basis functions B′ is obtained using the QR decomposition
B = B′R . (3.15)





≤ Span(S), because otherwise, such basis
projections would be rank deficient (and the redundant dimensions removed
by the QR procedure). With PCA, mean subtraction is usually performed
because the mean of the data is not considered as a useful component. Since
the basis functions are being derived using per-category data however, there may
be some useful information provided by the mean direction of each category.
Representations formed by this method are referred to as Spectra NPC, which
in the case of three class classification between NVR, VT and VF, results in 3N
dimensional space.
3.3 Evaluation procedures
One matter of importance is the exact procedure used for training and testing
the methods to be evaluated. As noted in 2.2.4, many methods in the literature
do not produce unbiased evaluations for various reasons, such as re-substituting
training data for testing, or using preselected subsets of the data which are easily
separable for both training and testing. The only data selection performed in
this thesis is to exclude entire records which contain references to “ventricular
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flutter”. This is because ventricular flutter is an ill defined concept [11], which is
not widely accepted. The alternative to exclusion was re-annotation, which is an
activity to be undertaken by an expert community using consensus, and therefore
is outside the scope of this thesis.
3.3.1 Main evaluation procedure
In this thesis, bootstrap resampling as described in 2.6.3 is used for evaluating
distributions of accuracy. An 80%:20% split of the records is performed at each
randomisation, to obtain training and testing sets respectively. The randomi-
sation is performed with some constraints to ensure that a) the approximate
proportion between categories does not vary too heavily in training and testing
sets, and b) the category with the least amount of realisations is spread fairly
uniformly throughout the whole randomisation. This is important because us-
ing cross validation for SVM hyper parameter selection would be problematic if
some of the cross validation folds happen to omit any instances from a particular
category, or the if skew between classes is significantly different.
The procedure for accepting or rejecting randomisations is described briefly.
Given R records, assume column vectors V s ∈ NR for each category s ∈ S =
{NV R, V T, V F} quantifying the number of samples per category in each record.
For each V s is a corresponding normalisation factor, T s =
∑
i
V si , and the
cumulative vector N si =
i∑
1
V si . Then, for a given permutation P, and Euclidean





















< 0.5, m = arg min
s
T s , (3.16b)
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where R = (1, . . . , R) /R.
These conditions ensure that the average proportion between classes over the
distribution of records does not vary too much (3.16a), and that the category
with fewest examples (VT) is distributed close to uniformly along the records
(3.16b).
3.3.2 SVM training and hyper parameter selection
Of the methods considered in the preliminary studies, SVM requires particular
attention for the training procedure. Recall that there are some hyper parameters
for SVMs that require optimisation in order to obtain the best result. One
approach might be to train the SVM on the entire training data and evaluate the
chosen accuracy metric on the same training data, but this comes with a risk of
overfitting and poor generalisation. Therefore, in order to mitigate this risk, and
select hyper parameters that are more likely to generalise to unseen data, cross
validation as in 2.6.2 is used for the hyper parameter selection procedure. The
number of folds chosen is 5, since there is lower risk to overestimate generalisation
ability with a smaller number of folds, and also the computational burden is
reduced. The metric used for assessing cross validation performance is the Accbal
metric from (2.24). The selected hyper-parameters are those which maximise this
metric across all 5 test folds.
There are several ways to optimise the hyper parameters of SVMs. Recall
from 2.5.3 that the multi-category problem with SVMs are to be approached
using the error correcting output codes method. This requires training of several
independent SVMs, in this case, 6. There are three possible approaches to hyper
parameter selection;
i) every SVM in the error correcting code ensemble uses the same hyper
parameters, and the chosen metric is evaluated for all test data
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ii) each SVM can optimise the hyper parameters independently, using only
testing data with the labels that the classifier is intended to handle, or
iii) the hyper parameters for each SVM are optimised jointly, so that each
classifier may have different hyper parameters that are selected to perform
optimally given the entire error correcting code procedure.
Although optimal, the final option is computationally expensive, since it effec-
tively raises the number of grid points to the power of the number of classifiers.
Even with very small grids, or a small number of classifiers, the computational
cost is clearly infeasible. The second option is no more computationally expen-
sive than the first, and may improve the final result; therefore this approach to
optimising the hyper parameters is used.
Since the record order is already randomised for the bootstrap resampling
procedure, the records are not required to be randomised again. Thus, the cross
validation folds are formed by records, by simply taking roughly equal amount
of records in the order they are present in the training set. Then each classifier
is trained for each point on the hyper parameter grid using all but the one fold
held out for testing. This is repeated for each fold, and the position on the hyper
parameter grid with the highest average accuracy metric across all folds is found.
Then, the classifiers are trained using the entire training data set with the selected
hyper parameters.
For linear, polynomial, and RBF kernels, there are some hyper parameters
for which an appropriate range needs to be selected in order to form the grid to
search along.
One parameter common to all methods is C. This parameter is typically
searched over a logarithmic range [34,59]. It can be shown that an upper bound
on generalisation error exists if C ≥ 1/p [59], where p is the number of training
examples. Therefore a suitable logarithmic range which starts at maximum
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, N ∈ {0, . . . , 4} . (3.17)
For selection of γ for the RBF kernel, a couple of well-known heuristics exist;
1. Select γ as 1/l [60], where l is the dimension of the space.
2. Compute pairwise distances dij for some subset of the training data (or
entire dataset if it is small enough), and compute γ based on 5% and 95%
quantile statistics [61] in order to have a kernel that is neither too inclusive
of all points, nor too exclusive.
A variation on the quantile method is used to form the search range for γ that
is simpler to compute. For each training sample, its squared Euclidean norm is
computed, and then Dmean is the average of all these values. Then, a logarithmic
search range for γ is given as
γsearch = 10
N , N ∈ {γstart − 2, . . . , γstart + 2} , (3.18)
where
γstart = − log10 Dmean . (3.19)
For the polynomial kernel, there are three parameters, two of which require
tuning. Recall that the polynomial kernel is given as
Kp(x, y) = (k + c〈x, y〉)d ,
where k, c, d are all selectable. Common choices for k are 0 and 1. Here, k = 1 is
selected to allow for the full diversity of cross terms. Then only the selection of c
and d remains. Intuitively, c can be set according to the type of response desired
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from the kernel function. Given k = 1, with an initial estimate for c given as
cstart =
1
max ||Di||2 , ∀i (3.20)






for training data. For testing data this range may be exceeded, but if the training
data is representative, it should not be significant. However this may be too
restrictive. Therefore, c may be searched for over a range allowing the inner
product to become larger, i.e.
c = cstart · 2N , N ∈ {0, 0.5, . . . , 2} . (3.22)
Then the kernel values for training data pairs is in the range
Kp (Di,Di) ∈
[
(k − c)d , (k + c)d
]
. (3.23)
From this construction it is easy to see two things. First, pairs of points with
positive inner products will have more impact that pairs with negative inner
products. Second of all, uncorrelated and short points will take similar kernel
values, which is useful since, for example, a diastolic pause in the ECG may look
like VF, but it is not. In order to increase differentiation between point pairs
with negative inner product from those with positive inner products, odd values
for d should be used. To prevent the size grid to be searched from becoming too
large, d = 5 is fixed a priori.
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3.4 Assessments and analysis
3.4.1 Experiments
Classification experiments were performed using 50 bootstrap resamples for test
estimates, and five fold cross validation for hyper-parameter selection. In or-
der to have fair comparison between methods, each experiment used the same
resamples. Table 3.1 shows the different combinations of experimental parame-
ters (representation space, observation length and classifier), which amounted to
120 distinct experiments. ECG segments obtained from each record for training
and testing were non-overlapping. The purpose was to investigate the impact of
segment size and classifier, and to understand the impact of dimension reduc-
tion on classification performance. Test scores are given as balanced accuracies,
i.e. Accbal from (2.24), and in some cases, sensitivities of each category and the
confusion matrix averaged over all bootstrap resamples.
Apart from confusion matrices, full distributions of each metric are presented,
in the form of boxplots, which allows visualisation of the inter-quartile range
and median of a given metric. Additionally, notches around the median are
visualised which allows to conduct a visual statistical test of whether two medians
are significantly different at the 95% confidence level [62], a useful indicator for
determining whether two methods perform significantly differently.
The combination of 2 s ECG segments classified with an RBF SVM and
Heur2 representation corresponds with the experiments conducted in [31], while
the combination of 8 s ECG segments classified with an RBF SVM and Heur8
representation closely resembles the experimentation performed in [32]. Partic-
ular attention is paid to these combinations, as they serve as the baseline for
comparisons.
In neither case was the correspondence between the experiments conducted in
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Table 3.1: The investigated parameters varied in experimentation for this chapter are ob-
servation length, classifier types and representation spaces. For each of these experimental
parameters, this table lists all the possible values. The result is a total of 120 different experi-
ments
Parameter Values
Observation length 1 Second, 2 Seconds, 4 Seconds, 8 Seconds
Classifiers RBF SVM, Polynomial SVM, Linear SVM, LDA, QDA
Representations Spectra, Spectra 15PCs, Spectra 10PCs, Spectra 5PCs, Heur8, Heur2
this thesis and the original studies exact. This is due to different databases, dif-
ferent considered classification task (3-way classification), and different procedure
for hyper-parameter selection. However, all these choices amount to performing
a more thorough and realistic assessment of these methods.
3.4.2 Results
Figure 3.1 shows the distributions of the Accbal metric across 50 bootstrap re-
samples using the benchmark features Heur2 and Heur8, for all the investigated
classifiers and ECG segment lengths (3.1a and 3.1b respectively).
It can be seen from Figure 3.1a that for the Heur2 representation space, the
choice of classifier and observation length did not have much impact on the overall
classification accuracy. The polynomial SVM classifiers did not do any better than
linear SVM, however, QDA was the best performing method when combined with
4 s segments. Overall, most parameter combinations did not perform much better
than median accuracy around 60% for the Heur2 representation space.
On the other hand, the median accuracy for the Heur8 representation, as
shown in Figure 3.1b, for many different classifiers was slightly higher. In
particular, for almost all segment lengths, Heur8 with an RBF SVM classifier
performed with a typical median accuracy of 62%–63%. Again, there was not
much difference in performance between polynomial and linear SVMs, while the
performance for LDA was less than that of linear SVM, with the exception of 8 s
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Figure 3.1: Accbal distributions for all classifiers and segment lengths with (a) Heur2 repre-
sentation space and (b) Heur8 representation
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segments, while QDA performed at a level similar to polynomial SVM.
Figure 3.2 shows the distributions of the Accbal metric for the Spectra based
classifiers. The bootstrap resamples were the same as those for testing Heur2 and
Heur8. Each subfigure represents a single observation length, 1 s, 2 s, 4 s and 8 s
(3.2a, 3.2b, 3.2c, 3.2d, respectively). The spectra representations are presented
in order of decreasing dimension, from Spectra, to Spectra 5PC, and grouped by
classifier.
A principal observation to be made from these data, is that dimension re-
duction performed systematically had little impact on classification accuracy. In
most cases, reducing the dimension of the Spectra representation via PCA did
not result in a noticeable decrease in accuracy. Dimension reduction improved
the performance of the QDA classifier in most cases, however, apart from the
case of 2 s observation segments, the improvement was not any better than other
classifiers, and in general QDA performed much worse. As the segment length
increased, the polynomial kernel also performed poorly. The LDA and linear
SVM classifiers performed similarly, with linear SVM giving a slight improve-
ment over LDA. Classification using RBF SVMs in Spectra and all dimension
reduced spaces was consistent (67% median) for all segment lengths.
Figure 3.3 shows sensitivities of each of NVR, VT and VF for Heur2 (Fig-
ure 3.3a) and Heur8 (Figure 3.3b) representations and classifier combinations,
with the best median Accbal scores. These include the reference methods Heur2
2 s classified with RBF SVM, and Heur8 8 s classified with RBF SVM.
Finally,the sensitivities of each category are shown in Figure 3.4 for some
selected methods, these are;
1. The Heur2 2 s RBF SVM reference combination
2. The Heur8 8 s RBF SVM reference combination
3. Spectra 1 s–8 s RBF SVM (Spectra NPC is omitted since Accbal distribu-
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Figure 3.2: Accbal distributions for all classifiers and Spectra / Spectra NPC representation
spaces for (a) 1 s segments, (b) 2 s segments
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Figure 3.2: Accbal distributions for all classifiers and Spectra / Spectra NPC representation
spaces for (c) 4 s segments, (d) 8 s segments
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Figure 3.3: Sensitivity distributions of each category for (a) Heur2 representation space with
selected segment lengths and classifiers, and (b) Heur8 representation space classified with an
RBF SVM and all investigated segment lengths
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Figure 3.4: Distributions of sensitivities for each of NVR, VT and VF for the Heur2 and Heur8
reference methods, and Spectra representation spaces for all investigated segment lengths. All
were classified using the RBF kernel SVM
tions were not significantly different).
In all cases, these results are shown for RBF SVMs because this classifier per-
formed consistently well across representations and observation lengths. In order
to obtain further insights, the average confusion matrices over all the bootstrap
resamples are also shown in Table 3.2 for each of these methods.
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Table 3.2: Average confusion matrices over all bootstrap resamples for each classifier method
shown in Figure 3.4. Rows are the ground truths, and columns are the diagnoses made.
Diagnosed as
Method Ground Truth NVR% VT% VF%
NVR 93.5 4.0 2.5
Heur2 2s VT 19.8 20.4 59.8
VF 10.2 23.4 66.4
NVR 92.1 5.5 2.4
Heur8 8s VT 13.4 31.0 55.6
VF 8.0 21.2 70.7
NVR 78.5 6.4 15.1
Spectra 1s VT 16.5 47.5 36.0
VF 4.7 16.5 78.8
NVR 83.6 3.6 12.8
Spectra 2s VT 19.9 41.7 38.4
VF 4.7 14.7 80.7
NVR 84.6 3.3 12.1
Spectra 4s VT 18.8 42.7 38.4
VF 5.1 14.9 80.0
NVR 84.2 4.0 11.8
Spectra 8s VT 17.4 45.7 36.9
VF 5.2 19.8 74.9
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3.4.3 Discussion
For the 120 experiments performed, all data were shown using the Accbal summary
statistic. Although not completely informative, it was useful enough to identify
trends among classifiers, segment length and representation spaces.
The most prominent observation was that the RBF SVMs performed consis-
tently as the best or near best classifiers. Linear classifiers performed reasonably
consistently, although the generative LDA performed slightly worse than the dis-
criminative SVM. QDA classifiers produced some of the highest results, but this
effect was not consistent with varying observation length and representation space
pairs. This was probably due to the generative nature of QDA and the fact that
as segment length increased, less training data was available. Classification re-
sults with the polynomial kernel were generally poor, and this was probably due
to the difficulty in optimising so many different kernel parameters appropriately.
Note that the dimensions of the Heur2 and Heur8 representation spaces were
2 and 8, respectively. In comparison, the minimum proposed dimension in this
investigation was 15, and for almost all combinations of segment length and clas-
sifier better Accbal distributions were obtained. This suggests that the dimension
reduction employed by previous studies is far too aggressive. However, distri-
butions of individual category sensitivities showed a slightly different picture.
Figure 3.4 showed that the Heur2 and Heur8 representation spaces perform con-
sistently well at detecting NVR, which makes sense as these features appear to
have been engineered for detection of arrhythmia presence, rather than differenti-
ation between arrhythmias. Interestingly, the lower dimensional Heur2 obtained
higher median NVR sensitivity than Heur8 (when configured with experimental
parameters similar to those of the original study), however the Heur8 representa-
tion had a slightly better ability to differentiate between VT and VF. Addition-
ally, according to the confusion matrices shown in Table 3.2, Heur8 representation
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made less incorrect assignments of ventricular arrhythmias to the NVR category.
Spectra representations by comparison, made less incorrect assignments of VF to
NVR, but the average detection rate for NVR was much lower than for Heur2
or Heur8 classifiers. In general, the performance of Spectra based classifiers did
not change significantly with variations in observation length for the RBF SVM
classifiers. Overall, with the exception of a few QDA classifiers which were not
generally consistent, the best Accbal distributions were obtained when classify-
ing Spectra 1 s observations with an RBF SVM. In particular, this combination
obtained the best VT and VF sensitivities.
An important point to note, is that in Figure 3.4, some of the boxplot notches
extend beyond the lower quartile for the VT sensitivity distribution. This is
because the sensitivity of this category varies highly across the different bootstrap
resamples, indicating that 50 resamples is not sufficient for good estimates of
the distributions. Therefore, in later chapters, a higher number of bootstrap
resamples will be considered.
3.5 Summary and conclusions
An initial assessment on suitable experimental parameters was performed, using
a set of 120 experiments generated by varying observation length, representation
space, and classification algorithm. Two sets of feature spaces from previous
studies [31, 32] were included in the choice of representation spaces investigated
in order to determine their discriminative capability and assess the impact of
dimension reduction. Other representation spaces were formed from Fourier
magnitude spectra and their reduced dimensional spaces. It was found that
systematically reducing the feature dimension via PCA does not have an impact,
down to 15 dimensions, which is still considerably higher than the comparative
works.
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The features developed in prior studies, some of which are designed for dis-
criminating between NVR and ventricular arrhythmias, and others for differen-
tiation between NVR, VT and VF were shown to be less capable on average
at discriminating between VT and VF, with a prominent bias towards classify-
ing all ventricular arrhythmias as VF. On the other hand, these feature spaces
were demonstrated to be very capable at detecting NVR, although the higher
dimensional spectral features proposed in this chapter diagnosed less ventricular
arrhythmias as NVR.
The impact of ECG segment length for analysis was also assessed, although
not as thoroughly as in [31], and it appeared that increasing the segment length
has minimal impact on the ability to discriminate between VT and VF.
It was evident from the distributions of per category sensitivities that the
biggest challenge was correctly identifying VT. While notable improvements were
obtained by using the higher dimensional Spectra representation, this came at
the cost of reduced capability to correctly identify NVR. Additionally, patient
variability appears to contribute significantly to classification accuracy, since the
typical interquartile range on overall accuracy was between 7%–10%. Therefore,
another objective is to reduce the variability of diagnostic accuracy.
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Ensemble methods and temporal
ensembles
In the previous chapter, investigations were performed using a variety of observa-
tion window lengths, classification algorithms and representation spaces. However
the observation windows considered were not overlapping, so a decision was out-
put only once per observation segment. In this chapter analysis is performed
using overlapping observation windows using the best classifiers identified in the
previous chapter, and ensemble methods to improve accuracy. Instead of simply
classifying each segment, a group of segment outputs are used together to pro-
duce a decision. It will be shown that this can improve classification accuracy for
all representation spaces. Additionally, the strengths of different representation
spaces to identify particular categories are utilised by combining trained classi-
fiers in order to obtain jointly better sensitivities for all three categories NVR,
VT and VF than with any of the individual classifiers considered.
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4.1 Chapter outline
Previously, three way classification between NVR, VT and VF was investigated.
This was performed using bootstrap resampling for error rate estimation. A
variety of classification algorithms were tested, and representations included
Spectra, Heur2 and Heur8 formed from varying observation lengths. Generally
speaking, VT sensitivities were low, and VF sensitivities were moderate. In
this chapter, methods for forming decisions from multiple classifiers and multiple
classification outputs are examined, with the aim of improving VT and VF
sensitivities.
First, a brief overview of ensemble methods is given. Error correcting output
codes is considered as an ensemble method, and the principle of stacked general-
isation is elaborated. Then, given the SVM classification framework with error
correcting codes, a scheme is proposed for what is effectively temporal averag-
ing of decision values in order to improve classification accuracy. A method is
proposed for hierarchical classifier combining in order to capitalise on the ability
of particular representation spaces to correctly identify particular categories. In
order to remove the reliance on arbitrary functions for error correcting codes and
temporal averaging techniques, stacked generalisation is proposed for combining
these two concepts optimally. Finally, these concepts are tested and experimental
results are provided.
4.2 Overview of ensembles
The general idea behind ensemble methods is to have more than one function
generating outputs given the input, and combine the outputs in such a way that
on average, the output resulting from the combination is better than the average
output from any of the individual functions. This allows for combination of
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arbitrarily many weak classifiers into a single strong classifier.
There are many different approaches to forming ensembles of classifiers. An
overview of a large variety of methods is presented in a review [63] of ensembles for
classification. A couple of the most prominent techniques are mentioned briefly.
1. Adaptive boosting [64] works by weighting each training point according to
its difficulty to classify. Repeatedly misclassified points accumulate a higher
weight than correctly classified points, causing the successive classifiers to
be generated to focus on classifying these points. Then, each classifier
is additionally assigned a weight. Outputs of the learned classifiers are
combined according to their weights in order to make predictions. This is a
popular form of a more generic construct generally known as boosting, but
these type of techniques fail in situations with even a small amount of label
noise [65].
2. Bootstrap aggregating, or bagging [66] works by sampling from the training
data set, with replacement, and building a classifier for a given sample. A
number of samples are taken and classification is performed by voting among
all the learned classifiers. It is noted that this procedure is designed to work
best with classification algorithms which are unstable, i.e. a small change
in training data causes a large change in the estimated function. The idea
is that combining outputs of many unstable classifiers, each with a high
variance, reduces the variance of the overall ensemble of classifiers.
3. Random subspace ensembles, or attribute bagging [67, 68] are ensembles
formed by sampling from the set of predictors, and building a classifier
using only the selected predictor subset. This process is repeated with
many random predictor subsets. Outputs from each classifier are combined
by voting or weighted voting. This technique is related to the random forests
technique [69], which uses modified variant of classification trees to select
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subsets of predictors at the branch splits, and uses bootstrap aggregation
to form an ensemble of many such trees.
4. Stacked generalisation [70] forms an ensemble of classifiers from a cross
validation procedure. Another classifier (or generaliser) is trained over the
decisions of each member of the ensemble for the training data points, in
order to learn and correct for the individual classifier biases. Alternatively,
a classifier may be trained over the output decision values [71], whether
they be conditional probabilities, or some other scores such as hyperplane
distances in SVM models.
4.2.1 SVMs with error correcting codes
It turns out that the error correcting output codes approach to multiclass classi-
fication with SVMs is actually an ensemble method. Recall that an SVM deals
with a binary classification problem. Therefore, categories are grouped together
for the training procedure in varying combinations. Each one of these groupings
forms a single member of the ensemble committee. This form is represented by a
coding matrix W with each element 1 or −1. A specification for the class group-
ing of each classifier in the ensemble, fn, is given in the columns of W. In the
original formulation [44], the assignment should be made in order to maximise
the Hamming distance between rows of W, and each category is assigned to a
row. For prediction, each member of the ensemble is tested for its response, and
a column vector, V n = sgn (f
n (x)), of these decisions is formed. The assigned
class is then given by
C (x) = arg min
m
H (Wmn, V ) , (4.1)
where H is the Hamming distance function.
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A modification was proposed [45], to allow sparse codes (0’s in the coding ma-
trix) and use the output values rather than decisions, by replacing the Hamming
distance with a generic loss function χ,





n (x)) . (4.2)
Therefore, with error correcting output codes, the decision criterion is min-
imisation of a loss function. A drawback of this form is that the loss function is
user selected and thus there is no proper adaptation of the loss function to the
problem.
4.2.2 Stacked generalisation
In general, most classification algorithms have some intermediate values or scores
that are used to obtain the final decision. These are often class conditional
probabilities, but may also be hyperplane distances or some other scores. In the
case of SVMs, these are hyperplane distances. During N -fold cross validation, N
classification models are built using subsets of the data, and these are tested using
the held out fold of data. A common strategy when using cross validation for
model building is to select the model which performs best when evaluated upon
its corresponding test fold, but this can be problematic for a couple of reasons.
The test fold may happen to be conveniently good and such a classifier may
not learn from an important subset of the data. Stacked generalisation [70, 71]
proposes to increase classification accuracy by retaining all of the learned models
and evaluating the entire data set using each model. Then, for each training data
point there are decisions or output values from each of the learned models, one
of which is from a model that was not exposed to the given data point for its
training procedure. All of the outputs or decisions can then be combined to form
a new vector of training points, and these can be used to train a new classifier,
88
4.3. Proposed ensemble methods
which can adaptively weight each classifier output in order to correct for biases
and obtain better results than would be possible with just the best classifier.
Stacked generalisation need not be performed with several models that are
obtained using cross validation. They may be trained using bootstrap resampling,
data hold out, different base learners or models with different hyper parameters.
In the case of SVMs with error correcting output codes, these may be trained
using a portion of the training data and the higher level classifier is trained using
the outputs generated by the ensemble of SVMs on a superset of data, i.e. data
with some unseen examples. For SVMs trained using data subsampling for class
balancing, the entire training data may be used for learning the higher level
generaliser particularly as many training samples will have been discarded by the
subsampling process.
4.3 Proposed ensemble methods
As mentioned previously, ensembles can be constructed in many ways [63]. In this
section some ensembles are described which leverage knowledge of the problem
in order to improve classification results.
4.3.1 Ensembles of SVM decisions over time
One way to form an ensemble that capitalises upon the structure of the problem
at hand is to form ensembles temporally. In Chapter 3, shorter windows of ECG
were observed to be equally capable in discriminating between all three categories
as longer windows of ECG. Recall the decision rule (4.2) when using the error
correcting codes method for multiclass SVMs. Assuming an M class problem,
rather than using the decision value of each SVM for a single window of ECG,
consider vectors of decision values from T , possibly overlapping, temporally local
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segments of ECG, xt, i.e.
fn
t
= fn(xt), ∀t ∈ [1, . . . , T ] . (4.3)
Then, using an aggregation function A : RT → R and combining with (4.2) the
decision rule becomes

















arg maxt |f t|
, maximum absolute value
(4.5)
Alternatively, temporal ensembles may be formed from the loss values after
decoding rather than the SVM outputs. Consider a similar aggregation function











, ∀t,m . (4.6)
Then, the decision rule can be expressed as
C(x) = arg min
m
B (Ltm) , ∀t , (4.7)
except in the case of majority voting, where the aggregation function B is the
90
4.3. Proposed ensemble methods



















This family of schemes for making decisions which incorporates temporal
SVMs outputs with error correcting output codes is named as local context
ensembles (LCEs). An important point to note about LCE decoding is that
it can be performed either forwards or backwards temporally. In case that it is
performed forwards, a latency is incurred equal to the total duration used for
aggregating. Thus, in the context of a real-time analyser, a decision for a specific
point in time when aggregating over 8 s is not made until 8 s of ECG is acquired,
even if the base observation length is only 1 s. On the other hand, when using
backwards decoding, the amount of data that needs to be acquired is only the base
observation length, which has the potential to significantly reduce the amount of
time required to make a decision.
4.3.2 A hierarchical approach to decision making
In the scenario that some classifiers are better at certain subtasks than others, and
the label structure has a hierarchical taxonomy, it may be worthwhile considering
decision making via a hierarchical structure. This type of approach is considered
by some for multiclass SVM classification schemes [42,43]. Results from Chapter 3
demonstrated that no single representation investigated was effective at detecting
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all categories. Of note was the fact that the lower-dimensional Heur8 and
Heur2 feature sets obtained good NVR sensitivities. On the other hand, Spectra
representation obtained better VT and VF sensitivities.
Therefore it makes sense to try to capitalise upon this in order to improve
overall classification accuracy. For this purpose, consider that for a given segment
of ECG, two decisions (each of NVR, VT or VF) are made simultaneously by
classifiers, C1 and C2, induced on different sets of features. Let C1 be the primary
classifier. If a NVR decision is taken by the primary classifier, then that decision
is accepted, otherwise the decision of secondary classifier C2 is accepted:
C(x) =

C1(x), C1(x) = NVR
C2(x), C1(x) 6= NVR
(4.10)
C1 and C2 can be composed in many ways, by varying both the learner and
transformation functions. For example, C2 can be restricted to making only VT
or VF, or it may be allowed to make a NVR decision. The hierarchy may also be
constructed with the master decision making process based on a category other
than NVR. In this case however, there is a very obvious hierarchical structure,
in that VT and VF are both ventricular arrhythmias. That they share so much
in common is what makes the decision task difficult. Therefore this structure is
selected and fixed a priori.
4.3.3 Stacking with SVMs
One of the potential issues with the LCE method described in 4.3.1 is that
the aggregation function is simply chosen among the best of a limited prior
selected set. In reality, there are uncountably many aggregation functions, and
loss functions for error correcting output codes. However since classification is
essentially a function estimation technique, and the learned SVMs will have
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biases, it makes sense to use the stacked generalisation ensemble technique to
jointly correct for the biases in the learned SVMs whilst simultaneously learning
an appropriate combiner (rather than error correcting code loss function) and
temporal aggregation function. Importantly, and usefully, the error correcting
code ensemble member weights need not be learned disjointly from the temporal
component weights. Thus, instead of testing an ad-hoc selection of aggregation
and loss functions, prior beliefs about the best form of combiner can be embedded
in the selection of the classification algorithm used as the higher level classifier.
Recall that the basic principle of stacking is to generate outputs from a trained
model, or set of trained models, including some data that the models were not
exposed to for their training phase. Then, these outputs are used to train another
classifier which adapts to the biases of each base classifier function in order to
learn an overall stronger classifier.
Consider a set of transformed data, D, with dimension P , which is to be used
for training a classification model. Then, for an N -fold cross validation procedure
where D is split into N non-overlapping sets Dn, the training data set for the
nth-fold is denoted as Dˆn = D \ Dn. With a learning function L, a model is





, ∀n ∈ {1, . . . , N} , (4.11)
where fn : RP → RK , i.e. fn outputs a row vector with dimension K given an
input data point of dimension P . Then, a new training data set D′ is obtained
by concatenating the outputs of each model evaluated at each data point, i.e.
D′i = [f 1 (Di) , . . . , fN (Di)], ∀i . (4.12)
Different parts of the dataset will be unseen by different models, and it is this
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which allows the top level classifier to learn about the bias of the individual
classifiers. Then, in order to capture local temporal variation on the classifier
outputs, each data point is further augmented by including the last T outputs
Di = [D′i, . . . ,D′i−T+1], ∀i . (4.13)
The procedure to obtain D′ and D for testing data is identical to that for the
training data.
An important consideration is the resulting dimension of the augmented data
set. In the case of an error correcting code 3 class SVM with 6 binary classifiers,
5-fold cross validation for model diversity and using the last 15 temporal outputs,
the resulting feature dimension is 6 · 5 · 15 = 450. This is problematic as there
may not be enough data to learn from in such high dimensions. There are a few
possibilities for keeping the dimension under control.
A) Perform error correcting code decoding and build ensembles of loss values.
For the three class case, this reduces the dimension by a factor of 2. This
comes with the disadvantage that an arbitrary combiner must still be used
at the loss decoding stage.
B) Use fewer folds for cross-validation. The minimum reasonable number is 3
folds, since the amount of training data available to the lower level SVM
classifiers is reduced (5 fold uses 80% of the data, while 3 fold uses 66%
of the data). The reduction in dimension is 40% compared to 5-fold cross
validation.
C) Do not use cross-validation at all. Instead, (ab)using the fact that categories
are subsampled to obtain balanced SVM training data across categories, the
remainder of data can be used as “held out” data for the stacking process.
However, subsampling must also to be implemented for the minority cate-
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gory, otherwise the stacking process is unable to generalise for the minority
category.
D) Use less temporal context. The applicability of this option depends on how
much temporal context is required for best generalisation.
Each of the above options has some drawback. However, recall that as part of
SVM training, the data from all categories is subsampled in order to be balanced
with the category containing least amount of examples. This makes option C
attractive, as the resulting dimension can now be reduced substantially (factor
of 3 or better). The result is that a large amount of each category except the
minority category is unseen by the training algorithm and can be used in the
stacking process for learning the bias of the base classifiers. However, there will
not be any examples from the minority category that are unseen, and so the
biases for this category cannot be adapted to.
In order to have some unseen examples from the minority category, it can also
be subsampled. Instead of obtaining SVM training data from samples from the
full training pool PmNm×P of Nm points with dimension P for each category m,
some subset Pˆm is used. For each category m, first the lower and upper bound
vectors, Lm and Um respectively, are found;
Lmp = 2-percentile of Pmnp along n, (4.14)
Ump = 98-percentile of Pmnp along n . (4.15)
Then, reduced pools Pˆm for each category are found as
Pˆm = Pmnp, {n | Lmp ≤ Pmnp ≤ Ump , ∀p} . (4.16)
Using Pˆm, subsampling to obtain balanced training data for SVMs can then
be performed, and some amount of data will be held out from all categories
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in order for the stacked generalisation procedure to be effective without cross
validation. This has an additional advantage that the base SVMs are faster to
train due to fewer training data, and the points used for training are more likely
to be “representative” of the categories.
Due to the expected high dimension of the temporally augmented data D,
used for stacking, only the simple LDA classifier is considered. This is because
linear boundaries can be expected to perform just as well as non-linear boundaries
in high-dimensional spaces. Additionally, LDA is a very computationally cheap
option for the higher level classifier, allowing for the development of many models
with different amounts of temporal context in order to assess the impact of its
inclusion.
4.3.4 Concatenated features representation
In section 4.3.2, a hierarchical approach to decision making was described. The
motivation for such an approach is that some representation spaces may per-
form better at certain parts of the label hierarchy than others. However, the
construction is still somewhat ad-hoc, although utilising prior knowledge on the
label hierarchy. In section 4.3.3, a method was described for the joint learning
of a temporal aggregation combiner and loss decoding function for multi cate-
gory SVMs. It is just as conceivable that combining the different representation
spaces rather than constructing a hierarchical approach manually can also result
in increased performance.
Given the untransformed ECG segments, U , R transformation functions T r




T 1 (Ui) , . . . , TR (Ui)
]
, ∀i . (4.17)
Then, D can be substituted directly into (4.11), (4.12) and (4.13) in order to
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perform temporal stacking. This method is simply feature vector concatenation
prior to learning the base models.
Because the features values from different representation spaces may have
different ranges, the features with smaller value ranges (Heur8) are unlikely to
affect the learned function with non-adaptive basis functions such as the RBF
kernel. Since Spectra and Heur8 features are both positive valued, the 95-
percentile value across the training data for each feature is found and used to
form a normalisation vector. Since this process discards energy information from
the Spectra representation, a single additional feature is constructed which is
simply the energy of the segment after mean subtraction. This is also normalised
by its 95-percentile value. The choice of 95-percentile value rather than the
maximum is justified by the possibility that some extreme values may be many
orders of magnitude larger, effectively forcing the remainder of the values into a
much smaller and indistinguishable range. On the other hand, if feature value
distributions are not long tailed, this choice makes no difference.
4.3.5 Stacking over multiple feature spaces
Previously, feature concatenation as an alternative to constructing classifier hi-
erarchies for exploiting label taxonomy was proposed. This does not, however,
provide a hierarchical structure at the top of the classification chain, i.e. the
stacked generalisation classifier. Additionally, the non-adaptive kernel functions
used with the base SVM classifiers may not be able to make best use of the extra
information. To better represent a hierarchical type construction at the stacking
level, multiple data sets, rDn, are formed, one for each of the R different trans-
formation functions. First the cross validation folds are formed on untransformed
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data, Uˆn = U \ Un, then, the transformed cross validation folds are computed;











, ∀n, r . (4.20)



















, ∀i . (4.21)
Now, D′ is substituted into (4.13) in order to obtain temporally stacked data for
training. Again, N -fold cross validation may be eschewed in favour of training
pool reduction, via (4.16).
As with the previous section, the dimension of the final augmented data is an
important consideration. In the case of two representation spaces, the dimension
of D doubles. Therefore, for the same reasons as mentioned previously, only LDA
is considered as the stacking classifier.
4.4 Assessments and analysis
4.4.1 Evaluation procedure
The evaluation procedure utilised for obtaining experimental results is almost
identical to that of the preceding chapter (see 3.3), except that 200 bootstrap
resamples are used instead of 50, to alleviate the problem observed where boxplot
notches were extending below the lower quartile (Figure 3.4). This was indicative
98
4.4. Assessments and analysis
Table 4.1: The experimental parameters and values for experiments conducted in this chapter,
with acronyms for referencing methods in tables and figures.
Parameter Values
Observation length 1 second with overlap, each segment shifted by 0.25 seconds
Temporal context 2 seconds, up to 8 seconds, or 5 segments, up to 29 segments
Classifiers RBF SVM
Ensembles LCE, temporal stacked generalisation (SG), temporal stacked generalisation by 3-
fold cross validation (SG3CV), hierarchical (H- prefix)
Representations Spectra, Heur8, Spectra and Heur8 concatenated (S+H8), Spectra and Heur8
trained separately and stacked together (S/H8)
that the number of samples were too few, since the extent of the notches depends
on the number of samples. Therefore a larger number of samples allows the
notches to remain within the inter-quartile range, and improves the ability to
determine whether two medians are significantly different by reducing variation
in median estimates. It is expected that 200 samples is robust enough for this
purpose.
4.4.2 Ensemble method experiments
Based on the results from Chapter 3, the set of features and classifiers for con-
structing ensemble methods were reduced, and this is summarised in Table 4.1.
There was no distinct advantage of using Heur2 representation space over Heur8
representation space, so only Heur8 was considered for developing ensemble meth-
ods with. Additionally, since dimension reduction of the Spectra representation
space did not result in any significant gain or loss under the RBF SVM classifier,
the reduced representations were omitted from consideration. Since the RBF
SVM performed among the best, and most consistently, this was chosen as the
base level classifier used for building ensembles with. All base classifiers were
developed using 1 s observation segments of ECG, although temporal aggrega-
tion was performed over longer periods, up to 8 s. Table 4.2 shows the possible
combinations of LCE parameters evaluated.
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Table 4.2: The parameters for LCE decoding are listed, and the order in which they are
changed. When cycling through parameters, first all variations of temporal context were tested,
with other parameters constant. Then, once all temporal context variations were tested, the loss
function is changed to its next value, and the temporal context is varied again. Similarly when
all loss function variations have been tested, the aggregation function is varied to its next value.
This occurs for the parameter order as shown in the first column, with the order of parameter
values in the second column. The aggregation function and aggregation level parameters are
not relevant for SG type ensembles, but instead ”no loss decoding” is a final parameter value
for the loss function parameter with SG type ensembles
Parameter Values and ordering
Temporal context 2 seconds, up to 8 seconds, i.e. 5 segments, up to 29 segments
Loss function hinge, linear, exponential, Hamming
Aggregation function mean, median, majority vote, maximum absolute value
Aggregation level Before loss decoding, after loss decoding
Where stacking was used with the cross validation method, the folds of data
were formed by patient records rather than observation, since the main cause of
variation is due to distinct patients.
4.4.3 Results for temporal ensembles with LCEs and
stacking
Experiments with LCE, SG and SG3CV type ensembles were performed for
the Heur8, Spectra, and S+H8 representations. A large number of parameter
combinations were considered, including the choice of aggregation function, loss
decoding function, amount of temporal context, and whether aggregation was
performed before or after loss decoding. For each representation space and
classifier combination, the Accbal distributions corresponding to the parameters
with the highest median Accbal score are presented in Figure 4.1. For each of
the methods where Accbal distributions are shown, the sensitivity distributions
for each individual category NVR, VT and VF are also shown in Figure 4.2.
Table 4.3 shows the parameters for each of the best performing methods.
From Figure 4.1 it can be seen that for Spectra and S+H8 representations, the
SG3CV median Accbal for the best parameters was significantly lower than the
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Table 4.3: The best performing parameter combinations are listed for each of the different
ensemble types built with each representation space
Representation Ensemble Best parameter combination
Spectra LCE 5 s temporal aggregation, Hamming loss decoding, aggregation with
minimum loss after loss decoding
Heur8 LCE 7 s temporal aggregation, exponential loss decoding, aggregation with
mean loss after loss decoding
S+H8 LCE 8 s temporal aggregation, Hamming loss decoding, aggregation with
median function before loss decoding
Spectra SG 8 s temporal aggregation, stacking Hamming loss decoding values
Heur8 SG 8 s temporal aggregation, stacking without loss decoding
S+H8 SG 8 s temporal aggregation, stacking linear loss decoding values
Spectra SG3CV 7 s temporal aggregation, stacking without loss decoding
Heur8 SG3CV 8 s temporal aggregation, stacking hinge loss decoding values














Figure 4.1: Distributions of Accbal across all bootstrap resamples for LCE, SG and SG3CV
ensembles with Spectra, Heur8 and S+H8 representations. In each case these are shown for the
best parameter combination by median Accbal as described by Table 4.3
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Table 4.4: Average confusion matrices over all bootstrap resamples for each method shown in
Figure 4.1. Rows are the ground truths, and columns are the diagnoses made.
Diagnosed as
Method Ground Truth NVR% VT% VF%
NVR 82.5 6.2 11.3
LCE Spectra VT 21.0 53.7 25.3
VF 6.2 22.8 71.0
NVR 93.7 4.2 2.2
LCE Heur8 VT 17.9 18.1 64.0
VF 4.0 12.5 83.4
NVR 89.8 5.2 5.0
LCE S+H8 VT 18.4 51.9 29.7
VF 3.7 15.6 80.7
NVR 83.9 5.3 10.8
SG Spectra VT 22.4 49.1 28.5
VF 3.1 17.6 79.2
NVR 95.8 3.0 1.2
SG Heur8 VT 20.6 26.7 52.7
VF 4.4 17.3 78.3
NVR 90.5 4.6 4.9
SG S+H8 VT 17.9 52.6 29.6
VF 2.5 20.3 77.2
NVR 91.1 4.2 4.7
SG3CV Spectra VT 24.1 41.7 34.2
VF 11.2 13.5 75.3
NVR 97.5 1.5 1.0
SG3CV Heur8 VT 22.4 27.1 50.4
VF 6.3 17.5 76.2
NVR 96.5 1.9 1.6
SG3CV S+H8 VT 28.6 39.8 31.6
VF 8.2 12.4 79.4
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Figure 4.2: Distributions of sensitivities for each of NVR, VT and VF for the Spectra, Heur8
and S+H8 representations classified using LCE, SG and SG3CV ensemble methods, for their
corresponding best parameters as described by Table 4.3
103
4.4. Assessments and analysis
SG median Accbal for the best parameters. For the Heur8 representation, there
was no difference, however, it can be seen from Figure 4.2 that NVR sensitivity
of Heur8 SG3CV was significantly higher than the Heur8 SG method. Therefore,
further results for SG3CV ensembles are not presented, except for construction
of hierarchical classifiers using Heur8 SG3CV.
In order to gain some intuition about the impact of the selection of loss func-
tion (where applicable), aggregation function, and amount of temporal context
on the classification accuracy, surface plots of median Accbal scores for each repre-
sentation with all the possible different parameter combinations for LCEs and SG
classifiers are shown in Figure 4.3. These figures show that selection of appropri-
ate aggregation options was important for both LCE and SG ensembles, and also
that increasing temporal context provided a small improvement in classification
accuracy.
According to confusion matrices shown in Table 4.4 with all ensemble types,
Heur8 representation space had the best sensitivity for NVR rhythms, while
reducing the amount of false NVR assignments from VT or VF (see Table 3.2).
The level of incorrect assignments to NVR from VT and VF was lower for
S+H8 classified using SG, however the NVR sensitivity was substantially lower.
Therefore, when considering hierarchical constructions, only the Heur8 based
classifiers were considered as the master classifier.
4.4.4 Results for hierarchical and stacked hierarchical
constructions
Figure 4.4 shows the Accbal distributions for all the hierarchical constructions
considered, and Figure 4.5 shows the sensitivity of each category NVR, VT
and VF for the same hierarchical constructions. Finally, each construction is
summarised by Table 4.5, showing average confusion matrices.
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Figure 4.3: Surface plots showing the median Accbal scores for the different SG and LCE
decoding parameters varied, in the order described by Table 4.2, and with the amount of
temporal context split into a separate axis. The results are shown for LCEs with; (a) Heur8
representation, (b) Spectra representation, and (c) S+H8 representation, and for SGs with; (d)
Heur8 representation, (e) Spectra representation, and (f) S+H8 representation
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Figure 4.4: Distributions of Accbal across all bootstrap resamples for hierarchical constructions
formed by S/H8 representation classified using SG and SG3CV methods, and Heur8 master
classifiers with LCE, SG or SG3CV methods with secondary decisions made using S+H8 with
either LCE or SG methods
Table 4.5: Average confusion matrices over all bootstrap resamples for each method shown in
Figure 4.4. Rows are the ground truths, and columns are the diagnoses made.
Diagnosed as
Method Ground Truth NVR% VT% VF%
NVR 96.6 1.9 1.5
S/H8 SG VT 21.0 33.9 45.1
VF 6.2 13.1 80.7
NVR 97.7 1.1 1.2
S/H8 SG3CV VT 23.4 35.2 41.5
VF 7.9 11.6 80.5
NVR 94.4 2.6 3.0
H-LCE Heur8 LCE S+H8 VT 20.4 50.0 29.6
VF 4.9 15.3 79.8
NVR 95.1 2.1 2.8
H-LCE Heur8 SG S+H8 VT 20.9 50.0 29.1
VF 5.0 19.9 75.1
NVR 96.4 1.6 2.0
H-SG Heur8 LCE S+H8 VT 22.9 47.8 29.3
VF 6.0 15.0 79.0
NVR 96.2 1.6 2.2
H-SG Heur8 SG S+H8 VT 22.3 48.9 28.8
VF 4.8 19.6 75.5
NVR 96.4 1.6 2.0
H-SG3CV Heur8 LCE S+H8 VT 22.9 47.8 29.3
VF 6.0 15.0 79.0
NVR 96.2 1.6 2.2
H-SG3CV Heur8 SG S+H8 VT 22.3 48.9 28.8
VF 4.8 19.6 75.5
106

































































Figure 4.5: Distributions of sensitivities for each of NVR, VT and VF across all bootstrap
resamples of hierarchical constructions formed by S/H8 representation classified using SG and
SG3CV methods, and Heur8 hierarchical master classifiers with LCE, SG or SG3CV ensembles
and secondary decisions made using S+H8 classified with LCE or SG methods
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The results presented previously demonstrated that for making a NVR vs ar-
rhythmia decision, the Heur8 representation obtained significantly better NVR
sensitivity than other representations with all ensemble methods. However, the
S+H8 representation obtained higher correct rejection rate of NVR, and also sig-
nificantly higher VT sensitivity. Hierarchical classifiers were therefore composed
of a master classifier based on Heur8 representation space, with either LCE, SG
or SG3CV ensembles, and a secondary classifier based on S+H8 representation
with either LCE or SG ensembles. Additionally, a less ad-hoc hierarchy was
constructed via stacking of SVMs trained on Spectra and Heur8 representations
separately, as described in 4.3.5 with both SG and SG3CV type ensembles.
4.5 Discussion
A large number of experiments were performed, due to substantial combinations
of selectable parameters for the various types of ensemble methods investigated.
For LCEs alone, 224 distinct combinations of parameters were possible, and with
SG type ensembles, 35 distinct combinations of parameter were possible. The
median Accbal scores for these ensemble methods combined with each investigated
representation space was visualised as surface plots in Figure 4.3. This showed
that increasing amounts of temporal context improved the median Accbal scores
somewhat, and also that the choice of other combiners (loss function where
applicable, aggregation function where applicable) had a substantial impact on
the overall performance of the ensemble, with the exponential loss function in
particular performing poorly with stacking type ensembles. Notably, the cross-
validated type of stacked ensemble generally performed either no better, or worse,
than the stacked ensemble without cross validation.
All classification ensembles were built using 1 s segments, despite this not
being the best choice for Heur8 representation, according to results shown in
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3.4.2. Both Spectra and Heur8 representations gained 2 − 3% median Accbal
scores by considering LCEs formed over SVM decision values or loss values, shown
in Figure 4.1. For ensembles formed by stacked generalisation there was also an
additional improvement over LCEs, with improvement to the upper quartile value
of about 6% for Heur8 representation. An important aspect of improvement for
the Heur8 representation was that, according to confusion matrices in Table 4.4,
the NVR sensitivity was improved, whilst also reducing false NVR diagnoses.
This appeared to be somewhat of a trade-off, with increasing NVR sensitivity
corresponding with an increase in false NVR diagnoses. On the other hand,
Figure 4.2 shows that the temporal ensemble methods improved the sensitivity
of NVR in some cases, and also improved VT and VF sensitivities in other
cases, although with a trade-off, i.e. increases in sensitivity of a given category
corresponds with decreases in one or more of the other categories.
In order to try and minimise the impact of the tradeoff, three approaches for
combining predictive power of different representations were tested. The repre-
sentations could be concatenated at the feature vector level, for training of the
base SVMs. Additionally, hierarchical approaches were considered based on an
obvious hierarchy in the label taxonomy. These were constructed directly, by
replacing decisions from one classifier with another, or indirectly by building a
stacked generalisation process on top of classifiers trained in different representa-
tion spaces. The results for feature vector concatenation were shown in Figure 4.1
and Table 4.4, alongside results for temporal ensembles constructed for Spectra
and Heur8 representations, and shown to give substantial improvements, partic-
ularly to VT sensitivity without degrading VF sensitivity. This motivated the
use of S+H8 representation as the secondary classifier for hierarchical construc-
tions, rather than Spectra based classifiers. The amount of possible hierarchical
constructions was very large ((224 + 35)2 possible combinations), and were not
explored in entirety. These were instead constructed by combining the best LCE
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and SG parameters for Heur8 (master classifier) and S+H8 (secondary classifier)
representations. In addition to this, Spectra and Heur8 classifiers were trained
separately and the SVM outputs from both classifiers stacked temporally. It
was shown in Figure 4.4 that stacking classifiers trained on separate Spectra
and Heur8 representations performed the least well out of the hierarchical con-
structions, however, according to Figure 4.5 and Table 4.5, NVR sensitivity was
substantially higher, but at the cost of substantially lower VT sensitivities. On
the other hand, hierarchies constructed via decision replacements all performed
roughly similarly according to Figure 4.4, however it was seen from Figure 4.5
that this was the result of small tradeoffs between NVR, VT and VF sensitivities.
4.5.1 Evolution of contributions and the best result
In order to see the impact of each contributions, Figure 4.6 shows Accbal dis-
tributions for Heur8 and Spectra representations with non-overlapping segments
of length 8 s and 1 s respectively, and some of the best performing temporal
stacking and hierarchical decoding combinations. The parameters presented for
Heur8 are those as shown in the original literature, i.e. classification with the
RBF kernel, non overlapping 8 s segments. For these same methods, Figure 4.7
shows the sensitivities of each rhythm. It can be seen that the interquartile
ranges were not reduced, however, substantial improvement in the median Accbal
(5%) was achieved by considering temporal stacking of the Spectra representa-
tion space, due to improvements in both median NVR sensitivity and median
VT sensitivity without any reduction of median VF sensitivity when compared
to Spectra classified without any temporal stacking. Further improvements upon
this were obtained by various methods of combining Heur8 and Spectra repre-
sentations. In the simplest form, concatenating these representations and using
LCEs resulted in 3% improvement in median Accbal over classification of Spectra
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representation using stacked temporal ensembles. The median NVR sensitivity
improved to 91%, 2% less than that for the benchmark Heur8 method classified
with non-overlapping segments. However, median sensitivities for VT and VF
were substantially higher, 53% vs 18%, and 84% vs 74%, respectively. Further
improvement was obtained by a hierarchical decision structure where a Heur8
classifier first decided if NVR was present or not, and if not, a final decision was
taken by a classifier built using concatenated Spectra and Heur8 features. The
resulting median sensitivities for NVR, VT and VF became 95%, 50% and 83%,
respectively.
Other hierarchical constructions shown, demonstrated that improvements in
sensitivity for a given category were traded off for reduced sensitivity of another
category. For example, temporal stacking of Spectra and Heur8 simultaneously
resulted in the highest median NVR sensitivity of 98%, but median VT sensitivity
dropped to 25%, whilst VF sensitivity remained similar, at 82%.
The very best classification method presented in this chapter is a complex
combination of hierarchical and temporal methods. The classifier was constructed
by checking the decision of a 7 s LCE classifier trained over Heur8 features,
which if was any other than NVR, taking as the final decision the output of
an 8 s LCE classifier trained over the Spectra features. As mentioned before,
for testing hierarchical classifiers there were (224 + 35)2 possible combinations,
most of which were unexplored. The combinations tested were instead simply
combinations of the best performing methods from each category. It is conceivable
that some small gain is possible by exploring this space in its entirety. In addition,
the lengths over which the temporal aggregations are performed are substantial,
and not any shorter than window lengths selected by previous methods. The
best classifier may be improved further by considering a NVR vs ventricular
rhythms binary classifier trained with Heur8, temporally aggregated over a 5 s










































Figure 4.6: Distributions of Accbal across all bootstrap resamples for Heur8 and Spectra
reference classifiers, the best performing Spectra temporal ensemble, the best performing
concatenated features temporal ensemble, hierarchical classification via stacking Spectra and
Heur8 separately, and hierarchical decision combining
of S+H8, aggregated over a shorter period, e.g. 2 s. The motivation for this
would be to allow the primary classifier to be focussed where it performs best
– differentiation between ventricular and non-ventricular rhythms. The use of
a shorter temporal aggregation length over the secondary classifier would be to
allow better distinction of transient ventricular arrhythmias. However the gains
expected from these optimisations are likely to be small. Results obtained with
the best classifier, were based on feature concatenation and hierarchical decision
making based on larger sets of features than considered in the state of the art. It
seems likely that effort to derive better features, particularly for discriminating




















































Figure 4.7: Distributions of per category sensitivities across all bootstrap resamples for Heur8
and Spectra reference classifiers, the best performing Spectra temporal ensemble, the best
performing concatenated features temporal ensemble, hierarchical classification via stacking
Spectra and Heur8 separately, and hierarchical decision combining
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4.5.2 Clinical importance of results
The problem at hand is to produce a classification algorithm which performs
better at differentiating between VF and VT whilst not introducing false alarms
or failing to identify either of these rhythms. It was determined experimentally
that previous methods were capable to distinguish between normal rhythms and
life threatening rhythms of a ventricular origin. However, they were unable to
correctly tell apart VT and VF, classifying a majority of ventricular rhythms as
VF. From confusion matrices in Chapter 3, Table 3.2, it can be seen that the
Heur8 method as originally posed missed VT on average 13% of the time, and
VF 8% of the time. On the other hand, a false alarm (where the rhythm was
normal) was raised for VT 5.5% of the time while a false alarm (where the rhythm
was normal) was raised 2.4% for VF. This means that an inappropriate treatment
might be delivered for up to 8% of normal rhythms, while 8% of VF instances
are missed for treatment, and VT is missed for any form of treatment in 13% of
cases.
On the other hand, as presented in confusion matrices (Table 4.5), the best
hierarchical classifier missed VF for treatment in only 5% of cases. However,
the VF false alarm rate was raised by 0.6%. VT was missed for any form of
treatment in more cases, 20%, but the amount of VT false alarms was reduced to
2.6% of normal rhythms. However, the Heur8 classifier misidentifies VF as VT
21% of the time, which would result in an ineffective cardioversion treatment,
while the hierarchical classifier reduces this rate to 15%. As well as this, the
Heur8 classifier would deliver a too intense defibrillation shock in 55% of VT
instances, while the hierarchical classifier again improves upon this, reducing the
rate of VT falsely diagnosed as VF to 30% of instances. From this perspective
it is clear that in almost all regard the hierarchical classifier performed better,
at the expense of missing VT for any form of treatment more often. Overall,
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the hierarchical classifier improved upon state of the art, but the false alarm rate
was still too high, and VF was still missed in 5% of cases. Since the diagnoses
were given every 0.25 s, it might be possible to refine the decision making rules
to provide highly accurate treatment delivery, for example, if VF is indicated 9
times in a row (over a 2 s period), then a defibrillation shock can be administered.
The final problem remains however, of improving the ability to tell between VF
and VT. While it is clear that the hierarchical method has improved upon the
detection accuracy of these categories, at 50% and 83% respectively (Figure 4.5),
the result is still clearly not satisfactory in terms of differentiating between VT
and VF, and the algorithm presented is not suitable for use in a clinical setting.
4.6 Summary and conclusions
Previous approaches to making diagnoses in the ECG relied upon adopting a
window based approach, by splitting the ECG into non-overlapping segments,
performing feature transformation on the segment and then classifying the derived
features. The drawbacks of such an approach was that the decisions were not
updated frequently, and the use of longer segments was often mandated to ensure
key observations in the ECG were not present only at the boundaries of the
segments, e.g. QRS complexes appearing at the start of a short ECG segment.
Another effect of this type of construction was that the same low dimensional
features were derived over long or short observations, which fails to capture
any kind of temporal evolution which may be useful for discrimination between
rhythms.
Therefore a key proposal of this chapter was to form ensembles over SVM
outputs using short, overlapping segments of ECG. This was implemented by
capturing temporal evolution after evaluating scores by either modifying the
decision process to perform some temporal aggregation of scores, or using a
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classifier stacking process to automatically weight the impact of previous scores.
The result was a substantial improvement in overall accuracy, as well as an
improvement in sensitivity of all categories.
Despite these improvements, there were still very clear differences in the dis-
crimination ability between Heur8 and Spectra representations, in particular,
Spectra representation NVR sensitivity was still unacceptably low. In order to
obtain all around improvements in sensitivities of all categories simultaneously,
three methods were evaluated for combining the predictive power of the differ-
ent representation spaces. The first was to simply concatenate feature spaces,
and construct temporal ensembles from SVMs trained using these concatenated
features. The second was to construct a hierarchical taxonomy for classification,
and delegate responsibility for certain diagnoses to different classifiers. Finally,
rather than ad-hoc constructions, classifier stacking was used directly by com-
bining temporal ensembles of each representation space considered separately in
an attempt to exploit category specific strengths automatically. The most sub-
stantial improvement was obtained by concatenating feature spaces for training
the base SVMs in combination with temporal stacking. This brought the NVR
sensitivity almost up to par with the Heur8 benchmark, while providing substan-
tial improvements to VT and VF sensitivities simultaneously. The hierarchical
constructions then allowed building of classifiers which exceeded the benchmark
NVR sensitivity, with minimal reduction of VT and VF sensitivities.
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Chapter 5
Conditional random fields for
sequential ECG labelling
In the previous chapter, methods were elaborated to construct classifiers which
used temporally local classifier outputs in order to enhance diagnostic perfor-
mance, exploiting the fact that the ECG is a time series. However, the methods
developed were initially ad-hoc, utilising preselected aggregation functions in or-
der to temporally aggregate output scores before decoding, or temporally aggre-
gate decoded loss values. More integral versions of the LCE procedure were de-
veloped via stacked generalisation, however, there exist a class of methods known
as structured prediction which are intended to exploit interactions between neigh-
bouring, or even long range observations and outputs. A well known and basic
method for sequence modelling is the hidden Markov model. A variation of this
model is the conditional random field, which for a linear chain structure is the
discriminative equivalent of a hidden Markov model. Since conditional random
fields are developed as natural solutions to sequence labelling tasks, it is useful
to study their applicability to ECG rhythm labelling.
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5.1 Chapter outline
In this chapter, a brief descriptive overview of sequential supervised learning is
given. Then, one of the most basic and popular methods for sequential learning,
hidden Markov models, is described, and some of their limitations are discussed.
Then discriminative methods for sequential labelling, maximum entropy Markov
models and conditional random fields, are described briefly, and how they address
the limitations of hidden Markov models. Finally,brief experimentation using
conditional random fields is performed. The methods and experimental results
are described, and options for future experimental work utilising these methods
are explored, given sufficient time.
5.2 Structured prediction overview
Usually, a classifier takes a vector as input and produces a decision about which
category the vector belongs to. However, the vector is considered in isolation, and
if the vectors are presented in a sequence, neighbouring vectors in the sequence
have no impact on the outcome. For time series prediction, and other sequential
data, it is unlikely to be the case that nearby parts of the observation sequences
are uncorrelated or independent of the current observation, so approaches which
consider nearby observations are potentially useful.
This is the motivation behind methods for structured prediction, or supervised
sequential labelling. A review of sequential learning [72] lists some methods,
including sliding windows, recurrent sliding windows, recurrent neural networks,
hidden Markov models (HMMs) and conditional random fields (CRFs). It turns
out, that the temporal ensembles method employed in the previous chapter is
similar, but not identical, to the recurrent sliding window approach [73]. Methods
for structured prediction find use in many application domains [74], including but
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not limited to; automatic speech recognition, activity and gesture recognition,
part of speech tagging, gene discovery and protein sequence alignment.
The most widely used method, HMMs, are discussed, including their limita-
tions and resulting evolution to CRFs.
5.2.1 Generative sequence modelling: hidden Markov
models
In order to model data sequentially, a sequence of states s is assumed to generate
a sequence of observations o. The states are discrete, and the observations are
commonly discrete, but may also be continuous through the use of a Gaussian
mixture model for observations, although there still need to be a finite number of
generating Gaussians, or otherwise some form of vector quantisation is required
to map continuous values into discrete observations. A HMM models the joint
probability density of sequences and observations, p(o, s), but in order for this
modelling to be feasible the following simplifying assumptions are made;
1. Conditional independence of the sequence of states, i.e. states are condition-
ally independent of all other states given only the previous state (otherwise
known as the Markov property)
2. Observation are conditionally independent of all other observations given
the state that generated it.
These assumptions, while making HMM parameter estimation feasible, also in-
troduce some limitations. Conditional independence of the state sequence means
that long distance interactions are not modelled, and conditional independence of
the observation sequences means that past observations are not used for inferring
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Despite the fact that such a modelling fits the ECG well, i.e. there is an underlying
state (NVR, VT, VF) generating an observation, modelling this directly is not
necessarily the most efficient way to obtain diagnoses of the underlying state
since what is actually required is p(s|o). This can be found easily using Bayes’
theorem, however, if all that is required is p(s|o) then resources are wasted by
modelling p(o, s). In particular, the estimates of p(s|o) formed from p(o, s) may
not be as accurate as those formed directly with other methods.
Training of a HMM is easy if the class labels are taken to be the hidden states
– the hidden state transition probabilities and state observation probabilities are
simply normalised histogram counts (assuming discretised observations). The
model may even be improved using unlabelled data by using these estimated
probabilities as initial guesses and using the Baum-Welch training procedure to
refine the probability estimates. Then using these learned distributions, given
an observation sequence, the most likely state sequence can be computed via the
Viterbi algorithm. However using this approach, long range interactions cannot
be mediated via the hidden states, as these are assumed to be the class labels.
A variety of algorithms exist for inferring the hidden state sequence, including
Viterbi, forwards-backwards or filtering [74]. Only the filtering algorithm is
suitable for online (real time) label estimation, as the other two require all of
the observations be available for inference.
Alternatively, if the hidden states are desired to mediate some long range
interactions in the sequence data, then the training segments can be broken
into continuous segments of the same label, and these segments used to train
a single HMM for each label. Then, to obtain a label for a given sequence, the
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probability of the most likely state sequence is found given each HMM, and the
label corresponding to the HMM obtaining the highest likelihood is the selected
label. However, this approach is only capable of generating a single label per
observation sequence, if continuous labelling is required, the sequence needs to be
segmented and each segment tested in this fashion. However, using this method
means that online labels are always available.
5.2.2 Discriminative sequence modelling: maximum
entropy Markov models
From the previous description it can be seen that some deficiencies exist with
HMMs that can result in suboptimal performance. The requirement of a finite
observation alphabet or set of generators is such a limitation which precludes the
use of richer overlapping features, and as seen from the previous chapter, the
feature set heavily influences the best performance attainable. Additionally, a
HMM is trained to maximise the likelihood that the model generated the training
sequences, however in the predictive task of finding p(s|o), the observations are
given and thus there is no need to estimate the probability of an observation.
This deficiency is particularly manifest in the segmented type HMMs where the
hidden states are used to mediate long range interactions; because the HMMs are
trained per category, they are not optimised for maximising separation between
categories.
A maximum entropy Markov model (MEMM) proposes to fix some of these
deficiencies, by modelling p(st|st−1,ot) directly [76]. This has the distinction that
modelling now takes into account the previous state, therefore the observations
are considered as being associated with state transitions rather than the current
state only. By avoiding modelling the joint distribution p(o, s), observations are
no longer constrained in their representation, and may be sequences of real valued
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vectors. As with HMMs, a forwards-backwards procedure is used for inferring the
sequence labels given a sequence of observations and a trained MEMM. However,
there exists a limitation of MEMMs, known as label bias. Put simply, the directed
nature of the graph underlying the model means that evidence further along
the sequence cannot flow backwards to previous states; this is a consequence of
conservation of probability mass at each state transition. CRFs were developed
to alleviate this specific problem [77].
5.2.3 Discriminative sequence modelling: conditional
random fields
As mentioned, the principal shortcoming of MEMMs is the label bias problem,
which requires probability mass to be conserved at each state transition, with
the result of favouring states with fewer outgoing transitions, irrespective of the
observations. The CRFs framework solves this in a principled fashion [77], by
allowing label transition probabilities to be globally normalised given the entire
sequence, rather than locally. A downside of this approach is that CRFs are not
suitable for real time label inference [74, 75]. CRFs do not employ the notion
of hidden states in the way a HMM does, instead the framework is developed
considering label sequences.
There are other benefits to the CRF approach, as well as solving the label
bias problem. They permit arbitrary underlying graphical structures [75, 78, 79],
which means that the label sequence no longer requires the Markov assumption,
although Markov like linear chain CRFs are still frequently used. For linear chain
CRFs, they can be constructed such that label transitions are conditioned on just
the current observation, or a number of past and future observations, or even the
entire observation sequence. CRFs also have latent variable extensions for medi-
ating complex non-linear and long range interactions between observations and
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states, via hidden state CRFs [80], which assigns a single label per sequence re-
quiring sequence segmentation for label sequence predictions. Additionally, latent
dynamic CRFs contain latent variables for assigning a label to each observation
in a sequence without using sequence segmentation that would be required when
using the hidden state CRF [81]. In particular, a modified hidden state CRF is
found to be the best performing single-system method in an automatic speech
recognition task [82].
5.3 Experimental methods and results
Due to time constraints, it was not possible to investigate the use of structured
prediction methods more fully. The methods considered here were preliminary
investigations that tried to determine if a simple application of CRFs can improve
upon results obtained previously, due to being a purpose designed method for
sequential labelling.
In particular, problems with attempting to assess HMMs arise from the need
to estimate the number of mixture components (for continuous observations), or
number of vector quantisation centres, which would require searching a parameter
range and using cross validation. For latent variable CRFs, the training time is
considerable, and again the free parameters, amount of observations to condition
labels on and number of latent variables, need to be selected by cross validation.
Even for standard CRFs without latent variables, training takes sufficiently long
that it was not feasible to investigate the impact of number of observations the
labels are conditioned upon. Finally, only linear chain CRF structures were con-
sidered, due to the time required for engineering feature functions and alternative
structure that might be capable of capturing nonlinear label interactions.
For training CRFs with the HCRF software [81], there were some parameters
that may be optimised, including a regularisation parameter, and the number of
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Table 5.1: The experimental parameters and values for experiments conducted in this chapter.
Parameter Values
Observation length 1 second with overlap, each segment shifted by 0.25 seconds
Temporal context 25 segments, equivalent to 7 seconds. By default of the HCRF package, this is
future observations and past observations with respect to the current label, i.e. 12
past observations, the current observation, and 12 future observations
Classifiers CRFs trained over SVM outputs, CRFs trained on feature sequences directly
Representations Heur8, Spectra and Heur8 concatenated (S+H8)
CRF regularisation 0
CRF solver iterations 100
iterations for the optimisation solver. These were simply selected a priori and
fixed, as it was not feasible to optimise using cross-validation.
5.3.1 Experimental methods
As with the previous chapter, 200 bootstrap resamples were used for experimental
assessments, using the same record randomisation as the results from the previous
chapter, to allow them to be comparable. Table 5.1 shows all of the experimental
parameters and the values or value ranges they were fixed to.
5.3.2 Results of CRF experiments
Figure 5.1 shows the Accbal distributions for CRF classifiers trained over both raw
features and SVM outputs, with both Heur8 and S+H8 features. Spectra features
were not tested since in the previous chapter there was no case where Spectra
only features had an advantage over S+H8 features. Then, Figure 5.2 shows the
sensitivity of each category NVR, VT and VF for these methods. Finally, each
method is summarised by Table 4.5, showing average confusion matrices.
The best performing method, CRFs trained over S+H8 features directly, did
not perform much better on average than a Spectra based RBF SVM classifier,
with a median Accbal of 68%. CRFs trained directly over Heur8 features obtained
the worst result, with a median Accbal of 60%. From Figure 5.2 it can be seen
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Figure 5.1: Distributions of Accbal across all bootstrap resamples for CRFs trained over RBF
SVM outputs, and trained directly over Heur8 and S+H8 representation spaces
Table 5.2: Average confusion matrices over all bootstrap resamples for each method shown in
Figure 5.1. Rows are the ground truths, and columns are the diagnoses made.
Diagnosed as
Method Ground Truth NVR% VT% VF%
NVR 93.5 3.5 3.0
RBF CRF Heur8 VT 25.3 19.6 55.1
VF 8.2 14.0 77.8
NVR 93.0 3.9 3.2
CRF Heur8 VT 25.6 19.7 54.7
VF 10.0 19.4 70.6
NVR 94.1 4.0 2.0
RBF CRF S+H8 VT 30.1 32.1 37.8
VF 11.5 10.1 78.4
NVR 90.0 6.8 3.2
CRF S+H8 VT 23.9 40.9 35.2
VF 10.5 13.4 76.2
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Figure 5.2: Distributions of sensitivities for each of NVR, VT and VF for CRFs trained over
RBF SVM outputs,and trained directly over Heur8 and S+H8 representation spaces
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that all methods but CRFs trained over S+H8 features obtained median NVR
sensitivities competitive with overall best methods from the previous chapter,
around 95%. In particular CRFs trained over SVM outputs for the S+H8 repre-
sentation resulted in competitive NVR and VF sensitivities, but uncompetitive
VT sensitivity. The best VT sensitivities were obtained by CRFs trained over
S+H8 features directly, with a median sensitivity of 33%.
5.3.3 Discussion
A basic preliminary experiment on the ability of CRFs to perform sequence la-
belling was performed. CRFs were trained over sequences of SVM hyperplane
distance outputs, as well as directly over sequences of considered features. Bal-
anced accuracy results shown from Figure 5.1 were disappointing. An interesting
point to note, however, is that the lower whisker of the boxplot showing the distri-
bution of Accbal scores is substantially lower than that of the Heur8 based CRF
classifiers, and even those from previous chapters, whilst the upper whisker is
near 90%, indicating that in some cases the classifier can perform well. This may
be a consequence of not enough iterations for the CRF solver, which considering
that it is a convex problem, in theory should reach the best solution with enough
iterations. Interestingly, the median accuracy for a CRF trained directly on the
S+H8 features is higher than for the CRF trained over SVM outputs, although
the notches overlap so this difference cannot be considered significant. It may
however be indicative that the best CRF solution is not being obtained in all
cases. The choice of 100 iterations for CRF training was motivated by running
time, as CRFs are known to be slow to train due to the fact that the inference
step is run repeatedly as part of the training procedure [74].
Other issues that may have hampered the performance of CRFs was the lack of
any form of tuning of the regularisation parameter which may have been beneficial
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to obtaining better generalising CRFs. An observation context duration of 7
seconds was preselected, due to results from the previous chapter suggesting
that this was often a good choice. However this parameter may also benefit
from tuning in order to enhance performance. Additionally, only linear chain
structured CRFs were considered, due to these being the out of the box defaults
for the HCRF software. It is however possible to engineer a different graphical
structure which may perform better. Finally, latent variable CRFs were not
considered, due to long training times and additional parameters that required
tuning. Some unreported preliminary investigations with only a few bootstrap
resamples suggested little benefit to consideration of the latent variable variants,
but there was simply no way to determine whether the preset parameters were
simply inadequate. In particular, for real-time ECG analysis, it is necessary to
investigate hidden CRFs [80], as these are the only CRF type capable of realtime
discrimination, due to the requirement to perform segmentation.
In general, despite the disappointing results obtained in the very limited
study, CRFs and sequential learning in general are techniques that probably
warrant a considerably more in depth investigation than presented in this chapter.
The results hint at potential for sequential learning to obtain good classification
performance, but a substantial number of issues need to be tackled in order to
have a more definitive answer.
5.4 Summary and conclusions
Methods for sequential labelling were discussed briefly, based on observations from
the previous chapter results that tighter integration of methods can produce an
improvement in classification ability. The HMM, MEMM and CRF sequential
labelling frameworks were discussed briefly, motivating the use of CRFs from
the viewpoint that it dealt with theoretical issues and limitations of the other
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two approaches. A brief and by no means complete investigation into the ability
of CRFs to perform sequence discrimination in the ECG was conducted using
the benchmark representation space, Heur8, and the combination of Spectra and
Heur8 features. Despite disappointing results, the upper bound of CRFs trained
with the expanded feature space, Spectra and Heur8, suggested that good results
may be obtainable, given more computational resources in order to deal with the
uncontrolled parameters. Additionally, CRFs provide an unprecedented amount




The thesis is concluded in this chapter. The work conducted in this thesis
and the observations resulting from experiments are recalled in Section 6.1, and
further considerations are discussed in Section 6.2, including limitations, further
experiments to conduct, and recommendations for future research directions.
6.1 Thesis summary
First, in Chapter 1, it was pointed out that cardiovascular diseases are among
the leading causes of death. The basics of the electrical conduction system of the
heart was described, and how this is expected to map to an observed ECG signal.
Examples of three rhythms, SR, VT and VF were shown. The NVR category
was clarified as including all rhythms that were not of ventricular origin. Then
attention was drawn to the fact that even clinicians may struggle to differentiate
between VT and VF, and yet this is an important distinction to make, since
the two rhythms respond differently to interventions. Despite recent guidance on
how to better discriminate between these rhythms in the ECG, it was not easily
transformed into rhythm detection algorithms. This was therefore chosen as the
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problem of study for this thesis.
Then, in Chapter 2, specific technical details for understanding the prob-
lem and existing approaches in the literature were discussed. First, an overview
of representation spaces developed in studies were presented, grouping them by
the types of features they derive; temporal, spectral or other types (dynamical,
complexity, etc). A summary of the limitations in the way the studies were con-
ducted was then discussed, including experimental flaws, and the low dimension
of features derived in all studies. Next, machine learning techniques were dis-
cussed, including supervised learning and the most commonly used technique in
this thesis, SVMs. Important issues around the use of SVMs for classification
were discussed, which included multiclass classification (since the ECG rhythm
diagnostics problem as described is a multiclass problem), tunable parameter se-
lection, and dealing with unbalanced data as is the case with the ECG datasets
selected. Techniques for assessing models built using classification learners were
discussed, along with appropriate metrics for determination of which models per-
form well. Then, unsupervised learning was touched upon, and PCA for feature
dimension reduction was introduced. Finally, details on the ECG databases were
provided, including statistics on the rhythms present, selection criteria used for
the inclusion of records into the experimental assessment framework, and record
preprocessing.
Chapter 3 described two selections of features to be used as benchmarks, from
previous studies [3, 15, 19, 25–27, 58], informed by particular studies which per-
formed binary classification between NVR and arrhythmias [32], and between VF
and non-VF [31]. Most features were selected from among the highest ranked for
the VF and non-VF task, since this has an implicit element of treating VT and VF
separately. In order to have higher dimensional features, the Fourier transform
of ECG segments was proposed. This was motivated by the fact that taking the
absolute value of Fourier spectra also allows to halve the dimension, and enabled
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a time-shift insensitive representation. An experimental protocol was designed
based on bootstrap resampling, with the goal of properly estimating generalisa-
tion capability of each method by ensuring a set of patients was completely unseen
by any of the model building procedure. In addition, an important contribution
of this work was the use of descriptive statistics, using boxplots to visualise cumu-
lative distribution functions of accuracy scores, which is a departure from typical
results presentations in the literature. The goal of the experiments conducted in
this chapter was to obtain an idea of what dimension is appropriate, understand
the impact of ECG segment length on classification ability, and discover which
classification methods and parameters appear to perform the best. Based on
the results of this chapter, one of the reference feature spaces was dropped from
further consideration, as well as dimension reduction of Fourier spectral features
based on PCA, and only the RBF SVM classifier was retained.
In Chapter 4, the goal was to improve upon the best results obtained in Chap-
ter 3. The avenue that was explored for this purpose was through combinations
of multiple classifiers in order to improve overall accuracy, as well as building
upon the observation that different representation spaces were more capable at
discriminating between different groups of ECG rhythm categories. The sim-
plest method, LCEs was effectively performing temporal aggregations of SVM
outputs over a given time period in order to exploit expected temporal correla-
tions due to the ECG being a time series. In order to approach the problem in a
more principled fashion, the stacked generalisation method was re-purposed for
learning a higher level temporal combiner function using machine learning tech-
niques, rather than ad-hoc selection of temporal aggregation functions. Based on
the observation that NVR vs arrhythmia, and VT vs VF forms a natural label
hierarchy, various approaches to mixing representation spaces were considered,
including feature concatenation and hierarchical classifier constructions, in or-
der to try and exploit the apparent strengths of each feature set. Experimental
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results showed that combining decisions temporally improved decision accuracy,
but combining the representation spaces directly via feature concatenation also
produced a substantial boost to diagnostic accuracy. The cumulative improve-
ments when compared with the highest scoring features from [32] was a 12%
improvement in overall median accuracy, with the interquartile ranges of the two
methods substantially separated.
Finally, supervised sequential labelling was explored inChapter 5. This was
motivated by the observation that using previous decision outputs as variables in
a higher level predictor function improved the accuracy scores substantially. A
brief introduction into the graphical modelling techniques HMMs, MEMMs and
CRFs was presented. Due to time constraints, and the fact that the CRF model
is the most flexible with the fewest assumptions, only a limited set of CRF models
were evaluated, on sequences of features directly, and sequences of SVM outputs.
For reasons that were only speculated upon, the CRFs were unable to achieve
parity with the temporal ensemble methods constructed in the previous chapter,
however the results in this chapter should not be taken as definitive, since the
CRFs were not tuned in order to get the best possible results.
6.2 Directions for further research
A new methodology was developed for improving classification between NVR,
VT and VF simultaneously in the ECG. Through the process of developing the
methodology, some avenues for future work were obvious as a consequence of
the developments. On the other hand, observations were also made that are not
reported in the thesis. Observations that may directly lead to further research
expected to have a positive impact on ECG rhythm classification are discussed
in some detail.
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6.2.1 Sequential labelling
In Chapter 5, CRFs were briefly explored for developing classifiers utilising
information from neighbouring observations. The experiment was not successful,
owing to time constraints which influenced a number of factors, including:
1. Insufficient number of iterations used by the CRF solver to reach the global
optimum
2. Exploration of only a basic graphical structure underlying the CRF, i.e.
interactions between the current label and neighbouring interactions, but
no interactions with neighbouring output nodes (labels)
3. No systematic exploration of tunable parameters such as the regularisation
value or number of neighbouring interactions, via cross validation
4. More advanced CRF models such as latent variable CRFs [80,81] were not
tested
One aspect to note about CRFs, is that they cannot perform real time diagnostics,
due to the way they operate (in fact a direct consequence of solving the label bias
problem, see 5.2.2). However, hidden CRFs provide a single output label for the
entire sequence. Thus real-time inference can be achieved via segmentation, and
it may be possible to replace LDA from the temporal stacking method proposed
in Chapter 4 with a hidden CRF. However, an important aspect to explore is the
development of the graphical structure of a regular CRF – such a system is still
useful for oﬄine diagnostics – since it is noted that engineering the structure of
a CRF is to be preferred to using latent variables, as the optimisation problem
with latent variables is non-convex [78]. Other possibilities for CRFs include
the so-called recurrent CRF [83], and a variation of the hidden CRF based on
constrained distributions [82].
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Recalling the temporal stacking procedure developed in Chapter 4, it is noted
that this technique shares some similarity with, but is not identical to, the
recurrent sliding window approach [73], although this was not known at the
time of development. Therefore this technique, and others should be explored
for sequential labelling to determine how much additional improvement can be
obtained by accounting for neighbouring interactions. Possible techniques for this
include convolutional neural networks [84], and recurrent neural networks with
long short term memory [85]. Particular attention should be paid to convolutional
neural networks, since the input and lower hidden layers are convolutional, which
makes it seem a good fit for classification of time series data, whilst simultaneously
performing feature discovery by the way of learning appropriate filters at the
convolutional layers.
6.2.2 Development of features for ECG rhythm
classification
An aspect of building classification and learning systems that is often overlooked
is the engineering and dimension of the input features. From Chapter 3, it
was already clear that higher dimensional features were useful for improving
diagnostic accuracy overall. The problem with the derived spectral features was
that classification using these features reduced detection sensitivity of NVR, a
critical aspect of the problem, since, if NVR are not correctly classified as NVR,
they they are being classified as either VT or VF, which would result in an
undesirable shock treatment in AED and AICD scenarios. On the other hand,
features derived in previous studies obtained good NVR sensitivity (this aspect
was often highlighted in previous studies, as defibrillating when no arrhythmia is
present can itself induce VF), but at the expense of differentiating between VT
and VF.
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Recalling Chapter 4 again, the best result presented in this thesis was obtained
through the combination of reference features and proposed spectral features,
which when combined in certain structures exploiting the label taxonomy allowed
for classifiers that improved sensitivities of all categories when compared with
previous work. This suggests that further research on feature engineering needs
to occur, in order to obtain features good for VT and VF separation, as well as
for correctly separating NVR from arrhythmias. Although convolutional neural
networks and deep auto encoders have the promise to learn features directly, this
should not be relied on and feature engineering should remain an active area of
research. In particular, different types of sequential features may be derived, using
ECG landmark points, e.g. [86,87]. The curve length transform [86] in particular
may be useful, as the curve length becomes large where rapid changes occur, e.g.
QRS complex, or erratic ventricular activity. However, these approaches require
the use of landmark isolating algorithms, which is not an easy problem in general,
and were avoided in this thesis through the use of Fourier transform in order to
achieve some form of shift invariance.
6.2.3 Mislabelling in the ECG databases
The problem of differentiating NVR rhythms from VT and from VF was ap-
proached in this thesis by the way of supervised learning. This means that
rhythms were provided with ground truths, as a gold standard. The rhythm
labels were used to estimate a mapping function from a feature space to a deci-
sion about which rhythm is currently observed in the ECG. An aspect that was
not touched upon was the quality of ECG rhythm labelling. However, given the
difficulty in getting experts to agree on some examples of labelled ECGs [2], the
existence of the Lambeth Conventions articles [10,11], and a study where human
experts had difficulty in classifying some of the evaluation traces [3], it is clear
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that one element of the problem which is critical to achieving success in building
an automated rhythm detector is to have reliable gold standards for both devel-
opment and assessment of the algorithms. Of particular note, is the fact that a
more recent study [31] relabelled portions of NVRs as VT in the CUDB1. How-
ever, these new annotations are not, as of the time of writing, available to the
public, but acknowledge a critical problem with the gold standard that potentially
limits the upper bound on achievable accuracy of automated diagnostics.
Figure 6.1 shows some examples found in the databases of VF that were
wrongly labelled as VT, where each episode is 15 seconds long. Figure 6.2
shows 15 second long examples of VT labelled incorrectly as VF. The records
are shown from the onset of the rhythms, i.e. the rhythm preceding onset is
NVR in all cases. The VT rhythms labelled as VF go on to become VF later
in the episode, which would make this labelling consistent with the Lambeth
Conventions understanding of rhythm labelling2. This reveals a fundamental
limitation with the Lambeth Conventions definitions – real time analysis (by
either automated diagnostics or a human expert) cannot “foresee” the upcoming
VF. This is a technical issue with the definitions – all rhythms are to be labelled
as the worst identified in the episode, for the entire episode. This difficulty can
be resolved by a small proposed amendment to the definitions, that is, to say
that a VT episode may be upgraded to a VF classification from the point which
VF occurs, and the episode may not subsequently be downgraded to VT.
Therefore, it is clear from both an experimental and observational standpoint
that re-annotation of the databases used in this work is essential for further de-
velopment of automated rhythm classifiers. The challenges for such an effort
include developing a collection framework to enable many expert cardiologists
(under guidance of Lambeth Conventions to improve consistency) to annotate
1Clarified via personal communications with the authors
2As clarified via personal communication with Michael Curtis
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Figure 6.1: Example of VF wrongly labelled as VT
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Seconds
Figure 6.2: Example of VT wrongly labelled as VF
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the ECG databases according to NVR, VT and VF labels. A method would be
required to obtain final labels from many possibly non-agreeing labels. Alter-
natively, entirely new classification methods may be developed to learn decision
functions in the presence of multiple labels, rather than a single ground truth.
This would be an enhancement related to multi-target regression, although the
goal would not be to produce multiple labels given an observation. Re-labelling
of the databases would enable more consistent learning of decision functions, and
additionally, training would benefit from the inclusion of records excluded due
to the presence of ventricular flutter labels. Such annotations and the procedure
for obtaining them would need to be made public for peer review, and to allow
others to reproduce results obtained with the new labelling.
6.3 Final remarks
The problem of differentiating between NVR, VT and VF using only the ECG was
studied under a realistic assessment framework. The new experimental framework
was essential for understanding the weaknesses of existing methods and ensuring
unbiased, realistic assessment of methods for forming diagnostic systems. Meth-
ods were developed to improve the diagnostic accuracy simultaneously between all
three categories by using higher dimensional and combined feature spaces, and
using contextual information from the ECG, rather than considering segments
in isolation. The cumulative impact was to reduce overall error rates by 30%,
however much more work is required in order to achieve acceptable accuracy in
discriminating between VT and VF, particularly given that the co-incidence of
VT and VF is high [88].
Future directions for research include discovery of feature spaces that better
differentiate between VT and VF, sequential learning methods for exploiting ECG
time series interactions, and development of reliable database annotations. It is of
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utmost importance that development of methods continues to improve upon NVR
sensitivities, whilst reducing incidence of false positives for the AED and AICD
scenarios. In the AICD setting this might be achieved through incorporating
a patient adaptive beat detection method, e.g. [89], which would be useful for
reducing inappropriate shocks [8].
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