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Re´sume´
Dans une premie`re partie de cette the`se, nous e´tudions l’influence du mode atmosphe´rique
annulaire Sud (SAM) sur la circulation me´ridienne de retournement Atlantique (AMOC)
dans une simulation de controˆle du mode`le IPSLCM4. Nous montrons qu’une phase positive
du SAM, correspondant a` une intensification des vents d’Ouest souﬄant au Sud de 45˚S,
entraˆıne apre`s 8 ans une acce´le´ration de l’AMOC, via une te´le´connection atmosphe´rique
peu re´aliste. Nous trouvons aussi un lien entre le SAM et l’AMOC a` une e´chelle de temps
multide´cennale. Des anomalies positives de sel cre´e´es par un SAM positif entrent dans le
bassin Atlantique par le Passage de Drake et plus largement par le courant des aiguilles,
elles se propagent vers le Nord et atteignent le nord de l’Atlantique Nord, ou` elles favorisent
la convection profonde, entraˆınant une acce´le´ration de l’AMOC.
Dans une seconde partie, nous e´tudions dans quelle mesure l’Oscillation Multide´cennale
Atlantique (AMO) refle`te les fluctuations de l’AMOC, et quels sont les autres signaux
qui l’influencent dans des conditions climatiques de variabilite´ naturelle, ainsi qu’avec les
forc¸ages externes du 20e`me sie`cle. Nous utilisons un filtre dynamique, base´ sur un mode`le
line´aire inverse (LIM) pour de´composer la tempe´rature de surface de l’oce´an (SST) At-
lantique Nord en une partie lie´e a` la de´rive globale, une a` El Nin˜o (ENSO), une partie
associe´e a` la variabilite´ de basse fre´quence du Pacifique, ainsi qu’un re´sidu. Dans la simu-
lation historique du mode`le IPSLCM5, enlever la de´rive globale de l’AMO avec LIM induit
de meilleures corre´lations avec l’AMOC que lorsque ce signal est soustrait par une de´rive
line´aire ou par la moyenne de SST globale. De plus, nous trouvons qu’enlever l’influence de
ENSO de l’AMO ame´liore tre`s le´ge´rement ses corre´lations avec l’AMOC, tandis qu’enlever
le signal lie´ a` la variabilite´ de basse fre´quence du Pacifique les de´grade fortement. La ro-
bustesse de ces re´sultats est ve´rifie´e dans des simulations de controˆle avec cinq mode`les
diffe´rents. Cette de´construction de l’AMO est aussi effectue´e dans les observations de SST.
Enfin, nous e´tudions rapidement l’impact du forc¸age volcanique sur les liens entre
l’AMO et l’AMOC dans une simulation du dernier mille´naire avec le mode`le IPSLCM4.
Mots cle´s : Circulation Me´ridienne de renversement Atlantique, Oscillation Mul-
tide´cennale Atlantique, El Nin˜o, Variabilite´ de´cennale, Variabilite´ multide´cennale, Telecon-
nections, Oscillation Arctique, Mode Annulaire Sud, Mode`le Line´aire Inverse, Eruptions
volcaniques.
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Abstract Study of the causes and effects of the Atlantic Meridional Overturning Circulation
In the first part of this thesis, we study the influence of the Southern Annular Mode (SAM)
onto the Atlantic Meridional Overturning Circulation (AMOC) in a control simulation
with the IPSLCM4 model. We show that a positive phase of the SAM, corresponding to an
intensification of the Westerlies south of 45˚S, leads to an acceleration of the AMOC after
8 years, via an atmospheric teleconnection, which is likely to be model-dependent. We also
find a link between the SAM and the AMOC at a multidecadal time scale. Positive salt
anomalies, created by a positive SAM, enter the South Atlantic from the Drake Passage and,
more importantly, via the Aghulas leakage; they propagate northward, eventually reaching
the northern North Atlantic where they decrease the vertical stratification and thus increase
the AMOC.
In the second part of this thesis, we study to what extent the Atlantic Multidecadal
Oscillation (AMO) reflects the AMOC fluctuations, and what are the other signals that
influence it in natural climate variability conditions and with the external forcings of the
20th century. We use a dynamical filter, based on linear inverse modeling (LIM), to de-
compose the North Atlantic sea surface temperature (SST) field into a global trend, an
El Nino Southern Oscillation-related part (ENSO), a part associated with Pacific decadal
variability and a residual. In the historical simulation with the IPSLCM5 climate model,
removing the global trend from the AMO with LIM yields to better correlations with the
AMOC than removing a linear trend or the global mean SST. We also find that removing
the ENSO-related part from the AMO with LIM leads to small changes, and even better
correlations with the AMOC. Additionaly removing the signal associated to Pacific decadal
variability leads to considerable changes in the AMO, which becomes much less correlated
to the AMOC. The robustness of these results is demonstrated by performing the LIM
decomposition in control simulations with five different climate models. Besides, the LIM
filter is applied to SST observations.
Finally, we briefly study the impact of the volcanic forcing onto the links between the
AMO and the AMOC in a simulation of the last millenium with the IPSLCM4 climate
model.
Keywords : Atlantic Meridional Overturning Circulation, Atlantic Multidecadal Oscil-
lation, El Nin˜o Southern Oscillation, decadal and multidecadal variability, teleconnections,
Arctic Oscillation, Southern Annular Mode, Linear Inverse Modeling, Volcanic eruptions.
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Introduction
2 Chapter 1. Introduction
1.1 The role of the ocean in climate
Climate mainly results from the interactions between oceanic and atmospheric pro-
cesses and external forcings, such as the solar irradiance, aerosols and greenhouse
gases. The last two can have natural (e.g. aerosols from volcanic eruptions) or
anthropogenic origins. The climate components vary on a very large spectrum of
time and spatial scales. Before considering in more details the oceanic variability at
decadal to multidecadal time scales, which is the main topic of this thesis, we show
that the ocean plays a key role in climate, in order to then better understand how its
variability impacts the climate variability, and how it is influenced by atmospheric
and forced variability.
The solar irradiance is the main energy source for the Earth, and it strongly
depends on the latitude, as shown in Fig.1.1, with a maximum near the equator
where losses due to absorption by the atmosphere is smallest, since the rays arrive
vertically. The heat is transported toward the high latitudes by the atmosphere
and the ocean, leading to a temperate climate.
Figure 1.1: Heat flux received at the Earth surface. Source : NASA.
Only 20% of incoming solar radiation are directly absorbed by the atmosphere,
while 49% are absorbed by the ocean and land surface, where it is stored as heat,
mostly near the surface. As the oceanic heat capacity is larger than the one of the at-
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mosphere or the land (Cp(oce) = 4000J.kg
−1.K−1 versus Cp(atm) = 1000J.kg
−1.K−1
for air and Cp(sol) = 800J.kg
−1.K−1 for soil and rocks), the ocean is an important
heat reservoir : 3.5 m of water contain as much energy as an entire atmospheric
column ([Gill 1982]).
A large amount of the solar energy absorbed by the ocean is transmitted to the
atmosphere via radiative and turbulent energy exchange at the sea surface. The
latter depends on several atmospheric variables, such as the wind speed, the air
humidity and temperature, and the cloud cover, but only on one oceanic variable,
the sea surface temperature (SST), which is roughly constant in the surface layer,
called the surface mixed layer, where mixing homogenizes water properties. SST
thus plays a major role in climate as a key variable of ocean-atmosphere interac-
tions. The climatological SST is shown in Fig.1.2, using the HadISST1 dataset
from 1901 to 2008. The HadISST1 data consist of monthly global fields of SST on
a 1˚area grid, obtained using data reconstruction techniques based on in situ sea
surface measurements since 1871 and satellite derived estimates of SST in recent
decades ([Rayner et al. 2003]). As shown in Fig.1.2, the SST distribution is almost
zonal with warmest water near the equator, where the net radiation is maximum
(Fig.1.1). However, temperatures tend to be cooler in the eastern part of the trop-
ical basin, because of upwelling processes occuring for instance near the Peruvian
coast and the western coast of North Africa. The SST is maximum in the equatorial
Pacific warm pool, located in the western tropical Pacific and eastern Indian ocean,
while lower temperatures due to equatorial upwelling are observed in the eastern
equatorial Pacific, referred as the cold-tongue. In the subtropics, temperatures are
higher in the western part of oceanic basin, because of western boundary currents
advecting heat poleward, such as the Gulf Stream in the North Atlantic and the
Kuroshio in the North Pacific. In the subpolar basins, the zonal SST gradient re-
verses sign, with higher temperatures in the eastern basin and lower in the West,
because of the wind-driven cyclonic circulation. In the Southern Ocean, there is a
very strong cold thermal front, which is due to the upwelling driven by the Southern
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Westerlies. Because of a combination of oceanic and atmospheric processes, SSTs
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Figure 1.2: Climatological SST (in ˚C) from the HadISST data set (1901-2008).
vary on different time scales. As shown in Fig.1.3, the standard deviations from
the annual mean after removing the seasonal cycle are very high in the equatorial
eastern Pacific because of the El Nin˜o phenomenon. The variations are also large
in the western boundary currents in the North and South Atlantic and the North
Pacific, as well as in the area of the Aghulas leakage south of Africa.
The solar energy absorbed by the ocean, which is not transmitted to the atmo-
sphere, is transported by currents, mainly from the equator towards the poles. As
shown in Fig.1.4 (left), the northward oceanic heat transport between the equator
and 20 ˚N is as large as the atmospheric one, while it is smaller at higher latitudes.
Contrary to other basins, the heat transport in the Atlantic is northward at all
latitudes (Fig.1.4 right). The heat is largely transported by a slow (a few mm.s−1)
and large-scale circulation, called the thermohaline circulation or the meridional
overturning circulation (MOC). Heat is also carried by ocean eddies and by the
wind-driven gyre circulation in the horizontal plane. In particular, intense west-
ern boundary currents of the subtropical gyres, such as the Kuroshio and the Gulf
Stream, transport warm water poleward.
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Figure 1.3: Standard deviation (in ˚C) from the climatological mean SST based
on the HadISST data set (1901-2008).
FIG. 7. The required total heat transport from the TOA radiation FIG. 5. Implied zonal annual mean ocean heat transports based upon the surface ﬂuxes for Feb
Figure 1.4: Zonally averaged northward heat transport. Left : total (RT), atmo-
spheric (AT) and oceanic (OT), estimations from NCEP. Right : oceanic, total
(black), in the Pacific (green), in the Atlantic (blue) and in the Indian ocean (red),
estimations from ECMWF. Source : [Trenberth and Caron 2001].
The thermohaline circulation can be viewed as a global conveyor belt that links
warm surface waters and deep water flows in the different oceanic basins, as shown
by a highly simplified schematic in Fig.1.5. To be rigorous, the thermohaline cir-
culation and the MOC are not exactly equivalent, although they are often used
without distinction ([Rahmstorf 2006]), and we focus in this thesis on the MOC.
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Figure 1.5: Schematic view of the thermohaline circulation. Warm and surface
waters are indicated in red, and cold and deep waters in blue. Source : IPCC 2001.
The thermohaline circulation may be contrasted to the wind-driven circulation and
is driven by fluxes of heat and freshwater across the sea surface and subsequent
mixing of heat and salt in the ocean interior, although it is also affected by the
wind. The MOC is generally quantified by the meridional streamfunction, which
can be defined globally (MOC) or for the Atlantic only (AMOC). Considering that
the meridional transport is non-divergent, i.e. ∂V∂y +
∂W
∂z = 0 with V (resp. W )
the meridional velocity v (resp. vertical velocity w) integrated along longitudes
x (V =
∫
vdx, resp. W =
∫
wdx), there exists a streamfunction ψ(y, z) such as
V = −∂ψ∂z and W =
∂ψ
∂y . The MOC corresponds to a meridional flow field, and
includes thus wind-driven parts, in particular the Ekman cells. There are various
estimates of the mean MOC. For instance, [Ganachaud and Wunsch 2000] used hy-
drographic sections from 1990 to 1996 gathered by the World Ocean Circulation
Experiment (WOCE) to obtain an estimate of the global oceanic transport, shown
in Fig.1.6, suggesting that the overturning in the North Atlantic is about 15 Sv.
[Talley et al. 2003] computed the meridional overturning circulation from absolute
geostrophic velocity estimates based on hydrographic data and from climatological
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Ekman transports, and found an overturning in the North Atlantic of 18 Sv +/-3Sv.
Figure 1.6: Global ocean circulation averaged along longitudes. Estimations ob-
tained with WOCE hydrographic data by [Ganachaud and Wunsch 2000]. Colors
indicate the density class of the estimated water mass.
Among the various oceanic processes carrying heat cited above, the dominant
one in the North Atlantic is the overturning circulation ([Hall and Bryden 1982]).
In the Atlantic, the MOC is made of two main overturning cells : one related to
North Atlantic Deep Water (NADW), and one to Antarctic BotomWater (AABW),
as sketched in Fig.1.7. There are also Ekman cells, which are wind-driven and do
not extend below 500 m. The different cells can be observed in Fig.1.8 showing the
mean AMOC streamfunction based on a model constrained by observational data
(GECCO model, from [Ko¨hl and Stammer 2008]). The AABW cell is associated
to deep waters formed by convection around Antarctica in the Wedell sea and is
limited to the deep ocean (below 3000 m). It has a much smaller amplitude than the
NADW cell. The NADW cell spans the whole Atlantic basin above 3500 m. Warm
waters are carried near the surface northward, in particular via the Gulf Stream
in the subtropical gyre. When entering the subpolar region, the surface branch of
8 Chapter 1. Introduction
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Figure 1.7: Side view of the circulation in the Atlantic, showing various flow com-
ponents and mechanisms. Color shading shows the observed density stratification,
with lightest waters in blue and densest in orange. From [Kuhlbrodt et al. 2007].
Figure 1.8: AMOC streamfunction based on a model constrained by observational
data (GECCO model from 1952-2001). From [Ko¨hl and Stammer 2008].
NADW get colder because of heat loss to the atmosphere, in particular in winter.
The cooling is associated with a deepening of the mixed layer depth, reaching
more than 1000 m in the main deep convective zones, located in the Labrador Sea,
in the Greenland-Norwegian Sea, and near the continental shelves. There exist
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two types of mechanism leading to the formation of the NADW : the open ocean
convection and the overflows ([Kuhlbrodt et al. 2007]). Deep convection mainly
occurs in the Labrador Sea, when the water column has been preconditioned by a
buoyancy loss, enhanced cyclonicity, and a weakening of the vertical stratification.
If a strong heat loss occurs, the remaining weak density stratification diseappears
and vigorous vertical mixing leads to a sinking of cold surface waters and a rising
of warmer deep waters. The resulting deep waters can reach depths of 1000 m in
the Irminger Sea ([Bacon et al. 2003]), 2000 m in the Labrador Sea, and 3000 m in
the Greenland Sea ([Kuhlbrodt et al. 2007]). The other deepwater mass formation
occurs via the overflows. In the Nordic Seas, convection at depths of 600 to 800
m is sufficient to create deepwater masses, since the flow has to pass over the sills
of the Greenland-Iceland-Scotland ridge. These intermediate depths are regularly
ventilated by wintertime mixed layer deepening, contributing to the water masses
carried by the overflows. About half of the 15-18 Sv of estimated NADW results
from these deepwater masses (2.4-2.9 Sv and 2.4-2.7 Sv from the overflows over the
Greenland-Iceland sill in Denmark Strait and over the Iceland-Scotland sill, and
2-4Sv from deep water formed in the Labrador Sea), and related entrainment of
waters along the currents paths ([Kuhlbrodt et al. 2007]).
The dense NADW then flows at depth towards the South, in part along the deep
western boundary current. It is then upwelled towards the surface through vertical
diffusion in the global ocean, and also by the Ekman pumping driven by the strong
Westerlies blowing around Antarctica. It has long been considered that the deep
convection in the northern North Atlantic was the main driver of the AMOC, but
as suggested by [Toggweiler and Samuels 1995], the Southern Ocean may also play
a driving role, as discussed below.
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1.2 AMOC variability
This circulation, extending from the southern to the northern hemisphere and from
the surface to the ocean floor, is hard to fully monitor. Estimations such as that
shown in Fig.1.6 only provides mean values of the AMOC, and their uncertainty is
too large to document its interannual variability. Since 2004, the RAPID project
has deployed moorings along 26.5˚N to measure the AMOC variability nearly con-
tinuously ([Cunningham et al. 2007]). The array design combines cable voltage
measurements of the Gulf Stream flowing through the Florida strait at this lati-
tude, estimations of Ekman transport from QuickScat satellite-based wind obser-
vations, and measurements of the mid-ocean flow by moored instruments, and it
was shown that the total overturning can be estimated as the sum of these com-
ponents ([Baehr et al. 2004]). It reveals an annual mean overturning of 18.7 Sv
+/- 2.1 Sv, but larger fluctuations since it ranges between 4 to 35 Sv (Fig.1.9).
All components show a large variability, and the mid-ocean and Gulf Stream com-
ponents were shown to dominate the seasonnal variability ([Kanzow et al. 2010]).
However, the data are limited to one latitude and remain too short to assess the
AMOC low-frequency variability. As discussed below, several studies suggest that
an index of the low-frequency variability of the North Atlantic SST, named the
Atlantic Multidecadal Oscillation (AMO), could be used as an observable proxy of
the AMOC over longer periods. In this thesis, we attempt to clarify to what extent
it can be indeed done.
Global coupled climate models are useful to investigate the AMOC variability,
since they simulate the evolution of the ocean, the atmosphere, the cryosphere, and
the land surface, as well as the interactions between these components. Although
the ability of models to represent the climate has been considerably improved in
recent years, there are still sources of uncertainties arising for instance from the non-
representation or the too coarse parameterization of some processes. It is therefore
important to consider several models to assess the robustness of a result, since each
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Figure 1.9: Transport time series estimated from the RAPID moorings deployed
at 26.5˚N in the Atlantic basins. The total overturning is shown in red, the blue
curve corresponds to the Gulf Stream contribution, the black curve to the Ekman
transport contribution, and the pink curve to the upper mid-ocean contribution.
Source : RAPID-MOC website.
model has its own bias.
In most climate models, the mean AMOC shows a circulation cell spanning the
whole basin, with deep convection occuring at high latitudes, consistent with the
observations. However, they show much diversity in their mean value and inter-
nal variability, as indicated in Fig.1.10 (left, source : [Gregory et al. 2005]), which
shows the AMOC maximum excluding the shallow wind-driven overturning simu-
lated in six coupled models and five Earth system models of intermediate complex-
ity. The latter describe the dynamics of the components of the climate system in
less detail than global climate models, but they are more sophisticated than concep-
tual models ([Claussen et al. 2002]). When integrated with increasing greenhouse
gases and aerosol concentrations that simulate the observed and projected anthro-
pogenic forcing, all models show a weakening of the AMOC (Fig.1.10 right from
[Gregory et al. 2005], [Schmittner et al. 2005]), which would have large impacts on
the global mean climate and on its variability.
In most climate models, the AMOC undergoes multidecadal fluctuations that
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Figure 1.10: Annual time series of AMOC maximum in six coupled climate models
and five Earth system models of intermediate complexity. Left : Simulations in
control conditions. Right : Simulations with increasing CO2 concentration bringing
it to four times its values in 140 yr. Source : [Gregory et al. 2005].
are closely associated with oceanic heat transport changes ([Dong and Sutton 2001],
[Latif et al. 2004]), as illustrated by the common evolution of the time series of
1st empirical orthogonal function (EOF) of Atlantic oceanic transport and AMOC
anomalies in a climate model (Fig.1.11 from [Dong and Sutton 2005]). Several
Figure 1.11: From [Dong and Sutton 2005]. Time series of the 1st EOF of Atlantic
oceanic heat transport (OHT) and AMOC (here denoted as MOC) from a control
simulation of the HadCM3 climate model.
studies indicate that the low-frequency AMOC variability is triggered by changes
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in deep convection at high latitudes, which are often caused by the main mode
of atmospheric variability in the North Atlantic sector, named the North At-
lantic Oscillation (NAO) (e.g. [Delworth et al. 1993], [Eden and Willebrand 2001],
[Dong and Sutton 2005], [Deshayes and Frankignoul 2008]). The NAO can be de-
fined as the 1st EOF of Sea Level Pressure (SLP) anomalies in the North Atlantic.
A positive NAO phase corresponds to a simultaneous strengthening of the Iceland
low and weakening of the Azores high (Fig.1.12), and it is associated with changes
in wind, storminess, air temperature, and precipitation across the North Atlantic,
as well as over Europe and eastern North America ([Hurrell and Deser 2010]). The
NAO frequency spectrum is almost white. A positive NAO phase is associated with
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Figure 1.12: NAO and EAP computed as the 1st and 2nd EOF of annual North
Atlantic SLP (HadSLP2, 1901-2008).
a cyclonic anomalous circulation in the high latitudes, leading to an intensification
of the subpolar gyre, and thus to an increase in the advection of salty water near the
deep convection sites. It also forces the convection more directly through anoma-
lous Ekman pumping and anomalous heat fluxes. There is a large concensus on
the atmospheric processes forcing the AMOC, although in the low resolution IPSL
model (IPSL-CM4), [Msadek and Frankignoul 2008] showed that the 2nd mode of
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atmospheric variability in the North Atlantic (East Atlantic Pattern, EAP), shown
in Fig.1.12 (right), primarily forces the AMOC, rather than the NAO.
The time scale of the oceanic adjustement strongly depends on the model (e.g.
[Eden and Willebrand 2001], [Dong and Sutton 2005]). In an oceanic model forced
by the observed surface fluxes from NCEP, [Eden and Willebrand 2001] found an
intensification of the subpolar gyre 3 years (yr) after a positive NAO phase, and
an increase of the AMOC starting then and reaching a maximum after 8 yr. These
time scales are similar to those found by [Dong and Sutton 2005] using a coupled
model. On the other hand, [Deshayes and Frankignoul 2008] found a faster AMOC
response lagging by 2 yr a positive NAO phase using a realistic hindcast simulation,
while [Msadek and Frankignoul 2008] found a slower response of IPSL-CM4 with a
maximum AMOC intensification 10 yr after the EAP.
Several studies indicate that the Southern Hemisphere may also play a driving
role for the AMOC. An intense oceanic current flows around Antarctica, named the
Antarctic Circumpolar Current (ACC). It extends from the surface to the ocean
floor. Surface currents are shown in Fig.1.13, based on the OSCAR (Ocean Sur-
face Current Analysis Real-time) data set from 1993 to 2005. Although the mean
vertically-integrated velocity is small (between 0.1 and 0.5 cm.s−1), the ACC trans-
ports a large amount of water (about 125 to 135 Sv, [Cunningham et al. 2003]). As
the ACC circumnavigates the Southern Ocean, it redistributes waters from one
basin to another one, as sketched in Fig. 1.14 and it thus plays a crucial role in the
large-scale oceanic circulation. This intense circulation is driven by the strong West-
erlies blowing between 40 and 60˚S, in the latitude band of the Drake passage, with
a mean wind speed ranging between 7.5 to 12m.s−1. The zonal fluctuations of these
winds are well represented by the main mode of atmospheric variability in the South-
ern Hemisphere. The latter is called Southern Annular Mode (SAM), since its pat-
tern is almost annular. It can be computed as the 1st EOF of SLP anomalies. An up-
ward trend of the SAM, corresponding to an intensication of the Westerlies, as well
as a southward shift of the latter have been observed during the past two to three
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Figure 1.13: Surface currents in the Southern ocean based on the OSCAR data set
from 1993 to 2005. Arrows indicate the current direction and colors its intensity.
decade, and these changes are attributed to anthropogenic forcing ([Cai 2006]).
Using a model sensitivity experiment, [Toggweiler and Samuels 1995] showed that
stronger Westerlies can induce more deep water formation in the North Atlantic and
more deep outflow through the South Atlantic. Indeed, the stronger winds generate
more upwelling and an intensified northward Ekman transport around Antarctica.
The equatoward flow must be compensated by water flowing poleward, but passing
where the topography allows a zonal pressure gradient, because a net meridional
geostrophic flow is only possible in the presence of zonal boundaries. This return
flow must thus pass below the sill of the Drake Passage, and such a deep water
flow can only be formed where the stratification is weak enough, namely in the
northern North Atlantic. Using a climate model, [Sijp and England 2009] showed
that a northward shift of the Westerlies leads to a weakening of the AMOC, but
also to a strengthening of the thermohaline sinking in the North Pacific, since the
position of the Westerlies controls both the amount of relatively fresh water coming
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Figure 1.14: From [Schmitz 1996]. Schematic meridional sections of interbasin flow
for each ocean with their global linkage. Surface layer circulations are shown in
purple, intermediate circulations in red, deep circulations in green, and bottom
circulations in blue.
from the Drake Passage into the Atlantic basin and the inflow of salty water com-
ing from the Indian Ocean through the Agulhas leakage. Based on climate models,
[Toggweiler and Russell 2008] argued that the predicted increase and poleward shift
of the Westerlies in the 21th century should in part counterbalance the weakening of
the AMOC predicted by climate models in a warmer climate ([Gregory et al. 2005]).
Indeed, these stronger and southward shifted winds should bring more deep water
from the Southern Ocean interior to the surface, and thus lead to more sinking and
a stronger AMOC. Similarly, [Biastoch et al. 2009] used a high-resolution oceanic
model forced by the observed winds to show that the poleward shift of the West-
erlies leads to an increase of salt entering the Atlantic basin through the Aghulas
leakage, which may lead to a strengthening of the AMOC when these saltier water
reach the northern North Atlantic. All these studies focused on the equilibrium
response to different wind configurations, the transient behavior was only briefly
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discussed by [Sijp and England 2009], who showed that the AMOC adjustment was
taking at least 30 yr. It is thus crucial to investigate the processes governing the
Southern Hemisphere variability and to understand its impact on the AMOC.
As mentionned above, the multidecadal fluctuations of the AMOC are
closely related to oceanic heat transport changes. The AMOC variability is
also associated with basin-scale SST anomaly that are often an interhemi-
spheric dipole ([Latif et al. 2004], [Vellinga and Wu 2004], [Knight et al. 2005],
[Mignot et al. 2007]), as illustrated in Fig.1.15. This pattern is very similar to
Figure 1.15: Regression of decadally averaged SST anomalies onto the AMOC max-
imum (units 0.01˚C.Sv−1, contours values at +/- 50, 25, 10, 5, 2.5, and 0). Solid
contours indicate positive values and dash-dotted contours correspond to negative
values. The shaded area indicates that the regression is 5% significant. Source :
[Vellinga and Wu 2004].
the one associated with multidecadal fluctuations of North Atlantic SST, often rep-
resented by the AMO, as shown in Fig.1.16. The latter is commonly defined as the
time series of low-pass filtered (with a cut-off period of Tc = 10 yr) SST anomalies
averaged in the North Atlantic basin (0-60˚N, 75-7.5˚W) and linearly detrended
to remove the long-term changes ([Enfield et al. 2001], [Sutton and Hodson 2005]).
Using a control simulation of a global climate model, [Latif et al. 2004] found a
high correlation between low-pass filtered North Atlantic SST anomalies (averaged
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Figure 1.16: From [Sutton and Hodson 2005]. (Top) AMO time series defined as
the time series of SST anomalies averaged over the North Atlantic (0-60˚N, 75-
7.5˚W), low-pass filterd with a 37-point Henderson filter that also removes the
long term mean. (Bottom) SSTs (in ˚C) associated with the normalized AMO
index.
between 40-60˚N and 50-10˚W) and the AMOC maximum at 30˚N, suggesting
that the AMOC variations could perhaps be reconstructed from surface observa-
tions. They also showed that, in greenhouse warming simulations, the low-frequency
AMOC variability was well reflected in the SST difference between North and South
Atlantic. Similarly, [Knight et al. 2005] found a strong correlation between the
AMOC maximum at 30˚N and the AMO in a control simulation of the HadCM3
climate model, suggesting that the AMO may be a good predictor of the AMOC.
Hence, they reconstructed the past AMOC variability from the observed SST fields
([Rayner et al. 2003]).
The high correlation found in most climate models between the AMO and the
AMOC when the latter leads by a few years suggests indeed that the AMO may
be an observable proxy of the AMOC variability, since SSTs are easily measur-
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able contrary to the AMOC. However, although the AMO in part reflects the
AMOC multidecadal variability, it is influenced by external forcings (volcanic ac-
tivity, solar forcing) and anthropogenic changes. Since there is no reason to assume
that the resulting SST changes can be removed by simply substracting a linear
trend, [Trenberth and Shea 2006] argued that the global changes could be more
efficiently removed by substracting the global mean SST, while [Ting et al. 2009]
constructed a model-based estimate of the forced component of North Atlantic
SST variability using several coupled model simulations with multiple ensemble
members and a signal-to-noise maximizing empirical orthogonal function anal-
ysis. In addition, the Atlantic SST is influenced by short time scales atmo-
spheric forcing and ocean dynamics. It is also affected by the SST changes in
the Tropical Pacific linked to ENSO via an atmospheric bridge described below
([Alexander et al. 2002], [Bro¨nnimann 2007]). Moreover, there are links at low
frequencies between the North Atlantic SST and the Pacific Decadal Oscillation
(PDO) [Enfield et al. 2001], [Orgeville and Peltier 2007], [Mu¨ller et al. 2008]), and
[Enfield and Mestas-Nunez 1999] and [Mestas-Nunez and Enfield 1999] mentionned
a linkage between the eastern North Pacific and the North Atlantic SST on decadal
to multidecadal time scales. It is thus of interest to try removing these various
influences from the SST field in order to better single out the SST signature of the
AMOC.
1.3 Global modes of SST variability
To understand the relation between the AMOC and the AMO and establish to
what extent the latter can be used as an indicator of the former, it is useful to
briefly review what controls the SST variability. The SST depends on atmospheric
processes governing the heat flux at sea surface, but also on oceanic processes, such
as heat transport by currents, vertical and horizontal mixing, and the mixed layer
depth. The oceanic upper layer is observed to be well mixed by turbulent motions,
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with an almost uniform distribution of temperature, salinity, and horizontal velocity
within a detph h. The temperature equation can thus be integrated over the mixed
layer to give an equation of the SST evolution ([Frankignoul 1985])
h
∂T
∂t
+ hu.∇T +we(T − Tb)− κh∇2T + Qnet −Qb
ρCp
= 0 (1.1)
with T the temperature of water in the mixed layer, ρ its density, Cp its heat
capacity, Qnet is the net heat flux across the air-sea interface (positive upward),
Qb the heat flux at the mixed layer base, u the horizontal current velocity, we the
entrainment velocity, Tb the temperature of entrained water, and κ the horizontal
diffusivity parameterizing the horizontal mixing. The term we(T − Tb) indicates
changes induced by water entrained in the mixed layer, and u.∇T corresponds
to the temperature advection by horizontal currents. The horizontal velocity can
be decomposed into a part related to quasi-geostrophic currents ugeo and a part
associated with Ekman transport uek. Qb mainly represents vertical mixing at the
mixed layer base and the part of solar radiation absorbed at larger depth. It can
generally be neglected, since most of the solar radiation is absorbed in the mixed
layer (except when the mixed layer is shallow, as in the eastern tropical Pacific).
The surface heat flux is defined by Qnet = Qs + Ql + Qsw + Qlw with Qs and Ql
sensible and latent heat fluxes, Qsw is the short wave radiation, and Qlw the net
flux of infrared radiation from the sea.
As mentionned above, the SST varies on different time scales and these varia-
tions depend on the geographical location (Fig.1.3). In this thesis, we are interested
in interannuel to multidecadal time scales. To understand the mechanism governing
SST varibility, we decompose each variable into a seasonaly varying mean (denoted
by an overbar) and an anomaly (denoted by a prime), the equation (1.1) becomes
dT ′
dt = −
Q′net
ρCph
A
− (hu)′.∇(T+T ′)
h
B
−h′
h
∂T
∂t C
− (we−we′)(T ′−T ′b)
h
−we′ (T−Tb)h D
+κh∇2T ′ E
(1.2)
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where ddt =
∂
∂t + u.∇ is the time derivative following the mean motion, and con-
tains thus advection by mean currents. Note that, in equation (1.2), mean prod-
ucts of anomalies have been neglected, as well as some mixing contribution, and
∂T ′
∂t as compared to
∂T
∂T in the term related mixed layer depth changes (C). The
terms participating to the evolution of SST anomaly can be divided into 3 types
([Frankignoul 1985]). The first type corresponds to the effect of atmospheric forc-
ing on SST via surface heat flux (A), wind-driven currents (B), mixed-layer depth
changes (C), and entrainment (D). The second type is related to the effect of the
ocean interior variability, mainly via quasi-geostrophic motions that alter the upper
layer by horizontal advection and vertical motion near the mixed layer base (C and
D). The third type is associated with the damping of SST anomaly, made by at-
mospheric feedback mainly via (A), by oceanic feedback (D), by horizontal mixing
(F), and by vertical mixing if Qb were not neglected.
Global averaged SSTs have been observed to increase by 0.74˚C in the
last century (between 1906 and 2005), mainly due to anthropogenic forcing
([Trenberth et al. 2007]). This warming is not steady and depends on the sea-
son and on the location, as indicated in Fig.1.17 (from [Ting et al. 2009] 2009)
showing the ratio of externally forced variance and the total variance averaged for
the six IPCC AR4 coupled models with at least four ensemble members for the
twentieth century. The forced warming is much weaker over the North Atlantic,
the North Pacific, and in the Southern Hemisphere near 60˚S, which is proba-
bly due to local ocean dynamics and/or uneven distribution of clouds and aerosols
effects ([Ting et al. 2009] 2009). Concerning natural variability, at period larger
than a month or so, except for the ENSO teleconnections (as discussed below),
the atmospheric signal can be considered in a first approximation as a white noise
forcing the ocean variability, and the ocean integrates the atmospheric forcing,
as shown in the stochastic model of climate variability of [Hasselmann 1976] and
[Frankignoul and Hasselmann 1977]. At low frequencies, however, the term associ-
ated with the advection of mean SST anomalies by geostrophic currents anomalies
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Figure 1.17: From [Ting et al. 2009]. Ratio of externally forced variance and the
total variance averaged for the six IPCC AR4 coupled models with at least four
ensemble members for the twentieth century
(ugeo
′.∇T in eq.(1.2)) plays an increasing role. For instance, the low frequency fluc-
tuations of the AMOC are associated with anomalous, geostrophic currents, which
distort the mean SST gradient, mainly resulting in the pattern shown in Fig.1.15.
SST variations at one location are generally related to those at another in the
surroundings, reflecting the large spatial scale of both the atmospheric forcing and
the oceanic variations. Eigentechniques such as EOF analysis and Principal Os-
cillation Patterns are useful tools to objectively define patterns of variability. For
instance, in the EOF analysis, the 1st eignemode corresponds to a spatio-temporal
pattern of variability that maximizes the variance.
The main mode of global SST natural variability result from coupled ocean-
atmosphere interactions linked to the El Nin˜o Southern Oscillation (ENSO,
Fig.1.18). During an El Nin˜o, which occurs every 3-5 yr, the eastern Pacific equato-
rial SSTs undergoes a large warming. It is strongly linked to the atmosphere, with
an El Nin˜o event being associated with a reduced Walker circulation, measured
by a low Southern Oscillation Index (SOI) and corresponding to a low sea-saw in
SLP between the East and the West Pacific. In this study, we do not focus on
ENSO mechanisms, but on its impact on remote oceanic conditions. As shown in
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Figure 1.18: From [Deser et al. 2010]. (a) First EOF of detrended monthly global
SST anomalies based on the HadISST data set (1900-2008), accounting for 19% of
the variance and representing the ENSO. (b) Time series of monthly SST anomalies
in the Nin˜o 3.4 region, which is indicated in the EOF pattern by the rectangle. (c)
Power spectrum of the Nin˜o 3.4 index based on 1950-2008 (solid curve) and 1900-
2008 (dashed curve). (d) Monthly std of the Nin˜o 3.4 index.
Fig.1.19, SST anomalies are associated with El Nin˜o in the North Pacific, the north
tropical Atlantic and Indian oceans during winter and spring ([Klein et al. 1999],
[Alexander et al. 2002], [Bro¨nnimann 2007]). This connection is established via
an “atmospheric bridge“ mechanism sketched in Fig.1.20 : the SST warming in
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F . 6. (a) Observed and (b) simulated El Nin˜o (warm) La Nin˜a (cold)
Figure 1.19: From [Alexander et al. 2002]. El Nin˜o- La Nin˜a composite of SLP
(contour of 1 mb) and SST (color shading of 0.2˚C) for June to August (JJA(0)),
September to November (SON(0)) of the ENSO year, December of the ENSO year
to February of 1 yr after (DJF(0/1)), and March to May of 1 yr after.
the equatorial Pacific alters the deep convective zone, which changes the Hadley
and Walker cells, generates Rossby waves, and affects the interactions between the
quasi-stationary flow and storm tracks ([Trenberth et al. 1998]). This generates
anomalous heat, freshwater, and momentum fluxes outside the equatorial Pacific.
The ocean then responds to these flux anomalies, leading to changes in mixed
layer depth, salinity, and SST. ENSO also leads to a warming in the whole Trop-
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Figure 1.20: From [Alexander et al. 2002]. Schematic of the atmospheric bridge
mechanism between the tropical and North Pacific Oceans, this mechanism is also
valid for the South Pacific, Atlantic, Indian Oceans. Qnet is the net surface heat
flux,We the entrainment rate into the mixed layer, mainly driven by surface fluxes,
SSS the sea surface salinity, and MLD the mixed layer depth.
ics, through the ”tropospheric temperature mechanism“ ([Chiang and Sobel 2002],
[Chiang and Lintner 2005]) : the troposphere is warmed by the heat released by
ENSO, and this warming is rapidly propagated to the remote Tropics by Kevin
waves, and then transmitted to the ocean.
In the North Pacific, the main mode of SST variability results from the ENSO
teleconnections, but also from the local atmospheric forcing and the advection by
geostrophic currents. This mode is the PDO, defined as the leading EOF of annual
North Pacific SST (20˚N-60˚N, 120˚E-100˚W) ([Mantua et al. 1997]). It has a
horseshoe pattern, with positive anomalies along the American coast and negative
anomalies in the central North Pacific in a positive phase (Fig.1.21). In the obser-
vations, the PDO is associated with SLP changes corresponding to a Pacific North
American Pattern (PNA) ([Wallace and Gutzler 1981]), with positive SLP anoma-
lies over Hawa¨ı, negative anomalies south of the Aleutian Islands, and positive
anomalies over the intermountain region of North America. Note that the PNA is
a natural mode of atmospheric variability, which is reflected in the 2nd EOF of the
26 Chapter 1. Introduction
Figure 1.21: From [Mantua and Hare 2002]. SST (top left) in ˚C, SLP (top middle)
in mbar, and wind stress (top right) associated with November-March averaged
values of the PDO index (Bottom). The longest wind vectors represent a pseudo
stress of 10 m2.s−2.
Northern Hemisphere extratropical SLP. The PDO was shown to be well modelled
by a 1st order auto-regressive process forced by the natural variability of the Aleu-
tian low, the ENSO via the atmospheric bridge, as well as oceanic advection in the
Kuroshio-Oyashio Extension ([Schneider and Cornuelle 2005]). It is also influenced
by the reemergence of North Pacific SST ([Newman et al. 2003]).
In the North Atlantic, the dominant mode at interannual to decadal scale is
the North Atlantic tripole, which is largely driven by the NAO via surface en-
ergy flux and Ekman currents, but also influence by SST anomaly reemergence
([de Coe¨tlogon and Frankignoul 2003]). At lower frequency, the SST is dominated
by another mode of variability first discussed by [Bjerknes 1964], [Kushnir 1994],
and later referred to as the AMO ([Kerr 2000]). The mode does not seem to be
related to direct atmospheric forcing but was suspected to reflect the variability of
oceanic circulation ([Delworth and Mann 2000]), as discussed above.
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1.4 Objectives of this thesis
This thesis has two different goals. The first objective is to investigate the influence
of the Southern Ocean onto the AMOC at interannual to multidecadal time scales,
using 500 yr of a control simulation with the IPSL-CM4 climate model. This is
done in Chapter 2, which is an article published in Journal of Climate.
The second objective, which is the main topic of this thesis, is to understand
the relation between the AMOC and the AMO, and to establish to what extent the
latter can be used as an observable proxy of the former. In particular, we investigate
the impact of removing the ENSO teleconnections, the influence the Pacific decadal
variability, and the trend related to global warming in the last century. This AMO
deconstruction is made using a dynamical filter, based on linear inverse modeling
(LIM). First, we describe the LIM theory in Chapter 3. Then, in Chapter 4, the
LIM approach is applied to the observed global SST anomalies (north of 20˚S where
data coverage is best), and used to decompose the North Atlantic SST field into a
signal linked to the global trend, a part that is related to ENSO, one to decadal
variability in the Pacific, and a residual. To determine which ”filtered” AMO is
expected to best reflect the AMOC variability, the decomposition is also applied to
an historical simulation and several control simulations of global climate models,
where the AMOC is known.
The AMO deconstruction is also made in a simulation of the last millennium cli-
mate in Chapter 5, representing the volcanic eruptions, since the latter, and in par-
ticular explosive tropical eruptions, strongly impact SST and the oceanic variability
(e.g. [Robock 2000], [Jones et al. 2005], [Otter˚a et al. 2010], [Mignot et al. 2011]).

Chapter 2
Influence of the Southern
Annular Mode onto the
Atlantic Meridional
Overturning Circulation
Links between the Southern Annular Mode and the Atlantic Meridional Overturning
Circulation in a Climate Model
CAMILLE MARINI, CLAUDE FRANKIGNOUL, AND JULIETTE MIGNOT
LOCEAN, Universite´ Pierre et Marie Curie, Paris, France
(Manuscript received 15 December 2009, in final form 6 September 2010)
ABSTRACT
The links between the atmospheric southern annular mode (SAM), the Southern Ocean, and the Atlantic
meridional overturning circulation (AMOC) at interannual to multidecadal time scales are investigated in
a 500-yr control integration of the L’Institut Pierre-Simon Laplace Coupled Model, version 4 (IPSL CM4)
climate model. The Antarctic Circumpolar Current, as described by its transport through the Drake Passage,
is well correlated with the SAM at the yearly time scale, reflecting that an intensification of the westerlies
south of 458S leads to its acceleration. Also in phase with a positive SAM, the global meridional overturning
circulation is modified in the Southern Hemisphere, primarily reflecting a forced barotropic response. In the
model, the AMOC and the SAM are linked at several time scales. An intensification of the AMOC lags
a positive SAMby about 8 yr. This is due to a correlation between the SAMand the atmospheric circulation in
the northern North Atlantic that reflects a symmetric ENSO influence on the two hemispheres, as well as an
independent, delayed interhemispheric link driven by the SAM. Both effects lead to an intensification of the
subpolar gyre and, by salinity advection, increased deep convection and a stronger AMOC. A slower oceanic
link between the SAM and the AMOC is found at a multidecadal time scale. Salinity anomalies generated by
the SAM enter the South Atlantic from the Drake Passage and, more importantly, the Indian Ocean; they
propagate northward, eventually reaching the northern North Atlantic where, for a positive SAM, they de-
crease the vertical stratification and thus increase the AMOC.
1. Introduction
The SouthernOcean is a key component of the climate
system. Its circulation is dominated by the Antarctic
Circumpolar Current (ACC) that transports about 125–
135 Sv (1 Sv [ 106 m3 s21) of water around Antarctica
(Cunningham et al. 2003) and links the Atlantic, Indian,
and PacificOceans, redistributingwatermasses from one
basin to another, thus playing a fundamental role in the
global oceanic circulation. The ACC is largely driven by
the strong southern westerlies, primarily reflecting the
balance between surface wind stress and bottom stress
due to the pressure gradient across topographic features
on the ocean floor (Munk and Palmen 1951; Olbers et al.
2004). It may also be influenced by the wind stress curl
(Stommel 1957) and buoyancy forcing (Gnanadesikan
and Hallberg 2000). The atmospheric variability in the
Southern Hemisphere is strongly dominated by the
southern annular mode (SAM; Thompson and Wallace
2000). A positive phase of the SAM corresponds to an
intensification and southward shift of the westerlies. Us-
ing low-resolution coupled ocean–atmosphere models,
several studies (e.g., Hall and Visbeck 2002; Sen Gupta
and England 2006) show that the intensification of the
westerlies creates an anomalous northward Ekman drift.
Through mass continuity, this enhances the upwelling
around Antarctica, leading to a large vertical tilt of the
isopycnals in the SouthernOcean and thus an increase of
the ACC transport.
The southern ocean–atmosphere system may play a
driving role in the global meridional overturning circu-
lation (MOC). Based on sensitivity studies with an ocean
circulation model forced by annual mean boundary con-
ditions at the surface, Toggweiler and Samuels (1995)
found that stronger winds blowing in the latitude band of
the Drake Passage increase deep-water formation in the
North Atlantic and the deep outflow through the South
Atlantic. Indeed, a stronger zonal wind stress increases
the northward Ekman transport around Antarctica. As
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a net meridional geostrophic flow is only possible in the
presence of zonal boundaries, they argued that the return
flow must pass below the sill of the Drake Passage (at
about 2500 m), where topography allows a zonal pressure
gradient. Such a deep-water flow can only be formed
where the stratification is weak enough, namely in the
northern North Atlantic. Sijp and England (2009) exam-
ined the influence of the position of the Southern Hemi-
spherewesterlies on the globalMOC in a global ocean–ice
circulationmodel coupled to a simplified atmosphere. The
latitude of the zero-wind stress curl was shown to control
both the amount of relatively fresh water coming from the
Drake Passage into the Atlantic basin and the inflow of
salty water coming from the Indian Ocean through the
Agulhas leakage, so that a northward shift of the west-
erlies reduced the Atlantic MOC (AMOC) but enhanced
the thermohaline sinking in theNorth Pacific; the opposite
occurred for a southward shift. Toggweiler and Russell
(2008) argued that the predicted increase and poleward
shift of the westerlies in the twenty-first century should
bring more deep water from the Southern Ocean interior
to the surface, leading to more sinking and a stronger
AMOC. This would oppose the weakening of the AMOC
predicted by climatemodels in awarmer climate (Gregory
et al. 2005) so that it is important to better understand the
relation between the Southern Hemisphere winds and the
AMOC.All these studies were based on coarse-resolution
ocean models and focused on the equilibrium response to
different wind configurations; the transient behavior was
only briefly discussed in Sijp and England (2009), who
showed that the AMOC adjustment was taking at least
30 yr.
Meredith et al. (2004) found observational evidence
that the seasonality of the transport through Drake Pas-
sage is well correlated with that of the SAM, but Bo¨ning
et al. (2008) detected no increase in the tilt of the iso-
pycnals between the 1960s and recent years, as would be
expected from the positive trend in the SAM during re-
cent decades, or as simulated by coarse-resolutionmodels.
They thus concluded that the ACC transport and the
meridional overturning in the Southern Ocean were in-
sensitive to decadal changes in the wind stress, and they
argued that mesoscale eddies play an integral role in sta-
bilizing the oceanic response. Although it may seem de-
batable to solely link the ACC transport to the SAM in
the changing environment of the last few decades, this
suggests that mesoscale eddies need to be resolved to
study the Southern Ocean response to changing winds.
Screen et al. (2009) investigated the response of the
Southern Ocean temperature to the SAM in a forced
oceanic model at resolutions ranging from coarse (with
a Gent and McWilliams parameterization; Gent and
McWilliams 1990) to eddy resolving. The fast response
was similar, but the high-resolution version showed an
increase in the Southern Ocean mesoscale eddy kinetic
energy 2–3 yr after a positive SAM, which resulted in a
warming of the upper layers south of the polar front, in
part compensating the initial increase in northwardEkman
transport. Using an eddy-permitting oceanic model forced
by the atmospheric variability of the last decades, Biastoch
et al. (2009) showed that the observed poleward shift of the
westerlies in the past two to three decades was associated
with an increase of the Agulhas leakage. Consequently,
more salty Indian Ocean waters have entered the Atlantic
basin and begun to invade the North Atlantic, which may
influence the future evolution of theAMOC.On the other
hand, Treguier et al. (2010) found with an eddy-permitting
oceanic hindcast that the MOC in the Southern Hemi-
sphere was well correlated with the SAM at interannual
and decadal time scales, while the eddy contribution to the
MOC was chaotic in nature and uncorrelated with the
SAM, so the model behavior was similar to that of coarse-
resolutionmodels.Hence, although eddy-resolving climate
models will ultimately be needed to capture realistically
the effect of the SAM on the Southern Ocean and the
AMOC, the role of oceanic eddies is still debated and it
remains of interest to understand the behavior of the
present generation of climate models, in particular those
that parameterize the eddy effects.
The aim of this study is to investigate the main features
of the natural variability of the austral region and the
links between the SouthernHemispherewinds, theACC,
and the AMOC on different time scales. As the obser-
vations are too sparse and eddy-resolving climate models
are not yet available, we use a control simulation of the
IPSL CM4 climate model. The model was used with a
rather coarse atmospheric resolution (LoRes version, to
followMarti et al. 2010) for the Intergovernmental Panel
on Climate Change (IPCC) Fourth Assessment Report
(AR4). As its representation of the Southern Ocean cir-
culation was poor (Russell et al. 2006), we use a higher-
resolution version (HiRes;Marti et al. 2010) that compares
better with the observations, as described in section 2.
Section 3 discusses the relations between the ACC, the
SAM, and the global MOC in the Southern Hemisphere
at the interannual time scale. In section 4, we focus on the
AMOC and discuss a SAM impact at the decadal time
scales, while the link between the SAM and the AMOC
at longer time scales is discussed in section 5 and con-
clusions are given in section 6.
2. Model description
A control simulation with version HiRes of the IPSL
CM4 model is used for this study. The atmospheric
component of the model is Laboratoire de Me´te´orologie
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Dynamique Zoome´ (LMDZ; (Hourdin et al. 2006) with
144 longitudinal and 97 latitudinal grid points. As de-
scribed by Marti et al. (2010), this is higher than the
version LoRes (963 72) that was used for the IPCCAR4
and phase 3 of the Coupled Model Intercomparison
Project (CMIP3) and rates poorly in its ability to simulate
the Southern Ocean (Russell et al. 2006). This ability is
largely improved in the present version of the model.
There are 19 vertical levels in the atmospherewith hybrid
s-p coordinates. Other components are identical to the
LoRes version. The oceanic model is Oce´an Paralle´lise´ 8
(OPA8; Madec et al. 1998) with a horizontal resolution
based on a 28 mesh and 31 vertical levels, with 10 levels
in the top 100 m. Mesoscale eddies that are crucial for
representing the ACC (e.g., Marshall and Radko 2006;
Treguier et al. 2007) are taken into account by aGent and
McWilliams parameterization, which similarly flattens
the isopycnals using a coefficient that depends on the
growth rate of baroclinic instabilities (usually varying
from 15 to 3000 m2 s21). Iudicone et al. (2008) argued
that this parameterization led to a realistic representation
of the ACC dynamics in the ocean component of the
model. The land surface model is the Organizing Carbon
and Hydrology in Dynamic Ecosystems (ORCHIDEE)
model (Krinner et al. 2005) and the dynamic and ther-
modynamic sea ice model is the Louvain-la-Neuve Sea
Ice Model (LIM; Fichefet and Morales-Maqueda 1999).
The Ocean Atmosphere Sea Ice Soil (OASIS; Valcke
2006) coupler is used to synchronize the different com-
ponents of the coupled model. The last 500 years of
a 650-yr control run using constant 1860-level green-
house forcing are to a reasonable approximation in a
statistically stationary state and are used in this study.
The key features of the Southern Hemisphere clima-
tology are well reproduced. As shown in Fig. 1, the mean
surfacewind stress is rather realistic but shifted toward the
equator by about 58 compared to the 40-yr European
Centre forMedium-RangeWeather Forecasts (ECMWF)
Re-Analysis (ERA-40). It is a general caveat of the IPSL
model to represent the major atmospheric structures
shifted equatorward (Marti et al. 2010). The ACC follows
the line of maximum wind stress and it thus goes too far
north after the Drake Passage. The mean transport across
the Drake Passage is 90 Sv. It is weaker than the observed
transport (125–135 Sv; see Whitworth 1983; Whitworth
and Peterson 1985) but more realistic than the 34 Sv of the
LoRes version, where the maximum westerlies were lo-
cated even further equatorward. The ACC and the wind
stress are also too weak in the South Pacific. The zonal SST
distribution in the Southern Ocean is quite realistic, except
that the meridional temperature gradient is too weak
near the ACC. However, there are two major biases in
the model salinity (not shown). The surface waters are
too fresh in the Pacific sector compared to the Levitus
climatology (presumably because of too much sea ice
melting during austral summer) and too salty south of
Africa [primarily because the evaporation minus pre-
cipitation flux is too strong (not shown, but see Marti
et al. 2010)]. The mean global MOC (including the pa-
rameterized eddy contribution) between 608 and 308S is
shown in Fig. 2. There is a surface-intensified clockwise
cell that results from the strong westerlies near 508S,
FIG. 1. (top) Climatology of zonally averaged zonal wind stress in
the HiRes simulation (solid line) and in the ERA-40 reanalysis
(dashed lines). (bottom) Climatology of surface currents and wind
stress in the HiRes simulation. The grayscale indicates the norm of
the vectors and the arrows their direction.
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which cause upwelling to the south and sinking to the
north. Note that this cell would be stronger if the eddies
were not taken into account, since they compensate a part
of the Ekman transport along the ACC, albeit less than
in models that explicitly represent them (Marshall and
Radko 2006; Treguier et al. 2007). North of 308S, Fig. 2
only shows the Atlantic MOC, which is the major con-
tributor to the global MOC. It has a maximum of 15 Sv
near 458N at a depth of 1100 m, which is consistent with
the observational estimate of 15 Sv by Ganachaud and
Wunsch (2000).
The amount of incoming North Atlantic Deep Water
(NADW) at 328S plays an important role in the dynamics
of the Southern Ocean, as this salty water is subject to
both upwelling and mixing with the Antarctic Circumpo-
lar DeepWater that circulates aroundAntarctica (Russell
et al. 2006). Following Talley (2003), the amount of in-
coming NADW at 328S is quantified by considering that
its density is between 27.4s0 and 45.86s4 kg m
23 (s0 and
s4 are the potential density at 0 and 4000 m, respectively).
It averages to 14 Sv, which is slighty less than the 17 Sv
found in the observations (Talley 2003). Because the cor-
responding southward salt transport is a little too weak, the
salinity gradient is too small, contributing to the too-weak
zonal transport by the ACC. To summarize, the HiRes
version of the IPSL CM4 coupled model shows perfor-
mances in theSouthernOceannear the averageof theother
18 coupled models of the IPCC AR4 (Russell et al. 2006).
3. Interannual variability of the Southern
Hemisphere atmosphere and its links with the
Southern Ocean
In the Southern Hemisphere, the leading mode of at-
mospheric variability is the SAM. It is primarily associated
with zonally symmetric fluctuations of the strength and
position of the westerlies (Thompson and Wallace 2000),
and it is well represented by the first empirical orthogonal
function (EOF) of the annual fluctuations of the sea level
pressure (SLP) south of 208S (Fig. 4, top). In the model,
this mode explains 63% of the total yearly variance and it
compares well with the observed one, although it is too
zonally symmetric. A positive phase of the SAM corre-
sponds to an intensification of the westerlies south of 458S
and a weakening to the north, so that the maximum zonal
wind stress is shifted south. The spectrum of the normal-
ized EOF time series (SAM index) corresponds to a white
noise at time scales shorter than 50 yr, but is blue at longer
periods (Fig. 3, top). As in the observations (Thompson
and Wallace 2000; Hall and Visbeck 2002), the SAM de-
pends little on seasons, although it is slightly stronger
during austral summer.
In a positive phase of the SAM, the wind stress gen-
erates a northward Ekman transport along the ACC and
a southward Ekman transport around 308S. The Ekman
pumping is thus positive south of about 508S and north of
308S, and negative in between (Fig. 4, bottom). Along
Antarctica, the SAM is associated with an anomalous
divergence of the surface currents that increases the iso-
pycnals’ slope in the SouthernOcean, resulting in a larger
meridional pressure gradient. Since the ACC can be
considered to be in geostrophic equilibrium far below the
surface (Olbers et al. 2004), this increases the zonal current
speed. As an index of the ACC variability, we use the an-
nual time series of transport across the Drake Passage
(Fig. 3, middle left). In the model, the transport varies
between 80 and 100 Sv, showing much year-to-year vari-
ability and strong low-frequency fluctuations. The power
spectrum is red at low frequency but is approximately
white at time scales shorter than 20 yr (Fig. 3, middle
right). Note that, unless otherwise noted, all results of this
paper are based on yearly averages.
The SAM index and the ACC are only correlated with
no time lag (r 5 0.44), significant at the 5% level [signif-
icance is estimated as in Bretherton et al. (1999), assum-
ing that time series are autoregressive processes of order
1]. This correlation is slightly lower than in the obser-
vations (r5 0.68;Meredith et al. 2004), or in the coarser-
resolution climate model of Hall and Visbeck (2002)
(r 5 0.5) and the high-resolution oceanic hindcast of
Hughes et al. (2003) (r 5 0.7).
In the southern Atlantic basin, shallow salinity anoma-
lies appear in phasewith—and 1 yr after—a positive SAM
(Fig. 5). The positive anomalies are primarily coming from
the Indian and the Pacific basins. South of Africa, they are
largely due to salinity advection by anomalous westward
geostrophic currents flowing from south of Madagascar
into the Atlantic basin. In the Pacific, they are generated
FIG. 2. Climatology of the global MOC south of 308S and of the
AMOC north of 308S from the HiRes simulation. Contour interval
is 3 Sv for the MOC and 2 Sv for the AMOC; dashed lines corre-
spond to negative values and the thick line to zero.
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by anomalous northward Ekman transport and then
advected by the mean ACC into the Atlantic through the
Drake Passage. These salinity anomalies circulate in the
Atlantic basin but do not cross the equator before at least
8 yr. This is consistent with Speich et al. (2001), who
found in a global ocean model that the shortest travel
time for salinity anomalies from the Drake Passage and
the southern tip of Africa to reach 208N in the Atlantic
was 11 yr, and themedian travel time 50 yr. The impact of
these anomalies onto theAMOC is discussed in section 5.
The strongest response of the Southern Ocean MOC
to the SAM variability is fast and found at no lag in the
regression in Fig. 6, which shows a nearly barotropic di-
pole reflecting the downwelling north of 508S and the
upwelling farther south expected from SAM Ekman
pumping. The response pattern is very similar to the first
EOFof the globalMOC (not shown), which explains 43%
of the yearly variance. This is consistent with Treguier
et al. (2010), who showed that the MOC and the meridi-
onal Ekman transport in the Southern Hemisphere were
FIG. 3. (left) Time series and (right) power spectrum of, from top to bottom, the SAM index, the mass transport
across the Drake Passage (in Sv), and the AMOCmaximum below 500 m and between 308 and 608N (in Sv). Power
spectra are estimated with the multitaper method (seven tapers). The 95% confidence interval is indicated.
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highly correlated with the SAM index at interannual time
scales, using an eddy-permitting oceanic model forced
by an atmospheric reanalysis. Near the surface, the eddy
contribution to the total MOC tends to counteract the
Ekman transport and pumping (Fig. 6, top right), but its
amplitude is an order of magnitude smaller. However, the
eddy contribution peaks 2 yr after a positive SAM, when it
affects the whole water column and—although its ampli-
tude is still low (0.2 Sv)—nearly cancels theMOCresponse
near the ACC (Fig. 6, bottom). Interestingly, such a time
lag in the parameterized eddy response to the SAM is
broadly consistent with studies based on eddy-resolving
models (e.g.,Meredith andHogg 2006; Screen et al. 2009),
where the eddy activity lags a positive SAM by 2–3 yr,
suggesting that the slow amplification of eddy activitymay
be linked tomean flow changes. At lower frequencies, the
eddy contribution still plays a compensating role near
the ACC, which may explain the lack of correlation of
the ACC with the SAM discussed in section 5.
North of 308S, the MOC response to the SAM can be
considered separately in each oceanic basin. The fast re-
sponses are very similar and concentrated in the Southern
Hemisphere, with their contribution to the global MOC
at 308S partly reflecting their different width (55% from
the Pacific MOC, 35% for the Indian MOC, and 10% for
the AMOC). In the following, we focus on the Atlantic
basin.
4. Relation between the AMOC and the SAM
The main mode of atmospheric variability in the
Northern Hemisphere—the North Atlantic Oscillation
(NAO)—is thought to have a strong influence on the
AMOC variability (e.g., Delworth et al. 1993; Eden and
Willebrand 2001; Dong and Sutton 2005; Deshayes and
Frankignoul 2008), primarily through a rapid adjustment
to the wind stress and a slow response to anomalous heat
fluxes and wind stress via convection in the northern
North Atlantic. In the LoRes version of the IPSL CM4
model, it is primarily the east Atlantic pattern (EAP,
which is the second mode of atmospheric variability in
the North Atlantic) that forces the delayed AMOC in-
tensification (Msadek and Frankignoul 2009). To single
out the influence of the SouthernOcean westerlies on the
AMOC, we have performed multiple linear regressions
on the SAM, the EAP, and the NAO indices (the latter
FIG. 4. (top) The SAM pattern, represented by the first EOF of
the yearly SLP anomalies south of 208S. The EOF time series
(SAM index) is normalized, and the contour interval is 0.5 hPa.
(bottom) Regression of annual anomalies of Ekman pumping on
the SAM index. Contour interval is 2 m yr21. Dashed lines cor-
respond to negative values and the thick lines to zero.
FIG. 5. Regression of annual anomalies of the averaged salinity
between 0 and 100 m onto the SAM index when the SAM leads by
1 yr. Contour interval is 0.01 psu; dashed lines correspond to
negative values. The shaded areas indicate that the regression is
5% significant.
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two are computed as the first and second principal com-
ponents of annual SLP anomalies in the area 208–808N,
908W–408E), as described in appendix A. The SAM and
NAO indices are indeed weakly correlated (r 5 0.18 for
yearly values) both in the model and in the National
Centers for Environmental Prediction (NCEP) reanalysis,
although the correlation is only statistically significant in
the former. On the other hand, the EAP is uncorrelated
with the SAM and, of course, the NAO, so that the mul-
tiple linear regression is nearly equivalent to separate
single regressions. As illustrated in Fig. 7 (left and mid-
dle), the in-phase AMOC response to the NAO and the
EAP forcing is equivalent barotropic, and is larger for the
NAO, reflecting the stronger Ekman pumping. When the
AMOC lags by 2 yr, anomalies change sign. The response
to the NAO becomes very small by 3 yr except at high
latitudes, while the response to the EAP continues to
evolve. TheAMOCanomalies around 508Nkeep growing
and progressively expand into a basin-scale intensification
of the AMOC, which peaks after 7 yr.
The AMOC patterns resulting from the multiple re-
gressions are shown for the SAM index in Fig. 7 (right) at
different lags. When the SAM leads by 1 yr, the AMOC
anomalies in the Southern Hemisphere also change sign
FIG. 6. (left) Regression of annual anomalies of the globalMOC and (right) the eddy contribution to it on the SAM
index at (top) zero lag and (bottom) 2 yr after. Contour interval is (left) 0.5 Sv and (right) 0.05 Sv. Dashed lines
correspond to negative values. The shaded areas indicate that the regression is 5% significant.
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and become baroclinic, disappearing after 2 yr. There is
thus a similarity in the direct response of the AMOC to
the Southern and Northern Hemisphere atmospheric
variability, but the dynamics of the sign reversal have not
been elucidated. The lag 1 regression shows that at 308S
the flow below 2500 m is southward. This results in a
small but significant correlation (r 5 0.23) when the
SAM leads the incoming NADW at 308S by 1 yr.
Significant anomalies are also found in the North
Atlantic at lag 0, but they decrease rapidly. However, a
growing intensification of the AMOC appears in the
northern North Atlantic, starting 4 yr after a positive
FIG. 7. Multiple linear regression of annual anomalies of the AMOC on the SAM, the NAO, and the EAP at different lags when the
SAM leads. Contour interval is 0.05 Sv; dashed lines correspond to negative values. The shaded areas indicate that the regression is 5%
significant.
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SAM, but more clearly seen at lag 5 (Fig. 7, right). These
remote responses to the SAM cannot be explained by the
propagation of oceanic anomalies from the Southern to
theNorthernHemisphere, since the time scale is too short.
They are, rather, due to atmospheric teleconnections. As
the results are unchanged if simple (instead of multiple)
regressions are performed, the mechanism is thereafter
investigated through simple regressions.
During a positive SAM, there is a significant anoma-
lous SLP low in the northern North Atlantic (Fig. 8, top).
The signal is stronger in boreal winter, and it is primarily
linked to El Nin˜o–Southern Oscillation (ENSO) tele-
connections. Because of a symmetric ENSO forcing of
the Northern and Southern Hemispheres, La Nin˜a con-
ditions are associated at no lag with a positive SAM and
negative SLP anomalies in the northern North Atlantic.
This is shown by the SLP regression mapped onto the
ENSO-3.4 index (Fig. 8, middle), which is very similar to
the SLP regression mapped onto the SAM index, except
for a change of sign and larger anomalies. Consistent with
Seager et al. (2003), the observations [NCEP reanalysis
for SLP (Kalnay et al. 1996) and Hadley Centre Global
Sea Ice and Sea Surface Temperature (HadISST) for SST
(Rayner et al. 2003)] similarly show that a negative SAM,
albeit much less zonally symmetric than in the model, is
associated with El Nin˜o (Fig. 8, bottom). Negative SLP
anomalies in the North Atlantic are also seen in the ob-
servations, but they extend farther north than in the
model, which is linked to a general bias of coupledmodels
(Bro¨nnimann 2007), and the high over Greenland is much
weaker. In themodel, the wind stress associated with these
SLP anomalies in the northern North Atlantic induces
local Ekman pumping that reaches 21.5 m yr21 around
308N and 1.5 m yr21 around 508N (not shown). This gen-
erates the strong AMOC response between about 308 and
508N seen in the unlagged regression of the AMOC onto
the SAM (Fig. 7, top right). The AMOC regression onto a
‘‘filtered’’ SAM index where the ENSO signal has been
removed (as described in appendix B) shows at no lag a
negligible signal north of 158N (not shown), thereby con-
firming the role of ENSO in this teleconnection.
To explain the longer-term (lag 4 and later) response of
the AMOC seen on Fig. 7 (right), one must take into ac-
count the fact that the ENSO influence is not the only
mechanism that links the SAM to the North Atlantic sig-
nal. Indeed, a regression of the North Atlantic atmo-
spheric fields onto the ‘‘ENSO-filtered’’ SAM index shows
significant (albeit smaller) SLP anomalies centered on the
west coast of Greenland (not shown) and, more impor-
tantly, substantial easterlies appearing 6–12 months after
a positive SAM (1 yr after a positive SAM for annual
anomalies; Fig. 9). Such a relatively long time lag sug-
gests that the interhemispheric link involves the ocean.
Thompson and Lorenz (2004) showed that the SAM has
a significant signature in the tropics and the subtropics of
both hemispheres during the cold season, after about 2
weeks. We speculate that this atmospheric teleconnection
modifies the tropical and subtropical SST,which introduces
an additional delay. The resulting SST anomalies should
FIG. 8. Regression of monthly anomalies of the SLP mapped
onto (top) the SAM index in the model, (middle) ENSO in the
model, and (bottom) ENSO in the observations during 1993–2008.
Contour interval is 0.5 hPa. Dashed lines correspond to negative
values. The shaded areas indicate that the regression is 5% sig-
nificant.
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then affect the high northern latitudes via an atmospheric
teleconnection, introducing a further 1- or 2-month delay
(Liu and Alexander 2007). Whether this scenario is
plausible, however, remains to be established.
In any case, wind stress anomalies reflecting this in-
terhemispheric teleconnection (Fig. 9) as well as ENSO
forcing both drive anomalous currents, in particular in the
Irminger Sea (Fig. 10, top). A positive salinity anomaly
reaching up to 500-m depth then rapidly appears between
the tip ofGreenland and Iceland, primarily resulting from
anomalous salinity advection andmean salinity advection
along the East Greenland Current and theNorthAtlantic
Current (Fig. 10, middle). Evaporation and precipitation
play a lesser role, since their regression onto the SAM is
not significant. It can be shown that the salinity anomalies
associated with the ENSO index are not very persistent,
changing sign 2 yr later, probably because of the 3-yr
period of ENSO in the model. By contrast, salinity
anomalies associated with the ENSO-filtered SAM index
are quite persistent, remaining significant in the regression
up to 7 yr after the SAM. Note that because of the inte-
grating aspect of the oceanic response, such regressions
cannot truly separate the contribution of the two forcings,
yet the close similarity (not shown) between the regressions
on the ENSO-filtered and that on the raw SAM indices
suggests that the direct ENSO forcing plays a lesser role at
larger lags. The associated density anomalies, which have a
similar regression pattern on the SAM index (not shown),
lead to a deepening of the winter mixed layer in the model
deep convection area between the tip of Greenland and
Iceland (thick contour in Fig. 10), peaking 4 yr after a
positive SAM (Fig. 10, bottom). As a result, significant
clockwise AMOC anomalies appear near 508N about 4 yr
after a positive SAM, and they grow—slowly expanding
and moving southward with increasing lags. By lag 8, the
FIG. 9. Regression of annual anomalies of ENSO-filtered surface
wind stress onto ENSO-filtered SAM index when it leads by 1 yr.
Arrows indicate the direction and gray shadings the norm of wind
stress anomalies. The solid line indicates the limit of 5% significant
regression.
FIG. 10. (top) Linear regression onto the SAM index of surface
currents superposed on the mean surface salinity field with no time
lag. Thick lines indicate the limit of significant areas. (middle)
Surface salinity 1 yr later (contour interval 0.02 psu). The shaded
areas indicate that the regression is 5% significant. (bottom)
Winter mixed-layer depth 4 yr later (contour interval 10 m). The
shaded areas indicate that the regression is 5% significant. The
thick contour in bottom two panels indicates the mean convective
area of the model.
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clockwise circulation cell has expanded but remains cen-
tered at 508N, whereas it is shifted south and reaches 308S
by lag 10 (Fig. 7, right) before slowly disappearing. The
signal is weak (;0.15 Sv) yet it corresponds to 15% of the
maximum standard deviation of theAMOCvariability, and
it is similar to the AMOC response to the EAP (Fig. 7,
middle). Its statistical significance was confirmed by a
Monte Carlo test, where the regression was repeated 500
times, linking the originalAMOCanomalieswith randomly
permuted SAMbased on blocks of 2 and 4 successive years.
5. Links between the southern circulation and the
AMOC at multidecadal scale
Since the salinity anomalies generated in the Southern
Ocean by the SAM variability (see Fig. 5) only slowly
propagate northward in the Atlantic, as discussed in
section 3, their impact on the AMOC is best investigated
by considering low-pass-filtered data. We first use a low-
pass Butterworth filter with a cutoff period of Tc5 10 yr.
As shown by the regression in Fig. 11 (left), theAMOC is
accelerated about 70 yr after a positive SAM phase. The
signal is weak,;0.1 Sv for a typical SAM fluctuation, yet
it corresponds to about 12.5% of the maximum standard
deviation of the low-pass AMOC variability. Statistical sig-
nificance was estimated by a Student’s t test with T/(T
c
/2)
degrees of freedom (T being the length of the time series),
consistent with the effective Nyquist frequency, and its
robustnesswas confirmedby aMonteCarlomethod,where
the regression was repeated 500 times, linking the filtered
AMOC anomalies with randomly permuted SAM based
on blocks of 25 and 50 successive years. In the figures, we
use for clarity the 10% significance level, as the number
of number of freedom is smaller, but the main features
are 5% significant, albeit in a smaller area.
The delayed intensification of the AMOC appears to
be due to the interhemispheric propagation of the sa-
linity anomalies driven by the SAM. Indeed, the positive
salinity anomalies in Fig. 5 propagate northward in the
Atlantic Ocean, cross the equator after a decade (not
shown), and spread into the northern subtropical gyre
about 10 yr later (Fig. 12). The signal becomes too noisy
at longer time lag to be traced farther north, although it
appears in the Hovmo¨ller diagram in Fig. 13, where a
slightly stronger low-pass filter (Tc 5 20 yr) has been
used to more clearly show the salinity propagation up to
the subtropical gyre.We suggest that the salinity anomalies
FIG. 11. Regression of anomalies of low-pass-filtered (Tc5 10 yr) AMOCon the SAM index, when the latter leads
by 70 and 90 yr. Contour interval is 0.05 Sv; dashed lines correspond to negative values. The shaded areas indicate
that the regression is 10% significant.
FIG. 12. Regression of low-pass-filtered (Tc 5 10 yr) salinity
anomalies averaged between 0 and 100 m onto the SAM index,
when the latter leads by 20 yr. Contour interval is 0.01 psu; dashed
lines correspond to negative values. The shaded areas indicate that
the regression is 10% significant.
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circulate in the subtropical gyre and subduct in its center
before being advected northward in the subsurface along
the North Atlantic Current. Indeed, 65 yr after a positive
SAM,positive anomalies are found southeast ofGreenland
between 200- and 300-m depth (isopycnals 26.4s0–27.2s0;
Fig. 14). The arrival of themore saltywaters in the northern
North Atlantic leads to an anomalous deepening of the
mixed layer in the convective area south of Greenland
about 70 yr after a positive SAM (not shown), and it
thus intensifies the AMOC.
To verify that the implied northward advection time is
consistent with themodel circulation, we launched about
25 000 fictitious Lagrangian floats in the upper 100 m
of the Drake Passage and near the tip of Africa (section
at 168E between 408 and 508S) where positive salinity
anomalies enter the Atlantic basin in a positive phase of
the SAM (Fig. 5). The float trajectories are computed by
the Ariane tool (Blanke and Raynaud 1997) using the
model climatological monthly tridimensional currents.
Among particles launched in the Drake Passage, 21%
reach the 408N section: 19% below the 100-m depth with
a median travel time (Tm) of 120 yr and 2% in the upper
100 m with Tm 5 70 yr. Most of the remaining particles
complete one revolution around Antarctica (74%) with
Tm 5 30 yr. A much larger percentage of the particles
launched near the tip of Africa reach the 408N section:
55% below 100-m depth with Tm 5 44 yr and 6% in the
upper 100 m with Tm 5 21 yr. Hence, as shown by
Friocourt et al. (2005), the bulk of the water reaching
the North Atlantic comes from the Indian Ocean by the
Agulhas Current. A few float trajectories that reach the
North Atlantic are shown in Fig. 15 (top). Although
there is much dispersion, they generally reach the North
Hemisphere subtropical gyre in 20–40 yr. After sub-
duction and recirculation in the gyre, they travel north
toward the tip of Greenland. They reach the convective
area of the subpolar gyre with a median travel time of
65 yr, sink, and then travel back southward in the deep
ocean. We also launched fictitious drifters in the north-
western tropics, where the salinity signal was seen about
20 yr after a positive SAM. Three trajectories are illus-
trated in Fig. 15 (bottom), where the color coding indi-
cates their depth. The drifters reach the northern North
Atlantic after 30–50 yr and sink. These traveling times
are thus broadly consistent with the lagged correlation
between the SAM and the AMOC, and they are also
comparable to the travel time found by Mignot and
Frankignoul (2005, 2009).
The regression in Fig. 11 (right) shows that the AMOC
intensification at lag 70 is followed by a slowdown 20 yr
later. This seems to be due to the same advective process
as above but for salinity anomalies of opposite sign. In-
deed, negative salinity anomalies enter in the South At-
lantic from both the Indian and the Pacific basins about
20 yr after a positive SAM and thus 20 yr after the
positive salinity anomalies that eventually lead to the
AMOCacceleration discussed above (Figs. 12 and 13). In
the Indian basin, the freshening is primarily generated by
FIG. 13. Correlation between low-pass-filtered (Tc 5 20 yr)
zonally averaged salinity in the Atlantic (0–100 m) and the SAM
index. Contour interval is 0.1; dashed lines correspond to negative
values. The shaded areas indicate that the regression is 10% sig-
nificant.
FIG. 14. Regression of low-pass-filtered (Tc 5 10 yr) salinity
anomalies on the isopycnal surface 27s0 onto the SAM index, when
the latter leads by 65 yr. Contour interval is 0.005 psu. The gray
shaded areas indicate that the regression is 10% significant. The
light shading indicates grid points where the regression is not
computed, as the density of 27s0 is reached less than 60% of the
year.
1 FEBRUARY 2011 MAR IN I ET AL . 635
41
anomalous southward advection of themean salinity field
due to SAM-driven currents near the west coast of Aus-
tralia (Fig. 5). The negative salinity anomalies are then
advected by the mean currents toward Madagascar and
then into the Atlantic basin by the Agulhas Current. In
the Pacific basin, strong negative salinity anomalies ap-
pear about 10 yr after a positive SAM near Antarctica
between 1508E and 1808 (not shown). They are linked to
salinity advection by anomalous eastward currents that
are particularly strong at lag 10 and to ice melting (not
shown). These negative salinity anomalies are then ad-
vected by theACC, entering in theAtlantic by the Drake
Passage. Hence, 20 yr after a positive SAM, the salinity
anomalies entering the Atlantic basin are opposite to
those in Fig. 5 and they should correspondingly reduce
theAMOC20 yr after it has intensified, as seen in Fig. 12.
The 20-yr reversal is also clearly seen in the regression
of the meridional salt transport onto the SAM index
(Fig. 16), which suggests an oscillatory behavior. Note that
the meridional salt transport could only be estimated in a
150-yr sequence in which the data had been saved, so this
calculation has to be considered with caution.
Although the control simulation is too short (500 yr) to
investigate the longer time scales with much confidence,
the AMOC seems to be almost adjusted to the SAM
changes in time scales longer than 100 yr, consistent with
the simulation of Toggweiler and Samuels (1995), Sijp
and England (2009), and others, supporting that stronger
westerlies lead to a stronger AMOC. This is suggested
by Fig. 17, which shows that theAMOC index (maximum
of the AMOC below 500-m depth and between 308 and
608N) and the SAM evolve approximately in phase when
low-pass filtered with a cutoff period of 60 yr. This is also
suggested by the significant coherency between theAMOC
and the SAM at periods longer than about 100 yr, with
the SAM leading the AMOC by a decade or two (not
shown). Whether such a small lag results from a mixture
of the processes discussed in sections 4 and 5 can only be
speculated upon.
On the other hand, we found no link between the SAM
(or the AMOC) and the ACC at the centennial time
scale, suggesting that the large centennial variability of
FIG. 15. Lagrangian trajectories of the fictitious drifters advected
by mean currents for 100 yr. (top) Drifters launched (black di-
amonds) in the Drake Passage and near the tip of Africa; they
reach the northern North Atlantic after about 40 yr. The colors
indicate the travel time of the drifters. (bottom) Drifters launched
in the tropics; they reach the northern North Atlantic after about
30 yr. The colors indicate the depth of the drifters.
FIG. 16. Regression of low-pass-filtered (Tc5 10 yr) meridional
salt transport (in Gg s21) onto the low-pass-filtered SAM index
when the SAM leads by 5 yr (solid line), by 15 yr (dashed), by 25 yr
(dashed–dotted), and by 35 yr (dotted). Note that it is computed
from 150 yr of data.
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the Drake Passage transport seen in Fig. 3 reflects slow
changes in the hydrography of the SouthernOcean in the
Indian and Pacific basins. These changes are, however,
beyond the scope of a study that focuses on the influence
of the southern winds on the AMOC.
The lack of link between the SAM and the ACC is
likely to result from the fact that, at this long time scale,
the sloping of the isopycnals in the Southern Ocean as-
sociatedwith westerly enhancement is compensated by an
increase in the eddies’ activity that flattens the isopycnals’
slope, as discussed in section 3.
6. Summary and conclusions
The links between the SAM, the ACC, and the AMOC
havebeen investigated in a 500-yr control run of theHiRes
version of the IPSL climate model. Although this version
is more realistic than the LoRes version discussed by
Russell et al. (2006), it has some limitations: the Southern
Hemisphere westerlies are located too far north; the
amount of incoming NADW at 308S in the Atlantic is
slightly underestimated; and the ACC, transporting about
90 Sv, is too weak compared to the observations. None-
theless, the main features of the Southern Ocean circu-
lation are sufficiently well represented to investigate its
variability on the annual-to-multidecadal time scales.
Eddies are not resolved, but the Gent and McWilliams
parameterization with a coefficient depending on the
growth rate of baroclinic instabilities seems to represent
themacceptably, as suggested by Iudicone et al. (2008). In
particular, the parameterized eddy response to the SAM
is maximum with a time lag of 2 yr, consistent with the
eddy-resolving simulations of Meredith and Hogg (2006)
and Screen et al. (2009).
The positive Ekman pumping south of 458S associated
with a positive SAM phase creates a divergence of water
masses around Antarctica that increases the isopycnals’
slope in the ACC, leading to a rapid intensification of its
zonal transport, consistent with Sen Gupta and England
(2006),Hall andVisbeck (2002), andMeredith et al. (2004).
The Ekman pumping also generates an equivalent baro-
tropic dipolar circulation cell in the MOC in the Southern
Hemisphere. One year after a positive SAM phase, this
circulation cell reverses, leading in the South Atlantic to
an increase in the incoming NADW at 308S. In the model,
the fast response of the SouthernOcean to the SAM is very
zonally symmetric. However, the observations suggest
more dependence on longitude. Using hydrographic and
Argo profiles, Salle´e et al. (2008) found that the ACC
fronts could be displaced either poleward or equator-
ward, or simply intensified by the SAM, depending on
the ocean basins. The discrepancy results from the SAM
pattern being much too zonal in the IPSL CM4 model.
The AMOC was shown to intensify about 8 yr after
a positive SAM, although the signal is weak, typically
reaching only 0.15 Sv. It results from a correlation be-
tween the SAM and wind stress in the northern North
Atlantic atmosphere, which was shown to reflect both a
SAM-forced atmospheric teleconnection to the northern
NorthAtlantic and a hemispherically symmetric influence
of ENSO. Both mechanisms lead to anomalous salinity
advection toward the main area of deep convection in the
model, which progressively erodes the vertical stratifica-
tion after a positive SAM, enhances the deep convection,
and then accelerates the AMOC. The observations also
suggest interhemispheric links related to ENSO (Seager
et al. 2003), albeit less pronounced in the northern North
Atlantic, but we found no significant correlations between
the SAM and the North Atlantic SLP in the reanalysis.
Although this may be due to the more limited sample, the
interhemispheric teleconnections are likely to be too
strong in the model. Hence, the link between the AMOC
and the SAM at the decadal scale may be model specific
and requires further investigation.
At the multidecadal scale, the SAM alters the AMOC
through salinity advection from the Southern Hemi-
sphere into the northernNorthAtlantic.A positive phase
of the SAM creates positive salinity anomalies that enter
in the Atlantic basin from the Drake Passage and, more
importantly, from the Indian Ocean by Agulhas leakage.
These anomalies are slowly advected northward, crossing
the equator and spreading in the northern subtropics in
about 20 yr. Althoughwe could not trace their circulation
further, we showed some evidence based on Lagrangian
tracers that they circulate and subduct in the subtropical
gyre, and are then advected northward along the North
Atlantic Current, reaching the northern North Atlantic
FIG. 17. Normalized time series of the SAM index (dashed line)
and of AMOC index (solid line) filtered with a cutoff period of
60 yr.
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about 65 yr after a positive SAM. This enhances the deep
convection, so that the AMOC is intensified 70 yr after
a positive SAM. A deceleration of the AMOC is found
20 yr later. It was shown that this phase reversal is due to
the same mechanism, as negative salinity anomalies com-
ing from the Indian and Pacific basin enter in the Atlantic
basin about 20 yr after a positive SAM. This freshening
was generated earlier by SAM-driven anomalous advec-
tion in the Pacific and the Indian basins and then advected
into the Atlantic basin. Note that these AMOC changes
are weak, typically reaching 0.2 Sv, but that typical low-
frequency fluctuations are only 4 times larger.
The spreading of oceanic anomalies from the Southern
Ocean to the northern North Atlantic has been observed
in hosing experiments using climate models (Seidov et al.
2005; Stouffer et al. 2007; Swingedouw et al. 2008). In
sensitivity experiments where freshwater was added south
of 608S for 100 yr, Swingedouw et al. (2008) found that
one of the main processes affecting the response of the
AMOC was the spread of salinity anomalies from the
Southern Ocean toward the North Atlantic convection
sites, where they weakened the production of deep wa-
ter and reduced the AMOC in about 50 yr. This time
scale is broadly consistent with the time lag found here.
On the centennial time scale, the AMOC seems to be
lagging the SAMforcing by a decadeor two,with a stronger
AMOC corresponding to a positive SAM phase. This is
consistent with the steady-state simulation of Toggweiler
and Samuels (1995), Sijp and England (2009), and others,
supporting that stronger westerlies lead to a stronger
AMOC.On the other hand, no relation to theAMOCor
the SAM could be found for the strong centennial fluc-
tuations undergone by the ACC in the model. Clearly,
much longer simulations are needed to assess the pro-
cesses controlling the low-frequency response of the
World Ocean to the variability of the SAM. This would
be of much interest, since observations and models in-
dicate a positive trend in the SAM index over the past
few decades and predict its continuation in the twenty-
first century (Marshall 2003; Yin 2005). As a positive
SAM should enhance the Atlantic Overturning circu-
lation, it could mitigate the expected decrease of the
AMOC in global warming conditions.
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APPENDIX A
Multiple Linear Regression
Our multiple linear regression model assumes that
a zero-mean variable y(t) can be expressed as an error
term plus a linear combination of three other zero-mean
variables [x1(t), x2(t), x3(t)], that is,
y(t)5
3
i51
a
i
x
i
(t)1 (t), (A1)
where (t) is the error term, also called noise, and the
ai are the regression coefficients. Let A be the vector
column of these coefficients, X the matrix whose the
element at the ith row and jth column is xj(t 5 i), and
Y 5 [y(t 5 i)]i51...t. The regression coefficients are de-
termined by an ordinary least squares estimation:
A5 (XXT)1XTY, (A2)
where the index T denotes transpose. This is equivalent
to an orthogonal projection of the variable y onto the
space made of the fxjgj51...3 vectors. Statistical significance
is tested on each regression coefficient by a Student’s t test.
For more details, see von Storch and Zwiers (1999).
APPENDIX B
Removing ENSO
The ENSO signal is well characterized by the first two
EOFs and principal components (PCs) of the SST in the
tropical Pacific between 158S and 158N. In the model, the
first PC is highly correlated with the ENSO-3.4 index (r5
0.99) and the two PC have a spectral peak at a period of
3 yr. To subtract the ENSO signal from the atmospheric
fields, we use a linear regression onto the two PCs, as-
suming a fast atmospheric response. For monthly anoma-
lies, a regression with one or two months’ lag gives very
similar results. Removing the ENSO signal from oceanic
datawas not attempted, as the ocean acts as an integrator of
the ENSO forcing—removing its influence would require
a more sophisticated model of the response of the ocean.
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Linear Inverse Modeling
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3.1 Model
Any autonomous dynamical system may be written as :
dχ
dt
= βχ+ η(χ) + f (3.1)
where χ is the state vector, β the deterministic feedback matrix, η represents the
nonlinear terms, and f the external forcing. For instance, if χ contained all relevant
variables representing the coupled global ocean-atmosphere system, the dynamical
system (3.1) would model the evolution of the oceanic and atmospheric dynamics.
This would be a system of tremendous dimension and require to know the equations
governing the evolution of the system. It is of interest to focus on the evolution of
a subset x of the system, such as the evolution of SST.
A Linear Inverse Model states that the evolution of the subset x is well approx-
imated by a multivariate linear Markov process
dx
dt
= Bx+ F (3.2)
where B is a linear operator and F a white noise, which represents the short time
scale atmospheric forcing, as well as nonlinear processes. Fi is assumed to be a
Gaussian white noise at position i with constant covariance matrix Q =< FT .F >,
where the subscript T indicates transpose.
[Penland and Sardeshmukh 1995] showed that LIM is a good approximation of
the evolution of the seasonal anomalies of tropical SST. Note that the dimensionality
of the system can be conveniently reduced by working in a truncated Empirical
Orthogonal Function (EOF) space, meaning that x contains the main principal
components of tropical SST anomalies.
Let x(t0) = x0 be the initial condition of eq.(3.2). Let R(t) = R
t
t0 be the
resolvent of the associated homogeneous equation, ie the linear application that
associates x(t0) to x(t). As B does not depend on time, R(t) = R
t
t0 = e
(t−t0)B. We
set y(t) = R(t)−1x(t), ie x(t) = R(t)y(t). Eq.(3.2) can be rewritten as{
dR(t)
dt y(t) +R(t)
dy(t)
dt = BR(t)y(t) + F(t)
y(t0) = x0
(3.3)
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As dR(t)dt = BR(t), (3.3) becomes :{
dy(t)
dt = R(t)
−1F(t)
y(t0) = x0
(3.4)
whose solution is y(t) = x0 +
∫ t
t0
R(s)−1F(s)ds. Thus, the solution to (3.2) is
x(t) = e(t−t0)Bx0 +
∫ t
t0
e(t−s)BF(s)ds (3.5)
The coefficient i, j of the correlation matrix C of x at a lag τ is given by Cij(τ) =<
xi(t+ τ)xj(t) >. When inserting (3.5) in the correlation function, the forcing term
drops out resulting in
C(τ) = eτBC(0) = G(τ)C(0) (3.6)
where G(τ) is a Green matrix called the linear propagator. Using (3.6), the matrix
B can be empirically derived from
B = τ−1 ln(C(τ)C(0)−1) (3.7)
The transition probability p(x, t + τ/x′, t) that the pattern x′ at time t will be
followed by x at t+ τ obeys a Fokker-Plank equation :
dp(x, t+ τ/x′, t)
dτ
=
∑
i,j
{
−Bi,j ∂
∂xi
(xjp(x, t+τ/x
′, t))+
1
2
Qij
∂2
∂xixj
p(x, t+τ/x′, t)
}
(3.8)
with the initial condition p(x, t/x′, t) = δ(x − x′). Multiplying (3.8) by xmxn,
integrating by parts, and assuming the stationarity of x (d<xmxn>dt = 0) leads to :
Q+BC(0) +C(0)BT = 0 (3.9)
which is called the Fluctuation-Dissipation relation and can be used to compute
the covariance matrix Q of the noise.
Using (3.7) and (3.9) and choosing an appropriate lag τ , the matrices B and Q
can be empirically derived, determining the linear system (3.2) associated to the
data x˜, provided that the latter is known in a period long enough to compute its
covariance. Note that B should not depend on the lag τ0 if the LIM hypothesis is
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verified, except that τ0 has to be shorter than half of the shortest oscillatory period
of data (referred as the ”Nyquist problem”).
Relation (3.5) can be written as
x(t) = eτBx0 + ε(t) (3.10)
and used to make predictions at a lead time t with a prediction error ε, whose
covariance matrix equals < ε(τ)ε(τ)T >= C(0)−G(τ)C(0)G(τ)T .
3.2 Normal modes
Using the deterministic part of (3.5), an eigenanalysis of B leads to writing x(t) as
a sum of empirical normal modes,
x =
∑
i
ui exp(λit)ci =
∑
i
{ai cos(ωit) + bi sin(ωit)} exp(σit) (3.11)
where ui is the ith eigenvector of B and λi the corresponding eigenvalue, ci an
arbitrary complex constant, σi and ωi the real and imaginary parts of λi, ai and
bi real vectors such as a
T
i bi = 0, a
T
i ai = 1 and b
T
i bi > 1. As B is a real but
not a symmetric matrix, the eigenmodes are not orthogonal and some eigenvalues
can be complex conjugate. Besides, since the system is assumed to be stable, all
the B eigenvalues have negative real part. The ith eigenmode of B is thus either a
damped mode (if λi is real) or a damped oscillatory mode (if λi is complex). Each
damped eigenmode is characterized by a pattern, a time series and a decay time
−1/σi. Each damped oscillatory mode is described by two patterns and two time
series corresponding to the cosinus and sinus phases, a period 2pi/ωi, and a decay
time. The ith B eigenmode time series αi(t) corresponding to the realization x˜
used to empirically derive B are computed by projecting x˜ onto the corresponding
adjoint eigenvector vi. Thus, our initial data can be written as the sum of the
eigenmodes of B
x(t) =
∑
i
uiαi(t) =
∑
i
uiv
T
i x(t) (3.12)
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By definition, Bui = λiui, ie a mode is invariant by the deterministic system
and any solution of the deterministic part of (3.2) can be expressed as a linear
combination of normal modes (cf eq. 3.11). Besides, when there is a stochastic
resonance or any other transient phenomenon, the dominant mode is the one with
the largest decay time (since the real part of its eigenvalue is nearest to 0).
The eigenmodes of the stochastic forcing matrix can also been studied :
F =
∑
i
(qiηiri(t)) (3.13)
where qi and ηi are the ith eigenvector and eigenvalue of Q =< FF
T > dt, and ri(t)
an independent gaussian white noise with unit variance. The efficiency of forcing
functions in exciting individual normal modes (B eigenmodes) can be estimated by
projecting the forcing pattern qi weighted by ηi onto the normal modes adjoint :
|ηivTi qi| with vi the ith eigenmode of BT .
3.3 Maximum amplification and optimal initial structure
The non-orthogonality of the B eigenmodes allows a constructive interference of
several modes, leading to a transient amplification of the system. If N is a positive
definite hermitian form, then ‖y‖N = yTNy is a norm vector and we define the
amplification of the system over a time τ by :
µ(τ) =
‖x(τ)‖2N
‖x(0)‖2L
=
x(τ)TNx(τ)
x(0)TLx(0)
=
x(0)TG(τ)TNG(τ)x(0)
x(0)TLx(0)
(3.14)
where L and N are the initial and final norm kernels respectively
([Tziperman et al. 2008], [Hawkins and Sutton 2009]).
The optimal initial condition x(0) that maximizes ‖x(τ)‖N subject to x(0) hav-
ing unit norm under the initial norm kernel L (ie ‖x(0)‖L = 1) is given by :
max
x(0)
{
x(0)TG(τ)TNG(τ)x(0) + λx(0)TLx(0)
}
(3.15)
which leads to the generalized eigenvalue problem :
G(τ)TNG(τ).x(0) = λLx(0) (3.16)
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with the optimal initial structure normalized such as x(0)TLx(0) = 1. The eigen-
vector φ1(τ) of (eq.(3.16)) associated with the largest eigenvalue γ1(τ) is the initial
spatial structure leading to the maximum amplification after a time τ . The func-
tion γ1(τ), called the maximum amplification curve, quantifies the maximum growth
possible over an interval τ in the absence of forcing. The optimal initial structure
is given by x(0) = φ1(τm) (τm = argmax(γ1(τ))), leading to the maximum ampli-
fication x(τm) = G(τm)x(0) = G(τm)φ1(τm) in τm months. The contribution from
each eigenmode ui of B to the optimal initial structure can be estimated by the
magnitude of its projection onto the corresponding modal adjoint, the eigenvector
vi of B
T , which have the same eigenvalue as ui.
Depending on what we are looking for, different initial and final norm kernels
can be defined. For instance, using 3-mo running mean SST anomalies in the trop-
ical strip, [Penland and Sardeshmukh 1995] showed that the optimal perturbations
leading to the maximum amplification of the domain integral of squared SST anoma-
lies (ie the variance) evolved in a ”structure strongly reminiscent of an ENSO event”
after 7 mo. To filter ENSO in the tropical band, [Penland and Matrosova 2006] se-
lected the empirical normal modes that most significantly contributed to the growth,
defined as an increase in the domain variance. In these cases, the initial and final
norm kernels are chosen as N = L = Id and ‖y‖N = ‖y‖L are L2 norm.
In the next chapter, another norm kernel will be introduced (eq.(4.1))
3.4 Integration of the LIM equation
Given a state vector x known for a long enough period, the system can be empirically
derived, i.e. the deterministic matrix B and the covariance matrix Q of the noise
F can be computed from eq.(3.7) and eq.(3.9). The equation (3.2) can then be
integrated to generate a new state vector. The appropriate method of integration
is a second order Runge-Kutta method for generating continuous Markov models
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([Kloeden and Platen 1992]), which consists of a two step process : yi(t+∆) = yi(t) +
d∑
j=1
Bijyj(t)∆ +
d∑
k=1
qik
√
ηk∆Rk
xi(t+
∆
2 ) =
1
2(yi(t) + yi(t+∆))
(3.17)
where qk and ηk are the kth eigenvector and the associated eigenvalue of the matrix
Q, R is a d-dimensional vector of independent Gaussian numbers, each having unit
variance. R must be generated once per time step, and not within the sum over d.
If the sample time is one month, then the time step ∆ is chosen equal to 1120 month,
ie 6 hours ([Penland and Matrosova 1994]). The initial condition is chosen at the
peak of the probability distribution, here y(0) = 0 (as we work with anomalies).
3.5 Studying the coupling between two variables using LIM
Let x1 and x2 be two variables, for instance the Atlantic SST and the AMOC
anomalies. If x =
[
x1
x2
]
is well approximated by a multivariate Markov process,
the LIM framework can be used, and x follows the equation :
d
dt
[
x1
x2
]
= B
[
x1
x2
]
+ F =
(
B11 B21
B12 B22
)[
x1
x2
]
+
[
F1
F2
]
(3.18)
where B refers to the deterministic matrix and F to the white noise forcing (as
described in section 3.1). The sub-matrix B21 (respectively B12) corresponds to
the deterministic influence of the variable 2 onto the variable 1 (resp., variable 1
onto the variable 2).
An eigenalysis of B11 and B22 gives informations on the uncoupled dynamics
of the variable 1 and 2, respectively, and it is of interest to compare the eigenmodes
of B11 and B22 to the ones of B.
To further study the coupling between the two variables, the system (3.18) can
be integrated as described in 3.4 but setting the coefficients of some sub-matrices to
zero. More precisely, the system can be considered as fully uncoupled by integrating
the system with B11 = B22 = 0 and < F1F2
T >= 0 (no correlation between the
noise eigenmodes). To evaluate the effect of the noise coupling, B11 and B22 can be
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set to zero, but not < F1F2
T >. The system can also be integrated with variable
1 (or variable 2) that does not force variable 2 (or variable 1), i.e. B12 = 0 (or
B21 = 0), with correlated noise or not.
3.6 Hypothesis
Different hypothesis can be verified to justify the LIM to approach the system :
• its statistics are Gaussian.
Note from [Sardeshmukh and Sura 2008] : For the SST variability in the east-
ern Pacific, it has been shown that the Probability Density Functions are al-
most gaussian for 3-month averages ([Penland and Sardeshmukh 1995]), but
non-gaussian for monthly averages ([Hannachi et al. 2003]).
• the deterministic B is independent of the lag τ0 used to determine it (tau
test).
• the noise covariance matrix Q is positive definite (since it is a covariance
matrix).
3.6.0.1 Tau test
If LIM is a good approximation of the system, the matrix B should not depend
on the lag τ used to determine it, ie determining B from C(τ1) = e
τ1BC(0) or
C(τ2) = e
τ2BC(0), with τ1 6= τ2, should lead to the same results. Hence, a simple
test of the accuracy of the LIM model is to compareB estimated at different lag (tau
test, [Penland and Sardeshmukh 1995]). However, as discussed by [Newman 2007],
if B can only be determined at one lag because of the Nyquist problem, an alternate
test is to verify that the empirically derived matrix B reproduces the observed
covariance Cobs(l) =
1
nt
nt−l∑
t=1
x(t)x(t + l) of x (in EOF space) at a longer lag l
([Winkler et al. 2001]). The reconstructed covariance matrix C(l) = elBC(0) and
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Cobs(l) can be compared using :
d(l) =
Clim(l)−Cobs(l)
Cobs(l)
. (3.19)
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As described in the introduction, the AMO is strongly linked to the AMOC
variability. However, it is also influenced by external forcings (volcanic activity,
solar forcing) and anthropogenic changes. Local atmospheric forcing and remote
oceanic processes, such as ENSO and the Pacific decadal variability may also impact
the multidecadal fluctuations of Atlantic SSTs via atmospheric teleconnections.
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In most studies, the SST changes associated with anthropogenic and
external forcings are removed by a linear trend ([Enfield et al. 2001],
[Sutton and Hodson 2005], Fig.4.1 left) or by the global mean SST
([Trenberth and Shea 2006], Fig.4.1 right). Since the SST response to an in-
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Figure 4.1: AMO time series in the observations, where the anthro-
pogenic and external forcings have been removed by a linear trend (left,
from [Sutton and Hodson 2005]) and by the global mean SST (right, from
[Trenberth and Shea 2006]).
crease in greenhouse gases and aerosol concentrations may be more complex,
[Ting et al. 2009] constructed instead a model-based estimate of the forced compo-
nent of North Atlantic SST variability using several coupled model simulations with
multiple ensemble members and a signal-to-noise maximizing empirical orthogonal
function analysis. In this thesis, we use LIM to filter out these global SST signals.
[Penland and Matrosova 2006] have described several statistical methods to re-
move the ENSO signal, pointing out their limits. A common approach is to use a
band-pass filtering between approximately 2 and 6 yr, which corresponds to ENSO
periods. This is based on the very strong assumption that all the SST variabil-
ity in that frequency band is related to ENSO. Another frequently used method
is linear regression on one or several ENSO indices (like SST anomalies in the
Nin˜o 3.4 area, or the 1st PC of SST anomalies in the Tropical Pacific). How-
ever, this also removes ENSO-unrelated signals associated with these indices, and
it may not fully represent the dynamics of the ENSO phenomenon. To remove the
Pacific influence on the AMO, [Guan and Nigam 2009] generalized this approach
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and used a regression of the SSTs onto six PCs of rotated extended empirical or-
thogonal functions of Pacific SST, which are well adapted to propagating signals.
Two of these time series corresponded to the canonical ENSO variability (one for
growth and one for decay), one to west-to-east ENSO development, one to bien-
nal variability, and two to decadal variability : a Pan-Pacific mode and a North
Pacific mode. Removing the regression on six Pacific PCs from the North At-
lantic SST lead to considerable changes in the AMO (Fig.4.2), mostly because the
Pan-Pacific decadal mode was correlated with the SST variability in the North
Atlantic, in particular the AMO (r = 0.48) when it led by 5 seasons, suggesting
a Pacific-Atlantic basin connectivity on decadal time scale. Note that the Pacific
decadal mode confined to the North Pacific was highly correlated to the PDO
(r = 0.57) and was leading SST anomalies in the North Atlantic by 3 yr, southeast-
ward of Greenland and near the American coast between 25 and 35˚N. However,
as [Mu¨ller et al. 2008] found a strong coherency at decadal frequencies between
the PDO and the North Atlantic Oscillation (NAO), which strongly influences
the AMOC variability (e.g. [Delworth et al. 1993], [Eden and Willebrand 2001],
[Deshayes and Frankignoul 2008]), it is not clear that the North Pacific decadal
signal should be removed from the AMO to extract the part related to the AMOC.
To remove the ENSO signal, [Penland and Matrosova 2006] proposed using in-
stead LIM. They showed that the dynamics of SST anomalies in the tropical strip
were well represented by a stable, linear multivariate process driven by stochas-
tic forcing. The SST signal was decomposed into nonnormal modes, and the
ENSO modes identified from the optimal growth from an initial condition to a
mature ENSO event. As the ENSO modes could be efficiently substracted from
the SST field to reveal ENSO-unrelated signals, the LIM approach is used in
this chapter to remove the ENSO imprint from the AMO. During the course of
this Ph.D, [Compo and Sardeshmukh 2010] also used the LIM approach to remove
ENSO-related SST variations from the global SST record, albeit in a slightly dif-
ferent manner, since we define the LIM-based filter from the whole SST field
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Figure 4.2: From [Guan and Nigam 2009]. Top : AMO indices in HadISST com-
puted as the traditional AMO (AMO-Tot, black curve), from the leading mode
of Atlantic SST after removing the regression on six Pacific PCs (AMO-Atl, red
curve), from the Atlantic footprint of the Pacific natural variability (AMO-Pac,
blue curve), from the sum of the last two indices (green curve). Bottom : Cor-
relations between raw Atlantic SST and AMO-Atl (left), AMO-Pac (middle), and
AMO-Tot (right).
while they only define it in the tropical strip and introduce an ”atmospheric
bridge operator” to remove the ENSO influence from the extratropical SSTs.
[Compo and Sardeshmukh 2010] found that the ENSO-unrelated AMO was very
close to the traditional AMO, except before about 1900, thus contrasting with the
Pacific-unrelated AMO obtained by [Guan and Nigam 2009], where the warm and
cool phases did not always coincide with the ones of the traditional AMO.
In this chapter, we use LIM to extract the part of the AMO that is related
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to the AMOC variability in observations, a historical simulation of the IPSLCM5
climate model, and control simulations with five different climate models.
This chapter is a more detailed version of an article submitted to Journal of Climate
in September 2011.
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4.1 Method and data
4.1.1 Using Linear Inverse Modeling to deconstruct the AMO
To extract the part of the AMO that is best related to the AMOC variability,
the LIM approach is applied to global SST anomalies (north of 20˚S where data
coverage is best in the observations), and used to decompose the North Atlantic
SST field into a signal linked to the global trend, a part that is related to ENSO,
one to decadal variability in the Pacific, and a residual. Assuming that global SST
anomalies, denoted x, are well approximated by eq.(3.2) (which is verified below),
LIM is used to write x as a linear combination of empirical normal modes (section
3.2) and modes corresponding to the global trend signal, to ENSO, and to the
decadal Pacific signal are identified.
Similarly to [Penland and Matrosova 2006], we consider as ENSO modes the
empirical normal modes that most significantly contribute to the optimal initial
structure leading to the maximum amplification of SST variance in the Tropics.
Mathematically, the SST variance in the Tropics can be measured by the norm
vector ‖y‖N = yTNy when N is a positive definite hermitian form (normalized to
have unit determinant) defined by
N = (W.E)T (W.E) (4.1)
where the matrix E of size (n, p) contains the patterns of the p retained EOF
restricted to the n grid points of the Tropics, and W is a matrix of area weighting,
which takes into account the Earth curvature. The amplification µ of the system
over a time τ is given by eq.(3.14) and then becomes
µ(τ) =
‖x(τ)‖2N
‖x(0)‖2l2
=
x(τ)TNx(τ)
x(0)Tx(0)
=
x(0)TG(τ)T (W.E)T (W.E)G(τ)x(0)
x(0)Tx(0)
(4.2)
We thus search for the initial structure with small SST anomaly variance in the
entire domain leading to the largest SST anomaly variance in the tropical strip.
As explained in section 3.3 the contribution from each eigenmode ui of B to the
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optimal initial structure is estimated by the magnitude of its projection onto the
corresponding modal adjoint1. However, in our case, the eigenmodes corresponding
to the global SST changes and Pacific decadal signals may contribute to the optimal
initial structure, but cannot be considered as ENSO modes. As most of the ENSO
signal is found below a period of 8 yr, modes having a larger period will not be
considered as ENSO modes. Similarly, as ENSO may not be predictable after 18-24
mo ([Penland and Sardeshmukh 1995], [Chang et al. 2004]), modes having a decay
time larger than 24 mo will not be classified as ENSO modes. As discussed in
[Penland and Matrosova 2006], the identification of ”ENSO modes” is somewhat
subjective. Choosing too many modes may add noise in the North Atlantic SSTs
and include signals that are involved in the link between the AMO and the AMOC,
while choosing only a few modes may miss a significant part of the ENSO signal. To
check its accuracy, the ENSO-related signals can be compared to classical indices,
such as Nin˜o 3.4 and Nin˜o 1.2.
As will be shown below, the signal linked to external forcing in the last century
will appear in the first damped mode of the LIM decomposition. Modes related to
the Pacific decadal variability are chosen as those having a period larger than 10 yr
and showing strong anomalies in the Pacific.
Once the global signal, the ENSO modes, and the decadal Pacific signal are
identified, the SST field can be decomposed into various parts, which may not be
orthogonal. For instance, if E is the subset of ENSO modes, then :
X(t) =
∑
i∈E
uiαi(t)︸ ︷︷ ︸
ENSO related
+
∑
i/∈E
uiαi(t)︸ ︷︷ ︸
ENSO unrelated
(4.3)
Using the second part of the sum, the residual SST anomalies can be reconstructed.
The ENSO-unrelated AMO is expected to be a better proxy of the AMOC vari-
1It might be more physical not to include the Atlantic in this projection, since the variability
arising in this area (via the AMOC for instance) may influence ENSO, and we aim at removing
the influence of the ENSO onto the North Atlantic, but not the opposite. However, omitting the
Atlantic does not change the order of the 1st contributors to the optimal initial structure.
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ability than the traditional AMO index, after possible modes corresponding to
anthropogenic and external forcing have also been removed.
4.1.2 Data
The observed SST fields are taken from the HadISST1 data ([Rayner et al. 2003])
during the 1901-2008 period, an historical simulation with the IPSLCM5 model
([Dufresne 2011]), and control simulations of five coupled climate models :
IPSLCM4-CTRLA ([Marti et al. 2010]), IPSLCM5-piControl2 ([Dufresne 2011]),
HadCM3 ([Gordon et al. 2000]), MPI-ESM ([Jungclaus et al. 2010]), and CCSM3
([Collins et al. 2006]). For the latter model, we only consider the last 250
years of the simulation, when the AMOC has an irregular, red noise behaviour
([Kwon and Frankignoul 2011]). The different datasets are summarized in Table
4.1. Note that, except CCSM3, models are used in the European project THOR
(Thermohaline Circulation at Risk?). IPSLCM4 is the model used in chapter 2, but
here a more recent and longer control simulation is used. The IPSLCM5 model is
an updated version of IPSLCM4 with a slightly higher atmospheric simulation, and
with the oceanic component NEMO/OPA9 instead of NEMO/OP8 that better pa-
rameterizes the tidal mixing. Seasonal SST anomalies are considered between 20˚S
and 60˚N in HadISST, and between 20˚S and 80˚N in the coupled models, after
removing grid points where the averaged sea ice cover in March is higher than 25%.
Note that results are only shown up to 70˚N, since the area north of this latitude
is mostly covered by sea ice. In the control simulations with the climate models, a
quadratic trend is substracted at each grid point to remove possible non-physical
trend linked to insufficient spin-up. We work in a truncated EOF space, which
is defined separately in 3 different domains : the North Atlantic (20˚N-80˚N,
100˚W-5˚E), the North Pacific (20˚N-80˚N, 120˚E-100˚W), and the tropical
strip (20˚S-20˚N). Hence, the state vector x is composed of three sets of principal
components. The number of retained EOFs in each area is given in Table 4.1. In
most cases, about 70% of the variance is retained. It was verified that the results
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Type Period Resolution Number of EOFs
Ocean Atmosphere N.Atl N.Pac Tropics
HadISST Observations 1901-2008 1˚×1˚ 7 4 12
108yr (74%) (64%) (85%)
CCSM3 Control 450-699 128× 256 T85 14 7 7
250yr 40 levels 26 levels (73%) (65%) (60%)
HadCM3 Control 3090-3789 1.25˚×1.25˚ 2.5˚×3.75˚, 14 9 8
800yr 20 levels 19 levels (69%) (65%) (67%)
MPI-ESM Control 2800-3799 101× 120 T31 17 14 5
1000yr 40 levels 19 levels (70%) (80%) (80%)
IPSLCM4 Control 1200-2199 2˚Mercator mesh 2.5˚×3.75˚ 12 7 8
1000yr 31 levels 19 levels (75%) (66%) (79%)
IPSLCM5 Control 1800-2799 2˚Mercator mesh 2˚×3.75˚ 8 8 10
control 1000yr 31 levels 39 levels (71%) (69%) (70%)
IPSLCM5 Historical 1850-2005 2˚Mercator mesh 2˚×3.75˚ 8 8 8
historical 156yr 31 levels 39 levels (75%) (73%) (79%)
Table 4.1: Summary of the dataset. The percentage of explained variance is indi-
cated in brackets.
depend little on the EOF truncation. In all datasets, classical Nin˜o indices are de-
fined as the time series of detrended seasonal SST anomalies averaged in the Nin˜o
3.4 (120-170˚W, 5˚S-5˚N) and Nin˜o 1.2 (90-80˚W, 10˚S-0˚) regions.
Throughout this study, the statistical significance of correlations or regressions
is computed with a student t-test at a level of 5%. For seasonal or annual anoma-
lies, the number of degrees of freedom is estimated as in [Bretherton et al. 1999],
assuming that time series are autoregressive processes of order 1. For low-pass fil-
tered data with a cutoff period of Tc, it is estimated by
T
Tc/2
−2 (T being the length
of the time series), assuming for simplicity independent samples at half the filter
cut-off period.
4.1.3 Testing the validity of the LIM
To check the accuracy of the LIM to approximate the evolution of sea-
sonal SST between 20˚S and 80˚N, we use the tau test described in section
3.6.0.1. As tropical SST anomalies were shown to be well represented by LIM
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([Penland and Sardeshmukh 1995]), we simply compare d(l) with a distance dref (l)
obtained by applying LIM only in the tropical strip, retaining the same number
of tropical EOFs than in the ”global” B. This is done for the HadISST data and
the IPSLCM5 control simulation, using l = 1 to 30 seasons. In the observations, d
ranges between -0.8 and 0.1 and dref between -1 and 0.3. In IPSLCM5, d is in the
interval [−1.3, 1] and dref in [−1.5, 1.5]. Thus, in both cases, d and dref are of the
same order of magnitude, showing that the LIM can indeed be used to model the
global SST anomalies.
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4.2 SST signature of the AMOC
Before applying LIM to extract the part of the AMO that is related to the AMOC
variability, we show the relation between the traditional AMO and the AMOC in
climate models, where the AMOC is known. To characterize the AMOC variability
at low frequencies, we use three indices, namely the low-pass filtered (Tc = 10 yr)
AMOC maximum below 500 m between 10 and 60˚N, that at 30˚N, and the 1st PC
of low-pass filtered AMOC anomalies (hereafter AMOC PC1), whose pattern is a
circulation cell spanning the whole Atlantic basin and reaching a maximum between
45 and 55˚N, depending on models (Fig.4.3). Note that although the std of the
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Figure 4.3: First EOF (in Sv) of low-pass filtered (Tc = 10 yr) AMOC anomalies in
IPSLCM4 (top left), IPSLCM5 (top middle), historical IPSLCM5 simulation (top
right), HadCM3 (bottom left), CCSM (bottom middle), and MPI (bottom right).
AMOC maximum is similar in all models, their mean value differs considerably, with
weaker values for the IPSL models and stronger for CCSM3 (Table 4.2). Fig.4.4
shows the power density spectrum of AMOC PC1 in the 6 simulations. Similarly
to the associated patterns, differences can be noticed from one model to another.
However, in all models, AMOC PC1 shows spectral energy at multidecadal time
scales. The discrepancy among models emphasizes the need of considering several
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Models CCSM3 HadCM3 MPI-ESM IPSLCM4 IPSLCM5
Mean max AMOC 1060N 21.6 18.6 16.6 10.1 10.2
Std AMOC 1060N 1.1 1.1 0.9 1.3 1.2
Table 4.2: Mean and std (in Sv) of the AMOC maximum between 10 and 60˚N
(max AMOC 1060N) in the different models.
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Figure 4.4: Power density spectrum of the first principal component of low-pass
filtered (Tc = 10 yr) AMOC anomalies in IPSLCM4 (top left), IPSLCM5 (top
middle), historical IPSLCM5 simulation (top right), HadCM3 (bottom left), CCSM
(bottom middle), and MPI (bottom right).
models to check whether key signals are found in all models and to validate the use
of models to understand the observations.
To illustrate the SST signature of the AMOC, we first consider control simula-
tions, which are not affected by external forcing. Fig.4.5 shows for four models the
regression of low-pass filtered SST anomalies onto AMOC PC1 both in phase and
when the AMOC leads by a few years. For HadCM3 and CCSM3, a SST anomaly
maximum is found along the North Atlantic current. Significant negative anomalies
are also seen north of England and southeast of Greenland in CCSM3, but the latter
get smaller as the lag increases. Around lag 3, the SST pattern becomes similar to
the AMO (shown in Fig.4.20 below), which is also shown by the maximum in the
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correlation between AMOC PC1 and the AMO (Table 4.6). The correlation then
slowly decreases as the SST signature of the AMOC becomes weaker. For MPI-
ESM, the SST pattern associated to the AMOC primarily indicates a warming of
the subpolar gyre, and it is similar to the AMO when the AMOC leads by a few
years (maximum correlation at a lag of 4 yr). There are more changes with lag
in IPSLCM5, where a dipole is observed in phase with the AMOC with negative
anomalies in the subpolar gyre and smaller positive anomalies in the subtropical
gyre. When the AMOC leads, the latter are progressively intensified and advected
northeastward along the North Atlantic current, and by lag 6, the SST structure
becomes very similar to the AMO represented in Fig.4.20 below. The maximum
correlation between the AMO and the AMOC PC1 occurs at a lag larger than the
other models (Table 4.6). Similar patterns are found for IPSLCM4 (not shown).
Note that in both models, the North Atlantic ice cover is unrealistically large, as
discussed in [Marti et al. 2010].
Although the SST patterns associated with an AMOC intensification may differ
substantially, they always show a large warming in the subpolar gyre centered
between 45 and 55˚N and 40 and 30 ˚W, depending on the model (except for
MPI-ESM, where the maximum is located near Newfoundland), a weaker warming
in the subtropical gyre, and very small anomalies in the tropical Atlantic. Note that
SSTs associated with the AMO also differ considerably from one model to another
(Fig.4.20), as well as the temporal characteristics of the AMO, as shown in Fig.4.6.
Despite the discrepancy among models, a positive AMO phase thus follows an
AMOC intensification by a few years in all models, as shown in Fig.4.7, consistently
with earlier studies (e.g. [Vellinga and Wu 2004], [Msadek and Frankignoul 2009]).
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Figure 4.5: Regression of low-pass filtered SST onto AMOC PC1 in phase and when
the AMOC leads (lag in yr) for CCSM3 (top), HadCM3 (2nd row), MPI-ESM (3rd
row), and IPSLCM5 (bottom). The black contour indicates 5% significance and r
is the correlation between the 1st AMOC PC and the traditional AMO. Light gray
shading indicates where the sea ice cover in March is higher than 25%.
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Figure 4.6: Power density spectrum of the AMO in IPSLCM4 (top left), IPSLCM5
(top middle), HadCM3 (bottom left), CCSM (bottom middle), and MPI (bottom
right).
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Figure 4.7: Correlation between the traditional AMO and AMOC PC1 (black), the
low-pass filtered AMOC maximum between 10 and 60˚N (blue), and the low-pass
filtered AMOC maximum at 30˚N (cyan). The AMOC leads for negative lags.
Top left : IPSLCM4, top right : IPSLCM5, middle left : HadCM3, middle right :
CCSM3, and bottom left : MPI-ESM.
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4.3 A Historical simulation with the IPSLCM5 model
The historical simulation with IPSLCM5 better corresponds to the observations
than control simulations. It starts with initial conditions from the 50th year of
the control simulation, and it is forced by the “observed” solar forcing and the
atmospheric composition due to both anthropogenic and volcanic influences during
1850-2005, following the CMIP5 protocol described in [Taylor et al. 2011]. Note
that the volcanic radiative forcing is simply simulated by an additional change
to the solar constant (Fig.4.8, [Dufresne 2011]), contrary to the last millennium
simulation with IPSLCM4 used in the next chapter, where it is implemented by a
radiative module (Kohdri et al, in prep).
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Figure 4.8: Time evolution of the total solar irradiance (W.m−2) with volcanic
eruptions in the historical simulation with IPSLCM5. Strong peaks correspond to
the forcing due to volcanic eruptions. From [Dufresne 2011].
In this simulation, the correlation between the AMOC indices and the tradi-
tionally defined AMO (Fig.4.10) is weaker than in the control simulations. It peaks
when the AMO lags by about a decade, but it is not significant (Table 4.4). As
shown in Fig.4.9 (bottom), the regression of low-pass filtered SST anomalies onto
AMOC PC1 first shows a strong cooling in the subpolar gyre, but by lag 5 they are
replaced by a growing warming, while the Gulf Stream region becomes colder. As
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the lag increases, the SST pattern associated to the AMOC starts resembling that in
the control simulation, with a maximum correlation, albeit not significant between
the AMO and AMOC PC1 at lag 12. However, the global SST pattern associated
with the traditional AMO (Fig.4.11 top left) mostly contains positive anomalies,
suggesting that the global changes are not well removed by linear detrending.
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Figure 4.9: Regression of low-pass filtered SST onto AMOC PC1 in phase and
when the AMOC leads (lag in yr) for the historical IPSLCM5 simulation. The
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Figure 4.10: Time series in ˚C of the traditional AMO (dashed line), the AMO-
GT (continuous line), the AMO-GT/EN (thick line), and the AMO-GT/EN/PD
(dotted). LIM made from the historical IPSLCM5 simulation.
To deconstruct the AMO, we apply the LIM filter. The dimension of x is 24
(Table 4.1), 8 PCs being considered in each area. The first 3 EOFs and their
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Figure 4.11: SST pattern (in ˚C) associated with the AMO time series in Fig.4.10.
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associated PCs of each area are shown in Fig.4.12-4.14. The eigenmodes of B are
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Figure 4.12: EOFs (top) and the associated PCs (bottom) of seasonal SST anoma-
lies in the North Atlantic. The percentage indicates the explained variance. Light
gray shaded area indicates where the sea ice cover in March is higher than 25%.
listed in Table 4.3 (right) and the main ones shown in Fig.4.15. The 1st mode is a
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Figure 4.13: EOFs (top) and the associated PCs (bottom) of seasonal SST anoma-
lies in the North Pacific. The percentage indicates the explained variance. Light
gray shaded area indicates where the sea ice cover in March is higher than 25%.
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Figure 4.14: EOFs (top) and the associated PCs (bottom) of seasonal SST anoma-
lies in the Tropics. The percentage indicates the explained variance.
damped mode that corresponds to a global warming, and the associated time series
has a strong positive trend (Fig.4.15), it is likely to represent the SST response
to external and anthropogenic forcing. Indeed, its correlation with the global SST
average is 0.95. Several abrupt cooling episodes are observed after some volcanic
eruptions (Krakatoa in 1883, Agung in 1963, and Pinatubo in 1991) but not after
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Modes Decay time DT Period T
1 10.3 yr ∞
2 1.3 yr ∞
3/4 11 mo 5 yr
5 9 mo ∞
6/7 7 mo 13.8 yr
8 6 mo ∞
9/10 6 mo 6.6 yr
11/12 5 mo 20 yr
13/14 5 mo 2.4 yr
15/16 4 mo 5.1 yr
17 4 mo ∞
18/19 4 mo 5.7 yr
20/21 3 mo 10.8 yr
22/23 3 mo 2.8 yr
Table 4.3: Decay time and period of the main eigenmodes of B in the historical
IPSLCM5 simulation. The ENSO modes are indicated in bold characters, and the
Pacific decadal modes in italics.
all volcanic eruptions taken into account in the simulation (4.8). The pattern of this
mode shows a weaker warming in the North Pacific, which might be attributed to
aerosols effects, as [Ting et al. 2009] (2009) indicated that the forced component of
surface temperatures estimated from six IPCC AR4 coupled models shows a patch
of weaker warming in the North Pacific (Fig.1.17), which is likely to be caused by
aerosols forcing. The second eigenmode is also a damped mode, showing regular
oscillations with strong spectral peaks around 80 yr and 4 yr. It has a tripolar
pattern in the North Atlantic with a main lobe centered around 50˚N, 30˚W, and
a weaker signal in the North Pacific. Interestingly, the AMO derived from this
mode, i.e. using
∑
i=2 uiαi(t), is significantly correlated with the traditional AMO
(r = 41) and to the AMOC, in fact more so than our deconstructed AMO, as
discussed in section 4.7.
Since only the 1st eigenmode seems to correspond to the global trend mode, a
filtered AMO index, referred to as AMO-GT, is computed by removing it, using∑
i 6=1 uiαi(t). It is of interest to compare the traditional AMO index (low-pass
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Figure 4.15: Normal modes of the deterministic matrix B number 1 (top), 2 (2nd
row), 3/4 (3rd row), and 6/7 (bottom). LIM made from the historical IPSLCM5
simulation.
filtered SST in the grid points space with a cutoff period of 10 yr in the North
Atlantic, 0˚-60˚N, 75˚W-7.5˚E, after linear detrending) to AMO-GT. As shown
in Fig.4.10, its low-frequency variability is strongly reduced (std = 0.08˚C versus
0.16˚C for the traditional one). The associated SST pattern (Fig.4.11, top right)
indicates less warming, except in the North Atlantic where the positive SST anomaly
is much larger. In addition, negative anomalies appear in the central North Pacific.
The SST anomaly has thus become more similar to the traditional AMO of the
IPSLCM5 control simulation (Fig.4.20 1st row of bottom right panel). Whereas
correlations were not 5% significant when the AMO lags the AMOC indices , they
increase considerably for AMO-GT (Table 4.4) and become significant, reaching
0.37 for AMOC PC1. Note that removing the global mean SST before computing
the AMO as in [Trenberth and Shea 2006] improves the correlation with AMOC
78 Chapter 4. Deconstructing the Atlantic Multidecadal Oscillation
PC1 to r = 0.28, but it remains not significant. This suggests that the LIM-based
filter is a more appropriate way to remove the global warming than linear detrending
or removing the global mean.
Model AMO AMOC max 30N AMOC max 10-60N 1st AMOC PC
IPSLCM5 raw data 0.21 (lag10) 0.23 (lag10) 0.22 (lag12)
historical AMO-GT 0.24 (+16%) 0.35 (+51%) 0.37 (+69%)
AMO-GT/EN 0.34 (+61%) 0.45 (+94%) 0.51 (+130%)
AMO-GT/EN/PDO 0.25 (+20%) 0.37 (+61%) 0.45 (+103%)
Table 4.4: Correlation between the various AMO and AMOC indices in the IP-
SLCM5 historical simulation. The percentages indicate the increase in correlations
when using modified AMO indices. Italic indicates that the correlation is not 5%
significant.
To remove the ENSO contribution to the AMO, we use the maximum amplifica-
tion of SST variance in the tropical strip 2. The optimal initial structure (Fig.4.16
2nd row) shows anomalies of the same sign in the whole area with strong anomalies
in the eastern Pacific, North Pacific with a PDO-like pattern, and North Atlantic.
The optimal growth (Fig.4.16 bottom) corresponds to a mature ENSO event and
occurs 9 mo after the optimal initial structure, as shown by the maximum amplifica-
tion curve (Fig.4.16 top left). The 1st two modes contributing most to the optimal
initial structure are modes 3/4 and 1 (Fig.4.16 top right), and the next one having
a period shorter than 8 yr is mode 22/23. These modes are used to filter ENSO
and the global trend signal, and their sum has indeed a significant correlation with
the raw Nin˜o 1.2 and Nin˜o 3.4 indices (respectively r = 0.76 and r = 0.84). As
shown in Fig.4.10, the ENSO-unrelated AMO, referred to as AMO-GT/EN, com-
puted from
∑
i/∈{1,3/4,22/23} uiαi(t) is rather similar to AMO-GT (r = 0.9), but the
associated pattern is somewhat different, with a stronger cooling in the subtropical
gyre (Fig.4.11, bottom left). Despite the relative closeness between AMO-GT and
AMO-GT/EN, the correlation between AMO-GT/EN and all the AMOC indices
2Similar results were obtained by considering the maximum amplification in the tropical In-
dopacific, the tropical Pacific, or even the whole domain.
4.3. A Historical simulation with the IPSLCM5 model 79
2 4 6 8 10
1
1.5
2
2.5
3
3.5
4
tau
Maximum Amplification Curve
0 5 10 15 20 25
0
0.5
1
1.5
2
2.5
Normal Mode
P
ro
je
ct
io
n
Contribution of normal modes to the OIS
Optimal initial structure
  80
o
E  110
o
E  140
o
E  170
o
E  160
o
W  130
o
W  100
o
W   70
o
W   40
o
W   10
o
W   20
o
E   50
o
E   80
o
E 
  20
o
S 
   0
o
  
  20
o
N 
  40
o
N 
  60
o
N 
  80
o
E  110
o
E  140
o
E  170
o
E  160
o
W  130
o
W  100
o
W   70
o
W   40
o
W   10
o
W   20
o
E   50
o
E   80
o
E 
  20
o
S 
   0
o
  
  20
o
N 
  40
o
N 
  60
o
N 
−.85 −.75 −.65 −.55 −.45 −.35 −.25 −.15 −.05 .05 .15 .25 .35 .45 .55 .65 .75 .85
Figure 4.16: Maximum Amplification curve (top left) and projection of normal
modes onto the optimal initial structure (top right). Optimal initial structure (mid-
dle) leading to maximum amplification (bottom) of SST variance in the tropical
strip. LIM made from IPSLCM5 (historical simulation).
strongly increases, reaching r = 0.51 for AMOC PC1 (Table 4.4).
Mode 6/7 is a decadal mode with a strong signal in the North Pacific. It is
associated to the PDO (r = 0.33), but a good representation of the model PDO
is only obtained by adding the ENSO mode 3/4 (r = 0.76), consistently with
[Newman 2007] who showed that the PDO represents not a single phenomenon but
rather the superposition of several processes with different time scales. Nonetheless,
the usefulness of removing from the AMO the signal linked to the decadal variabil-
ity of the North Pacific as in [Guan and Nigam 2009] can be tested by removing
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this additional mode (
∑
i/∈{1,3/4,6/7,22/23} uiαi(t)). As shown in Table 4.4, AMO-
GT/EN/PD leads to substancially smaller correlation with the AMOC indices, as
well as changes in the SST pattern, which looses the negative anomalies in the
subtropical gyre and has positive anomalies in the South Atlantic (Fig.4.11).
This suggests that LIM is indeed a good filter to eliminate the global change
signal, and that the ENSO influence should be removed to extract the part of the
AMO that is best related to the AMOC variability. On the other hand, filtering the
signal associated with the Pacific decadal variability deteriorates the AMO-AMOC
correlations. To assess the robustness of the latter results, we now apply the LIM
filter to control simulations of several climate models, where no external forcing
needs to be eliminated.
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4.4 Control simulations
4.4.1 LIM-based ENSO filter
As previously, the analysis is made in a truncated EOF space, retaining a total
of 26 to 36 EOFs, depending on the model (Table 4.1). Note that the first EOFs
used to apply LIM in CTRLA are shown in Fig.5.2-5.4 in the next chapter. The
temporal characteristics of the main B normal modes are listed in Table 4.5. The
modes differ between models, but there are also similarities, in particular there is
always a multidecadal oscillatory mode showing strong anomalies in the subpolar
North Atlantic and a PDO-like pattern in the North Pacific.
Fig.4.17 and Fig.4.18 show some empirical normal modes obtained in HadCM3
and IPSLCM5. The first modes obtained in IPSLCM4 are shown in Fig.5.5 in the
next chapter. In both HadCM3 and IPSLCM5, the first mode has a centennial
period and shows strong positive anomalies north of 20˚N in the Atlantic, and
a PDO-like pattern in the North Pacific. The SST anomalies in the Atlantic are
similar to those associated with multidecadal oscillations of the AMOC shown in
Fig.4.5, and, as it is discussed in section 4.5 below, the AMOs computed from these
modes are strongly correlated with the AMOC. A similar mode with a long period
and showing strong anomalies in both Pacific and Atlantic is found in the other
control simulations, as more deeply discussed in section 4.5. The other modes that
are shown correspond to ENSO-related modes and Pacific decadal modes, and are
described below.
As in the historical IPSLCM5 simulation, the maximum amplification in SST
variance in the tropical strip is used to identify the ENSO modes. The optimal
initial structures leading to maximum amplification show in each model strong SST
anomalies around the equator in the eastern Pacific with a maximum generally
found between 110˚W and 130˚W (Fig.4.19), while it was along the South Amer-
ican coast in the observations. These structures lead to an optimal growth after
6 to 9 mo, depending on the model, which corresponds in each case to very large
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Figure 4.17: Normal modes (in ˚C) of the deterministic matrix B. Mode 1/2 (1st
row), 5/6 (2nd row), 7/8 (3rd row), and 14/15 (bottom). LIM made from HadCM3.
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Figure 4.18: Normal modes (in ˚C) of the deterministic matrix B. Mode 1/2 (1st
row), 3/4 (2nd row), 12/13 (3rd row), 17/18 (4th row), and 20/21 (bottom). LIM
made from IPSLCM5 (control).
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IPSLCM4 IPSLCM5 Control CCSM3
Mode DT T Mode DT T Mode DT T
(mo) (yr) (mo) (yr) (mo) (yr)
1/2 17 3 1/2 16 105 1/2 19 54
3/4 17 32 3/4 13.6 5.3 3/4 16 17.8
5/6 13 3.1 5 8.8 ∞ 5/6 11.8 2.3
7 12 ∞ 6/7 7.6 34.9 7/8 9.8 10.5
8/9 10 1.8 8/9 6.1 36.7 9/10 9 50.9
10 10 ∞ 10/11 5.5 18.8 11/12 7.9 19.9
11 9 ∞ 12/13 4.9 3.6 13/14 6.9 7.1
12/13 9 7.8 14/15 4.8 11 15/16 6.7 5.2
14/15 8 10 16 4.5 ∞ 17 6.4 ∞
16/17 7 35.2 17/18 4.5 4.7 18/19 5.2 13
18 6 ∞ 19 4.1 ∞ 20/21 4.9 4.7
19/20 5 5.1 20/21 3.9 1.8 22 4.5 ∞
HadCM3 MPI-ESM
Mode DT T Mode DT T
(mo) (yr) (mo) (yr)
1/2 31.2 102 1/2 48 3.4
3/4 19.2 15.6 3/4 28.8 64.4
5/6 16.8 2.9 5 22.8 ∞
7/8 13.2 36.4 6/7 18 23.8
9/10 12 9.9 8/9 16.8 10.5
11 10.8 ∞ 10/11 12 33.2
12/13 10.4 23.3 12/13 12 16.1
14/15 8.8 6 14/15 10.7 4.1
16 7.9 ∞ 16/17 10 11
17/18 7.7 2.7 18 10 ∞
19/20 6.8 3.4 19/20 7.8 1.5
21/22 6.6 9 21 7.8 ∞
Table 4.5: Decay times (DT) and periods (T) of the first B eigenmodes for the
different control simulations. The ENSO modes are indicated in bold characters,
and the Pacific decadal modes in italics.
SST anomalies spanning the tropical Pacific and a horseshoe pattern in the North
Pacific, reminiscent of a mature ENSO event.
As before, we consider as ENSO modes those having the largest contribution
to the optimal initial structure, a period smaller than 8 yr, and strong anomalies
in the tropical Pacific (bold letters in Table 4.5). Their relevance can be verified
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Figure 4.19: Optimal initial structure (top) leading to maximum amplification (bot-
tom) of SST variance in the Tropical Strip. LIM made from IPSLCM5 (control).
by computing Nin˜o 1.2 and Nin˜o 3.4 indices from
∑
i∈E uiαi(t). The correlation
with the original indices is generally good, ranging between about 0.8 and 0.9,
and the associated SST patterns are very similar. The standard deviation of the
reconstructed indices is too large, except in MPI-ESM. Adding more oscillatory
modes fitting our criteria to the subset E leads to more realistic standard deviation,
but more noisy patterns. It was found that using too many ENSO modes actually
deteriorates the link between the ENSO-unrelated AMO and the AMOC, which
supports our choice of a limited number of ENSO modes in the observations and
the historical simulation.
Using
∑
i/∈E uiαi(t), ENSO-unrelated SSTs are used to define an AMO-EN index
in the different simulations. The standard deviation of AMO-EN is only slightly
smaller than that of traditional AMO and the correlation between the two indices
is very high in HadCM3 and MPI-ESM (r = 0.98) and high in CCSM3 (r = 0.93).
On the other hand, the ENSO removal has a strong impact in IPSLCM4 (r = 0.79)
and IPSLCM5 (r = 0.85). Although the associated SSTs remain similar in the
northern North Atlantic, some differences are noticed, as illustrated in Fig.4.20
(2nd row for each model). For instance, the almost interhemispheric pattern in the
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Atlantic is reinforced in IPSLCM5 and HadCM3 as the negative anomalies in the
South Atlantic are stronger and more significant. There are also significant changes
in the Pacific, in particular for HadCM3 and IPSLCM5. It can be shown that the
warming of the eastern equatorial Pacific seen in IPSLCM5 tends to lag the AMO
by up to 5 yr, which suggests that the AMO (or the AMOC) has a significant impact
on SST in the tropical Pacific. However, this warming is not seen in the historical
IPSLCM5 simulation (Fig.4.11 lower left), where the equatorial Pacific is slightly
but not significantly colder than average. Whether the difference reflects a change in
regime or statistical incertainties is not known. On the other hand, in the Atlantic
basin, the signature of the AMO is very similar in the control and, at large lag, in
the historical simulation, and the SST evolution when it lags the AMOC are nearly
indistinguishable after ENSO and global trend removal (not shown), reflecting the
efficiency of the LIM filter.
Model AMO AMOC max 30N AMOC max 10-60N 1st AMOC PC
IPSLCM4 raw data 0.41 (lag6) 0.39 (lag7) 0.36 (lag6)
AMO-EN 0.43 (+5%) 0.43 (+10%) 0%
AMO-EN/PDO 0.39 (-5%) 0.45 (+15%) 0.34 (-6%)
IPSLCM5 raw data 0.34 (lag8) 0.40 (lag8) 0.40 (lag9)
Control AMO-EN 0.39 (+14%) 0.42 (+5%) 0.43 (+7%)
CCSM3
raw data 0.59 (lag3) 0.59 (lag3) 0.73 (lag3)
AMO-EN 0.58 (-2%) 0% 0.72 (-2%)
AMO-EN/PDO 0.55 (-7%) 0.56 (-5%) 0.67 (-8%)
HadCM3
raw data 0.50 (lag2) 0.62 (lag2) 0.60 (lag3)
AMO-EN 0% 0.63 (+2%) 0.61 (+2%)
AMO-EN/PDO 0.39 (-22%) 0.52 (-16%) 0.46 (-24%)
MPI-ESM
raw data 0.37 (lag2) 0.37 (lag2) 0.20 (lag4)
AMO-EN 0.41 (+10%) 0.41 (+10%) 0.23 (+13%)
AMO-EN/PDO 0.39 (+6%) 0.39 (+6%) 0.21 (+5%)
Table 4.6: Correlation between the various AMO and AMOC indices in the different
model simulations. The percentages indicate the increase in correlations when using
modified AMO indices. Italic indicates that the correlation is not 5% significant.
As shown in Table 4.6, the impact of ENSO removal onto the AMO-AMOC
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Figure 4.20: SST pattern (in ˚C) associated with the traditional AMO (1st row),
the AMO-EN (2nd row), and the AMO-EN/PD (3rd row) in CCSM3 (top left),
HadCM3 (top right), MPI-ESM (bottom left), and IPSLCM5 (bottom right). The
black contour indicates 5% significance.
correlations is rather weak and depends on the model. It increases the correlations
by about 10% in IPSLCM4, IPSLCM5, and MPI-ESM, while the correlations are
almost unaffected for HadCM3 and CCSM3. However, LIM is more successful at
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enhancing the AMO-AMOC correlations than when a linear regression is used to
removed the ENSO, as discussed in the next section (section 4.4.2). To understand
why the ENSO removal does not improve the correlation between the AMOC and
the AMO in the last two models, it is of interest to consider the links between the
tropical Pacific and the Atlantic sector.
The ENSO first affects the Atlantic sector through the “atmospheric bridge”
([Alexander et al. 2002], [Klein et al. 1999]), corresponding to changes in the at-
mospheric circulation acting on surface fluxes. More precisely, a weakening of
trade winds in the tropical North Atlantic is observed during ENSO, leading to
a decrease of surface evaporation and a subsequent warming in about 3 to 6
months ([Klein et al. 1999]). Several mechanisms may explain the reduced trade
winds, involving negative SLP anomalies located over the south-east United States
that are associated with changes in the Pacific-North American (PNA) pattern
([Wallace and Gutzler 1981]), and the reduction in the strength of the Atlantic
Hadley cell that results from the modification of the Walker circulation by the
shift in the tropical Pacific convection. In addition, [Chiang and Lintner 2005] and
[Chiang and Sobel 2002] showed that ENSO may affect the whole Tropics through
the “tropospheric temperature mechanism”. The heat released by ENSO from the
ocean to the atmosphere leads to a tropospheric warming, that is propagated to the
remote Tropics by Kelvin waves forced by the anomalous convection in the tropical
Pacific, leading to a remote tropical ocean warming 2 to 3 months after the peak
of ENSO .
Consistently with the above studies, a significant correlation (r ∼ 0.4) is found
in the observations between the 1st PC of yearly SST in the tropical Pacific and
SST anomalies in the tropical North Atlantic between 10 and 25˚N (Fig.4.21 top
left). In the North Atlantic sector, the associated SLP is a broad low centered
around 50˚N, 25˚W, extending up to the south-east United States. Note that,
the PNA pattern is not apparent with yearly data (not shown). As shown in the
other panels of Fig.4.21, in all control simulations but CCSM3, this correlation is
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stronger (∼0.55). However, the maximum correlation is not found in the same area
(between 0 and 30˚N in IPSLCM5 and IPSLCM4, between 30˚S and 20˚N in
MPI-ESM, and between 30˚S and 10˚N in HadCM3). This warming may be in
part due to the negative SLP anomalies observed in almost all models but MPI-
ESM south-east of the United States. A low is observed in the North Pacific that
resembles the Aleutian low but shifted southward in all models (and southeast-
ward in CCSM3) and evokes the PNA pattern, although too strong anomalies are
observed in the North Atlantic especially in the IPSL models and MPI. The high
meridional pressure gradient centered around 40-50˚N in the Atlantic may weaken
the Westerlies, reducing the heat fluxes and thus leading to the warming observed
in midlatitudes. In MPI-ESM, ENSO imprint on SST is also found at midlatitudes,
but it cannot be explained by the anomalous SLP, which are much stronger and very
different from the other models and from the observations. In HadCM3, although
the correlations between ENSO and the tropical Atlantic are strong, they are more
equatorially confined than in IPSL simulations or in MPI-ESM. In addition, there
is less ENSO imprint at midlatitude. This might explain the much smaller increase
in AMO-AMOC correlations when the ENSO is removed in this model. In CCSM3,
the SST, wind stress, precipitation, and thermocline depth reponses to ENSO are
too narrowly confined to the equator in the Pacific ([Deser et al. 2006]), and the
correlations between SSTs and ENSO (Fig.4.21 top middle) are much smaller in
the tropical North Atlantic than in the other models. This may explain why the
correlations between AMO and AMOC are not improved in this model when the
ENSO signal is removed.
Although Fig.4.21 might suggest that removing ENSO with LIM in the obser-
vations would increase the AMO-AMOC correlations, but not as much as in the
IPSL models or in MPI-ESM, the interpretation of this figure requires more cau-
tion, since connections between the Atlantic and ENSO are not stationary in the
observations ([Sutton and Hodson 2003], [Greatbatch et al. 2004]). Besides, dis-
cussing the impact of ENSO onto the Atlantic using regressions may be inadequate
90 Chapter 4. Deconstructing the Atlantic Multidecadal Oscillation
Observations
  80
o
W   50
o
W   20
o
W   10
o
E 
  20
o
S 
   0
o
  
  20
o
N 
  40
o
N 
  60
o
N 
CCSM3
  80
o
W   50
o
W   20
o
W   10
o
E 
  20
o
S 
   0
o
  
  20
o
N 
  40
o
N 
  60
o
N 
HadCM3
  80
o
W   50
o
W   20
o
W   10
o
E 
  20
o
S 
   0
o
  
  20
o
N 
  40
o
N 
  60
o
N 
I 
  80
o
W   50
o
W   20
o
W   10
o
E 
  20
o
S 
   0
o
  
  20
o
N 
  40
o
N 
  60
o
N 
IPSLCM5
  80
o
W   50
o
W   20
o
W   10
o
E 
  20
o
S 
   0
o
  
  20
o
N 
  40
o
N 
  60
o
N 
M!ESM
  80
o
W   50
o
W   20
o
W   10
o
E 
  20
o
S 
   0
o
  
  20
o
N 
  40
o
N 
  60
o
N 
!01, !0-, !0#, !0', !0,, !0*, !0), !0+, !0", !0$, 0$, 0", 0+, 0), 0*, 0,, 0', 0#, 0-, 01,
Figure 4.21: Correlation between annual SST (colors) anomalies and the first PC
of annual SST anomalies in the Tropical Pacific, and regression of SLP (contours)
anomalies onto the latter. Results are shown only for significant correlations at the
10% level. Contour interval is 0.1 hPa, dashed lines correspond to negative values.
Top left : observations, Top middle : CCSM3, Top right : HadCM3, Bottom left :
IPSLCM4, Bottom middle : IPSLCM5 (control), Bottom left : MPI-ESM.
([Penland and Matrosova 2006], [Compo and Sardeshmukh 2010]).
4.4.2 Removing ENSO by regression
A common procedure to remove ENSO effects is to use a linear regression on one or
several ENSO indices. For comparison with the LIM approach, we assume that the
ENSO signal is well characterized by the first two EOFs and PCs of the yearly SST
anomalies in the tropical Pacific between 20◦S and 20◦N, and compute a new AMO
index. Compared to the traditional AMO, its correlations with the AMOC indices
increases in the control simulations by 7 to 14% in IPSLCM4, depending on the
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AMOC index, 0 to 5% in MPI-ESM, while it decreases by 3 to 5% in IPSLCM5, 0 to
2% in HadCM3 and by 2 to 5% in CCSM3. A comparison with Table 4.6 shows that,
except in IPSLCM4 , removing the ENSO signature from the AMO by regression
analysis is much less successful than by LIM at extracting the part of the AMO that
is related to the AMOC variability. This agrees with [Penland and Matrosova 2006]
and [Compo and Sardeshmukh 2010], who argued that the ENSO signal must be
removed using a dynamical filter such as the LIM and not by regression.
4.4.3 Should we remove the link with the decadal variability in the
Pacific?
In the historical IPSLCM5 simulation, filtering the signal linked to the North Pa-
cific decadal variability from the AMO degraded the relation to the AMOC. To
investigate whether removing the decadal Pacific-linked signal from the AMO sim-
ilarly degrades its relation to the AMOC in the control simulations, we attempted
to identify PDO-like normal modes with low frequency variability in the models.
The decadal Pacific modes P are indicated in Table 4.5 in italic letters. Using∑
i∈P uiαi(t), a PDO index was computed for the different models. It correlates
with the raw PDO at r = 0.54 in IPSLCM4, r = 0.81 in CCSM3, and r = 0.6 in
HadCM3. To significantly reconstruct the PDO in MPI-ESM (r = 0.6), the ENSO
mode 1/2 was also taken into account. In IPSLCM5, the only mode leading to a
reasonable reconstruction of the PDO signal is mode 3/4 (r = 0.6), which has a
5.3 yr period and was selected as an ENSO mode, and there was no other decadal
mode with a strong signal in the Pacific, as it was the case in the historical simu-
lation. The decadal Pacific modes in the control runs have strong anomalies in the
North Atlantic, but it is only in IPSLCM4 that the mode is significantly related
to the AMO (r = 0.62). The impact on the AMO of removing the decadal tele-
connections with the Pacific is illustrated for 3 models in Fig.4.20 (3rd row of the
different panels). In CCSM3 and HadCM3, significant negative SST anomalies are
now found south of Greenland, while the subpolar warming decreases in HadCM3
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and MPI-ESM. Note also the appearance of a strong PDO-like signal in HadCM3,
as in the observations (Fig.4.27).
Except for IPSLCM5, the decadal Pacific modes were added to the subset E of
ENSO modes and a filtered AMO was computed, referred to as AMO-EN/PD. As
shown in Table 4.6, the correlations with the AMOC indices are degraded in nearly
all cases, most strongly so in HadCM3. Hence, the control simulations confirm that
a Pacific decadal signal should not be substracted from the AMO if its relation to
the AMOC is to be optimized.
Since removing the signal linked to decadal Pacific changes clearly degrades
the relation between the AMO and the AMOC, the links between the two basins
should reflect a dynamical coupling, or more likely a common forcing of the two
basins. Evidence for the latter was given by [Mu¨ller et al. 2008], who showed that
there was a significant coherence in the observations at periods between 10 and 20
yr between the North Atlantic Oscillation (NAO), ENSO, the Aleutian low, and
the PDO, suggesting global teleconnections. As the NAO is a main driver of the
AMOC, removing such teleconnections from the AMO would indeed degrades its
relation to the AMOC. As shown in Fig.4.22, the low-pass filtered (Tc = 5 yr)
PDO is associated with the Aleutian low in each model, as in the observations (e.g.
[Schneider and Cornuelle 2005]). However, there is always an Arctic high that is
not seen in the observations. In the Atlantic, a pattern resembling a negative phase
of the NAO is observed for all models but MPI-ESM and HadCM3. In the latter,
such a pattern is associated to the yearly PDO (not shown), probably reflecting a
different time scale than other models. In the observations, negative SLP anomalies
centered around 45˚N, 30˚W are associated with the low-pass filtered PDO in the
Atlantic, similarly to the negative pole of a negative NAO phase, but the positive
pole is centered over northern Europe instead of southeast of Greenland.
Further investigations are needed to understand if this interbasin connection
arises from the North Pacific, from the North Atlantic, or simply results from an
hemispheric mode of atmospheric circulation. [Orgeville and Peltier 2007] found
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Figure 4.22: regression of low-pass filtered (Tc = 5 yr) SLP (in hPa) anomalies onto
the low-pass filtered PDO. The black contour indicates 10% significance. Top left :
observations, Top right : CCSM3, Middle left : HadCM3, Middle right : MPI-ESM,
Bottom left : IPSLCM4, Bottom right : IPSLCM5 (control).
in the observations a strong correlation between the AMO and the low-frequency
component (∼ 60 yr) of the PDO when the AMO leads by 13 yr, but also when the
PDO leads by 13 yr. They argued that these signals were the 2 components in phase
quadrature of a unique oscillation cycle, and give two possible explanations. The
first one states that the Atlantic and Pacific basins collectively produce variability
at a 60 yr time scale, with teleconnections acting in both directions. In the second
explanation, the AMO plays the dominant role: being forced by the multidecadal
fluctuations of the AMOC, it impacts the global northern hemisphere atmospheric
circulation, leading to an oceanic adjustement in the North Pacific, as discussed by
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[Zhang and Delworth 2007]. Indeed, based on observations, the latter also found a
lagged response to the AMO of the component of the PDO, which is independent
of ENSO and associated to multidecadal fluctuations. They used a hybrid coupled
model to demonstrate that the AMO leads to a weakening of the mid-latitude winter
storm track, shifting poleward the westerly winds. This results in a reduced Aleu-
tian low, associated to a negative wind stress curl anomaly that shifts northward
the Kuroshio current, leading to warm SST anomalies in the central and western
North Pacific, especially in the Kuroshio-Oyashio extension (KOE) region. These
warm SST anomalies in the KOE region further weaken the Aleutian low, resulting
in a positive air-sea feedback. In this study, only the Atlantic was found to impact
the Pacific, however [Li et al. 2009] showed that the North Pacific and the North
Atlantic interactions were intimately coupled through an inter-basin atmospheric
teleconnection dominated by the leading mode of extratropical atmospheric vari-
ability (AO for Arctic Oscillation). This study was based on a climate model with
an idealized oceanic temperature anomaly initiated over the Gulf Stream and the
Kuroshio extension regions.
As shown in Fig.4.23, we also find lead-lag correlations between the AMO and the
PDO in the observations, consistently with [Orgeville and Peltier 2007]. However,
similar correlations are not seen in the control simulations and no common behavior
is found among models. This does not help understanding the origin of the link
between a NAO-like pattern and the PDO at low-frequency shown in Fig.4.22 and
found in all control simulations. However, this emphasizes that the times scales and
mechanisms involved in the interconnection between the Pacific decadal variability,
the AMO and the AMOC is likely to be model-dependent.
4.5 Further deconstructing the AMO?
Our LIM deconstruction of the AMO increases its correlation with the AMOC when
the ENSO signal is removed. However, it could be optimized further. Indeed, it
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Figure 4.23: Correlation between low-pass filtered (Tc = 5 yr) PDO and AMO
indices in the observations (red curve), in HadCM3 (blue), in CCSM3 (cyan), in
IPSLCM4 (black), in IPSLCM5 (green), and in MPI-ESM (magenta). Dashed lines
indicate 5% significance.
was found in some models that a single normal mode was better correlated with
the AMOC than AMO-GT/EN. In the historical IPSLCM5 simulation, the second
mode was a damped mode, but it showed strong oscillations with a spectral peak
around 80 yr. The AMO based on this mode turned out to be highly correlated to
the AMOC, reaching r = 0.6 when the AMOC leads by 9 yr, which is larger than
when the AMO was computed after removing the global trend signal and the ENSO
modes. The regression of low-pass filtered SST onto this AMO index is shown in
Fig.4.24. The SST maximum in the North Atlantic reaches 4˚C and is much larger
than for the traditional AMO and the other AMOs obtained with LIM.
In HadCM3 and IPSLCM5 control simulations, the 1st mode was oscillatory
with a period of about 100 yr and it showed large SST anomalies in the North
Atlantic (Fig.4.17 and 4.18). Again, the AMO derived from it is better correlated
with the AMOC than AMO-EN, the increase in correlation compared to the tradi-
tional AMO reaching 46% in IPSLCM5, and of 16% in HadCM3. The latter result
is consistent with [Vellinga and Wu 2004], who found that the strong centennial
fluctuations of the AMOC in HadCM3 impacted the surface climate.
A mode with a multidecadal period, and strong anomalies in both the North
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Figure 4.24: Regression of low-pass filtered SST (in ˚C) anomalies onto the AMO
index computed from
∑
i=2 uiαi(t)
Atlantic and North Pacific, is also found in the other control simulations (mode 3/4
in IPSLCM4, 1/2 in CCSM3, and 3/4 in MPI-ESM). However the AMOs computed
from these modes do not improve the correlations with the AMOC indices (and
slightly degrade it), except for the correlation with the AMOC maximum between
10 and 60 ˚N in IPSLCM4, which is increased by 21% compared to the traditional
AMO.
This also emphasizes that other signals than the global trend and ENSO have
to be removed from the AMO to optimize its correlation with the AMOC. The
local atmospheric forcing mostly generates the seasonal and interannual SST vari-
ations, but because of SST re-emergence and other dynamical processes it may
also affect the lower frequencies. In principle, removing the local SST response
might be attempted using LIM, since the local atmospheric forcing should enter
the white noise forcing F in eq.(3.2). However, as the latter is dominated by
the NAO and the East Atlantic Pattern, which are also important driver of the
AMOC (e.g. [Eden and Willebrand 2001] 2001, [Deshayes and Frankignoul 2008]
2008, [Msadek and Frankignoul 2009] 2009), removing the local SST response with-
out altering the AMOC-driven one may be difficult.
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4.6 The AMO in the observations
Although our LIM deconstruction could be further improved to find the best proxy
of the AMOC variability, we apply it to the observations. Based on previous results,
we expect that removing the global trend and the ENSO from the AMO using LIM
would increase its correlation with the AMOC, while removing a signal of Pacific
decadal variability would degrade it.
For the observed SST, the dimension of x is 23 (Table 4.1). As was also the
case for each model simulation, the matrix B could only be determined at a lag
of one season, probably because of the Nyquist problem at larger lags 3. The B
eigenmodes are listed in Table 4.7 in order of decreasing decay time, and the first
8 patterns are shown in Fig.4.25.
Mode Decay time DT Period T
1 4.3yr ∞
2/3 1.6yr 47.7yr
4 1.1yr ∞
5/6 10mo 7.2yr
7/8 7mo 3.1yr
9/10 6mo 13.1yr
11 6mo ∞
12/13 5mo 4.7yr
14/15 4mo 14.4yr
16/17 4mo 3.4yr
18 3mo ∞
19/20 3mo 3.1yr
21 3mo ∞
22/23 3mo 7.9yr
Table 4.7: Decay time and period of the main eigenmodes of B in observed SST.
The ENSO modes are indicated in bold characters, and the Pacific decadal modes
in italics.
As was the case in the historical IPSLCM5 simulation, the 1st mode is damped
and corresponds to a global warming (r = 0.95 with the global SST average),
but its amplitude is much smaller and its decay time more than halved, suggesting
3If 3-mo running mean anomalies had been used, lags from 1 to 4 mo could be used
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Figure 4.25: Normal modes (in ˚C) of the deterministic matrix B. Mode 1 with
its time series (top), 2/3 (2nd row), 4 with its time series (3rd row), 5/6 (4th row),
and 7/8 (bottom). LIM made from observed SST.
that the IPSLCM5 model overestimates the response to external and anthropogenic
forcing. Note that the warming is weaker in the North Pacific and in the northern
North Atlantic (Fig.4.25 top left), similarly to the forced component of the surface
temperature variance estimated from six IPCC AR4 models by [Ting et al. 2009]
(Fig.1.17). Note also that the time series of this mode shows a small cooling after
1963 and after 1991, which might be linked to the volcanic eruptions of Mount
Agung and Pinatubo. It is of interest to compare the traditional AMO index to
“the filtered” AMO computed using
∑
i 6=1 uiαi(t), then applying the low-pass filter,
and referred to as AMO-GT. As shown in Fig.4.26, there are significant differences,
although the warm and cold phases are identical and the correlation is high (r =
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0.91). The standard deviation of AMO-GT is smaller than that of the traditional
AMO (0.11˚C versus 0.14˚C), and the recent warming is less pronounced. The
period estimated from zero-crossings of the autocorrelation function is ∼ 48 yr
versus ∼ 60 yr for the traditional AMO. The associated SST patterns obtained by
regression are similar, but AMO-GT has a small area of negative anomalies south of
Newfoundland, and weaker anomalies in the subtropical gyre (Fig.4.27 top panels).
The revised AMO index of [Trenberth and Shea 2006], where external forcings were
removed by substracting the global SST mean, also had a smaller range than the
traditional index and lower anomalies in the subtropical gyre. The recent warming
in the 20th century was even less pronounced (less than 0.1˚C versus 0.15˚C for
AMO-GT).
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Figure 4.26: Time series in ˚C of the traditional AMO (dashed line), the AMO-
GT (continuous line), the AMO-GT/EN (thick line), and the AMO-GT/EN/PD
(dotted). LIM made from observed SST.
As for climate models, the ENSO modes were estimated from the maximum
amplifications of SST variance in the tropical strip, which occurs after 9 mo. The
optimal initial structure and that of maximum amplification (Fig.4.28) have smaller
positive anomalies than in the the historical IPSLCM5 simulation, consistently with
the stronger model response to external forcing. The optimal growth structure
shows a developped El Nin˜o phenomenon with a tongue of positive anomalies in
the eastern Pacific and local maxima around the equator at 115˚W and 160˚W,
anomalies of opposite sign in the western tropical Pacific, and positive anomalies
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Figure 4.27: SST pattern (in ˚C) associated with the AMO time series in Fig.4.26.
Top left : traditional AMO, Top right : AMO-GT, Bottom left : AMO-GT/EN,
Bottom right : AMO-GT/EN/PD. LIM made from observed SST. The black con-
tour indicates 5% significance.
in the Indian ocean and the tropical Atlantic, combined with a warm phase of the
PDO. Considering only the tropical strip, [Penland and Matrosova 2006] obtained
very similar structures, except that there was a longitudinal dipole in the tropical
Atlantic at the maximum amplification. However, note that the North Pacific part
of the initial structure also resembles the PDO. Modes 7/8, 1, 5/6, and 2/3 strongly
contribute to the optimal initial structure (Fig.4.28 top right), and they all have
prominent anomalies in the Tropical Pacific. However, only two of them qualify
as ENSO modes, as shown by Table 4.7. The oscillatory mode 7/8 (T = 3.1 yr)
has a cosinus phase showing strong anomalies along the western coast of South
America and evoking the Nin˜o 1.2 pattern, and a sinus phase resembling a mature
Nin˜o event (Fig.4.25). The oscillatory mode 5/6 (T = 7.2 yr) is similar, but for
stronger anomalies in the North Pacific. As discussed above, mode 1 represents
the global SST changes. It strongly contributes to the optimal initial structure and
the optimal growth structure, since the data were not detrended before computing
the maximum amplification. Mode 2/3 has a too large period (T = 47.7 yr) to
correspond to ENSO and it resembles the PDO pattern in the North Pacific. The
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correlation between the raw PDO and the one computed with
∑
i∈{2/3} uiαi(t) is
indeed significant (r = 0.52), and they have similar spectra at low frequencies.
! " # $ %&
%
%'!
%'"
%'#
%'$
!
()*
+),-.*./0.12-3-4)(-56/7*89:
& > %& %> !& !>
&
&'!
&'"
&'#
&'$
%
%'!
C58.)2/+5G:
H
85
I:
4(
-5
6
756(8-J*(-56/53/658.)2/.5G:</(5/(F:/;KB
?5,12-631:1,1-63@,<.8,.<>
33"*
9
A3 33'*
9
A3 3!"*
9
A3 3!'*
9
A3 3!$*
9
B3 33)*
9
B3 33$*
9
B3 33!*
9
A3
33"*
9
C3
333*
9
33
33"*
9
D3
33$*
9
D3
33&*
9
D3
?5,12-63E<9F,G
33"*
9
A3 33'*
9
A3 3!"*
9
A3 3!'*
9
A3 3!$*
9
B3 33)*
9
B3 33$*
9
B3 33!*
9
A3
33"*
9
C3
333*
9
33
33"*
9
D3
33$*
9
D3
33&*
9
D3
!'#$ !'# !'>! !'"" !'A# !'!$ !'! !'%! !'&" '&" '%! '! '!$ 'A# '"" '>! '# '#$
Figure 4.28: Maximum Amplification curve (top left) and projection of normal
modes onto the optimal initial structure (top right). Optimal initial structure (mid-
dle) leading to maximum amplification (bottom) of SST variance in the tropical
strip. LIM made from observed SST.
The SST field reconstructed using
∑
i∈E uiαi(t) with E = {1, 5/6, 7/8} is ex-
pected to contain much of the ENSO signal and the global trend, and the recon-
structed ENSO indices indeed correlate well with the original ones (r = 0.78 for
Nin˜o 3.4 and r = 0.85 for Nin˜o 1.2). The associated spatial patterns are very similar
to those obtained from the raw data (spatial correlation rs = 0.92 for Nin˜o 3.4 and
rs = 0.91 for Nin˜o 1.2). However, the amplitude of the two reconstructed indices is
too high (standard deviation std = 1.85˚C versus 0.72˚C for Nin˜o 3.4 and 2.18˚C
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versus 0.8˚C for Nin˜o 1.2). Adding the decadal Pacific mode (mode 2/3) increases
the correlation with the Nin˜o 3.4 index (r = 0.83) but only slightly decreases the
amplitude of the ENSO indices (std = 1.56˚C for Nin˜o 3.4 and std = 1.74˚C for
Nin˜o 1.2). Comparable amplitudes are only obtained by adding higher modes, but
the latter are noisy outside the tropical Pacific and were not retained, consistent
with the model results discussed in section 4.4. Note that the comparison between
the raw and the reconstructed ENSO indices is of limited interest to quantify LIM
success at modeling the ENSO, since linear regression on these indices work poorly
to remove the ENSO impact onto the AMO (see section 4.4.2).
After substraction of the global and ENSO modes, the SST field was recon-
structed, yielding a new AMO index referred to as AMO-GT/EN. Removing the
ENSO modes affected little the AMO amplitude (std = 0.10˚C) but slightly in-
creased its estimated period (∼ 55 yr). The associated SST pattern (Fig.4.27 bot-
tom left) shows more pronounced cooling anomalies in the South Atlantic and the
tropical Pacific. Based on results obtained with climate models, AMO-GT/EN
should be better correlated to the AMOC than the traditional AMO and than AMO-
GT. If the in-phase correlation between Atlantic SSTs and ENSO were a trustable
indicator of the ENSO impact on the Atlantic, we could infer from Fig.4.21 that
the increase in AMO-AMOC correlations would be within the range between the
worst and the best value found in climate models.
[Guan and Nigam 2009] obtained a very different AMO index by also removing
the signals linked to the decadal variability of the Pacific, primarily because their
Pan-Pacific decadal mode lead the AMO by 5 seasons. And, in climate models,
removing such a signal was found to degrade the AMO-AMOC correlations. To
investigate this effect in the observations, we add the Pacific decadal oscillatory
mode 2/3 to the subset of removed modes (P = {1, 2/3, 5/6, 7/8}). Although this
PDO-like mode represents low frequency variability in the Pacific, it also shows
strong anomalies in the Atlantic with a pattern evoking the AMO. Indeed, the
AMO computed from
∑
i∈2/3 uiαi(t) is highly correlated with the traditional AMO
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(r = 0.83). Mode 2/3 thus reflects a strong linkage between low frequencies in
the Pacific and in the Atlantic, consistently with [Orgeville and Peltier 2007], who
showed that the AMO and the low-frequency component of the PDO were signatures
of the same oscillation cycle. Note that, in control simulations, PDO-like modes
also show strong anomalies in the North Atlantic, as was discussed in 4.4.3.
The AMO index obtained by removing this additional mode, referred as AMO-
GT/EN/PD, has a different behaviour (Fig.4.27 bottom right) and much smaller
amplitude (std = 0.05˚C). As in the other cases, the associated SST pattern shows
an almost interhemispheric signal in the Atlantic basin, but the positive anomalies in
the western subtropical gyre are much weaker and less significant, and the negative
pole south of Newfoundland has disappeared. This structure is very similar to the
one obtained by [Guan and Nigam 2009]. However, Fig.4.27 reveals that there is a
large signal in the tropical Pacific, which resembles a La Nina event and a negative
phase of the PDO. Hence, after removing the low frequency North Pacific mode, the
AMO is associated to SST anomalies having a negative PDO-like pattern. Whereas
the traditional PDO and AMO do not correlate without lag, these indices have a
correlation of r = −0.32, which persists when the AMO leads, when estimated from∑
i/∈P uiαi(t). Note that removing the mode 2/3 does not remove the whole PDO
signal, but only its low frequencies variability. Indeed, the 1st EOF of the residual
North Pacific SST also resembles the PDO, but has much less variability at low
frequencies.
4.7 Summary
In this chapter, a dynamical filter based on LIM is used to deconstruct the AMO
and to extract the part that is best related to the AMOC variability. Assuming
that the seasonal SST anomalies between 20˚S and 80˚N are well approximated
by a multivariate linear markov process, the SST field can be decomposed into a
sum of empirical normal modes, which can be split into a part related to the global
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trend (in the observations or in historical simulations), a ENSO-related part, one
linked to decadal variability in the Pacific, and a residual. The LIM filter was used
to deconstruct the AMO in the observations, the historical IPSLCM5 simulations,
and control simulations with 5 climate models.
In the observations and in the historical IPSLCM5 simulation, the empirical
normal mode having the largest decay time is non-oscillatory, and its time series
reflects a warming tendency in almost the whole domain. When the mode is re-
moved from the SST field in the historical IPSLCM5 simulation, the AMO index
is substantially altered, and it is found to better correlate with the AMOC than
traditional AMO indices where the global signal is removed by a linear trend or by
the global mean SST. This suggests that LIM is a superior method for removing
the global warming signal from the SST field.
ENSO-related empirical normal modes were chosen as modes having a period
shorter than 8 yr, showing large anomalies in the tropical Pacific, and strongly
contributing to the optimal initial structure leading to the maximum amplifi-
cation in the SST variance in the tropical strip. Removing these modes leads
to a small increase in the correlations between the AMO and the AMOC in-
dices. Note that, as shown in section 4.4.2, LIM is more successfull at remov-
ing the ENSO than a regression, consistently with [Penland and Matrosova 2006]
and [Compo and Sardeshmukh 2010]. The increase strongly depends on the model,
probably reflecting differences in the representation of the atmospheric bridge be-
tween the tropical Pacific and the Atlantic sector. The increase is largest in
all the IPSL simulations and MPI-ESM, but it is negligible in HadCM3 and
CCSM3. However, the ENSO influence on SLP and SST in the Atlantic is much
stronger and somewhat different in the IPSL models and in MPI-ESM than in
the observations, where little links is found in the North Atlantic. On the other
hand, when the ENSO links are removed from the SST in CCSM3, the AMO-
AMOC correlations remain unchanged or become slightly smaller, depending on
the AMOC index, since the correlation between ENSO and the tropical Atlantic
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SST is weaker than in the observation, suggesting that the ENSO links to the
AMO are underestimated in this model. This suggests that removing ENSO
with LIM in the observations would increase the AMO-AMOC correlations, but
not as much as in the IPSL models or in MPI-ESM, with the caveat that dis-
cussing the impact of ENSO onto the Atlantic using regressions may be inadequate
([Penland and Matrosova 2006], [Compo and Sardeshmukh 2010]), even more so
because connections between the Atlantic and ENSO are not stationary in the
observations ([Sutton and Hodson 2003], [Greatbatch et al. 2004]).
We also find that in nearly all cases removing the Pacific decadal variability
from the SST field as in [Guan and Nigam 2009] degrades the correlation between
the AMOC indices and the AMO, suggesting a link between the decadal variability
in the Pacific, the AMO, and the AMOC. This may be due to their forcing by
coherent atmospheric patterns. Indeed, [Mu¨ller et al. 2008] showed that on decadal
time scales, the PDO and the NAO were strongly coherent. As the AMOC is
largely driven by the NAO in most models, removing the Pacific decadal variabil-
ity from the AMO may remove part of the signal induced by the AMOC. The
close links between the AMO and the PDO in the observations was discussed by
[Orgeville and Peltier 2007], who found that the PDO contained a quasi-periodic
oscillation at 20 yr and a lower frequency (60 yr) signal, which were linked to the
AMO in both lead and lag conditions. They argued that the AMO and the PDO
were two components in phase quadrature of a same oscillation. We found indeed
that the mode having the largest period in the observations was related to both the
AMO and the PDO. In the climate models, the decadal Pacific modes also show
strong anomalies in the North Atlantic, but a close link to the AMO was anly found
in IPSLCM4.
If the analogy with the climate models may be trusted, the AMO-GT/EN
index and pattern derived from the observations should be better related than
the traditional AMO to the AMOC intensity a few years earlier. The optimal
lag was, however, model dependent, ranging between 2 and about 10 years, so
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that further studies are needed to establish the most realistic value. Using 6 yr
as the averaged delay, our study tentatively suggests that, in recent time, the
AMOC was weakest in the late 60s, remained low until the mid-eighties, and
then intensified until the late 90s. There are no fully trustable model-based
reconstruction of the AMOC, but oceanic hindcast or reanalysis can be tenta-
tively used for comparison. The 50-yr (1952-2001) GECCO estimates for the
AMOC maximum at 48˚N ([Ko¨hl and Stammer 2008], [Grist et al. 2009]) suggests
that it was weakest in the early 60s, increased until the Nineties, and remained
strong until at least 2001, consistently with model hindcasts ([Biastoch et al. 2008],
[Deshayes and Frankignoul 2008]). Fig.4.29 shows the traditional AMO and AMO-
GT/EN based on HadISST (1953-2008) and the 1st PC of yearly AMOC in the
realistic hindcast simulation used by [Deshayes and Frankignoul 2008]. This shows
some similarities with we inferred from the AMO, but a more qualitative estate
remains to be established.
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005
−0.3
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0
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Figure 4.29: Top : Traditional AMO (blue) and AMO-GT/EN (red) time series
based on HadISST (1953-2008), thin curves correspond to unfiltered time series.
Bottom : from [Deshayes and Frankignoul 2008], 1st PC of yearly AMOC (plain
line) and barotropic streamfunction (dashed line) in a realistic hindcast simulation
from 1953 to 2003.
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Volcanic explosive eruptions can have a broad impact on climate variability, de-
pending on the amount of volatiles reaching the stratosphere and the latitudes of the
eruptions ([Thompson et al. 2009]). Volatiles reaching the troposphere diseappear
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within a few months, and eruptions occuring at high latitudes remain in the erup-
tion hemisphere because of the Brewer-Dobson circulation in the midldle-latitude
stratosphere. In this chapter, we focus on explosive stratospheric volcanism occur-
ing in the Tropics. It induces a climate response at two time scales : first a rapid
radiative effect in the first 3 yr, and a longer lasting dynamical effect induced by
this cooling ([Robock 2000], [Stenchikov et al. 2009], [Mignot et al. 2011]). Indeed,
during an eruption, sulfur gases are injected into the stratosphere, where they are
converted in several weeks to sulfate aerosols with an e-folding residence time of
about 1 yr ([Robock 2000]). The stratospheric sulfate aerosols scatter some solar
radiation back to space, leading to a strong cooling at the surface.
In the Tropics, this cooling is first associated with a La Nin˜a-like signal (ex-
cept for some eruptions that were concomitant with an El Nin˜o event such as
the Pinatubo eruption in 1991), but it might then induce an El Nin˜o event
([Adams et al. 2003], [McGregor and Timmermann 2011]), or at least increase the
likehood and the amplitude of an event ([Emile-Geay et al. 2008]), based on the
thermostat mechanism ([Clement et al. 1996]). Indeed, as in the Western Pacific
the thermocline is deeper and the surface divergence small, the SST is more easily
affected by the radiative cooling compared to the eastern equatorial Pacific SST,
which is largely controlled by dynamical processes. The SST cooling is thus faster
in the western part of the basin, resulting in a reduced zonal SST gradient. The
trade winds then weaken, reducing further the SST gradient, leading to El Nin˜o
conditions. As mentionned above, some eruptions occur during a positive ENSO,
the climatic signal of volcanic eruptions and ENSO have the same amplitude, it is
then necessary to separate the volcanic forcing from that of ENSO ([Robock 2000],
[Thompson et al. 2009]).
Stratospheric explosive volcanic activity also affects the extratropics. Indeed,
as the stratospheric heating is larger in the Tropics than in the high latitudes for a
tropical eruption, the pole-to-equator temperature gradient is increased, especially
in winter, resulting in a stronger jet stream in the northern hemisphere and mod-
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ifying the atmospheric circulation. Volcanic activity may thus impact the AMOC,
which is largerly driven by heat, freshwater, and momentum fluxes. Using a cli-
mate model simulating the response to a super eruption with 100 times the amount
of sulfur gases released in the atmosphere during the Pinatubo eruption (1991),
[Jones et al. 2005] found an atmospheric response with a positive Arctic Oscillation
pattern, leading to a doubling of the AMOC about 9 yr after the eruption. Similarly,
using models forced by solar irradiance and volcanic aerosols, [Otter˚a et al. 2010]
and [Mignot et al. 2011] found a NAO-like atmospheric response to volcanic forc-
ing, leading to an increase in the AMOC within 10 yr. However, such a response
was only found when considering the last 500-600 yr of the past millennium when
the volcanic activity was moderate, as emphasized by [Mignot et al. 2011].
In this chapter, we consider the same simulation as [Mignot et al. 2011] and use
LIM to test whether it is efficient at isolating the volcanic signal and investigate the
influence of volcanic activity on oceanic variability. It is indeed of interest to try
to filter out the strong and rapid radiative cooling induced by volcanic eruptions,
since it may mask dynamical impacts of smaller amplitude.
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5.1 Simulation of the last millennium climate with the IP-
SLCM4 climate model
In this chapter, a control and a forced simulation of the IPSLCM4 v2 climate model
([Marti et al. 2010]) are used to study the volcanic impact on the oceanic variabil-
ity. The control simulation was also used in the previous chapter and was referred
to as IPSLCM4 (section 4.1.2), but it will be referred to here as CTRLA to distin-
guish it from the forced simulation LM2SV, referred to as MILL. Recall that the
oceanic component of the model is OPA8.2 ([Madec et al. 1998]), with a horizontal
resolution of 2˚x 2˚refined to 0.5˚near the equator, and 31 vertical levels. The at-
mosphere is represented by the LMDz4 atmospheric model ([Hourdin et al. 2006])
with a resolution of 3.75˚in longitude and 2.5˚in latitude, and 19 vertical levels.
The land surface model is ORCHIDEE 1.9.1 ([Krinner et al. 2005]), and the sea ice
is modeled by the the LIM2 sea-ice model ([Fichefet and Morales-Maqueda 1999]).
These components interact via the OASIS coupler ([Valcke 2006]).
The simulation MILL aims at simulating the last millennium climate from 850
to 2000. It is forced with reconstructions of the Total Solar Irradiance (TSI), green-
house gases concentrations, changes in orbital parameters, and radiative effect of
volcanic eruptions. The TSI reconstruction is from [Vieira and Solanki 2009] and
follows the scaling recommended for the 3rd phase of the paleoclimate modeling
intercomparison (PMIP III, [Schmidt et al. 2010]), with a decrease of the total ir-
radiance during the 17th century Maunder minimum of 0.1% of the contemporary
value. The solar radiative forcing is shown in Fig.5.1 (top). The radiative effect
of volcanoes is implemented by a new radiative module developped by Kohdri et
al (in prep) that mimics the effect of sulfate aerosols. The input is the time se-
ries of stratospheric volcanic aerosol optical depth (AOD, Fig.5.1 bottom) based on
monthly mean optical thickness latitudinal reconstruction by [Ammann et al. 2003]
and [Gao et al. 2008]. An increase in the global mean optical depth of 0.1 corre-
sponds to a radiave forcing of −3Wm−2. A caveat of this radiative module is the
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overestimation of the radiative effect of the mega eruptions, as discussed in Kohdri
et al (in prep) and [Timmreck et al. 2009]. The greenhouse gas concentrations are
Figure 5.1: Time series of anomalous short wave input at the top of the atmosphere
(in Wm−2), taken as an estimation of variations of the TSI (top) and imposed
optical depth of volcanic aerosol (bottom) (a change of 0.1 corresponds to a global
anomalous radiative forcing of about −3Wm−2).
those used in the 4th assessment report of intergouvernmental panel on climate
change ([Jansen et al. 2007]). Note that the simulation does not include the forcing
by anthropic aerosols, leading to an overestimated global warming over the 20th
century. However we do not consider this period, but only the simulation from 850
to 1849, since we focus on external natural variability.
In MILL, [Mignot et al. 2011] found a strong and long lasting thermal and dy-
namical oceanic reponse to the volcanic forcing, while the solar forcing was not
significant, probably because this simulation underestimates it and overestimates
the volcanic activity. The thermal response consisted of a fast tropical cooling, a
penetration of this cooling in the subtropical ocean interior within 1 to 5 yr, and
a further propagation towards high latitudes. The dynamical response strongly
depended on the volcanic eruption. For the period after 1400, associated with
moderate volcanism and eruptions mainly occuring in the warm season, a positive
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NAO-like pattern was found and resulted in a strengthening of the AMOC 5 to
10 yr after the eruptions. On the other hand, for the period 1100-1300, which is
associated with a very intense volcanic activity and eruptions occuring mostly in
the cold season, no AMOC intensification was found, but rather a strong reduction
after 10 yr, as well as a large expansion of sea-ice.
We first apply LIM to the whole period 850-1849, and then separately to the
period of intense volcanism (1150-1300) and of moderate volcanism (1350-1849).
5.2 Use of LIM to study the volcanic impact on SST vari-
ability
The LIM was applied to seasonal SST anomalies between 20˚S and 80˚N. As in
the previous chapter, we work in a truncated EOF space to lower the dimension-
ality of the system and compute EOF separately for the tropical strip, the North
Atlantic, and the North Pacific. The first 3 EOFs are shown for the period 1200-
2199 in CTRLA and 850-1849 in MILL in fig.5.2-5.4. In the tropical strip, the
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Figure 5.2: EOFs of seasonal SST anomalies in the tropical strip. The percentage
indicates the explained variance.
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MILL (850-1849)
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Figure 5.3: EOFs of seasonal SST anomalies in the North Atlantic. The percentage
indicates the explained variance. Light gray shaded area indicates where the sea
ice cover in March is higher than 25%.
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Figure 5.4: EOFs of seasonal SST anomalies in the North Pacific. The percentage
indicates the explained variance. Light gray shaded area indicates where the sea
ice cover in March is higher than 25%.
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first EOF is somewhat different in MILL compared to CTRLA, showing a global
warming/cooling with stronger anomalies in the equatorial and eastern Pacific,
which probably reflects the strong tropical cooling caused by volcanic eruptions in
the Tropics ([Emile-Geay et al. 2008], [McGregor and Timmermann 2011]). In the
North Atlantic and North Pacific, the main EOFs are more similar. To constitute
the LIM state vector, the same number of EOFs in CTRLA and MILL are taken
in the North Pacific and North Atlantic, but one more tropical EOF is considered
in MILL (Table 5.1), to take into account the possibility that the tropical cooling
following an eruption may need more EOFs to be propoerly represented.
Simulation Period Number of EOFs
N.Atl N.Pac Tropics
CTRLA 1200-2199 12 7 8
75% 66% 79%
MILL 12 7 9
850-1849 78% 70% 86%
1350-1849 79% 69% 85%
1100-1349 79% 74% 88%
Table 5.1: Number of EOFs and corresponding variance taken into account in the
LIM analysis.
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Figure 5.5: Normal modes (in ˚C) of the deterministic matrix B. Mode 1/2 (1st
row), 3/4 (2nd row), 5/6 (3rd row), 8/9 (bottom). LIM made from CTRLA.
5.2.1 Comparison between LIM results obtained with CTRLA and MILL
(850-1849)
As was the case in the previous chapter, the matrix B could only be determined at
a lag of one season, reflecting the Nyquist problem. The first few empirical normal
modes are shown in Fig.5.5 for CTRLA and Fig.5.6 for MILL (850-1849), and their
decay time and period are indicated in Table 5.2. Contrary to CTRLA, the first
mode of MILL is damped with a large decay time of 4.4 yr, and it corresponds
to a cooling in the whole domain with larger anomalies in the tropical strip. Its
time series shows strong peaks at the dates of volcanic eruptions, and its correlation
with the global AOD is r = 0.7. Note that this mode is not significantly correlated
to the TSI, probably because of the too weak variations of the TSI reconstruction
used in MILL and the overtestimated volcanic radiative effect ([Mignot et al. 2011]).
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MILL (850-1849)
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Figure 5.6: Normal modes (in ˚C) of the deterministic matrix B. Mode 1 and its
associated time series (1st row), 2/3 (2nd row), 4/5 (3rd row), 6/7 (4th row), 8/9
(5th row), and 11/12 (bottom). LIM made from MILL (850-1849).
Using Northern Hemisphere temperature inferred from tree-ring reconstructions and
composites of 50 volcanic eruptions between 1400-1940 with their timing inferred
from records of ice-core AOD, [Hegerl et al. 2003] found a significant cooling in the
first 3 yr of the eruption, which disappears after about 5 yr, consistenly with the
decay time of 4.4 yr of the first LIM mode. Similarly, [Thompson et al. 2009] found
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a recovery time scale of 7 yr, inferred from the composite response of the observed
SST (HadISST2) to the volcanic eruptions of the 20th century, after removing the
ENSO signal.
The first mode of CTRLA is oscillatory with a period of 3 yr, and it shows
strong anomalies in the tropical strip, evoking ENSO. It is very similar to mode
2/3 of MILL (850-1849). Mode 5/6 of CTRLA also evokes the ENSO signal and is
very similar to mode 3/4 of MILL. Similarly, both mode 8/9 of CTRLA and mode
11/12 of MILL show a North/South SST tripole in the eastern equatorial Pacific
and have similar period and decay time (Table 5.2).
In CTRLA, mode 3/4 was found to be related to the PDO and to the AMO (see
section 4.4.3). Modes 4/5 and 6/7 in MILL similarly have a long period (resp. 41.4
yr and 28.2 yr) and strong anomalies in the North Atlantic and North Pacific, and
they resemble mode 3/4 of CTRLA. However, contrary to the latter, they also have
nearly uniform anomalies south of 40˚N in the Pacific and of 20˚N in the Atlantic,
which suggests that a part of the volcanic signal is contained in these modes. Indeed,
the correlations between the AOD and the cosinus phase of mode 4/5 and mode 6/7
are respectively −0.3 and 0.4. The fact that these modes reflect both the volcanic
response and the multidecadal variability in the northern hemisphere could suggest
a dynamical link between these signals. However, such modes are not found when
LIM is applied separately to the periods 1350-1849 and 1150-1300, reflecting instead
that the simulation contains two different regimes, one of very intense volcanism
(1150-1300, Fig.5.1) and one of more moderate volcanic activity (1350-1849), as
discussed by [Mignot et al. 2011]. For the following, we consider the two periods
separately.
118
Chapter 5. Volcanic impact on oceanic variability over the last
millennium
CTRLA MILL (850-1849) MILL (1350-1849) MILL (1150-1300)
Mode DT T Mode DT T Mode DT T Mode DT T
(mo) (yr) (mo) (yr) (mo) (yr) (mo) (yr)
1 4.4yr ∞ 1 5yr ∞
1/2 1.4yr 3 2/3 1.6yr 3 2/3 1.7yr 26 1/2 2.1yr 24
3/4 1.4yr 32 4/5 1.4yr 41.4 4/5 1.3yr 2.9 3/4 1.6yr 3
5/6 1.1yr 3.1 6/7 1.1yr 28.2 6/7 1.1yr 2.9 5 1.5yr ∞
7 1yr ∞ 8/9 1.1yr 3 8/9 11 1.8 6 1.2yr ∞
8/9 10 1.8 10 1yr ∞ 10 11 ∞ 7/8 1yr 16
10 10 ∞ 11/12 11 1.7 11/12 11 27 9/10 1yr 3
11 10 ∞ 13 9 ∞ 13/14 9 9 11/12 10 8
12/13 9 7.8 14/15 8 11.8 15/16 8 15 13/14 9 1.6
14/15 8 10 16/17 7 11.2 17/18 7 82 15/16 8 28
16/17 7 35 18/19 7 37.1 19/20 7 7 17/18 8 6
18 6 ∞ 20/21 6 8.4 21 5 ∞ 19/20 5 19
19/20 6 5.1 22/23 6 33.5 22 5 ∞ 21/22 5 10
21 5 ∞ 24 5 ∞ 23/24 5 12 23/24 5 5
22/23 5 9 25/26 5 12.3 25/26 4 7 25/26 4 3
24 5 ∞ 27/28 4 4.1 27/28 4 8 27/28 3 9
25/26 4 6.3
27 4 ∞
Table 5.2: Decay time (DT) and period (T) of B normal modes for the different
simulations.
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5.2.2 LIM results for the moderate volcanic period (1350-1849)
The normal modes of the matrix B are listed in Table 5.2 (third column) and the
first ones are shown in Fig.5.7. As for the whole period, the first mode is damped
MILL (1350-1849)
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Figure 5.7: Normal modes (in ˚C) of the deterministic matrix B. Mode 1 and its
associated time series (1st row), 2/3 (2nd row), 4/5 (3rd row), 6/7 (4th row), 8/9
(bottom). LIM made from MILL (1350-1849).
with a decay time of 5 yr, and it corresponds to a global cooling, more pronounced in
the Tropics. Its time series shows strong peaks at the time of volcanic eruptions, and
its correlation with the global AOD is 0.7. This mode thus represents the radiative
cooling associated with a volcanic eruption. Although low frequency variability
evoking the solar forcing of Fig.5.1 might be observed in the time series of this first
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mode, more investigations would be required to state whether this mode also contain
the SST response to solar forcing. The oscillatory mode 2/3 has a long period of 26
yr and is very similar to mode 3/4 of CTRLA, except that anomalies in the North
Pacific are smaller and the decay time is slightly larger. This mode also resembles
mode 4/5 and 6/7 of the whole period, but there is little SST anomaly in the Tropics,
suggesting that LIM does not mix northern hemisphere multidecadal variability and
volcanic response when the volcanic activity is moderate. The oscillatory mode 4/5
shows strong ENSO-like SST anomalies in the tropical Pacific, with a period of
2.9 yr. It is broadly similar to mode 1/2 of CTRLA. Mode 6/7 also has a 2.9-yr
period and SST anomalies evoking ENSO, and it strongly resembles mode 5/6 of
CTRLA. Mode 8/9 is almost identical to mode 8/9 of CTRLA. Both have a period
of 1.8 yr and a cosinus/sinus phase showing a north/south SST dipole in the eastern
tropical Pacific, and a cosinus/sinus phase associated with SST anomalies in the
center equatorial Pacific.
Except mode 1, the first modes strongly ressemble the modes of CTRLA, show-
ing that LIM is efficient at isolating the radiative forcing signal from the intrinsic
oceanic ones in this period of moderate volcanism. We will thus use LIM to decon-
trust the AMO in this period, as in the previous chapter. However, we first briefly
discuss the period of intense volcanism.
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5.2.3 LIM results for the intense volcanic period (1150-1300)
When LIM is applied to this period, the results strongly differ from the previous
ones. The temporal characteristic of the normal modes of B are indicated in Table
5.2 (fourth column) and the patterns of the first modes are shown in Fig.5.8. Unlike
during 1350-1849, the first mode is not damped but oscillatory, although it reflects
the volcanic activity. The latter also affects other modes. Modes 1/2, 5, 7/8 show
an almost global cooling and their time series show strong peaks at periods of
volcanic eruptions. The oscillatory nature of modes reflecting a global cooling and
thus the volcanic radiative forcing may be explained by the fact that eruptions are
very frequent during this period. The strongest eruptions occur in 1168, 1177, 1231,
1258, and 1278, and 2 moderate eruptions are noticed between 1177 and 1231, one
between 1258 and 1278, and one after 1278. There is thus a mean time lag between
two super eruptions of 25 yr, and a mean time lag of 16 yr when considering all
eruptions, which is roughly consistent with the periods of modes 1/2 (T = 24 yr)
and 7/8 (T = 16 yr). The volcanic influence seems so large that even the ENSO
modes (modes 3/4 and 9/10) show SST anomalies spanning the whole Tropics and
evoke a volcanic influence. Hence, there was no point in trying to isolate the intrinsic
oceanic variability and the LIM filter was not applied to this period.
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Figure 5.8: Normal modes (in ˚C) of the deterministic matrix B. Mode 1/2 (1st
row), and its associated time series (2nd row), 3/4 (3rd row), 5 and its associated
time series (4th row), 6 and its associated time series (5th row), 7/8 (6th row), 9/10
(bottom). LIM made from MILL (1150-1300).
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5.3 Deconstructing the AMO in the period of moderate
volcanic activity (1350-1849)
5.3.1 The traditional AMO and AMOC indices
The traditional AMO index, linearly detrended mean SST in the North Atlantic,
is shown in Fig.5.9 (bottom left). Stong negative peaks are observed after the vol-
canic eruptions, as also indicated by the negative correlation (r = −0.48) when the
AMO lags by 2 yr the global AOD. Relatively small negative peaks are noticed in
1516, 1676, and 1696, and several small eruptions precede these peaks (Fig.5.1). A
moderate peak is observed in 1454, followed by a stronger one in 1461, presumably
associated with the super eruption of 1452 and the smaller eruption occuring just
after, which may have cumulative impacts. In 1601 a moderate negative peak in the
AMO can be linked to the 3 medium eruptions at this period. The moderate peak
in 1643 follows the super eruption of 1641. The strongest negative peak in the AMO
is observed in 1817, and it is likely linked to the two mega eruptions occuring in
1809 and 1815, again supporting the idea of a cumulative impact of volcanoes. The
SSTs associated with the AMO show a global warming, except in the central North
Pacific, with a maximum in the northern North Atlantic (Fig.5.9 top left). This pat-
tern strongly differs from traditional AMO patterns (e.g. [Vellinga and Wu 2004],
[Knight et al. 2005]), which is shown for CTRLA in Fig.5.9 (top right). Note how-
ever that the location of the SST maximum in the North Atlantic is similar in MILL
and CTRLA.
As shown in Fig.5.10, this AMO index shows stronger variations than the AMO
computed with temperature reconstruction of [Mann et al. 2009], suggesting an
overestimated volcanic forcing in MILL. The surface temperature reconstruction of
[Mann et al. 2009] is based on a diverse multiproxy network, comprising tree-ring,
ice core, coral, sediment, and other proxy records spanning the ocean and land
regions over the past 1500 yr. The AMO from [Mann et al. 2009] is negative from
1400 to 1800, period containing the Little Ice Age (1400-1700), when established
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Figure 5.9: Top : SSTs (in ˚C) associated with the traditional AMO in MILL
(1350-1849) (left) and in CTRLA (right). Bottom left: Traditional AMO (in ˚C,
thick line), AMO-Vol (solid line) and AMO-Vol/EN (dashed line) in MILL (1350-
1849). Bottom right : Traditional AMO in CTRLA; note the change of scale. The
black contour indicates 5% significance.
from the 500-2000 period. However, for comparison with MILL, the climatology
must be removed over the period under study.
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Figure 5.10: Traditional AMO (in ˚C) in MILL (black curve) and based on tem-
perature reconstruction of [Mann et al. 2009] (blue) from 1400 to 1800.
The 1st EOF of low-pass filtered (Tc = 10 yr) AMOC anomalies is shown in
Fig.5.11, as well as its associated time series referred to as AMOC-PC1. As be-
fore, a quadratic trend has been removed prior to computing EOFs in order to
remove possible non-physical trend linked to insufficient spin-up of the deep ocean.
Consistently with CTRLA (see Fig.4.3 of section 4.2), it shows an acceleration cell
5.3. Deconstructing the AMO in the period of moderate volcanic
activity (1350-1849) 125
spanning the whole Atlantic basin, with a maximum located around 45-50˚N and
1500-2000 m. The value of this maximum is stronger in MILL (0.8 Sv versus 0.5
Sv). Another index of the AMOC variability is the time series of the AMOC max-
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Figure 5.11: 1st EOF of low-pass filtered (Tc = 10 yr) AMOC anomalies (in Sv)
(left) and its associated time series (right).
imum between 10 and 60˚N below 500 m, its mean value equals 11 Sv, which is
similar to CTRLA (10.1 Sv). The AMOC maximum at 30˚N below 500 m also
has comparable ranges. Fig.5.12 (left) shows the power spectrum of these low-pass
filtered (Tc = 10 yr) normalized indices, and the one of the normalized AMO. In
MILL, a spectral peak is found around 18 yr for the 3 AMOC indices, but not for
the AMO. In CTRLA, such a spectral peak is also found for the AMOC maximum
between 10 and 60˚N (Fig.5.12 right), and to a lesser extent, for the AMO, but
not for the other AMOC indices.
Contrary to CTRLA (see Table 4.6 in section 4.2 of the previous chapter), no
really significant correlation is found when the AMO lags the AMOC by a few
years, as shown in Fig.5.13. However, a negative correlation is found between
the AMO and AMOC-PC1 at zero-lag, which is more persistent when the AMOC
lags, probably reflecting an AMOC increase associated with a cooling of the North
Atlantic. This correlation function between the AMO and the AMOC differs from
the one obtained by [Otter˚a et al. 2010], who found, in a simulation of the last 600 yr
with the Bergen Climate Model (BCM), higher correlations, suggesting again that
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Figure 5.12: Power spectral density of low-pass filtered AMOC maximum between
10 and 60˚N (blue), AMOC maximum at 30˚N (cyan), AMOC-PC1 (black), and
AMO (red) in MILL (1350-1849) (left) and in CTRLA (right).
the volcanic forcing in MILL may be overestimated. Besides, these correlations
occur at larger lags (a negative correlation when the AMO lead by 10 yr and a
positive correlation when it lagged by about 30 yr), reflecting longer time scales in
BCM.
The link between the AMOC and the AMO is thus strongly perturbed by the
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Figure 5.13: Correlation between the traditional AMO and low-pass filtered AMOC
maximum between 10 and 60˚N (blue), AMOC maximum at 30˚N (cyan), and
AMOC-PC1 (black) in MILL (1350-1849). The AMOC leads for negative lags (in
yr).
volcanic signal in MILL. We use LIM to remove this signal from the AMO.
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5.3.2 LIM-based filter to remove the volcanic signal
To remove the radiative impact of volcanic activity using LIM, we remove the
first mode of the matrix B, since it is strongly linked to this signal (see section
5.2.2). A new AMO index is then computed from
∑
i 6=1 uiαi(t), referred to as
AMO-Vol. As shown in Fig.5.9 (bottom left), the strong negative values associated
with volcanic eruptions have disappeared. The SSTs associated with AMO-Vol are
shown in Fig.5.14 (left), and they are more similar to those associated with the
traditional AMO of CTRLA (Fig.5.9), except for a cooling in the subtropical gyre
and the subtropical North Pacific in AMO-Vol. The SST maximum in the northern
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Figure 5.14: SSTs (in ˚C) associated with the AMO-Vol (left) and AMO-Vol/EN
(right). The black contour indicates 5% significance. LIM made from MILL (1350-
1849)
North Atlantic is larger in AMO-Vol than in the traditional AMO of CTRLA. Both
patterns show a warming in the equatorial Pacific.
As was the case in CTRLA, a positive AMO-Vol phase is found 6 to 7 yr after an
AMOC acceleration, as indicated in Fig.5.15. The maximum correlation between
AMO-Vol and the AMOC indices ranges between 0.5 and 0.6, depending on the
AMOC index, which is higher than in CTRLA (r between 0.36 and 0.41). Note
that a negative correlation is found when the AMOC lags by a few years, reflecting
that the strong cooling following volcanic eruptions favors deep convection and
thus enhances the AMOC. Indeed, using a regression of low-pass filtered AMOC
anomalies onto the 1st normal mode of the matrix B assumed to represent the
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Figure 5.15: Left : Correlation between AMO-Vol and low-pass filtered AMOC
maximum between 10 and 60˚N (blue), AMOC maximum at 30˚N (cyan), and
AMOC-PC1 (black) in MILL (1350-1849). The AMOC leads for negative lags (in
yr). Right : Power spectral density of low-pass filtered AMOC maximum between
10 and 60˚N (blue), AMOC maximum at 30˚N (cyan), AMOC-PC1 (black), and
AMO-Vol (red).
radiative impact of volcanoes (Fig.5.16), an AMOC intensification limited to 10-
30˚N is observed in phase with the 1st LIM mode. This anomalous cell persists up
to lag 2. Then, an AMOC acceleration starts at lag 6 in the northern North Atlantic
(around 50˚N), but is significant only from lag 10, extends to span the whole basin
by lag 14, and moves then South to disappear at lag 20. Using a composite analysis
in the same period of the same simulation, [Mignot et al. 2011] also found a global
AMOC acceleration in response to a volcanic eruption, but it lasts shorter, since it
disappears after about 10 yr.
The two-way link between AMO and AMOC may explain why, contrary to the
traditional AMO, AMO-Vol shows a spectral peak at a period of about 18 yr, as
the AMOC indices (Fig.5.15). The comparison with Fig.5.13 suggests that the
radiative cooling associated with volcanic eruptions is so strong in MILL that it
largely hides the AMO-AMOC link.
As mentionned above, [Otter˚a et al. 2010] also found such a two-way relationship
between the AMO and the AMOC in BCM while they did not remove the volcanic
signal. It would be of interest to apply LIM to the BCM simulation to see whether
the first mode is also a damped mode reflecting a similarly strong radiative volcanic
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Figure 5.16: Regression of low-pass filtered AMOC anomalies onto the 1st normal
mode of the matrix B when the latter leads by the lag (in yr) indicated on top of
each panel. The black contour indicates 5% significance. LIM made from MILL
(1350-1849).
cooling, and, if it is the case, whether removing it increases the AMO-AMOC
correlations.
5.3.3 Can we remove ENSO effects?
As in the previous chapter, ENSO modes in MILL are selected as empirical normal
modes having a period shorter than 8 yr, showing large anomalies in the tropical
Pacific, and strongly contributing to the optimal initial structure leading to the
maximum amplification of the SST variance in the Tropics. The optimal initial
structure is shown in Fig.5.17 (top), and it leads after 3 seasons to the maximum
amplification shown in Fig.5.17 (bottom). The maximum amplification pattern is
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reminiscent of an El Nin˜o event, but it also shows an almost global warming, proba-
bly linked to the volcanic signal, which was not removed prior to this computation.
As previously, the contribution of the normal modes to the optimal initial structure
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Figure 5.17: Optimal initial structure (top) leading to maximum amplification (bot-
tom) of SST variance in the Tropical Strip. LIM made from MILL (1350-1849).
is estimated as the magnitude of their projection onto the corresponding modal
adjoints (see section 3.3). The main contributors are, in decreasing order, mode
4/5, 13/14, 1, 22, 11/12, 25/26, and 6/7. Among these modes, only mode 4/5, 6/7,
13/14, and 25/26 can be considered as ENSO modes, since the others have a too
long period or do not show SST anomalies in the equatorial Pacific.
A “filtered” AMO is computed from
∑
i/∈{1,E} uiαi(t), with E =
{4/5, 6/7, 13/14, 25/26}, to remove the volcanic signal and ENSO. It is referred
to as AMO-Vol/EN. Its time series is shown in Fig.5.9 (bottom left) and its asso-
ciated pattern in Fig.5.14 (right). There is now a warming in the South Atlantic,
and the North Atlantic maximum is more spread than in AMO-Vol. A positive
correlation is found when the AMO-Vol/EN lags AMOC indices by 7 yr, but it
5.3. Deconstructing the AMO in the period of moderate volcanic
activity (1350-1849) 131
is smaller than for AMO-Vol (between 0.32 and 0.4 depending on the AMOC in-
dex). Hence, removing the ENSO teleconnections reduces the correlation between
AMO-Vol and the AMOC, unlike in CTRLA and the other control or historical
simulations investigated in the previous chapter (see 4.4.1 and 4.3).
Although this point remains to be elucidated, the smaller correlation when
ENSO is removed could occur because volcanic eruptions affect not only the AMOC
(as shown above), but also El Nin˜o events, either by altering the atmospheric bridge
linking the tropical Pacific and the Atlantic, or by initiating an ENSO event. Re-
moving a signal associated to ENSO from the AMO would thus also remove an
indirect forcing of volcanic eruptions, which is involved in the AMOC signal, lead-
ing to a decrease in AMO-AMOC correlation.
As discussed earlier, several studies indicate a link between ENSO and the vol-
canic activity, suggesting that the volcanic radiative forcing may first cause
a La Nin˜a-like signal, and then favor an El Nin˜o event ([Adams et al. 2003],
[McGregor and Timmermann 2011]). However, this point remains controversial, as
discussed by [Robock 2000] and [Emile-Geay et al. 2008]. The latter showed that
only outsized volcanic eruptions (larger than that of Mt Pinatubo in 1991) may in-
duce an El Nin˜o event with a probability of 50%, using estimates of volcanic forcing
over the past millennium and a climate model of intermediate complexity. Besides,
Khodri (personal communication) emphasizes that an El Nin˜o response to volcanic
activity is likely to depend on the season.
If we use the 1st normal mode to represent the radiative impact of volcanism and
the ENSO modes (E = {4/5, 6/7, 13/14, 25/26}) to compute the traditional Nin˜o
1.2 and Nin˜o 3.4 indices, we find that Nin˜o 3.4 is negatively correlated in phase
with a volcanic eruption (r = −0.12), consistenly with the literature. But then we
do not find that the correlation becomes positive after a volcanic eruption, so that
there is no indication of an El Nin˜o event. This is probably due to the fact that
such a response strongly depends on the seasonality and strength of the eruption.
This indicates a limitation of the LIM due to its linearity. Moderate and strong
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eruptions, as well as eruptions occuring in different seasons should be considered
separately, but lack of time has prevented us to do it.
The volcanic forcing may also modify the atmospheric circulation and thus the
ENSO teleconnections. A volcanic eruption enhances the pole-to-north tempera-
ture gradient in the stratosphere, as well as the geopotential height gradient in
the lower stratopshere and troposphere ([Robock 2000], [Otter˚a et al. 2010]). As
illustrated in Fig.5.18, the first EOF of annual geopotential heights at 200 mB in
MILL clearly displays an equator-to-pole gradient, with lower anomalies near the
equator, as well as smaller anomalies of the Aleutian low and the Islandic low. Its
associated time series shows strong peaks after volcanic eruptions. The 2nd EOF
in MILL resembles the 1st EOF of CTRLA, and corresponds to the Arctic Oscil-
lation. The 3rd EOF in MILL shows similarities with the 2nd EOF of CTRLA,
and evokes the PNA, which is involved in ENSO teleconnections. It explains less
percentage of variance in MILL than in CTRLA. Interestingly, contrary to CTRLA,
the anomalies located south-east of the USA span the whole Atlantic basin between
20˚N and 40˚N, and these anomalies are strongly involved in the impact of ENSO
onto Atlantic SSTs ([Klein et al. 1999], [Alexander et al. 2002]). This should be
investigated further.
5.3.4 The AMO reconstructed from mode 2/3
As discussed in section 5.2.2, the oscillatory mode 2/3 has a long period and shows
strong positive anomalies in the North Atlantic and in the North Pacific. Interest-
ingly, the AMO computed from
∑
i∈{2/3} uiαi(t) is highly correlated with AMOC
indices, slightly more than AMO-Vol. Indeed, its correlation equals 0.61 with the
AMOC maximum between 10-60˚N at lag 6 (versus 0.6), 0.55 with AMOC-PC1
(versus 0.5), and 0.45 with the AMOC maximum at 30˚N (versus 0.5). The SSTs
associated with this AMO index are shown in Fig.5.19. In the Atlantic, there is an
interhemispheric SST dipole, except for the presence of negative anomalies in the
subtropical gyre. Also, the SST maximum in the North Atlantic is much stronger
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Figure 5.18: EOFs of annual geopotential heights anomalies at 200 mB in MILL
(1350-1849) and in CTRLA. The percentage indicates the explained variance by
each EOF.
than in AMO-Vol. As discussed above, mode 2/3 of MILL is very similar to mode
3/4 of CTRLA, except the smallest anomalies in the North Pacific in MILL. How-
ever, the correlation between the AMO computed from mode 3/4 in CTRLA and
the AMOC indices was only larger for the AMOC maximum between 10 and 60˚N
(see section 4.5 of the previous chapter), so that this single mode in CTRLA was
not a better proxy of the AMO than AMO-EN.
134
Chapter 5. Volcanic impact on oceanic variability over the last
millennium
AMO from
∑
i∈{2/3} uiαi(t)lag 0
  20
o
E   70
o
E  120
o
E  170
o
E  140
o
W   90
o
W   40
o
W   10
o
E 
  20
o
S 
   0
o
  
  20
o
N 
  40
o
N 
  60
o
N 
−1.5 −1.38−1.26−1.14−1.02 −.9 −.78 −.66 −.54 −.42 −.3 −.18 −.06 .06 .18 .3 .42 .54 .66 .78 .9 1.02 1.14 1.26 1.38 1.5
Figure 5.19: SSTs (in ˚C) associated with the AMO computed from∑
i∈{2/3} uiαi(t). The black contour indicates 5% significance. LIM made from
MILL (1350-1849)
5.4. Summary 135
5.4 Summary
In this chapter, we investigated whether LIM was efficient at isolating in the SST
field the radiative forcing associated with volcanic eruptions using a simulation of
the last millennium climate. It was shown that this signal could efficiently be iso-
lated in the period of moderate volcanism (1350-1849) of the simulation. Whereas
the traditional AMO of the simulation was not found to follow significantly an
AMOC intensification, the AMO where the volcanic signal had been removed with
LIM was highly correlated with the AMOC when lagging by 6/7 yr, and it was
very similar to the AMO of the control simulation. However, contrary to the lat-
ter, removing ENSO from the AMO with LIM did not improve its correlation with
the AMOC. Further investigations are needed to understand whether this can be
explained by a volcanic forcing of both ENSO and the AMOC, or by another mech-
anism. We first intend to examine the impact of volcanic eruptions on atmospheric
variability to understand to what extent ENSO teleconnections are modified. We
also want to explore whether the volcanic activity favors El Nin˜o events by consider-
ing only moderate eruptions and separating eruptions of different seasons. Besides,
we would like to apply LIM to the simulation of the last 600 yr with the BCM model
used by [Otter˚a et al. 2010], where the volcanic forcing is weaker than in MILL. In-
deed, it should be emphasized that the volcanic impact in MILL is probably too
strong, consistent with the comparison between the AMO in MILL and the AMO
based on surface temperature reconstruction of [Mann et al. 2009] (Fig.5.10).

Chapter 6
Conclusions et Perspectives
Dans une premie`re partie de cette the`se, nous nous inte´ressons aux liens entre
les vents de l’he´misphe`re Sud, l’Oce´an du Sud et l’AMOC aux e´chelles de temps
interannuelles a` multide´cennales dans une simulation de controˆle du mode`le de
climat franc¸ais IPSLCM4. Nous avons mis en e´vidence une influence des vents
d’Ouest de l’he´misphe`re Sud, de´crit par le SAM, sur l’Oce´an du Sud a` l’e´chelle
de temps annuelle, et sur l’AMOC aux e´chelles de temps interannuelle/de´cennale
et multide´cennale. Lors d’une phase positive du SAM, les vents d’Ouest, in-
tensifie´s au sud de 45˚S, cre´ent un transport d’Ekman vers le Nord autour de
l’Antarctique, entraˆınant une divergence des courants de surface. Ceci augmente
la pente des isopycnes et donc le gradient me´ridien de pression, provoquant une
intensification de l’ACC, puisque ce dernier peut eˆtre conside´re´ comme en e´quilibre
ge´ostrophique loin de la surface. Ce lien avait de´ja` e´te´ trouve´ dans les observations
et dans des mode`les de climat (e.g. [Hall and Visbeck 2002], [Meredith et al. 2004],
[Sen Gupta and England 2006]), et valide le comportement du mode`le utilise´ dans
cette e´tude. L’importance de re´soudre les tourbillons me´so-e´chelles dans les simu-
lations de l’Oce´an du Sud est vivement de´batue au sein de la communaute´ scien-
tifique ([Screen et al. 2009], [Biastoch et al. 2009], [Treguier et al. 2010]), puisque
l’activite´ tourbillonnaire pourrait aussi eˆtre modifie´e par le SAM a` une e´chelle
de temps de 2/3 ans et meˆme contrebalancer le transport d’Ekman vers le Nord
et le pompage d’Ekman positif induit en phase d’un SAM positif. Dans la ver-
sion du mode`le IPSLCM4 que nous utilisons, les tourbillons me´so-e´chelles ne sont
pas re´solus, mais seulement parame´trise´s avec une parame´trisation de Gent et
McWilliams. Cette dernie`re aplatit les isopycnes avec un coefficient qui de´pend
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du taux d’accroissement des instabilite´s baroclines. Bien que les tourbillons ne
soient que parame´trise´s, nous trouvons qu’ils re´pondent au SAM de fac¸on similaire,
mais moins marque´e que les mode`les les re´solvant. Nous trouvons une acce´le´ration
de l’AMOC environ 8 ans apre`s une phase positive du SAM, due a` une correlation
entre le SAM et la SLP dans le nord de l’Atlantique Nord. Ce lien re´sulte d’un
forc¸age de ENSO a` la fois sur l’he´misphe`re Sud et l’he´misphe`re Nord, mais aussi
d’une influence directe du SAM sur la SLP dans l’Atlantique Nord. Toutefois, vu
qu’une telle influence directe n’est pas trouve´e dans les observations, elle apparaˆıt
assez irre´aliste. Il serait inte´ressant d’examiner plus en de´tail cette te´le´connection
afin de comprendre l’origine de ce biais du mode`le.
Une intensification de l’AMOC est aussi trouve´e 70 ans apre`s une phase positive du
SAM. Elle re´sulte de l’advection d’anomalies positives de sel, cre´e´es dans l’Oce´an du
Sud, qui entrent dans le bassin Atlantique principalement via le courant des Aigu-
illes, mais aussi par le passage de Drake et circulent vers l’Atlantique Nord. Une
vingtaine d’anne´es apre`s un SAM positif, ces anomalies de sel atteignent la gyre sub-
tropicale, puis ne peuvent plus eˆtre de´tecte´es. Toutefois, elles re´apparaissent 40 ans
plus tard en surface (i.e. 65 ans apre`s un SAM positif) pre`s des re´gions de convec-
tion profonde dans le nord de l’Atlantique Nord. Nous sugge´rons que ces anomalies
subduquent dans la gyre tropicale, ou` elles recirculent, puis sont advecte´es vers le
Nord le long du courant Nord Atlantique. Cette hypothe`se a e´te´ ve´rifie´e par des
expe´riences avec le logiciel ARIANE, qui permet de laˆcher des particules dans une
zone de l’oce´an et de suivre leurs trajectoires de fac¸on lagrangienne dans le champ
de vitesse moyen du mode`le. Toutefois, pour valider comple`tement ce me´chanisme,
il serait instructif de faire des expe´riences ou` diffe´rentes quantite´s d’anomalies de sel
seraient artificiellement introduites dans l’Oce´an du Sud dans le mode`le IPSLCM4.
Ceci nous permettrait aussi d’estimer la relation entre la quantite´ d’anomalies de
sel provenant de l’he´misphe`re Sud et la conse´quente modification de l’AMOC. Il
est primordial de comprendre plus en de´tail les liens entre le SAM et l’AMOC via
l’advection d’anomalies de sel, vu que les observations montrent une intensification
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significative des vents d’Ouest de l’he´misphe`re Sud et donc une tendance positive du
SAM depuis quelques de´cennies, probablement a` cause des changements d’origine
anthropique ([Thompson and Solomon 2002], [Marshall 2003]). Ceci entraˆıne une
augmentation de la quantite´ d’eaux sale´es entrant dans le bassin Atlantique via
le courant des aiguilles, comme le de´montre [Biastoch et al. 2009] en utilisant un
mode`le oce´anique de tre`s haute re´solution qui re´sout les tourbillons et qui est force´
par des re´analyses atmosphe´riques. Ces eaux sale´es pourraient avoir un impact plus
tard sur l’AMOC, et ainsi atte´nuer l’affaiblissement de l’AMOC pre´dit dans des
conditions de re´chauffement global. Notre e´tude contribue a` valider ce me´chanisme
dans des conditions de variabilite´ naturelle dans un mode`le de re´solution moyenne.
Enfin, nous trouvons qu’a` des e´chelles de temps centennales, l’AMOC et le
SAM e´voluent quasiment en phase, l’AMOC suivant le´ge`rement le SAM. Ce
re´sultat est cohe´rent avec la the´orie de “l’effet du Passage de Drake” de
[Toggweiler and Samuels 1995]. Cependant, pour mieux valider ce point et afin
de comprendre les me´chanismes sous-jacents, il faudrait conside´rer une simulation
beaucoup plus longue. De plus, comme les tourbillons jouent un roˆle crucial dans
l’Oce´an du Sud, cette longue simulation devrait aussi provenir d’un mode`le haute
re´solution pour suffisamment bien repre´senter l’activite´ tourbillonnaire.
Dans la deuxie`me partie de cette the`se, l’objectif est d’e´tudier dans quelle
mesure l’AMO refle`te les fluctuations multide´cennales de l’AMOC, et quels sont
les autres signaux climatiques qui l’influencent. Nous nous inte´ressons principale-
ment a` l’influence de ENSO, de la variabilite´ de´cennale du Pacifique, et des forc¸ages
externes, tels que le forc¸age d’origine anthropique et les e´ruptions volcaniques. Ce
travail est base´ sur des observations du 20e`me sie`cle, mais aussi sur une simulation
historique d’un mode`le de climat, plusieurs simulations de controˆle et une simula-
tion du dernier mille´naire, l’usage de mode`les de climat permettant de pallier le
manque d’observations de l’AMOC.
Tout d’abord, nous nous concentrons sur la de´construction du signal AMO
dans des conditions climatiques de variabilite´ naturelle, ainsi qu’avec les forc¸ages
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externes du 20e`me sie`cle. Alors que nous avions de´ja` commence´ ce travail,
[Guan and Nigam 2009] ont publie´ une e´tude dans laquelle l’influence du bassin
Pacifique e´tait soustraite de l’AMO. De meˆme, [Compo and Sardeshmukh 2010]
ont enleve´ les te´le´connections ENSO de l’AMO. Toutefois, ces e´tudes se basent
uniquement sur les observations du sie`cle passe´, et ces auteurs n’ont pas e´tudie´ si
ceci ame´liorait le lien entre AMO et AMOC.
Pour de´construire l’AMO, nous utilisons un filtre dynamique assez innovant, base´
sur le LIM, que nous appliquons aux anomalies globales de SST (20˚S-80˚N). Il
avait de´ja` e´te´ prouve´ que le LIM mode`lisait bien les anomalies saisonnie`res de SST
dans les Tropiques ([Penland and Sardeshmukh 1995], [Penland 1996]). De plus,
LIM avait de´ja` e´te´ utilise´ pour identifier et soustraire l’impact de ENSO de la SST
tropicale par [Penland and Matrosova 2006]. [Compo and Sardeshmukh 2010] ont
introduit un ope´rateur de re´gression, qualifie´ d’ope´rateur “pont atmosphe`rique”,
afin d’enlever l’influence de ENSO sur la SST extratropicale, invoquant implicite-
ment l’hypothe`se d’une re´ponse rapide (en phase) de SST a` ENSO. Nous montrons
que LIM peut eˆtre applique´ directement aux anomalies globales de SST sans donc
devoir faire d’hypothe`se sur le temps de re´ponse de la SST.
Nous montrons que LIM apparaˆıt comme une technique plus efficace pour enlever
de l’AMO la de´rive globale du sie`cle passe´ que soustraire une de´rive line´aire ou
bien la moyenne de SST globale, comme l’avait fait [Trenberth and Shea 2006].
Ne´anmoins, ce re´sultat est obtenu a` partir d’une seule simulation historique. Pour
valider sa robustesse, il faudrait appliquer la meˆme analyse a` des ensembles de
simulations historiques obtenues a` partir de mode`les diffe´rents, et les modes LIM
devraient eˆtre compare´s avec ceux obtenus dans les simulations de controˆle des
mode`les conside´re´s.
Nous trouvons qu’enlever ENSO de l’AMO a` l’aide du LIM entraˆıne une le´ge`re
augmentation des corre´lations entre l’AMO et l’AMOC, contrairement a` une
simple re´gression, ce qui renforce l’inte´reˆt d’utiliser un filtre dynamique pour
repre´senter le signal ENSO, comme argumente´ par [Penland and Matrosova 2006]
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ou [Compo and Sardeshmukh 2010]. ENSO perturbe donc le lien entre l’AMO et
l’AMOC par son impact sur la SST Atlantique. Ce re´sultat semble robuste, tout
au moins lorsque que l’on conside`re des variations climatiques naturelles ou bien
le climat du 20e`me sie`cle. Cependant, la valeur de l’augmentation des correlations
AMO-AMOC de´pend fortement du mode`le conside´re´, variant de 0 a` 15%. Ceci
refle`te des diffe´rences de repre´sentation du pont atmosphe´rique reliant les bassins
Pacifique et Atlantique. Si la carte des corre´lations entre ENSO et la SST dans
l’Atlantique e´tait un bon indicateur de l’impact de ENSO sur l’AMO (ce qui ne
l’est pas, puisque ENSO n’est pas bien filtre´ par une re´gression line´aire), nous
pourrions comparer les cartes obtenues dans les observations et dans les mode`les,
et nous en de´duirions que l’augmentation des corre´lations AMO-AMOC apre`s avoir
enleve´ ENSO dans les observations serait entre la moins bonne et la meilleure valeur
trouve´e dans les mode`les.
Enfin, nous montrons qu’enlever de l’AMO le signal lie´ a` la variabilite´ de basse
fre´quence du Pacifique Nord, comme l’ont fait [Guan and Nigam 2009], de´grade
fortement son lien avec l’AMOC, ce qui sugge`re une importante interconnection
entre l’AMOC et la variabilite´ de´cennale et pluride´cennale de la SST Nord Atlan-
tique et Nord Pacifique. En effet, les modes LIM lie´s a` la PDO montrent aussi de
fortes anomalies dans l’Atlantique Nord, te´moignant d’un lien entre l’AMO et la
PDO. De plus, dans tous les mode`les, ainsi que dans les observations, nous trou-
vons qu’une phase positive de la PDO est associe´e a` des anomalies de SLP dans
l’Atlantique Nord similaires a` celles d’une phase ne´gative de la NAO. Or, la NAO
est un moteur principal de la variabilite´ de l’AMOC et affecte fortement la SST
Nord Atlantique. Par conse´quent, retirer la PDO de l’AMO enleve un signal lie´ a`
l’AMOC et de´grade donc les corre´lations AMO-AMOC. Il reste a` e´lucider si cette
connection provient de l’Atlantique, du Pacifique, ou d’un forc¸age commun atmo-
sphe´rique de type AO. On ne trouve pas de concensus sur ce point dans la litte´rature
(e.g. [Zhang and Delworth 2007], [Mu¨ller et al. 2008], [Li et al. 2009]), et les cor-
relations entre AMO et PDO montre´es dans la section 4.4.3 sugge`rent une grande
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diversite´ de repre´sentation de ce lien parmi les mode`les.
En moyenne, l’augmentation des correlations AMO-AMOC apre`s avoir enleve´ le
signal ENSO (et la de´rive globale pour la simulation historique) avec le LIM
est certes encourageante mais pas extraordinaire. De plus, dans plusieurs sim-
ulations, nous trouvons un mode LIM, ayant une longue pe´riode et de fortes
anomalies dans l’Atlantique Nord, qui est tre`s fortement corre´le´ a` l’AMOC. Ceci
sugge`re que notre de´construction de l’AMO est loin d’eˆtre optimale. Pour ten-
ter de l’ame´liorer, il serait inte´ressant d’essayer d’enlever l’effet du forc¸age atmo-
sphe´rique local. Pour ce faire, il faudrait travailler avec la matrice de forc¸age
stochastique du LIM. Dans l’e´tat actuel de notre filtre LIM, nous sommes ca-
pables d’identifier les modes de forc¸age, et pour les retirer, il faudrait re´inte´grer
le syste`me en enlevant ces modes (voir section 3.4 dans le chapitre sur le LIM).
Cependant, il n’est pas certain qu’enlever de l’AMO le signal de SST re´sultant
du forc¸age atmosphe´rique local ame´liorerait sa corre´lation avec l’AMOC, vu
que ce forc¸age influence fortement l’AMOC (e.g. [Eden and Willebrand 2001],
[Deshayes and Frankignoul 2008]). Une autre piste pour trouver un meilleur in-
dicateur observable de la variabilite´ de l’AMOC serait d’e´tudier dans les mode`les
les modes de couplage entre la SST Atlantique et l’AMOC a` l’aide du LIM (voir
section 3.5 du chapitre sur le LIM), comme l’a fait [Newman 2007] lorsqu’il a e´tudie´
le couplage entre la SST du Pacifique tropical et du Pacifique Nord.
Dans le dernier chapitre de cette the`se, nous montrons que le LIM isole de
fac¸on assez efficace la re´ponse de la SST au forc¸age radiatif des volcans dans
une simulation du dernier mille´naire du mode`le IPSLCM4, lorsque que l’on con-
side`re une pe´riode d’activite´ volcanique mode´re´e (pe´riode post 1350). Ce n’est
pas le cas si l’ensemble de la simulation est prise en compte, certainement a` cause
de la pe´riode de volcanisme intense et rapproche´ entre 1150 et 1300, qui induit
une re´ponse diffe´rente de l’oce´an et introduit des e´chelles de temps diffe´rentes.
Il reste a` e´tablir dans quelle mesure et quelles conditions le LIM peut eˆtre plus
syste´matiquement utilise´ pour isoler la re´ponse radiative au forc¸age volcanique.
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Pour cela, il serait inte´ressant de conside´rer des ensembles de simulations base´es
sur des mode`les de climat diffe´rents et mode´lisant diffe´rents forc¸ages volcaniques,
comme par exemple un forc¸age mode´re´, assez espace´ dans le temps et quasi-
pe´riodique; ou bien un forc¸age plus irre´gulier; ou encore un forc¸age assez intense et
peu fre´quent, etc. Enfin, contrairement a` ce que l’on trouve dans les simulations
de controˆle de diffe´rents mode`les climatiques et dans la simulation historique de
IPSLCM5, enlever ENSO de l’AMO avec le LIM n’ame´liore pas les corre´lations
AMO-AMOC. Nous sugge`rons que ceci pourrait s’expliquer par une influence com-
mune des volcans sur l’AMOC, les te´le´connections ENSO et la dynamique de ENSO,
bien que nous n’arrivions pas encore a` mettre cette dernie`re en e´vidence, comme
sugge´re´ par plusieurs e´tudes (e.g. [Adams et al. 2003], [Emile-Geay et al. 2008],
[McGregor and Timmermann 2011]). Toutefois, ce travail n’est que pre´liminaire et
demande d’eˆtre largement plus approfondi. Par exemple, afin d’e´tudier l’impact
des volcans sur ENSO, il faudra prendre en compte la saisonnalite´ et l’intensite´ des
e´ruptions volcaniques. L’effet de l’activite´ volcanique sur l’atmosphe`re sera examine´
en de´tail en comparant MILL et CTRLA. Il serait aussi inte´ressant d’appliquer la
meˆme analyse a` la simulation des derniers 600 ans re´alise´e avec le mode`le norve´gien
BCM.
Il est ne´anmoins assez perturbant qu’enlever ENSO de l’AMO avec le LIM
n’ame`liore pas sa corre´lation avec l’AMOC dans MILL, car ceci est contraire aux
re´sultats trouve´s en conditions de variabilite´ naturelle ou avec un forc¸age semblable
a` celui du 20e`me sie`cle. Si l’on veut un indicateur de l’AMOC sur le long terme, il
faut prendre en compte le forc¸age volcanique. Toutefois, il faut souligner que la sim-
ulation du dernier mille´naire du mode`le IPSLCM4 surestime le forc¸age volcanique
et qu’il faudrait conside´rer d’autres simulations afin de pouvoir se´rieusement tester
la validite´ de ce point.
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