We study the boundedness of Toeplitz operators with locally integrable symbols on Bergman spaces A p (Ω), 1 < p < ∞, where Ω ⊂ C is a bounded simply connected domain with polygonal boundary. We give sufficient conditions for the boundedness of generalized Toeplitz operators in terms of "averages" of symbol over certain Cartesian squares. We use the Whitney decomposition of Ω in the proof. We also give examples of bounded Toeplitz operators on A p (Ω) in the case where polygon Ω has such a large corner that the Bergman projection is unbounded.
Introduction and notation
We continue the study of generalized Toeplitz operators with locally integrable symbols on Bergman spaces A p (Ω), 1 < p < ∞ (see [7, 17, 18] ). In [17, 18] it was considered the boundedness of generalized Toeplitz operators on Bergman spaces A p (D) of the unit disk. The result of [17] was generalized in [7] to the case of a bounded simply connected domain Ω ⊂ C with C 4 smooth boundary. In this paper we release the smoothness assumption on Ω and we consider polygonal domains of C with finite number of corners. Our main result, Theorem 1.5, contains a weak sufficient condition for the boundedness of Toeplitz operators in such domains. The crucial difference compared to [7] is that the derivative of the Riemann conformal mapping from Ω onto the unit disk is not always bounded. We also consider the apparently complicated question of finding bounded Toeplitz operators in the situation where the Bergman projection is unbounded. We mainly follow the notation and terminology of [7] , and the technical approach is similar to those of [7, 17, 18] .
We start with the basic definitions and notation. By C, C ′ , C 1 etc. we mean positive constants independent of given functions or indices, but which can vary from place to place. Suppose x and y are two positive quantities. By writing x ∼ y, we mean that x and y are comparable i.e. that there exist two (absolute) constants C 1 , C 2 > 0 such that C 1 x < y < C 2 x. The unit disk in the complex plane is denoted by D. Let Ω ⊂ C be a n-sided polygon, i.e., a bounded simply connected domain whose boundary consists of n line segments and n corners. More precisely, by a corner we mean inner angle απ, where 0 < α < 2, α = 1. Let polygon Ω have inner angles α 1 π, ..., α n π at the corresponding vertices w 1 , ..., w n ∈ ∂Ω, where n ≥ 3. We say that a corner is outward if 0 < α < 1 and inward if 1 < α < 2. We use the notation α m := max k (α k ) for the factor of the maximum angle (corner), and the corresponding vertex is denoted by w m ∈ ∂Ω. Let ϕ : Ω → D be a Riemann conformal mapping. Its inverse is denoted by ψ = ϕ −1 : D → Ω. According to the Schwarz-Christoffel formula
where z k ∈ ∂D, ψ(z k ) = w k , Σ n k=1 α k = n − 2 and A and B are constants which determine the size and the position of Ω. The formula (1.1) is not unique: when the vertices w 1 , ..., w n ∈ ∂Ω are given, three of the points z k ∈ ∂D can be chosen arbitrarily. For details about the Schwarz-Christoffel formula we refer to [8, p.189-196] . It follows from (1.1) that (1 − ϕ(w k )ϕ(w))
where w k = ψ(z k ) ∈ ∂Ω are the vertices. Euclidean disk with center z and radius r > 0 is denoted by B(z, r). The Bergman space A p (Ω) (1 < p < ∞) consists of analytic functions f : Ω → C satisfying
where dA(w) := π −1 dxdy (w = x + iy) is the scaled area measure in the plane. If there is a chance for confusion, we denote by f p,Ω the norm on Ω and by f p,D the norm on D. By A p ω (Ω) we mean weighted Bergman space equipped with the norm f p,ω =´Ω |f | p ωdA, where ω : Ω → R + is a positive real-valued weight. The index p of the Bergman space A p (Ω) is 1 < p < ∞ throughout the paper.
Let P Ω be the Bergman projection, i.e., the orthogonal projection from
is the Bergman kernel of Ω (see [2] [3] [4] 11] ). To simplify notation we denote G Ω (z, w) := 1−ϕ(z)ϕ(w).
In particular, the Bergman projection of the unit disk,
, can be expressed as
The classical Toeplitz operator T a on the Bergman space A p (Ω) is defined by T a (f ) = P Ω (af ), if a : Ω → C, the symbol of T a , is such that the following integral converges:
In this article symbol a : Ω → C is always at least locally integrable, i.e., it belongs to L 1 loc (Ω). We need also the maximal Bergman projection P
if the integral converges.
On several occasions we deal with the boundary distance weight v(w) := dist(w, ∂Ω) := inf z∈∂Ω |w − z|, w ∈ Ω. It follows from the Koebe distortion theorem [10, Corollary 1.4 
(1.8)
For u + iv ∈ Ω, we denote Cartesian squares by
where ρ > 0 is the side length of S. Here ρ is always so small that S(u + iv, ρ) ⊂ Ω. The area of S is denoted by |S| := ρ 2 , and the diameter of S is diamS := sup w 1 ,w 2 ∈S |w 1 − w 2 | = √ 2ρ. The distance of S to the boundary ∂Ω is denoted by dist(S, ∂Ω) := inf w∈S,z∈∂Ω |w − z|. We now form a partition of Ω ⊂ C using Whitney's decomposition: There exist z n := x n + iy n ∈ Ω and ρ n > 0 for all n ∈ Z + such that the squares
form a partition of the domain Ω and diamS n ∼ dist(S n , ∂Ω) for all n. In addition to S n we need a little bit larger squaresS n ⊃ S n (x n + iy n , ρ n ) with side lengths 11 10 ρ n ,
More specifically, the Whitney decomposition has the following properties (see [14] ).
Let Ω ⊂ C be an open non-empty set. There exist squares
of Ω is contained in at most 144 of the squaresS n .
In the definition of the generalized Toeplitz operator we use the partial sum operator T (m) a,Ω :
for all integers m ≥ 1. In order to avoid confusion, we always denote by T a the usual Toeplitz operator (1.6) and by T a,Ω the generalized Toeplitz operator defined as follows.
(1.12)
if the limit exists for all z ∈ Ω.
e., the usual (1.6) and the generalized (1.12) definitions of the Toeplitz operator coincide. Indeed, if z ∈ Ω and χ Sn is the characteristic function of S n , then
Therefore, due to the Lebesgue's dominated convergence theorem, we have
We recall that if T and T n (for all n = 1, 2, ...) are bounded linear operators A p (Ω) → A p (Ω), the sequence of operators (T n ) is said to converge strongly (in the strong operator topology, SOT) to
The next definition is needed in the condition for the symbol a.
is the average of a over square S(u + iv, ρ).
For a symbol a ∈ L 1 loc (Ω) we make always the assumption: There exists a constant C > 0 such that
for all z ′ = x ′ + iy ′ ∈ S := S(u + iv, ρ) and for all squares S ⊂ Ω which have the property
We state here the main result. Theorem 1.5. Let 1 < p < ∞ and let Ω ⊂ C be a polygon with corners α 1 π, ..., α n π at vertices w 1 , ..., w n ∈ ∂Ω. Suppose that α m < 1 +
loc (Ω) and assume that symbol a satisfies the condition (1.13). Then the generalized Toeplitz operator T a,Ω , defined as
is a bounded operator from A p (Ω) into A p (Ω) and the sum in (1.14) converges pointwise, absolutely for all z ∈ Ω. Moreover, T (m) a,Ω → T a,Ω strongly, as m → ∞. Remark 1.6. Note that if 4/3 ≤ p ≤ 4, then there is no restriction for the maximum angle. The assumptions in Theorem 1.5 restrict only the maximum size of inward corners if p > 4 or 1 < p < 4/3 and they are based on the requirement of the Bergman projection to be bounded (see Theorem 2.2).
The article is organised as follows. In Section 2 we recall and reformulate some necessary estimates introduced in our predecessor [7] . We also state some useful results concerning Bergman spaces and Bergman projections. The main result, Theorem 1.5, is proved in Section 3. In section 4 we show a boundedness result in a weighted Bergman space A p w (Ω) in the case p > 4 (Proposition 4.1). We also deal with the case 1 < p < 4/3 by setting a stronger condition for the symbol (Proposition 4.2). In Section 5 we consider the classical Toeplitz operator acting on Bergman space A p (Ω) (p > 4 or 1 < p < 4/3) in the case when the Bergman projection is unbounded. We show by examples that there are some difficulties in finding bounded Toeplitz operators in this special case.
Preliminaries
We start this section with estimates for derivatives ϕ (n) (n = 1, 2, 3) when ϕ ′ is as in (1.3). Let Ω be a polygon with vertices w 1 , ..., w n ∈ ∂Ω and corners α 1 π, ..., α n π. Let ϕ : Ω → D be a Riemann conformal mapping. By Cauchy-Riemann equations (w = x + iy) we have
An elementary calculation leads to
where
To simplify evaluations including |ϕ (n) | we make the following observations. Let r = min j,k |w j − w k |/10 > 0. We denote by B(w k , r) the disk with a center w k ∈ ∂Ω and the radius r. Let {S i } i be as defined in (1.10), so Ω = ∪ iSi . The mapping ϕ : Ω → D has a homeomorphic extension ϕ : Ω → D, since the boundary of Ω is obviously locally connected. Hence, there exist constants
Let us make sure that the estimates in (2.4) hold.
where |w k − w j | ≥ 10r and |w − w k | ≤ 11/10 √ 2ρ i + r ≤ 11/10dist(S i , ∂Ω) + r ≤ 41/19r (see Lemma 1.1 (c) and (1.10)). Therefore, since ϕ : Ω → D is a homeomorphism, there exists a constant R > 0 such that
The estimates for |ϕ ′′ (w)| and |ϕ ′′′ (w)| in (2.4) can be shown in the same way. The following simple lemma is a modification of Lemma 2.3 in [7] .
Lemma 2.1. Let {S n } n be the set of squares defined in (1.10). Then for all n
Moreover, if ϕ ′ is as in (1.3), then for all n and all w ∈S n
Proof. The relation (2.5) follows from (1.8) and Lemma 1.1 (c). The inequality (2.6) holds since (2.5) . We show that the latter inequality in (2.7) holds, the former follows by similar arguments. Indeed, ifS n ∩ B(w k , r) = ∅ (where r = min i,j |w i − w j |/10) for some k, then due to (2.4)
We recall here some useful results regarding to the boundedness of the Bergman projections. The maximal Bergman projection of the unit disk P [1] . It is easy to see (by changing variables) that [4, 11] . These facts imply that the boundedness of P
For results concerning the boundedness of the Bergman projection on simply connected planar domains we refer to [2, 4, 6, [11] [12] [13] 15] . The next theorem gives a relation between the geometry of a polygonal domain and the boundedness of the Bergman projection. It is a partial result (restricted to polygons) of more general results of [2, 12, 13, 15, 16] . Those results were proven by showing that the boundedness of the Bergman projection is equivalent to the Békollé-Bonami condition for the weight |ψ| 2−p .
Theorem 2.2.
Let Ω ⊂ C be a polygon with the maximum angle α m π. The Bergman projection Remark 2.3. Notice that there is no restriction for outward pointing corners (0 < α < 1), i.e., if Ω is a polygon with only outward corners, then P Ω is bounded on L p (Ω) for all 1 < p < ∞. We also point out that if
The next corollary is an obvious consequence of Theorem 2.2.
Corollary 2.4.
Let Ω be a polygon with the maximum angle α m π. Let
Let f ∈ A p (Ω). Let S n be a Whitney square andS n ⊃ S n , see (1.9) and (1.10). Due to the mean value property for analytic functions, we have
for all z ∈ S n (for details, see [7] ). The following norm estimate follows from the proof of Theorem 4.28 in [19] .
Lemma 2.5.
[19] Let n ∈ Z + . There exists positive constant C n such that
We need a generalization of Lemma 2.5 (when n = 1 or n = 2) to the case of A p (Ω), where Ω is a polygon (compare this to [7, Corollary 2.5]): Lemma 2.6. Let Ω ⊂ C be a polygon. There exist C p > 0 and C
Proof 8) , we obtain by changing variables z = ϕ(w) (w = ψ(z), Jacobian |ψ ′ | 2 ) and using the triangle inequality 13) where D z is the derivative operator. We have applied (2.11) with n = 1 to the first term on the second to last line. The second term is also bounded above by
because of (2.3) and (2.4). The second norm estimate in (2.12) follows by similar arguments:
where we have taken into account that
The norm of each term of (2.15) is bounded above by C
: the first term due to (2.11) with n = 2, the second term because of (2.13) and (2.14), the third term since Lemma 2.7.
[3] Let 2 < p < ∞ and f ∈ A p (D). Assume that ∞ n=0 a n z n is the Taylor series of f. Then there exists C p > 0 such that
Moreover, the exponents of n + 1 are the best possible.
In the last section we need the following mapping properties of the Bergman projection P D (for details and proofs, see [3, 
p. 46-47]).
Lemma 2.8. [3] Let P D be the Bergman projection of the unit disk, and let m and n be nonnegative integers. Then
for all m < n, (2.18)
Note that the property (2.19) follows from (2.17) and (2.18). Finally, we recall the definition of the Cauchy-Szegö integral operator S. Let f ∈ L 1 (∂D) and
(2.20)
Due to the Cauchy integral formula, S has the reproducing property, i.e., if f : D → C is continuous on D and analytic on D, then (Sf )(z) = f (z).
Proof of Theorem 1.5
Before the actual proof of the main theorem we make a few more simplifications in the notation. Let z ∈ Ω and S n = S n (x n + iy n , ρ n ) (see (1.9)). We denote
so that (see (1.12))
Integration by parts as in [7] yields
where x ′ n + iy ′ n = (x n + ρ n ) + i(y n + ρ n ) ∈ S n in the notation (1.9) and K Ω is the Bergman kernel (1.4).
We now form bounds for |F k,n f (z)| (k = 1, 2, 3, 4), for details see [7, p.862-863] . We only present the calculations for |F 1,n f | and |F 4,n f |. Let us fix z ∈ Ω and define an analytic function
The estimate for |F 1,n f (z)| is now obtained by applying (1.13) and (2.10) to the function h z . We denote z
, we obtain the bound
where v(w) = dist(w, ∂Ω). The inequality (3.9) is based on (1.3), (1.13), (2.10) and the estimates
). Applying (1.13) and (2.10) (to analytic functions which vary in terms of the following sum) gives the bound for |F 4,n f (z)| as follows. Recall the notation G Ω (z, w) = 1 − ϕ(z)ϕ(w). For all z ∈ Ω (w = x + iy) 10) where we have applied the estimates .7)). By combining the estimates (3.8)-(3.10) we obtain: there exists a constant C > 0 such that for all n and all z ∈ Ω
where v(w) = dist(w, ∂Ω).
Proof of Theorem 1.5
Proof. Let f ∈ A p (Ω) and v(w) = dist(w, ∂Ω). Recall the definition of F n f (z) (see (3.1) and (3.2)). We obtain
where we have applied (3.11) , and the domain Ω has been covered by partly overlapping squares S n , see Lemma 1.1 (d). The integral on the second line is finite: |1 − ϕ(z)ϕ(w)| ≥ 1 − |ϕ(z)| for all w ∈ Ω and by Hölder's inequality we have (1/p + 1/q = 1)
where we have changed variables w = ψ(ξ) and recalled the formula (1.2). The convergence in (3.13) is based on the fact that integral of the form (for a fixed θ)´D |1 − e iθ ξ| −s dA(ξ) < ∞ if and only if s < 2 [3, p.78-79] (note that ξ k ∈ ∂D for all k). We have also recalled the assumption α m < 1 + 2(p − 1)/(2 − p) if 1 < p < 4/3 in Theorem 1.5, so that for all exponents
≥ −2 and always −1 < α k − 1 < 1. According to Lemma 2.6, |f ′ |v and |f ′′ |v 2 also belong to L p (Ω). Thus, the integral in (3.12) is clearly finite. This proves that the sum (1.14) converges pointwise and absolutely.
Because of the assumptions for the maximum angle, the Bergman projection P Ω is now bounded (see Theorem 2.2). The maximal Bergman projection P + Ω is bounded as well and we get
where the last inequality follows from Lemma 2.6. This proves the boundedness of T a,Ω .
Next, we show that T (m) a,Ω → T a,Ω strongly (in SOT) as m → ∞. Let f ∈ A p (Ω) and z ∈ Ω. Due to (3.1) and (3.11), we have
Let χ Vm be the characteristic function of the set n>mS n =: V m . Since every z ∈ Ω belongs to at most 144 of the squaresS n (see Lemma 1.1 property (d)), obviously χ Vm (z) → 0 as m → ∞ for all z. We can now continue from (3.14):
It follows from the Lebesgue's dominated convergence theorem that χ Vm g p → 0 as m → ∞. Since the maximal Bergman projection P + Ω is bounded, also P + Ω (χ Vm g) p → 0 as m → ∞. Applying this to the inequality (3.15) implies the claim. Finally, we remark that T a,Ω f is an analytic function since F n f are clearly analytic and (T (m) a,Ω f )(z) converges uniformly to (T a,Ω f )(z) on compact subsets of Ω as m → ∞. This follows from (3.14) by taking into account that |ϕ
, where the right-hand side is bounded on compact subset of Ω. Moreover, the integral´Ω |ϕ
is finite, see (3.13) and the comments after it. This completes the proof.
Boundedness results in the case of unbounded Bergman projection
If p > 4 or p < 4/3 and polygon Ω has big enough inward corners (1 < α < 2), then the Bergman projection P Ω is unbounded according to Theorem 2.2. In this special case the situation is more complicated as we will see in the last section. However, when p > 4, it is possible to prove a boundedness result in a weighted Bergman space A p ω (Ω) with the weight w(w) = |G Ω (w, w m )| t (Proposition 4.1). In the case p < 4/3, we obtain a bounded Toeplitz operator by strengthening the condition (1.13). In addition to boundedness, we require the "average" of symbol, |â S (z ′ )|, to converge to zero (at pace |G Ω (z ′ , w m )| t ) when approaching the vertex w m (Proposition 4.2). In both cases, we deal with a polygon that has only one "tricky" corner. Recall that α m = max k (α k ) and G Ω (z, w) = 1 − ϕ(z)ϕ(w).
Proposition 4.1. Let p > 4 and let Ω ⊂ C be a polygon with corners α 1 π, ..., α n π (0 < α k < 2, α k = 1) at vertices w 1 , ..., w n ∈ ∂Ω. Suppose that α m ≥ 1+ Proposition 4.2. Let 1 < p < 4/3 and let Ω ⊂ C be a polygon with corners α 1 π, ..., α n π (0 < α k < 2, α k = 1) at vertices w 1 , ..., w n ∈ ∂Ω. Suppose that α m ≥ 1 +
for all z ′ ∈ S and all squares S ⊂ Ω with √ 2ρ ≤ dist(S, ∂Ω) ≤ 4 √ 2ρ. Then the sum (1.14) converges absolutely for all z ∈ Ω and the generalized Toeplitz operator T a,Ω is a bounded operator from
The proofs are similar to that of Theorem 1.5, so we state only briefly the main parts and changes.
Proof of Proposition 4.1
Proof. The crucial idea is that with the aid of the weight ω(w)
We have as in (3.12)
where the integral is finite as was shown in (3.13) (note the comments after (3.13) regarding to the case p ≥ 4/3). We obtain by changing variables w = ψ(ξ), ξ = ϕ(w) (Jacobian |ψ
where the weight W (ξ) = |ψ ′ (ξ)| 2−p |1 − ξ m ξ| t and ξ m = ϕ(w m ) ∈ ∂D. For details about the above change of variables, see formula (5.1) in the last section. Now, recall the condition for the exponent t and the expression of ψ
The other functions in (4.3), inside the brackets, also belong to L p W (D) and their norms are bounded above by f p,ω . We show this only for the norm of |ψ
2 can be considered in the same way. By changing variables w = ψ(ξ), we obtain (note that the following arguments are similar to those of the proof of Lemma 2.6): 4) where the last line follows from Lemma 2.6 and from the fact that |(ω(w))
. Thus we can continue from (4.3)
where the last inequality holds since each term is bounded by f p,ω . This proves the claim.
Proof of Proposition 4.2
Proof. The key point of the proof is that the strong condition (4.1) of the symbol guarantees the convergence of the integral (3.12). When bounding |F k,n f | (see (3.8)-(3.10)), we replace the condition |â
(Ω) and z ∈ Ω. Instead of (3.11) we end up in the estimate
Thus we obtain (compare this to (3.12))
where the integral is finite by Hölder's inequality as in (3.13). The factor |G Ω (w, w m )| t , with the assumption for t, ensures now the convergence of the integral. (See the comments after (3.13) regarding to the case 1 < p < 4/3.) Changing variables ξ = ϕ(w) (ξ m = ϕ(w m )) yields
We have added the factor |1 − ξ m ξ| −t , t > 0, to the weight |ψ ′ (ξ)| 2−p in the last inequality. Now, recall the condition for the exponent t and (1. 
where |G Ω (w, w m )| t(1−1/p) < C since t(1 − 1/p) > 0. Thus, the last inequality holds by Lemma 2.6. This completes the proof.
Let f be f (ξ) := (1 −ϕ(ξ m )ϕ(ξ))
where we have taken into account that p > 4 and α m < 2, so that (α m − 1)(2 − p) + p > 0. The last inequality follows from (2.16 ). This shows that T a is bounded. We claim that T a : A p (Ω) → A p (Ω) is bounded. Let f ∈ A p (Ω). We write g := (f • ψ)(ψ ′ ) 2/p , so that f p,Ω = g p,D . Moreover, let g(w) = ∞ n=0 a n w n , where ∞ n=0 a n w n is the Taylor series of g. We make the change of variables w = re iθ = ϕ(ξ) and z = ϕ(λ) as in (5.1): 
