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Abstract
Many vertex-partitioning problems can be expressed within a general framework introduced
by Telle and Proskurowski. They showed that optimization problems in this framework can
be solved in polynomial time on classes of graphs with bounded tree-width. In this paper, we
consider a very similar framework, in relationship with more general classes of graphs: we
propose a polynomial time algorithm on classes of graphs with bounded clique-width for all
the optimization problems in our framework. These classes of graphs are more general than
the classes of graphs with bounded tree-width in the sense that classes of graphs with bounded
tree-width have also bounded clique-width (but not necessarily the inverse).
Our framework includes problems such as independent (dominating) set, p-dominating set,
induced bounded degree subgraph, induced p-regular subgraph, perfect matching cut, graph
k-coloring and graph list-k-coloring with cardinality constraints (&xed k). This paper thus pro-
vides a second (distinct) framework within which the optimization problems can be solved in
polynomial time on classes of graphs with bounded clique-width, after a &rst framework (called
MS1) due to the work of Courcelle, Makowsky and Rotics (for which they obtained a linear
time algorithm).
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1. Vertex-partitioning problems
There is a large variety of vertex-partitioning problems. Telle and Proskurowski
introduced a general framework [21] which is able to express most of these problems.
They give a uni&ed way to describe graph properties that can be expressed by vertex
subsets (or partitioning) of the vertex set of a graph. They de&ne the degree constraint
matrix Dq as a q× q matrix where each element is a set of non-negative integers. The
element on line i and column j of Dq is represented by Dq[i; j].
For a graph G=(U; A), a Dq-partition of G is a partition (U1; : : : ; Uq) of U such
that, for every vertex u∈Ui, we have
|N (u) ∩ Uj| ∈ Dq[i; j]
with 16i; j6q (N (u) is the set of neighbors of u in G). In this de&nition, the subsets
Ui of a partition are not necessarily non-empty.
Given a degree constraint matrix Dq, we are interested in determining the existence
of a Dq-partition in an input graph G, or &nding a Dq-partition of G that minimizes
(or maximizes) the cardinality of one of the subsets. Such problems are called
Dq-partition problems.
Within this framework, it is possible to express several well-known problems and
de&ne new ones as generalizations of other problems [15,21]. Just to mention some
of them, INDEPENDENT (DOMINATING) SET, p-DOMINATING SET, INDUCED BOUNDED DEGREE
SUBGRAPH, INDUCED p-REGULAR SUBGRAPH and PERFECT MATCHING CUT can all be expressed
as Dq-partition problems with q=2. The GRAPH k-COLORABILITY can be seen as
a Dk -partition problem. If H is a &xed graph with nH vertices, H -COLORING and
H -COVERING can be expressed as Dq-partition problems with q= nH .
Telle and Proskurowski [21] prove that for &xed q, the Dq-partition problems with
co&nite entries of Dq can be solved in polynomial time on graphs with tree-width at
most some &xed k. For some speci&c problems, the &xed q restriction can be dropped.
In this paper, we are considering a more general class of graphs, namely the graphs
with clique-width at most some &xed k (we recall the de&nition of clique-width in
the next section). Indeed, a class of graphs with bounded tree-width has also bounded
clique-width. The inverse is not always true as illustrated by the cographs. In order to
prove a similar result as in [21] on these broader classes of graphs, we will make two
modi&cations in the de&nition of Dq-partitions.
The &rst modi&cation is a slight restriction. An interval degree constraint matrix
IDq is a q× q matrix where each element is a set of consecutive integers (perhaps
only one integer), instead of a co&nite set. For a graph G, an IDq-partition of G is
simply a Dq-partition of G in the particular case where the matrix is an interval degree
constraint matrix.
In fact, all problems mentioned in [21], and in particular all problems indicated
above, have a degree constraint matrix in which each entry has one of the following
three forms, for some integer p:
{0; 1; : : : ; p}; {p;p+ 1; : : :} or {p}:
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In each case, the set of integers is an interval, hence all these problems are
IDq-partition problems.
Our second modi&cation is a slight extension. Suppose that we associate with each
vertex u of G=(U; A) a set ’(u)⊆{1; : : : ; q} indicating in which subsets of a partition
the vertex is allowed to be. We are now looking for an IDq-partition (U1; : : : ; Uq) of
U such that for each vertex u we have
u ∈ Ui ⇒ i ∈ ’(u):
This extension allows us to include well-known problems such as the precoloring
extension and list-coloring problems (with &xed number of colors), see for example
[23].
Summing up, we now have the following. For a graph G=(U; A) and an assignment
’ of a subset of {1; : : : ; q} to each vertex, a feasible IDq-partition of G is a partition
(U1; : : : ; Uq) of U such that, for every vertex u∈Ui, we have
|N (u) ∩ Uj| ∈ IDq[i; j] and i ∈ ’(u)
with 16i; j6q.
Given an interval degree constraint matrix IDq and an assignment ’, we are interested
in determining the existence of a feasible IDq-partition in an input graph G that satis&es
a set S of constraints on the cardinalities of the subsets. This set S must be checkable
in polynomial time for any feasible IDq-partition. We will represent the set of all these
decision problems by X. The introduction of such a set S constitutes also a further,
important, extension of the formalism.
Notice that the problems in which we want to know if there is a feasible IDq-
partition (U1; : : : ; Uq) such that no subset is empty also belong to X. Indeed, the set
S of constraints to be veri&ed is simply {|Ui|¿0 | i=1; : : : ; q}. Similarly, the decision
version of optimization problems that consist in maximizing the cardinality of U1 for
example are also included in X, by having the constraint |U1|¿LB in S, where LB is
a lower bound given in the input. Of course, it is also possible to take into account
upper bounds on the cardinality of the subsets, like for example in the graph coloring
problem with cardinality constraints, in which each color i cannot be used more than
hi times for given hi’s. In this case, we simply add to S the constraints {|Ui|6hi |
i=1; : : : ; q}.
As already mentioned, all vertex-partitioning problems explicitly mentioned in [21]
belong to X. But our framework also includes other problems that do not belong to
the framework in [21].
In the next section we will de&ne the clique-width of a graph and recall some prop-
erties. In Section 3, we will give a polynomial time algorithm on graphs with &xed
clique-width for the problems in X. In Section 4, we present two vertex-partitioning
problems that are not contained in this framework. We propose an extension of our
framework to include these problems. Finally, we conclude with some additional
remarks in Section 5.
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2. Clique-width of graphs
The notion of tree-width, introduced by Robertson and Seymour [20], plays an impor-
tant role in graph theory, and is often used when studying the complexity of combina-
torial optimization problems. Indeed, many NP-complete problems become polynomial
when classes of graphs with tree-width at most some &xed value are considered (see
for example [2]).
The notion of clique-width has been introduced by Courcelle et al. [6] in relation
with certain context-free grammars. It appears that this notion can be very useful in
graph theory. For example, it generalizes the notion of tree-width, since every class of
graphs with tree-width at most some constant k is also a class of graphs with clique-
width at most some constant k ′ [10]. The inverse does not hold as we will see below.
Similarly, the clique-width of a graph is at most doubled when taking the complement
of that graph [10]; such a result cannot exist for tree-width as illustrated by graphs
without edges.
Graphs of clique-width at most k are graphs which can be de&ned by k-expressions
based on graph operations which use k vertex labels. We de&ne a k-graph as a labeled
graph with vertex labels in {1; 2; : : : ; k}. We denote the disjoint union of two k-graphs
H1 and H2 by H1⊕H2. The k-graph obtained by connecting all vertices labeled i to all
vertices labeled j 
= i in a k-graph H is denoted i; j(H). The operation of renaming
all labels i by label j 
= i in a k-graph H is denoted i→j(H). We denote by i(v) the
k-graph consisting of one vertex v labeled by i.
It is possible to de&ne any graph G by &rst specifying an algebraic expression
of the three operations mentioned above and then discarding the labeling. Such an
expression is called a k-expression de&ning G if all labels used in the expression are
in {1; : : : ; k}. For example, a stable set Sn of size n can be de&ned by the 1-expression
1(x1)⊕ 1(x2)⊕ · · · ⊕ 1(xn), where xi is a vertex in Sn. A 2-expression for a clique Kn
with n vertices x1; : : : ; xn is given by the following loop:
For i = 1–n do H := 2→1(1;2(H ⊕ 2(xi)));
beginning with the null graph (no vertices).
The clique-width cwd(G) of a graph G is de&ned by
cwd(G) = min{k : G can be de&ned by a k-expression}:
This value is well de&ned since for any graph G=(U; A) with n vertices x1; : : : ; xn,
there clearly exists an n-expression (start with the graph 1(x1)⊕ · · · ⊕ n(xn) and apply
i; j for every edge (i; j) in A). It is easy to see that the graphs with clique-width at
most 2 are exactly the cographs (also called the P4-free graphs). Notice that this class
contains the complete graphs which do not have bounded tree-width.
Since every ⊕ operation increases the number of vertices, a k-expression for a graph
G with n vertices cannot consist of more than n − 1 of these operations. Moreover,
we can assume that between two ⊕ operations we &rst have  operations followed by
 operations (all  operations preceding an  operation can be postponed by possible
addition of  operations). Hence there are at most k(k−1)+(k−1) operations between
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two consecutive ⊕ operations, showing that there exists a k-expression with at most
k2n operations.
As mentioned above, there are some similarities between the notions of clique-width
and tree-width. Let us denote by MS1 the monadic second-order logic (that is, the
extension of &rst-order logic with quanti&cation over set variables) with vertex-set
quanti&cation only, and by MS2 the monadic second-order logic with both vertex-set
and edge-set quanti&cations [10]. It has been shown that each decision, optimization
or enumeration problem that can be expressed by a formula in extended MS2 can be
solved in linear time on classes of graphs with tree-width at most some &xed value
k, if the corresponding tree-decomposition is given [2,9]. Similarly, each decision,
optimization or enumeration problem that can be expressed by a formula in extended
MS1 can be solved in linear time on classes of graphs with clique-width at most some
&xed value k, if a k-expression is given [7,8]. MS1 is a weaker language than MS2,
but more classes of graphs are aNected by the latter result.
At this point, it is useful to point out that the IDq-partition problems for &xed q and
MS1 problems are incomparable in the sense that there are problems which are IDq-
partitions for &xed q and are not MS1 (e.g. the p-dominating set problem (non-&xed
p) as de&ned in [13,14]) and vice versa (e.g. the &xed achromatic number problem,
[GT5] in [15]).
Notice that if k is &xed, &nding a tree-decomposition of width at most k can be
done in linear time for graphs with tree-width at most k [1]. For clique-width, it is
only known that a k-expression for a graph with clique-width at most k can be found
in polynomial time if k63 [5] (in linear time if k62). The complexity of determining
whether the clique-width of a graph is at most some k is open when k is not &xed, or
&xed to some value greater than 3.
3. Vertex-partitioning problems on graphs with xed clique-width
In this section, we will show that for an instance of a problem in X on a graph
G=(U; A) of clique-width bounded by a &xed k, we can construct the set
F(G) = {(u1; : : : ; uq) | ∃ feasible IDq-partition (U1; : : : ; Uq) of G
with |Ui| = ui i = 1; : : : ; q}
in polynomial time. This will allow us to solve in polynomial time every problem in X
when the input graph has bounded clique-width. Notice that we will extend this result
to a larger class of problems in Section 4. But for better clarity of the explanations, we
&rst consider the problems in X, closer to the problems belonging to the framework
of [21].
Let us now consider a graph G=(U; A) of clique-width at most k, an assignment ’
of feasible subsets to each vertex and an interval degree constraint matrix IDq. Suppose
we are also given a k-expression of G.
Let us de&ne a number  as follows. Starting with an empty set T , we insert
in T a speci&c number on behalf of each entry IDq[i; j]. If IDq[i; j] is of the form
724 M.U. Gerber, D. Kobler / Theoretical Computer Science 299 (2003) 719–734
{aij; aij + 1; : : : ; bij − 1; bij} (with aij possibly equal to bij), we introduce bij + 1 in T ;
if IDq[i; j] is of the form {aij; aij + 1; : : :}, we introduce aij in T . We then set  equal
to the largest number belonging to T . The idea is that we will not need to distinguish
the numbers above this value; they can all be represented by  .
In order to construct F(G), we will need the following elements. Consider a
labeled graph H =(V; E) and a partition V=(V1; : : : ; Vq) of V . Let P& be the set of
vertices labeled by &. In order to simplify the notation, let PB denote
⋃
'∈B P' for B
a subset of {1; : : : ; k}. We associate with V three arrays CV, mV and MV, de&ned as
follows.
• For i=1; : : : ; q and &=1; : : : ; k, CV[i][&] is the number of vertices labeled by & in
subset Vi:
CV[i][&] = |Vi ∩ P&|:
• For 16i; j6q, B and B′ subsets of {1; : : : ; k}, mV[i; j][B;B′] (resp. MV[i; j]
[B;B′]) is the smallest (resp. largest) number of neighbors in Vj ∩PB′ over all
vertices in subset Vi having label in B:
mV[i; j][B;B′] = min
v∈Vi∩PB
|N (v) ∩ Vj ∩ PB′ |;
MV[i; j][B;B′] = max
v∈Vi∩PB
|N (v) ∩ Vj ∩ PB′ |:
If the set Vi ∩PB is empty, then mV[i; j][B;B′] =∞ and MV[i; j][B;B′] = −∞.
As mentioned previously, values above  , and diNerent from ∞, do not need to be
distinguished; therefore, values above  (and ¡∞) will be replaced by  .
For a labeled graph H =(V; E), a triple (C;m;M) will be called admissible if there
exists a partition V=(V1; : : : ; Vq) of V such that (C;m;M)= (CV; mV; MV). We de&ne
F(H) to be the set of all admissible triples for a graph H . We will consider the
intermediate graphs H in the construction of G according to its given k-expression,
and &nally obtain F(G). On the basis of this set, it will be easy to determine the set
F(G) we are looking for.
Notice that if nH is the number of vertices in H , each entry of C can take a value
between 0 and nH , and each entry of m or M can take a value between 0 and  , or
±∞. Hence, we have
|F(H)|6 (nH + 1)qk · ( + 2)q222k+1 :
The key idea of these admissible triples is to keep track of the extreme (that is,
minimum and maximum without considering ±∞) values of |N (v)∩Vj| over all ver-
tices v∈Vi; if the extreme values are within IDq[i; j], then so are all the values. Since
the construction of G is based on the labeling of the vertices, we have to consider
these extreme values over the various labels. The fact that we also take into account
subsets of labels is due to the possible relabeling that can occur (the  operation) and
the &nal construction of F(G) on the basis of F(G).
Since the labeled graph G can be reconstructed according to the given k-expression,
we will also construct F(G) following this k-expression. We therefore now explain
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how the sets F(H) are determined for the intermediate graphs H , depending on the
operation applied.
H = &(w): Graph H consists of only a vertex w labeled &. For each i∈’(w), we
put the following triple (C;m;M) in F({w}):
• C[i][&] = 1 and C[i]['] = 0 for ' 
= &; '=1; : : : ; k;
C[ j]['] = 0 for j 
= i, '=1; : : : ; k;
• m[i; j][B;B′] =
{
0 if Vi ∩PB 
= ∅;
∞ otherwise;
• M [i; j][B;B′] =
{
0 if Vi ∩PB 
= ∅;
−∞ otherwise:
Indeed, for each i in ’(w), there is only one partition, consisting in putting the vertex
in Vi. Since there are no edges in H , all sets N (v) are empty and therefore m and M
only have entries of value 0 and ±∞.
H =H1 ⊕ H2: For each triple (C1; m1; M1)∈F(H1) and each triple (C2; m2; M2)∈
F(H2), we put the following triple (C;m;M) in F(H). Since H is the disjoint union
of H1 and H2, the cardinalities of the various subsets are simply added:
• C[i][&] =C1[i][&] + C2[i][&], with 16i6q and 16&6k.
Extreme values over H , represented by the various entries of m and M , are the “more
extreme” corresponding values over H1 and H2:
• m[i; j][B;B′] = min(m1[i; j][B;B′]; m2[i; j][B;B′]),
• M [i; j][B;B′] = max(M1[i; j][B;B′]; M2[i; j][B;B′]),
where 16i; j6q, B and B′ are subsets of {1; : : : ; k}.
H = &1 ; &2 (H1): In order to simplify the notation, we will suppose that &1 = 1 and
&2 = 2. For each triple (C1; m1; M1) in F(H1), we put the following triple (C;m;M) in
F(H). Since neither the partitions nor the labelings are modi&ed, we have
C = C1:
Consider now m and M . Let v be a vertex in PB. Since edges are added only between
vertices in P1 and vertices in P2, the set N (v)∩PB′ does not change unless one of the
following three cases applies:
Case 1: 1∈B and 2∈B′, but not both 2∈B and 1∈B′.
Case 2: 2∈B and 1∈B′, but not both 1∈B and 2∈B′.
Case 3: 1∈B∩B′ and 2∈B∩B′.
Indeed, if none of these three cases applies, the vertex v either has no new neighbors
or does not have new neighbors in PB′ . Hence, for all 16i; j6q, we have
• m[i; j][B;B′] =m1[i; j][B;B′],
• M [i; j][B;B′] =M1[i; j][B;B′],
when B and B′ do not satisfy one of these cases.
Consider now case 1. The minimum cardinality m[i; j][B;B′] we are looking for is
achieved either by a vertex not in P1 or by a vertex in P1. In the former situation,
nothing is modi&ed. In the latter situation, this minimum is obtained by looking at its
neighbors in Vj ∩PB′ that are not in Vj ∩P2, and adding all vertices in Vj ∩P2 (that
are now all neighbors of this vertex). Therefore, we have
m[i; j][B;B′] = min(m1[i; j][B\{1};B′]; m1[i; j][{1};B′\{2}] + C[ j][2]):
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By symmetry, in case 2 we have
m[i; j][B;B′] = min(m1[i; j][B\{2};B′]; m1[i; j][{2};B′\{1}] + C[ j][1]):
Case 3, where 1 and 2 are both contained in B and B′, is very similar:
m[i; j][B;B′] = min(m1[i; j][B\{1; 2};B′];
m1[i; j][{1};B′\{2}]+C[j][2]; m1[i; j][{2};B′\{1}]+C[j][1]):
(Always with 16i; j6q.) In any case, a value larger than  (and diNerent from ∞)
is replaced by  .
The same arguments hold for M and the same three cases as before are considered.
In case 1, we have
M [i; j][B;B′] = max(M1[i; j][B\{1};B′]; M1[i; j][{1};B′\{2}] + C[ j][2]);
symmetrically in case 2 we have
M [i; j][B;B′] = max(M1[i; j][B\{2};B′]; M1[i; j][{2};B′\{1}] + C[ j][1]);
and in case 3
M [i; j][B;B′] = max(M1[i; j][B\{1; 2};B′]; M1[i; j][{1};B′\{2}] + C[ j][2];
M1[i; j][{2};B′\{1}] + C[ j][1]):
Again, any value greater than  is replaced by  .
H = &1→ &2 (H1): In order to simplify the notation, we will again suppose that &1 = 1
and &2 = 2. For each triple (C1; m1; M1) in F(H1), we put the following triple (C;m;M)
in F(H):
• C[i][1]= 0 and C[i][2]=C1[i][1] + C1[i][2],
• C[i][&] =C1[i][&]
for 16i6q; 36&6k; this is due to the fact that the P2 in H is the union of P2 and
P1 in H1.
Consider now m and M . Since only the vertices labeled 1 or 2 are aNected by the
operation, nothing changes if neither 1 nor 2 belongs to B or B′. In this case, we
therefore have
• m[i; j][B;B′] =m1[i; j][B;B′],
• M [i; j][B;B′] =M1[i; j][B;B′].
In the next case, we will assume that 1 belongs neither to B nor to B′. Since P2 in H
is P1 ∪P2 in H1, in order to obtain m[i; j][B;B′] we count also contribution of label
1 when label 2 is allowed. Therefore, we have
• m[i; j][B;B′] =m1[i; j][B
2∪{1};B′ 2∪{1}],
• M [i; j][B;B′] =M1[i; j][B
2∪{1};B′ 2∪{1}],
where
B
2∪{1} =
{
B ∪ {1} if 2 ∈ B;
B otherwise
(similarly for B′).
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We have now seen all the cases where 1 belongs neither to B nor to B′. But since
there are no vertices with label 1 in H , adding P1 = ∅ to
⋃
'∈B P' or to
⋃
'∈B′ P' does
not change anything. Hence, we have
• m[i; j][B;B′] =m[i; j][B\{1};B′\{1}],
• M [i; j][B;B′] =M [i; j][B\{1};B′\{1}],
where B\{1} is de&ned to be B itself if 1 =∈B (similarly for B′). Again, all this is
true for 16i; j6q.
A graph G=(U; A) can be reconstructed, according to its given k-expression, by
starting with one-vertex graphs and applying ⊕,  and  operations. Using the above
constructions, we can follow k-expression to obtain the sets F(H) of the various in-
termediate subgraphs H occurring in the reconstruction of G, from one-vertex graphs
all the way to graph G itself. After the last operation, H is a labeled graph G, and
F(H) is F(G). On this basis, we construct the set F(G) as follows. We begin with
F(G)= ∅. For each triple (C;m;M) in F(G), we check
m[i; j][{1; : : : ; k}; {1; : : : ; k}] ∈ IDq[i; j];
M [i; j][{1; : : : ; k}; {1; : : : ; k}] ∈ IDq[i; j]
for 16i; j6q such that
∑k
&=1 C[i][&]¿0. If all these conditions are satis&ed, (C;m;M)
represents a feasible IDq-partition, and we can put the vector (u1; : : : ; uq) in F(G),
where
ui =
k∑
&=1
C[i][&]
for 16i6q. Otherwise, some condition of the IDq-partition is violated, and we proceed
to the next triple.
We can now prove the following theorem.
Theorem 1. If q¿1 is 7xed, each problem P in X on graphs G with clique-width
bounded by a constant k can be solved in polynomial time if a k-expression of G is
given.
Proof. From the previous explanations, it is clear that we are able to construct the sets
F(G) and F(G). In order to solve P, it simply remains to check the constraints in S
for each element in F(G). The answer to P will be ‘yes’ if and only if one of these
elements satis&es all the constraints. It remains to check that everything can be done
in polynomial time.
Since for every labeled graph H with nH vertices we have
|F(H)|6 (nH + 1)qk( + 2)q222k+1 ;
each of the operations ⊕; &1 ; &2 and &1→ &2 can be done in O(nH 2qk q
222k+2) time, the
⊕ operation being the one with the highest complexity. The construction of F(H) for
graphs with one vertex takes constant time.
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As mentioned in the previous section, if the input graph G has n vertices, we can
assume that we have a k-expression with at most k2n operations. Therefore, the com-
plexity of the construction of F(G) is at most O(n2qk+1 q
222k+2). Notice that if  is
larger than n, we can replace it by n without changing the problem considered.
The set F(G) can then be constructed in O(|F(G)|) time, and the answer to P is
found in O(|F(G)| · P(G; q)) time, where P(G; q) is the time it takes to verify the
constraints in S for an element in F(G) (a polynomial by our de&nition of X). Hence,
the answer to P can be found in polynomial time. In particular, if P(G; q) depends
only on q, the overall complexity is at most O(n2qk+1 q
222k+2), that is, O(n2qk+1) for
problems where  does not depend on the input.
In particular, if a k-expression of a graph with clique-width at most k is given,
INDUCED BOUNDED DEGREE SUBGRAPH, INDUCED p-REGULAR SUBGRAPH, H -COLORING and
H-COVERING, PRECOLORING EXTENSION WITH k ′ COLORS, LIST-k ′-COLORING and LIST-k ′-COLORING
WITH CARDINALITY CONSTRAINTS can be solved in polynomial time for &xed k, H
and k ′.
The exponent of n in the above algorithm’s complexity is mainly due to the fact
that the matrix C did not bene&t from the bound  , as m and M did. But for many
problems, we could improve the situation for C. Let us therefore consider a subset
X′ of X containing problems with a more restricted choice of constraints in S. For
X′, only constraints of the form li6|Ui1 | + · · · + |Uit |6hi (hi possibly in&nite) are
allowed. For such problems, the exact values of |Ui| are no longer necessary, and the
complexity of the algorithm of Theorem 1 can be improved as follows.
Starting with T ′= { }, and considering every constraint li6|Ui1 | + · · · + |Uit |6hi,
we add to the set T ′ the number hi + 1 if hi is &nite or the number li otherwise.
We then de&ne the number  ′ as the largest element of T ′. The number  ′ plays the
same role for C as does  for m and M : we now also replace any value C[i][&]
(16i6q, 16&6k) which is larger than  ′×  ′ itself. The overall complexity of
the algorithm becomes O(n ′2qk q
222k+2). Notice that  ′ can be considered as bounded
by qn.
For problems of X′ in which the only constraint of S depending on the input is of the
form |Uj|¿LB (resp. |Uj|6UB), due to the maximization (resp. minimization) nature
of the problem, the term  ′2qk of the algorithm’s complexity can be dropped. Indeed,
in these cases,  ′ can be set on the basis of the constraints in S that do not depend
on the input, and is now a constant. To still be able to check whether |Uj|¿LB (resp.
|Uj|6UB), we associate an integer c to each admissible triple (C;m;M) of F(H),
de&ned as the maximum (resp. minimum) cardinality of the j-th subset among all
partitions V of H satisfying (CV; mV; MV)= (C;m;M). By de&nition, this integer is
unique. It can easily be updated along the three operations. If, after such an operation,
the same triple (C;m;M) occurs in a set F(H) but with diNerent associated values c,
only an instance with the largest (resp. smallest) associated value is kept, the others
being deleted. At the end of the algorithm, this associated value will be compared to
LB (resp. UB).
According to the remark of Section 2 about tree-decompositions, the following corol-
lary is a consequence of Theorem 1:
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Corollary 1. If q¿1 is 7xed, each problem in X on graphs G with bounded tree-width
can be solved in polynomial time.
4. Other vertex-partitioning problems
There are vertex-partitioning problems that cannot be considered directly as a Dq
or an IDq-partition problem, but have some relation to those problems. Consider for
example the following problem, called satisfactory graph-partitioning problem (SGP,
introduced in [16,17]): we want to partition the set U of vertices of a graph G=(U; A)
into two non-empty subsets such that each vertex has at least as many neighbours in
its own subset as in the other. More precisely, if {U1; U2} is a partition of U into two
non-empty subsets, let us de&ne for a vertex u
IN (u) =
{
N (u) ∩ U1 if u ∈ U1;
N (u) ∩ U2 if u ∈ U2;
OUT (u) =
{
N (u) ∩ U2 if u ∈ U1;
N (u) ∩ U1 if u ∈ U2:
The vertex u is said to be satis&ed if IN (u)¿OUT (u), which is equivalent to IN (u)¿
|N (u)|=2. The SGP problem consists in determining whether there exists a partition
such that each vertex is satis&ed. While weighted versions of this problem are strongly
NP-complete [16], the complexity of this unweighted case is, as far as we know, still
open.
This problem cannot be written as an IDq-partition problem.
We will now see that we can extend our framework to include problems of such
kind, and still solve them in polynomial time on graphs with bounded clique-width.
We now modify (extend) the de&nition of an interval degree constraint matrix, which
we now base on two integers q and q′. An interval degree constraint matrix IDq; q′
is a q× q′ matrix where each element is a set of consecutive integers (perhaps only
one integer). These integers are not necessarily non-negative. The only diNerences
with the interval degree constraint matrix IDq of Section 1 are that the new matrix is
not necessarily square, and that negative integers are allowed. To such a matrix, we
associate integers t 1ij with 16i; j6q and 1616q
′.
For a graph G=(U; A) and an assignment ’ of a subset of {1; : : : ; q} to each vertex,
a feasible IDq; q′ -partition of G is a partition (U1; : : : ; Uq) of U such that, for every
vertex u∈Ui, we have
q∑
j=1
t1ij|N (u) ∩ Uj| ∈ IDq;q′ [i; 1] and i ∈ ’(u)
with 16i6q and 1616q′.
Given an interval degree constraint matrix IDq; q′ and an assignment ’, we are in-
terested in determining the existence of a feasible IDq; q′ -partition in an input graph G
that satis&es a set S of constraints on the cardinalities of the subsets. This set S must
be checkable in polynomial time for any feasible IDq; q′ -partition. We will furthermore
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assume that the coeScients t 1ij have &xed values (we could be less restrictive on this
by admitting values bounded by a polynomial in the size of the input graph and still
have the results that follow). We will represent the set of all these decision problems
by TX.
Notice that X⊆ TX. Moreover, TX contains also problems like SGP, which can be seen
as an ID2;1-partition with
’(u) = {1; 2} for every vertex u;
the matrix of t1ij’s is(
1 −1
−1 1
)
and ID2;1 =
(
N
N
)
:
Another, better known, problem which belongs to TX but not X is determining the
majority domination number of a graph G=(U; A). A function f :U→{−1; 1} is
called a majority dominating function if we have∑
u′∈N (u)∪{u}
f(u′)¿ 1 (1)
for at least half of the vertices u of G. The majority domination number of G, denoted
3maj(G), is the minimum value of
∑
u∈U f(u) for such a function. This problem is
NP-hard [4], but polynomial algorithms are known for cographs and a subset of the
graphs of bounded tree-width [22]. This problem can be seen as an ID4;1-partition with
’(u) = {1; 2; 3; 4} for every vertex u
the matrix of t1ij’s is

1 −1 1 −1
1 −1 1 −1
0 0 0 0
0 0 0 0

 and ID4;1 =


N
{2; 3; : : :}
0
0

 :
For a partition (U1; U2; U3; U4), U1 and U2 represent the set of vertices for which
inequality (1) holds, the vertices in U1 and U3 (resp. U2 and U4) being assigned the
value 1 (resp. −1). Therefore, the set of constraints S contains two constraints; the
&rst is
|U1|+ |U2|¿ # vertices2
and the second is the expression to be minimized: |U1|+ |U3| − |U2| − |U4|.
In a similar way to what has been done in Section 3, we can prove that for an
instance of a problem in TX on a graph G=(U; A) of clique-width bounded by a &xed
k, we can construct the set
F(G) = {(u1; : : : ; uq) | ∃ feasible IDq;q′ -partition (U1; : : : ; Uq) of G
with |Ui| = ui i = 1; : : : ; q}
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in polynomial time. Since the technique is almost the same, we will simply give a
sketch of the proof that points out the modi&cations.
The triples on which we now work are modi&ed as follows. For a labeled graph
H =(V; E), a triple (C;m;M) will be called admissible if there exists a partition
(V1; : : : ; Vq) of V such that
C[i][&] = |Vi ∩ P&|
for i=1; : : : ; q, &=1; : : : ; k, and
m[i; 1][B;B′] = min
v∈Vi∩PB
q∑
j=1
t1ij|N (v) ∩ Vj ∩ PB′ |;
M [i; 1][B;B′] = max
v∈Vi∩PB
q∑
j=1
t1ij|N (v) ∩ Vj ∩ PB′ |
for 16i6q, 1616q′, B and B′ subsets of {1; : : : ; k}. If the set Vi ∩PB is empty,
then mV[i; 1][B;B′] =∞ and MV[i; 1][B;B′] =−∞. Again, we de&ne F(H) as the
set of all admissible triples for a labeled graph H . Since the coeScients t 1ij can be
negative, we no longer can use the number  above which we do not need to dis-
tinguish between the diNerent numbers. Hence, if nH is the number of vertices in H ,
and
T = max
16i;j6q; 1616q′
|t1ij|;
each entry of C can take values between 0 and nH and each entry of m or M can take
values between −TnH and TnH , or ±∞. Therefore,
|F(H)|6 (nH + 1)qk · (2TnH + 2)qq′22k+1 :
The way that the sets F(:) are initialized for one-vertex graphs and handled by the
three operations is very similar to what we had in the previous section. The only true
modi&cations concern the  operation which needs to be slightly adapted. For the rest,
there are just some notation modi&cations for the ⊕ and the  operations (replace j
by 1 with 1616q′ instead of 16j6q).
H = &1 ; &2 (H1): We again suppose that &1 = 1 and &2 = 2. Almost the same rea-
soning as in the previous section applies, but instead of simply adding C[ j][1]
or C[ j][2] to entries like m1[i; j][{2};B′\{1}] or M1[i; j][{1};B′\{2}], we have to
use
∑q
j=1 t
1
ijC[ j][1] or
∑q
j=1 t
1
ijC[ j][2]. Hence, we have, for example,
m[i; 1][B;B′] = min
(
m1[i; 1][B\{2};B′];
m1[i; 1][{2};B′\{1}] +
q∑
j=1
t1ij · C[ j][1]
)
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if B contains 2 and B′ contains 1, but we do not have both 1∈B and 2∈B′; or
M [i; 1][B;B′] = max
(
M1[i; 1][B\{1; 2};B′]; M1[i; 1][{1};B′\{2}]
+
q∑
j=1
t1ij · C[ j][2]; M1[i; 1][{2};B′\{1}] +
q∑
j=1
t1ij · C[ j][1]
)
if 1 and 2 are both contained in B and B′. (Always with 16i6q and 1616q′.)
Similar to the previous section, we can then construct the set F(G) on the
basis of F(G) (checking m[i; 1][{1; : : : ; k}; {1; : : : ; k}]∈ IDq; q′ [i; 1] and M [i; 1][U;U ]∈
IDq; q′ [i; 1] for all 16i6q such that
∑k
&=1 C[i][&]¿0 and all 1616q
′).
Theorem 2. If q¿1 and q′ are 7xed, each problem P in TX on graphs G with clique-
width bounded by a constant k can be solved in polynomial time if a k-expression of
G is given.
Proof. We have seen how to construct F(G). The rest of the proof is very similar
to the proof of Theorem 1, with a diNerent complexity. The same arguments give a
complexity bounded by O(nqq
′22k+2+2qk+1 · Tqq′22k+2) if we assume again that the time it
takes to verify the constraints in S for an element in F(G) depends only on q.
In addition to the problems in X, like INDUCED BOUNDED DEGREE SUBGRAPH, INDUCED
p-REGULAR SUBGRAPH or LIST-k ′-COLORING WITH CARDINALITY CONSTRAINTS (for &xed k ′),
we now also have polynomiality for many more general problems, and in particular
for SATISFACTORY GRAPH PARTITIONING and MAJORITY DOMINATION NUMBER.
We obtain also a corollary which generalizes the previous one:
Corollary 2. If q¿1 and q′ are 7xed, each problem in TX on graphs G with bounded
tree-width can be solved in polynomial time.
5. Final remarks
In this paper we use a general framework to show that many NP-hard combinatorial
optimization problems can be solved in polynomial time on classes of graphs with
bounded clique-width (provided a k-expression de&ning the instance graph is given).
We slightly restrict the framework proposed in [21] by only allowing intervals of inte-
gers in the partition matrix. This restriction does not eliminate any problem mentioned
in [21]. On the other hand, we extend the framework by introducing constraints which
forbid a vertex to belong to certain subsets, and by allowing constraints on the cardinal-
ities of the subsets. Our &nal framework includes vertex-partitioning problems, like SGP
and majority domination number, that cannot be de&ned in Telle and Proskurowski’s
framework.
Our framework provides a very general result about vertex-partitioning problems on
graphs with bounded clique-width, generalizing several previous results. The exponent
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of n in the algorithms’ complexity for the more general framework grows with the
clique-width k. As a next step, it would be interesting to determine whether algorithms
with running time O(f(k)nc) exist, where c does not depend on k. If so, the prob-
lems in our framework would all be &xed-parameter tractable (as de&ned by Downey
and Fellows, see for example [11,12]) with the clique-width as parameter. On the other
hand, if an IDq-partition problem is shown to be complete for one of the W[t] complex-
ity classes of Downey and Fellows, such an algorithm is not expected to exist. Notice
that, with clique-width as parameter, MS1 problems are &xed-parameter tractable.
While in this paper we were interested in partitioning the set of vertices with con-
straints on the number of neighbors a vertex has in each subset of the partition, we can
also consider vertex-partitioning problems with focus on the number of edges going
from one subset of the partition to another. These problems can be tackled in a similar
way, using pairs (C; X ) that are called admissible for a labeled graph H =(V; E) if
there exists a partition (V1; : : : ; Vq) of V such that
C[i][&] = |Vi ∩ P&|
for 16i6q, 16&6k (same de&nition as previously) and
X [i; j][&; '] = |(Vi ∩ P&; Vj ∩ P')|+ |(Vj ∩ P&; Vi ∩ P')|
for 16i¡j6q, 16&6'6k (where (Y; Z) denotes the set of edges having one end
in Y and the other in Z). By designing adequate rules to construct the sets F(:) for
the three operations ⊕,  and , one can obtain an O(n4q2k2+2qk+1) algorithm that
generates all admissible pairs for G. This allows to solve in polynomial time problems
like maximum q-cut with &xed q or graph bipartitioning (&nding a minimum cut in a
graph such that both sides have the same number of vertices) on graphs with clique-
width at most a &xed k and k-expression given.
A further option consists in considering edge-partitioning problems with constraints
on the number of adjacent edges an edge in a speci&c subset can have in each subset
[19].
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