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1. Introduction
The Halpern–Läuchli theorem, see [3], is one of the fundamental results about the partition of finite products of infinite
countable trees. Its original proof made use of metamathematical tools. A proof based on standardmathematical arguments
with application tometric spaceswas given in [1]. Besides its standard formulation, this theoremhas a few equivalent forms,
see [8]. A strong subtree version of this theorem is of particular interest. In this paper we give a finitary form of this version,
see Theorem 1.
A tree T = (T ,≤) is a partial order in the strict sense, such that for every x ∈ T , the set {y ∈ T : y ≤ x} is finite and
linearly ordered, and such that there is r ∈ T such that r ≤ x for all x ∈ T . The minimal element of the tree with respect to
the order is called the root. We use a bold symbol T to denote a tree (T ,≤) on the set T . The strict part of the partial ordering
≤ is denoted with<. In the following, we consider only trees with a finite number of elements. The set {0, 1, 2, . . . , n− 1}
is denoted with [n], while the collection of all maps from a set A into a set B is denoted with BA. The restriction of a map f
to a set A is denoted with f  A, and if a map f is constant we write f = const. Following the terminology from the Ramsey
theory, we use the term coloring instead of the term function.
Let T = (T ,≤) be a tree, then:
(1) For x ∈ T , the height ht(x, T) of x in T is the cardinality of the set {y ∈ T : y < x}.
(2) For each n ∈ N, we define the n-th level T (n) of T to be the set T (n) = {x ∈ T : ht(x, T ) = n}.
(3) The height ht(T) of T is the maximal n such that T (n) ≠ ∅.
(4) If for every x ∈ T there is y ∈ T such that ht(y, T) = ht(T) and x ≤ y then we say that T is balanced.
(5) We say that y ∈ T is the immediate successor of x ∈ T iff x < y and there is no z ∈ T such that x < z < y. The set of
all immediate successors of x in T is denoted with Ims(x, T), while the cardinality b(x, T) of the set Ims(x, T) is called
the branching of x in T. The branching b(T) of tree T is max{b(x, T) : x ∈ T }. A tree has constant branching if all x with
Ims(x, T) ≠ ∅ satisfy b(x, T) = b(T).
(6) A subset X ⊆ T is k-dense if for every y ∈ T (k) there is x ∈ X such that y ≤ x. For x ∈ T and k ∈ [ht(T)], we say that a
subset X of T is k-x-dense if for every y ∈ T (k)with y ≥ x there is z ∈ X such that y ≤ z.
(7) A subset X of T is called a level set if there is k such that X ⊆ T (k).
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A tree S = (S,≤S) is a subtree of a tree T = (T ,≤T ) iff S ⊆ T and the relation ≤S is induced by the relation ≤T . In such
a case, we use the same symbol for the partial ordering on S and for the partial ordering on T . Note that in general the n-th
level S(n) of a subtree S of Tmay not be a level set of T. For A ⊆ [ht(T )+ 1], let T (A) = ∪n∈A T (n). If 0 ∈ A then T (A) defines
a subtree T(A) whose levels are level sets of T. A subtree S = (S,≤) of T = (T ,≤) for which we can find a set A ⊆ [ht(T )]
such that
(1) S ⊆ T (A),
(2) if n < m are two successive elements of A, then for every s ∈ S ∩ T (n), every s′ ∈ Ims(s, T) has exactly one t ∈ S ∩ T (m)
satisfying s′ ≤ t ,
is called a strong subtree.
Let T0, T1, . . . , Td−1 be a finite sequence of trees, and let k be a positive integer. Then:
(1) A k-dense matrix is a product
∏d−1
i=0 Xi such that for all i = 0, 1, . . . , d− 1, Xi is a k-dense subset of Ti.
(2) A set S ⊆∏d−1i=0 Ti is a k-dense subset if for each (x0, x1, . . . , xd−1) ∈∏d−1i=0 Ti(k) there is (y0, y1, . . . , yd−1) ∈ S such that
for all i = 0, 1, . . . , d− 1, xi ≤ yi.
(3) Let −→x = (x0, x1, . . . , xd−1) ∈ ∏d−1i=0 Ti, and let Xi ⊆ Ti for i = 0, 1, . . . , d − 1. Then the set∏d−1i=0 Xi is a k-−→x -dense
matrix if each Xi is a k-xi-dense subset in each Ti.
(4) Let Xi ⊆ Ti for i = 0, 1, . . . , d− 1. Then the product∏d−1i=0 Xi is a somewhere dense matrix if it is a k-−→x -dense matrix for
some k and some−→x ∈∏d−1i=0 Ti.
(5) If for all i = 0, 1, . . . , d− 1, Xi ⊆ Ti(k), then the product∏d−1i=0 Xi is called a level matrix.
Theorem 1. Let k, r, b0, b1, . . . , bd−1 be positive integers. Then there is a number K(b0, b1, . . . , bd−1, k, r) such that for every
sequence T0, T1, . . . , Td−1 of balanced trees satisfying
b(T0) = b0, . . . , b(Td−1) = bd−1, ht(T0) = · · · = ht(Td−1) ≥ K(b0, b1, . . . , bd−1, k, r),
and every coloring
c :
d−1∏
i=0
Ti → [r],
there is a sequence S0, S1, . . . , Sd−1 of strong subtrees of T0, T1, . . . , Td−1 respectively such that
ht(S0) = · · · = ht(Sd−1) = k,
c 
d−1∏
i=0
Si(l) = c 
d−1∏
i=0
Si(l′) = const for all l, l′ ∈ [k+ 1],
and for each l ∈ [k+ 1] there is l′ ∈ [ht(T0)+ 1] such that
S0(l) ⊆ T0(l′), . . . , Sd−1(l) ⊆ Td−1(l′).
Let T be a balanced tree with constant branching and height ht(T) = n. Then for all positive integers k ≤ n, the collection
of all strong subtrees S of T satisfying ht(S) = k is denoted by
(Tk).
For k = 0, (T0) is the collection of all points in T. (Tn) is a one-element set.
The space of strong subtrees was introduced by Milliken in [5]. Partition results about strong subtrees, see [5] and [8],
rely on a topological argument. A finitary version of partition results is obtained by a compactness argument, but it does
not give any estimate on the height of trees. Theorem 2 is a finitary version of this result obtained by Theorem 1 that gives
an estimate on the height of trees. Theorem 1 of the present article follows by compactness from Theorem 3.1 in [4] for the
case α = 1, while the following result is Corollary 1.5 in [4].
Theorem 2. Let k, r, b, k < l be positive integers. Then there is a number B(b, k, l, r) such that for every balanced tree T with
constant branching b satisfying
ht(T) ≥ B(b, k, l, r),
and every coloring
c : (Tk)→ [r],
there is a strong subtree S in T such that
ht(S) ≥ l,
c  (Sk) = const.
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2. Product of trees
Instead of considering somewhere dense matrices, it is enough to consider somewhere dense level matrices in partition
problems. The following result is the motivation for the introduction of a finite case of the Halpern–Läuchli theorem.
Lemma 1. Let T0, T1, . . . , Td−1 be a sequence of balanced trees such that ht(T0) = · · · = ht(Td−1), and let r be a positive
integer. Then the following are equivalent:
(1) For any coloring c :∏d−1i=0 Ti → [r] there exists a somewhere dense matrix∏d−1i=0 Xi such that c ∏d−1i=0 Xi = const.
(2) For any coloring c : ∏d−1i=0 Ti → [r] there exists a somewhere dense level matrix ∏d−1i=0 Xi ⊆ Πd−1i=0 Ti(ht(Ti)) such that
c  Πd−1i=0 Xi = const.
Proof. It is obvious that (2) implies (1), so we assume (1) in order to prove (2). Let c : ∏d−1i=0 Ti → [r] be a given coloring.
For all i = 0, 1, . . . , d − 1 we consider a map hi : Ti → Ti(ht(Ti)) satisfying ti ≤ hi(ti) for all ti ∈ Ti. Consider the induced
coloring c¯ : ∏d−1i=0 Ti → [r] given by c¯(t0, . . . , td−1) = c(h0(t0), . . . , hd−1(td−1)). (1) implies the existence of a somewhere
dense matrix
∏d−1
i=0 Xi such that c¯ 
∏d−1
i=0 Xi = const. For all i = 0, 1, . . . , d − 1, the image hi(Xi) of the set Xi under hi is a
subset of Ti(ht(Ti)). If for some k and −→x ∈ ∏d−1i=0 Ti, the matrix∏d−1i=0 Xi is a k-−→x -dense matrix, then∏d−1i=0 hi(Xi) is also a
k-−→x -dense matrix. The definition of the map c¯ implies c ∏d−1i=0 hi(Xi) = const, so (2) is proved. 
Let N, t, s and k be positive integers, and consider a partition [N] = S0 ∪ S1 ∪ ...∪ Sk such that Si ≠ ∅ for all i = 1, . . . , k.
Given a function f ∈ [t]S0 , the set K ⊆ [t][N] is a k-dimensional subspace if it contains all g ∈ [t][N] that satisfy:
(1) g  S0 = f .
(2) For all i = 1, . . . , k and all j, j′ ∈ Si, g(j) = g(j′) holds.
If S0 = ∅ then K ⊆ [t][N] is a k-dimensional subspace if it contains all g ∈ [t][N] that satisfy (2).
The following is the well known Hales–Jewett theorem, whose proof can be found in [2].
Theorem 3. For all positive integers k, t, r there exists a positive integer HJ(t, k, r) such that for all M ≥ HJ(t, k, r), and all
colorings c : [t][M] → [r] there exists a k-dimensional subspace monochromatic with respect to c.
Proposition 1. Let k, r, b0, . . . , bd−1 be positive integers. Suppose that T0, T1, . . . , Td−1 is a sequence of balanced trees with
constant branching such that
ht(T0) = · · · = ht(Td−1) = h, b(T0) = b0, . . . , b(Td−1) = bd−1.
Then, there exists the smallest integer V (b0, . . . , bd−1, k, r) such that for all h ≥ V (b0, . . . , bd−1, k, r) and any coloring
c :
d−1∏
i=0
Ti → [r],
there is A ⊆ [h+ 1], |A| = k+ 1, and there is a sequence S0, S1, . . . , Sd−1 of strong subtrees of T0, T1, . . . , Td−1 satisfying
Si ⊆ Ti(A) for all i = 0, 1, . . . , d− 1,
ht(S0) = · · · = ht(Sd−1) = k,
c 
d−1∏
i=0
Si(k) = const.
Proof. We prove that V (b0, . . . , bd−1, k, r) ≤ HJ(b0b1 · · · bd−1, k, r), i.e. h = HJ(b0b1 · · · bd−1, k, r) satisfies the statement
of the proposition.
For a given coloring
c :
d−1∏
i=0
Ti → [r],
we consider its restriction
c¯ :
d−1∏
i=0
Ti(h)→ [r].
We fix some i andmake a few observations. Each t ∈ Ti(h) determines the sequence (t1, . . . , th−1, th) such that tj ∈ Ti(j) and
tj ≤ t , for all j = 1, . . . , h. Since the tree Ti has constant branching bi, the elements of Ti(h) can be considered as elements
of [bi][h].
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Therefore, we consider c¯ as the coloring
c¯ : [b0][h] × [b1][h] × · · · × [bd−1][h] → [r].
Consider s = (s0, . . . , sd−1) ∈ [b0][h] × [b1][h] × · · · × [bd−1][h] where si = (s1i , . . . , shi ), sji ∈ [bi], for all i = 0, . . . , d − 1,
and all j = 1, . . . , h. There is a bijection
∆ : [b0][h] × [b1][h] × · · · × [bd−1][h] → ([b0] × [b1] × · · · × [bd−1])[h],
∆(s) = (u1, . . . , uh),
where ui = (si0, si1, . . . , sid−1). The coloring c¯ and the bijection∆ produce the coloring
c∗ = c¯ ◦∆−1 : ([b0] × [b1] × · · · × [bd−1])[h] → [r].
The cardinality of the set [b0] × [b1] × · · · × [bd−1] is b0b1 · · · bd−1, and h ≥ HJ(b0b1 · · · bd−1, k, r), so Theorem 3 applied to
c∗ shows the existence of a monochromatic k-dimensional subspace K with respect to c∗. Suppose that the k-dimensional
subspace K is given by the partition [h] = S0 ∪ S1 ∪ · · · ∪ Sk where Si ≠ ∅ for i = 1, . . . , k, and by the function
f : S0 → [b0] × [b1] × · · · × [bd−1] if S0 ≠ ∅. Let A′ = {min(Si) : 1 ≤ i ≤ k}. The set A from the statement of the
theorem is given by A = {a − 1 : a ∈ A′} ∪ {h}. The set ∆−1(K) determines the sequence of trees S′0, S′1, . . . , S′d−1 that are
subtrees of trees T0, T1, . . . , Td−1 respectively and satisfy
ht(S′0) = · · · = ht(S′d−1) = h,
c¯ 
d−1∏
i=0
S ′i (h) = const.
Taking that the tree Si from the statement of the proposition is
Si = S′i(A),
for all i = 0, 1, . . . , d− 1, we complete the proof of the proposition. 
The following is a consequence of the previous proposition.
Corollary 1. Let k, r, b0, . . . , bd−1 be positive integers. Suppose that T0, T1, . . . , Td−1 is a sequence of balanced trees with
constant branching such that
ht(T0) = · · · = ht(Td−1) ≥ V (b0, . . . , bd−1, k, r), b(T0) = b0, . . . , b(Td−1) = bd−1.
Then for any coloring
c :
d−1∏
i=0
Ti → [r],
there exists a somewhere dense matrix
∏d−1
i=0 Xi such that
c 
d−1∏
i=0
Xi = const.
Proof. This follows from Proposition 1 and Lemma 1. 
For positive integers k, r, b0, . . . , bd−1, we consider a sequence (w(b0, . . . , bd−1, k, r)i)i≥1 defined recursively by
w(b0, . . . , bd−1, k, r)1 = V (b0, . . . , bd−1, 1, r),
w(b0, . . . , bd−1, k, r)i+1 = V (b0, . . . , bd−1, w(b0, . . . , bd−1, k, r)i + 1, r).
Proposition 2. Let k, r, b0, . . . , bd−1 be positive integers. Suppose that T0, T1, . . . , Td−1 is a sequence of balanced trees with
constant branching such that
ht(T0) = · · · = ht(Td−1) = h, b(T0) = b0, . . . , b(Td−1) = bd−1.
Then, there exists the smallest integer S(b0, . . . , bd−1, k, r) such that for all h ≥ S(b0, . . . , bd−1, k, r) and any coloring
c :
d−1∏
i=0
Ti → [r],
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there is A ⊆ [h], |A| = k+ 1, and there is a sequence S0, S1, . . . , Sd−1 of strong subtrees of T0, T1, . . . , Td−1 satisfying
Si ⊆ Ti(A) for all i = 0, 1, . . . , d− 1,
ht(S0) = · · · = ht(Sd−1) = k,
c 
d−1∏
i=0
Si(i) = const for all i ∈ [k+ 1],
c 
d−1∏
i=0
Si(i) = c 
d−1∏
i=0
Si(j) for all i, j ∈ [k+ 1].
Proof. It is enough to prove that h = w(b0, . . . , bd−1, k, r)kr+1 satisfies the statement of the proposition.
We consider a double indexed sequence of trees (Sji)0≤i<d,1≤j≤kr+1 which satisfies
ht(Sji) = w(b0, . . . , bd−1, k, r)j,
Sji is a subtree of Ti,
for all i = 0, . . . , d − 1 and all j. In addition to this we consider a sequence of positive integers (aj)kr+1j=1 . Both of these
sequences are defined going backward. For all i = 0, . . . , d− 1 we take Skr+1i = Ti and akr+1 = h. Let
c :
d−1∏
i=0
Ti → [r]
be a given coloring.
Suppose we have defined trees (Sji)0≤i<d,l+1≤j≤kr+1 and a sequence (aj)
kr+1
j=l+1 of integers. Let
al = max{k : Ti(k) ∩ Sl+1i ≠ ∅}.
Note that this number does not depend on the choice of i. Consider a sequence of trees (S¯l+1i )0≤i<d obtained as a sequence
of subtrees of (Sl+1i )0≤i<d, respectively, such that
S¯ li = S l+1i \ Ti(al).
Applying Proposition 1 to the coloring c  Πd−1i=0 S¯
l+1
i , we get a sequence of trees (S
l
i)0≤i<d such that
c 
d−1∏
i=0
Sli(ht(S
l
i)) = const.
The sequence of trees (Sji)
kr+1
j=1 together with the levels of tree Ti given by the sequence (aj)
kr+1
j=1 uniquely determine a
strong subtree Sˆi of Ti. Moreover,
c 
d−1∏
i=0
Sˆi(l) = const,
for all 1 ≤ l ≤ kr + 1. So we can find A′ ⊆ [kr + 2], |A′| = k+ 1, such that for all l′, l′′ ∈ A′ we have
c 
d−1∏
i=0
Sˆi(l′) = c 
d−1∏
i=0
Sˆi(l′′).
Now, it is enough to take Si to be a strong subtree of Sˆi given by the levels A′, and A′ is chosen to represent levels of tree Ti
where tree Si is placed. 
Proof of Theorem 1. Suppose we have a given coloring
c :
d−1∏
i=0
Ti → [r].
For every i = 0, . . . , d− 1, we consider a balanced tree T′i with constant branching such that
ht(T′i) = ht(Ti), b(T′i) = b(Ti),
together with a map fi : T′i → Ti that satisfies:
(1) x ≤ y ⇒ fi(x) ≤ fi(y) for all x, y ∈ T ′i .
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(2) x ∈ T ′i (l)⇔ fi(x) ∈ Ti(l) for all x ∈ T ′i , l ∈ [ht(T′i)].
(3) fi is a surjective map.
The sequence (fi)d−1i=0 with c induces the coloring
c¯ :
d−1∏
i=0
T ′i → [r],
c¯(t ′0, . . . , t
′
d−1) = c(f0(t ′0), . . . , fd−1(t ′d−1)).
Applying Proposition 2 we get a sequence S′0, S
′
1, . . . , S
′
d−1 of strong subtrees of T
′
0, T
′
1, . . . , T
′
d−1. It is easy to see that the
trees S0 = f0(S′0), S1 = f1(S′1), . . . , Sd−1 = fd−1(S′d−1) are strong subtrees of T0, T1, . . . , Td−1 that satisfy the statement of
Theorem 1.
Note that it is enough to take K(b0, b1, . . . , bd−1, k, r) = S(b0, b1, . . . , bd−1, k, r). 
3. Strong subtrees
In this section, we assume that all trees are balanced and with constant branching.
For a tree T and x ∈ T , let
T x = {y ∈ T : x ≤ y},
and let Tx denote the subtree generated by T x. Similarly, let
T  k =
k
i=0
T (i),
and let T  k denote the subtree generated by T  k.
Let T = (Ti)i∈I and S = (Sj)i∈J be two sequences of trees such that J ⊆ I and for all i ∈ I, j ∈ J:
(1) ht(Ti) = h, ht(Sj) = k, b(Ti) = b(Sj) = b.
(2) Sj is a strong subtree of Tj.
(3) For each l ≤ k there is l′ ≤ h such that for all j ∈ J : Sj(l) ⊆ Tj(l′).
Then we say that the sequence T ′ = (T′i)i∈I of trees is a shrink of T with respect to S if for all i ∈ I, j ∈ J:
(1) ht(T′i) = k, b(T′i) = b.
(2) T′i is a strong subtree of Ti.
(3) T′j = Sj.
(4) For each l ≤ k there is l′ ≤ h such that for all i ∈ I : T ′i (l) ⊆ Ti(l′).
If l and k are positive integers then the collection of all strong subtrees S of a tree T such that ht(S) = k and T  l = S  l
is denoted by
(Tk)l.
Suppose we have a coloring
c : ( Tk+1)k → [r].
Note that each S ∈ ( Tk+1)k is determined by S  k = T  k and S(k+1). Moreover, there is l ≤ ht(T) such that S(k+1) ⊆ T (l)
and for all x ∈ S(k) = T (k), S(k+ 1) intersects each T x in exactly one point. Therefore, we consider an induced map
c¯ :
∏
x∈T (k+1)
T x → [r],
such that c¯((tx)x∈T (k+1)) = c(S), where S ∈ ( Tk+1)k and T (k+1) is given by (tx)x∈T (k+1). Otherwisewe take c¯((tx)x∈T (k+1)) = 0.
If T  k = H then we denote the induced map c¯ by cH and call it a map induced by c and H. If K is a strong subtree of T such
that H is a strong subtree of K then we abuse notation and denote the restriction cH 
∏
x∈T (k+1)(T x ∩ H) by cH.
For a function f : N→ N, we denote its r-th iteration by f (r). That is, for all n ∈ N
f (1)(n) = f (n), f (r+1)(n) = f (f (r)(n)).
Proof of Theorem 2. We fix b and r , and proceed by induction on k. For the inductive step k we prove that for each l > k
there is B(b, k, l, r) that satisfies the statement.
Base of induction k = 0: This is done in Proposition 1. In this case we take B(b, 0, l, r) = S(b, l, r).
Motivation k = 1: We present this case in order to make the inductive step more accessible to the reader. Our goal is to
reduce a coloring of strong subtrees of height 1 to a coloring of points in a tree, i.e. strong subtrees of height 0. This will be
achieved if all strong subtrees of height 1 with a common root have the same color.
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We need to find a tree T with large enough height. In order to educe to the case k = 0 we consider trees of height
N = B(b, 0, l, r). A function f : N→ N defined by
f (s) = S
b, . . . , b  
b
, s, r

helps us to estimate the size of T. Also we consider the recursively defined sequence (ui)N−1i=0 by
uN−1 = 1,
ui = f (ni)(ui+1 + 1) for 0 ≤ i < N − 1,
where in the sequence (ni)N−1i=0 , each ni is the number of strong subtrees U, ht(U) = 0, inside a tree R, ht(R) = i, b(R) = b,
such that U(0) ⊆ R(i). Note that in this case ni = bi is equal to the number of points on the level i of the tree R because
a tree of height 0 is a point. The reason for introducing the sequence (ui)N−1i=0 will be clear after we consider a tree T with
ht(T) ≥ u0 and a coloring
c : (T1)→ [r].
We will find a decreasing sequence (Ti)N−1i=−1 of strong subtrees such that T−1 = T, and Ti+1  (i + 1) = Ti  (i + 1) for all
i ≥ −1.
Suppose that for some−1 ≤ j < N − 1, we have defined the tree Tj and we want to find its strong subtree Tj+1. Our goal
is to find Tj+1 such that Tj+1  (j + 1) = Tj  (j + 1) and all strong subtrees of height 1 with a common root on Tj(j + 1)
have the same color. We list all strong subtrees Z with ht(Z) = 0 and such that Z(0) ⊆ Tj(j + 1) as (Si)nj+1i=1 . This is a list of
all points in Tj(j + 1), and each of these points can be the root of some strong subtree of height 1. We consider a sequence
(Hi)
nj+1
i=0 of tree sequences with the property that eachHi+1 is a shrink ofHi for 0 < i ≤ nj+1.H0 = (T 0s )bj+2s=1 is a sequence
(T xj )x∈Tj(j+2), whileHi = (T is)bj+2s=1 is such that
T i+1s ⊆ T is,
for all 1 ≤ s ≤ bj+2 and all i < nj+1. Suppose that we have constructed Hi = (T is)bj+2s=1 , then we consider the map cSi+1
induced by c and Si+1. The map cSi+1 helps us to find a strong subtree with the root Si+1. A tree of height 0 can be considered
as a point in a tree, all of whose strong subtrees of height 1 and root Si+1 are monochromatic. Let Q ⊆ {1, 2, . . . , bj+2} be
the set of indexes of trees fromHi that lie above Si+1. The cardinality of the set Q is b. According to Proposition 2, there is a
sequence of strong subtrees P = (Ps)s∈Q such that
(1) ht(Ps) = f (nj−i)(uj+1) for s ∈ Q ,
(2) for all g ≤ f (nj−i)(uj+1), Ps(g) is a level set of Ts,
(3) cSi+1 
∏
s∈S Ps(g) = const = cSi+1 
∏
s∈S Ps(g¯) for all g, g¯ ≤ f (nj−i)(uj+1).
The sequenceHi+1 is obtained as a shrink of the sequenceHi with respect to P . At the end we have the sequenceHbj+2
and define Tj+1 as a tree given by Tj  (j + 1) and a sequenceHbj+2 . Tj+1 has the property that for any two S′1 and S′2 from
(
Tj+1
1 )with a common root equal to one of (Si)
nj+1
i=1 we have c(S
′
1) = c(S′2).
At the end we have the tree TN−1, and we take TN to be a strong subtree of TN−1 such that TN−1  (N − 1) = TN  (N − 1)
and ht(TN) = N . Note that for any two strong subtrees L1 and L2 of TN with a common root, it must be that
c(L1) = c(L2).
Therefore, we have a well-defined coloring
c∗ : (TN0 )→ [r],
given by c∗(S) = c(L), where L is a strong subtree of TN of height ht(L) = 1 and root S. Since N = B(b, 0, l, r), there is a
strong subtree S inside TN such that ht(TN) = l and
c∗  (S0) = const.
This implies
c  ( S1) = const.
Inductive step k → k+1: Let l > k+1. Then, by the inductive hypothesis,N = B(b, k, l, r) is well defined. In the following
we need a function f : N→ N defined by
f (s) = S
b, . . . , b  
bk+1
, s, r
 .
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Using f we define recursively a sequence (ui)N−1i=k by
uN−1 = 1,
ui = f (ni)(ui+1 + 1) for k ≤ i < N − 1,
where in the sequence (ni)N−1i=k , each ni is the number of strong subtrees U, ht(U) = k, inside a tree R, ht(R) = i, b(R) = b,
such that U(k) ⊆ R(i).
We show that for any tree Twith ht(T) ≥ uk + k, and for a given coloring
c : ( Tk+1)→ [r],
there is a strong subtree S inside T such that ht(S) = l and
c  ( Sk+1) = const.
In order to find such an S, we will find a decreasing sequence (Ti)N−1i=k−1 of strong subtrees such that Tk−1 = T, and
Ti+1  (i+ 1) = Ti  (i+ 1) for all i ≥ k− 1.
Suppose we have a tree Tj and we want to find its strong subtree Tj+1. We list all strong subtrees Z, ht(Z) = k, such that
Z(k) ⊆ Tj(j + 1) as (Si)nj+1i=1 . This is well indexed according to the definition of nj+1 since ht(Tj+1  (j + 1)) = j + 1. We
consider the sequence (Hi)
nj+1
i=0 of tree sequences with the property that eachHi+1 is a shrink ofHi for i > 0.H0 = (T 0s )bj+2s=1
is the sequence (T xj )x∈Tj(j+2), whileHi = (T is)bj+2s=1 is such that
T i+1s ⊆ T is,
for all 1 ≤ s ≤ bj+2 and all i < nj+1. Suppose that we have constructedHi = (T is)bj+2s=1 . Then we consider a map cSi+1 induced
by c and Si+1. Let Q ⊆ {1, 2, . . . , bj+2} be the set of indices of trees fromHi that lie above Si+1(k). The cardinality of the set
Q is bj+1. According to Proposition 2, there is a sequence of strong subtrees P = (Ps)s∈Q such that
(1) ht(Ps) = f (nj−i)(uj+1) for s ∈ Q ,
(2) for all g ≤ f (nj−i)(uj+1), Ps(g) is a level set of Ts,
(3) cSi+1 
∏
s∈S Ps(g) = const = cSi+1 
∏
s∈S Ps(g¯) for all g, g¯ ≤ f (nj−i)(uj+1).
Now sequenceHi+1 is obtained as a shrink of the sequenceHi with respect toP . At the endwe have sequenceHbj+2 and
define Tj+1 as a tree given by Tj  (j+ 1) and a sequenceHbj+2 . Note that the tree Tj+1 has the property that for any two S′1
and S′2 from (
Tj+1
k+1 ) such that S
′
1  k = S′2  k = Sj for some j, we have c(S′1) = c(S′2).
At the end we have the tree TN−1, and we take TN to be a strong subtree of TN−1 such that TN−1  (N − 1) = TN  (N − 1)
and ht(TN) = N . Note that for any two strong subtrees L1 and L2 of TN with the property that ht(L1) = ht(L2) = k+ 1 and
L1  k = L2  k, it must be that
c(L1) = c(L2).
Therefore, we have a well-defined coloring
c∗ : (TNk )→ [r],
given by c∗(S) = c(L), where L is a strong subtree of TN of height ht(L) = k+ 1 and L  k = S . Since N = B(b, k, l, r), there
is a strong subtree S inside TN such that ht(TN) = l and
c∗  (Sk) = const.
This implies
c  ( Sk+1) = const,
and the proof of theorem is complete. 
4. Bounds
Proposition 1 introduces the function V . Proposition 2 introduces the function S, while the function K is introduced by
Theorem 1 which shows that S = K . The function B as well as the function Bk defined by Bk(b, l, r) = B(b, k, l, r) were
introduced in Theorem 2. Our goal is to give an estimate on the growth of the functions V , S and Bk. Therefore we find an
upper bound for each of these functions in the hierarchy of primitive recursive functions. We refer the reader to [6] for a
treatment of primitive recursive functions, while we list some of the important properties. Our approach is based on the
Grzegorczyk hierarchy (E i)∞i=0 of primitive recursive functions.
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Property 1. The class of primitive recursive functions is equal to the union
∞
i=0
E i
which is strictly increasing E0 $ E1 $ E2 $ E3 $ · · · .
Property 2. Each class E i is closed under composition. Given a k-ary primitive recursive function, ψ , and km-ary primitive
recursive functions ϕ1, . . . , ϕk, then the function θ which is an m-ary function defined by
θ(x1, . . . , xm) = ψ(ϕ1(x1, . . . , xm), . . . , ϕk(x1, . . . , xm))
is a composition of ψ with ϕ1, . . . , ϕk.
Property 3. If ϕ,ψ belongs to En and θ is defined by primitive recursion using ϕ and ψ , then θ belongs to En. We say that θ is
defined by primitive recursion using ϕ and ψ if
θ(x1, . . . , xm, 0) = ϕ(x1, . . . , xm)
θ(x1, . . . , xm, y+ 1) = ψ(x1, . . . , xm, y, θ(x1, . . . , xm, y)).
Property 4. E3 is the class of functions containing the successor, projection, zero, addition, multiplication, modified subtraction
functions and is closed under composition and bounded sums and products.
Let us emphasize the difference between f k and f (k). The first one denotes the k-th power, while the second one denotes
the k-th iteration of the function f . The following result is needed in the proof of Theorem 5.
Lemma 2. Let ϕ andψ be unary functions from En, n ≥ 3. Then the function θ defined by θ(n) = (ϕ(n))(ψ(n)) belongs to En+1.
Proof. We consider a binary function λ defined recursively by
λ(x, 0) = ϕ(x),
λ(x, k+ 1) = ϕ(λ(x, k)).
Since ϕ ∈ En, then by Property 3 we have λ ∈ En+1. The identity function ι(x) = x belongs to each En for n ≥ 3. The
composition of λ with identity ι and ψ is equal to the function θ . Since λ ∈ En+1 and ι, ψ ∈ En ⊂ En+1, it follows that
θ ∈ En+1 by Property 2. 
The existence of a function HJ is proven in Theorem 3. The function HJ can be chosen to be primitive recursive by the
following result of Shelah [7].
Theorem 4. HJ ∈ E5.
The definitions of the functions V , S = K , B and Bk do not imply that they are primitive recursive. Still, we can find their
upper bounds among primitive recursive functions.
Theorem 5. (i) V has an upper bound in E5.
(ii) S has an upper bound in E6.
(iii) Bk has an upper bound in E6+k, k ≥ 0.
Proof. (i) The proof of Proposition 1 provides
V (b0, . . . , bd−1, k, r) ≤ HJ(b0b1 · · · bd−1, k, r).
Since the finite products belong to E3 and HJ ∈ E5, then by Property 2 we get an upper bound
Vˆ (b0, . . . , bd−1, k, r) = HJ(b0b1 · · · bd−1, k, r)
for V in E5.
(ii) From the proof of Proposition 2 we have
S(b0, . . . , bd−1, k, r) ≤ w(b0, . . . , bd−1, k, r)kr+1.
We considerW , a recursively defined (d+ 3)-ary function given by
W (b0, . . . , bd−1, k, r, 0) = V (b0, . . . , bd−1, 1, r),
W (b0, . . . , bd−1, k, r, i+ 1) = V (b0, . . . , bd−1,W (b0, . . . , bd−1, k, r, i), r).
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Also we consider a primitive recursive function Wˆ defined by
Wˆ (b0, . . . , bd−1, k, r, 0) = Vˆ (b0, . . . , bd−1, 1, r),
Wˆ (b0, . . . , bd−1, k, r, i+ 1) = Vˆ (b0, . . . , bd−1, Wˆ (b0, . . . , bd−1, k, r, i), r).
Clearly, Wˆ is anupper bound forW . Since Vˆ ∈ E5, thenProperty 3 implies that Wˆ ∈ E6. Property 2 applied to the composition
of Wˆ with d+ 2 projections and the function kr + 2 gives an upper bound
Sˆ(b0, . . . , bd−1, k, r) = Wˆ (b0, . . . , bd−1, k, kr + 2)
for S in E6.
(iii) This is done in parallel with the proof of Theorem 2, by induction on k.
Base of induction k = 0: This follows from the fact that B(b, 0, l, r) = S(b, l, r) and S ∈ E6.
Inductive step k −→ k+ 1: We follow the notation from the proof of Theorem 2. In particular, we have
Bk+1(b, l, r) ≤ uk + k
and N = Bk(b, l, r). In order to estimate uk we have the following
N−1−
i=k
ni ≤ N · nN−1 ≤ N · (bN)bk+1 = N · bN·bk+1 ,
where the first inequality comes from the fact that the sequence (ni)N−1i=k is increasing. The second inequality comes from
the number of strong subtrees of height k inside a tree of height N − 1. The proof of Theorem 2 implies
uk ≤ f (2·N·bN·b
k+1
).
Since a function S has an upper bound in E6, there is an upper bound fˆ ∈ E6 for f . By the inductive hypothesis there is an
upper bound Nˆ ∈ E6+k for N . Therefore we have an estimate
Bk+1(b, l, r) ≤ uk + k ≤ fˆ (2·Nˆ·bNˆ·b
k+1
) + k.
The function 2 · N · b(N−1)·bk−1 ∈ E k+6 since N = Bk(b, l, r) ∈ E k+6 and by Properties 2 and 4. Lemma 2 completes the
proof. 
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