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ON TOTALLY SPLIT PRIMES IN HIGH-DEGREE TORSION FIELDS
OF ELLIPTIC CURVES
JORI MERIKOSKI
Abstract. Analogously to primes in arithmetic progressions to large moduli, we can
study primes that are totally split in extensions of Q of high degree. Motivated by
a question of Kowalski we focus on the extensions Q(E[d]) obtained by adjoining
the coordinates of d-torsion points of a non-CM elliptic curve E/Q. A prime p is
said to be an outside prime of E if it is totally split in Q(E[d]) for some d with
p < |Gal(Q(E[d])/Q)|= d4−o(1) (so that p is not accounted for by the expected main
term in the Chebotarev Density Theorem). We show that for almost all integers d
there exists a non-CM elliptic curve E/Q and a prime p < |Gal(Q(E[d])/Q)| which
is totally split in Q(E[d]). Furthermore, we prove that for almost all d that factorize
suitably there exists a non-CM elliptic curve E/Q and a prime p with p0.2694 < d which
is totally split in Q(E[d]).
To show this we use work of Kowalski to relate the question to the distribution of
primes in certain residue classes modulo d2. Hence, the barrier p < d4 is related to the
limit in the classical Bombieri-Vinogradov Theorem. To break past this we make use
of the assumption that d factorizes conveniently, similarly as in the works on primes in
arithmetic progression to large moduli by Bombieri, Friedlander, Fouvry, and Iwaniec,
and in the more recent works of Zhang, Polymath, and the author. In contrast to
these works we do not require any of the deep exponential sum bounds (ie. sums
of Kloosterman sums or Weil/Deligne bound). Instead, we only require the classical
large sieve for multiplicative characters. We use Harman’s sieve method to obtain a
combinatorial decomposition for primes.
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1. Introduction
One of the main topics in modern analytic number theory is the study of primes in
arithmetic progressions to large moduli. By analogy, we can investigate primes that are
totally split in some extensions K/Q of high degree. To construct such extensions with
additional structure we adjoin to Q torsion points of elliptic curves E/Q. Given such
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an elliptic curve and an integer d ≥ 1, we let Q(E[d]) denote the finite Galois extension
of Q obtained by adjoining the coordinates of E[d](Q¯), the d-torsion points of E(Q¯)
(that is, Q(E[d]) is the smallest extension L/Q such that E[d](Q¯) ⊆ E(L)). Inspired
by Kowalski’s work [10] we study primes p which are totally split in Q(E[d]) for some
E, where d is very large in terms of p.
To motivate the statement of our results recall that by the Chebotarev Density The-
orem for a fixed d we have ∑
p≤X
p totally split inQ(E[d])
1 ∼ 1|Gd| li(X),(1.1)
where Gd is the Galois group of Q(E[d]) over Q. By [10, Theorem 2.1] (originally due
to Deuring and Serre) we know that Gd is of size d
g−o(1), where g = 2 if E has complex
multiplication and g = 4 for a non-CM curve E (recall that E is said to have complex
multiplication (CM) if its endomorphism ring End(E) ⊇ Z is strictly larger than Z).
The asymptotic (1.1) is conjectured to hold uniformly up to d ≤ X1/g−ǫ, and assuming
GRH for Artin L-functions the asymptotic is known to hold up to d ≤ X1/2g−ǫ [10,
Proposition 3.6].
The analogy with primes in arithmetic progressions to large moduli is most evident
from considering the cyclotomic extensions Q(ζd), where ζd denotes a primitive d-th root
of unity. Then prime p is totally split in Q(ζd) if and only if p ≡ 1 (modd). Therefore,
in this case the Chebotarev Density Theorem reduces to the Prime Number Theorem
in arithmetic progressions
∑
p≤X
p totally split inQ(ζd)
1 =
∑
p≤X
p≡1 (mod d)
1 = π(X ; d, 1) ∼ 1
ϕ(d)
li(X).
Note that if a prime p is totally split in Q(E[d]), then p ≡ 1 (d) [10, Corollary 6.12].
Compared to primes in arithmetic progressions, a new phenomenon occurs in the case
of totally split primes in Q(E[d]) for a non-CM elliptic curve E. For X < |Gd|= d4−o(1)
the expected main term in (1.1) is < 1. However, if we vary d or the elliptic curve E
we still expect to find some non-CM curves such that the sum is non-zero, even up to
X = d2+o(1) (cf. [10, Example 3.16] for a connection to the conjecture that there are
infinitely many primes of the form n2+1). This is in contrast to the classical case where
π(X ; d, 1) = 0 as soon as d > X. Similarly as in [10, Section 3.4], we say that a prime p
is an outside prime of a non-CM curve E/Q if for some d it is totally split in Q(E[d])
and p < |Gd|.
Example 1. (cf. [10, Section 7.2]). Consider the curve
E : y2 = x3 + 6x− 2.
The smallest outside prime for this curve is p = 196561, which occurs for d = 140.
The outside primes for a fixed curve form a very sparse set. There are only 10 outside
primes of E below 300, 000, 000.
To study the outside primes we consider the problem for almost all d with varying E
(for a fixed non-CM curve E the problem appears extremely difficult). We will later give
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quantitative versions of our main results once we have defined the necessary notations.
For now we can state the following theorem, which is a corollary of our Theorem 10.
Theorem 1. Let D be sufficiently large and let ǫ > 0 be small. For all but proportion
of O(
√
ǫ) of integers d ∈ [D, 2D] there exists a prime p with p < d4−ǫ and a non-CM
elliptic curve E such that p is totally split in Q(E[d]). That is, p < |Gd|1−ǫ/4+o(1) so
that such a p is an outside prime of E.
Remark 1. Assuming GRH for Artin L-functions we have (1.1) in the form∑
p≤X
p totally split inQ(E[d])
1 =
1
|Gd| li(X) +O(
√
X log(dNEX)),
where the O-constant is absolute (cf. [10, Proposition 3.6]). Notice that the error term
depends on NE , the conductor of E. From the proof we will see that the curve E in
Theorem 1 is a lift of some E/Fp, so that we have the trivial bound NE ≪ p3 ≤ X3,
using the fact that NE divides the minimal discriminant.
To prove Theorem 1 we will have to assume that d has a suitable factorization d = rq
with q not too small. Due to this the density of the exceptional set of d is O(
√
ǫ). By
computing the dependence on ǫ explicitly we get a result also for larger d. To state it,
for any α ∈ [1/4, 1/2) and for any small η > 0 define
Dη(α,D) := {d ∈ [D, 2D] : d = rq, q ∈ P, r ∈ [D1/(2α)−1−2η , D1/(2α)−1−η]}.
Notice that this set contains a positive proportion of all integers in [D, 2D]. Requiring a
suitable factorization is motivated by developments on primes in arithmetic progressions
beyond the Bombieri-Vinogradov range where one also has to restrict the moduli (cf.
[3, 6, 13, 15], for instance). In our application it is crucial that d has a factor r which
is a bit smaller than p1/2/d.
Theorem 2. There exists a small constant η > 0 such that for all but a proportion
OC(log
−C D) of integers d ∈ Dη(0.2694, D) there exists a prime p with p0.2694 < d and
a non-CM elliptic curve E such that p is totally split in Q(E[d]).
To approach this problem we rely on the following characterization of totally split
primes in Q(E[d]). Suppose that E/Q has good reduction modulo p. By [10, Lemma
2.2] the group structure of the reduction modulo p is
Ep(Fp) ≃ Z/d1Z⊕ Z/d1d2Z(1.2)
for certain unique integers d1 = d1(p, E) and d2 = d2(p, E). Then by [10, Lemma 2.7] p
is totally split in Q(E[d]) if and only if d|d1(p, E). Hence, the problem is equivalent to
finding elliptic curves E/Fp that have exceptionally large d1(p) (we can always lift E/Fp
to an elliptic curve over Q and by considering shifts of the defining equation by kp with
k ∈ Z we can get a non-CM curve with the same reduction modulo p). The question of
possible group structures for Ep (that is, possible values of d1 and d2) has been studied
in [2, 4, 5] but all of these works are restricted to the case d1 < p
1/4. The formulation
of the problem is slightly different here, so that we do not really extend the results in
[2, 4, 5].
Using the above characterization we also get the following corollary of Theorem 2.
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Corollary 3. For infinitely many primes p there exists an elliptic curve E/Fp such that
d1(E) > p
0.2694.
Similarly as in [10, Section 6], we use the following argument to reduce the problem
to a question about primes in arithmetic progressions. By Hasse’s bound we know that
|Ep(Fp)|= p+ 1− ap(E)
for some |ap(E)|< 2√p. Then, by [10, Lemma 2.3] we have
p ≡ ap(E)− 1 (mod d21) and ap(E) ≡ 2 (mod d1).
Since we are allowed to vary the elliptic curve E, we are led to a problem of finding
primes p ≡ a − 1 (mod d2) for some a ≡ 2 (d) with |a|< 2√p, where d2 > p1/2+ǫ (cf.
[10, Corollary 6.12] to see that this is sufficient for constructing such a curve E/Fp
with ap(E) = a). Hence, the barrier p < d
4 corresponds to the limit in the Bombieri-
Vinogradov Theorem.
It was recently shown by the author [12] that for any fixed b 6= 0 there are in-
finitely many primes p such that there exists a large square divisor d2|(p − b) with
d2 > p1/2+1/2000, which improved the previous results of Matomäki [11], and Baier and
Zhao [1]. To break past the p1/2-barrier it is required that d satisfies a very strong
factorization property, namely that all prime factors of d are less than dδ for some small
δ > 0. This already implies the above results for some ǫ with a fixed ap(E) = 2 and
restricting d to dδ-smooth numbers. The arguments in this manuscript are similar in
spirit but the extra averaging over a offers major simplifications to the arguments as
well as a much better exponent.
1.1. Previous results. The study of outside primes was initiated by Kowalski [10]. As
already mentioned, the key ideas are the following two lemmata, the first of which is
standard and the latter of which is based on theory developed by Deuring, Honda, Tate,
and Waterhouse. In the below d1 = d1(E) = d1(p, E) is as in (1.2).
Lemma 4. [10, Lemma 2.7] Let E/Q be an elliptic curve and let d ≥ 1. Let p be a
prime such that E has good reduction modulo p. Then p is totally split in Q(E[d]) if
and only if d|d1(p, E).
Lemma 5. [10, Corollary 6.12] Let p be a prime and let d ≥ 1 be an integer. Then
there exists an elliptic curve E/Fp with d1(E) = d if and only if there exists an integer
a with |a|< 2√p such that a ≡ 2 (d) and d2|p+ 1− a.
To study the values of d1(p, E), in [10, Section 6.3] the following sets are defined
D1(p) := {d ≥ 1 : there exists E/Fpwith d = d1(E)},
Ds(p) := D1(p) ∩ {d ≤ 2p1/4}, and Dℓ(p) := D1(p) ∩ {d > 2p1/4}.
Then by Lemma 5 we see that d ∈ Ds(p) if and only if d|(p− 1) and d ≤ 2p1/4, since in
that case we can always find a suitable a [10, Lemma 6.36]. Furthermore, for d > 2p1/4
the integer a in Lemma 5 is unique if it exists (if there are two such integers a1 and
a2, then the conditions |aj|< 2√p, d2 > 4√p, and p ≡ a1 − 1 ≡ a2 − 1 (d2) imply that
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a1 = a2). Therefore, we have
∑
p≤X
|Ds(p)| =
∑
d≤2X1/4
∑
d4/16<p≤X
p≡1 (d)
1 and
∑
p≤X
|Dℓ(p)| =
∑
d≥1
∑
a<2
√
2X
a≡2 (d)
∑
|a|2/4<p≤min{X,d4/16}
p≡a−1 (d2)
1.
Hence, understanding the possible values of d1(p, E) reduces to studying distribution
of primes in arithmetic progressions. By using the Bombieri-Vinogradov Theorem and
the Brun-Titchmarsh inequality, it was shown by Kowalski [10, Propositions 6.39 and
6.40] that for c = ζ(2)ζ(3)/ζ(6)
∑
p≤X
|Ds(p)|= cX
4
+O
(
X
logX
)
and
∑
p≤X
|Dℓ(p)|≪ X
logX
,
which together imply [10, Proposition 6.38]
∑
p≤X
|D1(p)|= cX
4
+O
(
X
logX
)
.
In [10, Remark 6.44] it is noted that for heuristics about outside primes it would be
helpful to have a lower bound for
∑
p≤X |Dℓ(p)| and that this appears quite difficult since
we have to understand the distribution of primes in arithmetic progressions to moduli
d2 > 4
√
p, which goes beyond the Bombieri-Vinogradov range. Answering this question
was the original motivation for this manuscript. To the author’s knowledge this problem
and outside primes in general have not been addressed in the literature outside of [10].
1.2. Asymptotic results. Motivated by the previous discussion, for any X ≫ 1, θ ∈
(1/2, 1), and δ > 0, we define
DX(p; θ) := {Xθ < d2 ≤ 2Xθ : d = d1(E) for some E/Fp}.
We will show
Theorem 6. For θ = 1/2 + ǫ with small ǫ > 0 we have
∑
X<p≤2X
|DX(p; θ)|=
∑
Xθ<d2≤2Xθ
∑
|a|<2√2X
a≡2 (d)
2X − a2/4
ϕ(d2) logX
+O
(√
ǫX3/2−θ
logX
)
,
where the implied constant is absolute.
Remark 2. The sum on the right-hand side can be computed explicitly to get
∑
Xθ<d2≤2Xθ
∑
|a|<2
√
2X
a≡2 (d)
2X − a2/4
ϕ(d2) logX
= (1 + o(1))
1575ζ(3)
√
2
4π4
· X
3/2−θ
logX
.
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To get a handle on this problem we require that d factorizes suitably. More precisely,
for any small δ > 0 we define DX(p; θ, δ) := DX(p, θ) ∩ X(δ), where
X(δ) := {r2q2 : q ∈ [Xδ2 , Xδ) ∩ P, (r, q) = 1}.
We can relate |DX(p; θ)| to |DX(p; θ, δ)| as follows. By Lemma 5 and by the Brun-
Titchmarsh inequality (cf. Lemma 12 below) we have∑
X<p≤2X
|DX(p; θ)| =
∑
X<p≤2X
∑
|a|<2√p
∑
Xθ<d2≤2Xθ
d|a−2
d2|p+1−a
1 =
∑
Xθ<d2≤2Xθ
∑
|a|<2√2X
a≡2 (d)
∑
X<p≤2X
p≡a−1 (d2)
p>a2/4
1
=
∑
X<p≤2X
|DX(p; θ, δ)|+
∑
Xθ<d2≤2Xθ
d2 /∈X(δ)
∑
|a|<2√2X
a≡2 (d)
∑
X<p≤2X
p≡a−1 (d2)
p>a2/4
1
=
∑
X<p≤2X
|DX(p; θ, δ)|+O
( ∑
Xθ<d2≤2Xθ
(d,P (Xδ
2
,Xδ))=1
X3/2
dϕ(d2) logX
)
,
where P (y, z) :=
∏
y≤p<z p. The proportion of integers which have no prime factors
in [y, z] is by a standard sieve bound ≪ log z/log y. Hence, using ϕ(d2) = dϕ(d) and∑
r∼R 1/ϕ(r)≪ 1 we get
∑
X<p≤2X
|DX(p; θ)|=
∑
X<p≤2X
|DX(p; θ, δ)|+O
(
δX3/2−θ
logX
)
.
so that the error term is smaller than the expected main term by a factor of δ. Hence,
by choosing δ2 = 2ǫ = 2(θ − 1/2), Theorem 6 follows from the following result which is
established in Section 3.
Theorem 7. For θ = 1/2 + ǫ and δ2 = 2ǫ we have
∑
X<p≤2X
|DX(p; θ, δ)|=
∑
Xθ<d2≤2Xθ
∑
|a|<2√2X
a≡2 (d)
2X − a2/4
ϕ(d2) logX
+O
(√
ǫX3/2−θ
logX
)
,
where the implied constant is absolute.
Remark 3. Let D := xθ. We note that the length of the sum over |a|< 2√2X, a ≡ 2 (d)
is of order
√
X/D. For d = rq with q ∈ [Xδ2 , Xδ], it will be crucial for us that
r = d/q ≪
√
DX−2ǫ = X−ǫ
√
X/D
is slightly shorter than the length of the sum over a (cf. proof of Proposition 24).
By a slight modification of our arguments we obtain an asymptotic formula for the
summatory function of |Dℓ(p)|, answering the question of Kowalski [10, Remark 6.44].
To see this, choose ǫ = 10 log logX/logX, apply similar arguments in the range d2 ∈
[x1/2, x1/2+ǫ], splitting the sum dyadically. The contribution from d2 > X1/2+ǫ can be
bounded trivially using [10, Proposition 6.42], for instance.
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Theorem 8. We have∑
p≤X
|Dℓ(p)|=
∑
d≥1
∑
a<2
√
X
a≡2 (d)
1
ϕ(d2)
∑
|a|2/4<p≤min{X,d4/16}
1 +O
(
X(log logX)1/2
log3/2X
)
,
where the implied constant is absolute.
1.3. Lower bound results. If we are not interested in asymptotic formulas but lower
bounds of correct order of magnitude, then the exponent θ can be increased considerably.
In the proof we make use of a similar factorization property d = rq as above, and the
fact that a positive proportion of d satisfy this property. The proof of the following
result is given in Section 6.
Theorem 9. Let θ ∈ [1/2, 1/2 + 0.388]. Then
∑
X<p≤2X
|DX(p; θ)| ≫ X
3/2−θ
logX
.
1.4. Almost all moduli. Our proofs of Theorems 6 and 9 actually give a stronger
result in the sense that the bounds hold point-wise for almost all d of a suitable form.
Define
P(d) := {p ∈ P : d = d1(p, E) for some E/Fp}.
Theorem 1 is then a direct corollary of the following theorem, which is proved in Section
7.
Theorem 10. Let ǫ > 0 be small. For all but a proportion of O(
√
ǫ) of integers d ∈
[X1/4+ǫ, 2X1/4+ǫ] we have
∑
X<p≤2X
1p∈P(d) =
∑
|a|<2√2X
a≡2 (d)
2X − a2/4
ϕ(d2) logX
+O
( √
ǫX3/2
dϕ(d2) logX
)
,
where the implied constant is absolute.
Similarly, Theorem 2 follows directly from the following. Notice that the lower bound
is of the correct order of magnitude.
Theorem 11. For all but a proportion OC(log
−C X) of integers d ∈ Dη(0.2694, X0.2694)
we have ∑
X<p≤2X
1p∈P(d) ≫ X
3/2
dϕ(d2) logX
.
1.5. Outline of the paper. The article is organized so that in Section 3 we give
the proof of the asymptotic result (Theorem 6), while in Section 6 we show the lower
bound version (Theorem 9). In Section 7 we show how to modify the arguments to get
Theorems 10 and 11.
Similarly as in [11] and in our previous work [12], we use Harman’s sieve method to
detect primes (cf. Harman’s book [8]). Roughly speaking, Harman’s sieve method is a
technique for obtaining a combinatorial decomposition for a sum S(A) := ∑p∼X fp of
primes along a given non-negative sequence (fn)n≥1. We can prove a lower bound for
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S(A) provided that we have asymptotic formulas for the so-called Type I and Type II
sums ∑
m∼M
n∼N
α(m)fmn and
∑
m∼M
n∼N
α(m)β(n)fmn
with arbitrary bounded coefficients α(m) and β(n) forMN = X withM and N in some
suitably wide ranges. The reader may be more familiar with the classical Vaughan’s
identity which states that we can get an asymptotic formula for S(A) provided that
we can compute the Type I and Type II sums in a wide range (eg. Type I sums with
M ≤ X1/4 and Type II sums with X1/4 ≤M,N ≤ X3/4). The benefit of using Harman’s
sieve method is that we can use positivity to regard some of these ranges as error terms
so that we still get lower and upper bounds for S(A) even if we are not able to handle
Type II sums in all ranges (eg. in Section 3 we have asymptotics for Type II sums in
the range X1/4+O(δ) ≪ N ≪ X1/2−O(δ) for some small δ > 0 which is almost sufficient
for Vaughan’s identity). The exponent 0.2694 in Theorem 1 is then determined by a
numerically computed upper bound for these error terms in Section 6.
The heart of the matter is then the handling of Type I and Type II sums which is
done in Sections 4 and 5 (Propositions 21 and 22). As usual, with the Type I sums
we already have a smooth summation over n ∼ N on which to apply Fourier analysis
(Poisson summation), so that these are easily computed.
For Type II sums we must first apply Cauchy-Schwarz to smoothen one of the coef-
ficients. Since we are interested in results for almost all moduli d, it suffices to prove
Type II information for almost all d, that is, give non-trivial bounds for sums of the
form ∑
d∼D
∣∣∣∣
∑
m∼M
n∼N
α(m)β(n)(fmn(d)− EMTmn(d))
∣∣∣∣
where EMTmn(d) is the expected average value of our sequence fmn(d) which now
depends on d also. Similarly as in the results on primes in arithmetic progressions to
large moduli [3], [6], [13], [15], we make use of the fact that our modulus d = rq factorizes
suitably so that we may rearrange the sum into
∑
d=rq
∣∣∣∣
∑
m∼M
n∼N
α(m)β(n)(fmn(rq)− EMTmn(rq))
∣∣∣∣
=
∑
r
∑
m
α(m)
∑
q
crq
∑
n
β(n)(fmn(rq)− EMTmn(rq)).
for some bounded coefficients crq. We apply Cauchy-Schwarz with the sums over n and
q on the inside to replace α(m) with 1, where the sum over q helps to bound the diagonal
contribution. Expanding the square we get
∑
r
∑
m∼M
∣∣∣∣
∑
q
crq
∑
n
β(n)(fmn(rq)−EMTmn(rq))
∣∣∣∣
2
=: W − 2V + U.
We then evaluate each of the sums W,V, U separately to get
U, V,W = X0(1 +OC(log
−C X))
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for some quantity X0, so that the main terms cancel inW−2V +U ≪C X0 log−C X (this
is also known as Linnik’s dispersion method). As usual, the hardest term to evaluate is
W =
∑
r
∑
q1,q2
crq1crq2
∑
n1,n2
β(n1)β(n2)
∑
m∼M
fmn1(rq1)fmn2(rq2).
For primes in arithmetic progressions this is achieved by using the heavy machinery of
sums of Kloosterman sums [3], [6] or the Weil bound for algebraic exponential sums [13],
[15]. We are reprieved by the fact that in the definition of fn we have an average over
the residue classes a < 2
√
p, a ≡ 2 (d), which allows us to rewrite W in such a way that
the estimation can be done simply by using the classical large sieve for multiplicative
characters. It is noteworthy that our results do not rely on any of the deeper bounds,
not even on the special case of Weil bound for Kloosterman sums. It should also be
noted that the averaging over residue classes a also allows us to control the diagonal
contribution in the Cauchy-Schwarz step, so that despite our moduli running over the
sparse set of squares we can handle Type II sums in a fairly wide range of M and N
(this is in contrast to [12, Proposition 4] where the sparseness of the moduli set results
in a very narrow range for the Type II sums).
Remark 4. The exponent 0.2694 in Theorem 1 is not necessarily optimal. One can
certainly improve this slightly by a more careful optimization of the sieve argument
in Section 6. It is also likely that we could strengthen the arithmetical information
(Propositions 21 and 22) that is used in the sieve (for example, by incorporating ideas
from [12]). We have chosen not to pursue these issues here in order to keep the arguments
as simple as possible and so that our results are independent of the harder exponential
sum bounds.
Remark 5. Our arguments rely heavily on sieve methods. For this we need to extend
functions such as p 7→ |DX(p; θ)| from primes to all integers. It is not clear to the author
if this or any of the arguments below have a natural interpretation purely in terms of
elliptic curves. It would of course be very interesting if such an interpretation were to
exist. It would also be interesting to see if there is an explanation of the factorization
d1(p) = rq in terms of E/Fp which would explain why curves of this form appear to be
easier to handle (as opposed to d1(p) ∈ P, for instance).
1.6. Notations. For functions f and g with g positive, we write f ≪ g or f = O(g) if
there is a constant C such that |f |≤ Cg. The notation f ≍ g means g ≪ f ≪ g. The
constant may depend on some parameter, which is indicated in the subscript (e.g. ≪ǫ).
We write f = o(g) if f/g → 0 for large values of the variable. For variables we write
n ∼ N meaning N < n ≤ 2N .
It is convenient for us to define
A ≺≺ B
to mean A ≪ǫ XǫB for any ǫ > 0. A typical bound we use is τk(n) ≺≺ 1 for n ≪ X,
where τk is the k-fold divisor function. We say that an arithmetic function f is divisor
bounded if |f(n)|≪ τk(n) for some k.
We let η > 0 denote a sufficiently small constant, which may be different from place
to place. For example, A ≪ X−ηB means that the bound holds for some η > 0, and
A ≺≺ X−ηB is equivalent to A≪ X−ηB.
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For a statement E we denote by 1E the characteristic function of that statement. For
a set A we use 1A to denote the characteristic function of A.
We also define P (w) :=
∏
p<w p, where the product is over primes.
We let e(x) := e2πix and eq(x) := e(x/q) for any integer q ≥ 1. For integers a, b, and
q ≥ 1 we define eq(a/b) := e(ab/q) if b is invertible modulo q, where b is the solution to
bb ≡ 1 (q).
1.7. Acknowledgements. I am grateful to my supervisor Kaisa Matomäki for support
and comments. I am also grateful to Emmanuel Kowalski for suggesting this problem,
helpful discussions as well as for hospitality during my visit at ETH Zürich in autumn
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2. Preliminaries
In this section we state some standard auxiliary results. First is the classical sieve
upper bound for primes in arithmetic progressions.
Lemma 12. (Brun-Titchmarsh inequality). We have
∑
p∼Y
p≡a (q)
1 ≤ (2 + o(1)) Y
ϕ(q) logY/q
uniformly in q ≤ Y 1−η and a.
We also need the following simple upper bound for smooth numbers (cf. [14, Chapter
III.5], for example).
Lemma 13. For any 2 ≤ Z ≤ Y we have∑
n∼Y
1P+(n)<Z ≪ Y exp(− log Y/2 logZ).
To compute smoothly weighted sums over arithmetic progressions we need the Poisson
summation formula.
Lemma 14. (Truncated Poisson summation formula). Let ψ : R → C be a fixed
C∞-smooth compactly supported function with ‖ψ‖1≤ 1 and let N ≫ 1. Fix a real
number x = x(N). Let q ≥ 1 be an integer. Then for any ǫ > 0
∑
n≡a (q)
ψ
(
n− x
N
)
=
1
q
∑
n
ψ
(
n− x
N
)
+
N
q
∑
1≤|h|≤Nǫq/N
cheq(−ah) +OC,ǫ(N−C),
where ch = ch,q,ψ,x,N are complex coefficients satisfying |ch|≤ 1.
Proof. By the usual Poisson summation formula
∑
n≡a (q)
ψ
(
n− x
N
)
=
∑
m
ψ
(
mq + a− x
N
)
=
∑
h
ˆ
ψ
(
uq + a− x
N
)
e(hu)du.
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Making the change of variables
u 7→ Nu/q − a/q + x/q
we get
∑
n≡a (q)
ψ
(
n− x
N
)
=
N
q
∑
h
cheq(−ah),
where
ch := e(hx/q)
ˆ
ψ(u)e(huN/q)du.
For all h we have the trivial estimate |ch|≤ ‖ψ‖1≤ 1. As usual, h = 0 gives us the
main term, and for |h|> N ǫq/N we can iterate integration by parts to show that the
contribution from this part is ≪C,ǫ N−C . 
Our proof of the Type II estimate relies on the classical large sieve inequality (cf. [7,
Theorem 9.10], for instance).
Lemma 15. (Large sieve inequality for multiplicative characters). For any
sequence cn of complex numbers and for any M,N ≥ 1 we have
∑
q≤Q
q
ϕ(q)
∑′
χ (q)
∣∣∣∣
∑
M<n≤M+N
cnχ(n)
∣∣∣∣
2
≤ (Q2 +N)
∑
n
|cn|2,
where the sum over χ is over primitive Dirichlet characters.
Definition 1. (Siegel-Walfisz condition) We say that a divisor-bounded arithmetic
function β(n) satisfies the Siegel-Walfisz condition if for all integers r, q ≥ 1 with r ≤ N
and q = logO(1)N and non-principal characters χ modulo q we have
∑
n≤N
(n,r)=1
β(n)χ(n)≪C N
logC N
for any C > 0.
By standard technique Lemma 15 gives us the more practical version where χ runs
over all non-principal characters (cf. [7, Chapter 9.8], for instance).
Lemma 16. Let N,Q≫ 1 and let β(n) satisfy the Siegel-Walfisz condition. Then
∑
q∼Q
1
ϕ(q)
∑
χ 6=χ0 (q)
∣∣∣∣
∑
n∼N
β(n)χ(n)
∣∣∣∣
2
≪C
(
Q +
N
logC N
)
N logO(1)(NQ)
for any C > 0.
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2.1. Buchstab integrals. For the sieve arguments we need a lemma for transforming
sums over almost-primes into integrals which can be evaluated numerically. Let ω(u)
denote the Buchstab function (cf. [8, Chapter 1] for the definition and the properties
below, for instance), so that by the Prime Number Theorem for Y ǫ < z < Y
∑
Y <n≤2Y
1(n,P (z))=1 = (1 + o(1))ω
(
log Y
log z
)
Y
log z
.(2.1)
In the numerical computations we will use the following upper bound for the Buchstab
function (cf. [9, Lemma 5])
ω(u) ≤


0, u < 1
1/u, 1 ≤ u < 2
(1 + log(u− 1))/u, 2 ≤ u < 3
0.5644, 3 ≤ u < 4
0.5617, u ≥ 4.
For the lemma below we assume that the range U ⊂ [X2δ, X ]k is sufficiently well-behaved
(e.g. an intersection of sets of the type {u : ui < uj} or {u : V < f(u1, . . . , uk) < W}
for some polynomial f and some fixed V,W ). This condition will be clear from the
context everywhere below.
Lemma 17. Let U ⊂ [Xδ, X ]k be a sufficiently nice set such that for all (u1, . . . , uk) ∈ U
we have u1 · · ·uk < X1−η. Then
∑
(p1,...,pk)∈U
∑
q∼X/p1···pk
1(q,P (pk))=1 = (1 + o(1))
X
logX
ˆ
ω(α)
dα1 · · · dαk
α1 · · ·αk−1α2k
,
where the integral is over the range
{α : (Xα1 , . . . , Xαk) ∈ U}
and ω(α) = ω(α1, . . . , αk) := ω((1− α1 − · · · − αk)/αk).
Proof. By (2.1) and by the Prime Number Theorem, the left-hand side is
(1 + o(1))X
∑
(p1,...,pk)∈U
1
p1 · · · pk log pkω
(
log(X/(p1 · · · pk))
log pk
)
= (1 + o(1))X
∑
(n1,...,nk)∈U
1
n1 · · ·nk(log n1) . . . (lognk−1) log2 nk
ω
(
log(X/(n1 · · ·nk))
log nk
)
= (1 + o(1))X
ˆ
U
ω
(
log(X/(u1 · · ·uk))
log uk
)
du1 · · ·duk
u1 · · ·uk(log u1) . . . (log uk−1) log2 uk
= (1 + o(1))
X
logX
ˆ
ω(α)
dα1 · · · dαk
α1 · · ·αk−1α2k
by the change of variables uj = X
αj . 
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2.2. Finer-than-dyadic decomposition. Here we explain a common device for re-
moval of cross-conditions that does not contaminate coefficients (unlike applying the
Mellin transformation). As an example, suppose we want a bound of the form∑
m∼M
n∼N
m<yn
am,n ≪ δMN(2.2)
for some y > 0 and some bounded coefficients am,n (here δ is usually either (MN)
−η or
(logMN)−C). To do this we would like to remove the cross-condition m < yn, that is,
bound the original sum by a linear combination of sums of the same form but without
m < yn. A standard trick to achieve this without affecting the coefficients am,n is the so
called finer-than dyadic decomposition. As the name suggests, we split the sums over
m and n into short intervals to obtain ≪ δ−2 sums of the form∑
m∈[M0,(1+δ)M0]
n∈[N0,(1+δ)N0]
m<yn
am,n.
for M0 = (1 + δ)
jM ∼M , N0 = (1 + δ)kN ∼ N , where j, k are restricted to
(1 + δ)jM ≤ y(1 + δ)k+1N.
The condition m < yn is then trivially satisfied except for the boundary cases when
y(1 + δ)k−1N ≤ (1 + δ)jM ≤ y(1 + δ)k+1N.
Since there are at most ≪ δ−1 of such pairs j, k, the contribution from these is trivially
bounded by δ−1 · δM · δN ≪ δMN , as required. Hence, (2.2) holds if we can show∑
m∈[M0,(1+δ)M0]
n∈[N0,(1+δ)N0]
am,n ≪ δ3MN
for all M0 ≍M , N0 ≍ N . By subtracting it suffices to show that∑
m∈[δ2M1,M1]
n∈[δ2N1,N1]
am,n ≪ δ3MN
for all M1 ≍ M , N1 ≍ N (consider this with (M1, N1) equal to (M0, N0) and ((1 +
δ)M0, (1 + δ)N0) and subtract these to get four sums, three of which are trivial to
bound). Splitting these sums dyadically we need to show∑
m∼M2
n∼N2
am,n ≪ δ3(log−2MN)MN
for all δ2M ≪ M2 ≪ M , δ2N ≪ N2 ≪ N , which is of the same form as the original
sum but without the cross-condition. In practice we will always have δ ≫ X−η and our
ranges of M and N are defined up to factors of Xη, so that it suffices to show∑
m∼M
n∼N
am,n ≪ δ3(log−2MN)MN.
for M and N essentially in the same range as before.
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3. The sieve argument for the asymptotic result
In this section we give the sieve part of the proof of Theorem 7, which by our argu-
ments in Section 1.2 implies Theorem 6. First we state the required arithmetic infor-
mation (Propositions 18 and 19) which are proved in the subsequent sections.
We extend the function p 7→ |DX(p; θ, δ)| to all integers by defining
|DX(n; θ, δ)|:=
∑
|a|<2√n
∑
Xθ<d2≤2Xθ
d|a−2
d2|n+1−a
1d2∈X(δ).
We denote by MX(n; θ, δ) the expected average value of this function, that is,
MX(n; θ, δ) =
∑
Xθ<d2≤2Xθ
d2∈X(δ)
(n,d2)=1
1
ϕ(d2)
∑
|a|<2√n
a≡2 (d)
1.
For the sieve we need arithmetical information, given by the following two propositions
(to simplify the proof of the first we assume that θ < 3/5).
Proposition 18. (Type I estimate). Let θ < 3/5. Let MN = X satisfy M ≪
X3/2−3θ/2−η. Then for any divisor bounded function α we have
∑
m∼M
n∼X/m
α(m)|DX(mn; θ, δ)|=
∑
m∼M
n∼X/m
α(m)MX(mn; θ, δ) +O
(
X3/2−θ−η
)
Proposition 19. (Type II estimate). Let 1/2 ≤ θ ≤ 1/2+ δ2−η. Let MN = X satisfy
Xθ/2 ≪ N ≪ X1−θ−3δ. Then for any divisor bounded functions α, β with β satisfying
the Siegel-Walfisz condition (Definition 1) we have
∑
m∼M
n∼N
α(m)β(n)|DX(mn; θ, δ)|=
∑
m∼M
n∼N
α(m)β(n)MX(mn; θ, δ) +OC
(
X3/2−θ
logC X
)
Remark 6. Note that for θ slightly above 1/2 we essentially have Type II information
for M and N in the range [X1/4, X3/4] except for a small gap in the middle, that is,
when M and N are both close to X1/2. Without this gap we could apply Vaughan’s
identity to obtain the desired asymptotic formula for
∑
p∼X|DX(p; θ, δ)|. For θ slightly
above 1/2 we will apply Harman’s sieve to show that the error term coming from this
gap is essentially proportional to the width of this gap (≪ √ǫ), which gives the error
term in Theorem 7.
Define
S(Aq, z) :=
∑
X/q<n≤2X/q
(n,P (z))=1
|DX(nq; θ, δ)| and S(Bq, z) :=
∑
X/q<n≤2X/q
(n,P (z))=1
MX(nq; θ, δ),
so that (denoting A = A1 and B = B1) we have
S(A, 2
√
X) =
∑
X<p≤2X
|DX(p; θ, δ)|,
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and S(B, 2√X) is the expected main term of this sum. Hence, to prove Theorem 7 we
need to show
S(A, 2
√
X) ≥ S(B, 2
√
X)− E1 and
S(A, 2
√
X) ≤ S(B, 2
√
X) + E2
for some error terms E1, E2 ≪
√
ǫX3/2−θ/logX.
We first combine the Propositions 18 and 19 to produce an asymptotic formula for
sums over almost-primes (a variant of [8, Theorem 3.1]).
Proposition 20. Let Z := X1/4−4δ and M ≪ X3/2−3θ/2−η with θ = 1/2 + ǫ for some
small ǫ > 0 and δ2 = 2ǫ. Then for any divisor bounded α(m) we have
∑
m∼M
α(m)S(Am, Z) =
∑
m∼M
α(m)S(Bm, Z) +OC
(
X3/2−θ
logC X
)
.
Proof. By using the Möbius function to expand (n, P (Z)) = 1 we get for C ∈ {A,B}∑
m∼M
α(m)S(Cm, Z) =
∑
m∼M
α(m)
∑
d|P (Z)
µ(d)
∑
dmn∼X
FC(dmn),
where FA(n) = |DX(n; θ, δ)| and FB(n) = MX(n; θ, δ). We split both sums in two parts
depending on the size of dm.
In the part dm ≤ Xθ+3δ ≤ X3/2−3θ/2−η we get an asymptotic formula by Proposition
18.
In the part dm > Xθ+3δ write d = p1 · · · pk for p1 < · · · < pk < Z to get∑
k≪logX
(−1)k
∑
m∼M
α(m)
∑
p1<···<pk<Z
p1···pkm>Xθ+3δ
∑
n
p1···pkmn∼X
FC(p1 · · · pkmn).
In the summations we have n ≪ X1−θ−3δ and dn ≫ X/m ≫ Xθ/2. Hence, either
Xθ/2 ≪ n≪ X1−θ−3δ or there exists 1 ≤ ℓ ≤ k such that
Xθ/2 ≪ p1 · · · pℓn≪ ZXθ/2 ≪ X1−θ−3δ,
so that we get an asymptotic formula using Proposition 19 (the cross-conditions pℓ <
pℓ+1 and p1 · · · pkm≫ Xθ+3δ may be removed by using finer-than-dyadic decomposition,
cf. Section 2.2). The coefficients β then just restrict to integers of the form p1 · · · pℓn.
To see that these satisfy the Siegel-Walfisz condition (Definition 1) we note that this
is trivial if n ≫ exp(log1/2X), and this follows from the Siegel-Walfisz Theorem if
pℓ ≫ exp(log1/2X). In the remaining part β is supported on exp(log1/2X)-smooth
numbers which give a negligible contribution by Lemma 13. 
Proof of Theorem 7. Let Z := X1/4−4δ. We will show separately the corresponding
lower and upper bounds.
For the lower bound we apply Buchstab’s identity twice to obtain for C ∈ {A,B}
S(C, 2
√
X) = S(C, Z)−
∑
Z≤p<2√X
S(Cp, Z) +
∑
Z≤q<p<2√X
pq2<4X
S(Cpq, q),
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where we used the fact that S(Cpq, q) = 0 if pq2 ≥ 4X. For the first two terms we have
asymptotic formulas by Proposition 20, that is,
S(A, Z) = S(B, Z) +OC
(
X3/2−θ
logC X
)
and
∑
Z≤p<2√X
S(Ap, Z) =
∑
Z≤p<2√X
S(Bp, Z) +OC
(
X3/2−θ
logC X
)
.
For the last sum we note that if q > X1/4+ǫ/2, then we have a Type II sum since
q < (pq2)1/3 ≪ X1/3, so that we get an asymptotic formula by Proposition 19 in this
range. Hence, by positivity we have
S(A, 2
√
X) = S(A, Z)−
∑
Z≤p<2√X
S(Ap, Z) +
∑
Z≤q<p<2√X
pq2<4X
S(Apq, q)
≥ S(A, Z)−
∑
Z≤p<2√X
S(Ap, Z) +
∑
Z≤q<p<2√X
pq2<4X
q>X1/4+ǫ/2
S(Apq, q)
= S(B, Z)−
∑
Z≤p<2√X
S(Bp, Z) +
∑
Z≤q<p<2√X
pq2<4X
q>X1/4+ǫ/2
S(Bpq, q) +OC
(
X3/2−θ
logC X
)
= S(B, 2
√
X) +OC
(
X3/2−θ
logC X
)
−
∑
Z≤q<p<2
√
X
pq2<4X
q≤X1/4+ǫ/2
S(Bpq, q).
By Lemma 17 the error term from the range q ≤ X1/4+ǫ/2 is bounded by ≪ δ + ǫ times
the main term, that is, ∑
Z≤q<p<2√X
pq2<4X
q≤X1/4+ǫ/2
S(Bpq, q)≪ (δ + ǫ)S(B, 2
√
X).
Hence, using δ2 = 2ǫ we get S(A, 2√X) ≥ S(B, 2√X)−E1 with E1 ≪
√
ǫX3/2−θ/logX.
For the upper bound we apply Buchstab’s identity once, which yields for C ∈ {A,B}
S(C, 2
√
X) = S(C, Z)−
∑
Z<p≤2√X
S(Cp, p).
For the first sum we have an asymptotic formula by Proposition 20. For X1/4+ǫ/2 < p <
X1−θ−3δ we have a Type II sum and we get an asymptotic formula by Proposition 19.
Thus,
S(A, 2
√
X) ≤ S(B, 2
√
X) +OC
(
X3/2−θ
logC X
)
+
∑
Z≤p≤2√X
p≤X1/4+ǫ/2 or p≥X1−θ−3δ
S(Bp, p)
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Similarly as with the lower bound, the error term from the remaining part is by Lemma
17 bounded by ≪ δ + ǫ times the main term, so that S(A, 2√X) ≤ S(B, 2√X) + E2
with E2 ≪
√
ǫX3/2−θ/logX. 
4. Type I estimate
In this section we show Proposition 18. In fact, here we do not need the assumption
that d2 ∈ SX(δ) and actually are able to show the asymptotic point-wise for each d. We
first reduce the statement to a simpler expression. By the definitions of |DX(mn; θ, δ)|
and MX(mn; θ, δ) the claim is equivalent to
∑
d2∼Xθ
d2∈X(δ)
∑
|a|<4
√
X
a≡2 (d)
∑
m∼M
n∼X/m
mn≡a−1 (d2)
|a|<2√mn
α(m) =
∑
d2∼Xθ
d2∈X(δ)
∑
|a|<4
√
X
a≡2 (d)
1
ϕ(d2)
∑
m∼M
n∼X/m
(mn,d2)=1
|a|<2√mn
α(m) +O(X3/2−θ−η).
The cross-condition |a|< 2√mn may be removed by finer-than-dyadic decomposition.
Writing a = bd + 2, this holds if we have
∑
b∼B
∑
m∼M
n∼X/m
mn≡bd+1 (d2)
α(m) =
1
ϕ(d2)
∑
b∼B
∑
m∼M
n∼X/m
(mn,d2)=1
α(m) +O
(
BX1−η
d2
)
for all d2 ∼ D and B ∈ [X1/2−ηD−1/2, 4X1/2D−1/2] (the contribution from b smaller
than X1/2−ηD−1/2 is bounded trivially).
We still wish to replace the condition n ∼ X/m by a smoothed version which is
independent of m To do this we first use the finer-than-dyadic decomposition to the
variables m and n to replace n ∼ X/m by n ∼ N for some N ≍ X/M (cf. Section
2.2 with δ = X−η). By using a smoothed finer-than-dyadic decomposition (similar
to Section 2.2), the condition n ∼ N may be replaced by some C∞-smooth function
ψN1−ν (n) which is supported in a window of length N
1−ν around N for some sufficiently
small ν > 0. That is, we have
ψN1−ν (n) = ψ((n− x)/N1−ν)
for some x ≍ N , where ψ is some compactly supported bounded C∞-smooth function.
The contribution from the edges N and 2N is bounded trivially). Since the ranges of
M and N are defined up to a factor Xη for some small η > 0, we may replace ψN1−ν (n)
by ψN(n) = ψ((n − x)/N) for some fixed ψ and x ≍ N1/(1−ν) if ν > 0 is sufficiently
small. Thus, Proposition 18 follows once we show
Proposition 21. Let d2 ≪ Xθ for θ < 3/5. Let MN ≍ X with M ≪ X3/2−3θ/2−η and
d2 ≍ D. Suppose that B ∈ [X1/2−ηD−1/2, 4X1/2D−1/2]. Let ψN (n) := ψ((n− x)/N) for
some compactly supported C∞-smooth ψ with ‖ψ‖1≤ 1, and some fixed real number x
which may depend on M,N , and X. Then for any divisor bounded α(m) we have
∑
b∼B
∑
m∼M
α(m)
∑
n
mn≡bd+1 (d2)
ψN(n) =
1
ϕ(d2)
∑
b∼B
∑
(m,d2)=1
α(m)
∑
(n,d2)=1
ψN(n) +O
(
BX1−η
d2
)
.
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Proof. We first split the sum over n on the right-hand side into primitive residue classes
modulo d and evaluate the sum over n (note that (n, d2) = 1 is equivalent to (n, d) = 1
and we have N > Xηd), which yields
1
ϕ(d2)
∑
b∼B
∑
(m,d2)=1
α(m)
∑
(n,d2)=1
ψN(n) =
1
d2
∑
b∼B
∑
(m,d2)=1
α(m)
∑
n
ψN (n) +O
(
BX1−η
d2
)
.
By applying truncated Poisson summation (Lemma 14) to the left-hand side in the
claim, we get a matching main term with an error term
≪ǫ 1 +XǫΣˆ(M) :=1 + X
ǫ
H
∑
1≤|h|≤H
ch
∑
b∼B
∑
(m,d)=1
α(m)ed2
(
− h(bd+ 1)
m
)
,
where H := Xǫd2/N and ch are some bounded complex coefficients. By rearranging
and using the Cauchy-Schwarz inequality
Σˆ(M) ≺≺ M1/2
( ∑
m∼M
(m,d2)=1
∣∣∣∣ 1H
∑
h
∑
b
ch
(
− h(bd+ 1)
m
)∣∣∣∣
2)1/2
≤M1/2
((
1 +
M
d2
) ∑
m (d2)
(m,d2)=1
∣∣∣∣ 1H
∑
h
∑
b
ch
(
− h(bd + 1)
m
)∣∣∣∣
2)1/2
≤M1/2
((
1 +
M
d2
)
1
H2
∑
h1,h2
∑
b1,b2
|S(h1, h2, b1, b2)|
)1/2
where
S(h1, h2, b1, b2) :=
∑
m (d2)
(m,d2)=1
ed2
(
h1(b1d+ 1)− h2(b2d+ 1)
m
)
≺≺ (h1(b1d+ 1)− h2(b2d+ 1), d2)
by the elementary bound for Ramanujan sums. We have∑
h1,h2
∑
b1,b2
(h1(b1d+ 1)− h2(b2d+ 1), d2) =
∑
e|d
e
∑
h1,h2,b1,b2
(h1−h2,d)=e
((h1(b1d+ 1)− h2(b2d+ 1))/e, e)
by defining e = (d, h1 − h2), since (h1(b1d + 1) − h2(b2d + 1), d) = (h1 − h2, d). Write
h1 = h and h2 = h + ℓe, |ℓ|≪ L := H/e. We now bound separately the contribution
from the parts ℓ = 0 (where e = d) and ℓ 6= 0 (in which case (ℓ, d/e) = 1).
The contribution from ℓ = 0 is bounded by (separating b1 = b2 and b1 6= b2)
d
∑
h
∑
b1,b2
(h(b1 − b2), d) ≤ d
∑
h
(h, d)
∑
b1,b2
(b1 − b2, d)
≺≺ dHB(d+B)≪ HB2d+HBd2.
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The sum over ℓ 6= 0, (ℓ, d/e) = 1 has (f, d/e) = 1 if we denote f := (ℓ+h(b1−b2)d/e, e).
Hence, the contribution from this part bounded by∑
e|d
e
∑
0<|ℓ|≪L
(ℓ,d/e)=1
∑
h
∑
b1,b2
(ℓ+ h(b1 − b2)d/e, e) ≤
∑
f |e|d
(f,d/e)=1
ef
∑
0<|ℓ|≪L
(ℓ,d/e)=1
∑
b1,b2
∑
h
1ℓ+h(b1−b2)d/e≡0 (f)
≤
∑
f |e|d
(f,d/e)=1
ef
∑
0<|ℓ|≪L
(ℓ,d/e)=1
(ℓ, f)
∑
b1,b2
(H/f + 1)
≺≺ B2
∑
f |e|d
efL(H/f + 1) ≺≺ H2B2 +HB2d.
Combining the contributions from ℓ = 0 and ℓ 6= 0 we get∑
h1,h2
∑
b1,b2
|S(h1, h2, b1, b2)|≺≺ H2B2 +HB2d+HBd2,
so that we have
Σˆ(M) ≺≺ M1/2
((
1 +
M
d2
)
1
H2
∑
h1,h2
∑
b1,b2
|S(h1, h2, b1, b2)|
)1/2
≺≺ M1/2
((
1 +
M
d2
)
1
H2
(H2B2 +HB2d+HBd2)
)1/2
≪ M1/2B + MB
d
+
BM1/2d1/2
H1/2
+
BM
d1/2H1/2
+
M1/2B1/2d
H1/2
+
MB1/2
H1/2
≪ M1/2B + MB
d
+
BX1/2
d1/2
+
BM1/2X1/2
d3/2
+X1/2B1/2 +
M1/2X1/2B1/2
d
since H ≫ d2/N . The last expression is ≪ X3/2−3θ/2−η ≪ BX1−η/d2 provided that

M ≪ X2−2θ−η,
M ≪ X1−θ/2−η,
D ≪ X4/5−η,
M ≪ X2−3θ/2−η,
D ≪ X3/5−η, and
M ≪ X3/2−3θ/2−η.
Here the last term dominates for θ ≥ 1/2 so that we get a sufficient bound if θ < 3/5
and M < X3/2−3/2θ−η. 
Remark 7. The last two terms correspond to the diagonal contribution from (h1, b1) =
(h2, b2). Hence, we could obtain a longer range for M if we were to use a suitable
factorization d = rq and keep a sum over q inside in the Cauchy-Schwarz step to mollify
the diagonal contribution (cf. proof of [12, Proposition 5], for example). We could also
improve on the requirement θ < 3/5 by not completing the sum over m at the Cauchy-
Schwarz step but instead using Poisson summation to complete the smoothed sum over
m ∼ M (note that for θ < 3/5 we have θ < 3/2 − 3θ/2) but then we would require on
the Weil bound for Kloosterman sums. Another possible improvement in the arithmetic
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information would be to show a Type I/II estimate in some range (cf. [12, Proposition
3], for example).
5. Type II estimate
In this section we prove Proposition 19. Similarly to the previous section, we begin
with some preliminary reductions. Under the assumptions of the proposition, we need
to show
∑
m∼M
n∼N
α(m)β(n)(|DX(mn; θ, δ)|−MX(mn; θ, δ))≪C X
3/2−θ
logC X
.
By the definitions of |DX(mn; θ, δ)| and MX(mn; θ, δ) this is equivalent to
∑
d2∼Xθ
d2∈X(δ)
∑
|a|<4√X
a≡2 (d)
( ∑
m∼M
n∼N
mn≡a−1 (d2)
|a|<2√mn
α(m)β(n)− 1
ϕ(d2)
∑
m∼M
n∼N
(mn,d2)=1
|a|<2√mn
α(m)β(n)
)
≪C X
3/2−θ
logC X
.
The cross-condition |a|< 2√mn is again easily removed by using finer-than-dyadic de-
composition (cf. Section 2.2). By writing a = bd + 2, the claim follows once we show
that
∑
d2∼Xθ
d2∈X(δ)
∑
b∼B
( ∑
m∼M
n∼N
mn≡bd+1 (d2)
α(m)β(n)− 1
ϕ(d2)
∑
m∼M
n∼N
(mn,d2)=1
α(m)β(n)
)
≪C X
3/2−θ
logC X
holds for all B ∈ [X1/2−ηD−1/2, 4X1/2D−1/2] (the contribution from b smaller than
X1/2−ηD−1/2 is bounded trivially). Writing d2 = r2q2 and splitting the sums over r and
q dyadically, Proposition 19 is a corollary of the following (in the below η > 0 denotes
a sufficiently small constant depending on ǫ).
Proposition 22. Let θ ≥ 1/2, R,Q ≥ 1, and RQ ≍ D = Xθ. Suppose that B ∈
[X1/2−ηD−1/2, 4X1/2D−1/2], and suppose that R1/2 < BX−η. Let MN = X satisfy
Xθ/2 ≪ N ≪ X1−ηR−1Q−2. Then for any divisor bounded functions α, β with β satis-
fying the Siegel-Walfisz condition we have
∑
r2∼R
q2∼Q
(r,q)=1
q∈P
∣∣∣∣
∑
b∼B
( ∑
m∼M
n∼N
mn≡bd+1 (d2)
α(m)β(n)− 1
ϕ(r2q2)
∑
m∼M
n∼N
(mn,d2)=1
α(m)β(n)
)∣∣∣∣≪C BX√D logC X .
Proof. We use Linnik’s dispersion method, that is, first we use Cauchy-Schwarz to
smoothen the coefficient α(m). After this we evaluate the smooth sum over m di-
rectly and use the large sieve to bound the sum over n. The average over b will be
key, both to control the diagonal contribution when we Cauchy-Schwarz and so that
we can ‘split’ one congruence modulo r2 into two separate congruences modulo r before
applying the large sieve (cf. evaluation of W0 below).
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The left-hand side is (for some cr,q ∈ {0, 1,−1} supported on (r, q) = 1 and q ∈ P)
∑
r2∼R
∑
m
α(m)
( ∑
q2∼Q
cr,q
∑
b∼B
( ∑
n
mn≡brq+1 (r2q2)
β(n)− 1
ϕ(r2q2)
∑
n
(mn,r2q2)=1
β(n)
))
≪ R1/4M1/2(logO(1)X)
·
( ∑
r2∼R
∑
m∼M
∣∣∣∣
∑
q2∼Q
cr,q
∑
b∼B
( ∑
n
mn≡brq+1 (r2q2)
β(n)− 1
ϕ(r2q2)
∑
n
(mn,r2q2)=1
β(n)
)∣∣∣∣
2)1/2
=: R1/4M1/2(logO(1)X)(W − 2V + U)1/2
(5.1)
by Cauchy-Schwarz and expanding the square. We will show that each of W,V, U is
equal to
X0 +OC
(
MN2B2
R3/2Q logC X
)
(5.2)
for a certain quantity X0 (cf. evaluation of U0 below). Plugging this into (5.1) the main
terms cancel and we get a bound
≪C R1/4M1/2(logO(1)X)
(
MN2B2
R3/2Q logC X
)1/2
≪C BX√
D logC/2−O(1)X
which is sufficient once we take C large enough.
Evaluation of U . We have
U =
∑
r2∼R
∑
q2
1
, q2
2
∼Q
cr,q1cr,q2
(∑
b∼B
1
)2( ∑
(n1,rq1)=1
β(n1)
)( ∑
(n2,rq2)=1
β(n2)
)
1
ϕ(r2)2ϕ(q21)ϕ(q
2
2)
∑
m∼M
(m,rq1q2)=1
1
=: U0 + U1,
where U0 is the part with q1 6= q2 and U1 has q1 = q2 (recall that q1, q2 are primes). Split-
ting the sum over (m, rq1q2) = 1 into congruence classes m ≡ t (rq1q2) for (t, rq1q2) = 1
and summing over m ∼M and t we obtain (using ϕ(r2) = rϕ(r))
U0 =
∑
r2∼R
∑
q2
1
,q2
2
∼Q
q1 6=q2
cr,q1cr,q2
(∑
b∼B
1
)2( ∑
(n1,rq1)=1
β(n1)
)( ∑
(n2,rq2)=1
β(n2)
)
M
ϕ(r2)r2q21q
2
2
+O(E)
=: X0 +O(E),
where
E =
∑
r2∼R
∑
q21,q
2
2∼Q
q1 6=q2
(∑
b∼B
1
)2( ∑
(n1,rq1)=1
|β(n1)|
)( ∑
(n2,rq2)=1
|β(n2)|
)
1
ϕ(r2)rq1q2
≺≺ N
2B2
R
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is sufficiently small in view of (5.2). For U1 we get by a trivial bound
|U1| ≺≺ MN2B2
∑
r2∼R
∑
q2∼Q
1
ϕ(r2)r2ϕ(q)2q2
≺≺ MN
2B2
R3/2Q3/2
which is more than sufficient.
Evaluation of V . We have
V =
∑
r2∼R
∑
q2
1
, q2
2
∼Q
cr,q1cr,q2
∑
b1,b2∼B
∑
n1,n2
(n1,rq1)=1
(n2,rq2)=1
β(n1)β(n2)
1
ϕ(r2)ϕ(q22)
∑
m∼M
(m,q2)=1
m≡n1(b1rq1+1) (r2q21)
1
= X0 +O
(
MN2B2
R3/2QXη
)
by a similar argument as with U (write V = V0 + V1 with V1 corresponding to the
part q1 = q2, in V0 expand (m, q2) = 1 into m ≡ t (q2), and sum over m and t using
M > Xηr2q21q
2
2).
Evaluation of W . We have
W =
∑
r2∼R
∑
q2
1
, q2
2
∼Q
cr,q1cr,q2
∑
b1,b2∼B
∑
n1,n2
(n1,rq1)=1
(n2,rq2)=1
β(n1)β(n2)
∑
m∼M
mn1≡b1rq1+1 (r2q21)
mn2≡b2rq2+1 (r2q22)
1
Again, write W = W0 +W1 where W1 has q1 = q2, so that
W1 =
∑
r2∼R
∑
q2∼Q
c2r,q
∑
b1,b2∼B
∑
n1,n2
(n1,rq)=1
(n2,rq)=1
β(n1)β(n2)
∑
m∼M
mn1≡b1rq+1 (r2q2)
mn2≡b2rq+1 (r2q2)
1
From the congruences we get
m(n2 − n1) ≡ rq(b2 − b1) (r2q2),
which gives us n2 ≡ n1 (rq) (since mnj ≡ bjrq + 1 (r2q2) implies (m, rq) = 1)). If
ℓ := (n2 − n1)/(rq), then
(b2 − b1)rq ≡ m(n2 − n1) ≡ mℓrq (r2q2),
which implies b2 − b1 ≡ mℓ ≡ n1ℓ (rq). Hence, using M > r2q2, N > rq, B < rq we get
W1 ≺≺
∑
r2∼R
∑
q2∼Q
∑
n1,n2∼N
n2≡n1 (rq)
∑
b1,b2∼B
b2≡b1+ℓn1 (rq)
∑
m∼M
mn1≡b1rq+1 (r2q2)
1
≪
∑
r2∼R
∑
q2∼Q
N
(
N
rq
+ 1
)
B
(
B
rq
+ 1
)(
M
r2q2
+ 1
)
≪ MN2B
∑
r2∼R
∑
q2∼Q
1
r3q3
≪ MN
2B
RQ
≪ MN
2B2
R3/2QXη
.
by using
√
R≪ BX−η to get the last bound.
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The main term is
W0 =
∑
r2∼R
∑
q2
1
, q2
2
∼Q
q1 6=q2
cr,q1cr,q2
∑
b1,b2∼B
∑
n1,n2
(n1,rq1)=1
(n2,rq2)=1
β(n1)β(n2)
∑
m∼M
mn1≡b1rq1+1 (r2q21)
mn2≡b2rq2+1 (r2q22)
1.
Similarly as with W1, the congruences imply that n2 ≡ n1 (r), and if ℓ := (n2 − n1)/r,
then
b2q2 − b1q1 ≡ mℓ ≡ n1ℓ (r).
In fact, the congruences for mn1 and mn2 in the sum over m are equivalent to

n2 ≡ n1 (r),
b2q2 − b1q1 ≡ n1ℓ (r),
mn1 ≡ b1rq1 + 1 (r2q21), and
mn2 ≡ b2rq2 + 1 (q22).
Hence,
W0 =
∑
r2∼R
∑
q21, q
2
2∼Q
q1 6=q2
cr,q1cr,q2
∑
n1,n2
n2≡n1 (r)
(n1,rq1)=1
(n2,rq2)=1
β(n1)β(n2)
∑
b1,b2∼B
b2q2−b1q1≡n1ℓ (r)
∑
m∼M
mn1≡b1rq1+1 (r2q21)
mn2≡b2rq2+1 (q22)
1
=
∑
r2∼R
∑
q21, q
2
2∼Q
q1 6=q2
cr,q1cr,q2
∑
n1,n2
n2≡n1 (r)
(n1,rq1)=1
(n2,rq2)=1
β(n1)β(n2)
∑
b1,b2∼B
b2q2−b1q1≡n1ℓ (r)
(
M
r2q21q
2
2
+O(1)
)
.
Here the error term from the O(1) is negligible, since M > Xηr2q21q
2
2 and N,B > r. For
the main term, since (r, qj) = 1 and B ≫ rXη, we get
W0 = M
∑
r2∼R
∑
q2
1
, q2
2
∼Q
q1 6=q2
cr,q1cr,q2
1
r3q21q
2
2
(∑
b∼B
1
)2 ∑
n1,n2
n2≡n1 (r)
(n1,rq1)=1
(n2,rq2)=1
β(n1)β(n2) +O
(
MN2B2
R3/2QXη
)
.
We expand the congruence n2 ≡ n1 (r) using Dirichlet characters modulo r; the principal
character gives us exactly X0, so that we need to bound the error term
S =
MB2
R3/2Q2
∑
q1, q2∼
√
Q
q1 6=q2
∑
r∼√R
1
ϕ(r)
∑
χ (r)
χ 6=χ0
∣∣∣∣
∑
n1
(n1,rq1)=1
β(n1)χ(n1)
∣∣∣∣
∣∣∣∣
∑
n2
(n2,rq2)=1
β(n2)χ(n2)
∣∣∣∣.
Since β satisfies the Siegel-Walfisz condition, we obtain by Cauchy-Schwarz and Lemma
16 ∑
r∼√R
1
ϕ(r)
∑
χ (r)
χ 6=χ0
∣∣∣∣
∑
n1
(n1,rq1)=1
β(n1)χ(n1)
∣∣∣∣
∣∣∣∣
∑
n2
(n2,rq2)=1
β(n2)χ(n2)
∣∣∣∣
≪C
(√
R +
N
logC X
)
N logO(1)X ≪C N
2
logC−O(1)X
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since N ≫ √D = √RQ≫ Xη√R. Thus,
S ≪C MN
2B2
R3/2Q logC X
.

6. The sieve argument for the lower bound result
The goal of this section is to prove Theorem 9. To this end we define (in view of
Proposition 22 which requires that R1/2 < BX−η)
D(θ) = {r2q2 ∼ Xθ : r ∈ [X1/2−θ/2−2η, X1/2−θ/2−η,]}
and set D−X(p; θ) := DX(p; θ)∩D(θ) so that |DX(p; θ)|≥ |D−X(p; θ)|. Similarly as before,
we extend |D−X(p; θ)| to all integers by defining
|D−X(n; θ)|:=
∑
|a|<2√n
∑
Xθ<d2≤2Xθ
d|n−1
d2|n+1−a
1d2∈D(θ).
We denote by M−X (n; θ) the expected average value of this function, that is,
M−X (n; θ) =
∑
Xθ<d2≤2Xθ
d2∈D(θ)
(n,d2)=1
1
ϕ(d2)
∑
|a|<2√n
a≡2 (d)
1.
By similar technique as in the initial reductions in Sections 4 and 5, we see that Propo-
sitions 21 and 22 provide us with the following arithmetical information.
Proposition 23. (Type I information) Suppose θ ∈ [1/2, 3/5). LetM ≪ X3/2−3θ/2−η.
Then for any divisor bounded function α we have
∑
m∼M
n∼X/m
α(m)|D−X(mn; θ)|=
∑
m∼M
n∼X/m
α(m)M−X (mn; θ) +O
(
X3/2−θ−η
)
.
Proposition 24. (Type II information) Suppose θ ≥ 1/2. Let MN = X satisfy
Xθ/2 ≪ N ≪ X2−3θ−η. Then for any divisor bounded functions α, β with β satisfying
the Siegel-Walfisz condition we have
∑
m∼M
n∼N
α(m)β(n)|D−X(mn; θ)|=
∑
m∼M
n∼N
α(m)β(n)M−X (mn; θ) +OC
(
X3/2−θ
logC X
)
The width of our Type II information is
γ(θ) := 2− 3θ − η − θ/2 = 2− 7θ/2− η
so we set Z := Xγ(θ). Define
S(A−q , z) :=
∑
X/q<n≤2X/q
(n,P (z))=1
|DX(nq; θ, δ)| and S(B−q , z) :=
∑
X/q<n≤2X/q
(n,P (z))=1
M−X (nq; θ),
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so that S(A−, 2√X) =∑X<p≤2X |D−X(p; θ)|, and S(B−, 2√X) is the expected main term
of this sum. Then Theorem 9 follows once show that S(A−, 2√X)≫ S(B−, 2√X).
Similarly as in Proposition 20, we first prove an asymptotic formula for almost primes.
The argument is exactly same as before, the only difference is that we need to assume
θ < 5/9 to guarantee that 3/2 − 3θ/2 − η > 3θ − 1 + η, so that all ranges are covered
by sums of either Type I or Type II.
Proposition 25. Suppose that θ ∈ [1/2, 5/9). Let Z := Xγ(θ) and M ≪ X3/2−3θ/2−η.
Then for any divisor bounded α(m) we have
∑
m∼M
α(m)S(A−m, Z) =
∑
m∼M
α(m)S(B−m, Z) +OC
(
X3/2−θ
logC X
)
.
Proof of Theorem 9. From here on we let θ ∈ [1/2, 0.5388] and γ = 2 − 7θ/2 − η ≥
0.1142 − η. By two applications of Buchstab’s identity we have for C ∈ {A−,B−} and
Z = Xγ
S(C, 2
√
X) = S(C, Z)−
∑
Z≤p<2√X
S(Cp, Z) +
∑
Z≤q<p<2√X
pq2<4X
S(Cpq, q)
In the first two sums we have asymptotic formulas by Proposition 25. In the third sum
we have asymptotic formulas in the parts where p, q, or pq is in the Type II range
[Xθ/2, Xθ/2Z] ∪ [X1−θ/2Z−1, X1−θ/2]. Let
U := {(u1, u2) : Z ≤u2 < u1 < 2
√
X, u1u
2
2 < 4X,
u1, u2, u1u2 /∈ [Xθ/2, Xθ/2Z] ∪ [X1−θ/2Z−1, X1−θ/2]}.
Then
S(A−, 2
√
X) ≥ S(A−, Z)−
∑
Z≤p<2√X
S(A−p , Z) +
∑
Z≤q<p<2√X
pq2<4X
(p,q)/∈U
S(A−pq, q)
= S(B−, Z)−
∑
Z≤p<2√X
S(B−p , Z) +
∑
Z≤q<p<2√X
pq2<4X
(p,q)/∈U
S(B−pq, q) +OC
(
X3/2−θ
logC X
)
= (1 + o(1))S(B−, 2
√
X)−
∑
(p,q)∈U
S(B−pq, q) ≥ (0.02− o(1))S(B−, 2
√
X),
since by Lemma 17 ∑
(p,q)∈U
S(B−pq, q) ≤ (c0 + o(1))S(B, 2
√
X)
for
c0 =
ˆ
(Xα,Xβ)∈U
ω
(
1− α− β
β
)
dαdβ
αβ2
< 0.98.
The code used to compute this can be found at http://codepad.org/CePKg8aA. 
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Remark 8. Here we could improve the exponent by iterating Buchstab’s identity on
some parts of the sum over (p, q) ∈ U to generate more Type II sums. However, since
it is likely that the arithmetic information can be improved with available methods it is
not worthwhile to spend a lot of effort optimizing the sieve argument at this stage.
7. Almost all moduli
In this section we explain how to modify the arguments in the previous sections to
obtain Theorems 10 and 11. We simply have to note that the arithmetic information
holds either for all moduli d (Proposition 21) or for all but a proportion O(log−C X)
of moduli d with a suitable factorization property (Proposition 22, notice that the
restriction (r, q) = 1 is easily removed since q is prime and there are very few integers
that are divisible by q2). This means that the sieve arguments given in Section 6 hold also
individually for all but a proportion O(log−C X) of the moduli d ∈ Dη(0.2694, X0.2694),
which is sufficient to prove Theorem 11. To prove Theorem 10 it suffices to note that
all but a proportion O(
√
ǫ) of integers d ∼ X1/4+ǫ have the required factorization (cf.
the argument used to reduce Theorem 6 to Theorem 7), so that the sieve argument in
Section 3 may be carried out for all but a proportion O(
√
ǫ) of moduli.
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