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Abstract. This paper summarises a comprehensive Monte Carlo simulation study for precision resonance
energy scan measurements. Apart from the proof of principle for natural width and line shape measurements
of very narrow resonances with PANDA, the achievable sensitivities are quantified for the concrete example
of the charmonium-like X(3872) state discussed to be exotic, and for a larger parameter space of various
assumed signal cross-sections, input widths and luminosity combinations. PANDA is the only experiment
that will be able to perform precision resonance energy scans of such narrow states with quantum numbers
of spin and parities that differ from JPC = 1−−.
1 Introduction
Since the beginning of the millennium, many charmonium-
like states, the so-called XY Z states, have been observed
experimentally, showing characteristics different from the
predictions of conventional charmonium states predicted
by potential models, and being therefore largely discussed
to be of exotic nature. The first and most intriguing one is
the famous X(3872) that was discovered by the Belle Col-
laboration in B± → K±X(3872),X(3872) → π+π−J/ψ
in 2003 [1]. This state has subsequently been confirmed by
other experiments [2–5]. Further measurements indicate
the di-pion system in the J/ψ π+π− to originate from the
ρ0(770) [6], implying an unusually strong isospin violation
for e.g. the interpretation as a conventional charmonium
state. The vector states Y (4260), Y (4360) and Y (4660)
have been discovered by the BaBar, Belle and CLEO Col-
laborations in the decays to the final states J/ψ π+π−
and ψ(3686)π+π−, comprising low-mass charmonia [7–
11]. The manifestly exotic charged charmonium-like states
such as the Zc(4430) have been observed by different ex-
periments [12,13], and particularly for the Zc(3900) and
the Zc(4020) [14–19], also the neutral isospin partners
have been found [20–23], cf. [24]. For a recent overview
on these experimental findings and the resulting XY Z
puzzle, see e.g. [25,26].
Various interpretations on the nature of the XY Z
states have been proposed, including molecular, hybrid,
multi-quark states and also other explanations, such as
threshold enhancements and some other configurations,
see e.g. [27–29]. The nature of these states is, however, still
unclear. Especially for the X(3872), the to-date measured
mass is indistinguishable from the DD∗ threshold [30].
It is even not clear yet, whether it lays beneath or above
this threshold, and due to the rather narrow natural decay
width, merely an experimental upper limit of 1.2MeV at a
90% confidence level exists [31]. To understand the nature
and distinguish between the various theoretical models,
an absolute width measurement with sub-MeV resolution
is required for this JPC = 1++ state [32]. For states with
JPC different from 1−−, such a precision measurement
can only be performed with an antiproton-proton (p̄p) ex-
periment such as PANDA, cf. e.g. [33].
a e-mail: f.nerling@gsi.de
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Fig. 1. The proposed PANDA experimental setup.
2 The PANDA experiment at FAIR
The PANDA (antiProton ANnihilation in DArmstadt)
experiment [33] will be located at the FAIR (Facility for
Antiproton and Ion Research) complex under construction
in Darmstadt, Germany. The physics programme is dedi-
cated to hadron physics. Apart from hadron spectroscopy
in the charmonium and light quark regime, nucleon struc-
ture and hypernuclear physics will be studied. Moreover,
e.g. in-medium modifications of charm in nuclear mat-
ter and physics of strangeness production are part of the
programme.
2.1 The facility for antiproton and ion research
The FAIR accelerator complex is built to extend the ex-
isting GSI (Helmholtzzentrum für Schwerionenforschung
GmbH) facilities. It will provide particle beams for four
main experimental pillars, one of which is the PANDA
experiment dedicated to hadron physics. At FAIR, a new
proton LINAC will pre-accelerate protons to 70MeV and
feed them to the existing SIS18 synchrotron ring with a
bending power of 18Tm that will further accelerate them
to 3.7GeV/c and inject them subsequently into a new,
larger synchrotron SIS100 (bending power of 100Tm), fur-
ther accelerating them to about 30GeV/c.
The 30GeV/c proton beam will hit a copper target
acting as the antiproton production target. Time averaged
production rates in the range of 5.6 × 106 to 107 antipro-
tons are expected. Magnetic horns are then used to filter
the antiprotons of 3.7GeV/c, which are then collected and
phase-space cooled in the Collector Ring (CR), then trans-
ferred and, in the final setup stored in the Recycled Exper-
imental Storage Ring (RESR). In the initial start-up phase
of FAIR operation, without the RESR, the accumulation
of the antiprotons will be done in the High Energy Stor-
age Ring (HESR), resulting in a reduced luminosity being
about a factor of ten lower than the nominal design value.
Finally, the 3.7GeV/c antiprotons are injected in the
HESR, equipped with stochastic cooling, where they are
collected and the beam is cooled. Here, they can be de-
accelerated or further accelerated, covering a range of de-
liverable antiproton momenta for the PANDA fixed-target
experiment between 1.5GeV/c and 15GeV/c. The full
setup is designed to provide an antiproton beam of up
to 1011 antiprotons per filling and an instantaneous peak
luminosity reaching up to 2 × 1032 cm−2 s−1. This allows
for the accumulation of an integrated luminosity of 2 fb−1
in about five months.
2.2 The PANDA detector
The proposed PANDA multi-purpose detector [33–40] as
shown in fig. 1 will be located at the HESR. It consists of
the target spectrometer surrounding the target area and
the forward spectrometer for the detection of particles pro-
duced in the forward direction and thus being detected at
central rapidities. Almost 4π geometrical acceptance will
be covered, as particularly needed for measurements for
partial-wave decomposition.
The antiprotons of momenta between 1.5GeV/c and
15GeV/c delivered by the HESR together with the tar-
get protons at rest translate into centre-of-mass energies
in the range of 2.2GeV < Ecms < 5.5GeV. The antipro-
ton beam will impinge on a fixed target, being either of
cluster-jet or frozen hydrogen pellet type for the pp̄ annihi-
lation programme. In addition, internal targets of heavier
gases, such as deuterium, nitrogen or argon will be avail-
able for the p̄A studies. At a later stage, in particular for
the planned hypernuclear experiments, non-gaseous nu-
clear targets will also be used, such as carbon fibres, thin
wires or target foils.
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The Micro Vertex Detector (MVD), surrounding the tar-
get region, will provide precise vertex position measure-
ments of about 50μm perpendicular to and 100μm along
the beam axis. It consists of silicon pixel and strip sensors.
Tracking with a transverse momentum resolution dpT/pT
of better than 1% will be provided by Gas Electro Mul-
tiplier (GEM) planes and a Straw Tube Tracker (STT)
combined with the MVD and the field of the 2T solenoid
magnet. Particle IDentification (PID) of pions, kaons and
protons will be performed via two Detection of Internally
Reflected Cherenkov Light (DIRC) detectors and a Time-
Of-Flight detector system (TOF). State-of-the-art photon
detection as well as separation between electrons and pi-
ons will be performed with an Electromagnetic Calorime-
ter (EMC) equipped with 17200 PbWO4 crystals. Muon
PID will be provided by the muon detector system sur-
rounding the solenoid magnet.
The forward spectrometer covers polar angles below
10 and 5 degrees in the horizontal and vertical plane, re-
spectively. It comprises a forward tracking system (FTS)
of three pairs of straw tube planes (each of the six sta-
tions equipped with four layers) before, inside and be-
hind the 2Tm dipole magnet. An Aerogel Ring Imaging
Cherenkov Counter (FRICH) and a Forward TOF system
(FTOF) will be used for PID and the Forward Spectrome-
ter Calorimeter (FSC) provides photon detection and elec-
tron/pion separation. A Forward Range System (FRS)
and the Luminosity Detector (LMD) complete the forward
spectrometer.
Since event rates of up to 20MHz are expected, the
PANDA experiment will feature a triggerless readout. Re-
actions of interest will be selected online by complex algo-
rithms running on compute nodes during data acquisition
in order to maximise the fraction of events of interest to be
recorded. Especially, the exemplary channel under study
in this paper, i.e. the signature of a J/ψ decaying to a
high momentum lepton pair, benefits from this online fil-
tering system. Significant background suppression at even
highest expected event rates will be achieved.
2.3 Resonance energy scans with PANDA/HESR
The procedure of measuring the energy-dependent cross-
section of a specific process over a certain range of centre-
of-mass energies by adjusting (at high precision) the
beam momentum is called a resonance energy scan. Such
scan procedure is illustrated in fig. 2. The true energy-
dependent cross-section is determined from the exper-
imentally observed event yields at each centre-of-mass
energy, by unfolding the (precisely known) beam energy
profile.
Driving parameters for the resultant sensitivity perfor-
mance for such a measurement are the number of recon-
structed events per scan point, and thus the integrated
luminosity L, and the beam momentum spread dp/p, at
which the antiprotons will be delivered by the HESR. We
consider three different scenarios as they are expected for
the different phases of the accelerator completion, see ta-





Fig. 2. Schematic of a resonance energy scan. The true energy-
dependent cross-section (dashed red line), the beam energy
profile (dotted blue line), the measured event yields (markers),
and the effective measured energy-dependent event yield (solid
black line) are illustrated.
Table 1. Momentum spreads dp/p, beam-energy resolutions
dEcms and integrated luminosities L (at
√
s = 3.872 GeV) of
the three different HESR operation modes [41].
HESR mode dp/p dEcms [keV] L [1/(day · nb)]
HL 1 · 10−4 167.8 13680
HR 2 · 10−5 33.6 1368
P1 5 · 10−5 83.9 1170
the High Luminosity (HL) mode of the final accelerator
setup with expected dp/p = 1 · 10−4 and L ≈ 13680
(day ·nb)−1, there will be the High Resolution (HR) mode
with a dp/p about a factor of five more precise and an
integrated luminosity about a factor of ten lower. For the
initial “Phase-1” (P1), the dp/p is expected to be about
another factor of two worse and the integrated luminos-
ity lower by about 15% than for the HR mode [42]. These
three different HESR operation mode scenarios in terms of
beam resolution and integrated luminosity are assumed in
this study and the resonance energy scans are performed
for each of them, respectively.
For the scan procedure itself, two accuracies are im-
portant. An initially set beam momentum can (after beam
calibration) be determined with 10−4 relative uncertainty.
The accuracy in relative beam adjustment (by frequency
sweeping) will be 10−6, which is also the accuracy ex-
pected for the accelerator to reproduce a certain beam-
momentum setting [43,44]. Both uncertainties are taken
into account accordingly as described in sect. 4.
2.4 Objectives of performed sensitivity studies
One goal of the energy-scan simulations is to study the
achievable sensitivity for a natural decay width (Γ0) mea-
surement with PANDA for different HESR operation
modes in a realistic and limited data-taking time. The
parameter Γ0 is determined by fitting a Voigt function,
a convolution of a Breit-Wigner function with a width
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Fig. 3. Functional dependence of the real part of the scattering
length (a) on the parameter Ef . The condition (a) = 0
defines the threshold energy Ef,th ≈ −8.5652 MeV, separating
between the X(3872) being a bound ((a) > 0) or virtual
((a) < 0) state [47,48].
Γ0 and a Gaussian with a standard deviation σBeam, ac-
counting for the spread in beam momentum. This study is
referred to as the Breit-Wigner Case in the following. The
work presented here for this case of a width measurement
extends and superceeds an initial preliminary study [45],
in which just one input width for one assumed parameter
set was addressed.
The narrow X(3872) state used as an example here,
is among others debated to be a loosely bound (DD̄∗)0
molecule or a virtual scattering state effectively created by
threshold dynamics [46]. As a consequence, the line shape
would in such a scenario differ significantly from that of a
simple Breit-Wigner-like resonance shape. It depends on
the given decay channel (here J/ψ π+π−) and on the dy-
namic Flatté parameter Ef [47,48] (corresponding to the
inverse scattering length γ in [49]) that determines the na-
ture of being either a bound or a virtual state. Therefore,
we secondly study the sensitivity to distinguish between
the two natures via the key parameter Ef (fig. 3). This
study is referred to as the Molecule Case in the following.
Examples of true physical and beam-resolution con-
voluted line shapes are shown for illustration for both,
Breit-Wigner and Molecule Cases in fig. 4.
3 Event simulation and reconstruction
All Monte Carlo (MC) event simulations and recon-
struction have been performed within the Geant-based
PandaRoot software framework [50]. The generated and
simulated MC data are reconstructed to extract the recon-
struction efficiencies for signal and for background events,
as needed as input for the realistic simulation of the reso-
nance energy scan (sect. 4). Since the energy-scan window
only ranges up to a few MeV, we considered a constant
reconstruction efficiency for the different energy points
Ecms,i of a given scan range. The MC signal and back-
ground data are all generated at Ecms = 3872MeV.
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Fig. 4. True physical (dashed red) and beam-resolution con-
voluted line shapes (solid black) for different examples of
Breit-Wigner widths Γ0 ((a), (b)) and Ef,0 parameters for the
Molecule Case ((c), (d)), shown here for σS,0 = 50nb.
Table 2. Number of simulated signal and background events.
Type Description Generated events
S
p̄p → J/ψ ρ0 → e+e−π+π− 98 k
p̄p → J/ψ ρ0 → μ+μ−π+π− 100 k
NR
p̄p → J/ψ(→ e+e−) π+π− 100 k
p̄p → J/ψ(→ μ+μ−) π+π− 99 k
gen
DPM (J/ψ → e+e−) 9.6 B gen./10 M sim.
DPM (J/ψ → μ+μ−) 8.9 B gen./10 M sim.
3.1 Monte Carlo event generation
Signal events. The reactions of interest are those with
an intermediate X(3872) produced in formation, p̄p →
X(3872). It is reconstructed in the decay channels
X(3872) → J/ψ ρ0 → e+e−π+π− and (1)
X(3872) → J/ψ ρ0 → μ+μ−π+π−, (2)
which both offer a good suppression of light hadronic back-
ground due to the particular kinematics of the rather
heavy J/ψ decaying into two light leptons. The signal
events (S) with the subsequent decay J/ψ → l+l− have
been generated with EvtGen [51], see table 2.
Non-resonant J/ψ background. There is no simple possi-
bility to distinguish between reactions p̄p → X(3872) →
J/ψ π+π− (with intermediate resonant formation) and
p̄p → J/ψ π+π− (non-resonant). This is because the total
centre-of-mass energy Ecms is the same in the resonant and
non-resonant (NR) decay mode. The distribution of the
invariant mass of the reconstructed exclusive system pro-
vides no more information than the total energy resolution
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Fig. 5. Di-muon vs. di-pion invariant mass spectra after a kinematic 4-constraint fit for the three different event types. Two-
dimensional distributions of the reconstructed events in mfit(μ
+μ−) vs. mfit(π
+π−) for signal events (left), generic hadronic
background (centre) and non-resonant J/ψ background without intermediate ρ0 (right) after pre-selection. The correlation
between the variables is clearly visible.
introduced by the reconstruction based on the detectors.
The mass of the J/ψ subsystem in each case should there-
fore be essentially identical, this correlation can directly
be seen in fig. 5. As a consequence, this kind of background
must be taken into account. Even if being produced with a
rather low cross-section, it cannot completely be separated
from true signal events. Given the signal events would al-
ways comprise an intermediate ρ0(770) (as assumed here),
a handle for separation is given by the different kinemat-
ics for ρ0(770) → π+π− as compared to the non-resonant
π+π− production.
In order to investigate the impact, non-resonant J/ψ
background events have accordingly been generated, sim-
ulated and reconstructed (table 2). The effect of non-
resonant events that include an intermediate ρ0(770) is
accounted for by a systematic error (sect. 4.4). Interfer-
ence effects between signal and non-resonant amplitudes
have not been considered in this study. The assumed signal
cross-sections can be considered as effective cross-sections,
including interferences.
Generic hadronic background. The total inelastic cross-
section σp̄p→hadrons is about a factor 106 larger than the
assumed signal cross-sections (table 4, sect. 4.1). There-
fore, generic (gen) background reactions (predominantly
producing light hadrons), although comprising different
final state particles, can produce a significant contamina-
tion via the effect of missing, secondary as well as misiden-
tified particles.
The simulation of generic hadronic reactions is based
on the Dual Parton Model (DPM) generator [52]. In or-
der to achieve a signal-to-background ratio S/B > 1, the







· BJ/ψ · BX > 1
(3)
⇒ εB < 6.5 · 10−10,
when one assumes reasonable numbers (table 4, sect. 4.1)
for the signal and background production cross-sections of
σS,0 = 50nb and σB = 46mb, a signal reconstruction effi-
ciency of about εS = 10%, branching fractions BJ/ψ :=
B(J/ψ → 	+	−) = 12%, and BX := B(X(3872) →
J/ψ π+π−) = 5% as concluded from [53–56]. To measure
εB with at least one residual reconstructed background
event Brec ≥ 1, the minimum number of simulated generic






6.5 · 10−10 = 1.5 · 10
9. (4)
The above calculation shows the number of events
needed is larger than one billion and implies in addi-
tion, that all except (at least) one background events
are rejected, putting a quite demanding requirement to
the selection process. To reduce the CPU-wise effort, we
apply a pre-filter already at the generator level select-
ing only those events with at least four tracks t, out of
which two tracks with opposite charge create an invariant
mass within [2.8 < m(t+t−) < 3.3]GeV/c2 as input for
the Geant-based MC simulation and further reconstruc-
tion. This saves the computing time spent for simulating
events with the di-lepton mass incompatible with a J/ψ.
The number of events that effectively needs to be sim-
ulated and reconstructed is hereby reduced by about a
factor of 1000, i.e. the 107 simulated and reconstructed
generic background events correspond to about 1010 gen-
erated events as quoted in table 2, see also fig. 6.
3.2 Event selection
All four-particle combinations of two oppositely charged
lepton and two oppositely charged pion candidates are
reconstructed, combined and a four-constraint (4C) kine-
matic fit to the initial p̄p system is performed. For the lep-
ton candidates, the PID probabilities PPID (based on all
PANDA PID detectors) are required to fulfil PPID(e) >
0.95 and PPID(μ) > 0.99, and a cut on the resul-
tant χ24C(e
+e−π+π−) < 200 and χ24C(μ
+μ−π+π−) <
100 is applied, respectively. In order to optimise the
selection, further cuts have been studied and applied.
The J/ψ → e+e− decay is selected by a cut on











































Fig. 6. Reconstructed invariant di-lepton mass distribution for
the muon (left) and electron (right) channel for signal (black),
non-resonant (blue) and generic DPM background (red) MC
data, after final selection. The mass ranges shown have been
chosen to be about ±10σ around the J/ψ and define the regions
of interest for the maximum-likelihood fits performed (sect. 4).
Table 3. Reconstruction efficiencies as obtained from Geant-
based detector MC simulation.
X(3872) → J/ψπ+π− εS εB,gen εB,NR
J/ψ → e+e− 12.2% 1.0 · 10−10 2.8%
J/ψ → μ+μ− 15.2% 4.5 · 10−10 3.0%
the invariant mass of |mfit(e+e−) − 3.095GeV/c2| <
0.2GeV/c2 and mfit(e+e−) + mfit(π+π−) > 3.77GeV/c2
is requested for the sum of the two invariant masses,
the latter implicitely selects the ρ0(770). The four-
particle momentum is restricted to pcms(e+e−π+π−) <
0.4GeV/c, and the di-lepton opening angle is requested
to be  (pe+ , pe−) < 2.1 rad. For the J/ψ → μ+μ−
channel, the J/ψ mass window cut |mfit(μ+μ−) −
3.097GeV/c2| < 0.16 GeV/c2, the mass sum cut
mfit(μ+μ−) + mfit(π+π−) > 3.78GeV/c2 and the one on
the di-lepton opening angle of  (pμ+ , pμ−) < 2.1 rad are
similarly applied. In the muon case, an additional cut on
the event sphericity [57] requested to be < 0.11 further
improves S/B.
The reconstruction efficiencies after event selection are
summarised in table 3. They are significantly lower for
the e+e− channel due to final-state radiation not being
completely recovered in the 4C kinematic fit. In order to
determine the J/ψ yields needed for our approach of line
shape measurements (sect. 4), the J/ψ mass window cuts
on the di-lepton masses are not tightened, they correspond
to about ±10σ for both channels (fig. 6).
4 Simulation of resonance energy scans
For simulating a resonance energy scan, the correspond-
ing reconstruction efficiency εi, the integrated luminosity
at each scan point Ecms,i and the effective cross-section
σ∗(Ecms,i) are needed as input. The expected signal yield
is determined from
Ni = σ∗(Ecms,i) · εi · Li · fB, (5)
Table 4. Summary of parameter settings under consideration.
Input parameter Assumed value (s)
B(X → J/ψ ρ0) 5% [56,58,59]
B(J/ψ → e+e−) 5.971% [30]
B(J/ψ → μ+μ−) 5.961% [30]
B(ρ0 → π+π−) 100% [30]
σS
50 nb [54–56]
[20, 30, 75, 100, 150] nb
σB,gen 46mb [53]
σB,NR 1.2 nb [60]
Total scan time tscan 80 d
No of scan points Nscan 40
Breit-Wigner, ΓX
[50, 70, 100, 130,
180, 250, 500] keV
Line shape, Ef
−[10.0, 9.5, 9.0, 8.8,
8.3, 8.0, 7.5, 7.0] MeV
where Li is the integrated luminosity accumulated at the
i-th energy scan point Ecms,i and fB stands for the prod-
uct of all involved branching fractions of the reconstructed
decay. The observable line shape is given by the convolu-





σ(E′;P ) · G(E − E′;σbeam) dE′. (6)
Together with an appropriate background description
function B(E), one can fit this function to the final energy-
dependent distribution to extract the absolute cross-
section σS and the parameters P of interest. In case one
is not interested in the absolute cross-section, this func-
tional shape can be fitted directly to the measured (here
simulated) event yields Ni to extract the (resonance) pa-
rameters, cf. fig. 2.
For our study, a (random) jitter of 10−4 is applied as
uncertainty for setting the first energy scan point, whereas
a relative uncertainty of 10−6 is applied when setting all
further energy scan points relatively to the previous one.
This is done for each performed energy scan measurement,
respectively, taking into account the nominal HESR spec-
ifications, cf. sect. 2.3.
4.1 Physics parameter space
The simulation of a scan measurement requires assump-
tions on unknown physics quantities, such as the signal
production cross-sections σS and natural decay widths
Γ0 or line shape parameters Ef . Based on the foreseen
HESR parameters (sect. 2.3), a multidimensional param-
eter space of possible scenarios is investigated in this sen-
sitivity study. A summary of the physics parameters that
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were considered in the analyses are given in table 4, where
applicable together with the relevant references.
Since we use the example of the directly in forma-
tion produced X(3872) → J/ψ ρ0(770), the corresponding
branching fraction is essential for the expected number
of reconstructed events. To date, this branching frac-
tion is experimentally restricted to 2.6% < B(X →
J/ψ π+π−) < 6.6% [56]. Following [58] and assuming
the decay populates this final state predominantly via
J/ψ ρ0(770), as suggested by the observed di-pion spec-
tra [59], a value of B(X → J/ψ ρ0(770)) ≡ B(X →
J/ψ π+π−) = 5% is assumed for this study, corresponding
to about the centre of the experimentally restricted range.
In order to estimate the number of signal events for a
given integrated luminosity, an assumption about the peak
production cross-section σp̄p→X(3872) := σS,0 is required.
Since no direct measurement of this number exists yet, we
compute an estimate via crossing symmetry by using the










(E − ER)2 + Γ 2/4
]
Bi · Bf ,
(7)
where i represents the initial state system, f the final state
system, R the formed resonance (here the X(3872) := X),
k2 = (M2X − 4m2p)/4 the squared break-up momentum for
the resonance mass MX and the proton mass mp, and B
the corresponding branching fractions of R going to either
i and f .
For the initial state p̄p, we evaluate eq. (7) using
the upper limits on B(X → p̄p)/B(X → J/ψ π+π−) <
6.3 · 10−4 [55] and B(X → J/ψ π+π−) < 6.6% at the res-
onance position E = ER = MXc2 for the (proton) spins
S1 = S2 = 1/2 and JX = 1. We obtain an upper limit on
the signal production cross-section σS < 52.8 nb. Apart
from this value of ≈ 50 nb based on actual experimen-
tal measurements, we further assume smaller and larger
input cross-sections to cover a larger range, and thus ad-
dress achievable sensitivities also for other possible states
of interest in the future.
We have chosen a reasonable dedicated data taking
time of in total tscan = 80 days for one energy-scan
measurement, equally shared for Nscan = 40 different
center-of-mass energies, means two days of data taking per
Ecms,i. The scan points are equidistantly distributed over
a given energy scan range, resulting in scan point distances
between about dEcms ≈ 30 keV and dEcms ≈ 200 keV, de-
pending on the given input parameters and physics case.
Given the experimental upper limit of 1.2MeV on the
natural decay width of the X(3872) (sect. 1), we have
chosen seven input values for Γ0 in the sub-MeV range,
covering a few tens up to a few hundreds of keV for the
Breit-Wigner Case. For the Molecule Case, the distinction
of the nature becomes experimentally challenging for Ef
parameters close to Ef,th, wherefore we also chose here
several input values Ef,0 covering a sub-MeV range around
Ef,th.
Fig. 7. By fitting the yield of J/ψ in the di-lepton candidate
mass distribution (left), one is able to remove the flat generic
DPM background Bgen (red) and keeps contributions from the
non-resonant backgrounds BNR (blue) in form of a constant
background contribution in the result of the energy-dependent
cross-section (right).
For each simulated scan experiment, we set the input
values according to table 1 and table 4 and perform the full
procedure, simulation and analysis as described in the fol-
lowing (sects. 4.2–4.4), to extract the sensitivity for each
combination of the accelerator scenario (table 1), the in-
put signal cross-section and the physics input parameter
Γ0 or Ef,0 for the Breit-Wigner and the Molecule Case,
respectively (table 4).
4.2 Simulation and extraction of energy-dependent
event yields
In order to measure the energy-dependent cross-section,
we need to determine the numbers of signal events at
the different centre-of-mass energy positions Ecms,i as de-
scribed above. Since we do not have real data, we simulate
these event yields, which in turn are extracted from the
simulated data for our sensitivity studies.
After event selection, the data is composed of sig-
nal, non-resonant background and generic background
events. Since all these remaining events fulfill the 4C fit
(sect. 3) they contribute to a peak in the 	+	−π+π− in-
variant mass spectrum. In the di-lepton invariant mass,
however, the generic background is flat and can thus be
separated (fig. 7, left). Therefore, we measure the J/ψ
signal peak content by a maximum-likelihood (ML) fit
to the invariant di-lepton mass distribution that delivers
the p̄p → J/ψπ+π− event yield at a given scan point
Ecms,i. The resultant energy-dependent event yield dis-
tribution (fig. 7, right) still comprises some non-resonant
background contribution that can be described by an ad-
ditional constant in the fit function, while the rather flat
generic background is not present anymore.
The following procedure is applied to simulate the ex-
pected event rates for further analysis. First, we compute
the expected number of observed signal and background
events according to eq. (5), where we use the reconstruc-
tion efficiencies determined by the Geant-based MC simu-
lation and reconstruction (fig. 6) described in sect. 3 and
listed in table 3. We assume that all three signal and back-
ground efficiencies are constant, i.e. εi = ε, across the
rather narrow energy scan window.
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Fig. 8. Determination of the probability density function
needed to describe event distributions with J/ψ (left) and with-
out J/ψ (right) for the maximum-likelihood approach to de-
termine the energy-dependent event yields. The latter distri-
bution is based on a less tight event selection as compared to
the final selection, in order to be able to extract a well defined
background shape (right).
Furthermore, we need the probability density func-
tions (PDF) of the di-lepton candidate mass distributions
for signal and background events. The similarity of the
distributions for the two leptonic decay channels allows
for a common PDF description for events with (S, NR)
and without (gen) J/ψ resonance. The PDFs are also ex-
tracted from the reconstructed Geant-based MC data. The
PDFs for events from signal and non-resonant background
(fig. 8, left) are taken from the di-lepton spectra of the
J/ψ → e+e− channel, which due to the slightly worse
resolution is more conservative. The generic background
PDFs (fig. 8, right) are taken from J/ψ → μ+μ−, since
the higher remaining number of events allows for a better
determination of the background shape.
For each energy scan point Ecms,i, a Poisson random
number for the expected event yield is generated, again
for each of the three different event types (S, NR, gen),
respectively, and the di-lepton spectra are generated with
these numbers of entries distributed according to the cor-
responding PDFs. The in this way simulated distributions
of the di-lepton spectra are then fitted via an unbinned ML
method to extract the corresponding yield of J/ψ events,
using RooFit [61], with the signal and background shapes
fixed to those of the PDFs, just leaving the relative event
fractions floating.
Finally, the convolved line shape plus constant back-
ground level (to account for the non-resonant background)
A · σ∗(Ecms, P ) + abg is fitted to the resultant energy-
dependent event yield distribution to extract the param-
eter P of interest for the two line shape scenarios under
study, namely either Γ0 or Ef . A is the overall amplitude
parameter of the fit.
Figure 9 shows as an example the different steps for an
assumed input Breit-Wigner width of Γ0 = 130 keV. The
individually generated di-lepton spectra for all Ecms (here,
for illustration purposes only 20) are shown (fig. 9(a)),
from which the J/ψ yields are extracted to the resultant
energy-dependent event yield distribution that is overlaid
with the fitted line shape, here a Breit-Wigner function
(fig. 9(b)). The distribution of the resultant fit parameter,
here the decay width Γ0, from 1000 performed simulations
of this kind with subsequent fit are shown (fig. 9(c)). The
achievable precision is estimated by the root-mean-square
(RMS) of the corresponding distribution of results for each
case, i.e. the example input value of Γ0 = 130 keV leads
to a measured value of Γmeas = 132.0 ± 25.5 keV.
The above procedure based on i = Nscan = 40 en-
ergy scan points has been simulated using the reconstruc-
tion efficiencies (table 3) for the different HESR operation
modes (table 1) for each combination of the various signal
input assumptions (Γ0, σS) or (Ef,0, σS) as summarised in
table 4.
4.3 Figure of merit for performance studies
Based on the distributions of the fit results (i.e. for the
measured Γ in the Breit-Wigner Case and Ef in the
Molecule Case, respectively) from the many MC simulated
scan experiments, as exemplarily illustrated in fig. 9(c), we
define our figures-of-merit as follows.
For the Breit-Wigner Case, the obtained sensitivity
is the relative error level ΔΓmeas/Γmeas of the measured
width, defined as the ratio of the RMS and the mean value
(Mean) shifted by the input width Γ0, both taken from the







For the Molecule Case, we define the sensitivity as
the misidentification probability Pmis of the nature of the
state. It is determined by computing the fraction of Ef fit
results being on the “wrong side” of the threshold energy
Ef,th, cf. sect. 2.4:
Pmis = Nmis/NMC (Molecule Case), (9)
where NMC is the total number of MC simulated scan ex-
periments performed per parameter setting, and Nmis is
the number of MC experiments with the resulting fitted
value Ef,meas found on the opposite side of the threshold
Ef,th with respect to the corresponding input value Ef,0,
leading to misidentification of the true nature of the state,
i.e. confusing the bound with the virtual state scenario
and vice versa. This is illustrated in fig. 10, where the dis-
tribution of the fit results is exemplarily shown for a simu-
lated bound state with input parameter Ef,0 = −9.0MeV.
The Breit-Wigner sensitivity results are plotted for
each HESR running mode (table 1, sect. 2.3) vs. the input
parameter Γ0 for each signal cross-section σS,0 (table 4,
sect. 4.1) in fig. 11. The sensitivity for the distinction be-
tween a molecular bound (Ef,0 < Ef,th) and a virtual
(Ef,0 > Ef,th) state as obtained, again, for each HESR
running mode (table 1, sect. 2.3) vs. the input Flatté pa-
rameter Ef,0 for each signal cross-section σS,0 (table 4,
sect. 4.1) are summarised in fig. 12.
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Fig. 9. Illustration of a scan process for the parameter setting: σS = 100 nb, Γ0 = 130 keV, 20 energy scan positions (step
size dE ≈ 50 keV), 2 days of data taking per position, HR mode. The set of 20 small plots (a) represent the energy-dependent
simulated distributions (going from left to right, top to bottom step-wise through the energy range (E−E0) shown in (b)) of the
reconstructed invariant di-lepton candidate mass containing signal, non-resonant and generic DPM background contributions.
(b) shows the resultant energy-dependent yield distribution fitted with a function to extract the parameter of interest, here the
Breit-Wigner width Γ , around the nominal centre-of-mass energy E0 = 3.872 GeV. (c) shows the distribution of this extracted
parameter compared to the input value Γ0 for 1000 toy MC experiments, allowing the determination of the expected precision
(root-mean-square of the distribution) and the accuracy (shift of the distribution). The additional Gaussian function that is
fitted to the distribution indicates proper statistical conditions.
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Fig. 10. Misidentification fraction for the Molecule Case sen-
sitivity study. Exemplarily shown is the distribution of the fit
results for the cross-section assumption σS,0 = 100 nb and the
HESR running mode HR for Ef,0 = −9.0 MeV. The vertical
dashed line marks the threshold energy Ef,th ≈ −8.5652 MeV,
where the bound state (Ef < Ef,th) turns into a virtual state.
The fraction on the right-hand side of the threshold adds up
to Nmis = 19.
Table 5. Sources of systematic uncertainties.
Source Estimated error σ Total for FS
tracking 1%/track 4%
PID 1%/identified track 2%
kinematic fit 1% 1%
bkgd shape 2% 2%
B(J/ψ → l+l−) 0.54% 0.54% [30]
luminosity 1% 1%
Total 5.13%
4.4 Treatment of systematic uncertainties
For estimating the systematic uncertainties, all relevant
and, in lack of real data, reasonable sources of uncertain-
ties as listed in table 5, partly inspired by a recent com-
parable BESIII publication [62], are taken into account,
adding up to a total uncertainty of about 5%. They are of
different types, and affect the analysis differently.
Correlated and uncorrelated systematic errors. The un-
certainties introduced by tracking and particle identifica-
tion affect all data sets and types in the same way. They
quantify differences between reconstruction efficiencies in
“real” and MC data, affecting the number of reconstructed
events for signal, hadronic background and non-resonant
J/ψ background data sets, and are thus correlated, also
for all different data sets “recorded” at the different Ecms
scan points. The resultant event yields at all Ecms are ac-
cordingly scaled by a common factor, while the systematic
errors contribute independently to the error of Ni at each
energy scan position.
The systematic errors introduced by the 4C kinematic
fit, the background shape description as well as the ones on
the measured J/ψ → μ+μ−, e+e− branching fractions (ta-
ble 5) affect only the determined J/ψ yields, and not those
of the hadronic background levels. They affect, i.e. scale,
the simulated signal and non-resonant background event
yields only, and, again, in the same way for all recorded
data sets. Consequently, no systematic error contribution
is added to the statistical errors of the individual event
yields.
The uncertainty on the luminosity is the only error en-
tering our measurements that affects the data sets at the
different centre-of-mass energies independently. Therefore,
the event yields obtained at the different energy positions
are scaled individually. In consequence, the luminosity er-
ror is the only source accounted for in the error bars of
the individual event yields.
The resultant systematic uncertainties are determined
applying the full analysis procedure in the following way.
As for the expected statistical precision (fig. 9(c)), we re-
peat once more the scan simulations and cross-section fits
1000 times per parameter setting. Here, the parameters af-
flicted with uncertainties are randomly varied within the
corresponding systematic errors, affecting the simulated
expected event yields fit by fit, so that the impact of the
systematic uncertainties is taken into account in the sub-
sequently extracted RMS of these fit result distributions.
We take the absolute difference |Γmeas−Γmeas, incl.syst.|
or |Ef,meas − Ef,meas,incl.syst.| as systematic error estimate
and add it in quadrature to the statistical one. In the sum-
marising sensitivity plots (figs. 11 and 12), the systematic
uncertainties are given by the outer error bars.
In summary, we conclude that the effect of system-
atic uncertainties is not significant. This is expected be-
cause most of the systematic error sources lead to com-
mon scaling factors for all scanned event yields. This does
not change the signal line shape, and affects the statis-
tical uncertainties only insignificantly. We estimate this
effect of a common scaling of all yields by about 5%
(assuming all systematic errors given in table 5 are un-







1.05 ≈ 1.025) in the statistical error
of each yield. We conclude that this contribution is thus
negligible.
Uncertainty due to generic hadronic background. There
is an uncertainty in our sensitivity study results due to
the fact that our generic hadronic background MC sam-
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Fig. 11. Sensitivity measurements for the Breit-Wigner Case study. Shown are the obtained sensitivities as a function of the
assumed natural decay width Γ0 of the state under study for the six different signal cross-section assumptions, each for the three
different HESR running modes. The inner error bars represent the statistical and the outer ones the systematic errors, and the
bracket markers indicate the estimated corresponding numbers for the case of generic hadronic and non-resonant background
upscaling (on the data points, ignoring statistical and systematic errors) according to [63].
ples (type “gen” in table 2) are (CPU-wise) limited, cf.
sect. 3.1. In consequence, the residual number of generic
background events after event selection is quite small
(NB,ee = 1, NB,μμ = 4) due to the high background sup-
pression of order εB,gen ≈ 1 · 10−10 (table 3), introducing
uncertainties concerning the generic background levels es-
timated here vs. the anticipated future analysis of real
data.
In order to investigate the impact, the number of
generic background events is scaled up by a factor deter-
mined from the 90% confidence level upper limit (UL90)
for the actual count numbers, according to [63]:
NB,ee = 1 ⇒ UL90(NB,ee) ≈ 4 ⇒ εupB,ee = 4 · εB,ee,
NB,μμ = 4 ⇒ UL90(NB,μμ) ≈ 8 ⇒ εupB,μμ = 2 · εB,μμ.
Applying these factors on the background reconstruction
efficiencies and re-performing the 1000 MC scan exper-
iments and fits, a conservative number for the figure of
merit is estimated. Practically, the determined J/ψ yield
at each energy scan point is affected by the increased back-
ground Bgen, the efficiency-weighted mean value of the
scaling factors is εupB,gen = (4 · εB,ee + 2 · εB,μμ)/(εB,ee +
εB,μμ) ≈ 2.4, cf. table 3. The uncertainty of the DPM
model itself is difficult to estimate. As indicated by a com-
parison between DPM [52] predictions and HERA cross-
section measurements [53], showing for typical background
channels of e.g. p̄p → 2π+2π− or p̄p → 2π+2π−π0 that
DPM overestimates the experimental data by a factor 2–3,
we assume it here to be well covered by the error estimate
for the upscaling. In this respect, the resultant sensitivi-
ties for the resonance energy scan measurements are rather
conservative.
Uncertainty due to non-resonant background. Another
limitation of our study is the assumption that the di-pion
system of the non-resonant background p̄p → J/ψπ+π−
(type “NR” in table 2) is never produced via an interme-
diate ρ0(770). Therefore, we performed the study again,
assuming this happens in 50% of the cases, leading to
background events being kinematically indistinguishable
from signal events. To account for the impact, the recon-
struction efficiency for the non-resonant background εB,NR
is scaled up to the average of the original value (with-
out ρ0(770)) and the one of the signal reconstruction effi-
ciency εS (with ρ0(770)), separately for the electronic and
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Fig. 12. Sensitivity measurements for the Molecule Case study. Shown are the obtained sensitivities in terms of the misiden-
tification probability Pmis as a function of the assumed Flatté parameter Ef,0 of the state under study for the six different
signal cross-section assumptions, each for the three different HESR running modes. The inner error bars represent the statistical
and the outer ones the systematic errors, and the bracket markers indicate the estimated corresponding numbers for the case
of generic hadronic and non-resonant background upscaling (on the data points, ignoring statistical and systematic errors)
according to [63].
the muonic J/ψ decays to (2.8% + 12.2%)/2 = 7.5% and
(3.0% + 15.2%)/2 = 9.1%, respectively.
The impact due to the effectively higher J/ψ yield dis-
connected from the resonant X(3872) production, i.e. the
higher background level in the scan graph (fig. 9(a)), is
estimated. For this purpose, an effective average scaling
factor of (7.5/2.8 + 9.1/3.0)/2 ≈ 2.9 is applied to εB,NR.
The upscaling is done at the same time as the upscal-
ing adressing the limited generic hadronic background de-
scribed previously.
Applying the factors and re-performing 1000 fits under
these modified conditions lead to more conservative results
for the extracted sensitivities. The bracket markers in the
summarising sensitivity plots (figs. 11 and 12) indicate
the corresponding numbers due to the upscaling of the
two background contributions according to [63].
Trendlines in sensitivity result plots. In order to roughly
guide the eye for inter- and extrapolations between the
actual “measured” data points (figs. 11 and 12), em-
pirical trendlines are fitted to the points (with errors).
The extrapolation to smaller input Γ0 (fig. 11), how-
ever, are lacking any serious basis and should be taken
with a “grain of salt”. For the trendlines of Pmis vs. Ef,0
(fig. 12), the empirical fit functions have been constrained
to Pmis = 50% at Ef,0 = Ef,th according to the statistical
definition. At Ef,th, the model itself does not distinguish
between virtual and bound states.
4.5 Discussion of results
The results of the performed sensitivity study for mea-
suring the natural decay width Γ0 of a Breit-Wigner
like line shape of the X(3872) are comprehensively sum-
marised in fig. 11, showing the obtained relative precision
ΔΓmeas/Γmeas (eq. (8)) vs. the input width Γ0 for the dif-
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Fig. 13. Sensitivity plot for a 33% relative error (3σ) Breit-
Wigner width measurement.
ferent HESR operation modes (P1, HR, HL) and signal
production cross-sections σS under study.
As it might be expected, the larger the input parame-
ter Γ0 and the input cross-section σS , the higher is the
precision of the measurement. For e.g. the anticipated
HL mode and σS = 50nb, the achievable, interpolated
relative uncertainty is about ≤ 10% for Γ0 ≥ 200 keV.
Here, the best performance is obtained as compared to
the other HESR operation modes P1 and HR for about
Γ0 ≥ 250 keV. For smaller widths (Γ0 < 250 keV), the HR
mode delivers superior precision of the width measure-
ments, whereas P1 shows clearly an inferior performance
over the full range, as expected.
In general, the most precise absolute width measure-
ments are obtained in the HR accelerator running mode
for smaller input widths of roughly less than Γ0 ≈ 200 keV,
only moderately depending on the given signal cross-
section assumptions σS studied. Otherwise, for input
widths larger than Γ0 ≈ 200 keV, the measurements based
on the HL mode perform best, independently of the given
σS . Even though based on the P1 mode (with reduced lu-
minosity and beam momentum resolution initially avail-
able) results of lowest precision are obtained for abso-
lute width measurements, still a sub-MeV resolution is
achieved over the full range of the covered (Γ0, σS) pa-
rameter space.
A compressed representation of the resultant sensitiv-
ities for the Breit-Wigner Case is shown in fig. 13. Ex-
tracted from fig. 11, the minimum Γ0, for which a 3σ
sensitivity (that is a ΔΓmeas/Γmeas = 33% precision)
is achieved in the absolute decay width measurement is
plotted vs. the input σS . Trendlines for inter- and extrap-
olation have again been added using some empirical ana-
lytical function.
The sensitivity results for the distinction between
bound vs. virtual nature of the X(3872) via the Flatté pa-
rameter Ef are summarised in fig. 12, where the misidenti-
fication probabilities Pmis (eq. (9)) vs. the assumed input
Ef,0 parameter are presented for the different HESR oper-
ation mode scenarios and signal production cross-sections
σS . The higher the difference between the assumed input
Ef,0 value and the threshold value Ef,th, and also, the
higher the assumed σS , the better the achievable perfor-
mance.
The Pmis expected for e.g. the anticipated HL mode
and σS = 50nb, turns out to be about ≤ 10% for e.g.
ΔEf := |Ef,0 − Ef,th| ≥ |(−8.91) − (−8.56)|MeV ≈
350 keV. Here, for σS = 50nb, the best performance is
achieved for the HL mode. This holds for the whole range
of input values Ef,0.
The HL accelerator running mode offers basically the
best performance for the Molecule Case studies. Only for
larger signal cross-sections σS ≥ 75 nb, the misidentifi-
cation probability of a virtual state being wrongly as-
signed to be a bound state Pmis,VB (i.e. data points for
Ef,0 > Ef,th), the HR mode appears to perform slightly
better for small ΔEf values (e.g. ΔEf ≈ 250 keV for
σS = 75nb).
Even though based on the P1 mode, the misidentifica-
tion probabilities achieved are the largest, still a correct
identification probability Pcor := 1 − Pmis of better than
about 90% for the nature type distinction is feasible for
the investigated signal cross-sections σS ≤ 50 nb, as long
as the ΔEf values are larger than about 775 keV (for input
bound state, means Ef,0 < Ef,th) and about 455 keV (for
input virtual state, means Ef,0 > Ef,th), respectively.
Also for the Molecule Case, the Pmis sensitivity results
are more compact represented (fig. 14) in terms of ΔEf vs.
σS extracted from fig. 12 at Pmis = 10%. These are shown
here separated for both cases, the misidentification of a
bound state being wrongly assigned to be a virtual state
Pmis,VB (fig. 12, left) and the one of a virtual state being
wrongly assigned to be a bound state Pmis,VB (fig. 12,
right), together with some empirical trendlines for inter-
and extrapolation.
For completeness, the full set of sensitivity numbers is
also summarised in tables 6 and 7 in the appendix.
5 Summary
A comprehensive feasibility study for resonance energy
scans of narrow states at PANDA has been carried out. Us-
ing the example of the famous, presumably exotic X(3872)
state, experiments for absolute decay width and line shape
measurements have been realistically simulated, analysed
and the projected performances are quantified.
For both cases, the Breit-Wigner and the Molecule
Case, and three anticipated HESR accelerator running
modes (P1, HL, HR), the resonance energy scan exper-
iments have been studied each for 40 energy scan points
and an assumed data-taking time period of two days per
point. Based on the nominal HESR performances, in-
cluding a realistic estimate of involved uncertainties, the
achievable performances have been provided using for the
physics input either experimental measurements where
available or realistic assumptions according to the exam-
ple state X(3872) and presently running experiments.
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Fig. 14. Sensitivity plot for a misidentification Pmis = 10% for the molecular line shape measurement, (left) bound molecular
state wrongly identified to be a virtual state (Pmis,BV) and (right) virtual state wrongly identified to be a bound molecular state
(Pmis,VB).
The outcome of the sensitivity study for the Breit-
Wigner Case for an input signal cross-section of σS =
50nb, in line with the experimental upper limit on
X(3872) → pp̄ provided by the LHCb experiment [55],
can exemplarily be summarised as follows. A 3σ precision,
ΔΓmeas/Γmeas better than 33%, is achieved for an assumed
natural decay width larger than about Γ0 = 40 keV (HR),
Γ0 = 80 keV (HL) and Γ0 = 110 keV (P1), respectively.
We find the HR mode superior for very narrow widths
smaller than about Γ0 = 180 keV over the investigated σS
range of [20–150] nb. A proof of principle for an experi-
mental distinction between the bound vs. virtual nature
with the PANDA experiment based on measurements of
line shapes characterised by the dynamical Flatté param-
eter Ef has been provided.
The achievable sensitivities in terms of misidentifica-
tion probability Pmis for such molecular line shape mea-
surements have been quantified. They can be summarised,
again for one (out of the six) assumed σS = 50nb, as fol-
lows. A 90% probability to correctly identify the nature
(bound or virtual) of the state for ΔEf larger than 300 keV
(HL), 400 keV (HR) and 700 keV (P1) can be expected, re-
spectively. We find the HL mode superior mostly over the
full investigated σS range of [20–150] nb.
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Appendix A.
Table 6. Top: sensitivities Δ(Γ/Γmeas) [%] for the Breit-Wigner Case (P1/HR/HL). Bottom: sensitivity uncertainties due to
generic hadronic and non-resonant background contributions, based on upscaling [%].
Γ0 [keV] 20 nb 30 nb 50 nb 75 nb 100 nb 150 nb
50 92.0 / 59.2 / 77.7 84.9 / 41.7 / 71.9 68.4 / 28.3 / 60.6 57.5 / 19.6 / 55.1 51.5 / 15.9 / 46.4 39.3 / 12.4 / 34.4
70 84.8 / 41.9 / 69.2 74.3 / 29.1 / 61.4 56.2 / 18.8 / 46.7 43.2 / 14.5 / 35.0 34.5 / 11.9 / 28.0 25.8 / 9.1 / 21.4
100 68.6 / 30.7 / 55.6 52.6 / 20.8 / 43.5 39.4 / 14.9 / 28.3 27.5 / 11.2 / 20.7 22.8 / 9.7 / 16.8 15.7 / 7.0 / 11.9
130 59.7 / 27.7 / 43.6 44.8 / 19.1 / 28.6 29.2 / 12.9 / 19.4 21.0 / 9.9 / 14.5 17.3 / 8.1 / 11.4 13.0 / 6.1 / 8.5
180 47.0 / 22.7 / 27.4 31.6 / 16.9 / 19.2 20.9 / 11.6 / 12.9 15.5 / 8.5 / 9.2 12.7 / 7.0 / 7.5 9.6 / 5.7 / 5.7
250 34.0 / 21.1 / 18.5 24.7 / 15.0 / 13.6 16.4 / 10.8 / 8.9 12.6 / 8.3 / 6.3 10.2 / 6.6 / 5.2 7.5 / 5.0 / 3.8
500 25.1 / 18.9 / 10.0 17.6 / 13.4 / 6.6 11.9 / 9.5 / 4.6 9.5 / 7.3 / 3.7 7.6 / 6.3 / 2.9 5.9 / 4.8 / 2.3
50 94.0 / 77.1 / 80.5 91.3 / 57.5 / 79.8 76.3 / 38.7 / 70.7 67.2 / 27.0 / 64.7 63.8 / 21.5 / 58.5 48.7 / 15.4 / 45.1
70 86.5 / 64.9 / 79.3 82.6 / 42.8 / 71.8 65.4 / 25.9 / 58.7 52.1 / 18.3 / 50.3 45.3 / 15.4 / 38.2 34.7 / 11.2 / 29.1
100 80.5 / 46.0 / 67.0 67.8 / 31.7 / 57.1 51.6 / 20.7 / 41.7 37.7 / 14.3 / 30.5 28.0 / 11.3 / 23.6 21.9 / 8.5 / 16.1
130 77.4 / 43.4 / 57.2 61.5 / 26.6 / 45.2 39.0 / 17.5 / 28.4 28.5 / 12.3 / 19.9 21.6 / 9.9 / 15.7 16.3 / 6.9 / 11.2
180 62.6 / 33.9 / 42.2 44.6 / 22.4 / 29.3 28.3 / 15.1 / 18.9 20.1 / 10.5 / 12.4 16.0 / 8.8 / 9.9 11.7 / 6.4 / 7.1
250 51.3 / 29.7 / 28.7 34.5 / 20.6 / 19.5 21.6 / 13.4 / 12.2 15.6 / 9.8 / 8.5 12.2 / 8.0 / 6.8 9.1 / 5.9 / 4.8
500 34.2 / 28.1 / 14.2 23.0 / 19.9 / 10.1 15.5 / 11.9 / 6.3 11.1 / 9.0 / 4.6 9.3 / 7.1 / 3.8 6.5 / 5.5 / 2.8
Table 7. Top: sensitivities in terms of misidentification probabilities Pmis [%] for the Molecule Case (P1/HR/HL). Bottom:
sensitivity upper limits due to generic hadronic and non-resonant background contributions, based on upscaling [%].
Ef0 [MeV] 20 nb 30 nb 50 nb 75 nb 100 nb 150 nb
−10.0 4.1 / 0.9 / 0.3 2.5 / 0.5 / 0.1 0.8 / 0.0 / 0.1 0.1 / 0.0 / 0.0 0.2 / 0.0 / 0.0 0.0 / 0.0 / 0.0
−9.5 10.4 / 4.4 / 2.9 8.5 / 2.7 / 1.2 3.1 / 0.3 / 0.4 0.6 / 0.0 / 0.0 0.2 / 0.0 / 0.0 0.0 / 0.0 / 0.0
−9.0 29.1 / 19.0 / 18.0 26.5 / 12.8 / 10.3 19.1 / 7.1 / 4.7 11.9 / 3.3 / 2.4 7.4 / 1.9 / 0.9 3.0 / 0.6 / 0.1
−8.8 44.3 / 36.7 / 31.5 37.1 / 30.3 / 23.1 34.6 / 23.5 / 15.4 28.1 / 14.2 / 9.6 20.4 / 10.0 / 6.9 14.8 / 6.4 / 3.4
−8.3 27.9 / 28.1 / 20.6 25.2 / 22.8 / 19.1 19.4 / 19.0 / 14.5 17.4 / 12.7 / 12.9 15.7 / 9.7 / 10.7 11.2 / 8.0 / 8.7
−8.0 17.7 / 11.2 / 3.4 11.9 / 7.2 / 2.0 5.4 / 3.1 / 1.4 2.2 / 1.4 / 0.5 1.6 / 1.7 / 0.1 0.6 / 0.5 / 0.0
−7.5 4.6 / 1.9 / 0.0 0.9 / 0.5 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
−7.0 0.8 / 0.5 / 0.0 0.0 / 0.2 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
−10.0 8.4 / 2.2 / 3.3 4.8 / 1.3 / 0.6 1.7 / 0.1 / 0.2 0.3 / 0.0 / 0.0 0.4 / 0.0 / 0.0 0.1 / 0.0 / 0.0
−9.5 20.3 / 7.6 / 8.1 11.5 / 5.1 / 3.7 6.9 / 1.6 / 0.9 2.8 / 0.0 / 0.4 0.9 / 0.3 / 0.2 0.1 / 0.1 / 0.1
−9.0 34.3 / 26.8 / 25.7 31.1 / 19.1 / 19.2 23.5 / 12.7 / 10.0 18.8 / 7.9 / 4.3 12.9 / 3.8 / 2.3 7.0 / 1.9 / 1.4
−8.8 46.8 / 38.4 / 43.5 41.1 / 36.8 / 30.4 37.5 / 27.2 / 24.5 34.4 / 23.0 / 14.7 29.2 / 15.8 / 9.0 19.7 / 11.5 / 6.9
−8.3 31.5 / 29.2 / 27.3 28.0 / 26.8 / 22.1 24.0 / 22.5 / 18.3 20.4 / 19.8 / 15.4 19.1 / 14.5 / 12.9 14.7 / 9.4 / 13.2
−8.0 19.3 / 17.2 / 9.2 16.8 / 12.6 / 4.4 11.2 / 7.2 / 1.6 6.2 / 2.6 / 0.8 3.4 / 3.7 / 1.0 1.2 / 0.8 / 0.1
−7.5 9.7 / 7.3 / 0.5 3.4 / 2.2 / 0.0 0.5 / 0.1 / 0.0 0.1 / 0.1 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
−7.0 3.1 / 2.0 / 0.0 0.2 / 0.6 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0 0.0 / 0.0 / 0.0
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