Surface winds are crucial for accurately modeling the surface circulation in the coastal ocean. In the present work, high-frequency (HF) radar surface currents are assimilated using an ensemble scheme which aims to obtain improved surface winds taking into account ECMWF (European Centre for Medium-Range Weather Forecasts) winds as a first guess and surface current measurements. The objective of this study is to show that wind forcing can be improved using an approach similar to parameter estimation in ensemble data assimilation. Like variational assimilation schemes, the method provides an improved wind field based on surface current measurements. However, the technique does not require an adjoint and it is thus easier to implement. In addition, it does not rely on a linearization of the model dynamics. The method is validated directly by comparing the analyzed wind speed to independent in situ measurements and indirectly by assessing the impact of the corrected winds on model sea surface temperature (SST) relative to satellite SST.
Introduction
During the last decade, an increasing number of high-frequency (HF) radar systems have been installed around the world (see Barrick et al (1977) for early accounts of the technique). These installations provide surface current measurements over a relatively large area (with a typical range of several hundreds of kilometers) of the coastal ocean. HF radar measurements are a very valuable data set to constrain regional and coastal models by data assimilation. Most studies use a sequential scheme to assimilate these surface currents. The covariances are either based on ensembles (Breivik and Satra, 2001; Oke et al, 2002; Barth et al, 2008) or use explicit statistical parameterizations (Lewis et al, 1998; Paduan and Shulman, 2004; Wilkin et al, 2005; Shulman and Paduan, 2009 ). It has also been shown that HF radar currents can be assimilated using adjoint-based assimilation schemes (Kurapov et al, 2003; Hoteit et al, 2009) .
Observations measured at a high temporal resolution constitute however a challenge for sequential data assimilation schemes. The analysis steps produces often unrealistic transient processes (e.g. Malanotte-Rizzoli et al, 1989) which are not dissipated when the length of the assimilation cycle is short. Too frequent assimilation of observations can thus degrade the model results (Talagrand, 1972) . To avoid this problem, it is thus preferable to correct the source of the model error (if this is possible) rather than the model state.
This problem is addressed in the context of HF radar assimilation by realizing that, in coastal zones, a large part of the model error in surface currents can be attributed to errors in surface winds (He et al, 2004; Barth et al, 2008 ). The surface current observations are thus used in this study to improve the wind forcing instead of modifying the model state vector. The optimization of forcing fields is often achieved by a 4D-Var assimilation scheme using the surface winds as control variable (e.g. Hoteit et al, 2009) .
In this work, we use an ensemble-based assimilation scheme in a realistic context to estimate the covariance between observed surface currents and wind fields. The problem is similar to parameter estimation methods which have been applied to the Kalman filter (e.g. Gelb, 1974; Ljung, 1979) , to the ensemble-Kalman filter in particular (Anderson, 2001; Annan et al, 2005; Aksoy et al, 2006; Evensen, 2007) and to the particle filter (Losa et al, 2003) . The approach has also been applied to the estimation of forcing fields of an ocean model in idealized configurations (Skachko et al, 2009; Skandrani et al, 2009) . It is also related to parameter estimation using Green's functions (Menemenlis et al, 1997) . To our knowledge, this is the first time that HF radar surface currents are used to correct wind fields using an ensemble data assimilation approach in a realistic application, where the results are validated with independent in-situ wind measurements.
The characteristics of the hydrodynamical model used for this experiment are briefly presented in section 2. The assimilated HF radar observations to be assimilated and the observations for validation are described in section 3. Section 4 presents the data assimilation procedure. The results are discussed in section 5. Finally, the conclusions of this study are presented in section 6.
Model
The model used is the General Estuarine Ocean Model (GETM, Burchard and Bolding, 2002) . It solves the 3-D primitive equations on an Arakawa C-grid. Prognostic variables include surface elevation, horizontal velocity, temperature and salinity. In the vertical, this configuration uses 21 σ levels. It covers the German Bight (figure 1) with a horizontal resolution of about 0.9 km. Its boundary conditions are extracted from a 5 km resolution North Sea-Baltic Sea model. Atmospheric fluxes are estimated by the bulk formula using 6-hourly ECMWF (European Centre for Medium-Range Weather Forecasts) re-analysis data at 1/2 degree resolution. The model is also forced by hourly river run-off data provided by the BSH (Bundesamt für Seeschifffahrt und Hydrographie, Germany) operational model. Details about the large-scale and nested models can be found in Staneva et al (2009). 3 Observations HF radar surface currents measurements were carried out from August 1991 to February 1992 by the University of Hamburg in the frame of the PRISMA project (PRISMA, 1994) . One system was installed on Helgoland and one near the town of St. Peter-Ording (figure 1). Both systems were based on modified CODAR (Barrick et al, 1977) setups, operating at 29.85 MHz and consisting of a four-element array using direction-finding. The radial velocities of both sites were combined to derive zonal and meridional velocities together with estimates of measurement uncertainty on a 27 × 21 cartesian grid with 3 km horizontal resolution and 30 min temporal resolution (Barth et al, 2010) .
For independent validation, in situ wind speed measurements at Helgoland and Sylt from the German Meteorological Service are used at a reference height of 10m. Wind direction measurements for those sites were unfortunately not available and only wind intensity was used for validation. The model surface temperature is also compared to daily nighttime AVHRR Pathfinder version 5 with a minimum quality flag of 4.
Data assimilation
The HF radar data set has been used previously to correct M2 tidal boundary conditions (Barth et al, 2010) . In the present study, the focus is on optimizing the surface winds by data assimilation. In our ensemble simulation, the uncertainty in the driving wind field is represented by an ensemble of perturbed wind forcings. The spatial structure of the wind perturbations is obtained by using the Fourier decomposition of the ECMWF wind vectors u for September and October 1991:
where ω k is the k-th angular frequency (positive or negative) and a k (x, y) are complex spatial vector fields corresponding to the Fourier coefficients of the angular frequency ω k :
where ∆t is 6 hours and k max is 244 (the number of six-hourly wind fields these two month). Wind vector perturbations u p (x, y, t) are obtained by:
where z k is a complex random time series with a temporal correlation scale of T k = 2π/|ω k |, zero mean and unit variance. The real and imaginary parts of the random time series have the following covariance C T (t, t ):
The random time series are constructed by multiplying a normal distributed random vector with the square root of matrix C T (Evensen, 1994) . By using such perturbations, we essentially assume that the wind errors have similar spatial and temporal scales than the ECMWF wind field. This approach is based on the assumption that the uncertainty of the ECMWF wind fields is mainly caused by phase and amplitude errors of the underlying processes rather than errors in the variability.
The approach is similar to perturbing atmospheric forcings according to spatial empirical orthogonal functions (e.g. Barth et al, 2007; Vandenbulcke et al, 2008; Lucas et al, 2008; Béal et al, 2010) . In both cases, the time variability of the forcing field is used to estimate the spatial patterns of the perturbation. However, the present approach based on the Fourier decomposition ensures that the spatial structure of the variability associated to, e.g., the diurnal cycle is multiplied by a time series with a compatible temporal scale. The factor α takes into account that the expected wind error is in general smaller than the temporal variability. We assume that the expected wind error standard deviation is 30% of the temporal variability (α = 0.3).
An ensemble of 100 wind perturbations is created according to this procedure and added to the ECMWF wind fields. The GETM model is run for each wind forcing for 30 days starting on the 1 September 1991. From each model run, the surface currents are extracted. A diagram summarizing the assimilation experiment in given in Figure 2 .
Sequential assimilation is often implemented to derive the optimal state of the ocean, in which case, the state vector is composed by all prognostic model variables at all model grid points. In the present study, we want to first obtain improved wind forcing using the observations. Therefore we use here the terminology "estimation vector" instead of "state vector". The estimation vector x contains thus the u and v components of the wind field over the model domain (Figure 2 ).
In most sequential assimilation schemes, the "observation operator" h(·) represents a spatial interpolation operator which extracts the observed variables from the model state. But it can also be a general operator which links observations to the parameters for which one seeks to obtain a better estimate (e.g. Greenwald et al, 2002) . Here the operator h(·) links surface currents and wind forcings. The observation operator applied to the vector x, h(x), represents the surface currents (within a 30-day integration period) of the model run using the perturbed wind forcing x. The observation vector y o includes all HF radar observations within the considered time interval and R is its corresponding error covariance. The observation error covariance matrix R is assumed diagonal for simplicity. It is constructed by adding a constant S 2 HF (accounting for the representativity error) to the error variance of the HF radar data R HF (based on the noise variance in the averaging procedure and the geometric dilution of precision).
where I is the identify matrix. The value of this constant S 2 HF will be determined later (section 5.2).
From the ensemble simulation, we derive the following matrices whose columns represent the deviation of the ensemble members around the ensemble mean of the surface winds (S) and the surface currents (E):
where N is the number of ensemble members, the index l refers to the ensemble member (l = 1, . . . , N ) and · is the ensemble average. These matrices are scaled such that SE T and EE T represent the following covariance matrices:
The analysis wind fields are computed using the analysis step of the Kalman filter with a non-linear observation operator (Chen and Snyder, 2007) :
The superscripts a and b refer to the analysis and background estimates. As in the Kalman filter, we assume that the background estimate (here the ECMWF wind forcing) and the HF radar observations are unbiased. If the observation operator is strongly non-linear, those assumptions are not sufficient to guarantee that the analysis x a is unbiased. However, one can show (see appendix A) that the analysis is unbiased if,
This requirement is obviously satisfied for any linear observation operator. Since the observation operator used in this study is non-linear, we verified this equation a posteriori using the ensemble simulation. Both sides of equation (11) represent surface currents. Their RMS difference is 0.01 m/s and can thus be considered small compared to other errors and biases. For a strongly non-linear operator h(·), the resulting ensemble might not be Gaussian distributed. Formally, the analysis can still be derived as the state which minimizes the error variance (instead of maximizing the likelihood), but the analyzed state might have a low probability. It is thus important to validate the analyzed wind field with independent data to verify the realism of the analysis.
Since the error covariances in equation (10) have a reduced rank, the Sherman-Morrison-Woodbury formula is used to perform the matrix inversions in the error subspace spanned by the ensemble members (e.g. Pham et al, 1998 ):
This assimilation procedure differs from most implementations of the Kalman filter and smoothers since the optimal perturbation (here of the wind forcing) is derived instead of the optimal model state. The analyzed model state must thus be obtained in a final model integration using the analyzed wind forcings. This procedure ensures that the final model solution satisfies exactly the model equations. This filter has been applied in Barth et al (2010) to estimate tidal boundary conditions and is closely related to the Ensemble Smoother (van Leeuwen, 2001), 4DEnKF (Hunt et al, 2004 (Hunt et al, , 2007 and to the asynchronous EnKF (Sakov et al, 2010) where the time dimension is also embedded in the model state and observation vector.
Formally one can also derive the assimilation scheme by defining the estimation vector as the model trajectory augmented by the wind forcings, as this is usually done in parameter estimation schemes (Gelb, 1974) . The analyzed wind field would be exactly the same as in the approach explained above. However, with the augmented state vector, one would obtain also directly an updated model trajectory which in general can be different than with the procedure explained above since the model is non-linear. Therefore, we prefer to present the assimilation procedure differently in this manuscript: the estimation vector contains only the wind field since the updated trajectory is obtained in a second step by rerunning the model.
Most implementations of the Ensemble Kalman Filter require spatial localization which amounts to an analysis performed zone by zone (e.g. water columns) to increase the effective dimension of the error subspace (e.g. Brankart et al, 2003; Evensen, 2003) . Here a similar approach is used but in the time dimension not in space. The analysis is performed day by day, i.e. every day there are 48 time instances of HF radar observations used to derive 4 time instances of the wind fields. If a smaller time window is used, then model errors at tidal frequencies could produce a spurious correction of the wind fields. However, this might produce discontinuities in the wind forcing from one assimilation time interval to the next. This issue is examined in section 5.4.
Results

Error covariances
From the ensemble simulations, one can compute the error covariance (in space and time) between the ocean currents and wind forcings. These error covariances are essential in data assimilation, because they relate measured variables to the uncertain parameters that need to be constrained by the observations (here the wind forcing). Panel (a) of Figure ( 3) shows the correlation between the u-component of the surface currents at the location of the white marker and the u-component of the wind fields over the model domain. Considering that i is the grid index of the marked location (in observation space), then this figure shows the ith column of the of matrix SE T (8):
T where the ensemble average · is calculated using the ensemble of wind fields and the resulting ensemble of ocean currents.
The same analysis is shown in panel (b) for the v components. Such diagnostics are instructive because a current measurement near the marker would produce a wind field correction proportional to this field (multiplied by the standard deviation of the wind field since the correlation is shown and not the covariance). There is no a priori length-scale chosen in the ensemble scheme, and the structures in covariance are only a product of the model dynamics and the perturbation scheme of the wind forcings.
The error correlation between zonal currents at the marker and zonal winds shows essentially a local structure where the currents correlates more strongly with local winds than with remote winds. In this case one can assume a direct momentum transfer between the atmosphere to the ocean responsible for this pattern. It is also interesting to note the relatively high correlation between ocean currents and wind over land. Measurements of ocean currents have thus the potential to improve also wind field over land.
Overall, the correlation between the meridional currents and the meridional winds is smaller and the structure is essentially non-local. This remote interaction could be seen in different covariance diagnostics (not shown), and can be attributed to the fact that wind-driven currents can be generated offshore and then influence the flow closer to the shore. Near the shore the constraints from the coastline are also increasingly important which can also limit the effect of local winds.
It should be reminded here that the wind field is the only parameter that is considered as uncertain in this assimilation experiment. If other error sources were taken into account, the overall magnitude of the error correlation would likely be smaller.
Comparison to in situ wind
The RMS differences between in situ wind and the ECMWF wind fields RMS f and analysis winds RMS a for different values of the representativity error S HF are shown in table 1. The RMS errors are computed between hourly wind measurements and 6-hourly (linearly interpolated) wind fields. Part of the RMS error is thus due to wind variability on a timescale shorter than 6 hours. The mean square skill score measures the relative improvement of the mean square error relative to the model simulation with the original ECMWF wind (called "free" model run).
Similar statistics are computed for model surface temperature (at 00:00 UTC) compared to daily satellite SST (table 2). The aim is to choose a value for S HF to maximize the skill for both comparisons. We choose for S HF 2 m/s as a compromise between the in situ wind and satellite SST validation (next section). This high value of the representativity error can be explained by the fact that the temporal (and spatial) correlation of the observations is not explicitly considered in the observation error covariance. Since all 48 observations are assimilated every day, the redundancy between the individual time instances is high. Also, it should be reminded that the difference between observed currents and model currents is not only due to errors in the wind field. Errors in e.g. the representation of the tidal signal, errors due to inappropriate parameterizations, wrong density structures or due to lack of resolution cannot be corrected by adjusting the wind field alone. All this contributes to the parameter S HF . A too low value for S HF , could result in that e.g. the error in the density structure would be compensated by modifying the wind field or that information in the region with observations is extrapolated in an unrealistic way only to match observations closely.
Traditionally, the representativity error includes processes and scales in the observation which are not included in the model. Here this definition has to be extended to include processes which cannot be corrected by the proposed assimilation setup (since only the wind forcing is corrected).
A vector correlation analysis (Kundu, 1976) has been performed to characterize the difference between the original ECMWF winds and the analyzed winds. The magnitude of the vector correlation is 0.98 and the phase is -0.6 degrees showing that ECMWF captures well the timing of the wind events and that its direction is not biased in average. The RMS difference between the original ECMWF winds and the analyzed winds fields is 2.5 m/s and the regression coefficient is 1.35. The analyzed winds are thus in average 35% higher than the original ECMWF winds. The RMS difference between the direction of the ECMWF winds and the direction of the analyzed winds (for winds speeds higher than 1 m/s) is 8.5 degrees. This analysis shows therefore that the assimilation corrects essentially the wind speed and to a much lesser degree the wind direction.
The analyzed wind speed is compared to independent in situ wind speed measurements at Helgoland and Sylt (see figure 1 for their location) . The assimilation increases the wind speed during storm events (such as on day 6 and 11) to a level which agrees with observations (figure 4). However during calmer periods (days 16 to 21), the ECMWF wind intensity is similar to the observed wind speed and the assimilation maintains this good agreement. Winds are thus only increased when the ECMWF underestimates the intensity of a storm and the assimilation does not degrade the results when there is already a good agreement between observations and in situ winds. Figure 5 shows the spatial extent of the wind corrections. The correction is largest off-shore where the wind variability and presumably the wind uncertainty are highest (left panel). The wind correction scaled by the wind standard deviation (right panel) shows that the wind correction in relative terms is mostly corrected in the interior of the domain near the area covered by the HF radar systems, as it can be expected. Over almost the entire model domain, the relative correction of the wind field exceeds 30 %. This is consistent with the spatial scales of figure 3. Additional sites with in situ winds (especially in deeper water) would allow for a more comprehensive validation, but the fact that the domain is relatively small and the winds at Helgoland and Sylt are quite similar gives confidence that the derived wind corrections improve the wind fields overall.
Assessment of model SST
In data assimilation, there is always the risk that variables not directly measured are deteriorated by the assimilation due to poorly estimated error covariance between them. This is especially the case for variables and parameters weakly correlated to the observed variables (Hamill et al, 2001 ).
The impact of the corrected wind fields on the model SST was therefore assessed. The model SST is not relaxed towards satellite SST. Its evolution is thus only influenced by air-sea interactions and ocean dynamics. In order to expect an improvement of model SST, the link between surface winds and surface temperature must be sufficiently strong. Wind velocity is however an important parameter to control the surface heat flux (Mourre et al, 2008) . The correlation between the ECMWF winds over the German Bight and the surface temperature used by this atmospheric model was computed to asses this relationship in the present model simulations. For daily averaged values, a correlation of -0.15 between zonal winds and SST and a correlation of -0.23 between meridional winds and SST was obtained. Those results show that a (small) improvement in the model SST is possible when the model simulation is carried out with a more accurate wind forcing.
The RMS error between the model SST and satellite SST averaged over the integration period of the model (figure 6) reveals that the free-running model has large errors near the western boundary. The temperature imposed at the open boundary is too low and this issue propagates into the model domain. Panel (c) of figure 6 shows the model mean currents (averaged in time and over 15×15 grid cells) and the model SST bias of the free run which is largely responsible for the RMS error. The RMS error is also relatively high north of 55
• N and south-west of Helgoland. In this area the model temperature is generally too high compared to the satellite SST.
With sea surface winds increased to a more realistic strength by the assimilation, the surface waters are cooled in the simulation with corrected winds and are thus in a better agreement with the observations. Overall, the RMS error of the model SST is reduced from 1.21
• C to 1.11
• C (for S HF = 2m/s) by the assimilation. Since all forcing parameters except surface winds are identical in these simulations, this reduction of RMS error in SST is thus attributed to the surface winds. The improvement in model SST is essentially due to the reduction of the SST bias (panel (d) of figure 6 ): the temperature is lowered in areas where the free run is too warm. The assimilation does not affect the temperature at the eastern boundary where the RMS error and bias unchanged. Those errors are attributed to problems in the boundary conditions which where not changed in this assimilation experiment.
Sensitivity to the length of the assimilation cycle
As mentioned previously, the assimilation has not been performed using all observations in a single assimilation step as in Barth et al (2010) , but in several analysis over time periods of one day. The impact of the length of this assimilation window is now examined. Table 3 summarizes the error statistics of the improved wind fields for assimilation window lengths of 0.5, 1, 2 and 4 days for S HF = 2 m/s. While all these experiments produce a reduced RMS error compared to the initial ECMWF wind fields, the improvement decreases for longer assimilation windows. The finite ensemble size limits the ability of the assimilation scheme to produce an analysis close to the observations since the correction of the analysis belongs to a sub-space formed by the ensemble members. The time localization effectively increases substantially the degrees of freedom of the correction.
This localization is simply implemented here by performing the analysis independently over different sub-intervals. However, this can produce time discontinuities between different assimilation intervals. σ a is defined as the average RMS difference of the wind fields between two consecutive assimilation intervals and σ s is the average RMS difference of the two consecutive wind fields within an assimilation cycle. Ideally, those quantities should be similar and represent the time variability over 6 hours. However, the assimilation produces for all tests discontinuities between cycles and these discontinuities tend to increase with an increasing length of the assimilation cycle.
A trade-off has to be made between the RMS reduction relative to in situ winds, the size of the discontinuity and its frequency. Taking those elements into account, an assimilation window of 1 day seems to be justified. More sophisticated localization schemes such as the approach proposed by Brankart et al (2003) could be implemented in future studies to reduce the size of the temporal discontinuities of the analyzed wind fields.
Conclusions
An ensemble scheme has been implemented to derive atmospheric forcing fields from ocean observations. The application of this ensemble scheme demonstrates the feasibility to use ensemble data assimilation to estimate wind forcings in a similar way to variational data assimilation. The present method does however not require an adjoint and can be expected to be more robust in representing the non-linear saturation of error growth.
However, there are also difficulties associated to the present approach. As all ensemble approaches, the ensemble size must be relatively large to provide a realistic correction. The approach presented here can also reduce the model error where the error source is clearly identified, but it cannot reduce the model error due to non-deterministic model behavior, for example. Such error must still be addressed for example with a Kalman Filter correcting directly the model state.
High-Frequency radar surface current measurements (from 1 September to 30 September 1991) have been used to correct wind fields which have been validated independently with in situ wind speed measurements at Helgoland and Sylt. At both sites the analyzed wind speed is 40% closer in terms of mean square error (18% in terms of RMS error) to the observed winds. The correction is largest during storms whose intensity is generally underestimated in the ECMWF fields used.
The improved wind fields have also a positive impact on the realism of the sea surface temperature (SST). The analyzed winds reduce the SST error by 16% in terms mean square error (8% in terms of RMS error).
Only relatively coarse wind forcings at a resolution of 0.5 degrees were available for the model simulation. For more recent years, higher resolution wind fields have been produced. The impact of assimilation for those wind products remains to be evaluated.
The analyzed wind forcing has the same spatial resolution as the original ECMWF wind. It would be also interesting to investigate in future studies if the effective resolution of the analyzed winds can be increased, by applying perturbations at smaller scales than the original resolution of the ECMWF winds.
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A Analysis update for non-linear observation operators
The background estimate x b and the observations y o (involving a possibly non-linear observation operator h(·)) are assumed to be an unbiased estimate of the true state x t .
The error of the background estimate x b and the observations y o are assumed to be independent. One seeks an analysis scheme of the following form,
where K is a matrix to be defined by requiring that the analysis has a minimal error. On average, the analysis should be unbiased.
This is the case if:
The error of the analysis is given by:
Since the background estimate is independent from the observations, h(x b ) is also independent from the observations (cov(y o , h(x b )) = 0). The error covariance of the analysis yields:
Covariances are approximated by the ensemble covariances:
The optimal Kalman gain K is obtained by minimizing the total error tr(WP a ) where W is an arbitrary weighting matrix.
The minimum is obtained by:
δJ is zero for any δK if,
In summary, the analysis update with a non-linear observation operator is not guaranteed to be unbiased. The condition of equation (18) has thus to be verified separately. The Kalman gain can then be derived without additional assumptions (compared to the case of a linear observation operator).
In the context of the Extended Kalman Filter, a non-linear observation operator h(·) is linearized around the model forecast. Such linearization is not necessary here because the covariance matrices in the Extended Kalman Filter HP b H T and P b H T are directly derived from the ensemble (cov(h(x b ), h(x b )) and cov(x b , h(x b ))). 
