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Abstract
Biological systems exhibit rich and complex behavior through the orches-
trated interplay of a large array of components. It is hypothesized that separa-
ble subsystems with some degree of functional autonomy exist; deciphering
their independent behavior and functionality would greatly facilitate under-
standing the system as a whole. Discovering and analyzing such subsystems
are hence pivotal problems in the quest to gain a quantitative understanding
of complex biological systems. In this work, using approaches from ma-
chine learning, physics and graph theory, methods for the identification and
analysis of such subsystems were developed. A novel methodology, based
on a recent machine learning algorithm known as non-negative matrix fac-
torization (NMF), was developed to discover such subsystems in a set of
large-scale gene expression data. This set of subsystems was then used to
predict functional relationships between genes, and this approach was shown
to score significantly higher than conventional methods when benchmarking
them against existing databases. Moreover, a mathematical treatment was
developed to treat simple network subsystems based only on their topology
(independent of particular parameter values). Application to a problem of ex-
perimental interest demonstrated the need for extentions to the conventional
model to fully explain the experimental data. Finally, the notion of a sub-
system was evaluated from a topological perspective. A number of different
protein networks were examined to analyze their topological properties with
respect to separability, seeking to find separable subsystems. These networks
were shown to exhibit separability in a nonintuitive fashion, while the sepa-
rable subsystems were of strong biological significance. It was demonstrated
that the separability property found was not due to incomplete or biased data,
but is likely to reflect biological structure.
Thesis Supervisor: Bruce Tidor
Title: Associate Professor of Bioengineering and Computer Science
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Chapter 1
General Introduction
“He who learns but does not think, is lost! He who thinks but
does not learn is in great danger.”
Confucius, 551 BC - 479 BC
1.1 Paradigm changes in biology, a brief
overview
Biology as a scientific discipline has seen a tremendous development over
the past century. In the time before 1900, it was largely a descriptive sci-
ence, with its main branches, zoology and botany, focusing on cataloguing
and categorizing lifeforms according to phenotypic characteristics that were
elucidated by visual inspection. Different classification schemes arose, for
instance categorizing the animal kingdom (which is the subject of zoology)
into taxonomical categories: phylum, classis, ordo, familia, subfamilia, genus
and species. The focus of research was on different whole organisms, their
morphology and behavior, inspectable by the human eye [131].
Changes of paradigms and scientific thinking were brought about by ad-
vances in technology. The invention of the light microscope in 1665 by
Robert Hooke gave rise to the notion of a cell and ultimately spawned the
sub-discipline of cellular biology [91]. Here still, the discipline remained a
descriptive one for some time, classifying different cell types by their mor-
phological and functional characteristics and describing cellular subcompo-
nents. The focus shifted from whole organisms to whole cells or tissues,
inspectable by the light microscope.
In the early 1900’s, advances from organic chemistry brought about the
revolution of biochemistry. It became possible to isolate, identify, charac-
10
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terize and later even synthesize biological agents and chemicals of strong
biological efficacy. This development had tremendous impact not only on the
medical fields, but it also transformed biology from a descriptive into an an-
alytical discipline. Scientists began to apply a reductionist approach, which
had proven so successful in physics and chemistry, to biological systems; ar-
guably the most important in a long line of revolutionary achievements was
the discovery of deoxy-ribonucleic acid as the agent of biological inheritance.
In the mid 1900’s, another revolution was brought forth by the powerful tech-
niques of molecular biology, which enabled researchers to duplicate, amplify,
isolate and alter biological agents, namely DNA/RNA and proteins with hith-
erto unimaginable ease. The scientific focus again went to a smaller scope,
shifting from cells and tissues to macromolecules, proteins and lipids, carbo-
hydrates and ribonucleic acids [128].
Finally, in the late 1900’s advances in computer technology and a number
of physico-chemical techniques, namely the development of protein crystal-
lography, made structural biology a reality [117]. It was now possible to
study biomolecules at the atomic level, predict and elucidate their dynamics
and relate atomic structural properties to biological function.
So the scope in biology over the past century went from the macroscopic
(on a scale of ≈ 100m) to the microscopic (≈ 10−5m), to the macromolecu-
lar (≈ 10−8m) and finally to the atomic (≈ 10−10m) level. This reductionist
approach, just as in the physical sciences, has proven tremendously successful
and has greatly improved our understanding of biological phenomena.
1.2 Systems biology: Experimental methodolo-
gies
The end of the last century saw the beginning of a new paradigm in biology.
An array of very powerful new experimental methods, as well as the advent of
ample computation, data storage and retrieval technologies (namely in form
of the internet), led to an explosive increase in the amount of data available
to bioscientists. This data is a mixture of results from new, so-called high-
throughput experiments, which are capable of measuring thousands or even
tens of thousands of datapoints at a time, and the collection of curated data
from the literature. With this large collection of data at hand and the promise
of the high-throughput technologies to deliver new data at an unprecedented
pace, efforts are underway to reverse the shift in scope mentioned above;
complementing the “one-gene, one-protein” approach, that has proven so suc-
cessful, genome-wide and cell-wide approaches are emerging [52, 72, 74].
Probably the most visible advance was made in gene sequencing technol-
ogy, which ultimately led to the Human Genome Project and the elucidation
CHAPTER 1. GENERAL INTRODUCTION 12
Species Abundance levels Interactions
Small molecules Mass spectrometry KEGG, MetaCyc databases
NMR Primary literature
Proteins Mass spectrometry Yeast-two hybrid assays
2D Gel-electrophoresis Co-immunoprecipitation and
GFP fluorescence tandem mass spectrometry
Protein arrays BIND, DIP, MIPS Databases
RNA Gene expression
DNA Gene sequencing Chromatin immunoprecipitation
microarray analysis
REGULONDB, TRANSFAC,
BIND databases
Table 1.1: An overview over existing high-throughput experiments and large-
scale databases.
of the entire sequence of the human genome [75, 126]. This development
marked the beginning of the so-called “post-genomic era”. However, while
the Human Genome Project stirred up a lot of publicity and certainly will
have a large impact on bioscience in the future, it was one of many steps
in the advancement of biology; for instance, the genome sequence of some
model organisms, most notably of Saccharomyces cerevisiae, baker’s yeast,
had already been sequenced. Moreover, while a wealth of invaluable infor-
mation is contained in the genome sequence — it is often referred to as the
parts list of the human body — a quantitative understanding of the dynamics
and the interplay of those components is needed.
While recent advances have provided us with a good understanding of
many of the processes governing single molecules and their function and dy-
namics, a single molecule, as large or biologically relevant it may be, is not
“alive” [117]. Life comes about, as we now start to grasp, as a dynamic phe-
nomenon through the interplay of vast arrays of complex biomolecules and
molecular machines. It is the promise of the emerging discipline of systems
biology to deliver a quantitative understanding of biology. In other words it
is the goal to understand the dynamic interplay of biomolecules that brings
about life. The scope is shifting back from the atomic level to the whole cell
or even whole organism level as we start to integrate the vast amounts of data.
Table 1.1 representatively lists an array of different high-throughput ex-
perimental technologies and databases that were recently developed. While
the systems-level study of metabolites and their interactions and dynamics has
had a longstanding tradition [107], high-throughput measurement technolo-
gies of metabolite concentration (metabonomics) are still under development
[43, 90]. It is not limited by detection difficulties (using nuclear magnetic
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resonance (NMR) , thousands of peaks are discernible), but by identification
difficulties — even though NMR is a very mature experiment, it is still diffi-
cult to assign each peak to a chemical species. While there are currently no
high-throughput techniques to measure interactions between small molecules
and proteins directly, protein array technology is promising to be able to carry
out that task [81, 137]. Past research has led to an already fairly comprehen-
sive catalog of existing metabolic pathways, which have been summarized in
databases such as MetaCyc [69], WIT [94] and KEGG [92].
Protein abundance as well as their phosphorylation state can be measured
on a large-scale using mass-spectrometry and NMR techniques [48, 136].
Those techniques are still being developed and, mostly because of the high
level of expertise and expense needed to carry out those experiments, not
yet adopted by mainstream researchers. For quantitative dynamic models,
time-resolved data is necessary; to this end, approaches using the green flu-
orescent protein (GFP) have been developed [103]. Using fluorescence mi-
croscopy it is possible to assess protein abundance with high accuracy and
a time resolution of about 1 minute. For measurements of protein–protein
interactions, two now mature technologies have emerged: yeast two-hybrid
assays [28, 123] and protein co-immunoprecipitation in conjunction with tan-
dem mass-spectrometry [33, 57]. Most large-scale screens tend to focus on
yeast, but other model organisms, such as H. pylori [96] and C. elegans [130]
have also been targeted. Protein–protein interactions are cataloged in large-
scale databases such as DIP [133], BIND [6] or MIPS [86].
The most mature of the high-throughput technologies discussed are DNA
microarrays, which measure the relative abundance of RNA in the cell,
thereby giving the changes in the global gene expression profile [31, 108].
As of today, they are very comprehensive (for yeast and other model or-
ganisms, complete microarrays, covering every RNA species, exist), literally
high-throughput (a single researcher can carry out several experiments per
week, generating thousands of datapoints at a time) and well-characterized
(while they are known to be noisy, models to assess and evaluate the noise
exist [79]). Several databases, with large catalogs of expression profiles un-
der different conditions such as TransciptionDB [1] have subsequently been
assembled.
Finally, aside from the advances in gene sequencing technology men-
tioned above, protein–DNA interactions can be measured systematically us-
ing the technique of chromatin immunoprecipitation coupled with subsequent
microarray measurements [78, 101]. Furthermore, extensive curation of the
literature has led to databases of protein–DNA interactions such as TRANS-
FAC [132] or RegulonDB [105].
A vast availability of data and the development of new high-throughput
experimental techniques are the prerequisite for the development of computa-
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Figure 1.1: Systems biology - an overview
tional systems biology. While biologists used to study single genes and single
proteins, these novel technologies allow us to carry out genome-wide experi-
ments. The term “-omics” has been adopted as common suffix; the new fields
are known as genomics, proteomics, physiomics, transcriptomics etc. All the
data can be integrated to yield a complete description of the system, which
can be at the sub-cellular, cellular or organism level.
1.3 Computational approaches in systems biol-
ogy
While advances in experimental technology were the driving force in the field,
computational and modeling methods do remain central in that they are re-
quired to integrate, organize and interpret the vast amounts of data generated
by the above methods. Biological and medical sciences have largely remained
empirical disciplines; the immense complexity of biological systems inhib-
ited the emergence of theories or models with predictive power such as exist
in the physical sciences. Despite tremendous advances, our understanding of
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many macroscopic biological phenomena is still quite poor. It is the vision of
computational systems biology to change that — to create models and theo-
ries that will not only be able to explain current data, but also to be able to
predict the behavior of a biological system on a macroscopic scale. Appli-
cations in the biological or medical fields are numerous. For instance it is
conceivable, with a model description of a human body at hand, to predict
the effects of newly developed drugs thereby reducing the development time
significantly. Of course, such large-scale models are still far in the future, the
current focus of research is still to understand much of the cellular machinery
and build models on a cellular level [72].
When envisioning such a model of even just a single cell, the incredible
complexity of biological systems comes to mind immediately. Is it conceiv-
able to grasp life with its great multitude of biomolecules, numerous pro-
cesses and delicate detail in space and time? Most current models do not
even come close to this regime of complexity; clearly a method for abstrac-
tion is needed. A currently widespread notion is that of so-called modular
biology [52]. It is hypothesized that biological systems consist of separable,
functionally independent subsystems in analogy to e.g. electronic systems;
a modern microcomputer, despite its complexity with millions of transistors,
can be understood by first separating it into its largely independent, but in-
teracting components, using a divide-and-conquer approach. Translating this
analogy to biological systems, it can be envisioned that a cell can be under-
stood by first separating it into its subsystems, examining them one piece at
a time and subsequently reintegrating them to rebuild the whole system. This
approach may be a necessary intermediate step in scale; while going from
the A˚ngstrom (10−10) to the cellular (10−4) scale, separate subsystems or
modules have to understood on an intermediate scale.
Among computational approaches in systems biology, there exist three
distinctly different branches (see Figure 1.1):
Data mining. The first branch focuses on extracting insight from the ex-
perimental data, which involves separating signal from noise and recognizing
patterns and motifs. What is known as classical bioinformatics, such as se-
quence analysis and database structure work can be considered to be part of
this branch. A particularly active subfield has been the development of gene
expression microarray mining techniques [3, 15, 23, 119, 121]. Moreover, so-
called data integration efforts have started recently, aiming to combine dif-
ferent kinds of data (from the sources mentioned in Section 1.2) to gain im-
portant biological insight [34, 35, 42, 67, 95, 121]. As depicted in Figure 1.1,
from the modelers point of view, the focus of this branch is to construct the
network model, preferably complete with kinetic rate constants for all its re-
actions. Also, it can be conceived that functional subsystems with some level
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of functional autonomy might be recognizable from characteristic patterns in
large-scale data. In Chapter 2 a novel data mining method for finding such
biological subsystems in large-scale gene expression data is discussed.
Modeling – prediction and design. The second branch focuses on what
is traditionally known as modeling. Given the data and knowledge gained
from data mining approaches, network models are constructed and their be-
havior predicted using analytical methods or computer simulations. Also,
insight gained from a working model can be used to design synthetic bio-
logical networks or optimize existing ones. Models can have different lev-
els of abstraction, from the detailed molecular level model, describing each
chemical species, to more abstract models, describing only select groups of
molecules and averaging other more detailed effects [24, 26, 84, 97, 109, 125].
As this branch is a rapidly growing field, the need for a standardized language
arose. Efforts have been made to standardize model descriptions to facilitate
the sharing and exchange between research groups, through standards such as
the systems biology markup language (SBML) [29, 73]. As mentioned above,
current research focuses on smaller systems with the goal of later reintegrat-
ing the models. Hence, understanding the behavior of simple subsystems is
pivotal to the field. In Chapter 3 an analytical and computational treatment to
predict the behavior of simple genetic network subsystems is discussed and
some limits of currently widespread models are demonstrated.
Topology and function. Modern science is obsessed with networks. While
they correspond to vastly different systems in reality, ranging from protein
interaction networks to networks of the world-wide-web, they all can be rep-
resented as graphs, consisting of nodes and edges [9]. In the network graphs
studied in the case of systems biology, nodes usually correspond to proteins
or genes whereas edges correspond to interactions. This subfield is driven
by the hypothesis that just as the essential information about any given gene
can in principle be read from its sequence, some of the information about
the behavior and function of a network is encoded in its topological structure
[2, 44, 68, 83, 98, 110]. The notion of biological subsystems can be translated
easily into topological terms; intuitively, functional subsystems of a networks
can be imagined to consist of strongly connected subnetworks. Understand-
ing the network topology in terms of its separability could prove very valu-
able, as it could uncover functional subsystems. A study to this end is de-
scribed in Chapter 4.
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Chapter 2
Subsystem Identification
through Dimensionality
Reduction of Large-scale
Gene Expression Data1
“According to our experiences up till now, the assumption that
nature is the realisation of what is mathematically simplest is
justified.”
Albert Einstein, 1879 - 1955
Abstract
The availability of parallel, high-throughput biological experiments that si-
multaneously monitor thousands of cellular observables provides an opportu-
nity for investigating cellular behavior in a highly quantitative manner at mul-
tiple levels of resolution. One challenge to more fully exploit new experimen-
tal advances is the need to develop algorithms to provide an analysis at each
of the relevant levels of detail. Here the data analysis method non-negative
matrix factorization has been applied to the analysis of gene array experi-
ments. While current algorithms identify relationships based on large-scale
similarity between expression patterns, non-negative matrix factorization is a
recently developed machine learning technique capable of recognizing simi-
larity between subportions of the data corresponding to localized features in
1P.M. Kim and B. Tidor, Genome Research (under revision)
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expression space. A large data set consisting of 300 genome-wide expres-
sion measurements of yeast was used as sample data to illustrate the perfor-
mance of the new approach. Local features detected are shown to map well
to functional cellular subsystems. Functional relationships predicted by the
new analysis are compared with those predicted using standard approaches;
validation using bioinformatic databases suggests predictions using the new
approach are roughly twice as accurate as conventional approaches.
2.1 Introduction
Gene expression microarrays are a recently developed technology that allows
genome-wide measurement of RNA expression levels in a highly quantitative
fashion [31, 41, 108]. Studies with microarrays generally produce large 2-D
data sets (e.g., simultaneous monitoring of thousands of genes measured in up
to hundreds of different experiments [16, 17, 60, 64, 71, 115]). The promise of
this type of highly parallel and quantitative data is that they contain detailed
and subtle information about relationships among cellular, biochemical, and
genetic components that underlie the behavior of cells; the difficulty is that
current approaches lead to data that are somewhat noisy [14, 18, 79], and the
development of methods for exploring and extracting relationships within the
data is still in its infancy.
The collection, processing, and analysis of microarray data present many
challenges. Appropriate treatment of noise and systematic error is necessary
to ensure that further analysis is not clouded by data inaccuracy, and some
approaches have been proposed [13, 14, 79]. Methods of analysis must be
developed that answer particular and relevant questions. Often these ques-
tions involve seeking and identifying patterns of similarity (correlation or
anti-correlation) within the data. An array of methods capable of recognizing
different types of similarity and similarity at different levels of resolution is
needed. Moreover, the development of approaches to test individual hypothe-
ses given a particular set of data and to more fully incorporate pre-existing
models [36, 51, 61, 120] or other sources of information in the analysis is an
important research area [11, 15, 39].
One productive use of expression data is to propose and to study rela-
tionships between genetic, cellular, or environmental components. Examples
include the elucidation of metabolic [22, 27] or regulatory [59, 101, 121] net-
works. The standard methodology involves clustering of expression patterns
based on similarity [3, 17, 23, 55, 112, 119, 121, 138].
The main assumption generally applied is that similar gene expression
profiles imply related function. There are other techniques, many of which
come from the machine learning community, capable of detecting similar-
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ity or partially repeated patterns in large data sets. In principle, these tech-
niques provide alternative approaches for recognizing potential relationships
within large biological data samples, including expression arrays, that may
complement existing methods. Here one such machine learning algorithm,
non-negative matrix factorization (NMF), has been applied to the analysis of
microarray data. One characteristic of NMF is that, using dimensionality re-
duction, it is capable of identifying patterns that exist in only a subset of the
data [76]. For example, the application of clustering to recognize experimen-
tal conditions with similar patterns of gene expression focuses attention on
conditions for which similarity extends across all genes. Another data analy-
sis approach, singular value decomposition (SVD), also bases its description
of the underlying data on global relationships that extend across essentially all
the data has been recently applied to microarray data [89]. By contrast, NMF
recognizes sets of experimental conditions in which smaller sets of genes be-
have in strongly correlated fashion. Thus, while other analysis methods ex-
amine global patterns in search of similarity and correlation, NMF is capable
of finding smaller, more localized patterns as well as global patterns. Such
an approach might be particularly useful in identifying biological subsystems
(i.e., sets of genes that function in concert in a relatively tightly regulated
manner) and might be an especially sensitive means for detecting functional
genetic relationships.
Here the potential usefulness of NMF for the analysis of high-dimensional
biological data was evaluated using a publicly available compendium mi-
croarray data set for Saccharomyces cerevisiae in which 6316 genes were
monitored in each of 300 experiments [60]. Most of the experiments (276 of
the 300) corresponded to deletion mutants of individual genes. In addition, 13
involved mutants with individual genes overexpressed using tetracycline reg-
ulated alleles and 11 involved wild-type cells treated with specific drugs. This
data set spans a relatively wide set of significant cellular perturbations. The
size of the data set is large by current standards, which presents a challenge
for computational approaches but also an opportunity find patterns in what
appears to be a particularly rich set of experiments. Analysis using NMF sug-
gested that reduction of the data to a 50-dimensional subspace is appropriate.
The lower dimensional subspace was capable of reconstructing the original
data to high fidelity. The 50 vectors describing the subspace were relatively
insensitive to moderate amounts of noise added to the original data set. The
vectors described the local feature space detected by NMF and showed that
each set of features was dominated by a few functional categories, indicat-
ing that they represent a grouping of genetic components based on cellular
function. Individual pairwise functional relationships were scored based on
standard approaches and, alternatively, using the similarity as measured by
NMF. Scoring the relationships using the Munich Information Center for Pro-
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tein Sequences functional categories (MIPS categories; http://mips.gsf.de/;
[85]) and the Yeast Proteome Database (YPD; Proteome, Inc., Beverly, MA;
http://www.proteome.com/; [20]) indicated that the new approach is signif-
icantly more reliable at predicting relationships than standard approaches.
NMF appears to be a promising methodology, complementary to current ap-
proaches, for the analysis of high-dimensional biological data.
2.2 Results
The compendium data set contained expression patterns monitored for 6316
S. cerevisiae genes in 300 experiments involving a variety of strains and con-
ditions. The expression of each gene in each experiment was represented as
a ratio of the expression in the experiment to that in a control experiment of
wild type grown under standard conditions. Genes whose expression in the
control was not measurable were removed from the data set to prevent di-
vision by zero, leaving 5346 genes, and the natural logarithm of each ratio
was taken. Data analysis involved using non-negative matrix factorization
(NMF) to reduce the dimensionality of the data and to extract common fea-
tures repeated in correlated fashion throughout the data (see Methods). These
common feature elements were represented as basis vectors resulting from the
technique. In typical usage, each basis vector represented an “experiment” in
that it contained a relative expression for each gene comprising the feature
represented.
Selection of NMF dimensionality. An essential feature of the NMF ap-
proach is that it reduces the data set from its full dimensionality (original
data space) to a lower dimensional NMF space. Initial calculations were per-
formed to select an appropriate size for the lower dimensional NMF space.
Trial calculations carried out with NMF dimension of size ten to eighty sug-
gested that fifty represented a good compromise that provided an adequate
reconstruction of the experimental data while giving basis vectors that ap-
peared to recognize repetitive features. The RMS error between the original
and NMF reconstructed data is shown as a function of the size (dimensional-
ity) of the NMF space in Figure 2.1.
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Figure 2.1: The RMS error of NMF and SVD factorizations of the origi-
nal data as a function of the number of dimensions in the reduced space.
For comparison, SVD factorization was also carried out on a random matrix
based on the data matrix. The results show that NMF is nearly as good as
SVD at reproducing the original data at for any dimensionality and that near
a dimensionality of about 50 the marginal increase (slope) in NMF’s abil-
ity to describe the original data is similar to SVD’s ability to match random
(unstructured) data. Thus, an NMF dimensionality of 50 is appropriate to
describe the structure in the data.
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Also shown in the Figure is the RMS error for singular value decomposi-
tion (SVD), which is another matrix factorization approach that is guaranteed
to produce the minimum error for a given dimensionality (but does not gen-
erally extract localized features from complex data sets). SVD was applied
both to the actual data matrix and to a random matrix of values selected from
a gaussian distribution with the same mean and variance as the data matrix
and subject to the non-negativity constraint. The close similarity between the
error for NMF and SVD on the actual data indicated that the computational
procedures used for NMF were effective (details given in Methods). The ran-
dom matrix could be viewed as one without correlated features to be detected
through factorization; the slope of the RMS error plot for this matrix repre-
sents the added ability to reproduce unstructured data with additional basis
vectors. Below a dimensionality of fifty, the NMF factorization curve had a
steeper slope than the random matrix line, which indicated improvements due
to capturing organization and structure within the data. This further justified
the choice of fifty for the NMF dimension. Interestingly, a previous study
using expression arrays to study yeast also found an inherent dimensionality
of fifty [4].
Basis vectors (“basis experiments”) obtained from NMF factorization
with a dimensionality of fifty were sparse and reproducible. One measure
of sparsity is the fraction of non-zero entries per basis vector, which averaged
5.5% over the fifty vectors. The factorization produced somewhat different
results each time it was started from a different random starting point. When
the basis vectors from different factorizations using the same dimensionality
were compared, the correlation coefficient was found to be greater than 0.9
between pairs. This indicates that results of NMF are robust with respect
to the mathematical procedures used here to perform the calculations. The
RMS error of the reconstructed data (through NMF dimensional reduction)
compared to the original data was only about 7.8% of the RMS error of a
random permutation of the original data, in which the experiments (columns)
of the original data matrix were permuted.
Figure 2.2 illustrates six examples of expression experiments in the orig-
inal gene expression space, in the fifty-dimensional NMF space, and recon-
structed from the NMF space back into the original space. This shows the
ability of the dimensionality reduction to still capture many of the details of
the original data. Also, it is demonstrated that every experiment is represented
by the combination of only a few important basisvectors. They correspond to
similarities across many but not all genes.
To examine the robustness of the algorithm to noise, gaussian noise was
added to the original data to produce “corrupted” data vectors. Table 2.1 lists
the average correlation between results of the analysis performed on the orig-
inal and corrupted data. Noise was added in progressively larger increments
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Figure 2.2: Representation of gene expression data in full and NMF-reduced
spaces. In the left-hand column the log-ratios of the original (y-axis) are plot-
ted against the log-ratios of the reconstruction from the NMF representation
back to the original experimental space (using ↔W ·
↔
H , x-axis) for six indi-
vidual experiments in the space of 5346 genes. The 50-dimensional NMF
representation of the data is shown in the right-hand column. The data show
that the NMF reduction is capable of regenerating the experiments to rela-
tively high fidelity and that the NMF representation of an experiment is often
dominated by one or a small number of features (basis vectors).
of the standard deviation of the data. At low noise (0.2 times the standard
deviation) there was very little change in the results. The correlation of NMF
vectors was better than 0.90 as was that for the data reconstructed from the
dimensionality reduction. This is not surprising, because the original data
vectors and corrupted vectors also showed a correlation coefficient of greater
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Noise Added NMF Basis vectors Reconstructed Data Original Data
0.2 0.933 0.93 0.943
0.5 0.879 0.893 0.781
1 0.865 0.816 0.573
5 0.368 0.313 0.159
Table 2.1: Robustness of NMF basis vectors to noise. Gaussian noise was
added to the original data and was quantified as a multiplier of the standard
deviation of the original data set. NMF basis vectors: The average correlation
of basis vectors from the original data to the basis vectors from original data
with added noise. Reconstructed data: The average correlation of the recon-
structed data from the basis vectors with and without noise. Original data:
Average correlation of the original data to the data with added noise.
than 0.90. However, when adding more noise (equal to the full standard de-
viation) both the NMF basis vectors as well as the reconstructed data were
still very similar after adding noise (correlation of better than 0.80), whereas
the original data was changed substantially more (correlation of 0.57). This
fact shows the high robustness of NMF to noise in the data, and suggests that
NMF might be useful as a noise-reduction filter in certain applications.
Annotation of basis vectors. Each of the fifty basis vectors (basis exper-
iments) contained many genes with zero expression and others with non-
zero expression. The genes with non-zero expression were used to assign
sets of functional categories to basis vectors using the MIPS classification
scheme (see Methods [85]), and the results are listed in Table 2.2. Each
basis vector appeared to be dominated by only a few functional categories,
with some categories showing increased and others decreased expression rel-
ative to wild-type, untreated cells. Basis vector 17, for example, showed
increased expression of genes associated with amino-acid metabolism and
metabolism of energy reserves together with decreased expression of genes
involved in rRNA transcription. Basis vector 20 showed increased expres-
sion of genes involved in ion transport, homeostasis of cations, and mito-
chondrial organization with decreased expression of genes for amino-acid
metabolism, ribosomal proteins, translation, and organization of cytoplasm.
Basis vector 9 showed increased expression of genes associated with carbon
compound (C-compound) and carbohydrate metabolism and transporters as
well as metabolism of energy reserves, and at the same time decreased ex-
pression of amino-acid metabolism genes. In some cases, specific metabolic
pathways could be seen in the basis vectors. For instance most elements of
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the TCA-cycle were upregulated in basis vector 43. Furthermore, this basis
vector, which seemed mostly responsible for energy metabolism, contained
all but two of the genes involved in the pentose-phosphate shunt. Of these two
genes, one is a transketolase that is highly homologous to another transketo-
lase found in basis vector 43, and the other is the ribose-5-phosphate ketol
isomerase. In 16 of the basis vectors, no single MIPS category was signif-
icantly enriched, which is partly due to the lack of sparsity (i.e., too many
genes occur in a basis vector so no single category was significant) and partly
due to an abundance of as yet uncategorized genes.
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1 +1 amino-acid metabolism (204 ORFs) [82]
+2 nitrogen and sulphur metabolism (74 ORFs) [27]
+81 stress response (169 ORFs) [43]
–34 ribosomal proteins (206 ORFs) [98]
–35 translation (62 ORFs) [22]
–92 organization of cytoplasm (557 ORFs) [163]
3 +1 amino-acid metabolism (204 ORFs) [21]
4 +81 stress response (169 ORFs) [9]
8 +21 pheromone response, mating-type det., sex-spec. proteins (159 ORFs) [24]
–4 phosphate metabolism (31 ORFs) [3]
9 +5 C-compound and carbohydrate metabolism (413 ORFs) [115]
+15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [21]
+47 C-compound and carbohydrate transporters (46 ORFs) [23]
–1 amino-acid metabolism (204 ORFs) [53]
17 +1 amino-acid metabolism (204 ORFs) [40]
+15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [14]
–29 rRNA transcription (104 ORFs) [17]
19 +13 respiration (85 ORFs) [18]
+100 mitochondrial organization (364 ORFs) [27]
–1 amino-acid metabolism (204 ORFs) [18]
20 +34 ribosomal proteins (206 ORFs) [29]
+46 ion transporters (76 ORFs) [13]
+88 homeostasis of cations (112 ORFs) [17]
+100 mitochondrial organization (364 ORFs) [53]
–1 amino-acid metabolism (204 ORFs) [18]
–34 ribosomal proteins (206 ORFs) [24]
–35 translation (62 ORFs) [7]
–92 organization of cytoplasm (557 ORFs) [40]
23 +11 tricarboxylic-acid pathway (23 ORFs) [4]
+15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [6]
–4 phosphate metabolism (31 ORFs) [3]
36 +29 rRNA transcription (104 ORFs) [41]
–11 tricarboxylic-acid pathway (23 ORFs) [10]
–15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [14]
–5 C-compound and carbohydrate metabolism (413 ORFs) [77]
42 +1 amino-acid metabolism (204 ORFs) [40]
+6 lipid, fatty-acid and isoprenoid metabolism (210 ORFs) [21]
+81 stress response (169 ORFs) [22]
–21 pheromone response, mating-type det., sex-spec. proteins (159 ORFs) [11]
43 +5 C-compound and carbohydrate metabolism (413 ORFs) [126]
+10 pentose-phosphate pathway (9 ORFs) [7]
+11 tricarboxylic-acid pathway (23 ORFs) [17]
+81 stress response (169 ORFs) [64]
Continued on next page
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–29 rRNA transcription (104 ORFs) [58]
–34 ribosomal proteins (206 ORFs) [87]
Table 2.2: Annotation of 12 of the 50 NMF basis vectors based on the MIPS
functional categories. Each annotation includes a plus or minus sign (indicating
whether expression is enhanced or decreased compared to control experiments),
an integer number indexing the MIPS category, the name of the MIPS category,
the number of ORFs belonging to the MIPS category, and the number of genes
in the basis vector belonging to the MIPS category (in square brackets). The full
set of 50 basis vectors is provided as supplementary information.
Independent of the classification scheme proposed by MIPS, the occur-
rence of well-characterized gene groups was examined in basis vectors. The
processed data set contained 9 histone genes, which were all present together
in basis vector 1. This enrichment was over 5σ higher than what would occur
by chance. Aside from histone genes, basis vector 1 was also strongly en-
riched in ribosomal genes, genes related to translation, and genes involved in
amino-acid and nitrogen metabolism. Similarly, the data set contained 109 ri-
bosomal genes, of which 70 appeared in basis vector 1 and 52 in basis vector
43. Basis vector 43 was involved in energy metabolism, stress response, and
rRNA transcription. The enrichment of 70 ribosomal genes in basis vector 1
was 26σ higher than what would occur by chance. Between basis vectors 1
and 43, all but 17 ribosomal genes were found.
Next, the occurrence of genes in both the GAL4 and the STE12 path-
way was examined. These pathways were recently studied extensively by
Ren et al. [101]. No deletion mutant of any of the genes involved in the
GAL4 pathways was present in the compendium data set; therefore, no sig-
nificant enrichment of those genes might be expected. However, of the 9
genes present in the data, 5 were enriched in basis vector 9. This enrichment
was 5σ higher than would be expected by chance. Basis vector 9 was also
involved in C-compound and carbohydrate metabolism. It seemed that basis
vector 9 was responsible for a broad range of functions relating to carbohy-
drate metabolism, the degradation of galactose being a subset of those.
There was a deletion mutant of STE12 in the data, along with several
mutants of related genes, including FUS3, KSS1, and STE5. A total of 25
genes, forming a subset of those identified by Ren et al. [101] as members
of the STE12 pathway, were present in the processed data. A majority, 16
out of the 25, were present in basis vector 8 (a significance of 16σ higher
than expected by chance). The genes included PRM1 (linked to membrane
biosynthesis), FIG2, AGA1, FUS1 (cell fusion), GIC2 (mating projection for-
mation), CIK1, KAR2 (nuclear fusion), FUS3, STE12, and HYM1 (mating sig-
naling) along with other genes of yet unknown relevance (YOR0343C, PEP1,
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SCH9, YIL036C, YIL083C, YOL155C, CIK1). It should be noted that all
genes to which Ste12p binds (as identified by Ren et al. [101]) before and
after α factor addition were included in this list (a total of 8 genes; 17 ad-
ditional genes which were in the preprocessed data set were shown to bind
Ste12p only after α factor addition). Basis vector 8 also included large con-
tributions from genes represented in the MIPS database as involved in mating
signaling and pheromone response, indicating related cellular functions for
the genes dominating this basis vector. Another MIPS category which was
found to be enriched in basis vector 8 with 4.5σ (just below the cutoff im-
plemented of 5σ) was membrane biosynthesis, which is consistent with the
appearance of PRM1, classified as an effector in membrane biosynthesis.
Basis vector 8 (the mating basis vector) was then examined more closely
and the function of all its member genes examined using information from
the Yeast Proteome Database (YPD), constructed by Proteome, Inc. (Bev-
erly, MA; http://www.proteome.com/; [20]). The YPD is a compilation
of published results of yeast genes (S. cerevisiae) and their functions, in-
cluding functional relationships reported in the literature. Aside from the
16 genes described above, it contained 15 other genes involved in mating
or pheromone response (TEC1, KAR4, PRM3, PGU1, YLR042C, DDR48,
PRM5, SAG1, HAP4, SST2, MSG5, AGA1, PRM4, SAG1, KSS1), 6 of which
(underlined) were annotated in YPD as directly induced by STE12. Further-
more, this vector contained 10 genes (ECM18, SPI1, CHS7, GFA1, KTR2,
SCW10, WSC3, STR2, GSC2, PHD1) involved in cell wall or cell mem-
brane biosynthesis or maintenance. Among its other members were several
genes involved in carbohydrate metabolism (GLK1, SOL4, GPH1, GLC3),
heat shock or stress response (HSP26, HSP30, PRY2, DDR48), and many
ORFs of yet unknown function (YDR124W, YDR537C, PTI1, YGR250C,
YHR213W, YIL060W, YIL082W, YIL083C, YJR026W, YJR027W, YJR028W,
SRL3, YLR177W, YLR334C, YLR422W, YOL106W, YOR296W, SVS1) as well
as a few genes of other functionality (ADR1, BNA1, FRE2). Besides examin-
ing the genes that contribute strongly to the basis vector, it is informative to
examine which of the 300 experiments in the compendium were described us-
ing a large contribution from this basis vector. Basis vector 8 was mostly used
to describe experiments of deletion mutants of DIG1/DIG2 (double deletion;
DIG1 is a known STE12 repressor), DIG1 (single deletion), and FUS3 (linked
to mating and pheromone response). Note that the data set did not contain a
DIG2 single deletion mutant.
Prediction of functional relationships. The compendium data set ana-
lyzed here was dominated by measurements of gene expression in deletion
strains of yeast compared to wild type (276 of 300 experiments). Of the re-
maining experiments, 13 were measurements of single-gene overexpression
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relative to wild type. Thus, all but 11 experiments involved direct manip-
ulation of a single gene in a common background. (The 11 exceptions in-
volved measurements of wild-type yeast treated with a single drug relative
to untreated wild type.) Experiments showing similar (correlated or anti-
correlated) changes in gene expression at some level might be expected to be
functionally related. In particular, the two genes different in the two exper-
iments could be expected to be part of the same or related cellular function.
To test this hypothesis, predictions of functional relationships were made and
scored against available database information. Moreover, predictions based
on correlations in the entire gene space were compared to those from di-
mensionally reduced spaces, such as that produced by NMF, to understand
whether dimensionality reduction can enhance the detection of known genetic
relationships. One difficulty with any approach of this type is that available
database information is likely to be incomplete and may be partially inac-
curate. Nevertheless, a method’s ability to recapitulate current knowledge
is a good indicator of its ability to predict new relationships. Thus, the score
these methods achieve in validated functional relationships should only be in-
terpreted relative to each other, since many true functional relationships may
be missing from current databases.
Predictions of functional relationships were made using the pairwise cor-
relations between experiments measured in each of six spaces — the original
data space, the 50-dimensional NMF space, and four other 50-dimensional
spaces chosen for comparison. The six spaces are (i) the original space
in which the data was collected, corresponding to 5346 genes used in the
analysis, (ii) the 50-dimensional space resulting from NMF data reduction,
(iii) the 50-dimensional space spanned by 50 genes whose expression varied
the most across the 300 experiments, (iv) the 50-dimensional space spanned
by the 50 genes whose expression varied the least across the 300 experiments,
(v) the 50-dimensional space spanned by the 50 genes whose expression vari-
ance was closest to average across the 300 experiments, and (vi) the 50-
dimensional space explaining the largest variation in the experimental data
as found by singular value decomposition (SVD). For each case the pairwise
correlations were sorted by magnitude, with the higher magnitude correla-
tions corresponding to stronger predictions. Predictions were checked against
the MIPS database (see Methods), and the results are shown in Figure 2.3.
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Figure 2.3: Performance of different spaces at predicting functional relation-
ships between experiments with comparison to the MIPS classification of the
deleted genes. NMF50: NMF space with 50 basis vectors. Original Space:
Original gene expression space. SVD50: SVD space with 50 eigenvectors.
MV50high, MV50middle, MV50low: Space of the 50 most, middle and least
varying genes.
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The Figure shows for each of the six methods, the percentage of predic-
tions validated by MIPS as a function of the number of predictions made
(when ordered from strongest to weakest correlation). In general the meth-
ods exhibited the highest validation for their strongest predictions (except for
MV50high). For up to 600 predicted relationships (four per gene, on av-
erage), NMF far outperformed all other methods. For instance, for the 100
strongest predictions the reliability in the NMF space was about 35% whereas
for all other spaces, including the original gene expression space, only 15%
to 25% of the predictions were validated. Beyond 800 predicted relation-
ships, correlations in the original space did almost as well as NMF. However,
the false positive rate at this level of prediction is likely to be too high to be
useful. The reliability of predictions dropped off sharply for all spaces and
eventually reached 9%, which was the probability of making a true prediction
from the data set by chance.
A second and independent method was used to evaluate the predictions
of functional relationships produced by NMF by comparing to data compiled
in the Yeast Proteome Database (YPD; [20]). For the purposes of this study
the relationships reported by YPD were categorized as “hard” (indicating a
direct measure of interaction, such as binding, or participation in the same
pathway) and “soft” (indicating an indirect detection, such as co-expression).
Examination of the strongest 100 predictions from NMF found that 58% were
validated by querying YPD (38% were hard and 20% were soft functional
relationships). This compared with about 35% of the same set that were ver-
ified through the MIPS database. The 58 validated predictions are listed in
Table 2.3, and the 42 predictions that were not validated (but are testable pre-
dictions nonetheless) are listed in Table 2.4. Applying the same procedure
to the strongest 100 predictions from the original gene expression space pro-
duced only 31% that could be verified by YPD (19% were hard and 12% soft).
Thus, using the Yeast Proteome Database, dimensionality reduction through
NMF appeared to be roughly twice as productive in predicting functional re-
lationships as correlation (essentially clustering) in the original space of the
data.
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Co-regulated
dfr1 ecm34
gyp1 yap7
ade16 sir1
hpt1 sir1
rml2 ymr293c
cbp2 mrpl33
mrpl33 rml2
cnb1 yor072w
ade16 ymr041c
gfd1 utr4
cla4 (haploid) KAR2 (tet promoter)
yel001c ymr141c
ckb2 gcn4
arg5,6 rpl8a
mrt4 rpl12a
clb6 whi2
erp2 ymr141c
erp2 yel001c
erp2 yor015w
rpl12a yel033w
ckb2 rtg1
eca39 ras1
Identical Genes
isw1 isw1, isw2
dig1, dig2 dig1, dig2 (haploid)
fks1 (haploid) FKS1 (tet promoter)
bub3 bub3 (haploid)
Binding
cla4 (haploid) CDC42 (tet promoter)
qcr2 (haploid) rip1
far1 (haploid) ste4 (haploid)
bub1 (haploid) bub3
bub1 (haploid) bub3 (haploid)
Cell Wall
fks1 (haploid) 2-deoxy-D-glucose
2-deoxy-D-glucose Glucosamine
gas1 Tunicamycin
fks1 (haploid) Glucosamine
yer083c Tunicamycin
Continued on next page
CHAPTER 2. SUBSYSTEM IDENTIFICATION 34
Continued from previous page
ste12 (haploid) ste5 (haploid)
Mating
ste5 (haploid) ste7 (haploid)
fus3, kss1 (haploid) ste5 (haploid)
ste18 (haploid) ste5 (haploid)
ste12 (haploid) ste18 (haploid)
ste18 (haploid) ste7 (haploid)
fus3, kss1 (haploid) ste18 (haploid)
fus3, kss1 (haploid) ste7 (haploid)
fus3, kss1 (haploid) ste12 (haploid)
ste12 (haploid) ste7 (haploid)
Ergosterol Pathway
erg3 (haploid) Itraconazole
erg2 Itraconazole
yer044c (haploid) ERG11 (tet promoter)
ERG11 (tet promoter) Itraconazole
erg3 (haploid) ERG11 (tet promoter)
erg3 (haploid) yer044c (haploid)
erg2 erg3 (haploid)
erg2 yer044c (haploid)
erg2 ERG11 (tet promoter)
Vacuolar ATPase
cup5 mac1
mac1 vma8
cup5 vma8
Table 2.3: The 58 predictions that could be validated by YPD of the
100 strongest functional relationships detected by NMF. “Co-regulated”
genes were found to be co-regulated by other functional genomics stud-
ies. “Binding” refers to genes whose proteins have been shown to bind
each other. “Cell Wall,” “Mating,” and “Ergosterol Pathway” are all
genes that have been experimentally shown to be involved in the named
cellular function.
2.3 Discussion
Here non-negative matrix factorization (NMF), a new machine learning ap-
proach capable of identifying localized features in complex data sets, was
applied to the analysis of microarray data from a series of 300 yeast experi-
ments (of which 276 were deletion strains; [60]). The essence of NMF is that
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the algorithm must choose a small number of features (basis vectors) to act as
building blocks that can be scaled and added together in various combinations
to best reconstruct the original data. Restriction to a small number of basis
vectors causes the algorithm to select patterns of genes that occur frequently
in the data. The application of a data analysis approach that extracts local-
ized data features from a set of experiments that span a wide range of genetic
variation holds the potential to be a particularly powerful method to detect
functional cellular subsystems (the features encoded in the basis vectors) as
well as individual pairwise functional genetic relationships.
The experimental variation sampled by the 300 experiments could be well
represented with just 50 features. Moreover, this set of 50 features encoded
in the basis vectors tended to correspond to sets of known functional genetic
groupings of genes. Large numbers of genes involved in similar or related cell
functions appeared together due to a local similarity in their expression pro-
files. It should be noted that because of limited data (i.e., not all yeast deletion
strains were sampled) not all cellular functions were identified. Some cellular
systems were sampled more in the experiments than others. For example, the
mating and pheromone grouping is particularly well identified. Basis vector
8 consisted mostly of genes involved in mating and even contained 6 verified
targets of STE12 that were not identified by previous studies.
Pairwise relationships between experiments were evaluated by locating
pairs of experiments that were constructed from the same NMF building
blocks (basis vectors). With this detection scheme, NMF was far superior
to any other method examined, including other sets of 50 basis vectors con-
structed from other procedures as well as standard correlations in the full
gene expression space of the original experiments. The initial analysis of
this same compendium data set reported by Hughes et al. [60] used conven-
tional clustering methods and found a series of very interesting and useful
relationships between genes. Many of the genes that were clustered together
in that study were also scored as related in the current work. For example, the
sections headed “Ergosterol Pathway,” “Cell Wall,” “Mating,” and “vacuolar
ATPase” in Table 2.3 contain many relationships also detected by Hughes et
al. [60] using more standard techniques; however, most of the other validated
relationships evaded detection by conventional techniques. This includes the
section headed “Binding” in the Table, for which particularly strong experi-
mental validation is available.
Figure 2.4 illustrates the increased similarity seen in the NMF feature
space compared to that seen in the original data space for 4 pairwise func-
tional relationships from Tables 2.3 and 2.4. Two of these (yer084w:SBH2
and ymr025w:ymr029c) were not corroborated by YPD, whereas the other
two (STE5:STE11 and RTS1:RTG1) are each known to be functional relation-
ships. As the numerical values in the Figure indicate, the correlation in NMF
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Figure 2.4: Correlation for four illustrative pairwise functional genetic rela-
tionships. For comparison the correlation plot of the pair of experiments in
NMF space is shown on the left and in the original gene space on the right.
space was significantly higher than in the original gene expression space.
Essentially, this stems from the fact that NMF recognized the expression pat-
terns of strains deleted for the genes in question as being constructed from
very similar sets of building blocks, and the correlation in the expression pat-
tern was larger for the genes comprising these building blocks. For instance,
the expression profiles for strains deleted in STE11 and in STE5 were each
dominated by basis vector 8 (the building block consisting largely of mat-
ing genes) and had relatively small (but still correlated) contributions from
other basis vectors. NMF recognized this local similarity across some genes,
whereas most clustering algorithms would focus only on the global similar-
ity of the expression profile. Comparing the same two strains in the original
data space shows that their gene expression patterns were highly correlated
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for some genes but not for others. Therefore, NMF is a way to focus on the
functionally important parts of gene expression profiles.
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Gene
rtg1 vps8
are1, are2 (haploid) yor015w
pex12 yea4
ckb2 yel008w
yer002w ymr034c
mrt4 yel033w
ckb2 rts1
mrpl33 ymr293c
imp2 yer050c
cbp2 pet111
cyt1 pet111
yer034w ynd1
rps24a ymr014w
yel001c yor015w
ymr014w yor006c
aep2 rml2
aep2 mrpl33
ymr014w yor078w
rml2 yer050c
mrpl33 yer050c
aep2 imp2
sir1 ymr041c
ymr034c yor015w
pfd2 yor051c
ymr025w ymr029c
ckb2 vps8
msu1 ymr293c
sbh2 yer084w
mrpl33 msu1
imp2 ymr293c
rtg1 rts1
msu1 yer050c
msu1 rml2
yml003w ymr034c
aep2 msu1
CDC42 (tet promoter) KAR2 (tet promoter)
rps24a yor078w
pfd2 yel044w
gcn4 yel008w
yer050c ymr293c
Continued on next page
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aep2 yer050c
aep2 ymr293c
Table 2.4: The 42 predictions of functional relationships that could not
be verified on YPD from the 100 strongest relationships detected.
Table 2.4 lists 42 predictions of functional relationships detected by NMF
but not present in YPD. Some predicted relationships are between genes
classified as mitochondrial (e.g., AEP2:YER050C and MSU1:MRPL33) just
as some of the verified relationships are between mitochondrial genes (e.g.,
RML2:YMR293C). Moreover, a number of small networks of mitochondrial
genes occur in the strongest 100 NMF relationships; most genes in these net-
works were clustered together in the original analysis of the data by Hughes
et al. [60]. Another tight network of functional relationships can be seen
among CKB2, YEL008W, GCN4, RTS1, RTG1, and VPS8, some of which
were and some of which were not verified by YPD. The existence of these
tight interconnected relationships adds to the likelihood that the predictions
are, indeed, correct.
While this manuscript was in preperation, two studies [33, 56] which fo-
cused on the large scale identification of protein–protein interactions in yeast
were published. For the study by Ho et al. [56] data was readily available
online and we used it as additional means of verifying predictions. There was
little overlap in scope with our study, as of a total of identified 8114 interac-
tions only 74 fall within the set of 276 gene deletions in our study. Allowing
for one connecting link between interacting proteins, this number increases
to 2001. Out of our best 100 predictions an additional 2 are verified (between
CKB2 and VPS8 and between CDC42 and KAR2). It should be noted that
both come from the set of 42 interactions where no direct link was found on
YPD, i.e. that none of the 58 predictions which were verified on YPD were
found by Tyers and Coworkers. The little overlap with our predictions may
hence stem from the sparseness of both datasets. When scoring our predic-
tions using the interactions found by Tyers et al., we still find that predictions
made using NMF have a higher likelihood of being correct than ones made
from pure correlation (data not shown).
One feature of the approach taken here is that pairwise relationships were
only scored for genes that had been directly manipulated in the experiments
(deleted or overexpressed). As described in Methods, NMF can also be ap-
plied to detect relationships between genes that have been monitored using
expression arrays but not directly manipulated experimentally. Preliminary
studies using NMF in this mode suggest that it is again superior in detecting
functional genetic relationships compared to approaches that apply clustering
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or correlation directly in the original data space. A further shortcoming that
remains, however, is the elimination from analysis of genes whose expres-
sion is undetectable in the control experiments (to avoid division by zero).
Functional relationships involving such genes (comprising roughly one-sixth
of the genome for the current data set) can not be scored. In future studies
it may be possible to insert a minimal expression level for such genes in the
control experiment, although further work is necessary to see whether this
introduces other problems, such as feature mis-scaling.
In the current study no separate attempt was made to smooth or filter the
data set to reduce or eliminate the effects of experimental noise or error. In
some sense, NMF itself performs a smoothing function on the data through
factorization and reconstruction. Features that appear consistently in the data
set are selected out to become basis vectors, whereas features that appear
inconsistently in the data due to experimental variability or other factors tend
to be smoothed. For the results reported here, only genes with no detectable
expression in the control experiment were removed. When more stringent
significance filters were applied to the data, the results remained similar (data
not shown).
Of the 50 basis vectors resulting from this analysis, many were sparse
(that is, they represented features consisting of a relatively small number of
genes). However, some basis vectors were not sparse and contained too many
genes to be easily annotated as associated with a small number of cellular
functions. The NMF algorithm could be modified to enforce sparser basis
vectors; alternatively, it is anticipated that larger data sets will result in ba-
sis vectors that are more uniformly sparse and may correspond to smaller
features. Indeed, an advantage of NMF is that it is expected to be a better
detector of features when confronted with larger data sets.
2.4 Methods
General approach. Data from a set of expression array experiments were
represented as a single matrix
↔
V . Each column corresponded to the processed
intensities from one experiment; each element of a column was derived from
the intensity for one gene probe in the corresponding experiment. A row
of the matrix corresponded to the processed intensity for a single gene probe
across all experiments. An n×mmatrix ↔V corresponded tom arrays (i.e., ex-
periments) in which measurements were made for the same n genes in each.
The major analysis method applied here, non-negative matrix factorization,
corresponded to an approximate factorization of the matrix
↔
V into a pair of
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matrices
↔
W and
↔
H . ↔
V ≈
↔
W ·
↔
H (2.1)
The factorization was chosen with a particular rank, k, so that
↔
W was of
dimension n×k and ↔H was k×m. In the work described here, k was chosen
to be relatively small compared to the dimensions of the original data
↔
V (that
is, k ·(m+n) < n·m) so the factorization was approximate and corresponded
to a compression of the data. Moreover, the factorization could be viewed as
a representation of the data in a new space of lower dimensionality (k). There
are two equally valid interpretations of the dimensionality reduction. One is
that the columns of
↔
W were “basis experiments” (having the dimensionality
of a single array or experiment), and each row of ↔H was the representation
of a particular experiment in the new k-dimensional space. Alternatively, the
rows of
↔
H were “basis genes,” and each column of
↔
W then corresponded to
a representation of a particular gene in the new space. The unique feature of
non-negative matrix factorization is that none of the matrices in equation (2.1)
(↔V ,
↔
W , or
↔
H) are permitted to have negative entries [76].
Implementation of NMF. The NMF algorithm was coded using the math-
ematics and matrix algebra package MATLAB version 6 (R12) (Mathworks
Inc., Waltham, MA). The key features of the algorithm involved iteratively
improving matrices
↔
W and
↔
H to improve the approximation to
↔
V while main-
taining non-negative matrix entries throughout. This was achieved using us-
ing an update-rule approach [76]. For a given value of the NMF dimensional-
ity k, the algorithm was started with random matrices
↔
W and
↔
H . The random
initial seed was a uniform distribution of real numbers from 0 to 1 for all ma-
trix elements of
↔
W and
↔
H . The two matrices were iteratively updated using
the rules,
↔
Haµ←
↔
Haµ
(
↔
W
T ↔
V )aµ
(
↔
W
T ↔
W
↔
H)aµ
(2.2)
↔
W ia← (
↔
V
↔
H
T
)ia
(
↔
W
↔
H
↔
H
T
)ia
(2.3)
which minimize the root-mean-square (RMS) error (E = ‖ ↔V −
↔
W ·
↔
H ‖2)
between the actual data
↔
V and the reduced-dimension reconstruction of the
data (↔W ·
↔
H; [77]). Because the update rules were multiplicative, initial non-
negative matrices remained non-negative for all future iterations. Iterations
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were continued until the RMS error change in an iteration was less than 0.1
in absolute RMS error, which corresponded to roughly 0.005% of the final
RMS error.
The update rules corresponded to a form of gradient descent and thus
found only a local minimum. To address this limitation, the procedure was
repeated 100 times starting with different initial matrices. The factorization
leading to the lowest RMS error was used in further analysis. Studies were
carried out for values of the NMF dimensionality (k) ranging from 10 to 80.
The solutions found were reproducible; basis vectors from factorizations that
differed in the initial matrices showed correlation coefficients of over 0.90.
A single NMF factorization for a 5346 × 300 data set required approxi-
mately 30 minutes of CPU time on a 500 MHz Pentium III workstation and
occupied roughly 70 MB of memory. The current implementation was dom-
inated by matrix multiplication, leading to computation times that scaled as
the number of matrix entries raised to roughly the power 1.35 (typical of
matrix multiplication in MATLAB and other modern packages). The rela-
tive simplicity of the update-rule implementation does not require first- or
second-derivative information, which would add significantly to memory us-
age. Memory requirements scaled linearly with data set size due to the need
to store data and factor matrices.
Trial implementations on smaller test problems were also carried out with
non-linear optimizers CONOPT2 version 2.071G (ARKI Consulting & Devel-
opment A/S, Bagsvaerd, Denmark) and LOQO version 4.01 (Princeton Uni-
versity, Princeton, NJ); the values of matrix elements in ↔W and
↔
H were opti-
mized directly and subject to non-negativity constraints in order to minimize
the RMS error. While quite successful on small problems, these methods re-
quire additional memory for storage of the gradient and were thus not feasible
for the data set analyzed here.
To ensure sparsity of the resulting basis vectors, the most significant genes
for every basis experiment were selected using a fixed percentage of the max-
imum gene (9.7%) in every basis vector. After selecting of the most signifi-
cant genes, all other genes were constrained to zero and the resulting “spar-
sified” basis vectors were re-optimized to convergence using the update rules
in Equation (2.3).
In separate calculations, singular value decomposition (SVD) of data ma-
trices was carried out using the built-in functionality in MATLAB. A repre-
sentation of an SVD factorization of rank k corresponded to using only the k
highest eigenvalues. Absolute RMS error values were calculated for the same
data set and the same ranks as for NMF. Furthermore, as a control SVD was
carried out on random matrices comprised of vectors of the same mean and
standard deviation as the sample data.
CHAPTER 2. SUBSYSTEM IDENTIFICATION 43
Annotating basis vectors. The functional categorizations available at the
Munich Information Center for Protein Sequences (the MIPS categories)
were used to assign genes to biochemical pathways or cellular function. There
are a total of 107 MIPS categories that cover different metabolic pathways,
such as the TCA cycle and glycolysis, as well as different cellular functions,
such as cell membrane biosynthesis or mating [85]. Some of the categories
overlap (for example the category glycolysis is a subset of the category energy
metabolism), and one gene can be assigned to more than one category.
Each basis vector (basis experiment) was annotated with the MIPS cat-
egories that dominated its makeup by comparing the frequency with which
genes from each category appeared in a basis vector with that expected from
a random distribution. One million genes were selected at random from the
same set of genes present in the experimental data. The corresponding MIPS
categories were identified and the mean and the standard deviation of occur-
rence was calculated for every category. This procedure was carried out twice
to ensure convergence of the random distribution. If the occurrence of a par-
ticular MIPS category in a basis vector exceeded the mean of the random
occurrence by more than 5 times its standard deviation (a 5σ cutoff), this par-
ticular category was assigned to the basis vector as enriched. As a negative
control, basis vectors were generated from random numbers and subjected
to the same significance cutoffs and annotation procedure. In 1000 random
basis vectors, no category was ever assigned as being enriched.
Predicting functional relationships. An important test of the utility of data
reduction using non-negative matrix factorization was to assess its ability to
predict functional relationships between genes. To predict functional rela-
tionships between genes or experiments based on expression data, it is typi-
cal to assume that similarity in expression suggests a functional relationship
between genes or experiments. Here the same assumption was made both in
the original space of the data and in the reduced dimensional spaces, such as
that computed by non-negative matrix factorization. The Pearson correlation
coefficient was calculated between all genes (or all experiments), and the ab-
solute value of the correlation coefficient was used as a predicted score for the
relationship. This method scored positive and negative correlations equally
strongly.
In the data set used, most experiments corresponded to deletion mutants
of a specific gene, so that functional relationships between experiments in
turn implied functional relationships of the deleted genes. Other experiments
corresponded to the overexpression of genes, which again linked the exper-
iments directly to the gene in question. The rest of the experiments corre-
sponded to treatment with a well-characterized drug. Those experiments then
linked the response in expression pattern to the functional mechanism of this
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particular drug.
To judge the predicted functional relationships between genes required
some set of “true relationships.” For this purpose, existing bioinformatic
databases were used, though clearly such data are largely incomplete and
may not be fully verified. The two databases used were the MIPS categoriza-
tion [85] and the YPD [20]. Two genes appearing in the same MIPS category
were scored as functionally related (e.g., two genes encoding ribosomal pro-
teins). The MIPS categorization was checked for every gene in the data set, as
well as for every gene for which there was a deletion or overexpressed mutant
in our data set, yielding a list of validated interactions. Predictions from the
correlation score in NMF space were compared to this list, starting with the
predictions of highest correlation.
The functional relationships predicted from gene expression data using
NMF were compared to functional relationships predicted from other ap-
proaches. The same analysis and validation procedure was applied to the
correlation score in five other spaces: the original full-dimensionality of the
experimental space, reduced dimensionality using SVD with the fifty most
significant dimensions, reduced dimensionality using only the fifty most vari-
able genes in the data set, reduced dimensionality using only the fifty least
variable genes in the data set, and reduced dimensionality using only the fifty
genes whose variance is closest to average in the data set. The value of fifty
was chosen to compare different same-sized reduced-dimension representa-
tions of the data to that from NMF.
A second and independent method of scoring predicted functional rela-
tionships used the Yeast Proteome Database (YPD; [20]). YPD contains de-
tailed information about genetic or physical interaction, functional relation-
ships and co-regulation of all genes in yeast. The information in YPD is based
on a large number of papers from the scientific literature. Results catalogued
in YPD include those from biophysical, molecular biological, genetic, and
functional genomic experiments. The strongest 100 predictions from NMF
and from correlations in the original experimental data space were scored
against YPD. Any link in YPD between two genes (e.g. co-regulation, ge-
netic interaction, or binding) was viewed as a validation of the prediction.
Moreover, for the “soft” validations, one linking gene was permitted. That is,
if gene A interacted with gene Z and gene B was co-regulated with gene Z
in YPD, then gene A and B were scored as co-regulated. For this purpose, at
least one of the two relations was required to be a “hard” interaction.
Data source and preprocessing. This study is based on analysis of a large,
publicly available microarray data set from Rosetta Inpharmatics Inc. encom-
passing genome-wide expression data of Saccharomyces cerevisiae in 276
deletion mutants, 11 tetracycline regulated alleles of essential genes (overex-
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pression) and 13 wt-strains treated with well-characterized drugs (a total of
300 experiments; [60]). All experiments used the Saccharomyces Genome
Deletions Consortium strain background. Most of the deletion mutants were
diploid mutants (i.e., both alleles were deleted from the genome). For some
essential genes, haploid mutants were made. This impaired but did not re-
move the gene function. The strains were grown according to a standard
protocol and in parallel with corresponding wild-type control cultures.
Gene expression was measured using spotted microarrays, giving the
ratio of expression in the mutant (or drug-treated) strain relative to the
gene expression in the control (wild-type) experiments. The spotted ar-
rays measured expression for a total of 6316 ORFs; the data set was 6316
genes by 300 experiments (data available from Rosetta Inpharmatics Inc. at
http://www.rii.com/register/cell2000102Hughes/EULA.htm). It is likely that
much of the “yeast gene expression space” is sampled in this data set, which
spans very different conditions; thus, it appears a good data source in which
to seek gene expression features.
The log-transformed ratios were used as input data for our algorithm; the
transformed ratios ranged from approximately –3 (1000 times downregulated
with respect to the control experiment) to +3 (1000 times upregulated). Some
genes had no detectable expression in the control experiment and were re-
moved from further analysis to prevent division by zero. The resulting data set
contained 5346 genes. To make the data fit the constraint of non-negativity,
the data were “folded.” Every gene was represented in two rows of the ma-
trix, the first occurrence to indicate positive expression relative to wild-type
and the second to indicate negative. This effectively doubled the size of the
data set (to 10692 genes). In any one experiment the log-expression ratio for
every gene was either positive (i.e., the gene was upregulated with respect
to the control experiment) or negative. The resulting data matrix was of size
10692× 300 and half its entries were equal to zero.
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Supplementary Information
1 +1 amino-acid metabolism (204 ORFs) [82]
+2 nitrogen and sulphur metabolism (74 ORFs) [27]
+81 stress response (169 ORFs) [43]
–34 ribosomal proteins (206 ORFs) [98]
–35 translation (62 ORFs) [22]
–92 organization of cytoplasm (557 ORFs) [163]
2 +81 stress response (169 ORFs) [7]
–21 pheromone response, mating-type det., sex-spec. proteins (159 ORFs) [12]
–80 intracellular communication (131 ORFs) [7]
–91 organization of plasma membrane (143 ORFs) [7]
3 +1 amino-acid metabolism (204 ORFs) [21]
4 +81 stress response (169 ORFs) [9]
5
6 +15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [5]
–1 amino-acid metabolism (204 ORFs) [78]
–2 nitrogen and sulphur metabolism (74 ORFs) [16]
–48 amino-acid transporters (25 ORFs) [7]
7 +1 amino-acid metabolism (204 ORFs) [14]
8 +21 pheromone response, mating-type det., sex-spec. proteins (159 ORFs) [24]
–4 phosphate metabolism (31 ORFs) [3]
9 +5 C-compound and carbohydrate metabolism (413 ORFs) [115]
+15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [21]
+47 C-compound and carbohydrate transporters (46 ORFs) [23]
–1 amino-acid metabolism (204 ORFs) [53]
10 +46 ion transporters (76 ORFs) [11]
+88 homeostasis of cations (112 ORFs) [15]
–11 tricarboxylic-acid pathway (23 ORFs) [3]
–13 respiration (85 ORFs) [6]
–46 ion transporters (76 ORFs) [5]
–88 homeostasis of cations (112 ORFs) [6]
Continued on next page
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–100 mitochondrial organization (364 ORFs) [9]
11 –1 amino-acid metabolism (204 ORFs) [49]
–2 nitrogen and sulphur metabolism (74 ORFs) [20]
–10 pentose-phosphate pathway (9 ORFs) [5]
12 +1 amino-acid metabolism (204 ORFs) [36]
+5 C-compound and carbohydrate metabolism (413 ORFs) [60]
+11 tricarboxylic-acid pathway (23 ORFs) [9]
+13 respiration (85 ORFs) [21]
+90 organization of cell wall (33 ORFs) [10]
+100 mitochondrial organization (364 ORFs) [53]
+105 extracellular/secretion proteins (20 ORFs) [8]
–34 ribosomal proteins (206 ORFs) [59]
–92 organization of cytoplasm (557 ORFs) [92]
13 –34 ribosomal proteins (206 ORFs) [13]
14 +5 C-compound and carbohydrate metabolism (413 ORFs) [77]
+15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [16]
+47 C-compound and carbohydrate transporters (46 ORFs) [17]
+55 drug transporters (35 ORFs) [15]
+91 organization of plasma membrane (143 ORFs) [31]
–1 amino-acid metabolism (204 ORFs) [22]
–48 amino-acid transporters (25 ORFs) [6]
15 +1 amino-acid metabolism (204 ORFs) [48]
+2 nitrogen and sulphur metabolism (74 ORFs) [16]
–34 ribosomal proteins (206 ORFs) [33]
–100 mitochondrial organization (364 ORFs) [33]
16
17 +1 amino-acid metabolism (204 ORFs) [40]
+15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [14]
–29 rRNA transcription (104 ORFs) [17]
18
19 +13 respiration (85 ORFs) [18]
+100 mitochondrial organization (364 ORFs) [27]
–1 amino-acid metabolism (204 ORFs) [18]
20 +34 ribosomal proteins (206 ORFs) [29]
+46 ion transporters (76 ORFs) [13]
+88 homeostasis of cations (112 ORFs) [17]
+100 mitochondrial organization (364 ORFs) [53]
–1 amino-acid metabolism (204 ORFs) [18]
–34 ribosomal proteins (206 ORFs) [24]
–35 translation (62 ORFs) [7]
–92 organization of cytoplasm (557 ORFs) [40]
21 +34 ribosomal proteins (206 ORFs) [39]
+92 organization of cytoplasm (557 ORFs) [46]
Continued on next page
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22
23 +11 tricarboxylic-acid pathway (23 ORFs) [4]
+15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [6]
–4 phosphate metabolism (31 ORFs) [3]
24 -34 ribosomal proteins (206 ORFs) [41]
25
26 +81 stress response (169 ORFs) [33]
–34 ribosomal proteins (206 ORFs) [23]
27 +5 C-compound and carbohydrate metabolism (413 ORFs) [59]
+13 respiration (85 ORFs) [36]
+90 organization of cell wall (33 ORFs) [11]
+100 mitochondrial organization (364 ORFs) [52]
–1 amino-acid metabolism (204 ORFs) [23]
–4 phosphate metabolism (31 ORFs) [7]
28
29
30 +29 rRNA transcription (104 ORFs) [20]
–11 tricarboxylic-acid pathway (23 ORFs) [7]
–46 ion transporters (76 ORFs) [15]
–100 mitochondrial organization (364 ORFs) [52]
31 –52 allantoin and allantoate transporters (9 ORFs) [3]
32 –34 ribosomal proteins (206 ORFs) [48]
–47 C-compound and carbohydrate transporters (46 ORFs) [18]
33
34 +5 C-compound and carbohydrate metabolism (413 ORFs) [50]
+47 C-compound and carbohydrate transporters (46 ORFs) [10]
+81 stress response (169 ORFs) [28]
35
36 +29 rRNA transcription (104 ORFs) [41]
–5 C-compound and carbohydrate metabolism (413 ORFs) [77]
–11 tricarboxylic-acid pathway (23 ORFs) [10]
–15 metabolism of energy reserves (glycogen, trehalose) (37 ORFs) [14]
37
38 +1 amino-acid metabolism (204 ORFs) [32]
39
40
41 +1 amino-acid metabolism (204 ORFs) [76]
+2 nitrogen and sulphur metabolism (74 ORFs) [16]
–6 lipid, fatty-acid and isoprenoid metabolism (210 ORFs) [10]
–105 extracellular/secretion proteins (20 ORFs) [3]
42 +1 amino-acid metabolism (204 ORFs) [40]
+6 lipid, fatty-acid and isoprenoid metabolism (210 ORFs) [21]
+81 stress response (169 ORFs) [22]
Continued on next page
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–21 pheromone response, mating-type det., sex-spec. proteins (159 ORFs) [11]
43 +5 C-compound and carbohydrate metabolism (413 ORFs) [126]
+10 pentose-phosphate pathway (9 ORFs) [7]
+11 tricarboxylic-acid pathway (23 ORFs) [17]
+81 stress response (169 ORFs) [64]
–29 rRNA transcription (104 ORFs) [58]
–34 ribosomal proteins (206 ORFs) [87]
44 –52 allantoin and allantoate transporters (9 ORFs) [3]
45
46
47
48 –21 pheromone response, mating-type det., sex-spec. proteins (159 ORFs) [22]
–80 intracellular communication (131 ORFs) [13]
49
50
Table 2.5: Annotations of the 50 basis vectors as determined by NMF based on
the MIPS categories. Each annotation includes a plus or minus sign (indicating
whether expression is enhanced or decreased compared to control experiments),
an integer number indexing the MIPS category, the name of the MIPS category,
the number of ORFs belonging to the MIPS category, and the number of genes
in the basis vector belonging to the MIPS category (in square brackets).
Chapter 3
The Topology and Behavior
of Genetic Networks: A
Mathematical Treatment1
“Plurality should not be assumed without necessity.”
William of Occam, 1285 - 1347
Abstract
Predicting the behavior of a genetic network upon perturbation from its topo-
logical structure is a central problem in the field of systems biology. Recent
work by Leibler and co-workers showed that topologically identical networks
can exhibit qualitatively very different behavior to a symmetric set of pertur-
bations [45]. Using a set of three genes (LacI, TetR and lambda CI) and five
promoters, they constructed different genetic networks. The networks can act
a logic gates since they have two inputs through the effector molecules of
LacI (IPTG) and TetR (aTc). GFP, which is regulated by cI, acts as an output.
They show that two symmetric networks, having the role of LacI and TetR
exchanged, exhibit non-symmetric behavior to the same input.
Here we develop a general and rigorous mathematical framework to an-
alyze the behavior of this type of synthetic network. We start from the fol-
lowing commonly used assumptions: 1. We assume that there is no spatial
dependence of any protein or RNA concentration (i.e., the inside of the cell
is well-stirred). 2. We assume that there is transcription level control only.
1P.M. Kim and B. Tidor, Genome Research (submitted)
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3. We assume that there is no cross-talk between the promoters. 4. Cen-
tral to our treatment is the steady-state assumption, which we relax in the
subsequent analysis. 5. The dependence of the transcription and translation
rate on protein and RNA concentration, respectively, is assumed to be strictly
monotonic.
We prove that, despite the generality of the model, which accounts for
all imaginable parameters and nonlinear functional dependencies of rates on
molecule concentrations, the behavior observed by Guet et al. [45] in some
networks can not be reconciled with it. However, the assumptions used to
construct the model are widely used, and it is important to understand possi-
ble sources for the discrepancy. We explore relaxing model assumptions to
explain the observed behavior, allowing for both dynamic and stochastic phe-
nomena, and propose an alternative model. Our alternative model includes
the suggestion of a new mechanism by which the counterintuitive behavior
could be achieved; central to the model is the assumption that the Clp protein
degradation system, which is responsible for the regulatory proteins used in
this study, becomes saturated.
Moreover, the framework developed here is general and independent of
rate constants and can be applied to other systems.
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3.1 Introduction
It is a central problem in systems biology to predict the behavior of a ge-
netic network. Various papers in recent years have made predictions about
network behavior, either through computational modeling or analytical the-
ory [10, 26, 84, 97, 109, 113, 114, 125]. Also, several levels of modeling have
been carried out, from molecular level simulations up to very abstract mod-
els of cellular scale. While models have varied greatly in style and scope,
virtually all attempts to predict behavior has depended on a (sometimes very
large) number of parameters, which were mostly adapted from the literature
(sometimes from in-vitro experiments, i.e. the parameter had to be adjusted),
inferred or fitted. Since measurements of biochemical kinetic or thermody-
namic parameters in vivo is quite cumbersome and difficult, it is undesirable
for model predictions to be strongly dependent on fitted parameters.
In this work we do not assume nor fit any numerical values for any param-
eters, nor do we assume any explicit functional dependence. Rather, math-
ematical relationships are constructed that permit qualitative predictions of
network behavior. Moreover, we suggest an extension to a commonly used
model, that could explain the observed behavior.
Here we explore the behavior of a set of genetic circuits constructed and
studied by Guet et al. [45]. Our goal is to understand how two networks with
the same topology but interchanged roles of two regulatory elements can ex-
hibit different behaviors. Our original hypothesis, that parameter differences
for the two regulatory elements could explain behavior differences, is shown
not to be true, at least in the context of models usually employed to describe
genetic circuitry.
The synthetic networks constructed by Guet et al. [45] consist of the
three genes LacI, cI and TetR, which are combinatorially assigned promoters
to which the three repressors each bind. This allows for 27 different network
topologies when restricting the promoters to be all of repressing nature. These
systems were then perturbed by adding saturating amounts of anhydrotetra-
cycline (aTc) and isopropyl-β-thiogalactopyranoside (IPTG), the effectors of
TetR and LacI, respectively. As read out, green fluorescent protein (GFP),
which was under repression of the third gene, cI, was used. The GFP level
was measured under the 4 different conditions, i.e. without effector, with
ITPG, with aTc, and with both effectors added.
3.2 Methods
Assumptions and general model. We begin with the following assump-
tions, which are frequently used in this field of research [5, 24, 122].
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• We assume no spatial dependence of the molecule concentrations or
rate constants, i.e. the inside of the cell is well-stirred. This enables us
to treat the system with ordinary differential equations.
• We assume no crosstalk between promoters, i.e. every repressor only
binds to the promoter it is designed for.
• We assume that control of expression takes place at the transcription
level only.
• We will assume steady state at first, but later show that relaxing the
assumption does not affect results.
• The dependence of translation and transcription rates on protein and
RNA concentration, respectively, is assumed to be strictly monotonic.
However, we do not further constrain the dependence of translation or
transcription rates on protein or RNA concentration.
The most general model for gene expression looks as follows:
r˙i = degri(ri) + trpi(pyi) (3.1)
p˙i = degpi(pi) + tlpi(ri) (3.2)
pi and ri stand for protein and RNA concentrations, respectively; degri(ri)
stands for the RNA degradation rate of RNA ri, trri(pyi) stands for the tran-
scription rate of RNA ri as a function of the repressor concentration pyi that
controls RNA ri expression, degpi(pi) stands for protein degradation rate
and tlpi(ri) stands for the rate of translation of ri into pi. Note that degri(ri)
and degpi(pi) will always be negative, as they correspond to the reduction
of RNA/protein concentration through degradation. Most of the assumptions
are implicit in the notation; we assume further that tr(p) is strictly monotoni-
cally decreasing for every repressor p, tl(r) strictly monotonically increasing
and all degradation rates are strictly monotonically decreasing. The network
topology is encoded in the yi. They determine which transcription factor re-
presses which gene, i.e. each pyi is one of the pi.
Simplification of the equations. Now we assume steady state and show
properties of the relationship between transcription factor concentration and
steady-state protein expression:
0 = degri(ri) + tryi(pyi) (3.3)
0 = degpi(pi) + tlpi(ri) (3.4)
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Since we assume the degradation rates to have strictly 2 monotonic depen-
dence on concentration we can invert Equation 3.3 and then eliminate ri from
Equation 3.4:
ri = deg−1ri (−tryi(pyi)) (3.5)
0 = degpi(pi) + tlpi(deg
−1
ri
(−tryi(pyi))) (3.6)
Finally: pi = deg−1pi (−tlpi(deg−1ri (−tryi(pyi))) (3.7)
Now note that deg−1ri (−tryi(pyi)) is strictly monotonically decreas-
ing, since with rising pyi ,−tryi(pyi) will get larger (smaller in abso-
lute value) and deg−1ri is strictly monotonically decreasing. Likewise,
−tlpi(deg−1ri (−tryi(pyi))) is strictly monotonically increasing and finally,
deg−1pi (−tlpi(deg−1ri (−tryi(pyi)))) is strictly monotonically decreasing. Since
we do not assume any further information about the degradation or transla-
tion and transcription functions aside from their strict monotonicity, we can
replace the right-hand side of Equation 3.7 with one function that is strictly
monotonically decreasing:
pi = fiyi(pyi) (3.8)
We can now describe any system of genetic networks built from genes
that repress one another with a system of equations similar to Equation 3.8,
the network topology is encoded in the label yi. These equations will define
the steady-state behavior of the system, if it is in fact fully defined. In other
words, the steady-state level of any given protein has monotonically decreas-
ing dependence of the concentration of a repressor controlling its expression .
This is also an intuitive result, but here it has been determined assuming only
strict monotonicity and a simple but commonly applied model. The formal-
ism can be extended to include activators.
Validity of the steady-state assumption. For any gene with an autoregula-
tory loop the following equations hold for its expression:
r˙ = deg(r) + tr(p) (3.9)
p˙ = deg(p) + tl(r) (3.10)
The jacobian will then be: ∂deg(r)∂r ∂tr(p)∂p
∂tl(r)
∂r
∂deg(p)
∂p

2We need the strict monotonic property of the degradation rates in order to be able to compute
the inverses, deg−1ri and deg
−1
pi
.
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From monotonicity restrictions we get that ∂deg(r)∂r ,
∂tr(p)
∂p ,
∂deg(p)
∂p < 0 and
∂tl(r)
∂r > 0. For eigenvalues λ1 and λ2,
∂deg(r)
∂r
· ∂deg(p)
∂p
− ∂tr(r)
∂p
· ∂tl(r)
∂r
= λ1 · λ2
From restrictions above, λ1 · λ2 > 0.
∂deg(r)
∂r
+
∂deg(p)
∂p
= λ1 + λ2
From here we get λ1 + λ2 < 0; therefore λ1, λ2 < 0 for all p, r. This fact
makes the steady-state values for r0 and p0 an asymptotically stable point
according to the Ljapunov-Poincare theorem [116]. Furthermore, if r0 and
p0 define the steady state, for any r1 > r0 and p1 > p0, one can see from
Equations 3.9 and 3.10 that r˙1 and p˙1 will be negative (since r˙0 = p˙0 = 0),
therefore bringing the system to the steady state. The same arguments can be
applied to the cases of r1 < r0, p1 > p0 etc. so that from every r,p steady
state will eventually be reached in this model.
Monte Carlo simulations. Monte Carlo simulations were carried out using
the algorithms developed by Gillespie [37]. The algorithm was implemented
in the mathematics programming package MATLAB (The Mathworks, Nat-
ick, MA). Simulations were run on an AMD Athlon 1200-MP workstation
and took less than 20 minutes to carry out. Initial parameters for the simula-
tions were adapted from Elowitz et al. [24], where a very similar system was
modeled. However, while Elowitz et al. [24] modelled both TetR and LacI
as dimers and emulated a Hill model by sequential binding of two proteins,
we use a Hill model (perfect cooperativity) with Hill coefficients of 2 and 4
for TetR and LacI, respectively. Binding to promoter was modeled with 1
nM−1sec−1, unbinding from promoter with 9 sec−1, transcription from oc-
cupied promoter with 0.0005 sec−1, transcription from unoccupied promoter
with 0.5 sec−1, translation with 0.167 mRNA−1sec−1, protein degradation
with a half-life of 10 minutes and mRNA degradation with a half-life of 2
minutes. A model according to Elowitz et al. [24] yielded similar results
(data not shown). We sampled parameter space stochastically and ran simu-
lations for 500 different parameter sets. For every new set of parameters, each
parameter was allowed to vary over a range of 3 orders of magnitude. The
parameters were randomized by taking 10 to the power of a random num-
ber from a uniform distribution from -1.5 to 1.5 and multiplying the result
with the parameter value. We carried out each simulation separately with and
without effector addition. Each simulation was run four times to steady state.
Simulations for the extended model were carried out using the same
methodology, with addition the binding and degradation reactions of Clp
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3.3 Results
Application to the case of combinatorially synthesized networks by Guet et
al. [45] yields three equations as follows:
pLacI = fLacI,yLacI (pyLacI ) (3.11)
pTetR = fTetR,yTetR(pyTetR) (3.12)
pcI = fcI,ycI (pycI ) (3.13)
yi ∈ cI, LacI, TetR (3.14)
It is important to note that while the functions fiyi can all be different, they
also all share the property that they are monotonically decreasing in their ar-
gument. When only considering networks consisting of mutual repressors,
there are a total of 27 different topologies possible. Also, in this case the
symmetry between the three different genes is broken, since in the experi-
ments designed by Guet et al. [45] LacI and TetR are used as inputs (through
its effectors, IPTG and aTc, respectively). Lambda cI is used as output, by its
coupling to GFP, which can then be read out. To model the behavior observed
in the experiments, we predict the change in pcI when adding IPTG, aTc, or
both. Again, we can use the very general framework to model this perturba-
tion of the system. The following equation describes the behavior when the
effector which acts on pyi (i.e. aTc for TetR and IPTG for LacI) is added:
pi = deg−1pi (−tlpi(deg−1ri (−tryi(pei ))) (3.15)
So we merely have to replace the function tryi(p) with a term tryi(pe), where
pe is the concentration of active repressor in the presence of effector. Because
of the high effector concentration used in the experiments, here we treat the
effector as inactivating its repressor (pe  p). 3 Instead of Equation 3.8 we
then get the following:
pi = fiyi(p
e
yi) (3.16)
From Equation 3.15 we can see that f(pe) > f(p) will hold 4. We shall write
that as:
pi = feiyi > fiyi(pi) (3.17)
And we treat feiyi as a constant without dependence on p.
In 9 out of the 27 cases, the following equation will hold.
pcI = fcI,ycI (pcI) (3.18)
3Guet et al. [45] added aTc at 100ng/ml and IPTG at 1mM, which is known to be about
10-fold higher than the saturating concentration of each effector [80]. Note that our treatment
becomes somewhat less general by assuming effector saturation.
4We can apply simple arguments about monotonicity here. Since we know that tr(pe) >
tr(p) and all functions in 3.16 are monotonic, we can deduce that f(pe) > f(p).
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This equation defines a steady-state in terms of the read out variable. This
is the case where λ cI is repressing itself and hence in the current model,
addition of either effector is not expected to change the level of cI at all.
The predicted behavior for all networks is shown in Table 1. While for most
networks, our model does make a prediction of the change in GFP level upon
effector addition, it cannot predict changes for some cases. In those cases,
the monotonicity constraint is not strong enough to make predictions; further
specification of functional form and parameters are needed. While Guet et
al. [45] employed two LacI promoters of different characteristics, no case
is shown where the difference in promoter affected the qualitative behavior
of the network. This in agreement with our model, for which results are
independent of promoter characteristics.
For two particular networks we will show the results of our modeling
framework. For the network D038 (Number 27 in Table 1) we get the follow-
ing equations:
pLacI = fLacI,TetR(pTetR) (3.19)
pcI = fcI,LacI(pLacI) (3.20)
pTetR = fTetR,TetR(pTetR) (3.21)
Equation 3.21 implicitly defines a steady-state value p0TetR. This steady-state
will be assumed eventually (see Methods). Then p0cI and p0LacI are also de-
fined:
p0LacI = fLacI,TetR(p
0
TetR) (3.22)
p0cI = fcI,LacI(p
0
LacI) (3.23)
When now adding aTc, Equation 3.21 will become (because of the inac-
tivation through binding of the protein product of TetR):
pTetR = faTcTetR,TetR (3.24)
This equation defines another steady-state, paTcTetR which can be shown to be
always larger than p0TetR5. Due to a similar argument it follows that paTcLacI >
p0LacI and paTccI < p0cI . Hence, we expect GFP levels to be higher than without
effector, since a lower concentration of pcI will lead to less repression of GFP
production.
Upon addition of IPTG, Equation 3.21 becomes:
pcI = f IPTGcI,LacI (3.25)
5We have seen in Equation 3.17 that fe = f(pe) > f(p), therefore also paTcTetR =
faTc,eTetR,TetR > fTetR,TetR(p
0
TetR)
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And it is easy to see that the following holds:
pIPTGLacI = p
0
LacI (3.26)
pIPTGcI > p
0
cI (3.27)
pIPTGTetR = p
0
TetR (3.28)
Thus, we expect GFP levels to be lower than without IPTG.
Adding both IPTG and aTc we can see following analogous arguments:
p
IPTG/aTc
LacI > p
0
LacI (3.29)
p
IPTG/aTc
cI > p
0
cI (3.30)
p
IPTG/aTc
TetR > p
0
TetR (3.31)
Again, we expect lower GFP levels.
In summary, we expect the GFP levels to be the highest in the case with
aTc added which is in accordance with experimental findings [45]. However,
upon IPTG addition, the model predicts a GFP level less than the level without
IPTG,whereas the experiments reported no change. Note that the model does
allow for the GFP level change to be very small, and possibly undetected by
experiments. It does rule out, however, a higher GFP level.
However, for a topologically equivalent network, the experimental results
cannot be reconciled with current the model: In the network D052 (No. 18 in
Table 1) the following equations describe the behavior of gene expression:
pLacI = fLacI,LacI(pLacI) (3.32)
pcI = fcI,TetR(pTetR) (3.33)
pTetR = fTetR,LacI(pLacI) (3.34)
Here Equation 3.33 implicitly defines a solution p0LacI . We then can also
solve the other equations:
p0cI = fcI,TetR(p
0
TetR) (3.35)
p0TetR = fTetR,LacI(p
0
LacI) (3.36)
When now adding IPTG, Equation 3.33 will become
pLacI = f IPTGLacI,LacI (3.37)
The solution to this equation (pIPTGLacI ) can be shown to be always larger than
p0LacI . Also:
pIPTGLacI > p
0
LacI (3.38)
pIPTGcI < p
0
cI (3.39)
pIPTGTetR > p
0
TetR (3.40)
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Hence, GFP levels should be higher than without effector. In the presence of
aTc, Equation 3.34 becomes:
pcI = faTccI,TetR (3.41)
Its hence easy to see that the following holds:
paTcLacI = p
0
LacI (3.42)
paTccI > p
0
cI (3.43)
paTcTetR = p
0
TetR (3.44)
Thus, we expect the GFP levels to be lower than without effector. Adding
both IPTG and aTc we can see following analogous arguments:
p
IPTG/aTc
LacI > p
0
LacI (3.45)
p
IPTG/aTc
cI > p
0
cI (3.46)
p
IPTG/aTc
TetR < p
0
TetR (3.47)
We expect again lower GFP levels than without effector. In summary, we
expect the GFP levels to be the highest in the case with IPTG added. Experi-
mentally it is found that they are the highest when no effector is added, which
is in clear contradiction with the predictions of the model.
The network D052 is topologically equivalent to D038, the roles of TetR
and LacI are switched. However, the symmetry is broken through the facts
that the promoters used (PLtetO1 and PLlacO1) have different repression
thresholds and Lac is a tetramer whereas TetR is a dimer [80]. Therefore
it might be supposed that the difference in parameters and Hill coefficients
could lead to the fundamentally different behavior that was observed. Our
results show that this is not case, since for our general model, the two net-
works are perfectly equivalent and are predicted to behave similarly (network
D038 perturbed with aTc should act like D052 perturbed with IPTG and vice
versa).
The behavior of all other networks can be derived using analogous argu-
ments and the resulting predicted behavior is shown in Table 1.
3.4 Discussion
It is a surprising finding that a model as general as the one used cannot be
reconciled with experimental findings. It should be noted here that the model
not only allows for any possible combination of parameters but also any func-
tional dependencies within the monotonicity constraint, so encompasses a
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Figure 3.1: The time course of the protein numbers in the network D052 in
an example Monte Carlo simulation with a randomly perturbed parameter set.
The simulation was run for the system without the addition of effectors.
great variety of different models. The observation that all such models should
behave similarly for cases in which a prediction is possible permits model
simplification.
Because topologically equivalent networks don’t behave similarly, it is
reasonable to assume that one of the assumptions we made has to be incor-
rect. The first assumption we challenge is the assumption of steady-state
behavior, since it is known that many biological networks do not necessar-
ily exhibit this kind of behavior. However, it is easy to show (see Methods)
that at least in all network models of the type applied here and with autoreg-
ulatory loops, steady-state will be reached. This includes the two networks
D038 and D052, which were the focus of the study. While we show this in-
dependent of parameter values, we have to ask the question whether on the
time scale on which the experiments were carried out, steady-state could be
achieved. Several experimental studies have measured the time course of the
GFP level in systems very similar to the one used in the experiments modeled
here [24, 32]. It was found that steady-state is achieved within several hours.
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Figure 3.2: The time course of the protein numbers in the network D052 in
an example Monte Carlo simulation with a randomly perturbed parameter set.
This simulation was run for the system with the addition of IPTG, using the
same parameters as Figure 3.1
Guet et al. [45] measured GFP levels after overnight growth, so that there
was enough time allotted for steady state to be reached.
Assumptions of transcription level control only and no cross talk are cer-
tainly widely used and there is no biological evidence which would put those
in question. Although it is easy to imagine cases in which the dependence
of transcription or translation rate on protein or RNA concentration, respec-
tively, would not be monotonic, such cases tend to be the result of intentional
design.
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No. LacI cI TetR IPTG aTc IPTG/aTc
1 LacI cI TetR 0/0 0/0 0/0
2 LacI cI LacI 0/0 0/0 0/0
3 LacI cI cI 0/x 0/x 0/x
4 TetR cI TetR 0/x 0/x 0/x
5 cI cI TetR 0/x 0/x 0/x
6 TetR cI cI 0/x 0/x 0/x
7 TetR cI LacI 0/x 0/x 0/x
8 cI cI cI 0/x 0/x 0/x
9 cI cI LacI 0/x 0/x 0/x
10 TetR TetR cI 0/x -/x -/x
11 TetR TetR LacI 0/0 -/- -/-
12 TetR TetR TetR 0/x -/x -/x
13 cI TetR cI 0/x x/x x/x
14 cI TetR LacI 0/- x/- x/-
15 cI TetR TetR 0/0 x/- x/-
16 LacI TetR TetR x/x x/x x/x
17 LacI TetR cI +/x -/x x/x
18 LacI TetR LacI +/- -/- -/-
19 LacI LacI cI -/x 0/x -/x
20 LacI LacI TetR -/- 0/- -/-
21 LacI LacI LacI -/- 0/- -/-
22 cI LacI cI x/x 0/x x/x
23 cI LacI TetR x/- 0/0 x/-
24 cI LacI LacI x/0 0/0 x/0
25 TetR LacI LacI x/0 x/0 x/0
26 TetR LacI cI -/x +/x x/x
27 TetR LacI TetR -/0 +/+ -/0
Table 3.1: Predicted behavior of all 27 synthetic repressor networks consist-
ing of the genes LacI, TetR and cI. In the columns titled LacI, cI and TetR,
its repressor gene is given in the table. In the columns titled IPTG, aTc and
IPTC/aTc, GFP level changes are are given (predicted/observed by Guet et
al. [45]) as +,-,0, or x (unknown).
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Figure 3.3: A histogram of the difference between the Monte Carlo sim-
ulations of D052 without effector and with ITPG added are shown for the
stochastic parameter sampling. The difference in protein number of cI rela-
tive to the standard deviation of both simulations is shown.
Often neglected is the dilution effect of growing cell cultures. Since cells
grow and divide, any given protein concentration, even if neither degrada-
tion nor translation take place, will decrease by pure dilution. At stationary
phase, the dilution effect can be neglected since cell division and growth is
very limited. In general, the dilution effect has a monotonically decreasing
dependence on molecule concentration itself, so it can be viewed and treated
mathematically as part of the degradation term, and we do not need to treat it
separately [104].
Another possibility is that the existence of noise may affect the results of
our study. In other words, as has been pointed out recently [5, 25, 122], gene
expression is a stochastic process and the ordinary differential equation model
is merely an approximation to it. To address the question whether stochastic
effects would affect the results, we used an approach based on the Master
equation [122]. The model shows that at steady state, stochastic effects will
induce a deviation from the steady state, which disappears by averaging large
numbers (see appendix). Experimental data is given in terms of population
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averages, hence stochastic effects are unlikely to be the cause of large dif-
ferences in this particular case. Furthermore, Monte Carlo simulations based
on the method introduced by Gillespie [37] were carried out for the network
D052. Parameter space was sampled stochastically for 500 parameter sets.
In each of the 500 simulations, the steady-state level of cI without effector
was lower than or approximately equal to the level of cI with ITPG. A sig-
nificant increase in cI concentration, which is implied by the lower observed
GFP level, could not be found in 500 simulations. Hence stochastic effects
do not seem to bring our model into agreement with experiments. If Fig-
ure 3.3 we show a histogram of the relative difference in protein number of
the simulations run with and without IPTG addition with respect to the stan-
dard deviation in the simulation.
Having challenged and validated the basic assumptions used in applying
the model, we next consider limitations of the model itself. The synthetic net-
work employed in the study by Guet et al. [45] has one property not generally
found in genetic circuits - all regulatory proteins carry an ssrA Tag and are,
thus, degraded by special cellular machinery, the Clp system [70]. The cellu-
lar concentrations of ClpX and ClpP are thought to be fairly low and it is pos-
sible that the system can be saturated. Because three proteins carry an ssrA
Tag in the network of Guet et al. [45] they may have to compete for binding
to limited ClpX. Therefore, the degradation of a given protein may become
dependent on the concentrations of the other proteins. In other words, if one
particular protein becomes abundant, it would slow down the degradation of
the other proteins because it would outcompete them for binding ClpX.
The extended model looks as follows:
r˙i = degri(ri) + tryi(pyi) (3.48)
p˙i = degpi(pi, ptot) + tlpi(ri) (3.49)
The main difference to the simple model in Equation 3.3 is that here the pro-
tein degradation rate also depends on the total protein concentration, which
reflects saturation effects. The degradation rate will be monotonically de-
creasing with rising total protein concentration. It can then be solved analo-
gously to the simple model to:
0 = degi(pi, ptot) + tl(deg
−1(−tsyi(pyi))) (3.50)
It can be shown using arguments analogous to the ones used above, that
the simple addition of saturation effects would allow for the observed behav-
ior (see appendix). In Figures 3.4 and 3.5 we show the graph of MC simula-
tions of the extended model of the network D052 with and without IPTG. It
can account for the observed behavior (GFP levels are lower and cI levels are
higher after IPTG addition).
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Figure 3.4: A Monte Carlo simulation is shown for the extended model. The
development of protein numbers is given for all three proteins without effector
added.
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Figure 3.5: Monte Carlo simulation for the extended model with the addition
of ITPG. The protein numbers for both TetR and LacI rise rapidly and out-
compete cI for degradation by the Clp system. Therefore, the concentration
of cI increases beyond the level it had without IPTG addition.
Intuitively, adding IPTG releases the repression of both LacI and TetR.
Both proteins are expressed strongly, reaching high cellular concentrations
and subsequently outcompete cI for degradation. This effect can then lead to
an overall increase in cI concentration if the basal transcription rate of the re-
pressed cI promoter is higher than the resulting degradation rate of cI. There
are several options to test this model experimentally. The same experimental
setup as used by Guet et al. [45] could be reused by removing the ssrA tag to
avoid clp related effects. This approach, however, could lead to problems with
achievement of steady state, since the removal of the ssrA tags would signif-
icantly increase the lifetime of the proteins. Also, since the measurements
do not have to be taken at high time resolution, it is conceivable to quantitate
LacI, TetR and cI directly using a conventional biochemical technique.
It is important to note here that our model extension is only one of many
possibilities. A different possibility is that spatial effects will affect the be-
havior of the network [118]. In other words, the low number of ClpX and
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ClpP molecules in the cell can make protein degradation into an essentially
diffusion controlled process. In this case, the well-stirred assumption breaks
down and spatial effects could lead to similar saturation and competition ef-
fects as in our proposed model.
The possibility of saturation of the clp system is particularly simple in
that it does not invoke new or obscure cellular phenomena, but only allows
for effects which have been observed experimentally. If this is limiting to
the development of synthetic biological networks, it may be advantageous to
overexpress the clp system components.
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3.6 Appendix
The Master equation model. In a stochastic formulation of the model,
each term in Equations 3.3 and 3.4, which contribute to the rate of change
in RNA or protein concentration, becomes a probabilistic variable. In gen-
eral, the Master equation, which describes the time evolution of probability
densities looks as follows for our system:
˙Pri = (E
−1
i − 1)(
∑
j
tryj (pyj ))Pri + (E
+1
i − 1)(
∑
j
degrj (rj))Pri (3.51)
˙Ppi = (E
−1
i − 1)(
∑
j
tlyj (rj))Ppi + (E+1i − 1)(
∑
j
degpj (pj))Ppi (3.52)
Where E is the step operator, Eki P (qi, .....) = P (qi + 1). The Master equa-
tion can only be solved in its linear form, after linearization and replacing
the single pi and ri with one qi we obtain (Matrix A contains the linearized
transcription and translation rates and Matrix B the linearized degradation
rates):
˙Pqi = (E
−1
i − 1)(
∑
j
Aijqj)Pqi + (E
+1
i − 1)(
∑
j
Bijqj)Pqi (3.53)
This treatment follows that of Thattai et al. [122] and Reichl [100]. This can
be solved using the moment generating function:
F (zj , t) =
∞∑
ql=1
(
n∏
l=1
zqll )Pql (3.54)
We can assume that the degradation rate of each species (the linearized form
of which is contained in Matrix B) only depends on its own concentration, so
that Matrix B is diagonal. We then obtain:
F˙ =
∑
j
(1− zj)(Bi ∂F
∂zi
−
∑
j
Aijzj
∂F
∂zj
) (3.55)
Now, since ∂F∂zj =< qj > and
∂2F
∂z2
j
=< q2j > − < qj > and F˙ = 0 we obtain
the following linear equations:
(A−B)J = 0 (3.56)
(A−B)K + L = −((A−B)K + L)T (3.57)
where Ji = ∂F∂zi are the means and Kij =
∂2F
∂zi∂zj
are the variances and
Lij = AijJi. From Equation 3.57 it can be seen that the means (which is
what is measured when taking a measurement from a population average) are
given as simple linear equation of transcription, translation and degradation
rates, just as in the non-stochastic case.
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The extended model. In the extended model, we can write Equation 3.49
as:
0 = degi(pi, ptot) + gyi(pyi) (3.58)
Here, the function gyi(pyi) is monotonically decreasing with pyi . Also,
degi(pi, ptot) is monotonically increasing in its first argument but monotoni-
cally decreasing in the second one (thereby taking into account the saturation
of Clp). Specifically, for the D052 network:
0 = degLacI(pLacI , ptot) + gTetR(pTetR) (3.59)
0 = degcI(pcI , ptot) + gLacI(pLacI) (3.60)
0 = degTetR(pTetR, ptot) + gTetR(pTetR) (3.61)
From monotonicity restrictions we know that the equation y = degi(pi, pt)
implicitly defines a function φ such that:
pi = φi(y, pt) (3.62)
We can also deduce that φi(y, pt) is monotonically increasing in y and
also monotonically increasing in pt 6. We can then define pcI =
φcI(gLacI(pLacI), pt) and write Equation 3.61 as:
0 = degTetR(pTetR, pLacI+pTetR+φcI(gLacI(pLacI), pt))+gTetR(pTetR)
(3.63)
From here we can see that any change in the gTetR term (due to addition
of effector) can be accommodated with changes in both directions from the
protein concentrations (As gTetR increases, degTetR has to decrease, which
can either be achieved by decreasing pTetR or increasing pLacI or increas-
ing φcI ). In other words, simple monotonicity restrictions are not sufficient
anymore to define the behavior of the system after effector addition.
6Let z = f(x, y) be monotonically increasing in x and decreasing in y. Then z = φ(z, y)
monotonically increasing in z. Let z = z∗ be fixed. Any increase of x now leads to an increase
in f(x, y). To satisfy z∗ = f(x, y) y has to increase. Therefore x = φ(z, y) is increasing in y.
Chapter 4
Analysis of the Separability
of Protein Networks
According to Four Different
Measures1
“Nature is constructed in a way that it can be understood. Or
maybe I should state more correctly: Our thinking is constructed
in such a way that it can understand nature.”
Werner Heisenberg, 1901 - 1976
Abstract
Motivation: Biological systems carry out many control and effector func-
tions in an integrated fashion. Effective design may dictate topological fea-
tures inherent in network structure that, if understood, could facilitate analysis
and modeling. A common preconception is that biological networks should
possess a feature of separability, in that groups of nodes with many intra-
group connections are themselves joined by relatively few inter-group con-
nections. In this view, groups of tightly interconnected nodes, which may
participate in carrying out the same overall function, can be separated from
each other by severing a relatively small number of inter-group connections.
Isolating such separable pieces may be particularly useful for purposes rang-
ing from assigning gene function to logical analysis of biochemical circuits.
1P.M. Kim, T. Ideker and B. Tidor, Intelligent Systems for Molecular Biology (submitted)
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In this work we examine a number of different protein networks to analyze
their topological properties with respect to separability. Current interaction
databases are incomplete as well as likely to contain a large number of false
positives; simulation studies are carried out to determine whether our results
are likely to reflect biases in current interaction databases or properties inher-
ent in biological network structure.
Results: We find that whether protein networks exhibit separability depends
strongly on how separability is defined. According to the most intuitive mea-
sure, maximum flow, which separates components with more connections
within them than to the outside, the examined networks do not exhibit separa-
ble structure. However, using the measures of geodesic distance, topological
overlap and betweenness, networks appear separable, with significant simi-
larity between the separable units found by different measures. Furthermore,
statistical under- and oversampling of the data indicates that the differences
in separability are due to biological structure rather than merely reflecting a
data bias.
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4.1 Introduction
The recent advent of novel high-throughput experimental technologies such
as large-scale yeast-two-hybrid methods [63, 123], mass-spectrometry meth-
ods [33, 57] or co-immunoprecipitation methods [65, 78] has led to a tremen-
dous increase in the availability of protein–protein and protein–DNA inter-
action data. This trend has been amplified by extensive curation efforts, tap-
ping into the vast resource of the past literature. Several large protein in-
teraction databases exist, defining a network of over 5,000 proteins and over
15,000 interactions in the case of yeast [6, 86, 133, 134]. This wealth of infor-
mation carries the promise of providing valuable insight into the functional
and physical features of the cellular and biochemical components of the cell.
However, especially high-throughput approaches have been shown to be in-
herently noisy and to yield a large number of false positives [21, 83]. Also,
poorly understood biases in the underlying experimental technology further
complicate interpretation of interaction data.
The notion of separability has received much attention in the field of sys-
tems biology [8, 45, 52, 93, 97, 125]. The hypothesis is that separable network
structures might possess a certain degree of functional autonomy and perhaps
even form recurring units that can substitute for one another in plug-and-play
fashion. With such ideas in mind, they are sometimes referred to as modules.
It is believed that understanding the behavior of such autonomous subunits
will facilitate the understanding of the whole organism. Also, separability has
been shown to occur in different types of non-biological networks, such as so-
cial networks or the world-wide-web [30, 38]. In a recent study Ravasz et al.
[98] showed indication that metabolic networks adopt a separable hierarchy
in terms of structure and function. Furthermore, Milo and others [44, 88, 111]
showed the existence of recurring network motifs in protein–DNA interaction
networks. This led to the question of whether protein–protein networks are
inherently separable, i.e. whether there exist separable subnetworks.
We start by defining a separable unit from a topological perspective; a
separable unit is a subgraph consisting of connected nodes, the nodes are
required to have a higher number of connections within the subgraph than to
the rest of the graph. Intuitively one might suspect that there are indeed such
subpieces, as there are functional complexes consisting of highly connected
protein members, such as the ribosome, proteasome or DNA polymerase.
Moreover, if there do exist separable units, finding and dissecting them can
serve as a useful tool for biologists for viewing and exploring the otherwise
inaccessibly large and complex networks.
Here, in an attempt to better understand the separable nature of molecu-
lar interaction networks, we survey four different graph theoretic measures:
maximum flow, geodesic distance, topological overlap and edge betweenness.
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Maximum flow is an intuitive measure derived from the study of pipelines. It
is defined as the number of distinct paths between two nodes, which do not
share any edges - intuitively corresponding to the “maximum flow” of a liquid
between them [19]. It can find separable subgraphs as defined by the strict
definition above. Geodesic distance is a particularly simple measure, it is de-
fined as the number of edges that separate two nodes by shortest path. Both of
these measures are basic independent topological measures - while maximum
flow is not affected by distance, distance is not affected by maximum flow.
The measure of topological overlap was introduced by Ravasz et al. [98] and
shown to find separable structure in metabolic networks. It is defined for each
node pair as the number of common neighbors (plus one for adjacent nodes)
divided by the minimum number of neighbors of the two nodes. It thereby
combines a simple notion of maximum flow with a simple notion of distance.
Edge betweenness has been shown by Girvan and Newman [38] to find com-
munity structure in social networks; In contrast to the other three measures, it
is not defined for pairs of nodes, but rather, it is defined for every edge as the
number of shortest paths that run through it.
Our results indicate that, surprisingly, protein interaction networks gen-
erated from current networks are not separable according to the maximum
flow measure. However, according to the three other measures, subgraphs are
found that are shown to be of functional relevance and conserved across the
three measures. We compare the relative performance of the three measures
according to topological and functional scoring functions. Finally, results
from simulation studies of under- and oversampling the current datasets sug-
gest that the separability properties found reflect biological structures and are
unlikely to be due to incomplete or noisy data.
4.2 Methods
Network datasets. Several different datasets, all giving interactions in Sac-
charomyces Cerevisiae were examined. The yeast subsection of the database
of interacting proteins (DIP) given by Xenarios et al. [133] was analyzed
as well as the so-called DIP core by Deana et al. [21]. The DIP core is a
subset of DIP consisting of interactions that were cross validated using ex-
pression data, orthologous interactions or the literature. Also, the dataset in
the biomolecular interaction network database (BIND) [6] was examined.
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Figure 4.1: Maximum flow and betweenness measures of separability. (A)
In a sample network three separable groupings of four nodes each are linked
in a chain by single inter-group connections. (B) In a subsection of the DIP
core (bottom), which contains more complex structure, whether the network
is viewed as separable depends on the measure used. The network in (A) is
defined as separable by maximum flow and betweenness measures, whereas
the network in (B) is only separable using the betweenness definition.
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Four measures of separability. The maximum flow between two nodes in
a graph is the number of distinct paths that exist between them, where distinct
paths are paths that do not share any edges. A fundamental theorem in graph
theory states that the maximum flow between two nodes is equivalent to the
minimum cut between them, i.e. the number of edges that have to be cut to
separate the two nodes [19]. For a single maximum-flow calculation the algo-
rithm given by Ford and Fulkerson [19] was used. Figure 4.1 (A) illustrates
the notion of maximum flow. The all-pairs maximum flow (i.e. the matrix of
the maximum flow from every node to every other node) for each graph was
calculated using the algorithm given by Gomory and Hu [40] implemented
both in the programming package MATLAB version 6 (R12) (Mathworks Inc.,
Waltham, MA) and in Java version 1.4 (Sun Microsystems Inc., Sunnyvale,
CA) using the yFiles graph algorithm and visualization library version 1.3
(yWorks GMBH, Tu¨bingen, Germany). The simpler Gusfield [46] variant of
the Gomory-Hu algorithm was also implemented in Java using yFiles. Both
variants solve the all-pairs maximum flow problem exactly and efficiently.
Briefly, the algorithm proceeds by first computing a so-called Gomory-Hu
cut-tree which is a spanning tree of the input graph. It is calculated by n− 1
(n being the number of nodes in the graph) rather than n2 successive maxi-
mum flow calculations and successive node contractions and expansions; for
details refer to [40]. The tree is weighted and each edge weight corresponds
to the capacity of maximum flow between the two nodes separated by this
edge. From this tree it is trivial to create an all-pair maximum flow matrix.
This tree (also called a cut-tree) can also be used as an approximation to solve
the minimum k-cut problem [47, 50, 106], however in the datasets we exam-
ined, only very unbalanced partitionings could be obtained which is likely a
result of the monocentric structure of the data. The implementation in Java
ran for roughly 5 minutes on the core DIP dataset on a 1200 MHz Athlon
workstation.
Partitioning of the graphs using the measure of betweenness was imple-
mented as described by Girvan and Newman [38] in Java 1.4 using the yFiles
library version 1.3. Briefly, for every pair of nodes in a connected graph, there
is one (in some cases more than one) shortest path to connect the two. Then
each graph contains a total of S ≥ n2 shortest paths. A number k < S of
those paths will run through any given edge. This number is called the edge
betweenness. It is calculated using a modified version of breadth first search.
A graph is partitioned by subsequently removing each edge with the highest
edge betweenness associated with it. After each edge removal, the between-
ness for all edges contained in the affected subgraph is recalculated. With the
removal of some edges, pieces of the graph are disconnected, thereby build-
ing a hierarchical tree. A pairwise measure for all nodes can be derived from
this procedure by assigning each pair of nodes the edge betweenness number
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of the last edge that has to be removed to separate it. Partitioning the DIP
core network took about 10 minutes on a 1200 MHz Athlon workstation.
Topological overlap was calculated as described by Ravasz et al. [8] in
the programming package MATLAB. The resulting matrices were partitioned
using an average linkage hierarchical clustering algorithm.
Finally, geodesic distance (shortest distance) between any given two
nodes is defined as the length (number of edges) of the shortest path con-
necting them. It was computed using a simple breadth-first search algorithm
as found in [19]. While more efficient algorithms exist, this calculation took
less than 1 minute for most datasets examined using an unoptimized imple-
mentation in MATLAB.
Generating Partitions from Pairwise Matrices. In the cases of maximum
flow, topological overlap and geodesic distance, an average linkage hierarchi-
cal clustering algorithm was used on the matrices of the pairwise measures.
The resulting dendrogram was cut at a chosen cutoff value to generate the
partitioning.
Scoring different partitions. Topological validity of a partitioning was as-
sessed by computing both the number of edges that were cut and the vari-
ability in size of each subgraph. The latter was calculated as the ratio of
the standard deviation to the mean in the number of nodes of each subgraph.
To calculate the score of biological significance we used the functional an-
notations available from MIPS [86]. Using the hypergeometric probability
distribution function, for each subgraph and each category we calculated the
probability of occurrence of this particular category when choosing genes
randomly from the network. The logarithm with base 10 of the probability
was used as the functional significance score.
Subgraph scores were compared to those of random subgraphs generated
using to two different approaches. One approach was to simply disregard
the topology and pick genes from the pool of genes in the network at ran-
dom (Called “Random Nodes” in Figure 4.3). The second approach was to
subsequently remove random edges until a given number of subgraphs was
separated from the graph (Called “Random Cuts” in Figure 4.3). This sec-
ond approach takes the graph topology into account, in that it will only pool
genes that are topologically close together; however, by construction it tends
to generate fairly uneven random cuts.
Similarity between different partitionings was computed according to an
asymmetric similarity function: Each subgraph in partitioning 1 was assigned
a subgraph in partitioning 2, with which it shared the most nodes. The percent
similarity score is then the percentage of subgraphs in partitioning 1 that share
more than half of its nodes with their most similar pendant in partitioning 2.
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Visualization. Network graphs were visualized using the gene network vi-
sualization package CYTOSCAPE [62]. All calculations aside from the all-
pairs maximum flow and betweenness calculations were carried out in MAT-
LAB.
4.3 Results
BIND contains 3,470 proteins and 5,003 interactions (Status: December
2002), whereas the full DIP contains 15,132 interactions among 4,720 pro-
teins (Status: December 2002). The DIP core contains 3,003 interactions
among 1,788 proteins. We examined the largest connected component in
each network only, which in every case contains more than 90% of all the
interactions in the dataset.2
Four measures of separability. Our strictest definition of a separable unit
is a connected subgraph that contains more intra-subgraph connections than
interconnections to the rest of the graph. This corresponds to the maximum
flow definition of separability. Intuitively, calculating the maximum flow ma-
trix and using a clustering algorithm on it will reveal this type of separable
unit. We computed the maximum flow matrix for each dataset as described
in methods and used an average linkage hierarchical clustering algorithm on
it. As is illustrated in Figure 4.1, it can neatly separate subgraphs fit the strict
criterion of a separable unit as defined above.
Surprisingly, for any of the networks examined, we observed a maximum
flow distribution without apparent separable subgraphs; the graph consists of
one highly connected center and a much less connected periphery. Roughly
half of the nodes appear to be “leaves”, i.e. connected to the rest of the graph
through only one edge. Therefore, in the datasets examined, including BIND
and DIP no separable units as defined above seem to exist. All graphs have
one highly connected center; that is, they are “monocentric”. In the DIP core
a small number (31) of maximum flow clusters were found. However, they
are fairly small and contain only 8.3% of the proteins (See Figure 4.2 and
Table 4.1), so that more than 90% of the nodes in the DIP core also exhibit
the aforementioned monocentric topology.
While maximum flow is capable of finding separable units that follow our
above strict definition, other methodologies can uncover separable or com-
munity structure following a less strict notion of separability. A particularly
2Other datasets were analyzed as well, including the munich information center for protein
sequences database (MIPS) [86], the protein–DNA data given by Lee et al. [78], the networks
from high-throughput experiments given by Uetz et al. [123] and Ito et al. [63] as well as the
data given by Gavin et al. [33]. Results were similar to those shown here (not shown).
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simple method is to use the geodesic distance between two nodes and use
a clustering algorithm to partition the graph given a distance matrix. Intu-
itively, this approach can separate units of nodes with large inter-group but
small intra-group distances. However, since distance has no notion of con-
nectivity, the clusters found are not optimized to be tightly connected, nor
are they optimized for size. As mentioned above, two measures that combine
some of the characteristics of both maximum flow and distance are edge be-
tweenness and topological overlap. Edge betweenness can separate groups of
nodes based on the number of shortest paths that do separate them; it there-
fore has notions of both. Furthermore, a recent study by Girvan and Newman
[38] showed that it can uncover separable structure in other types of networks.
Topological overlap was introduced by Ravasz et al. [8] to uncover hierarchi-
cal separable structure in metabolic networks. It is defined as the number of
neighbors common to two nodes divided by the minimum of the connectivity
of both nodes. Hence, it also combines a very simplistic notion of distance (it
is zero except for nodes with distance 2 or 1) with a notion of maximum flow
(but only counting paths with distance 2).
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Figure 4.2: Results from the 4 partitioning methods on the DIP core in matrix
form. In every matrix, both axis correspond to node numbers, while the order
of nodes is determined by the respective partitioning algorithm. A colorscale
shows the pairwise measure for every pair of nodes. (A) The maximum flow
matrix shows no clear partitionable structure. (B) Topological overlap gen-
erates a block diagonal structure. (C) Distance clustering shows a roughly
block diagonal structure. (D) Betweenness shows block diagonal structure
with roughly equal sized subgraphs.
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Figure 4.3: Comparison of the different partitioning methods. (A) The num-
ber of edges that are cut in every partitioning is shown; betweenness requires
the fewest number of cuts per number of subgraph produced. (B) The vari-
ability in size (standard deviation divided by the mean of the subgraph sizes)
is shown. At low number of subgraphs, topological overlap generates the
most even cuts. (C) The functional relevance score (the log of the hypergeo-
metric probability score of enrichment in functional categories) is shown. All
methods score similarly well, with betweenness generating subgraphs that
may be slightly more functionally significant.
Results of the four different partitioning methods are shown in Figure 4.2.
It can be seen that betweenness shows the clearest block diagonal structure.
One drawback of all the approaches chosen is that a cutoff value has to be
chosen arbitrarily to produce partitions from the pairwise matrix of relations.
Whereas in the maximum flow case one can make a clearcut a priori defini-
tion of a separable subgraph, in all these cases an ad-hoc choice of a cutoff
value has to be made. However, it is possible to optimize the cutoff choice to
produce more topologically and biologically sensible partitions.
Quantitative performance of different measures. In Figure 4.3 a compar-
ison of the different partitioning methods when applied with different cutoffs
to the DIP core dataset is shown. In Figure 4.3 (A), the parameter used to
compare the partitions is the number of edges that have to be cut to separate
each piece from the rest of the graph. In other words, how strongly connected
was each piece to the graph? Intuitively, minimizing this value brings the
subgraphs found closer to the strict definition of a separable unit given above.
Naturally, with an increasing number of subgraphs the number of cut edges
has to increase. At the same time, the relative number of cut edges starts
to decrease, which is due to the fact that at higher numbers of subgraphs,
many subgraphs are “leaves”, i.e. consisting of only one node. Since these
CHAPTER 4. SEPARABILITY OF PROTEIN NETWORKS 81
Maximum Betweenness Topological Distance
Flow Overlap
# of Clusters 31 72 68 64
% of Nodes in Clusters 8.3 100 100 100
% of Edges Cut 370 824 1318 900
Biological Score -6 -25 -23 -24
% Similarity w/ MF - 2 2 0
% Similarity w/ Bet 54 - 82 84
% Similarity w/ TO 49 89 - 76
% Similarity w/ Dist 57 82 73 -
Table 4.1: Comparison of the 4 measures of separability and the similarity of
their clusters
subgraphs are biologically less interesting, it would be desirable to obtain
approximately even partitionings of the network. One possible measure to
estimate how evenly the network was partitioned is to calculate the ratio of
the standard deviation to the average of the number of nodes of each sub-
graph. This measure is plotted in Figure 4.3 (B). All partitioning techniques
tend to produce fairly uneven partitionings at low number of subgraphs, while
they tend to stabilize at roughly 50 subgraphs. Figure 4.3 (B) shows that par-
titioning using topological overlap produces the most uniform size groupings,
whereas edge betweenness cuts the least number of edges and thus produces
separable units closest to our strict definition.
While topological measures can recognize tight clusters, i.e. are capable
of measuring how close the subgraphs are to the strict definition of a separa-
ble unit, it is more important to validate the partitions with respect to biologi-
cal functionality. The enrichment of MIPS functional categories is measured
for that purpose. In Figure 4.3 (C) the hypergeometric probability score is
shown for the three partitioning methods with respect to the number of sub-
graphs. The hypergeometric probability score corresponds to the logarithm
of the probability of the given enrichment in functional categories by chance.
It can be seen that all three measures exhibit a sharp minimum in their prob-
ability score at a relatively low number of subgraphs, reflecting the fact that
functionally tightly correlated subgraphs are discovered and separated early
in the process, whereas the later separated subgraphs have less functional rel-
evance and lower the overall score. As in the topological scoring schemes,
it can also be seen here that edge betweenness partitioning performs slightly
better than the other two methodologies. Moreover, all methods perform sig-
nificantly better than two methods to randomly pick clusters from the data.3
3Our hypergeometric scoring function treats different functional categories as independent.
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Figure 4.4: A sample partitioning of the DIP core using betweenness parti-
tioning, generating 72 subgraphs.
Figure 4.4 shows the clusters that edge betweenness partitioning finds
when partitioning the DIP core dataset to 72 clusters. As Table 4.1 shows, the
clusters found by the three different methods are quite similar. For the most
part, there is a one-to-one correspondence among subgraphs, which repre-
sents the fact that, while most of the clusters do differ between the differ-
ent methodologies, there is a core that remains essentially conserved across
methods. The specific edges that are cut do differ, but most core nodes are
the same.
The effects of imperfect data. Thus, separable subgraphs do exist accord-
ing to three of the measures, but not to the (intuitive) maximum flow measure.
Is this due to real biological structure or to error or bias in the interactions net-
work? On the one hand, we do not know how much of the real interaction
space has been sampled by the current data. In other words, current databases
are incomplete, so addition of more edges to the graph could lead to the for-
mation of intuitively separable units. On the other hand, especially data from
high-throughput approaches is known to be inherently noisy and contains a
large number of false positives [21]. Hence it is possible that subgraphs which
would be separable given only the true connections, are not seen as separable
As there is some overlap between categories and thus the assumption of independence is not
quite correct, both types of randomization do get a nonzero hypergeometric score
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Figure 4.5: Disappearance of maximum flow clusters in the DIP core upon
the addition of DIP and random interactions. The blue line represents the
disappearance of clusters when adding DIP interactions, the green line rep-
resents the slightly slower disappearance when the clusters are fortified to
be completely connected, the red line represents the faster appearance when
adding random interactions. The effect of removing random interactions is
also shown.
because many false positives interconnect them.
In Figure 4.5 the number of maximum flow clusters in the DIP core is
shown while adding additional interactions which are missing from the core
but are contained in full DIP. It can be seen that the number of discernible
clusters drops rapidly with adding new interactions. To address the effects
of potential undersampling, we artificially added interactions to each of the
found separable units in the DIP core, thereby turning them all into com-
pletely connected subgraphs, i.e. every node in the subgraph is connected
directly to every other node (fortified). In other words, every cluster was
made as strongly interconnected as it possibly could be, a total of 303 inter-
actions were added. Then we again observed the disappearance of clusters
while adding interactions until reaching the full DIP dataset as shown in Fig-
ure 4.5. While fortifying the clusters to be completely connected subgraphs
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does make them more robust to the addition of false positives, the effect is
weak and the disappearance curve is hardly distinguishable from the original
one. In the full DIP dataset the interactions are so numerous that even those
completely connected subgraphs can no longer be recognized as separable
units. We hence conclude that the effect of false positives is stronger than the
one of undersampling of data. When adding completely random interactions
(among nodes contained in the network, however) to the dataset, the drop-
off in the number of clusters is more pronounced and it reaches zero quickly.
This may reflect the fact that only part of the additional interactions in full
DIP are false positives.
A different way to address the issue of undersampling is to remove edges
at random and again examine the appearance and disappearance of clusters
as shown in Figure 4.5. As can be seen, the effects are quite minor. Even
the removal of half the interactions reduces the number of clusters by only
a third. When adding interactions from full DIP to a network with 30% of
interactions removed, the effect is quite similar to when adding interactions
to the original data.
4.4 Discussion
Separability of protein networks. In this study, we examined different
protein networks with respect to their separability. Attempting to keep our
investigation unbiased, we surveyed four different graph theoretic measures
of separability and also examined a range of different datasets.
It is a surprising result that none of the examined large datasets showed
signs of separability in the strict (maximum flow) sense. Rather, all exhibit a
topology which could be expected from a randomized scale-free network, as
a random scale-free network would exhibit a monocentric topology as seen in
the networks examined above (data not shown). However, scale-freeness by
definition merely describes the node connectivity distribution as being gov-
erned by a power law rather than an exponential [7]. It is hence not at all in
contradiction with strict separable structure; many ways in which strict sep-
arability is compatible with a scale-free topology can be imagined. For in-
stance, connecting many disjoint scale-free networks by one link each would
create a scale free separable network: the separable units correspond to the
formerly disjoint networks and the node connectivity distribution is still gov-
erned by a power-law. However, the evolutionary genesis of existing biologi-
cal networks and their topological features are still subject for speculation.
Still, since tightly connected protein complexes are known and separa-
bility has been the recent focus of research, it is surprising that large-scale
dataset do not seem to consist of strictly separable units, as could be found
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by maximum flow. But as Table 4.1 shows, they do exhibit a separability ac-
cording to the other three measures; moreover, the subunits found are quite
similar to each other, suggesting that the separability found is not merely due
to a peculiarity in the partitioning algorithm used. Furthermore, the subgraphs
found all score quite highly when measuring their enrichment in functional
categories. Hence, protein networks do not seem to follow the notion of in-
tuitive separability as shown in Figure 4.1 (A), rather, the functional subunits
are highly intertwined and interconnected, making them hard to recognize by
visual inspection, such as shown in Figure 4.1 (B).
Effects of oversampling and undersampling the real network. Further
puzzling is the finding that smaller, sparser datasets do contain strict separa-
ble units, even though they are small and not plentiful. Three possibilities are
to be distinguished: Firstly, the existence of strict separable units could be
an artifact due to undersampling of the real network in small datasets. This
possibility is unlikely, since removing random interactions from the data, i.e.
making the data more undersampled, decreases the cluster count. Secondly,
the disappearance of separability in larger datasets could also be an artifact of
undersampling of the real network, in this case the undersampling of the real
interactions within the separable units. This possibility is also unlikely, since
artificial fortification of the clusters as shown in Figure 4.5 has only a very
slight effect on their disapperance when adding DIP interactions. Thirdly the
disappearance of separability in larger datasets could be an artifact of over-
sampling (i.e. false positives) of the real network in large datasets. Our anal-
ysis suggests this as the most likely possibility. The effect of additional DIP
interactions on the number of clusters is similar to that of random interactions.
A particularly surprising fact is that both the removal and the addition
of interactions at random seem to decrease the cluster count. While it can be
understood in hindsight - the addition of edges can make the cluster disappear
because of new connections to the main graph and removal of edges within
the cluster can make it disappear - it does indicate that the existing number of
clusters in the DIP core are real topological features of the network and not a
product of under- or oversampled data.
Conclusions. In this study we examine notions about separability of pro-
tein networks. Our results suggest that protein networks are separable in a
largely non-intuitive manner; the separable pieces do not simply correspond
to highly interconnected subgraphs which are easily split by cutting a low
number of edges as could be expected from an intuitive maximum flow no-
tion. Rather, the separable units are highly intertwined and not intuitively
recognizable. Also the partitions according to the three measures distance,
betweenness and topological overlap are found to be quite similar and have
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high functional relevance. Betweenness appears to be best suited for parti-
tioning protein networks in a meaningful fashion. However, our results also
suggest that the complete disappearance of maximum flow clusters is likely
the result of the false positives in current datasets. In other words, cleaner
datasets are likely to be more easily partitioned.
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follows a power-law
4.6 Appendix
Scale-free topology of protein networks. We could verify earlier claims
[2, 7, 68]; all the networks examined exhibit a scale-free topology. In other
words, the node connectivity distribution follows a power law — interestingly
all datasets do follow roughly the same power law, which is suprising at least
for the protein–DNA dataset which consists of a different kind of interactions.
In essence the power law distribution of the node connectivity reflects the fact
that the topology of the network is dominated by a small number of highly
connected nodes, so-called hubs.
Maximum Flow, Connectivity and Distance. To further investigate the
topology of the graph we examined correlations between the node connectiv-
ity, distance between nodes and the maximum flow. Interestingly, as shown
in Figure 4.7, there is a high degree of correlation between maximum of the
maximum flow of a given node (i.e. the maximum number of path by which it
is connected to any node in the graph), and its degree of connectivity. Maybe
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Figure 4.7: The relation between node connectivity and its maximum maxi-
mum flow
not surprisingly, the nodes with the highest connectivity degree are also the
ones with the highest maximum of the maximum flow. However, as has been
observed before [9], nodes with high connectivity do not necessarily corre-
spond to obvious biological importance. For instance the 10 genes which have
both the highest maximum flow as well as the highest number of neighbors,
do not seem to exhibit particular biological significance.
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Figure 4.8: The relation between maximum flow and distance
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Figure 4.9: The change in diameter of the network due to the removal of hubs
Also, there is a relationship between the distance and the maximum flow
of two nodes as shown in Figure 4.8. While both measures are inherently
independent, we do observe that at large distances between two nodes the
maximum flow is small — intuitively that corresponds to that fact that in that
these nodes tend to be at the weakly connected periphery of the graph, in
accordance with our findings of a monocentric topology.
Topology change upon hub–removal. Since hubs are thought to dominate
the topology of scale-free networks [7], subsequent removal of hubs could
be expected to affect the monocentric topology of the networks. Specifically,
since the center of the graph is dominated by those highly connected hubs
with more than 200 neighbors and maximum flows of over 100, it could be
imagined that removal of those hubs of the graph could reveal other, seperable
centers in the graph. However, the maximum flow matrix of the BIND dataset
after the removal of the 50 most highly connected hubs still exhibits the
same structure as before the hub-removal, suggesting a monocentric topol-
ogy. While the most highly connected node has 288 neighbors (JSN1) the
least highly connected of those 50 has merely 15 neighbors. Removal of
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hubs has drastic effects on the overall topology of the network, affecting the
node-connectivity distribution as seen in Figure 4.9 and the diameter which
increases from 6 to 11. This is somewhat counterintuitive, as the number of
nodes actually decreases.4
4In addition to the removed hubs, the giant component of the network decreases in size, the
giant component of BIND after the removal of 50 hubs is merely 1700 nodes in contrast to 3050
nodes with all hubs
Chapter 5
General Conclusions
“By three methods we may learn wisdom: First, by deduction,
which is the noblest; second, by imitation, which is the easiest;
third, by experience, which is the bitterest.” 1
Confucius, 551 BC - 479 BC
In this thesis, the much-publicized notion of a biological subsystem was
examined from different perspectives. Guided by the vision of bringing quan-
titative understanding to complex cellular phenomena, rigorous approaches
from mathematics, physics and computer science were used to solve a num-
ber of related problems focusing on the discovery, behavior and topology of
biological subsystems. Throughout this work, preexisting notions and models
were challenged and their validity reevaluated with respect to existing exper-
imental data.
A novel approach to identify subsystems from gene expression data was
developed. These subsystems were shown to be of biological significance,
they were discovered by way of reducing the dimensionality of the dataset
and thereby focusing on local similarities in the data. While it was the belief
in the field that approaches focusing on global similarities in gene expression
profiles, such as clustering, would reveal the most reliable predictions from
the data, it was shown rather that local similarities can reveal relationships
that are better predictors of biological function.
Gene expression modeling studies generally use a simple, but widely ac-
cepted classical kinetic gene expression model. Here, it was proven rigor-
ously that, this model can not be reconciled with a current set of data. An
only slightly more complex model, which can explain the data, was devel-
oped. Thereby, a framework to predict the behavior of simple subsystems
1As in most scientific endeavors, all three methods were used in this work.
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under perturbation was developed and an experimentally testable hypothesis
was generated.
The notion of a subsystem was also examined from a topological per-
spective. Results show that, contrary to what might intuitively be expected,
protein interaction networks do not consist of easily separable subsystems,
tightly intra-connected subgraphs with only weak inter-connectivity. Rather,
it was shown that, while those subsystems do exist, they are highly inter-
twined and only separable in a non-intuitive fashion. Methods to uncover
these subgraphs were developed and it was shown that they are of biological
significance.
The results presented here emphasize the importance and value of rig-
orous theoretical and computational analysis in systems biology. While the
need for experimental data and advances in experimental technology is obvi-
ous, it was demonstrated that computational approaches are needed to mine
the data, build models complementing the experiments and abstract higher
principles that can shape our thinking. The establishment of a general frame-
work to discover biological subsystems and predict their behavior will be
future work.
Appendix A
Thermal Stability of
Proteins and the Role of
Electrostatics
A.1 Introduction
Protein stability is defined as the free energy difference between the denatured
and the native states. Even though the importance of several physical factors
- such as hydrophobic effect, hydrogen bonds and electrostatics - has been
examined, our understanding on an atomic level is still limited. The recent
discovery of hyperthermophilic organisms, which can thrive at temperatures
of up to 113oC, has brought attention to the issue of thermal stability [99].
The factors contributing to protein stability at those high temperatures are
subject of recent research efforts [58, 66, 82].
Several studies have emphasized the importance of electrostatic inter-
actions for thermal stability [49, 127, 135] and salt bridges are found more
frequently in hyperthermophilic proteins than in their mesophilic counter-
parts. At the same time, recent theoretical and experimental findings indicate
that electrostatic interactions are not major stabilizing factors in mesophilic
proteins and are less stabilizing than hydrophobic interactions [53, 54, 129].
These facts seem to be contradicting each other. However, the strength of
the hydrophobic effect is known to decrease with temperature, which in turn
leads to a weaker contribution to stability by hydrophobic interactions. It
could hence be hypothesized that electrostatic interactions are stronger than
hydrophobic ones at high temperatures. Moreover, the stability contribution
for each salt bridge can be increased by formation of extended ion-pair net-
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works. Those networks have been observed in many hyperthermophilic pro-
teins [66].
Here we investigate the role of salt bridges for protein stability at higher
temperatures in bacteriophage P22 Arc repressor, a well-established model
system for protein folding [12, 87]. Arc is a member of the ribbon-helix-helix
family of transcription factors. The native dimer forms a single globular do-
main by intertwining the β-sheets and α-helices of both monomers. As a
result, folding and subunit association are tightly coupled reactions, and the
overall folding reaction is a cooperative bimolecular reaction [102]. There-
fore, the apparent thermal stability and melting temperature of Arc depend
on the protein concentration. This effect enables us to measure stability at
varying temperatures using the melting temperature as an indicator (see Sec-
tion A.3).
The wild-type protein features a buried salt bridge triad comprised of the
residues Arg31, Glu36 and Arg40 (wild-type protein will be referred to as
RER). In comparison we examine a mutant in which the salt-bridge triad is
replaced by hydrophobic residues (Ala31, Tyr36, Leu40 - will be referred to
as AYL). RER and AYL have very similar circular dichroism spectra and their
stability at 25oC, as measured by urea denaturation experiments, is compara-
ble (RER: 10.0± 0.5 kcal and AYL: 10.5± 0.5 kcal). A comparison of RER
and AYL allows us to investigate the relative importance of hydrophobic and
electrostatic interactions on protein stability at varying temperatures.
A.2 Results and Discussion
Figure A.1 shows thermal denaturations of both wild-type Arc (RER) and
the R31A, E36Y, R40L mutant (AYL), monitored by circular dichroism spec-
troscopy. In both proteins thermal stability increases with increasing concen-
tration. However, for concentrations beyond 100 µM, the thermal stability of
AYL does not seem to increase significantly; the thermal denaturation curves
are quite similar. By contrast, the thermal stability of RER does continue to
increase beyond that point.
From the thermal denaturation curves thermodynamic parameters were
estimated using a fitting procedure, and in Figure A.2 protein concentration
is plotted against melting temperature. As explained in Section A.3, protein
concentration is related to the free energy of unfolding in a bimolecular fold-
ing system.
Arc does not follow the simple (and widely used) two-state model of pro-
tein folding, because there is a dimeric folding intermediate state (termed the
denatured dimer). The folding equilibrium follows the reaction:
2[D]⇀↽ [D2]⇀↽ [N2]
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Figure A.1: Thermal denaturations of RER and AYL
(D referring to denatured states and N to the native state). At lower temper-
atures the folding intermediate state D2 is minimally populated so that the
equilibrium behaves very similar to the two-state model 2[D] ⇀↽ [N2]. How-
ever, at high temperatures the denatured dimer state is more highly populated.
Hence, the folding equilibrium is more similar to [D2] ⇀↽ [N2], which is a
monomolecular reaction. Therefore, the dependence of melting temperature
on concentration disappears. This effect limits the thermal stability accessible
by increasing the protein concentration [102]. The limit in melting tempera-
ture was determined to be about 70oC. In the case of AYL this limit is lower
(Figure A.2), the Tm is limited to about 66o C. This decrease is due to an
increased stability of the denatured dimer, i.e. this state is populated at lower
temperatures than in RER.
As can be seen in Figure A.2, at lower temperatures AYL exhibits higher
stability than RER. This order switches at temperatures higher than 64oC.
To further emphasize this point we show CD wavelength scans of the two
proteins at 25oC at a concentration of 10µM in Figure A.3. The absolute CD
signal can be used as an indicator of folding status (see Section A.3). In this
graph, both signals are approximately equal which indicates the fact that at
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Figure A.2: Dependence of melting temperature on concentration.
room temperature both proteins are fully folded - the slightly higher stability
of AYL does not have a measurable effect under this conditions. In Figure A.4
a CD scan of AYL and RER at 65oC and 1.2mM concentration is shown. As
can be seen, the RER signal is significantly stronger, indicating that a larger
fraction of this protein is folded under this conditions. Therefore, under these
conditions, RER exhibits higher thermal stability than AYL.
We have shown a case study in which the relative apparent stability of
two proteins switches at higher temperatures. Since the main difference be-
tween RER and AYL is the buried salt-bridge triad which is replaced with
hydrophobic interactions in AYL, one could infer that this switch is due to
a switch of the relative strength of electrostatic versus hydrophobic interac-
tions at higher temperature. However, at such high concentrations the three
state nature of Arc’s folding reaction has to be taken into account; the shift in
apparent stability is not necessarily due to a switch in relative stability con-
tributions of electrostatic versus hydrophobic interactions at higher tempera-
tures. The folding intermediate can be neglected at low concentrations and
melting temperatures, but its importance increases with concentration. It is
more stable in AYL (∆G = 6.5 kcal/mol) than in RER (∆G = 5.2 kcal/mol),
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Figure A.3: CD spectra at 25oC and 10µM
therefore the two state model of folding breaks down at lower concentrations
of AYL than of RER. In other words, when the denatured dimer state is highly
populated (at high concentrations), the bimolecular folding reaction behaves
like a monomolecular reaction and hence protein stability can no longer be
increased through increasing concentration. Because of the relative stability
of their respective denatured dimers, this effect occurs at lower concentrations
for AYL than for RER.
This effect could be one of the reasons for the prevalence of salt bridges in
hyperthermophilic proteins. Hyperthermophilic proteins do feature more salt
bridges than their mesophilic counterparts [66]. Since electrostatic interac-
tions have been implicated in providing specificity to a protein fold, they can
be introduced to destabilize a possible folding intermediate. In oligomeric
proteins it would thus be possible to increase the thermal stability limit ac-
cessible by increasing apparent protein concentration. At higher concentra-
tions, proteins can attain higher thermal stability by making use of this phe-
nomenon.
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Figure A.4: CD spectra at 65oC and 1.2mM
A.3 Methods
Circular dichroism spectroscopy and denaturation experi-
ments
Circular dichroism (CD) spectra were obtained using an AVIV CD60S spec-
trometer. Depending on concentration, different quartz cuvettes with path-
length (0.1mm to 1cm) were used. In thermal denaturation experiments, sam-
ples were equilibrated at the desired temperature for 2 minutes (or longer if
necessary) and CD signal at 222nm was recorded as a function of tempera-
ture. Thermodynamic parameters were estimated by fitting denaturation data
using the minimization routine in the program package Matlab to the two-
state model which is explained below. The ratio of fraction unfolded protein
is given by the following:
Fu =
y − bl
bu − bl (A.1)
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Where bu,l are the upper/lower baselines of the melting transition and y is the
absolute CD signal. The free energy is given by:
∆G = ∆H0 +
T
Tm
(−∆H0 −RTm ln(Ptot)) +∆Cp(T − Tm − T ln( T
Tm
))
(A.2)
Here ∆G is the free energy of unfolding, ∆H0, Tm are the reference enthalpy
and Temperature (melting Temperature), Ptot is the total protein concentra-
tion. This can easily be derived from Eq. (A.3). The equilibrium constant is
given by:
K = e
−∆G
TR
And finally the fraction unfolded can be calculated by:
Fu =
1
4Ptot
(−K +
√
K2 + 8KPtot)
This equation is substituted in Eq. (A.1) and the resulting function is fit to the
data. Values for the thermodynamic parameters are obtained from this fit.
Protein thermodynamics
In a monomeric folding system, the protein folding reaction is described by
the simple equilibrium (D is the denatured and N the native state of the pro-
tein):
[D]⇀↽ [N ]
The melting temperature is defined that at Tm [N ] = [D]. Therefore, at Tm
K = 1 and ∆G = 0.
Now consider a folding reaction 2[D] ⇀↽ [N2]. At the melting tempera-
ture we have by definition: [D] = Ptot/2 and [N2] = Ptot/4, then
∆G = −RT lnK = −RT ln [D]
2
[N2]
= −RT lnPtot (A.3)
In other words, the free energy unfolding is no longer zero at the melting
temperature, but directly depends on concentration. The thermal stability
can be increased by increasing concentration. The dependence of protein
concentration and melting temperature can be seen as follows:
RTm lnPtot = Tm∆S0 −∆H0 −∆Cp(Tm − T0 − Tm ln Tm
T0
) (A.4)
Where ∆H0,∆S0, T0 are reference Enthalpy, Entropy and melting tempera-
ture.
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For the three state model 2[D] ⇀↽ [D2] ⇀↽ [N2] we have Ptot = D +
2D2 + 2N2 and at Tm we have N2 = Ptot/4. Therefore, we get:
Ptot = D +
2D2
K1
+
2D2
K1K2
=
K1K2
(1−K1)2 (A.5)
and the free energies are of course given by:
∆Gi,m = ∆Hi,0−Tm
T0
(∆Hi,0−∆Gi,0)+∆Cp,i(Tm−T0−T ln(Tm
T0
)) i = 1, 2
(A.6)
Three state Tm vs. protein concentration data was fitted to these equations.
Appendix B
Survival Probability for
Single Tumor Cells, a
Master Equation Model
Abstract
Tumors can enter a dormant state, termed tumor dormancy, in which its pop-
ulation size remains constant, but it retains its full malignant potential. This
state is achieved by a balance of apoptosis and cell division. In this study it
is examined whether this balance is due to a causal linkage of those two pro-
cesses. Based on experimental studies measuring the survival time of a single
tumor cell, a model based on the Master equation was constructed and fit to
experimental data. The results indicate that there is no direct causal linkage
between apoptosis and cell division in the system examined.
B.1 Introduction
In recent years cancer dormancy has emerged as a common phenomenon.
Tumor cells are defined as being dormant if they have full malignant potency
but are under growth control. A tumor can remain dormant for years and
suddenly revert to malignancy [124]. For instance, patients with a specific
form of non-Hodgkin’s lymphoma may have remissions many years, but the
disease is eventually lethal. Since cellular factors such as the antigen receptor
is unique, it can be shown that the secondary tumor, leading to lethality, is
recurring and not a new one. Among other factors, humoral and cellular
immunity are known to be involved in the induction of dormancy in tumors.
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In this study, mouse B-cell lymphoma cells were examined. Tumor dor-
mancy can be induced by treating them with an antibody via the B-cell anti-
gen receptor.
B.2 Experimental results
Studies carried out by Scheuermann and co-workers show that in culture, the
population size remains constant for weeks after the induction of the dormant
state1. Cell division can be observed in these cultures, hence the absence of
population growth can not be due to cell cycle arrest, but has to be due to a
careful balance between apoptosis and cell division. Furthermore, the rate of
apoptosis and cell division have to be equal to maintain constant population.
Such balance between apoptosis and cell division rates could be the result
of a direct linkage of both processes, i.e. one process is required for the other
one to occur. An asymmetric cell division could be hypothesized: One of the
daughter cells undergoes apoptosis, whereas the other one survives. However,
it is also conceivable that there is no direct linkage, but rather, both processes
have matched rate constants. To address this question Scheuermann and co-
workers did several experiments. Dormant cultures were observed at different
temperatures, reasoning that cell cycle time has to change, but apoptosis rate
would not necessarily change at the same rate. In all those experiments pop-
ulation stability was retained. Moreover, experiments with single cells were
carried out. A single cell was plated in a culture well and dormancy was in-
duced. In the case of linked apoptosis and cell division, survival of the single
cell would be expected, whereas in the latter case of independent processes,
a short survival probability could be expected. A large portion of those cells
(around 80%) dies within several days. These experiments are modeled in
this study.
B.3 Modeling the survival probability
Both kinds of models mentioned above were considered. In the first one, cell
division is required for apoptosis. This implies that at any given time, one cell
is observed (except for the short period of time when one of cells is executing
its apoptotic program). The second model requires balance of the apoptosis
rate and division rate but otherwise the processes are unlinked. There might
1These studies together with the work discussed here are in submission for publication: A.K.
Hammill, R.C. Hsueh, P.M. Kim, J.W. Uhr and R.H. Scheuermann, “Asymmetric cell division
results in differential apoptotic cell fates following stimulation through the B cell antigen receptor
in a lymphoma model of tumor dormancy”
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t/days 0 cells 1 cell 2 cells
0 0 1 0
1 0.22 0.5 0.27
2 0.44 0.35 0.2
4 0.5 0.37 0.09
6 0.76 0.19 0.04
0 0 1 0
1 0.22 0.55 0.21
3 0.41 0.38 0.19
5 0.62 0.3 0.06
7 0.8 0.16 0.03
Table B.1: Data from single cell experiments. The percentage of wells with
no, 1 and 2 cells is given respectively, two different experiments.
be a (so far unknown) mechanism which regulates the two rates to be equal
but there is no order in the occurrence of the two processes.
To match the data, the probabilities of having n cells in a well was calcu-
lated (P(n,t)). In the first model P(1,t) is trivially equal to one. From the data
it is clear that this is not the case. Therefore we focused our attention on the
second case. We chose to use the simplest model, viewing both processes as
strictly markovian random processes. Especially for cell division this might
be not be an optimal approximation. In this case, however, the phase of the
cell cycle in which the observed cell is unknown and thus for the occurrence
of first cell division is indeed random. Since experimental data only observes
several cell cycles, a simple stochastic model is reasonable.
The Master equation
The Master equation governs the stochastic dynamics of Markov processes
(i.e. processes which have no “memory”, which only depend on the current
state of the system). In our case, it takes on the fairly intuitive form:
∂P (n, t)
∂t
= dn−1(t)P (n−1, t)+an+1(t)P (n+1, t)−(dn(t)+an(t))P (n, t)
(B.1)
Here, P (n, t) is the probability that the system is in state n at time t, i.e. that
at time t there are n cells. dn is the division rate at state n and an is the
apoptosis rate.
We assume the the rates to be equal and proportional to the number of
cells (so dn = an = rn) and get:
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∂P (n, t)
∂t
= r(n−1)P (n−1, t)+ r(n+1)P (n+1, t)−2nrP (n, t) (B.2)
Solution of the Master equation for our specific system
Using the generating function and the methods of characteristics, it is possible
to solve this equation exactly and we get for the probabilities that n cells exist
in the well:
P (0, t) =
rt
1 + rt
P (n, t) =
rn+1tn+1
(1 + rt)n+1
+
rn−1tn−1(1− rt)n
(1 + rt)n
P (0, t) (Probability of no cells) P (1, t) and P (2, t) are plotted.
Step by step derivation
Introduce the generating function. Useful for solving the Master equation
is the generating function:
G(z, t) =
∞∑
n=−∞
znP (n, t) (B.3)
The generating function is the summation of all the moments of the proba-
bility distribution and is often useful to calculate it. We have that
∂G(z, t)
∂t
=
∞∑
n=−∞
zn
∂P (n, t)
∂t
(B.4)
and
∂G(z, t)
∂z
=
∞∑
n=−∞
nzn−1P (n, t) (B.5)
It is easy to see that the following is equivalent to Equation B.3
∂G
∂t
= r(z − 1)2 ∂G
∂z
(B.6)
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Figure B.1: Plot of P(0,t), P(1,t) and P(2,t) for the case of division and apop-
tosis rate of 1/22h
It becomes clear if we substitute P into this equation:
∞∑
n=−∞
zn
∂P (n, t)
∂t
= r(z2 − 2z + 1)
∞∑
n=−∞
nzn−1P (n, t) =
r
∞∑
n=−∞
(nzn+1P (n, t)− 2nzP (n, t) + rnzn−1P (n, t)
Now we can equate the same powers of z on each side of the equation and
obtain Equation B.3.
The characteristic. The characteristics of a differential equation are the
lines in the z-t plane where G is constant. They are described by the equation
r(z − 1)2dt = dz. One can see that a function f(∫ dzr(z−1)2 − t) will satisfy
Equation B.3. Therefore we have:
G(z, t) = G(e
∫
dz
r(z−1)2−t) (B.7)
That means, our solution G is any function with an implicit dependence on
f(
∫
dz
r(z−1)2 −t). To obtain an explicit solution we apply the initial condition.
Apply initial condition. We know that at t = 0 there is one cell, therefore
P (n, 0) = δn,1 (i.e. P(n,0)=1 for n=1 and P(n,0)=0 for all other n). From
there it follows that G(z,0)=z. We obtain the relation:
G(e
∫
dz
r(z−1)2−t) = z
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Figure B.2: Predicted and simulated P(0,t)
with x = 1
er(1−z) and z = 1− 1rln(u) we get
G(x) = 1− 1
rln(x)
and finally
G(z, t) = 1− 1
rln(e
1
r(1−z)−t)
= 1− 11
1−z − rt
=
z − rt(1− z)
1− rt(1− z) (B.8)
Looking back at Equation B.3 we can expand G(z, t) in terms of powers
of z and obtain P(0,t), P(1,t) etc.
Taylor expansion. The result for G(z, t) expanded in a Taylor series looks
as follows:
G(z, t) =
a t
1 + a t
+
(
a2 t2
(1 + a t)2
+
1− a t
1 + a t
)
z+
(
a3 t3
(1 + a t)3
+
a t (1− a t)
(1 + a t)2
)
z2+O(z3)
(B.9)
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Figure B.3: Simulated run of 50 wells. The number of cells in each well is
shown, simulation was run for 168h or 7 days.
From here we can obtain the solution for P (n, t) by substituting it back into
Equation B.3 and again, equate powers of z, i.e. for P (0, t) we take the
coefficient of z0, for P (1, t) the coefficient of z1 and so on. then we obtain
the solution given in Section B.2.
Comparison to experimental data
First we tested the predicted curves against curves we obtained from numer-
ical simulations. The predicted P (0, t) and the simulated P (0, t) are shown
in Figure B.2. The agreement is very good. In Figure B.3 a sample simu-
lation run is shown which shows cell occupancies in 20 different wells for a
simulation run of 6 days.
The calculated P (n, t) was fitted to the data in Table B.1. A global fitting
procedure which fits all three curves at once was used in the program package
Mathematica. The fits are reasonably good, taking into account a sizable
experimental error and the simplicity of the model. Fits to the other dataset
worked equally well.
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Figure B.4: The observed data and the predicted curves. A division time of
3.1 days resulted from the fit with a large Confidence interval (5.2 days to 2.1
days.
B.4 Conclusion
We developed a simplistic stochastic model for the survival of a single cell
under tumor dormant conditions. Despite of its simplicity and strong as-
sumptions, it seems to fit the given data well. On the other hand, a model
which links apoptosis and cell division directly can not fit the experimental
data. Therefore, our results suggest that apoptosis and cell division are in-
deed unlinked processes and that in the dormant state, their rates are matched
to achieve population stability. However, single cell and culture conditions
are quite different and it is quite conceivable that apoptosis and cell division
are affected. Still, in the tumor dormant state, the B-lymphoma cells are likely
to have no linkage between apoptosis and cell division, as a simple unlinked
model matches the data far better than a model with direct linkage.
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