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A CHEBOTAREV VARIANT OF THE BRUN-TITCHMARSH THEOREM
AND BOUNDS FOR THE LANG-TROTTER CONJECTURES
JESSE THORNER AND ASIF ZAMAN
Abstract. We improve the Chebotarev variant of the Brun-Titchmarsh theorem proven
by Lagarias, Montgomery, and Odlyzko using the log-free zero density estimate and zero
repulsion phenomenon for Hecke L-functions that were recently proved by the authors. Our
result produces an improvement for the best unconditional bounds toward two conjectures
of Lang and Trotter regarding the distribution of traces of Frobenius for elliptic curves and
holomorphic cuspidal modular forms. We also obtain new results on the distribution of
primes represented by positive-definite integral binary quadratic forms.
1. Introduction and Statement of Results
Let π(x; q, a) denote the number of primes p ≤ x such that p ≡ a (mod q). The Siegel-
Walfisz theorem states that if (a, q) = 1 and there exists some constant A > 0 such that
q ≤ (log x)A, then
(1.1) π(x; q, a) ∼ 1
ϕ(q)
Li(x),
where Li(x) =
∫ x
2
dt
log t
∼ x
log x
. Assuming the generalized Riemann hypothesis, the range of
q extends to q ≤ x1/2−ǫ for any ǫ > 0. Any unconditional improvement in the range of q
wonld preclude the existence of a real Landau-Siegel zero for the L-functions of real Dirichlet
characters. Since this seems to be beyond the reach of current techniques, it is often useful
to trade asymptotic equality in (1.1) for upper and lower bounds of the correct asymptotic
order which hold in improved ranges of x.
The first lower bound of this form follows from Fogels’ improvements [6] to the ideas of
Linnik [15]. These ideas were substantially improved by Heath-Brown [7] and Maynard [16],
the latter of whom proved that if q is sufficiently large1, then
(1.2) π(x; q, a)≫ log q
ϕ(q)
√
q
x
log x
for x ≥ q8.
To describe upper bounds in improved ranges of q, we define θ = (log q)/ logx. Titchmarsh
[25] used Brun’s sieve to show that if θ < 1, then
(1.3) π(x; q, a)≪ 1
1− θ
x
ϕ(q) log x
.
The implied constant can be made explicit, and has been estimated by various authors. The
strongest result in this direction for all ranges of q is due to Montgomery and Vaughan [17];
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1All implied constants in this paper are effectively computable. Unless specifically mentioned otherwise,
all implied constants in this paper are also absolute.
1
they used the large sieve inequality to prove that if θ < 1, then
(1.4) π(x; q, a) ≤ 2
1− θ
x
ϕ(q) log x
.
Since the factor of 2 is unlikely to be improved using current techniques, many authors
have improved the θ-dependence. To summarize, if q is sufficiently large, then
π(x; q, a) ≤ (C(θ) + o(1))
ϕ(q)
x
log x
,
where
(1.5) C(θ) =

(2− (1−θ
4
)6)/(1− θ) if 2/3 ≤ θ < 1,
8/(6− 7θ) if 9/20 < θ < 2/3,
16/(8− 3θ) if 1/8 < θ ≤ 9/20,
2 if 0 < θ ≤ 1/8,
the last line being recently proven by Maynard [16]. (See [16] and the sources contained
therein for a thorough overview of the problem.) While progress on (1.3) has typically fol-
lowed from advances in sieve theory and exponential sums, Maynard’s proof builds on Heath-
Brown’s analysis in [7] and uses a log-free zero density estimate for Dirichlet L-functions and
careful analysis of Landau-Siegel zeros.
In this paper, we consider analogous questions for the distribution of prime ideals in the
context of the Chebotarev density theorem. Let L/F be a finite Galois extension of number
fields with Galois group G, and let C ⊂ G be a conjugacy class. Let DL denote the absolute
value of the discriminant of L/Q. To each prime ideal p of F that does not ramify in L,
there corresponds a certain conjugacy class of automorphisms in G which are attached the
prime ideals of L lying above p. We denote this conjugacy class by the Artin symbol [L/F
p
].
For a fixed conjugacy class C ⊂ G, let
(1.6) πC(x, L/F ) := #
{
p : p unramified in L,
[L/F
p
]
= C, NF/Qp ≤ x
}
.
The Chebotarev density theorem, in the effective version proven by Lagarias and Odlyzko
[13], states that if x ≥ exp(10[L : Q](logDL)2), then
(1.7) πC(x, L/F ) ∼ |C||G|Li(x).
This subsumes many results in the distribution of primes, including the distribution of qua-
dratic nonresidues modulo D for any D, primes in arithmetic progressions, and prime ideals
for any number field. As such, we are interested in upper and lower bounds of πC(x, L/F )
of the correct order of magnitude with an improved range of x.
A lower bound on πC(x, L/F ) with the correct order of magnitude (in the x-aspect) follows
from the work of Weiss [27], which was recently made explicit by Thorner and Zaman [24].
Let H ⊂ G be a largest abelian subgroup such that H ∩ C is nonempty, and let K be the
fixed field of H . For a character χ in the dual group Ĥ, let fχ be the conductor of χ, and
define
(1.8) Q(L/K) = max{NK/Qfχ : χ ∈ Ĥ}.
2
Thorner and Zaman proved that if x ≥ D694K Q(L/K)521 + D232K Q(L/K)367[K : Q]290[K:Q],
then
πC(x, L/F )≫ 1
(DKQ(L/K)[K : Q][K:Q])5
x
[L : K] log x
,
provided that DKQ(L/K)[K : Q][K:Q] is sufficiently large. When this is applied to arithmetic
progressions (in which case L = Q(e2πi/q) for q sufficiently large and F = K = Q), this yields
the bound
π(x; q, a)≫ 1
q5
x
ϕ(q) log x
for x ≥ q521.
Up to the quality of the exponents, this is comparable to (1.2).
In analogy with (1.3), Lagarias, Montgomery, and Odlyzko [12] proved that
(1.9) πC(x, L/F )≪ |C||G|Li(x), log x≫ (logDL)(log logDL)(log log log e
20DL).
(Serre [22] showed that e20 can be replaced with 6.) There are several large sieve inequalities
yielding Brun-Titchmarsh type results for counting prime integers in the ring of integers of
a number field (e.g., [10, 21]) and for counting prime ideals lying in arithmetic progressions
(e.g., [9]), but it appears that (1.9) is the only Brun-Titchmarsh type bound that counts
prime ideals with effective field dependence. While the range of x in (1.9) is noticeably less
restrictive than the range of x for which (1.7) holds, the range still depends poorly on L; this
can be prohibitive for many applications. It does not seem to be the case that sieve methods
can produce a range of x that is comparable to (1.4). Using the log-free zero density estimate
and zero repulsion results proved by Thorner and Zaman in [24], we improve the range of x
in (1.9).
Theorem 1.1. Let L/F be a Galois extension of number fields with Galois group G with
L 6= Q. Let C be any conjugacy class of G and let H be an abelian subgroup of G such that
H ∩C is non-empty. If K is the subfield of L fixed by H and Q = Q(L/K) is given by (1.8),
then
πC(x, L/F )≪ |C||G|Li(x),
provided that
(1.10) x≫ D246K Q185 +D82KQ130[K : Q]246[K:Q].
Remark. For the valid range of x, one can minimize the exponents of DK and Q at the
expense of a less desirable dependence on [K : Q][K:Q] and vice versa. In particular, the same
upper bound for πC(x, L/F ) holds when
(1.11) x≫ D164K Q123 +D55KQ87[K : Q]68[K:Q] +D2KQ2[K : Q]14,000[K:Q].
See the remarks at the end of Section 6 for details.
Our result always gives an improvement over (1.9). Choosing H to be the cyclic group
generated by a fixed element of C, we have that D
1/|H|
L ≤ DKQ ≤ D1/ϕ(|H|)L (see [27, Section
6]) Moreover, by the classical work of Minkowski, we have that [K : Q] ≪ logDK ≤
logDL. Therefore, Theorem 1.1 holds when log x≫ (logDL)(log logDL), which is a modest
unconditional improvement over (1.9). However, one usually obtains a more significant
improvement. For most fields K, the bound [K : Q] ≪ (logDK)/ log logDK holds. In
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this case, we may take log x ≫ log(DKQ) in Theorem 1.1. Thus Theorem 1.1 holds when
log x≫ (logDL)/ϕ(|H|), which noticeably improves (1.9).
Building on [16], we obtain an implied constant that is essentially sharp (short of precluding
the existence of Landau-Siegel zeros) when x is sufficiently large in terms of L/F .
Theorem 1.2. Let L/F be a Galois extension of number fields with Galois group G and
let C be any conjugacy class of G. Let H be an abelian subgroup of G such that H ∩ C is
non-empty. If K is the subfield of L fixed by H and Q = Q(L/K) is given by (1.8), then
πC(x, L/F ) <
{
2 +O
(
[K : Q]x
−
1
166[K:Q]+327
)} |C|
|G|Li(x)
for
(1.12) x≫ D695K Q522 +D232K Q367[K : Q]290[K:Q],
provided that DKQ[K : Q][K:Q] is sufficiently large. If any of the following conditions also
hold, then the error term can be omitted:
• There exists a sequence of number fields Q = K0 ⊂ K1 ⊂ · · · ⊂ Kn = K such that
Kj+1/Kj is a normal extension for all j = 0, 1, . . . , n− 1.
• (2[K : Q])2[K:Q]2 ≪ DKQ1/2.
• x≫ [K : Q]334[K:Q]2.
In the special case where L/Q is an abelian Galois extension, we may take K = Q in
Theorem 1.2. Since Q/Q is trivially a normal extension, the error term in Theorem 1.2 can
be omitted, and we recover Maynard’s result in (1.5) for θ ≤ 1/522. (See the remark at
the end of Section 7 for details.) Another interesting set of primes for which the normal
tower condition in Theorem 1.2 applies is the set of primes represented by binary quadratic
forms. Suppose Q(X, Y ) is a positive-definite primitive binary integral quadratic form with
discriminant −D. It is well-known that such forms, up to SL2-equivalence, form a group
which is isomorphic to the ring class group of the imaginary quadratic field Q(
√−D) (see
[3, Theorem 7.1] for example). Further, a rational prime p is represented by Q(X, Y ) if and
only if there exists a prime ideal p in Q(
√−D) such that its norm equals p and p belongs to
the corresponding class of Q(X, Y ). It follows by the Chebotarev density theorem that
(1.13) #{p ≤ x : p is represented by Q(X, Y )} ∼ δQ Li(x)
h(−D) as x→∞,
where δQ = 1/2 if Q(X, Y ) is properly equivalent to its opposite and δQ = 1 otherwise, and
h(−D) is the number of such forms of discriminant −D up to SL2-equivalence. To obtain an
upper bound for the number of such primes, we let F = Q(
√−D), and we let L be the ring
class field of the order of the discriminant −D. Thus Gal(L/F ) is abelian. Applying (1.11)
and Theorem 1.2 to L/F , with C equal to the singleton conjugacy class in G corresponding
to Q(X, Y ), we obtain the following.
Corollary 1.3. Let Q(X, Y ) be a positive-definite primitive binary integral quadratic form
with discriminant −D, and let h(−D) be the number of such quadratic forms up to SL2-
equivalence. For x≫ D164,
(1.14) #{p ≤ x : p is represented by Q(X, Y )} ≪ Li(x)
h(−D)
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with an absolute implied constant. Also, if D is sufficiently large, then for x≫ D695,
#{p ≤ x : p is represented by Q(X, Y )} < 2δQ Li(x)
h(−D) ,
where δQ = 1/2 if Q(X, Y ) is properly equivalent to its opposite and δQ = 1 otherwise.
Remark. Note that (1.9) also implies (1.14) in the much more restricted range x≫ DO(D1/2+ǫ)
for any fixed ǫ > 0. On the other hand, Corollary 1.3 gives the range x ≫ DO(1), which
is comparable (up to the quality of the exponent) to the range x ≫ D1+ǫ predicted by the
generalized Riemann hypothesis for Hecke L-functions.
We use Theorem 1.1 to improve the best unconditional upper bounds for two outstanding
conjectures of Lang and Trotter [14]. Let
(1.15) f(z) =
∞∑
n=1
af(n)e
2πinz
be a holomorphic cusp form of even integral weight kf ≥ 2 and level Nf ; for simplicity, we
assume that af (n) ∈ Z for all n ≥ 1. Suppose that f does not have complex multiplication,
that the nebentypus of f is trivial, and that f is a newform (i.e., f is a normalized eigenform
for the Hecke operators Tp for p ∤ Nf and Up for p | Nf). Fix a ∈ Z, and let
(1.16) πf (x, a) = #{p ≤ x : af (p) = a}.
Lang and Trotter conjectured that as x→∞, we have that
πf (x, a) ∼ cf,a
{√
x(log x)−1 if kf = 2,
1 if kf ≥ 4,
where cf,a ≥ 0 is a certain constant depending on f and a alone.
In the special case where kf = 2, Elkies [5] proved that πf (x, 0) ≪Nf x3/4. In all other
cases, Serre proved in 1981 that
πf (x, a)≪Nf
x
(log x)1+δ
for any δ < 1/4; following the ideas of M. R. Murty, V. K. Murty, and Saradha [19], Wan
[26] improved the range of δ in 1990 to any δ < 1. This was further sharpened by V. K.
Murty [20] in 1997; he proved2 that
(1.17) πf (x, a)≪Nf
x(log log x)3
(log x)2
.
Using Theorem 1.1, we give a modest improvement3.
Theorem 1.4. Let f be a newform of even integral weight kf ≥ 2, level Nf , and trivial
nebentypus with integral coefficients. If πf (x, a) is given by (1.16), then
πf (x, a)≪Nf
x(log log x)2
(log x)2
.
2Theorem 5.1 of [20] actually claims a stronger result, but a step in the proof seems not to be justified.
The best that the argument appears to give is what we have stated above; see Section 9 for details.
3Note that we recover Murty’s claimed result [20, Theorem 5.1].
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We also consider a different (but closely related) conjecture of Lang and Trotter regarding
the Frobenius fields of an elliptic curve. Let E/Q be an elliptic curve of conductor NE
without complex multiplication. For a prime p ∤ N , let Πp be the Frobenius endomorphism
of E/Fp. Defining aE(p) = p+ 1−#E(Fp), we have that Π2p − aE(p)Πp + p = 0. By Hasse,
we know that |aE(p)| < 2√p, so Q(Πp) in End(E/Fp)⊗Z Q is an imaginary quadratic field.
For a fixed imaginary quadratic field k with absolute discriminant Dk, let
(1.18) πE(x, k) = #{p ≤ x : Q(Πp) ∼= k}.
Lang and Trotter conjectured that as x→∞,
πE(x, k) ∼ cE,k
√
x
log x
,
where cE,k is a certain constant depending on E and k alone. Using the square sieve,
Cojocaru, Fouvry, and M. R. Murty [2] proved that
πE(x, k)≪NE ,k
x(log log x)13/12
(log x)25/24
.
Using V. K. Murty’s version of the Chebotarev density theorem and Serre’s method of mixed
representations (see [22]), Zywina [30] improved this bound to
(1.19) πE(x, k)≪NE ,k
x(log log x)2
(log x)2
.
Using Theorem 1.1, we establish a modest improvement to (1.19).
Theorem 1.5. Let E/Q be an elliptic curve of conductor NE and let k be a fixed imaginary
quadratic number field. If πE(x, k) is defined by (1.18) then
πE(x, k)≪NE ,k
x log log x
(log x)2
.
Remark. A similar infinite Galois extension problem is described by Theorem 10 in Section
4.1 of [22], and Theorem 1.1 gives a similar improvement.
In Sections 2-5, we discuss necessary results on Hecke L-functions and provide the analytic
setup for the proofs of Theorems 1.1 and 1.2. These results are then proved in Section 6 and
Sections 7-8, respectively. Finally, we prove Theorems 1.4 and 1.5 in Section 9.
Acknowledgements. The authors thank John Friedlander, V. K. Murty, and Ken Ono
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2. Initial Setup
2.1. Notation. For a number field F , we will use the following notation throughout:
• OF is the ring of integers of F .
• nF = [F : Q] is the degree of F/Q.
• DF = |disc(F/Q)| is the absolute value of the discriminant of F .
• NF/Q is the absolute field norm of F .
• ζF (s) is the Dedekind zeta function of F .
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• p is a prime ideal of F .
• n is an integral ideal of F .
• ΛF (n) is the von Mangoldt Λ-function for F given by
ΛF (n) =
{
log NF/Qp if n is a power of a prime ideal p,
0 otherwise.
If it is clear from context, we will write N = NF/Q for convenience.
We also adhere to the convention that all implied constants in all asymptotic inequalities
f ≪ g or f = O(g) are absolute. If an implied constant depends on a field-independent
parameter, such as ǫ, then we use ≪ǫ and Oǫ to denote that the implied constant depends
at most on ǫ. All implied constants will be effectively computable.
2.2. Prime ideal counting functions. We briefly recall the definition of an Artin L-
function from [18, Chapter 2, Section 2]. Let L/F be a Galois extension of number fields
with Galois group G. For each prime ideal p of F , and a prime ideal P of L lying above
p, we define the decomposition group DP to be Gal(LP/Fp), where LP (resp. Kp) is the
completion of L (resp. K) at P (resp. p). We have a map DP to Gal(kP/kp) (the Galois
group of the residue field extension), which is surjective by Hensel’s lemma. The kernel of
this map is the inertia group IP. We thus have the exact sequence
1→ IP → DP → Gal(kP/kp)→ 1.
The group Gal(kP/kp) is cyclic with generator x 7→ xNp, where Np is the cardinality of kp.
We can choose an element σP ∈ DP whose image in Gal(kP/kp) is this generator. We call
σP a Frobenius element at P; it is well-defined modulo IP. We have that IP is trivial for
all unramified p, and for these p, σP is well-defined. For p unramified, we denote by σp the
conjugacy class of Frobenius elements at primes P above p.
Let ρ : G → GLn(C) be a representation of G, and let ψ denote its character. Let V be
the underlying complex vector space on which ρ acts, and let V IP be the subspace of V on
which IP acts trivially. We now define
Lp(s, ψ, L/F ) =
{
det(In − ρ(σp)Np−s)−1 if p is unramified in L,
det(In − ρ(σP) |V IP Np−s)−1 if p is ramified in L.
This is well-defined for all p, which allows us to define the Artin L-function
L(s, ψ, L/F ) =
∏
p
Lp(s, ψ, L/F )
for Re{s} > 1. Now, for a conjugacy class C ⊆ G, let gC ∈ C be arbitrary. Define
(2.1) ZC(s) := −|C||G|
∑
ψ
ψ(gC)
L′
L
(s, ψ, L/F ),
where ψ runs over irreducible characters of G and L(s, ψ, L/F ) is the associated Artin L-
function. Note the definition of ZC(s) does not depend on the choice of gC since ψ is the
trace of the representation ρ and gC is conjugate to any other choice. By orthogonality
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relations for characters (see [8, Section 3] for example),
(2.2) ZC(s) =
∑
n⊆OF
ΛF (n)ΘC(n)(Nn)
−s,
where ΘC(n) is supported on integral ideals n which are powers of a prime ideal; in particular,
for prime ideals p unramified in L and m ≥ 1,
(2.3) ΘC(p
m) =
{
1 if [L/F
p
]m ⊆ C,
0 otherwise,
and 0 ≤ ΘC(pm) ≤ 1 if p ramifies in L. (This discussion and definition of ΘC( · ) is also
contained in [12, Section 3].) For x > 1, define
(2.4) ψC(x) :=
∑
Nn<x
ΛF (n)ΘC(n),
where the sum is over integral ideals n of F . By standard arguments, this prime ideal
counting function is related to πC(x, L/F ) given by (1.6). Since we are only interested in an
upper bound for πC(x, L/F ), we give a simpler statement that suffices for our purposes.
Lemma 2.1. If x > x0 > 3, then
πC(x, L/F ) ≤ ψC(x)
log x
+
∫ x
x0
ψC(t)
t log2 t
dt+O(nFx0).
Proof. Let t > 1. We define
π˜C(t) :=
∑
Np<t
ΘC(p), θC(t) :=
∑
Np<t
ΘC(p) logNp,
where the sums are over all prime ideals p of F . First, observe that, by (2.3), the only
difference between π˜C(x) and πC(x, L/F ) is the contribution from the prime ideals p of F
ramified in L. Since 0 ≤ ΘC(p) ≤ 1 for such prime ideals, we observe that
(2.5) πC(x, L/F ) ≤ π˜C(x),
so it suffices to estimate π˜C(x). Using partial summation, we see that if 3 < x0 < x, then
(2.6) π˜C(x) =
θC(x)
log x
+
∫ x
x0
θC(t)
t log2 t
dt+ π˜C(x0).
Since there are at most nF prime ideals above a rational prime p, observe that
(2.7) π˜C(x0) ≤
∑
p<x0
∑
p|(p)
1 ≤ nF
∑
p<x0
1≪ nFx0
log x0
≪ nFx0.
Moreover, θC(t) ≤ ψC(t) for all t > 1. Combining these observations with (2.5) and (2.6)
yields the desired result. 
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2.3. Choice of Weight. Let us define a weight function and describe its properties. This
choice of weight can be regarded as a smoothed version of Maynard’s weight [16, Equation
(5.6)]. It will be used to count prime ideals with norm between x1/2 and x.
Lemma 2.2. For any x ≥ 3, ǫ ∈ (0, 1/4), and positive integer ℓ ≥ 1, select
A =
ǫ
2ℓ log x
.
There exists a real-variable function f(t) = f(t; x, ℓ, ǫ) such that:
(i) 0 ≤ f(t) ≤ 1 for all t ∈ R, and f(t) ≡ 1 for 1
2
≤ t ≤ 1.
(ii) The support of f is contained in the interval [1
2
− ǫ
logx
, 1 + ǫ
log x
].
(iii) Its Laplace transform F (z) =
∫
R
f(t)e−ztdt is entire and is given by
(2.8) F (z) = e−(1+2ℓA)z ·
(1− e( 12+2ℓA)z
−z
)(1− e2Az
−2Az
)ℓ
.
(iv) Let s = σ + it ∈ C, σ > 0 and α be any real number satisfying 0 ≤ α ≤ ℓ. Then
|F (−s log x)| ≤ e
σǫxσ
|s| log x ·
(
1 + x−σ/2
) · ( 2ℓ
ǫ|s|
)α
.
(v) If s = σ + it ∈ C and σ > 0, then
|F (−s log x)| ≤ eσǫxσ.
Moreover,
1/2 < F (0) < 3/4, F (−σ log x) ≤ e
ǫxσ
σ log x
.
(vi) Let s = −1
2
+ it ∈ C. Then
|F (−s log x)| ≤ 5x
−1/4
log x
(2ℓ
ǫ
)ℓ
(1/4 + t2)−ℓ/2.
Remark. Our choice is motivated by the works of Weiss [27, Lemma 3.2] and the authors [24,
Lemma 9.1] on the least prime ideal. Namely, the weight function f depends on a parameter
ℓ which will be chosen to be of size O(nK). This forces f to be O(nK)-times differentiable
and hence F (x + iy) will decay like |y|−O(nK) for fixed x > 0 and |y| → ∞. This decay
rate will be necessary when applying log-free zero density estimates such as Theorem 4.5 to
bound the contribution of zeros which are high in the critical strip.
Proof.
• For parts (i) and (ii), let 1S( · ) be an indicator function for the set S ⊆ R. For j ≥ 1,
define
w(t) :=
1
2A
1[−A,A](t), g0(t) := 1[ 1
2
−ℓA,1+ℓA](t), and gj(t) := (w ∗ gj−1)(t).
Since
∫
R w(t)dt = 1, one can verify that f = gℓ satisfies (i) and (ii).• For part (iii), observe the Laplace transform W (z) of w is given by
W (z) =
eAz − e−Az
2Az
= e−Az ·
(1− e2Az
−2Az
)
,
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and the Laplace transform G0(z) of g0 is given by
G0(z) =
e−(1/2−ℓA)z − e−(1+ℓA)z
z
= e−(1+ℓA)z ·
(1− e( 12+2ℓA)z
−z
)
.
Thus (iii) follows as F (z) = G0(z) ·W (z)ℓ.
• For part (iv), we see by (iii) and the definition of A that
(2.9) |F (−s log x)| ≤ e
σǫxσ
|s| logx ·
(
1 + e−σǫx−σ/2
)∣∣∣1− e−2As log x
2As log x
∣∣∣ℓ.
To bound the above quantity, we observe that
(2.10)
∣∣∣1− e−w
w
∣∣∣2 ≤ (1− e−a
a
)2
≤ 1
for w = a + ib with a > 0 and b ∈ R. This observation can be checked in a
straightforward manner. Using (2.10), it follows that∣∣∣1− e−2As log x
2As log x
∣∣∣ℓ = ∣∣∣1− e−2As log x
2As log x
∣∣∣α · ∣∣∣1− e−2As log x
2As log x
∣∣∣ℓ−α ≤ ( 1 + x−2Aσ
2A|s| log x
)α
· 1 ≤
( 2ℓ
ǫ|s|
)α
.
In the last step, we noted 1 + x−2Aσ ≤ 2 and used the definition of A. Combining
this with (2.9) and observing e−σǫ ≤ 1, we deduce the desired bound.
• For part (v), we see by (iii) that
|F (−s log x)| ≤
(1
2
+ 2ℓA
)
eσǫxσ ·
∣∣∣1− e−( 12+2ℓA)s log x
(1
2
+ 2ℓA)s logx
∣∣∣ · ∣∣∣1− e−2As log x
2As log x
∣∣∣ℓ
≤ eσǫxσ,
where the second inequality follows from an application of (2.10) and the observation
that 1
2
+ 2ℓA < 1
2
+ ǫ < 1. For s = σ > 0, observe that F (−σ log x) is real and
positive. Thus, by (iii) and (2.10),
F (−σ log x) ≤ eσǫxσ ·
(1− x−( 12+2ℓA)σ
σ log x
)
·
(1− x−2Aσ
2Aσ log x
)ℓ
≤ e
σǫxσ
σ log x
·
(1− x−2Aσ
2Aσ log x
)ℓ
≤ e
σǫxσ
σ log x
.
This completes the proof of all cases of (iv).
• For part (vi), we shall argue as in (iv). Rearranging (iii), notice that
|F (z)| =
∣∣∣e(− 12+2ℓA)z · (1− e−( 12+2ℓA)z
z
)(1− e−2Az
2Az
)ℓ∣∣∣.
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If r := Re{z} > 0, then
|F (z)| ≤ e(− 12+2ℓA)r · 1 + e
−( 1
2
+2ℓA)r
|z| ·
(1 + e−2Ar
2A|z|
)ℓ
≤ 2e
(− 1
2
+2ℓA)r
|z|
( 1
A|z|
)ℓ
.
If we substitute z = −s log x = (1
2
− it) log x, then it follows by the definition of A
that
|F (−s log x)| ≤ 2e
ǫ/2x−1/4
|1
2
+ it| log x
( 2ℓ
ǫ|1
2
+ it|
)ℓ
≤ 4e
ǫ/2x−1/4
log x
(2ℓ
ǫ
)ℓ
(1/4 + t2)−ℓ/2.
This yields (vi) since 4eǫ/2 < 5 for ǫ < 1/4.

3. Preliminary Analysis
3.1. A weighted sum of prime ideals. For x > 3, ǫ ∈ (0, 1/4) and integer ℓ ≥ 1, use the
compactly-supported weight f( · ) = f( · ; x, ℓ, ǫ) defined in Lemma 2.2 and set
(3.1) S(x) = Sℓ,ǫ(x) :=
∑
n⊆OF
ΛF (n)ΘC(n)f
( logNn
log x
)
.
We reduce our estimation of πC(x, L/F ) given by (1.6) to the smoothed version S(x).
Lemma 3.1. Let x0 > e
4. Suppose there exist constants a, b ≥ 0 and 0 ≤ c ≤ 1/2, all of
which are independent of x, such that S(x) <
{
a + bx−c
} |C|
|G|
x for all x ≥ x0. Then, for all
x ≥ x0,
πC(x, L/F ) <
{
a+ 2bx−c +O
( nL
x1/2
+
nLx0 log x
x
)} |C|
|G|Li(x).
Proof. If t > 1, then
(3.2) ψC(t) =
∑
t1/2≤Nn<t
ΘC(n)ΛK(n) + ψC(t
1/2).
The sum in (3.2) is bounded by S(t) in (3.1) because of Lemma 2.2(i), while the secondary
term in (3.2) is estimated much like (2.7). Thus, we have that
(3.3) ψC(t) ≤ S(t) +O(nF t1/2).
We substitute (3.3) into Lemma 2.1 and deduce that
πC(x, L/F ) ≤ S(x)
log x
+
∫ x
x0
S(t)
t log2 t
dt+O
(nFx1/2
log x
+ nFx0
)
.
From our assumption on S(t) for t ≥ x0, it follows that
(3.4) πC(x, L/F ) < a
|C|
|G|Li(x) + b
|C|
|G|
[ x1−c
log x
+
∫ x
x0
t−c
log2 t
dt
]
+O
(nFx1/2
log x
+ nFx0
)
.
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Note that if 0 ≤ c ≤ 1/2, then t1−c/ log2 t is an increasing function of t for t > e4. Since
x0 > e
4 and Li(x) > x
log x
for x > e4, we conclude that
(3.5)
∫ x
x0
t−c
log2 t
dt =
∫ x
x0
t1−c
log2 t
dt
t
≤ x
1−c
log2 x
∫ x
x0
dt
t
≤ x
1−c
log x
< x−c Li(x).
The desired result follows from (3.4), (3.5), and the identity nL = [L : F ]nF = |G|nF . 
3.2. Reduction to Hecke L-functions. By Mellin inversion, (3.1), and (2.2), it follows
that
(3.6) S(x) =
log x
2πi
∫ 2+i∞
2−i∞
ZC(s)F (−s log x)ds.
To shift the contour, we must rewrite ZC(s), defined by (2.1), in terms of L-functions which
exhibit an analytic continuation to the left of Re{s} = 1. To this end, let H ⊆ G be
an abelian subgroup such that H ∩ C is non-empty, and choose gC in Section 2.2 so that
gC ∈ H ∩ C. Let K = LH be the subfield of L fixed by H . By standard arguments (see [4,
Theorem 3.7] and [12, Section 3]), we have that
(3.7) ZC(s) = −|C||G|
∑
χ∈Hˆ
χ(gC)
L′
L
(s, χ, L/K),
where the sum runs over certain primitive Hecke characters χ of K satisfying
χ(P) = χ
([L/K
P
])
for prime ideals P of K that are unramified in L. Substituting (3.7) into (3.6), we conclude
that
(3.8) S(x) =
|C|
|G|
∑
χ
χ(gC)
log x
2πi
∫ 2+i∞
2−i∞
−L
′
L
(s, χ, L/K)F (−s log x)ds.
Henceforth, any sum over χ is over all χ ∈ Hˆ . These are equivalently the Hecke characters
attached to the abelian extension L/K by class field theory.
3.3. Hecke L-functions. For a more detailed reference on Hecke L-functions, see [13] for ex-
ample. Suppose L/K is an abelian extension, so all irreducible representations of Gal(L/K)
are 1-dimensional primitive Hecke characters χ satisfying
χ(P) = χ
([L/K
P
])
for prime ideals P of K that are unramified in L. The Hecke L-function of χ is defined by
(3.9) L(s, χ, L/K) =
∑
N⊆OK
χ(N)NN−s =
∏
P
(
1− χ(P)
NPs
)−1
for Re{s} > 1, where the sum is over integral ideals N of K and the product is over prime
ideals P of K. For this subsection only, we write L(s, χ) = L(s, χ, L/K) and suppress
the implicit dependence of quantities on the extension L/K. Define the completed Hecke
L-function ξ(s, χ) by
(3.10) ξ(s, χ) = (s(s− 1))δ(χ)Ds/2χ γχ(s)L(s, χ),
12
where Dχ = DKNfχ, the K-integral ideal fχ is the conductor of χ, δ(χ) is the indicator
function for the trivial character, and γχ(s) is the gamma factor of χ defined by
γχ(s) =
[
π−
s
2Γ
(s
2
)]a(χ)
·
[
π−
s+1
2 Γ
(s+ 1
2
)]b(χ)
.
Here a(χ) and b(χ) are certain non-negative integers satisfying
(3.11) a(χ) + b(χ) = nK .
It is well-known that ξ(s, χ) is entire of order 1 and satisfies the functional equation
ξ(s, χ) = w(χ)ξ(1− s, χ),
where w(χ) ∈ C is the root number of χ satisfying |w(χ)| = 1. The zeros of ξ(s, χ) are the
non-trivial zeros ρ of L(s, χ) and are known to satisfy 0 < Re{ρ} < 1. The trivial zeros ω of
L(s, χ) are given by
(3.12) ord
s=ω
L(s, χ) =

a(χ)− δ(χ) if ω = 0,
b(χ) if ω = −1,−3,−5, . . . ,
a(χ) if ω = −2,−4,−6, . . . ,
and arise as poles of the gamma factor of L(s, χ).
3.4. Shifting a contour integral. Next we shift the contour (3.8) and bound S(x) in terms
of the non-trivial zeros of Hecke L-functions. Henceforth write S = S(x) for simplicity. Recall
f depends on the arbitrary quantities x > 3, ǫ ∈ (0, 1/4) and an integer ℓ ≥ 1.
Lemma 3.2. Assume ℓ ≥ 2. Then
(3.13)
|G|
|C|
S
eǫx
≤ 1 + log x
eǫx
∑
χ
∑
ρχ
|F (−ρχ log x)|+O
(
nLx
−1 log x+ x−5/4(2ℓ/ǫ)ℓ logDL
)
,
where the outer sum is over all Hecke characters χ of the abelian extension L/K and the
inner sum runs over all non-trivial zeros ρχ of L(s, χ, L/K), counted with multiplicity.
Proof. Shift the contour in (3.8) to the line Re{s} = −1
2
. This picks up the non-trivial zeros
of L(s, χ), the simple pole at s = 1 when χ is trivial, and the trivial zero at s = 0 of L(s, χ)
of order r(χ). Overall, we see that
(3.14)
|G|
|C|S = log x
[
F (− log x)−
∑
χ
χ(gC)
∑
ρχ
F (−ρχ log x) +O
(∑
χ
r(χ)|F (0)|
)]
+ log x
∑
χ
χ(gC)
2πi
∫ −1/2+i∞
−1/2−i∞
−L
′
L
(s, χ, L/K)F (−s log x)ds,
where the sum over ρ = ρχ is over all non-trivial zeros of L(s, χ, L/K), counted with mul-
tiplicity. From (3.11) and (3.12), we see r(χ) ≤ nK ; hence, it follows by Lemma 2.2(v)
that
F (− log x) ≤ e
ǫx
log x
, and
∑
χ
r(χ)|F (0)| ≤ [L : K]nK = nL.
13
For the remaining contour, by [13, Lemma 6.2] and the primitivity of χ, we have that
−L
′
L
(s, χ, L/K)≪ logDχ + nK log(|s|+ 3),
for Re{s} = −1/2 and where Dχ is defined in (3.10). It follows by Lemma 2.2(vi) that
log x
2πi
∫ −1/2+i∞
−1/2−i∞
−L
′
L
(s, χ, L/K)F (−s logx)ds
≪ x−1/4
(2ℓ
ǫ
)ℓ ∫ ∞
−∞
logDχ + nK log(|t|+ 3)
(1/4 + t2)ℓ/2
dt≪ x−1/4
(2ℓ
ǫ
)ℓ
logDχ,
because nK ≪ logDK ≤ logDχ and ℓ ≥ 2. Summing over χ and using the conductor-
discriminant formula yields
log x
∑
χ
χ(gC)
2πi
∫ −1/2+i∞
−1/2−i∞
−L
′
L
(s, χ, L/K)F (−s log x)ds≪ x−1/4
(2ℓ
ǫ
)ℓ
logDL.
Taking absolute value of both sides in (3.14), multiplying both sides by (eǫx)−1, and com-
bining all of these observations yields the desired result. 
To analyze the sum over zeros in Lemma 3.2, we require some information about the
distribution of zeros of Hecke L-functions.
4. Distribution of Zeros of Hecke L-functions
In this section, we record various results about L-functions L(s, χ, L/K) where the exten-
sion L/K is abelian and hence χ is a Hecke character of K by class field theory. Associated
notation and classical results can be found in Section 2. Henceforth, any sum
∑
χ or product∏
χ is over all characters χ of L/K unless otherwise specified.
4.1. Logarithmic Quantity. Let δ0 > 0 be fixed and sufficiently small. For the remainder
of the paper, denote
(4.1) L :=
{
(1
3
+ δ0) logDK + (
19
36
+ δ0) logQ+ ( 512 + δ0)nK lognK if n
5nK
6
K ≥ D
4
3
KQ
4
9 ,
(1 + δ0) logDK + (
3
4
+ δ0) logQ+ δ0nK log nK otherwise,
where Q = Q(L/K) = max{Nfχ : χ ∈ Ĝal(L/K)}. Notice that
(4.2) L ≥ (1 + δ0) logDK + (34 + δ0) logQ+ δ0nK log nK and L ≥ ( 512 + δ0)nK lognK
unconditionally. We exhibit a bound on the degree of the extension L/K in terms of L .
Lemma 4.1. [L : K]≪ e4L /3 and nL ≪ L e4L /3.
Proof. Let f = fL/K be the Artin conductor attached to L/K by class field theory. Let I(f)
be the group of fractional ideals of K relatively prime to f. By class field theory, there exists
a homomorphism φ : I(f) → Gal(L/K). Thus I(f)/ kerφ is isomorphic to Gal(L/K). This
induces an isomorphism between their respective character groups and therefore,
Q(L/K) = max{Nfχ : χ ∈ Ĝal(L/K)} = max{Nfχ : χ ∈ ̂I(f)/ kerφ}.
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By our previous observations, |I(f)/ kerφ| = |Gal(L/K)| = [L : K]. For ǫ0 > 0 fixed and
sufficiently small, we have by [24, Lemma 2.11] that |I(f)/ kerφ| ≪ eOǫ0 (nK)D1/2+ǫ0K Q1+ǫ0 ≪
e4L /3 as desired. To bound nL, observe that nL = [L : K]nK and nK ≪ L . 
4.2. Low-Lying Zeros. Next, we specify some important zeros of
∏
χ L(s, χ, L/K) which
will be used in Sections 6 to 8. For the remainder of the paper, let η > 0 be sufficiently small
and arbitrary. Consider the multiset of zeros given by
(4.3) Z :=
{
ρ ∈ C :
∏
χ
L(ρ, χ, L/K) = 0, 0 < Re{ρ} < 1, |Im(ρ)| ≤ η−2
}
.
We select three important zeros of Z as follows:
• Choose ρ1 ∈ Z such that Re{ρ1} is maximal. Let χ1 be its associated Hecke character
so L(ρ1, χ1, L/K) = 0. Denote
ρ1 = β1 + iγ1 =
(
1− λ1
L
)
+ i
µ1
L
,
where β1 = Re{ρ1}, γ1 = Im{ρ1}, λ1 > 0, and µ1 ∈ R.
• Choose4 ρ′ ∈ Z \ {ρ1, ρ1} satisfying L(ρ′, χ1, L/K) = 0 such that Re{ρ′} is maximal
with respect to these conditions. Similarly denote
ρ′ = β ′ + iγ′ =
(
1− λ
′
L
)
+ i
µ′
L
.
• Choose ρ2 ∈ Z \ Z1 such that Re{ρ2} is maximal and where Z1 is the multiset of
zeros of L(s, χ1, L/K) contained in Z. Let χ2 be its associated Hecke character so
L(ρ2, χ2, L/K) = 0. Similarly, denote
ρ2 = β2 + iγ2 =
(
1− λ2
L
)
+ i
µ2
L
.
If λ1 < η then we henceforth refer to ρ1 as an η-Siegel zero. The proof of Theorem 1.2
will be divided according to whether an η-Siegel zero exists or not.
4.3. Zero-Free Regions. Here we record the current best-known explicit result regarding
zero-free regions of Hecke L-functions; see also [1, 11] for earlier results.
Theorem 4.2 (Zaman). For L sufficiently large depending on η, min{λ′, λ2} > 0.2866.
Furthermore, if λ1 < 0.0875 then ρ1 is a simple real zero of
∏
χ L(s, χ, L/K) and is associated
with a real character χ1.
Proof. When L is a narrow ray class field of K to a given modulus and η = 1 in (4.3),
this is implied by [28, Theorems 1.1 and 1.3] since L satisfies (4.2). For general abelian
extensions L/K and any fixed η ∈ (0, 1), one may easily modify [28] to obtain the cited
result by following the outline in [24, Section 8]; see [29] for details. 
4If ρ1 is real then ρ
′ ∈ Z \ {ρ1} instead, with the other conditions remaining the same.
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4.4. Zero Repulsion. Here we record two explicit estimates for zero repulsion when an
exceptional zero exists, also known as “Deuring-Heilbronn phenomenon”.
Theorem 4.3 (Zaman). Let L be sufficiently large depending on η. If λ1 < 0.0875, then
min{λ′, λ2} > 0.44. If η ≤ λ1 < 0.0875, then min{λ′, λ2} > 0.2103 log(1/λ1).
Proof. Again, when L is a narrow ray class field of K to a given modulus and η = 1, this is
implied by [28, Theorem 1.4] since L satisfies (4.2). Similar to the proof of Theorem 4.2,
one may modify [28] as outlined in [24, Section 7] to deduce the same theorem for general
abelian extensions L/K and η ∈ (0, 1); see [29] for details. 
Theorem 4.3 is unable to handle exceptional zeros ρ1 extremely close to 1 due to the
requirement λ1 ≥ η. Thus, we include a version of Deuring-Heilbronn phenomenon [24,
Theorem 8.3] which repels zeros in the entire critical strip.
Theorem 4.4 (Thorner–Zaman). Let T ≥ 1 be arbitrary. Suppose χ1 is a real character
and ρ1 is a real zero. For any character χ of L/K, let ρ = β + iγ 6= ρ1 be a non-trivial zero
of L(s, χ, L/K) satisfying 1/2 ≤ β < 1 and |γ| ≤ T . For L sufficiently large, there exists
an absolute effectively computable constant c1 > 0 such that
β < 1−
log
( c1
(1− β1)(L + nK log T )
)
81L + 25nK log T
.
4.5. Log-Free Zero Density Estimates. Let χ ∈ Ĝal(L/K) be a Hecke character. Define
N(σ, T, χ) := #{ρ = β + iγ : L(ρ, χ, L/K) = 0, σ < β < 1, |γ| ≤ T}
for 0 < σ < 1 and T ≥ 1. Further denote
(4.4) N(σ, T ) :=
∑
χ
N(σ, T, χ).
Amongst all of the results recorded herein on zeros of Hecke L-functions, the proof of Theo-
rem 1.1 only requires the following log-free zero density estimate, which we emphasize does
not assume L is sufficiently large. This is a rephrasing of the authors’ result [24, Theorem
3.2] using the definition of L in (4.1).
Theorem 4.5 (Thorner–Zaman). For 0 < σ < 1 and T ≥ 1, N(σ, T )≪ (e162L T 81nK+162)1−σ.
The proof of Theorem 1.2 also requires a completely explicit zero density estimate for
“low-lying” zeros. Define for 0 < λ < L ,
(4.5) N (λ) :=
∑
χ
N(1 − λ
L
, η−2, χ).
Theorem 4.2 states thatN (0.0875) ≤ 1 andN (0.2866) ≤ 2 for L sufficiently large depending
on η. For larger values of λ, we use the following:
Theorem 4.6 (Thorner–Zaman). Assume L is sufficiently large depending on η. Let ǫ0 > 0
be fixed and sufficiently small. If 0 < λ < ǫ0L then
N (λ) ≤ e162λ+188.
The bounds for N (λ) in [24, Table 1] are superior when 0 < λ ≤ 1.
Proof. See [24, Theorem 8.6] for details. 
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5. Zeros outside a low-lying rectangle
From Lemma 3.2, it remains to estimate a sum over all non-trivial zeros of all Hecke
L-functions L(s, χ, L/K). In this section, we demonstrate that the contribution of zeros is
negligible if the zeros are either high-lying or far from the line Re{s} = 1. Throughout, we
assume 1 ≤ B ≤ 1000 is a fixed absolute constant. We begin by considering high-lying zeros.
Lemma 5.1. Let T⋆ ≥ 1 be arbitrary. Let 0 < E < 23B be fixed. Let
(5.1) B > 162 + E, ℓ ≥ 82nK + 162, 14 > ǫ ≥ 4ℓx−E/(Bℓ).
For x ≥ eBL ,
(5.2)
log x
x
∑
χ
∑
ρ
|Im{ρ}|>T⋆
|F (−ρ log x)| ≪ 1
T⋆
.
Proof. Write ρ = β + iγ with β = 1 − λ
L
. If T ≥ 1, then Lemma 2.2(iv) with α = ℓ(1 − β)
and our choices of our conditions on ǫ, ℓ, and x imply that
(5.3)
log x
x
|F (−ρ log x)| ≤ 2e
ǫxβ−1
T
( 2ℓ
ǫT
)ℓ(1−β)
≤ 4
T
e−(B−E)λ(2T )−(82nK+162)λ/L .
Using Theorem 4.5 via partial summation, we see that
T log x
x
∑
χ
∑
ρ
T≤|Im{ρ}|≤2T
|F (−ρ log x)|
≪ e
−(B−E−162)L
(2T )nK
+
(
B − E + nK log(2T )
L
)∫ L
0
e−(B−E−162)λ(2T )−nKλ/L dλ≪ 1,
since B > 162 + E. Overall, this implies that the LHS of (5.2) is
≤ log x
x
∑
χ
∞∑
k=0
∑
ρ
2kT⋆≤Im{ρ}<2k+1T⋆
|F (−ρ log x)| ≪ 1
T⋆
∞∑
k=0
1
2k
≪ 1
T⋆
,
as desired. 
As we shall see in the next section, an appropriate combination of Lemmas 3.2 and 5.1
and Theorem 4.5 suffices to establish Theorem 1.1. For Theorem 1.2, we must also show
low-lying zeros far to the left of Re{s} = 1 contribute a negligible amount.
Lemma 5.2. Let 0 ≤ R ≤ 1
2
L be arbitrary. Assume (5.1) holds. For x ≥ eBL ,
log x
x
∑
χ
∑′
ρ
|F (−ρ log x)| ≪ x−(B−E−162)R/BL
where the marked sum
∑′ runs over zeros ρ = β + iγ of L(s, χ, L/K), counting with multi-
plicity, satisfying 0 < β ≤ 1−R/L and |γ| ≤ ǫ−1.
Proof. From our choices of ǫ, ℓ in (5.1) and Theorem 4.5, it follows that
N(1− λ
L
, ǫ−1)≪ e162λ(1/ǫ)(81nK+162)λ/L ≪ e162λxEλ/BL ≪ x(162+E)λ/BL
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for 0 < λ < L , where N(σ, T ) is given by (4.4). Write ρ = β + iγ with β = 1 − λ
L
for
some non-trivial zero ρ appearing in the marked sum. By Lemma 2.2(iv) with α = 0 and
Lemma 2.2(v), it follows that
(5.4)
log x
x
|F (−ρ log x)| ≪
{
x−λ/L for |ρ| ≥ 1/4,
x−3/4 log x for |ρ| ≤ 1/4.
To clarify the second inequality, we observe by Lemma 2.2(v) that |F (−ρ log x)| ≪ xβ ≪ x1/4
for |ρ| ≤ 1/4. Thus, by (5.4) and partial summation, we have that
log x
x
∑
χ
∑′
|ρ|≥1/4
|F (−ρ log x)| ≪ x−(B−E−162)B + log x
L
∫
L
R
x
−(B−E−162)λ
BL dλ
≪ x−(B−E−162)R/BL .
Moreover, by (5.4), a crude application of [12, Lemma 2.1], and Lemma 4.1, it follows that
log x
x
∑
χ
∑′
ρ
|ρ|≤1/4
|F (−ρ log x)| ≪ [L : K]L x−3/4 log x≪ x−3/4e2L log x≪ x− 34+ 3B .
Combining these estimates yields the desired result since, by our assumptions on B and R,
x−(B−E−162)R/BL ≫ x−(B−E−162)/2B ≫ x−1/2 ≫ x−3/4+3/162 ≫ x−3/4+3/B . 
We package these lemmas into the following convenient proposition.
Proposition 5.3. Let 0 ≤ R ≤ 1
2
L be arbitrary. Let 0 < E < 2
3
B be fixed. Assume that
(5.5) B > 162 + E, ℓ ≥ 82nK + 162, 14 > ǫ ≥ 4ℓx−E/(Bℓ).
If x ≥ eBL and S(x) is given by (3.1), then
(5.6)
|G|
|C|
S(x)
eǫx
≤ 1 + log x
eǫx
∑
χ
∑⋆
ρ
|F (−ρ log x)|+O(ǫ+ x−(B−E−162)R/BL ),
where the sum
∑⋆ indicates a restriction to non-trivial zeros ρ of L(s, χ, L/K), counted with
multiplicity, satisfying 1− R/L < Re{ρ} < 1 and |Im{ρ}| ≤ ǫ−1.
Proof. Let T⋆ = 1/ǫ. It follows from our hypothesis (5.5) along with Lemmas 3.2, 5.1 and 5.2
that
(5.7)
|G|
|C|
S
eǫx
≤ 1 + log x
eǫx
∑
χ
∑⋆
ρ
|F (−ρ log x)|
+O
(
ǫ+ x−(B−E−162)R/BL + nLx
−1 log x+ x−5/4(2ℓ/ǫ)ℓ logDL
)
.
It remains to bound the third and fourth expressions in the error term by ǫ. Since E < B
and ℓ ≥ 244, we see that
ǫ > x−E/Bℓ > x−1/ℓ > x−1/244.
Moreover, nL = nK [L : K] ≪ L e2L ≪ x3/162 by Lemma 4.1 and (4.2). Similarly, since
logDL =
∑
χ logDχ ≤ [L : K] log(DKQ), it follows that
(2ℓ/ǫ)ℓ logDL ≪ xE/BL [L : K]≪ x2/3L e2L ≪ x2/3+3/162.
Applying these estimates in (5.7) yields (5.6). 
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6. Proof of Theorem 1.1
In comparison to Theorem 1.2, the proof of Theorem 1.1 is quite simple, requiring only
the log-free zero density estimate of Hecke L-functions given by Theorem 4.5. Recall this re-
sult is uniform over all extensions L/F and therefore we do not assume L is sufficiently large.
Proof of Theorem 1.1. Select
(6.1) B = 244.5, E = 82.1, ℓ = 82nK + 162, ǫ = 1/8, and R = 0.
Let M0 > 0 be a sufficiently large absolute constant. For x ≥ x0 := e244.5L +M0n244.5nKK , we
claim these are valid choices to invoke Proposition 5.3. It suffices to check ǫ = 1
8
≥ 4ℓx−E/Bℓ
for x ≥ x0. We need only show (32ℓ)Bℓ/E ≤ x0. This is visible from the fact that
(32ℓ)Bℓ/E ≪ n
244.5
82.1
(82nK+162)
K e
O(nK) ≪ n244.5nKK ≤ x0,
after enlarging M0 if necessary. This proves the claim.
Therefore, by Proposition 5.3, we have that S(x) ≪ |C|
|G|
x for x ≥ x0, because the
corresponding restricted sum
∑⋆ is empty whenever R = 0. Let M ≥ 1 denote the
implicit absolute constant in the above estimate for S(x). Thus, by Lemma 3.1 with
x0 = e
244.5L +M0n
244.5nK
K , a = M and b = c = 0, we have that
πC(x, L/F ) <
{
M +O
(
nLx
−1/2 +
nL log x
x
(e244.5L + n244.5nKK )
)} |C|
|G|Li(x)
for x ≥ x0. By Lemma 4.1 and (4.1), notice that nL ≪ e4L /3 ≪ D2KQ2nnKK . Thus, the
desired result follows for x≫ e245.9L +D2KQ2n246nKK . 
Remark.
• If one wishes to minimize the value of B and hence minimize the exponents of DK
and Q in (1.10) then one may alternatively select
B = 162.01, E = 0.95, ℓ = 82nK + 162, ǫ = 1/8, and R = 0
in place of (6.1) taking also x0 = e
162.01L +M0n
13,999nK
K . It follows that
(32ℓ)Bℓ/E ≪ n
162.01
0.95
(82nK+162)
K e
O(nK) ≪ n13,999nKK ≤ x0.
Arguing as above, one deduces πC(x, L/F )≪ |C||G|Li(x) for x≫ e164L +D2KQ2n14,000nKK
as claimed in the remark following Theorem 1.1 based on (4.1).
• Similarly, to minimize the exponents of nnKK in (1.10), one may alternatively select
B = 359.5, E = 197, ℓ = 82nK + 162, ǫ = 1/8, and R = 0
in place of (6.1) taking also x0 = e
359.5L . It follows by (4.2) that
(32ℓ)Bℓ/E ≪ n
359.5
197
(82nK+162)
K e
O(nK) ≪ n149.65nKK ≤ x0,
since 359.5× 5
12
> 149.7. Arguing as above, one deduces πC(x, L/F ) ≪ |C||G|Li(x) for
x≫ e360.9L ≥ e4L /3e359.5L as claimed in the remark following Theorem 1.1.
The following two sections consists of the proof of Theorem 1.2 which is divided into cases
depending on how close the zero ρ1, defined in Section 4.2, is to Re{s} = 1. The main steps
are similar to the above proof for Theorem 1.1 but need a more refined analysis.
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7. Proof of Theorem 1.2: η-Siegel zero exists
Let η > 0 be arbitrary and sufficiently small and let L be sufficiently large depending
only on η. The proof of Theorem 1.2 is divided into Sections 7 and 8 by whether ρ1 is an
η-Siegel zero or not.
For this section, we consider the case when λ1 < η. By Theorem 4.2, it follows that
ρ1 = β1 = 1− λ1L is a simple real zero and χ1 is a real Hecke character. Suppose
(7.1) B = 692, E = 344, ℓ = 82nK + 162, 4ℓx
−344/692ℓ ≤ ǫ < 1/4.
With these choices, we claim for x ≥ e692L that 4ℓx−344/692ℓ = o(1) as L → ∞. If nK is
uniformly bounded while L →∞ then this is immediate, so we may assume nK →∞. By
(4.2), notice that ℓ = 82nK+162 ≤ {196.8+ o(1)} LlognK ≤ 197 LlognK for nK sufficiently large.
Thus, for nK sufficiently large and x ≥ e692L , we have that
4ℓx−344/692ℓ ≪ nKe−344L /ℓ ≪ nKe−344197 lognK ≪ n−0.7K .
Hence, 4ℓx−344/692ℓ = o(1) as nK → ∞. This proves the claim, which implies the condition
on ǫ in (7.1) is non-empty for L sufficiently large.
Now, let 1 ≤ R ≤ 1
2
L be arbitrary. By Proposition 5.3, for x ≥ e692L , we have that
(7.2)
|G|
|C|
S(x)
eǫx
≤ 1 + x
−(1−β1)
β1
+
log x
eǫx
∑
χ
∑⋆
ρ6=ρ1
|F (−ρ log x)|+O(ǫ+ x−186R/692L ),
where
∑⋆ runs over non-trivial zeros ρ 6= ρ1 of L(s, χ), counted with multiplicity, satisfying
1− R/L < Re{ρ} < 1, |Im{ρ}| ≤ ǫ−1.
Note that the β1 term in (7.2) arises from bounding F (−σ log x) in Lemma 2.2(v) with
σ = β1. We further subdivide our arguments depending on the range of λ1.
7.1. λ1 very small (
2ηL
log x
≤ λ1 < η). Here select ǫ = η2 and R = min{ 182 log(c1/λ1), 12L }
for some fixed sufficiently small c1 > 0. Since 4ℓx
−344/692ℓ = o(1) as L →∞, it follows that
this choice of ǫ satisfies (7.1) for L sufficiently large depending only on η.
Hence, by Theorem 4.4, these choices imply that the restricted sum
∑⋆ in (7.2) is empty
for L sufficiently large depending only on η. Moreover, we see that
x−186R/693L ≤ e− 18682 log(c1/λ1) ≪ λ21 ≪ η2,
as x ≥ e692L and 186/82 > 2. Further, we have that
x−(1−β1)
β1
= e−λ1 log x/L {1 +O(λ1/L )} < 1− η +O(η2),
since 2ηL
logx
≤ λ1 < η and e−t < 1 − t/2 for 0 ≤ t ≤ 1. Overall, we conclude that S(x) <
{2− η +O(η2)} |C|
|G|
x for x ≥ e692L . By Lemmas 3.1 and 4.1, we conclude that
πC(x, L/F ) < {2− η +O
(
η2 + L e1.4L (x−1/2 + e693L x−1 log x)
)}|C||G|Li(x)
for x ≥ e692L . Hence, in this subcase, Theorem 1.2 (with no error term) follows for x ≥
e694.5L after fixing η > 0 sufficiently small and recalling L is sufficiently large.
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7.2. λ1 extremely small (λ1 <
2ηL
log x
≤ η). Here select
ǫ = 4ℓx−344/692ℓ and R = min
{
L
81L + 25nK log(1/ǫ)
log
( c1
λ1
· L
L + nK log(1/ǫ)
)
,
1
2
L
}
for some sufficiently small c1 > 0. Again, since 4ℓx
−344/692ℓ = o(1) as L → ∞, it follows
that ǫ < 1/4 for L sufficiently large so this choice of ǫ satisfies (7.1).
Now, from our choice of R and Theorem 4.4, the restricted sum in (7.2) is empty. For the
main term, observe for L sufficiently large and η > 0 sufficiently small that
x−(1−β1)
β1
<
(
1− λ1 log x
2L
)(
1 +
λ1
L
)
≤ 1− λ1 log x
3L
,
as λ1 <
2ηL
log x
and e−t < 1− t/2 for 0 ≤ t ≤ 1. To bound the error term in (7.2), notice that
81L + 25nK log(1/ǫ) ≤ 81
692
log x+
344 · 25nK
692(82nK + 162)
log x <
185.9
692
log x,
by our choice of ǫ and ℓ and since x ≥ e693L . Consequently, R ≥ 692L
185.9 log x
log(
c′1L
λ1 log x
) for
some sufficiently small c′1 > 0, implying
x−186R/692L ≪
(λ1 log x
L
) 186
185.9 ≪ η1/2000
(λ1 log x
L
)
,
since λ1 <
2ηL
logx
and 0.1
185.9
< 1
2000
. Combining these observations into (7.2) implies that
|G|
|C|
S(x)
eǫx
< 2− λ1 log x
3L
+O
(
ǫ+ η1/2000 · λ1 log x
L
)
< 2− 100λ1 +O(ǫ)
as η is sufficiently small. Rearranging and substituting the choice of ǫ and ℓ, we see that
S(x) <
{
2− 100λ1 +O
(
nKx
− 1
166nK+327
)} |C|
|G|x
for x ≥ e692L . Now, if x ≥ e694.9L then, by Lemma 4.1, we have that
nLe
692L x−1 log x≪ nKe693.4L x−1 log x≪ nKx−1.5/694.9 log x≪ nKx−1/(166nK+327).
Similarly, nLx
−1/2 ≪ nKx−1/(166nK+327). Thus, by the previous inequality and Lemma 3.1,
it follows that
(7.3) πC(x,L/F ) <
{
2− 100λ1 +O
(
nKx
− 1
166nK+327
)} |C|
|G|Li(x)
for x ≥ e694.9L . As δ0 in (4.1) is sufficiently small, this completes the proof of Theorem 1.2 when
an η-Siegel zero exists. 
Remark.
• In (7.1), we could instead take B = 502 and E = 198 to establish (7.3) except with an error
term of O(nKx
−1/(208nK+411)). To improve the error term, we chose the largest values of B
and E which did not reduce the valid range of x in Theorem 1.2. This range of x is limited
by the case addressed in Section 8.3.
• As stated in Theorem 1.2, we obtain the sharper bound πC(x,L/F ) < 2 |C||G|Li(x) from (7.3)
with good effective lower bounds for λ1. To see this, notice the error term in (7.3) is
≪ λ1.0011 provided
x≫
( c1nK
λ1.0011
)166nK+327
=: x1,
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where c1 > 0 is some absolute constant. If the above holds then (7.3) becomes
πC(x,L/F ) <
{
2− 100λ1 +O(λ1.0011 )
} |C|
|G|Li(x).
As λ1 ≤ η, this implies πC(x,L/F ) < 2 |C||G|Li(x) by fixing η sufficiently small. Hence,
any effective upper bound on x1 translates to a range of x where the sharper bound
for πC(x,L/F ) holds. From the proof of Theorem 1’ in Stark [23], we have that λ1 ≫
min{g(nK)−1,D−1/nKK Q−1/2nK} where g(nK) equals 1 if K has a normal tower over Q and
equals (2nK)! otherwise. If nK ≤ 10 and DKQ is sufficiently large then we have that
x1 ≪ (1/λ1)167nK+328 ≪ D167+328/nKK Q84+164/nK ≪ D495K Q248 ≪ x,
for x satisfying (1.12), as desired. Thus, we may assume nK ≥ 10 in which case we have
that
x1 ≪ n167nKK (1/λ1)167nK+328
≪ D167+328/nKK Q84+164/nKn167nKK + n167nKK g(nK)167nK+328
≪ D200K Q101n167nKK + n167nKK g(nK)167nK+328.
Therefore, if K has a normal tower over Q or (2nK)!≪ D1/nKK Q1/2nK then
x1 ≪ D200K Q101n167nKK eO(nK) ≪ D200K Q101n168nKK ≪ x,
for x satisfying (1.12) and DKQnnKK sufficiently large. Otherwise, g(nK) ≤ (2nK)! ≤
(2nK)
2nK which implies that
x1 ≪ D200K Q101n167nKK + n
333n2K
K
unconditionally. Thus, imposing x ≫ n334n2KK in addition to (1.12) also yields the sharper
estimate for πC(x,L/F ). This completes all cases.
8. Proof of Theorem 1.2: η-Siegel zero does not exist
In this section, we assume λ1 ≥ η for sufficiently small η > 0 and we will show Theorem 1.2 holds
with no error term. Recall L is sufficiently large depending only on η. Assume λ⋆ > 0 satisfies
(8.1) λ⋆ < min{λ′, λ2},
where λ′ and λ2 are defined in Section 4.2. Select
(8.2) B > 360, E = 198, ℓ = 82nK + 162, ǫ = η
2,
and let R = R(η) be sufficiently large. We claim these choices satisfy the assumptions of Proposi-
tion 5.3. Since L is sufficiently large depending only on η, it suffices to show, for x ≥ eBL , that
4ℓx−E/Bℓ = o(1) as L → ∞. We shall argue as in Section 7. If nK is bounded while L → ∞
then this is immediate, so we may assume nK → ∞. By (4.2), notice that ℓ = 82nK + 162 ≤
{196.8 + o(1)} Llog nK ≤ 197 Llog nK for nK sufficiently large. Thus, for nK sufficiently large and
x ≥ eBL , we have that
4ℓx−E/Bℓ ≪ nKe−198L /ℓ ≪ nKe−
198
197
lognK ≪ n−1/197K .
Hence, 4ℓx−E/Bℓ = o(1) for x ≥ eBL , as nK →∞. This proves the claim.
Therefore, by Proposition 5.3, it follows that
|G|
|C|
S(x)
eǫx
≤ 1 + log x
eǫx
∑
χ
∑⋆
ρ
|F (−ρ log x)|+O(η2),
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for x ≥ eBL and where the sum ∑⋆ runs over non-trivial zeros ρ of L(s, χ), counted with multi-
plicity, satisfying β > 1−R/L and |γ| ≤ η−2. For a non-trivial zero ρ of a Hecke L-function, write
ρ = β + iγ = 1− λ
L
+ i µ
L
. By Lemma 2.2, we see that
log x
eǫx
|F (−ρ log x)| ≤ x−(1−β) ≤ e−Bλ,
since x ≥ eBL . Extracting ρ1 and ρ1 (or simply ρ1 if ρ1 is real) from
∑⋆, we deduce by our choice
of λ⋆ in (8.1) that
(8.3)
|G|
|C|
S(x)
eǫx
≤ 1 +m(ρ1)e−Bλ1 +
∑
χ
∑
λ⋆≤λ≤R
|γ|≤η−2
e−Bλ +O(η2),
where m(ρ1) = 2 if ρ1 is complex and m(ρ1) = 1 if ρ1 is real. To bound the remaining quantities,
we must select λ⋆ for which we further subdivide into cases.
8.1. λ1 small (η ≤ λ1 < 10−3). By Theorem 4.2, ρ1 is a simple real zero attached to a real
character χ1, implying m(ρ1) = 1. Select B = 361 and choose λ
⋆ = 0.2103 log(1/λ1), which
satisfies (8.1) by Theorem 4.3. Arguing as in5 [24, Section 10.1.2] and using Theorem 4.6, we may
conclude by (8.3) that S(x) < {2 − η + O(η2)} |C||G|x for x ≥ e361L . As in the final arguments of
Section 7.1, we use Lemma 3.1 to establish Theorem 1.2 for x ≥ e363L .
8.2. λ1 medium (10
−3 < λ1 ≤ 0.0875). One argues similar to the previous case with some minor
changes. Namely, select B = 593 and choose λ⋆ = 0.44, and follow [24, Section 10.1.1] to deduce
Theorem 1.2 for x ≥ e595L .
8.3. λ1 large (λ1 ≥ 0.0875). Select B = 693 and λ⋆ = 0.2866 as per Theorem 4.2. Noting
m(ρ1) ≤ 2 unconditionally, one may argue similarly as per the previous cases and follow [24,
Section 11] to deduce Theorem 1.2 for x ≥ e694.9L . As δ0 in (4.1) is sufficiently small, this yields
the desired range of x in Theorem 1.2, completing the proof in all cases. 
9. Proof of Theorems 1.4 and 1.5
First, we state a slightly weaker (but more convenient) reformulation of Theorem 1.1.
Theorem 9.1. Let L/F be a Galois extension of number fields with Galois group G, and let C be
any conjugacy class of G. Let H be an abelian subgroup of G such that H ∩ C is non-empty, and
let K be the subfield of L fixed by H. Let P(L/K) be the set of rational primes p such that there
is a prime ideal p of K with p | p and p ramifies in L, and set
M(L/K) = [L : K]D
1/nK
K
∏
p∈P(L/K)
p.
If log x≫ nK log(M(L/K)nK), then πC(x,L/F )≪ |C||G|Li(x).
Proof. If L/K is abelian, then [19, Proposition 2.5] states that
Q(L/K) ≤
(
[L : K]
∏
p∈P(L/K)
p
)2nK
.
Using the definition of M(L/K), we see that (1.10) is
≪ (DKQ(L/K)nnKK )246 ≪ (nKM(L/K))500nK .
The claimed result now follows immediately from Theorem 1.1. 
5Observe 361 > 297 so the same estimates hold.
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9.1. Proof of Theorem 1.4. Fix a newform f (cf. Section 1) of even integral weight kf ≥ 2, level
Nf , and trivial nebentypus with integral Fourier coefficients, and fix an integer a. For each prime
p, we define ωp = (af (p)
2 − 4pkf−1)1/2. We know from Deligne’s proof of the Weil conjectures that
|af (p)| ≤ 2p(kf−1)/2 for all p, so Q(ωp) is an imaginary quadratic extension of Q. Set
πf (x, a; ℓ) = #{p ≤ x: af (p) ≡ a (mod ℓ) and ℓ splits in Q(ωp)}.
Let ℓ1 < ℓ2 < · · · < ℓt be any t odd primes, each less than exp( log x2t ). By [26, Corollary 4.2], if
t ∼ (4/ log 2) log log x, then
(9.1) πf (x, a)≪
t∑
j=1
πf (x, a; ℓj) +
x
(log x)2
≪ (log log x) max
1≤j≤t
πf (x, a; ℓj) +
x
(log x)2
.
We proceed to bound πf (x, a; ℓ), where ℓ ≤ exp((log 2)(log x)/(8 log log x)).
Let ℓ be prime, let Fℓ be the field of ℓ elements, and let Frobp be the Frobenius automorphism
of Gal(Q/Q) at p. For each ℓ, there is a representation
(9.2) ρf,ℓ : Gal(Q/Q)→ GL2(Fℓ)
which is unramified outside Nfℓ such that for all primes p ∤ Nfℓ, we have that tr(ρf,ℓ(Frobp)) ≡
af (p) (mod ℓ) and det(ρf,ℓ(Frobp)) ≡ pkf−1 (mod ℓ). We have that ρf,ℓ is surjective for all but
finitely many ℓ. Let L = Lℓ be the subfield of Q fixed by ker ρf,ℓ. If ℓ is sufficiently large, then
L/Q is a Galois extension, unramified outside of Nf ℓ, whose Galois group is G = {g ∈ GL2(Fℓ) :
det g ∈ (F×ℓ )kf−1}.
Define C = {A ∈ G: tr(A) ≡ a (mod ℓ) and tr(A)2 − 4 det(A) ∈ Fℓ is a square}. Let B denote
the upper triangular matrices in GL2(Fℓ)∩G, and let LB be the subfield of L fixed by B. Let U be
the unipotent elements of B, and let LU be the subfield of L fixed by U . Note that U is a normal
subgroup of B and that B/U ∼= Gal(LU/LB) is abelian. Let C ′ be the image of C ∩B in B/U . If
x is sufficiently large, then by [30, Lemmas 2.7 and 4.3],
πf (x, a; ℓ)≪ πC′(x,LU/LB) + nLB
( √x
log x
+ logM(LU/LB)
)
.
Applying Theorem 9.1 to the Chebotarev prime counting functions for each conjugacy class in C ′,
we have that if log x≫ nLB log(M(LU/LB)nLB ), then
πf (x, a; ℓ)≪ |C
′|
|B/U |
x
log x
+ nLB
( √x
log x
+ logM(LU/LB)
)
.
By [30, Lemma 4.4], we have |C ′|/|B/U | ≪ 1/ℓ, nLB ≪ ℓ, and logM(LU/LB) ≪Nf log ℓ.
Combining all of our estimates, we find that
(9.3) πf (x, a; ℓ)≪ 1
ℓ
x
log x
+
ℓ
√
x
log x
+ ℓ logNf ℓ, log x≫ ℓ logNf ℓ.
Thus, taking ℓ ∼ c′ log x/ log(Nf log x) for some sufficiently small absolute constant c′ > 0,
(9.4) πf (x, a; ℓ)≪ x log(Nf log x)
(log x)2
.
Now, as before, let t ∈ Z satisfy t ∼ 4/(log 2) log log x, and let ℓ1 < ℓ2 < · · · < ℓt be t consecutive
primes with ℓ1 ∼ c′ log x/ log(Nf log x). By the prime number theorem, ℓj ∈ [ℓ1, 2ℓ1] for all 1 ≤ j ≤
t. Therefore, if c′ is made sufficiently small, we have that
(9.5) max
1≤j≤t
πf (x, a; ℓj)≪ x log(Nf log x)
(log x)2
.
Theorem 1.4 now follows from inserting the inequality (9.5) into the inequality (9.1).
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Remark. Using the Cauchy-Schwarz and Polya-Vinogradov inequalities, V. K. Murty [20, Page 304]
proved that
(9.6) πf (x, a)≪ max
ℓ∈[y,2y]
πf (x, a; ℓ) +
(πf (x, a)x log y
y
)1/2
.
Using [20, Theorem 4.6], it is subsequently shown that if ℓ ∈ [y, 2y] and y = c′(log x)/(log log x)2
for some sufficiently small absolute constant c′ > 0, then
(9.7) πf (x, a; ℓ)≪ x(log log x)
2
(log x)2
.
It is then claimed in [20] that (9.6) and (9.7) imply πf (x, a) ≪Nf x(log log x)2/(log x)2. It is
not clear to us how to deduce this estimate for πf (x, a) using (9.6) and (9.7). In particular, if
πf (x, a) ≫ x/(log x)2, then the aforementioned choice of y forces the secondary term in (9.6) to
be ≫ x/(log x)3/2. By inserting (9.7) into (9.1) instead of (9.6), one obtains the weaker statement
(1.17). The source of our improvement over [20] stems solely from the log log x savings over (9.7),
which can be seen from (9.4).
9.2. Proof of Theorem 1.5. The proof of Theorem 1.5 is nearly identical to the proof of [30,
Theorem 1.3(ii)] except that we use Theorem 1.1 to bound the ensuing Chebotarev prime counting
function instead of using [30, Theorem 2.1(ii)]. The analytic details are very similar to the above
proof of Theorem 1.4, but the particular Galois extension to which Theorem 1.1 is applied is
different. Following [30, Section 5.2], we apply Theorem 1.1 instead of [30, Theorem 2.1(ii)], which
allows us to choose
y =
c
hk
log x
log(Dkhk log x)
(where Dk is the absolute discriminant of k and hk is the class number of k) for some sufficiently
small absolute constant c > 0. This yields the claimed result.
References
[1] J.-H. Ahn and S.-H. Kwon. Some explicit zero-free regions for Hecke L-functions. J. Number Theory,
145:433–473, 2014.
[2] A. C. Cojocaru, E. Fouvry, and M. R. Murty. The square sieve and the Lang-Trotter conjecture. Canad.
J. Math., 57(6):1155–1177, 2005.
[3] D. A. Cox. Primes of the form x2 + ny2. A Wiley-Interscience Publication. John Wiley & Sons, Inc.,
New York, 1989. Fermat, class field theory and complex multiplication.
[4] C. David and J. Wu. Almost prime values of the order of elliptic curves over finite fields. Forum Math.,
24(1):99–119, 2012.
[5] N. D. Elkies. Distribution of supersingular primes. Aste´risque, (198-200):127–132 (1992), 1991. Journe´es
Arithme´tiques, 1989 (Luminy, 1989).
[6] E. Fogels. On the zeros of L-functions. Acta Arith, 11:67–96, 1965.
[7] D. R. Heath-Brown. Zero-free regions for Dirichlet L-functions, and the least prime in an arithmetic
progression. Proc. London Math. Soc. (3), 64(2):265–338, 1992.
[8] H. Heilbronn. Zeta functions and L-functions. In J. Cassels and A. Fro¨hlich, editors, Algebraic Number
Theory., pages 204–230. Academic Press, 1967.
[9] J. Hinz and M. Lodemann. On Siegel zeros of Hecke-Landau zeta-functions. Monatsh. Math., 118(3-
4):231–248, 1994.
[10] M. N. Huxley. The large sieve inequality for algebraic number fields. Mathematika, 15:178–187, 1968.
[11] H. Kadiri. Explicit zero-free regions for Dedekind Zeta functions. Int. J. of Number Theory., 8(1):1–23,
2012.
[12] J. C. Lagarias, H. L. Montgomery, and A. M. Odlyzko. A bound for the least prime ideal in the
Chebotarev density theorem. Invent. Math., 54(3):271–296, 1979.
25
[13] J. C. Lagarias and A. M. Odlyzko. Effective versions of the Chebotarev density theorem. In Algebraic
number fields: L-functions and Galois properties (Proc. Sympos., Univ. Durham, Durham, 1975), pages
409–464. Academic Press, London, 1977.
[14] S. Lang and H. Trotter. Frobenius distributions in GL2-extensions. Lecture Notes in Mathematics,
Vol. 504. Springer-Verlag, Berlin-New York, 1976. Distribution of Frobenius automorphisms in GL2-
extensions of the rational numbers.
[15] U. V. Linnik. On the least prime in an arithmetic progression. II. The Deuring-Heilbronn phenomenon.
Rec. Math. [Mat. Sbornik] N.S., 15(57):347–368, 1944.
[16] J. Maynard. On the Brun-Titchmarsh theorem. Acta Arith., 157(3):249–296, 2013.
[17] H. L. Montgomery and R. C. Vaughan. The large sieve. Mathematika, 20:119–134, 1973.
[18] M. R. Murty and V. K. Murty. Non-vanishing of L-functions and applications, volume 157 of Progress
in Mathematics. Birkha¨user Verlag, Basel, 1997.
[19] M. R. Murty, V. K. Murty, and N. Saradha. Modular forms and the Chebotarev density theorem. Amer.
J. Math., 110(2):253–281, 1988.
[20] V. K. Murty. Modular forms and the Chebotarev density theorem. II. In Analytic number theory (Kyoto,
1996), volume 247 of London Math. Soc. Lecture Note Ser., pages 287–308. Cambridge Univ. Press,
Cambridge, 1997.
[21] W. Schaal. On the large sieve method in algebraic number fields. J. Number Theory, 2:249–270, 1970.
[22] J.-P. Serre. Quelques applications du the´ore`me de densite´ de Chebotarev. Inst. Hautes E´tudes Sci. Publ.
Math., (54):323–401, 1981.
[23] H. M. Stark. Some effective cases of the Brauer-Siegel theorem. Invent. Math., 23:135–152, 1974.
[24] J. Thorner and A. Zaman. An explicit bound for the least prime ideal in the Chebotarev density theorem.
2016. preprint, arXiv/1604.01750.
[25] E. C. Titchmarsh. A divisor problem. Rend. Circ. Math. Palermo, 54:414–429, 1930.
[26] D. Q. Wan. On the Lang-Trotter conjecture. J. Number Theory, 35(3):247–268, 1990.
[27] A. Weiss. The least prime ideal. J. Reine Angew. Math., 338:56–94, 1983.
[28] A. Zaman. Explicit estimates for the zeros of Hecke L-functions. J. Number Theory, 162:312–375, 2016.
[29] A. Zaman. Analytic estimates for the Chebotarev Density Theorem and their applications. PhD thesis,
University of Toronto, in progress.
[30] D. Zywina. Bounds for the Lang-Trotter conjectures. In SCHOLAR—a scientific celebration highlighting
open lines of arithmetic research, volume 655 of Contemp. Math., pages 235–256. Amer. Math. Soc.,
Providence, RI, 2015.
Department of Mathematics, Stanford University, Building 380, Sloan Mathematical
Center, Stanford, CA, 94305, United States
E-mail address : jesse.thorner@gmail.com
Department of Mathematics, University of Toronto, Room 6290, 40 St. George St.,
Toronto, ON, M5S2E4, Canada
E-mail address : asif@math.toronto.edu
26
