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り,買い手の選好が変化しないことを仮定する.買い手の集合を  N とする.各買い手 i\in N は市場へ
の到着時刻 a_{i} , 出発時刻 d_{i} 及び財の評価値 v_{i} のタプル $\theta$_{i}=(a_{i}, d_{i}, vのを持つ.買い手 i は時刻 a_{i} に
オークションに参加可能となり,時刻 d_{i} にオークションから離脱する.本オークションでは,買い手 i
は \hat{ $\theta$}=(\^{a} i, \hat{d}_{i},\hat{v}_{i}) を申告する.つまり買い手 i は時刻 \hat{a}_{i} に自らの出発時刻碕 と入札値窃を申告する.
本オークションの制限として,以下の2つを仮定する.




\bullet  d\leq d : 買い手は出発時刻の評価値 d より大きい d を申告できない.
2.1 オンラインメカニズム
Parkes [1] が提案したオンラインメカニズムは,次の通りである.
財の割当ルール : 各単位時間 t において,財を割当てられていないオークションに参加可能な入札者
の中で,最大入札値を申告した入札者に財を割り当てる.引き分けの場合はランダムに選択する.
支払い計算ルール : 割り当てがあったエージェントは,出発時間に,次に定めるクリティカル値の支
払いを行う.  $\pi$(i) \in\{0 , 1 \} をある時間 t\in[\^{a} \mathrm{i}, \hat{d}_{i}] において,割当ルール  $\pi$ が入札者  i に財を割
当てたかを表すとする.この時,クリティカル値を次のように定義する.
c=\left\{\begin{array}{ll}
\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{w}\mathrm{i} \mathrm{s}.\mathrm{t}.  $\pi$(i)=1 & \mathrm{f}\mathrm{o}\mathrm{r} \hat{ $\theta$}=(\hat{a}_{i},\hat{d}_{i}, w_{i})\\









\bullet 拘束時間は,実験の説明も含め,90分以内とする.これを2回実施し,(24人 + 予備2名) \times 2=52
名の被験者を募集する.募集する被験者は,電気通信大学の学生とする.
\bullet 到着時刻,出発時刻,評価値  $\theta$=(a, d, v) は各セッションの初めに一様乱数で指定し,実験前半の
10回は, a, d\in\{1 , 2, 3, 4 \}, v\in U[1 , 100] , 実験後半の10回は, a, d\in\{1 , 2, 3, 4 \}, v\in U[1 , 200 ]
とする.
\bullet 各被験者は, \hat{ $\theta$}= (â, \hat{d},\hat{v}) を申告する.本来想定する市場では,到着時刻に申告するべきである
が,今回は,各セッションの冒頭で申告し,全員の申告後にまとめて結果を計算する.ただし,






\bullet 報酬は,参加費  $\alpha$ 円に得点  $\beta$ に  $\eta$ 円をかけたものの和とする.これを本学規定に基づき,時給
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表1 実験デザイン
1,000円として換算し,支払う.今回は前述の通り  $\alpha$ のみを支給した.


























(入札値) = $\alpha$ ( 評価値) + $\beta$ .
ここで,  $\alpha$ の値が1に近く,  $\beta$ が  0 に近ければ,入札が正直申告であると推定できる.実験ごとに横軸
に評価値,縦軸にその時の入札値をプロットした散布図を図1∼図6に示す.図には,プロットの他に,
(評価値) = (入札値) となる直線および,回帰分析で得られる直線をプロッ トしている.散布図を見る
と,どの実験でも正直申告に近い入札が多く,回帰分析を見ると,若干underbid している傾向が見ら










最後に,  U[1 , 100] と U[1 , 200 ] の入札行動の差を順位和検定で確かめる.順位和検定に用いるデータ
は,(評価値)—(入札値) を用いる.順位和検定には,Wilcoxon の順位和検定を用いる.帰無仮説は以
下を用いて, p値を表3にまとめる.
H_{0} : U[100], U[200] の財に対する入札行動に差がない.
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\displaystyle \frac{\mathrm{r}}{D}
図1 2016年7月27日前半の財の評価値 vv. \mathrm{s}.
入札値 \hat{v} の散布図
s-


































-1 0 1 2 3 4
Time window of valuation







図9 2016年8月3日 (2) の滞在時間のプロッ ト.ただし,シンボルの大きさや多重円の数でサン
プル数の多さを表している.
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図13 財の配分問題の最適値の散布図 (金額=評価値,時間帯=入札値)
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