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1 Einleitung
Der Abschlussbericht zur Projektgruppe (kurz PG) Situation-Aware Semantic Ser-
vice Discovery (SASSD) im Sommersemester 2012 und Wintersemester 2012/2013
gibt einen U¨berblick u¨ber den gesamten Verlauf des Projektes, verdeutlicht Entwick-
lungsentscheidungen, beschreibt das entstandene Softwareprodukt und ha¨lt Proble-
me und Erfolge wa¨hrend der Arbeit nach.
In der heutigen Wirtschaft und Forschung findet das Konzept der Services und
Workflows zunehmend Anwendung. Repetitive Ta¨tigkeiten werden durch die Wie-
derverwendbarkeit von Services, als kleinen Programmen oder Arbeitsschritten, so-
wohl schneller geplant als auch leichter durchgefu¨hrt und auch komplexere Aufgaben
ko¨nnen durch die Zerlegung in einzelne Schritte leichter bewa¨ltigt werden. Wie so
oft besteht allerdings bei der Verwendung von Services und Arbeitsablaufpla¨nen nur
dann ein großes zeitliches Einsparungspotential, wenn der zusa¨tzliche Aufwand zur
Planung nicht letztlich mehr Zeit kostet, als eingespart wurde. Dazu muss gewa¨hr-
leistet sein, dass auch bei einer großen Auswahl von Services schnell und sinnvoll
aus diesen ausgewa¨hlt werden kann.
Unsere PG hat es sich an dieser Stelle zum Ziel gesetzt, den Auswahlprozess zu ver-
einfachen und zu verbessern, ohne mehr Wissen vom Anwender zu verlangen. Dazu
soll ihm bei der Zusammensetzung der Workflows ein Empfehlungssystem an die
Seite gestellt werden, das die Menge der zur Verfu¨gung stehenden Services verwaltet
und damit beherrschbar macht. Die Empfehlungen sollten aus Services bestehen,
die aufgrund unterschiedlicher Kriterien mit hoher Wahrscheinlichkeit den gerade in
Entwicklung befindlichen Workflow gut weiterfu¨hren. A¨hnlich zu bekannten Emp-
fehlungssystemen z. B. beim Einkauf u¨bers Internet sollen dabei Services empfohlen
werden, die ihrer Beschreibung nach zum aktuellen Workflow passen, ha¨ufig im a¨hnli-
chen Kontext bisheriger Workflows auftauchten, sehr beliebt sind oder von a¨hnlichen
Nutzergruppen oft verwendet werden.
Sowohl um einen praxisbezogenen Einstieg in die Thematik zu bekommen, als auch,
weil in diesem Bereich bereits nutzbare Datenbesta¨nde existieren, haben wir uns fu¨r
den Bereich der Bioinformatik entschieden. Mehrere Organisationen und Gruppen
haben Projekte initialisiert, in denen Services und Workflows aus diesem Bereich
geteilt und verwaltet werden ko¨nnen.
2 1.1. AUFBAU DES BERICHTS
Bioinformatiker untersuchen biologische und chemische Vorga¨nge ha¨ufig mit Hilfe
von Computerprogrammen, indem sie beispielsweise DNA als Zeichenketten codieren
und diese dann entsprechend der erkannten Transkriptionsregeln in Zeichenketten
umwandeln, die mRNA codieren. Weitere mo¨gliche Schritte wa¨ren die Umwandlung
in Proteine oder die Untersuchung der Formvera¨nderungen der RNA-Strings. Diese
Prozesse werden so oft beno¨tigt, dass sie bereits als Services zur Verfu¨gung stehen
und in Workflows miteinander verknu¨pfbar sind.
Im Jahr unserer gemeinsamen Arbeit haben wir uns zuna¨chst mit verschiedenen
Datenquellen bescha¨ftigt und vertraut gemacht. Gleichzeitig haben wir nach geeig-
neten Mo¨glichkeiten gesucht, ein Empfehlungssystem so zu implementieren, dass
es nicht nur fu¨r Bioinformatiker sondern auch Anwender aus anderen Fachgebieten
nutzbar ist. Wegen der erwa¨hnten Verbreitung des Workflow-Konzepts haben wir
stets mo¨glichst große Flexibilita¨t im Bezug auf die verwendeten Services angestrebt.
Egal, in welchem Bereich die Services und Workflows verwendet werden, sollte das
Empfehlungssystem geeignete Empfehlungen ausgeben. Verwaltung und Empfeh-
lung von Services war die oberste Priorita¨t des Projektes. Da Services mit unter-
schiedlichen Ausfu¨hrungssemantiken aus unterschiedlichen Quellen betrachtet wur-
den, war die Ausfu¨hrbarkeit entstehender Workflows in einer bestimmten Workflow-
managementumgebung kein Ziel der PG.
Im konkreten Fall standen uns Datenbanken zur Verfu¨gung, in denen sich Services,
Workflows, Ontologien und Nutzerstatistiken befanden. Wir mussten also einerseits
Importmodule fu¨r diese konkreten Quellen entwickeln, aber andererseits auch ein
zielfu¨hrendes Metamodell auswa¨hlen oder entwickeln.
Wir haben verschiedene Algorithmen als Plug-Ins implementiert, die auf etablier-
ten Verfahren basieren und von uns fu¨r Serivces und Workflows angepasst wurden.
Gleichzeitig wurde das Empfehlungssystem, das die jeweiligen Empfehlungen ein-
zelner Algorithmen gewichtet kombiniert, in eine Workflowmanagementumgebung
integriert. Dabei war uns wichtig, dass Nutzer die verwendeten Datenquellen und
Algorithmen mit ihrer jeweiligen Gewichtung mit Hilfe einer GUI anpassen ko¨nnen.
Der Aspekt der Kompatibilita¨t und Flexibilita¨t ist vor allem bei Projekten wie
diesem, das auf fru¨herer Arbeit aufbaut und spa¨ter wieder verwendet werden soll,
besonders wichtig. Daher wurde ein besonders großer Wert auf den modularen Auf-
bau des Projektes gelegt und es wurden passende Technologien zum Entwurf und
zur Implementierung des Projektes verwendet.
Teilweise erfolgreiche Tests unseres Empfehlungssystems besta¨rken uns in der An-
nahme, dass im Bereich der Workflows weitere Fortschritte mo¨glich sind, die das
Arbeiten mit diesen Prinzipien weiter erleichtern werden. Probleme und Verbesse-
rungsmo¨glichkeiten, die sich wa¨hrend des Testens und der Evaluation herauskristal-
lisiert haben, zeigen Perspektiven auf.
1.1 Aufbau des Berichts
Um spa¨tere Entwicklungen versta¨ndlich darstellen zu ko¨nnen, werden in Kapitel 2
verschiedene Grundlagen erla¨utert. Angefangen mit den Grundbegriffen zum Um-
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gang mit Services und Workflows, u¨ber die uns zur Verfu¨gung stehenden Datenban-
ken bis hin zu theoretischen Grundlagen von Recommender-Systemen.
In Kapitel 3 werden der Entwurf und die Implementierung der Recommender-Systems
beschrieben, wobei zuna¨chst die Softwareauswahl besprochen wird. Danach folgen
grundlegende Konzepte unserer Modellierung und die Beschreibung der Systemar-
chitektur. Abschließend werden in diesem Kapitel die entwickelten Importmodule
und Algorithmen des von uns implementierten Recommender-Systems beschrieben.
Kapitel 4 befasst sich mit den Aufgaben zur Integration des Empfehlungssystems in
eine Workflowumgebung, die im zweiten Semester der Projektgruppe zu bewa¨ltigen
waren.
In Kapitel 5 folgen die Evaluation und der Ausblick, wobei in der Evaluation die
Qualita¨t des Produkts im Vordergrund steht und im Ausblick auch ein abschließen-
des Fazit gezogen wird.
4 1.1. AUFBAU DES BERICHTS
2 Grundlagen
In diesem Kapitel werden alle Grundlagen vorgestellt, die notwendig sind, um die ei-
gentliche Aufgabe und Arbeit zu verstehen. Zuna¨chst sollen wichtige Grundbegriffe
und -prinzipien fu¨r die Arbeit mit Workflows erla¨utert werden. Daru¨ber hinaus wer-
den die verwendeten Datenquellen vorgestellt, in denen sich Informationen zu Ser-
vices und Workflows aus der Bioinformatik und Ontologien befinden. Wa¨hrend die
Ontologien wichtige Struktur-Informationen liefern, bilden die aus den Services und
Workflows gewonnenen Daten die Basis fu¨r die Empfehlungen des Recommender-
Systems. Zuletzt werden die grundlegenden Konzepte von Empfehlungssystemen
dargestellt; Zustandekommen und Evaluation von Empfehlungen werden beleuch-
tet.
2.1 Grundbegriffe
In diesem Abschnitt werden die wichtigsten Begriffe aus der Workflow-, Service- und
Recommender-Praxis beschrieben. Hierzu ist anzumerken, dass statt des englischen
Begriffs Service auch von einem Dienst gesprochen werden kann.
2.1.1 Service
Ein Service beschreibt zuna¨chst einmal jede Art von
”
Vorgehen“. Auf formaler Ebene
kann das die Bearbeitung einer Datenmenge als Eingabe durch einen Algorithmus
sein, der eine neue Datenmenge als Ausgabe erzeugt [Erl07]. Zur Beschreibung von
Gescha¨ftsprozessen werden aber auch sehr informelle Vorga¨nge als Service betrach-
tet; beispielsweise kann der Einkauf in einer Ba¨ckerei als Service mit dem Kun-
denwunsch als Eingabe gesehen werden, in dem die gewu¨nschte Ware ausgeha¨ndigt
und das Geld u¨bergeben wird. Die Ausgabe eines solchen Services la¨sst sich leichter
als neuer
”
Zustand“ des Systems verstehen, ko¨nnte aber entsprechend kodiert auch
einfach ein Ausgabedatenstrom sein.
6 2.1. GRUNDBEGRIFFE
Die Idee hinter der Bezeichnung dieser Vorga¨nge als
”
Services“ ist abgesehen von
der gewonnenen U¨bersicht die Wiederverwendbarkeit. So ein allgemeiner und wie-
derverwendbarer Vorgang ist beispielsweise der
”
Bezahlvorgang“. Dieser kommt in
unterschiedlichen Gescha¨ften vor, der Ablauf ist in der Regel immer gleich. Die de-
taillierte Modellierung von einzelnen Aspekten wie der Ru¨ckgabe von Wechselgeld
oder a¨hnlichem muss dann nur einmal erfolgen und kann immer wieder benutzt
werden. Um diese Wiederverwendbarkeit zu ermo¨glichen, werden spezialisierte Vor-
ga¨nge wie die Barzahlung mit Wechselgeld oder die EC-/Kreditkartenzahlung mit
PIN-Eingabe oder Unterschrift in Services beschrieben. Eine weitere Aufteilung in
kleinere Bestandteile ist normalerweise nicht sinnvoll.
Im Rahmen der Projektgruppe sind Services von besonderer Bedeutung, wie sie in
Datenbanken wie BioCatalogue [Bioa] verwendet und im Kontext der Bioinforma-
tik eingesetzt werden. Fu¨r diese gilt: Ein Service ist ein autonomes, plattformun-
abha¨ngiges Softwaremodul, welches sich im Idealfall durch folgende Eigenschaften
auszeichnet [Bel08]:
Eigensta¨ndigkeit Der Service ist hoch modular und kann unabha¨ngig angewendet
werden.
Verteilte Komponente Der Service ist u¨ber das Netzwerk erreichbar und u¨ber
einen Namen, der sich von der absoluten Netzwerkadresse unterscheidet, an-
sprechbar.
O¨ffentliche Schnittstelle Nutzer der Services mu¨ssen nur die Schnittstelle kennen
und sich nicht um genaue Details der Implementierung ku¨mmern.
Interoperabilita¨t Servicenutzer und -anbieter ko¨nnen verschiedene Implementie-
rungssprachen und –plattformen verwenden.
Auffindbarkeit Ein spezieller Datenverzeichnisservice erlaubt es, dass sich Services
registrieren und so von Nutzern gefunden werden ko¨nnen.
Dynamische Einbindbarkeit Zum Zeitpunkt der Workflow-Erstellung muss die
Implementierung eines Services noch nicht unbedingt fertiggestellt oder fu¨r
den Nutzer verfu¨gbar sein. Der Service wird bei der Workflow-Ausfu¨hrung in
Echtzeit lokalisiert und eingebunden.
Ein großer Vorteil von Services in der Anwendung besteht darin, dass ein Nutzer
die Funktionsweise und Implementierung nicht kennen oder verstehen muss, um den
Service einsetzen zu ko¨nnen. U¨ber eine natu¨rlichsprachliche Beschreibung ist die
Gesamtfunktion des Services fu¨r ihn ersichtlich.
2.1.2 Workflow
Ein Workflow ist eine Verkettung von mehreren Services, welche die oben aufge-
za¨hlten Eigenschaften von Services besitzen. Dabei ist es Voraussetzung, dass Start-
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und Endzusta¨nde existieren. Die Verknu¨pfung der Services kann linear sein, oder
auch Verzweigungen und Schleifen enthalten. Services sind hoch modular und ko¨n-
nen unabha¨ngig verwendet werden. U¨ber ihre o¨ffentliche Schnittstelle ko¨nnen sie
flexibel angesteuert werden. Ein Nutzer eines solchen Services muss die Eingabeda-
ten und die Aufgabe des Services verstehen, nicht jedoch dessen Implementierung.
Insbesondere kann er die Informationen daru¨ber, welche Eingaben ein Service er-
wartet und welche Ausgaben er liefert, nutzen, um mehrere Services ada¨quat zu
verbinden. Die Services ko¨nnen so hintereinander ausgefu¨hrt werden, um gro¨ßere
Aufgaben zu lo¨sen, und werden als Workflow zusammengefasst. Hierzu sind auch
die Eigenschaften der Auffindbarkeit (um die Komponenten des Workflows festlegen
zu ko¨nnen) und der Erreichbarkeit u¨ber das Netzwerk (Verteilte Komponente) von
großem Nutzen [Bad08].
Workflows ko¨nnen prinzipiell in Form von Subworkflows als Komponenten in anderer
Workflows dienen, weil sie genau wie Services u¨ber Eingabe- und Ausgabedaten ver-
fu¨gen. Die Voraussetzung dafu¨r ist eine hierarchische Modellierung von Workflows.
Auf diese Weise wird das Konzept der Wiederverwendbarkeit von Services weiter
ausgedehnt und auf ihre Zusammenstellung u¨bertragen.
Ein Beispiel hierfu¨r sind Vorga¨nge, die in einem Versandunternehmen immer wie-
der vorkommen, aber auf unterschiedliche Produkte angewendet werden ko¨nnen.
Wa¨hrend ein Service das Verpacken eines konkreten Produkts (beispielsweise eines
Kleidungsstu¨cks oder eines Handys) beschreibt, ko¨nnte ein Workflow aus den Kom-
ponenten Verpackung, Frankierung und Adressierung erstellt werden. Dieser ko¨nn-
te dann allgemein die Vorbereitung eines Pakets beschreiben. Ein u¨bergeordneter
Workflow ko¨nnte die gesamte Bestellung eines Kunden beschreiben, in der die Pa-
ketvorbereitung auf die konkrete Bestellung folgt und parallel zu Buchungsprozessen
vorgenommen wird. Durch den Aufbau von Workflow aus Start- und Endzustand,
Services und deren Verknu¨pfungen lassen sich Workflows als gerichtete Graphen
modellieren. Eine Verzweigung kann durch mehrere Kanten; eine Schleife als Kreis
dargestellt werden. Daher bietet sich fu¨r das Bearbeiten von Workflows ein gra-
phischer Editor an, welcher es dem Nutzer erlaubt Services zu kombinieren. Dabei
liefert die Ausgabe eines Services in einfachen Fa¨llen oft bereits die Eingabe des
nachfolgenden Services. Auch ist es denkbar, dass eine Ausgabe durch einen weite-
ren Service zuna¨chst konvertiert oder an mehreren Kanten zur Verfu¨gung gestellt
werden muss, so dass sie wieder als Eingabe dienen kann.
2.1.3 Workflowmanagementumgebungen
Workflowmanagementumgebungen sind Programme wie die Taverna Workbench
[Tav], mit denen Workflows verwaltet und erstellt werden ko¨nnen. In der einfachsten
Auspra¨gung ergibt sich dadurch die Mo¨glichkeit, Workflows aus Services zu erstellen
(bzw. zu definieren) und zu verwalten; die Ausfu¨hrung der Services bzw. Workflows
kann auf einem anderen Computer oder durch ein anderes Programm erfolgen, denk-
bar wa¨re die Bearbeitung auf einem Arbeitsplatzrechner und die Ausfu¨hrung auf
einem leistungsstarken Server.
8 2.1. GRUNDBEGRIFFE
Das von der Vorga¨nger-Projektgruppe entwickelte Tool
”
Eclipse4Bio“ [Ecla] ist je-
doch nicht nur eine Management- sondern gleichzeitig auch eine Ausfu¨hrungsum-
gebung. Mit diesen Programmen ko¨nnen Services aus entsprechenden Bibliotheken
abgerufen werden und u¨ber ihre Bezeichnungen (oder Annotationen) ausgewa¨hlt und
einem Workflow hinzugefu¨gt werden. In der entsprechenden Ausfu¨hrungsumgebung
ko¨nnen Workflows oder Services passende Eingabe-Daten in Form von Parametern
erhalten und gestartet werden. Die Verknu¨pfung der beiden Funktionen hat offen-
sichtliche Vorteile, denn nicht nur die Entwicklung von Workflows wird dadurch
erleichtert, sondern auch das Testen. Eine Einarbeitung von Vera¨nderungen in einen
Workflow ist jederzeit mo¨glich, Vera¨nderungen der Ausgabe ko¨nnen sofort nachvoll-
zogen werden. Insbesondere, weil Workflows sehr viele verschiedene Prozesse bzw. als
Service bezeichnete Vorga¨nge enthalten ko¨nnen, hat das Trennen der beiden Funk-
tionen den Vorteil, dass eine Workflowmanagementumgebung nicht abha¨ngig von
einem bestimmten Typ der Services ist und in ihr auch
”
natu¨rlichsprachliche“ Ser-
vices miteinander kombiniert werden ko¨nnen ohne etwaige Verarbeitungsprobleme
auf der Ebene der Ausfu¨hrung behandeln zu mu¨ssen.
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2.2 Datenquellen
Die Typen verwendbarer Empfehlungsverfahren werden insbesondere durch die zur
Verfu¨gung stehenden Daten bestimmt. Abgesehen von Informationen zu den zu emp-
fehlenden Entita¨ten (den Services) ko¨nnen weitere Daten, die Zusammenha¨nge zwi-
schen diesen Entita¨ten beschreiben, ermittelt und mit dem System verwaltet werden.
Folgende Abschnitte geben ein U¨berblick u¨ber die zu diesem Zweck verwendeten
Internetportale und Programmbibliotheken, eingeteilt nach den bereitgestellten In-
formationen fu¨r einzelne Services, Workflows und Ontologie-Beschreibungen.
2.2.1 Servicedatenbanken
Fu¨r den Import von Service-Beschreibungen stehen die umfangreiche Programm-
bibliothek des EMBOSS-Projektes wie auch das Internetportal BioCatalogue zur
Verfu¨gung.
EMBOSS
EMBOSS [Emb] steht fu¨r European Molecular Biology Open Software Suite und
ist ein Software-Paket fu¨r den Fachbereich der Molekularbiologie. Es entha¨lt neben
zahlreichen bestehenden Anwendungen (in Form von Services) auch umfangreiche
Bibliotheken zur Entwicklung und Vero¨ffentlichung von neuer Software als Open
Source. Die bereits vorhandenen Dienste ko¨nnen eine Vielzahl von unterschiedlichen
Dateiformaten verarbeiten und sind in verschiedene Anwendungsgruppen kategori-
siert. Das EMBOSS-Projekt existiert bereits seit dem Jahr 2000 und der Release der
aktuellen Version 6.4.0 wurde im Juli 2011 verku¨ndet.
BioCatalogue
Die Plattform BioCatalogue [Bioa] ist ein Verzeichnis fu¨r Web-Services aus dem Be-
reich der Bioinformatik. Angemeldete Nutzer ko¨nnen hier nicht nur eigene Services
anbieten, sondern auch die Beschreibung von anderen Services durch Hinzufu¨gen
von Tags und Annotationen verbessern. Begonnen wurde das Projekt im Juni 2008
und seitdem wurden mehr als 2200 Services aufgenommen. Es gibt u¨ber 600 regis-
trierte Nutzer, die neben den bereits genannten Aktionen auch noch Services als
ihre perso¨nlichen Favoriten auswa¨hlen ko¨nnen. Entwickler ko¨nnen die Inhalte der
Plattform nicht nur u¨ber die Webseite, sondern auch u¨ber sogenannte REST-APIs
(Representational State Transfer, [Fie12]) abfragen.
Es hat den Anschein, als wu¨rde im Jahr 2012 von den Verantwortlichen nicht mehr
weiter daran gearbeitet. Aufgrund der Menge von bereits vorhandenen Informatio-
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nen erscheint es dennoch als eine geeignete Datenquelle fu¨r das von der Projekt-
gruppe zu entwickelnde Recommender-System.
2.2.2 Workflowdatenbank
Neben Services sollen auch bereits bestehende Workflows gesammelt werden, da dies
wichtige Informationen daru¨ber liefern kann, auf welche Art und Weise die Services
in der Vergangenheit verwendet wurden. Es erscheint sinnvoll, Plattformen auszu-
wa¨hlen, die mit den betrachteten Service-Verzeichnissen in Verbindungen stehen.
Es kann allerdings vorkommen, dass die extrahierten Workflows zum Teil Services
verwenden, die nicht in der verwendeten Service-Datenbanken verzeichnet sind. Den-
noch liefern die restlichen Workflow-Bestandteile (wie zum Beispiel die zu oder von
solchen Services verlaufenden Kanten) wichtige Daten und Informationen, die wir
fu¨r die Empfehlungen verwenden ko¨nnen.
MyExperiment
MyExperiment [Mye] ist ein Partnerprojekt von BioCatalogue und bietet ein Ver-
zeichnis fu¨r vollsta¨ndige Workflows in unterschiedlichen Formaten. Insgesamt wur-
den bereits mehr als 1.800 Workflows in die Plattform eingepflegt, die zum Großteil
in den anwendungsspezifischen Formaten von Taverna 2, Taverna 1 und RapidMiner
spezifiziert sind. Eine Workflow-Beschreibungsseite auf der Webseite entha¨lt u¨bli-
cherweise ein Diagramm mit der grafischen Darstellung des Workflows, so dass ein
menschlicher Besucher den Ablauf des Workflows auf den ersten Blick leicht nach-
vollziehen kann. Weiterhin existieren eine textuelle Beschreibung, Lizenzinformatio-
nen und auch eine u¨bersichtliche Auflistung der einzelnen Workflow-Komponenten.
Genau wie bei BioCatalogue ko¨nnen registrierte Nutzer zudem die von ihnen be-
vorzugten Workflows als Favoriten markieren oder mit Annotationen versehen. Auf
MyExperiment ko¨nnen sich Nutzer außerdem zu Gruppen zusammenschließen, um
ihre Zusammenarbeit organisatorisch zu vereinfachen.
Bei der Suche nach Workflows kann nach diversen Parametern (etwa nach Dateityp,
Tags, Nutzern und Lizenzen) gefiltert werden. Fu¨r jeden Workflow ist auf der Web-
seite auch angegeben, wie oft er bereits angesehen und heruntergeladen wurde. Es
lassen sich zudem neue Versionen eines bestehenden Workflows vero¨ffentlichen, ohne
einen komplett neuen Eintrag dafu¨r anlegen zu mu¨ssen. Neben Workflows ko¨nnen
auf MyExperiment auch Dateien anderer Art und sogenannte
”
Packs“ hochgeladen
werden. Packs ko¨nnen zum Beispiel Zusammenstellungen von mehreren Workflows
sein, die fu¨r eine bestimmte Anwendung gemeinsam sinnvoll sind. Daru¨ber hinaus
gibt es auf der Webseite einen Reiter mit dem Namen Services, welcher auf Service-
Beschreibungen von BioCatalogue verweist. Auch MyExperiment verfu¨gt u¨ber eine
REST-API, die den Download der vorhandenen Daten ermo¨glicht.
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2.2.3 Ontologiedatenbank
Neben den Service- und Workflowdaten ko¨nnen weitere Informationen in die Daten-
bank aufgenommen werden: Ontologie-Konzepte, welche im Vergleich zu den anderen
Daten sta¨rker auf eine (explizite) Darstellung der semantischen Eigenschaften der
Services abzielen.
Eine Ontologie stellt eine Kozeptualisierung eines Gebietes dar [KI10], also eine
Beschreibung eines komplexen Bereichs (in diesem Fall der Bioinformatik) durch
mehrere Konzepte, die verschiedene Objekte des jeweiligen Bereichs repra¨sentieren.
Zwischen diesen Objekten bestehen Beziehungen, die ebenfalls in der Ontologie ent-
halten sind. Eine Ontologie kann als gerichteter Graph dargestellt werden, wobei
Konzepte die Knoten und Beziehungen die Kanten des Graphens sind. Entsprechen-
de Repra¨sentationen von Ontologien ermo¨glichen einem Rechner, Zusammenha¨nge
zu verarbeiten, welche andernfalls nur fu¨r einen Menschen ersichtlich wa¨ren, der
u¨ber ausreichende Kenntnisse in dem entsprechenden Themengebiet verfu¨gt.
EDAM
EDAM [Eda] steht fu¨r EMBRACE Data and Methods und ist eine Ontologie fu¨r
den Bereich der Bioinformatik, die Verbindungen zwischen diversen Konzepten for-
malisiert darstellt. EDAM steht in direktem Zusammenhang zu EMBOSS, so dass
jeder EMBOSS-Service mit entsprechenden EDAM-Annotationen versehen ist. Aus
diesem Grund ist es sehr sinnvoll, die EDAM-Informationen bei Verwendung von
EMBOSS-Services fu¨r Empfehlungen zu beru¨cksichtigen.
BioPortal
BioPortal [Biob] ist eine Plattform, auf der mehrere Ontologien aus dem Bereich der
Biologie und Bio-Informatik bereitgestellt werden. Es kann zum Beispiel nach einzel-
nen Begriffen in mehreren Ontologien gleichzeitig gesucht werden. In die Plattform
integriert ist auch eine Art Empfehlungssystem, das zu einem bestimmten Thema
die am ehesten passende Ontologie benennt, sowie die Mo¨glichkeit der automati-
schen Annotation von Text mit entsprechend relevanten Begriffen. Insgesamt kann
das Portal eine große Menge an Informationen liefern, auch wenn es nicht direkt mit
den anderen genannten Projekten in Verbindung steht.
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2.3 Empfehlungssysteme
Um die theoretischen Hintergru¨nde von Empfehlungssystemen zu beschreiben, wer-
den zuna¨chst allgemeine Eigenschaften von Empfehlungssystemen vorgestellt; dann
folgen verschiedene Arten der Empfehlungsgenerierung mit ihren jeweiligen Vor- und
Nachteilen
Daru¨ber hinaus werden auch Prinzipien der (schwierigen) Evaluation von Empfeh-
lungssystemen vorgestellt, die spa¨ter in der konkreten Evaluation unseres Projekts
Anwendung finden.
2.3.1 Grundlagen
Ein Empfehlungssystem (auch Recommender-System genannt) ist
”
ein System, dass
einem Benutzer in einem gegebenen Kontext aus einer gegebenen Menge an Entita¨-
ten aktiv eine Teilmenge ,nu¨tzlicher‘ Elemente empfiehlt“[Kla09].
Entita¨t
Der Begriff der
”
Entita¨t“ aus der Definition bezeichnet hier die Menge aller Mo¨g-
lichkeiten fu¨r den User, Dinge auszuwa¨hlen oder etwas auszufu¨hren. Je nach System
ko¨nnen also beispielsweise die Waren, in einem Shop, die zur Verfu¨gung stehenden
Entita¨ten sein oder Handlungen in einem Ta¨tigkeitsablauf. Die Entita¨ten beschrei-
ben also einen Teil des Kontextes, da aus der A¨nderung der zur Verfu¨gung stehenden
Entita¨ten genau wie auch aus A¨nderung des Profils eine neue Empfehlung zustande
kommen kann[Kla09].
Kontextarten
Der in der obigen Definition verwendete Begriff Kontext kann in folgende vier Arten
aufgeteilt werden1
Situationskontext: Wo befindet sich der Nutzer?
Dazu geho¨ren beispielsweise Geodaten u¨ber seinen Standort.
Nutzerkontext: Was tut der Nutzer oder will er tun?
Hierin inbegriffen sind etwa die aktuell von ihm verwendeten Programme oder
Webseiten.
1vgl. http://smartweb.dfki.de
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Diskurskontext : Was tat der Nutzer bisher?
Hier wird die Ausfu¨hrungshistorie des Nutzers ausgewertet, zum Beispiel der
Inhalt vergangener Suchanfragen.
Ontologiekontext: Worum geht es?
Hier wird analysiert, welche Zusammenha¨nge es gibt und mit welcher Intention
der Nutzer bisher gehandelt zu haben scheint. Hierunter ko¨nnte etwa die Suche
nach einem Geschenk fu¨r den Partner fallen.
Situation
”
Die Situation S konstituiert sich aus den Rahmenparametern der realen Welt (Da-
tum, Uhrzeit, Geoinformationen, verwendetes Endgera¨t des Benutzers, gerade an-
gezeigter Text im Browser des Benutzers etc.)“ [Kla09]. Allgemeine Informationen
wie der Standort eines Nutzers ko¨nnen beispielsweise bei Einka¨ufen relevant sein,
da manche Anbieter nicht in jedes Land versenden. Ein weiteres Beispiel ist auch,
dass z.B. manche Inhalte, in bestimmten Gegenden, nur zu bestimmten Uhrzeiten
verfu¨gbar sein sollen. Spezifische Informationen zu der vom User verwendeten Tech-
nik ko¨nnen sowohl fu¨r die Erstellung des Benutzerprofils wichtig sein, als auch fu¨r
die Einordnung des Nutzers im System. Ein anderer einfacher Fall wa¨re Werbung
oder das Angebot zur Weiterleitung noch wa¨hrend der Nutzer eine Anfrage eingibt.
Benutzerprofil
Bevor das Recommender-System Empfehlungen ausgeben kann, ist es, wie in der
Definition angedeutet, wichtig, dass Informationen u¨ber das Nutzerverhalten vor-
liegen. Das Benutzerprofil kann aus impliziten und expliziten Informationen beste-
hen [Kla09]. Das System verarbeitet dann das aus beiden Informationsarten zusam-
mengesetzte Benutzerprofil, um Empfehlungen zu generieren.
• Implizite Informationen Implizite Informationen sammelt das Recommen-
der-System im Diskurskontext; es analyisiert beispielsweise die Ausfu¨hrungs-
historie des Nutzers. Die zuvor aufgerufenen Seiten, typische Verhaltensweisen
oder a¨hnliches werden zur Datengewinnung zu Verhaltensmustern zusammen-
gefasst, die das Empfehlungssystem fu¨r daran orientierte Empfehlungen nutzen
kann.
• Explizite Informationen Bei der expliziten Informationsgewinnung werden
Nutzern direkte Informationen abverlangt. Hier kommen zum Beispiel Formu-
lare mit Fragen zu Geschlecht oder Alter zum Einsatz. Fu¨r bestimmte Nut-
zergruppen typische Eigenschaften oder mit diesen verknu¨pfte Informationen,
ko¨nnen vom Recommender-System verwendet werden, um Empfehlungen fu¨r
einen speziellen Nutzer zu generieren. Ein typisches Beispiel wa¨re die Empfeh-
lung von Kosmetik fu¨r Nutzer, die angegeben haben, dass sie weiblich sind.
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Mathematische Definition eines Empfehlungssystems
Zusa¨tzlich zur natu¨rlichsprachlichen Definition und Kla¨rung der grundlegenden Be-
griﬄichkeiten soll nun eine mathematische Definition eines Empfehlungssystems er-
folgen. Diese Grundlage ist wesentlich, um die einzelnen Berechnungen des Empfeh-
lungssystems definieren und verstehen zu ko¨nnen. Mithilfe dieser allgemeinen ma-
thematischen Berechnungen findet das System die fu¨r spezifische Nutzer relevanten
Empfehlungen.
Folgende Formalisierung stellt den Zusammenhang zwischen Empfehlung und Nut-
zerkontext mathematisch dar[Kla09]:
maxT (Nutzwert(B,K, T )) mit K = (P,M, S)
Hierbei steht B fu¨r den Benutzer, K fu¨r den Kontext und T fu¨r die Menge der
empfohlenen Elemente. Der Kontext K ist als ein Tripel dargestellt, bestehend aus
Benutzerprofil P , der Entita¨tsmenge M und der Situation S.
Insgesamt soll das Empfehlungssystem diejenigen Elemente T empfehlen, fu¨r die der
Nutzwert im gegebenen Kontext und fu¨r den aktuellen Benutzer maximal ist.
2.3.2 Empfehlungen
Auf die vorangegangenen Grundlagen aufbauend wird in diesem Kapitel na¨her er-
la¨utert, wie genau ein Empfehlungssystem arbeitet und welche Empfehlungsarten es
gibt.
Grober Ablauf einer Empfehlung
Folgende Abbildung[TH01] gibt einen U¨berblick daru¨ber, wie der Prozess einer Emp-
fehlung eines Empfehlungssystems, definiert durch Terveen und Hill [TH01], abla¨uft.
Abbildung 2.1: Prozess einer Empfehlung
Wie in der Abbildung zu erkennen ist, steht der Benutzer grundsa¨tzlich mit seinen
Wu¨nschen vor der Gesamtheit seiner Entscheidungsmo¨glichkeiten (dem
”
Universe of
Alternatives“). Er erha¨lt Empfehlungen vom Empfehlungssystem, das wiederum im
Fall des kollaborativen Filterns auf Informationen durch andere Nutzer zuru¨ckgreift.
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Im Allgemeinen sind diese Empfehlungen weiter dadurch zu unterscheiden, dass
sie dem Nutzer nach dessen Aufforderung oder unaufgefordert zukommen. Daru¨ber
hinaus gibt es die Unterscheidung nach Empfehlungen, die sich nur aus den Daten des
momentanen Nutzers generieren und solchen, die dazu Daten von anderen Nutzern
des Systems verwerten und auf statistische Erfahrungen zuru¨ckgreifen.
Besonders gut ist eine Empfehlung dann, wenn sie in beiden Fa¨llen vor allem die
Pra¨ferenzen des aktuellen Benutzers beru¨cksichtigt [Emp].
Arten einer Empfehlung
In diesem Abschnitt werden die verschiedenen Kategorisierungen einer Empfehlung
allgemein erla¨utert. Die nachfolgende Abbildung 2.2 visualisiert die verschiedenen,
in der Praxis Anwendung findenden Empfehlungsarten.
Abbildung 2.2: Arten einer Empfehlung
Wie in Abbildung 2.2 zu erkennen ist, ist es mo¨glich, Empfehlungssysteme in drei
Kategorien einzuteilen: Die personalisierten, die nicht-personalisierten und die Grup-
pen-Empfehlungen[Sto09].
Personalisierte Empfehlungen. Dagegen kommen bei personalisierten Empfeh-
lungen komplexere Strukturen zum Einsatz. Am Anfang des Empfehlungsprozesses
mu¨ssen Informationen u¨ber den Nutzer gesammelt werden. Die implizit oder explizit
gesammelten Daten werden dann ausgewertet und es wird ein Benutzerprofil ange-
legt. Die Speicherung kann beispielsweise aufgrund eines vorangehenden Logins des
Nutzers erfolgen, sodass das System ihn immer wiedererkennen kann.
Nicht-personalisierte Empfehlungen. Nicht-personalisierte Empfehlungen wer-
den basierend auf sehr einfachen Methoden abgegeben. Jeder Nutzer erha¨lt, unab-
ha¨ngig davon, welche Eigenschaften er aufweist, die gleichen Empfehlungen. Fu¨r den
Nutzer ist es eine einfache Empfehlungsart, da ihm kaum Informationen abverlangt
werden und das Empfehlungssystem, aufgrund bestimmter ermittelbarer Werte, wie
zum Beispiel Geoinformationen, eine Empfehlung ausspricht.
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Gruppen-Empfehlungen. Im Regelfall ist ein Empfehlungssystem fu¨r die Emp-
fehlung an einzelne Personen zusta¨ndig. Jedoch gibt es in der Praxis auch Beispiele,
in denen Gruppen von Menschen Adressaten von Empfehlungen sind. Der Emp-
fehlungsablauf ist der gleiche wie bei personalisierten Empfehlungen, jedoch werden
hier zusa¨tzlich Informationen u¨ber die Gruppe gesammelt und der Nutzen, in Anleh-
nung an die Formel aus Kapitel 2.3.1, soll nicht nur fu¨r einzelne Personen, sondern
fu¨r die Gruppe maximiert werden.
Empfehlungssystemtypen
Jedes Empfehlungssystem beno¨tigt eine oder mehrere Informationsquellen. Diese
Informationsquelle kann eine Gruppe von Nutzern sein, spezifisches Wissen u¨ber den
Inhalt der vorzuschlagenden Elemente, eine Ontologie und a¨hnliches mehr. Daher
gibt es verschiedene Ansa¨tze, wie Empfehlungssysteme realisiert werden ko¨nnen.
Zu den wichtigsten Ansa¨tzen geho¨ren das kollaborative, das inhaltsbasierte und das
wissensbasierte Filtern. Natu¨rlich lassen sich auch verschiedene Ansa¨tze kombinieren
und somit hybride Filtermechanismen erzeugen.
Inhaltsbasiertes Filtern: Hierbei werden erst statische Eigenschaften (Inhalt) je-
der Mo¨glichkeit analysiert. Bei Texten kann es etwa die Ha¨ufigkeit der Vorkom-
men bestimmter Schlu¨sselworte sein, bei Bildern Farben und Formen. Nach der
Eigenschaftsanalyse ko¨nnen einem Benutzer genau die Mo¨glichkeiten empfoh-
len werden, deren statische Eigenschaften am besten zum aktuellen Kontext
(z.B. dem Benutzerprofil) passen.
Der Vorteil dieser Methode ist, dass keine weiteren Menschen als Informations-
quelle beno¨tigt werden. Ein Nachteil allerdings besteht darin, dass zuna¨chst
eine Eigenschaftsanalyse, d. h. eine Inhaltsbeschreibung, stattgefunden haben
muss.
Kollaboratives Filtern: Hierbei wird das Langzeitverhalten einer Menge von Be-
nutzern analysiert, die aufgrund von bestimmten Eigenschaften miteinander zu
Gruppen zusammengefasst werden. Diese Eigenschaften ko¨nnen zeitlich unab-
ha¨ngig sein und auf einem a¨hnlichen Verhalten basieren, oder zeitabha¨ngig und
beispielsweise die gleichzeitige Nutzung beru¨cksichtigen. Werden Nutzer auf-
grund der gleichzeitigen Nutzung eines Systems beru¨cksichtigt, wa¨hrend der sie
auch direkt oder indirekt interagieren, spricht man auch von einer ”Communi-
ty”, um die aktive Zusammengeho¨rigkeit einer eine Menge von Services parallel
nutzenden Gruppe von Nutzern darzustellen. Es ist sinnvoll anzunehmen, dass
Benutzer mit a¨hnlichen Interessen auch a¨hnliche Mo¨glichkeiten wahrnehmen.
Daher kann es sich als praktisch erweisen, einem Benutzer in einem Kontext
gerade die Mo¨glichkeiten zu empfehlen, die von anderen Benutzern im a¨hnli-
chen Kontext wahrgenommen wurden.
Der Vorteil einer solchen Herangehensweise ist, dass keine Information u¨ber
den tatsa¨chlichen Inhalt der Vorschla¨ge vorliegen muss[MS12]. Der offensichtli-
che Nachteil dieser Herangehensweise besteht in den dafu¨r notwendigen Daten-
mengen, die u¨ber eine genu¨gend große Gruppe von Benutzern zur Verfu¨gung
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stehen mu¨ssen. Im Allgemeinen werden je mehr Daten beno¨tigt, desto spezi-
eller die Empfehlung ausfallen soll.
Wissensbasiertes Filtern: Hierbei geht man einen Schritt weiter und bezieht
Expertenwissen/Ontologien mit ein. Somit ko¨nnen z.B. Entscheidungsba¨ume
oder Bayes-Netze aufgebaut werden, um die Relevanz der Mo¨glichkeiten in
beliebigem Kontext zu inferieren.
Der Vorteil hierbei ist, dass im Regelfall eine gewisse Qualita¨t durch das hinein
geflossene Expertenwissen gesichert wird.
Der Nachteil ist die aufwendige Aufbereitung des no¨tigen Expertenwissens und
die damit verbundene Tra¨gheit bei der Reaktion auf Vera¨nderungen.
Hybrides Filtern: Hierbei ko¨nnen alle Aspekte von inhaltsbasiertem Filtern, kol-
laborativem Filtern und wissensbasiertem Filtern einfließen. Die Ergebnisse
der einzelnen Ansa¨tze werden dann sinnvoll kombiniert, um zu einer Gesamt-
empfehlung zu gelangen.
2.3.3 Inhaltsbasiertes Filtern
Inhaltsbasiertes Filtern (engl. Content-Based Filtering) macht einen wesentlichen
Teil der u¨blicherweise verwendeten Algorithmen zur Empfehlungsgenerierung aus
[Jan+10]. In diesem Abschnitt werden die Grundlagen des inhaltsbasierten Emp-
fehlen vorgestellt, ebenso wie einige Algorithmen, die in diesem Bereich Anwendung
finden.
Inhalt
Um den Inhalt (die statischen Eigenschaften) jeder Mo¨glichkeit zu analysieren, muss
der Begriff des Inhalts formalisiert werden. Im Folgenden wird die Eigenschaftsana-
lyse am Beispiel von Texten betrachtet.
Diese Betrachtung ist sinnvoll, da zum einen Beschreibungen von Services textuell
vorliegen und zum anderen die vorgestellten Methoden sich auf andere Eigenschaf-
ten von Services (z.B. Tags) u¨bertragen lassen. Es gibt verschiedene Ansa¨tze, den
Inhalt eines Textes fu¨r eine algorithmische Auswertung zuga¨nglich zu machen:
• Schlagwortanalyse:
Schlagworte sind Worte, die den Text charakterisieren, aber nicht in ihm vor-
kommen mu¨ssen. Damit ist es sehr schwierig, Schlagworte algorithmisch aus
einem gegebenen Text zu extrahieren. Folglich wird die Schlagwortanalyse
meistens von Menschen durchgefu¨hrt und es existieren Standards fu¨r das Er-
stellen eines Schlagwortkatalogs [Rsw]. Das Ergebnis der Schlagwortanalyse
eines Textes ist eine Liste seiner Schlagworte. Aufgrund der Schwierigkeit ei-
ner Schlagwortanalyse wird diese im Kontext von Services im Rahmen der PG
nicht durchgefu¨hrt.
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• Schlu¨sselwortanalyse:
Schlu¨sselworte sind Worte, die den Text charakterisieren und gleichzeitig in
ihm vorkommen. Das macht ihre algorithmische Bestimmbarkeit im Gegen-
satz zu Schlagworten wesentlich einfacher. Im nachfolgenden Abschnitt wird
das TF-IDF-Verfahren vorgestellt, mit dessen Hilfe die Schlu¨sselwortanalyse
durchgefu¨hrt werden kann. Durch die Einschra¨nkung auf Schlu¨sselworte ist
die Qualita¨t, d.h. die Aussagekraft der Ergebnisse, der Schlu¨sselwortanalyse
gegenu¨ber der Schlagwortanalyse meist geringer. Gerade bei kurzen Texten
ist diese Einschra¨nkung schwerwiegend. Analog zur Schlagwortanalyse ist das
Ergebnis der Schlu¨sselwortanalyse eines Textes eine Liste seiner Schlu¨sselwor-
te. Eine Schlu¨sselwortanalyse la¨sst sich auf die Beschreibungen von Services
anwenden.
• N -Gramm-Analyse:
Ein N -Gramm ist eine Folge von N Zeichen. Die Zerlegung eines Textes in
N -Gramme fu¨hrt demnach zu einer Liste von Zeichenketten der La¨nge N .
Um das Anfangs- und Endsegment nicht zu vernachla¨ssigen, wird der Text
mit Leerzeichen aufgefu¨llt. Zum Beispiel fu¨hrt die Zerlegung des Wortes
”
Pen-
tagondodekaeder“ in N -Gramme mit N = 3 (Trigramme) zu der Liste [ P,
Pe, Pen, ent, nta, tag, ago, gon, ond, ndo, dod, ode, dek, eka, kae, aed, ede,
der, er , r ]. Das Ergebnis einer N -Gramm-Analyse ist die Ha¨ufigkeitsver-
teilung der N -Gramme. Eine N -Gramm-Analyse la¨sst sich ebenfalls auf die
Beschreibungen von Services anwenden, jedoch wird dieser Ansatz zugunsten
der Schlu¨sselwortanalyse im Rahmen der PG nicht verfolgt.
Die Unterschiede der Schlagwort- und Schlu¨sselwortanalyse lassen sich am folgenden
Beispiel verdeutlichen. Man betrachte die beiden Sa¨tze
”
Vertrauen ist gut, Kontrolle
ist besser“ und
”
Das Vorurteil ist von der Wahrheit weiter entfernt als die Unkennt-
nis“. Die Schlu¨sselwortanalyse ko¨nnte zum ersten Satz die Liste [Vertrauen, Kontrol-
le] und zum zweiten [Vorurteil, Wahrheit, Unkenntnis] liefern. Damit wa¨ren diese
beiden Sa¨tze kaum a¨hnlich. Bei der Schlagwortanalyse wa¨re hingegen bedeutsam,
dass beide Sa¨tze u¨bersetzte Zitate von Wladimir I. Lenin sind. Damit ko¨nnten die
Ergebnisse der Schlagwortanalyse [Vertrauen, Kontrolle, Zitat, Lenin] und [Vorur-
teil, Wahrheit, Unkenntnis, Zitat, Lenin] sein und damit einander sehr a¨hnlich. Die
A¨hnlichkeit von zwei Elementen la¨sst sich also nicht immer ausschließlich u¨ber ihren
textuellen Inhalt bestimmten, sondern es mu¨ssen teilweise auch Meta-Eigenschaften
mit beru¨cksichtigt werden. In einem solchen Fall wa¨re die Qualita¨t der Schlagwort-
analyse deutlich besser.
Der Begriff des Inhalts la¨sst sich noch weiter formalisieren.
Seien dazu I die Menge aller einem Benutzer zur Verfu¨gung stehenden Mo¨glichkeiten
(Items) (z.B. Texte) und F = {f1, . . . , fl} die Menge aller mo¨glichen Eigenschaften
(Features) der Elemente aus I.
Der Inhalt jedes Elements i ∈ I la¨sst sich als Vektor v ∈ QF darstellen. Da F
in der Regel eine große Kardinalita¨t hat, sind die den Inhalt charakterisierenden
Vektoren meistens spa¨rlich besetzt. Die Darstellung als Vektor erlaubt eine natu¨rli-
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che Beschreibung der Distanz zweier Inhalte, die z.B. durch die euklidische Distanz
der entsprechenden Vektoren beschrieben werden kann. Die tatsa¨chlichen Werte der
Komponenten von v ko¨nnen dabei je nach Ansatz unterschiedlich berechnet werden.
Drei dieser Ansa¨tze werden nun am Beispiel des Textes
”
Lernen, lernen und noch-
mals lernen.“ (Zitat von Wladimir I. Lenin) betrachtet.
Die Menge F aller Eigenschaften kann in diesem Fall die Menge aller mo¨glichen
Schlag- oder Schlu¨sselworte sein
F = {Aal, . . . , Bildung, . . . , Lernen, . . . , Zebra}.
• Der erste Ansatz schra¨nkt den Vektorraum auf {0, 1}F ⊂ QF ein, indem jede
Komponente des Eigenschaftsvektors v auf 1 gesetzt wird, falls das Wort im
Text vorkommt, und anderenfalls auf 0. Diese Darstellung ist isomorph zu der
Darstellung des Textes als die Menge (gleiche Worte fallen zusammen) der
Worte, die in ihm vorkommen.
• Der zweite Ansatz schra¨nkt den Vektorraum auf NF ⊂ QF ein, indem jede
Komponente des Eigenschaftsvektors v auf die Anzahl der Vorkommen des
entsprechenden Wortes gesetzt wird. Diese Darstellung ist isomorph zu der
Darstellung des Textes als Multimenge (gleiche Worte fallen nicht zusammen)
der Worte, die in ihm vorkommen.
• Der dritte Ansatz schreibt jeder Komponente ein Gewicht zu, das der Relevanz
des entsprechenden Wortes entsprechen soll. Diese Darstellung ist vergleich-
bar mit sog.
”
Fuzzy-Mengen“, in welchen Elemente
”
ein bisschen“ vorkommen
ko¨nnen.
Mo¨gliche Eigenschaftsvektoren dieser Ansa¨tze sind in der Abbildung 2.3 beschrieben.
Worte Eigenschaftsvektor
Ansatz1 Ansatz2 Ansatz3
Aal :
...
Bildung :
...
Lernen :
...
Zebra :

0
...
0
...
1
...
0


0
...
0
...
3
...
0


0
...
0.7
...
1
...
0

Abbildung 2.3: Eigenschaftsvektoren
Es ist erkennbar, dass der dritte Ansatz mindestens so viel Information beinhaltet,
wie der zweite und der zweite wiederum mindestens so viel, wie der erste. Offen-
sichtlich ist der Vorteil eines einfacheren Ansatzes bereits seine Einfachheit und die
Mo¨glichkeit einer kompakten Repra¨sentation bzw. schnelleren Auswertung.
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Der Nachteil eines einfacheren Ansatzes hingegen ist der Mangel an Pra¨zision und
der damit verbundene Qualita¨tsverlust.
TF-IDF-Verfahren
Einen algorithmischen Ansatz, die Schlu¨sselwortanalyse durchzufu¨hren, stellt das
TF-IDF-Verfahren [Jan+10] dar. Dabei wird einem Schlu¨sselwort eine gro¨ßere Re-
levanz zugeordnet, wenn es oft im Text vorkommt (TF: Term Frequency), und eine
niedrigere, wenn es in vielen anderen Texten vorkommt (IDF: Inverse Document
Frequency). Als Ausgangspunkt wird ein Korpus beno¨tigt, der aus einer genu¨gend
großen Menge verschiedener Texte besteht. Fu¨r deutsche Texte kann z.B. das ‘Deut-
sche Referenzkorpus‘ vom Institut fu¨r Deutsche Sprache [Ids] verwendet werden.
Algorithmus 1 TF-IDF-Verfahren
Eingabe: Korpus C = {T1, . . . , Tn}, Text T , Wort w ∈ T
Definiere:
N(T,w) = Anzahl der Vorkommen des Wortes w im Text T
I(C,w) = Anzahl der Texte im Korpus C mit mindestens einem Vorkommen
des Wortes w
TF: Term Frequency
TF (T,w) = N(T,w)
max{N(T,k)|k ist Schlu¨sselwort}
IDF: Inverse Document Frequency
IDF (C,w) = log( |C|
I(C,w)
)
R: Relevanz
R(C, T, w) = TF (T,w) ∗ IDF (C,w)
Ausgabe: Relevanz R(C, T, w)
Die Zuordnung eines Textes T zu seinem Inhaltsvektor v erfolgt komponentenweise
mit Hilfe des TF-IDF-Verfahrens.
Fu¨r ein Wort w ist vw =
{
R(C, T, w) falls w ∈ T
0 sonst
Das TF-IDF-Verfahren kann durch mehrere Techniken weiter verbessert werden
([Jan+10], [Kla09]):
• Stemming:
Vor dem Einsatz des TF-IDF-Verfahrens ko¨nnen sa¨mtliche Worte auf ihre
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Wortsta¨mme reduziert werden. Dadurch fallen semantisch gleiche bzw. a¨hnli-
che Worte zusammen und die Dimension der Inhaltsvektoren sinkt. Die Qua-
lita¨t der Analyse steigt.
• Stoppwo¨rter:
Vor dem Einsatz des TF-IDF-Verfahrens ko¨nnen sa¨mtliche Worte wie
”
und,
auch, der, ...“ aus den Texten entfernt werden, da sie i.d.R. kaum Schlag- oder
Schlu¨sselworte ausmachen. Dadurch sinkt die Dimension der Inhaltsvektoren.
Die Qualita¨t der Analyse bleibt erhalten.
• Charakteristika-Auswahl:
Vor dem Einsatz des TF-IDF-Verfahrens wird eine feste Auswahl an Schlu¨ssel-
worten getroffen und nur diese werden im Verfahren beru¨cksichtigt. Dadurch
sinkt die Dimension der Inhaltsvektoren dramatisch, aber es kann passieren,
dass durch eine unglu¨ckliche Vorauswahl relevante Schlu¨sselworte nicht be-
ru¨cksichtigt werden und damit die Qualita¨t der Inhaltsvektoren sinkt. Eine
Mo¨glichkeit, eine automatische Charakteristika-Auswahl vorzunehmen, ist es,
Worte mit einer zu großen oder zu geringen Term Frequency nicht in der Ana-
lyse zu beru¨cksichtigen. Falls die Information u¨ber die Relevanz der Texte einer
Trainingsmenge vorliegt, la¨sst sich mit Hilfe des χ2 Tests fu¨r Unabha¨ngigkeit
eine Menge der Schlu¨sselworte bestimmen, sodass das Vorkommen oder Feh-
len der entsprechenden Schlu¨sselworte im Zusammenhang mit der Relevanz
der Texte steht [Jan+10].
• Thesauri:
Thesauri sind Sammlungen von Begriffen mit einer Beschreibung ihrer Bezie-
hungen zueinander. Sie ko¨nnen dazu benutzt werden, um z.B. Synonyme zu
finden. Dadurch ko¨nnen semantisch a¨hnliche Worte zu einem virtuellen Wort
zusammengefasst und die Dimension der Inhaltsvektoren gesenkt werden.
• Phrasen:
Manchmal ist es sinnvoll, nicht einzelne Worte, sondern Phrasen zu betrach-
ten. So sind die Worte
”
Europa¨ische“ und
”
Union“ einzeln nicht dasselbe wie
ihre Verbindung zu
”
Europa¨ische Union“. Deshalb kann es hilfreich sein, fu¨r
bestimmte Phrasen virtuelle Worte einzufu¨hren.
• WSD (Word Sense Disambiguation, Unterscheidung nach Semantik des Wor-
tes):
Manche Wo¨rter wie
”
Bank“ haben mehrere Bedeutungen. Um die Polysemie
(Mehrdeutigkeit) aufzulo¨sen, kann es ausreichen, die Umgebung des entspre-
chenden Wortes zu betrachten. Falls ein Wort an zwei Stellen verschiedene
Bedeutungen hat, sollte dies der Inhaltsvektor wiedergeben. So ko¨nnen z.B.
virtuelle Worte fu¨r die jeweilige Bedeutung eingefu¨gt und geza¨hlt werden. Die
Dimension der Inhaltsvektoren steigt dabei, allerdings steigt somit auch die
Qualita¨t der Analyse.
• Kollokationen:
Bestimmte Worte kommen signifikant oft gemeinsam vor. Diese Tatsache wird
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als Kollokation bezeichnet und erlaubt eine algorithmische Gruppierung von
Worten. Kollokationen erlauben, a¨hnlich wie Synonyme und Assoziationen,
einerseits Worte zusammenzufassen und andererseits Polysemie aufzulo¨sen.
• NER (Named Entity Recognition (Eigennamenerkennung)):
Wenn im Text Entita¨ten (Personen oder Firmen mit Eigennamen) vorkom-
men, die durch einen U¨berbegriff zusammengefasst werden ko¨nnen, dann ist
es sinnvoll diesen U¨berbegriff als ein virtuelles Wort einzufu¨hren und diese En-
tita¨ten damit zu erfassen. Beispielsweise ko¨nnte der Name
”
Richard Stallman“
dem U¨berbegriff
”
Free Software Foundation“ zugeordnet werden. Damit wu¨r-
de A¨hnlichkeit zu anderen Texten aufgebaut werden, die diesen Namen zwar
nicht nennen, aber die damit verbundenen Projekte.
A¨hnlichkeit
Ausgehend von der Formalisierung des Begriffes Inhalt wird nun auch der Begriff
A¨hnlichkeit formalisiert.
Fu¨r eine Menge S heißt die Abbildung sim : S × S → R A¨hnlichkeitsmaß [Jan+10],
falls sie folgende Axiome erfu¨llt:
• Nichtnegativita¨t: ∀i, j ∈ S : 0 ≤ sim(i, j)
• Symmetrie: ∀i, j ∈ S : sim(i, j) = sim(j, i)
• Beschra¨nktheit: ∀i, j ∈ S : sim(i, j) ≤ sim(i, i) = 1
Im Bereich der Empfehlungssysteme werden meistens nicht alle dieser Axiome be-
no¨tigt/verlangt.
Im Folgenden werden A¨hnlichkeitsmaße, die durch diverse sogenannte Koeffizienten
beschrieben werden, auf dem Eigenschaftsraum betrachtet. In der Literatur scheint
kein
”
bestes“ A¨hnlichkeitsmaß zu existieren und je nach Einsatzgebiet eignen sich die
verschiedenen Maße unterschiedlich gut zur Beschreibung der A¨hnlichkeit. Bezeichne
weiterhin I die Menge aller einem Benutzer zur Verfu¨gung stehenden Mo¨glichkeiten
(Items bzw. Entita¨ten), F = {f1, . . . , fl} die Menge aller mo¨glichen Eigenschaften
(Features) der Elemente aus I, und dementsprechend QF den Eigenschaftsraum der
Mo¨glichkeiten.
Cosinus. Eine Mo¨glichkeit ist es, den Eigenschaftsraum als Vektorraum aufzufas-
sen und damit u¨ber den Winkel zwischen zwei charakterisierenden Vektoren eine
Aussage u¨ber ihre A¨hnlichkeit zu treffen [Kla09]. Je kleiner der Winkel, desto a¨hn-
licher sind die Vektoren und damit die dazugeho¨rigen Items.
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Definition 1 Cosinus-Similarity
∀v, w ∈ QF
simcos(v, w) =
v·w
|v|∗|w| =
∑
i∈F
vi∗wi√∑
i∈F
v2i ∗
√∑
i∈F
w2i
∀v, w ∈ P(F)
simcos(v, w) =
|v∩w|√
|v|∗|w|
Es existieren noch weitere Koeffizienten [Kla09] (Pearson Korrelationskoeffizient,
Dice-Koeffizient, Overlap-Koeffizient, Jaccard-Koeffizient). Im Rahmen der PG wird
nur die Cosinus-Similarity betrachtet.
Mutual Information
In der Wahrscheinlichkeitstheorie existiert eine Formalisierung fu¨r den Zusammen-
hang zweier Zufallsgro¨ßen. Diese wird als gegenseitige Information (Mutual Informa-
tion [KI10]) bezeichnet und kann dazu verwendet werden, Aussagen u¨ber A¨hnlichkeit
zu treffen. Ein ha¨ufiges gemeinsames Vorkommen von zwei Merkmalen deutet darauf
hin, dass sie sich auf gemeinsame Sachverhalte beziehen und daher einen a¨hnlichen
Kontext anzeigen. Deshalb liegt es nahe, eine semantische Verbindung zwischen die-
sen Merkmalen zu vermuten.
Sei:
p(i) = Wahrscheinlichkeit des Vorkommens des Merkmals i ∈ F
p(i, j) = Wahrscheinlichkeit des gemeinsamen Vorkommens der Merkmale i, j ∈ F
Definition 2 Mutual Information
MI(i, j) =
{
ld( p(i,j)
p(i)∗p(j)), wenn i 6= j
1, sonst
ld (logarithmus dualis) ist dabei der Logarithmus zur Basis 2.
Es gilt:
i, j unabha¨ngig ⇒ p(i, j) = p(i) ∗ p(j)⇒MI(i, j) = 0
i, j kookkurrent ⇒ p(i, j) > p(i) ∗ p(j)⇒MI(i, j) > 0
Je gro¨ßer also der Wert der Mutual Information ist, desto kookkurrenter sind zwei
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Merkmale. Deshalb liegt bei einem gro¨ßeren Wert der Mutual Information die Ver-
mutung nahe, dass zwischen den betrachteten Merkmalen eine semantische Verbin-
dung besteht.
Definition 3 Mutual Information Koeffizient
∀v, w ∈ QF
simmi(v, w) =
∑
i,j∈F
MI(vi, wj)
Nearest Neighbours
Um eine Mo¨glichkeit zu bewerten, ist es sinnvoll zu beru¨cksichtigen, ob a¨hnliche
Mo¨glichkeiten bereits bewertet wurden. Dazu werden na¨chste Nachbarn und ihre
Bewertungen betrachtet.
Definition 4 Nearest Neighbours
Sei v ∈ QF , k ∈ N,
eine Menge N = {i1, . . . ik} ⊆ I heißt k-Nearest-Neighbours von v, falls
∀x ∈ (I \N),∀y ∈ N : d(v, y) ≤ d(v, x), wobei d der euklidische Abstand ist.
Es ist auch mo¨glich, die Menge der k-Nearest-Neighbours als Empfehlungsgrundla-
ge zu nutzen. Falls sich das Nutzerprofil als v ∈ QF repra¨sentieren la¨sst, wa¨re es
sinnvoll erst die k-Nearest-Neighbours zu bestimmen, um dann aus ihnen Elemente
zu empfehlen.
Daru¨ber hinaus kann an Stelle des euklidischen Abstands auch ein beliebiges A¨hn-
lichkeitsmaß verwendet werden. Dabei gilt es zu beachten, dass im Gegensatz zu
der euklidischen Distanz, ein gro¨ßerer Wert des A¨hnlichkeitsmaßes gleichzeitig eine
gro¨ßere Na¨he bedeutet.
Relevance Feedback (Rocchio)
Falls der Benutzer eine Mo¨glichkeit hat (explizit oder implizit) die ihm vorgeschlage-
nen Elemente zu bewerten, la¨sst sich die Empfehlung iterativ verfeinern. Ein Beispiel
dafu¨r ist der Relevance Feedback Algorithmus (Rocchio) [Jan+10]. Sobald die Infor-
mation vorliegt, welche der Empfehlungen der Benutzer als relevant (D+) und welche
als irrelevant (D−) ansieht, la¨sst sich im Eigenschaftsraum jeweils ein Prototyp die-
ser Mengen bestimmen (Zentroide d+ (von D+) und d− (von D−)). Anschließend
kann die Empfehlungsgrundlage im Eigenschaftsraum gewichtet von d− weg und zu
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d+ hin verschoben werden, in der Hoffnung auf diese Weise mehr relevante Elemente
zu finden.
Dabei spielt die Gewichtung der Verschiebung eine große Rolle und la¨sst sich an drei
Parametern festlegen:
• α beschreibt, wie stark die vorangegangene Suche zu beru¨cksichtigen ist.
• β beschreibt, wie stark die positiv bewerteten Elemente zu beru¨cksichtigen
sind.
• γ beschreibt, wie stark die negativ bewerteten Elemente zu beru¨cksichtigen
sind.
In der Literatur werden die Werte α = 1, β = 2, γ = 0.25 empfohlen [Jan+10].
Algorithmus 2 Relevance Feedback (Rocchio)
Eingabe: Benutzerprofil.
1. Setze Q := Benutzerprofil ∈ QF .
2. Bestimme Empfehlungen auf der Grundlage des Punktes Q (z.B. durch
Nearest Neighbours oder Klassifizierung).
3. Lasse den Benutzer beliebig viele Empfehlungen bewerten (relevant/ irre-
levant).
4. Unterteile bewertete Elemente in Mengen D+ (relevant) und D− (irrele-
vant).
5. Bestimme Zentroide d+ (von D+) und d− (von D−).
6. Setze Q := α ∗Q+ β ∗ d+ − γ ∗ d−.
7. Falls es A¨nderungen gab, gehe zu 2.
8. Ausgabe: Aktuelle Empfehlungen auf der Grundlage des Punktes Q.
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Eigenschaft 1
Eigenschaft 2
d−
d+
D+
D−
Qi
Qi+1
: negativ bewertete Empfehlungen
: positiv bewertete Empfehlungen
: Zentroide
Abbildung 2.4: Veranschaulichung einer Iteration des Relevance Feedback Algorithmus.
Der Punkt Qi repra¨sentiert den Punkt Q vor Schritt 6 und der Punkt Qi+1 repra¨sen-
tiert den Punkt Q nach Schritt 6. Die Bezeichnungen d+, D+, d−, D− repra¨sentieren
die entsprechenden Gro¨ßen in Schritten 4 und 5.
2.3.4 Kollaboratives Filtern
Das gruppenbasierte Empfehlen kommt im Gegensatz zum inhaltsbasierten Filtern
ohne genaue Kenntnisse der beschriebenen oder empfohlenen Entita¨ten aus, beruht
dafu¨r aber ga¨nzlich auf Informationen u¨ber die Nutzung der Entita¨ten durch An-
wender oder Verbraucher. Pars pro Toto stellen wir das Association RuleMining
vor.
Association Rule Mining
Untersucht man das Einkaufsverhalten von Konsumenten, so fa¨llt auf, dass die Er-
eignisse
”
Kauf von Artikel i“ und
”
Kauf von Artikel j“ keine voneinander stochastisch
unabha¨ngigen Ereignisse sind. Es ist viel mehr so, dass bestimmte Warenko¨rbe be-
sonders oft erworben werden. Das Ziel des Association Rule Mining ist es, aus einer
Menge von gekauften Artikeln bestimmte Regeln abzuleiten, welche mit einer gewis-
sen Wahrscheinlichkeit gelten. Ein Beispiel fu¨r eine solche Regel ist
”
Kauft jemand
Katzenfutter, so kauft er mit 70% Wahrscheinlichkeit auch Katzenstreu“.
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Im Folgenden werden solche Regeln formalisiert.
Definition 5 Entita¨t, Transaktion, Assoziationsregel
Eine Entita¨t ist je nach Kontext ein gekaufter Gegenstand, ein Service, etc.
Eine Transaktion ist eine Menge von Entita¨ten, die im Kontext der Ein-
kaufsverhaltensanalyse zusammen gekauft wurden.
Seien X, Y Mengen von Entita¨ten. Dann bedeutet die Assoziationsregel
X → Y , dass falls Entita¨ten der Menge X in einer Transaktion enthalten sind,
es auch wahrscheinlich ist, dass Entita¨ten der Menge Y in ihr enthalten sind.
Im Folgenden werden Maße vorgestellt, die zur Berechnung von Empfehlungen be-
nutzt werden:
Definition 6 Support, Confidence
Sei D eine Menge von Transaktionen, X eine Menge von Entita¨ten und X → Y
eine Assoziationsregel.
Support (X) = |{T∈D|X⊆T}||D|
Support (X → Y ) = Support (X ∪ Y )
Confidence (X → Y ) = Support(X→Y )
Support(X)
Der Support misst den Anteil der Transaktionen der Datenbasis, in denen alle Ar-
tikel in X und Y vorkommen. Dieses Maß misst also nicht die sta¨rke der Implika-
tion, sondern ihre Relevanz bezu¨glich der betrachteten Datenbasis. Indem Wert auf
ein gewisses Maß an Support gelegt wird (minimaler Support), werden irrelevante
Schlussregeln ausgeschlossen, die nicht oft genug vertreten sind.
Die Confidence ist analog zu einer bedingten Wahrscheinlichkeit definiert und misst
die Sta¨rke der Schlussregel. Umgangssprachlich bedeutet Confidence, wie wahr-
scheinlich der Kauf von allen Artikeln aus X und Y ist, wenn sichergestellt ist,
dass alle Artikel aus X in der Transaktion vorkommen. Regeln mit einer zu gerin-
gen Confidence (minimale Confidence) werden ebenfalls als irrelevant angesehen.
Um aus einer vorhandenen Datenbasis Assoziationsregeln mit einem minimalen Sup-
port und einer minimalen Confidence effizient zu extrahieren, kann der Apriori-
Algorithmus [KI10] angewandt werden.
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Algorithmus 3 Apriori-Algorithmus
Eingabe: Datenbasis D von Transaktionen, Menge I aller Entita¨ten, minimaler
Support minSup, minimale Confidence minConf
1. Setze L1 := {{x} | x ∈ I, Support({x}) ≥ minSup}, k := 2
2. Solange Lk−1 6= ∅
3. Setze Ck := {X ∪ x | X ∈ Lk−1, x ∈ (
⋃
Lk−1) \X}
4. Setze Csubk :=
{X ∈ Ck | ∀Y ⊆ X : |Y | = k − 1⇒ Y ∈ Lk−1}
5. Setze Lk := {X ∈ Csubk | Support(X) ≥ minSup}
6. Setze k := k + 1
7. Setze L :=
⋃
k
Lk
8. Ausgabe: Assoziationsregeln
{X → Y | X ∪ Y ∈ L,Confidence(X → Y ) ≥ minConf}.
Ein konkreter Recommender kann beispielsweise so vorgehen, dass er fu¨r einen kon-
kreten Nutzer, der bereits die Menge X gekauft hat, u¨ber alle einelementigen Mengen
Y iteriert und dabei alle Regeln der Form X → Y beibeha¨lt, deren Support einen
vorher definierten minimalen Support u¨berschreitet. Anschließend die ausgewa¨hlten
Regeln absteigend nach Confidence sortiert und die in je einem Y enthaltenen Ar-
tikel in dieser Reihenfolge vorschla¨gt.
Association Rule Mining zeichnet sich durch eine valide Grundidee aus und ist im
Bereich der Filmempfehlungen auch praktisch erprobt.
2.3.5 Evaluation von Empfehlungssystemen
Die Evaluation von Empfehlungssystemen ist in der Praxis schwierig. Einerseits
ist die tatsa¨chliche Relevanz von empfohlenen Elementen ein eher theoretischer und
meist subjektiver Wert. Andererseits ist es meist noch schwieriger, die Menge der tat-
sa¨chlich relevanten Elemente u¨berhaupt erst zu bestimmen. Falls Scha¨tzungen dieser
Gro¨ßen gemacht werden ko¨nnen, bietet das Gebiet des Information Retrieval einige
Grundbegriffe, um die Gu¨te eines Empfehlungssystems zu beschrieben [Jan+10].
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Definition 7 Precision, Recall
Sei:
Elements = Menge aller Elemente
Relevant = Menge aller relevanten Elemente (subjektiv)
Recommended = Menge aller vorgeschlagenen Elemente
Definiere:
Precision p = |Relevant∩Recommended||Recommended|
Recall r = |Relevant∩Recommended||Relevant|
Am besten lassen sich diese Definitionen anhand eines Mengendiagramms veran-
schaulichen. Precision beschreibt, wie sich die Menge
”
gut“ zu der Menge Recommen-
ded verha¨lt, und damit wie klein der Bereich
”
zu viel“ ist. Recall beschreibt, wie sich
die Menge
”
gut“ zu der Menge Relevant verha¨lt, und damit wie klein der Bereich
”
zu wenig“ ist.
Relevant Recommended
Elements
”
gut“
”
zu wenig“
”
zu viel“
Abbildung 2.5: Mengendiagramm fu¨r Precision, Recall
Precision wird als ein Maß fu¨r die Gu¨te der Empfehlung angesehen. Je na¨her Preci-
sion an 1 ist, desto geringer ist der Anteil der irrelevanten Empfehlungen.
Recall wird als ein Maß fu¨r die Gru¨ndlichkeit der Suche angesehen. Je na¨her Recall
an 1 ist, desto mehr relevante Elemente werden tatsa¨chlich vorgeschlagen.
Es ist wichtig beide Maße gleichzeitig zu betrachten, denn es ist in der Regel ein-
fach, einen der beiden Werte auf Kosten des anderen zu maximieren. Wenn z.B. alle
Elemente vorgeschlagen werden, werden selbstversta¨ndlich auch zugleich alle rele-
vanten Elemente vorgeschlagen und obwohl Recall = 1 gilt, ist so eine Empfehlung
unbrauchbar. Hingegen, wenn ein offensichtlich relevantes Element existiert und nur
dieses eine Element vorgeschlagen wird, gilt zwar Precision = 1, aber wenn es noch
weitere relevante(re) Elemente gibt, ist so eine Empfehlung meistens auch kaum
brauchbar.
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3 Entwurf und Implementierung
Nachdem nun sa¨mtliche theoretischen Grundlagen gekla¨rt sind, wenden wir uns der
Praxis zu. In diesem Kapitel soll vorgestellt werden, wie der Entwurf und die Im-
plementierung unseres Systems abgelaufen sind.
3.1 Grundlegende Konzepte
Gegenstand dieses Abschnitts ist die technische Umsetzung einiger wichtiger En-
tita¨ten, die in Kapitel 2 vorgestellt wurden. Dazu geho¨rt insbesondere der Aspekt
der einheitlichen Repra¨sentation und Verwaltung der aus den diversen Datenquellen
(vgl. Abschnitt 2.2) importierten Service-, Workflow- und Ontologiebeschreibungen.
Das in diesem Zuge entwickelte Metamodell wird mitsamt der Entscheidungen, die
zu seiner Konzeption fu¨hrten, ebenso erla¨utert wie die Darstellung und Berechnung
von Empfehlungen.
3.1.1 Metamodell
Die Vielfalt der Quellen, mit denen das Empfehlungssystem umgehen muss, stellte
eine Herausforderung bei der Modellierung eines einheitlichen Modells dar. Denn
die verschiedenen Datenquellen haben alle ihre eigenen (zum Teil proprieta¨ren, zum
Teil nur unzureichend oder gar nicht dokumentierten) Datenmodelle, sodass eine
einheitliche Verarbeitung nicht ohne Weiteres mo¨glich ist.
Die Vielfalt der Quellen aber ist ein unverzichtbarer Vorteil, denn je mehr Daten
die Algorithmen zur Verfu¨gung haben, umso qualitativ hochwertigere Empfehlungen
ko¨nnen sie abgeben.
Anforderungen an das Metamodell
Die wichtigste Aufgabe des Metamodells ist es somit, die vielen verschiedenen Da-
tenquellen und ihre Formate in einem Modell zu vereinen, so dass mo¨glichst keine
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Daten verloren gehen. Nur solche Daten, die fu¨r die von uns gewa¨hlten Empfehlungs-
Algorithmen relevant sind, mu¨ssen jedoch unbedingt u¨bernommen werden, wa¨hrend
sonstige Daten zum Behufe besserer U¨bersicht auch vernachla¨ssigt werden ko¨nnen.
Aus den als relevant ermittelten Daten wird eine Datenstruktur erstellt, die von
sa¨mtlichen Algorithmen verwendet werden kann.
Zur Erstellung dieses Datenmodells haben wir uns zu Gunsten mo¨glichst vieler ver-
fu¨gbarer Informationen dazu entschieden, auch solche Eigenschaften zu integrieren,
die nur aus einzelnen Quellen zu gewinnen waren. In Kauf nehmend, dass beispiels-
weise einige Services gewisse Eigenschaften in keiner Auspra¨gung aufweisen, haben
wir uns fu¨r diese Variante entschieden. Der entscheidende Vorteil liegt darin, dass
Informationen genutzt werden ko¨nnen, statt sie zu verwerfen; insbesondere, da die
Schnittmenge der aus jeder Quelle vorhandenen Daten nicht ausreichend groß war.
Metamodell des Lehrstuhls fu¨r Programmiersysteme
Fu¨r ein aktuelles Forschungsprojekt hatte der Lehrstuhl 5 der hiesigen Fakulta¨t
bereits ein Metamodell zur Modellierung von Services fertiggestellt. Ferner sollte
dieses Modell sich auch zur Darstellung, zum Entwurf und letztlich zur Ausfu¨hrung
von Workflows eignen.
Um eventuell die Benutzeroberfla¨che dieses Projektes nutzen zu ko¨nnen oder sogar
das zu entwickelnde Recommender-System in das Projekt integrieren zu ko¨nnen,
wurde gepru¨ft, inwiefern dieses bereits bestehende Metamodell im Kontext der oben
skizzierten Aufgabenstellung nutzbar ist. Die Anwendbarkeit des Metamodells ha¨tte
zur Folge, dass ein bereits hinreichend gepru¨ftes Modell genutzt werden ko¨nnte und
natu¨rlich die leichtere Integration in eine GUI auf Grund des gleichen Metamodells.
Das Modell des Lehrstuhls enthielt bereits alle funktionalen Strukturen um Services
abzubilden. Es separierte die Schnittstellen zu und von einem Service in ihre se-
mantischen Verzweigungen (Branches) und deren syntaktischen Enden (Ein- und
Ausgabe). Des Weiteren hatte das Modell bereits Strukturen, um eine gesamte Bi-
bliothek an Services zu verwalten und auch taxonomische Beziehungen zwischen den
Services festzuhalten. Auch war es mo¨glich, aus mehreren Services einen u¨bergeord-
neten Service bzw. einen Workflow zu konstruieren.
Diese vielfa¨ltigen Mo¨glichkeiten ergaben sich aus der Tatsache, dass dieses Modell
fu¨r allgemeine Services ausgelegt war und daher zu viel Overhead fu¨r die Daten aus
den Bioinformatik-Portalen bot. Außerdem wurde auch viel Wert auf die mo¨gliche
Ausfu¨hrung von Workflows gelegt, was fu¨r unser Projekt jedoch nicht von Rele-
vanz ist. Gleichzeitig ging das Modell aufgrund seiner Ausrichtung auch nicht auf
die speziellen Daten der von uns betrachteten Portale ein, so dass diese nicht effizi-
ent genutzt werden konnten. In den Besprechungen kristallisierte sich der Konsens
heraus, dass es aufwendiger ist dieses Datenmodell umzugestalten, als ein neues zu
entwickeln.
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Abbildung 3.1: Metamodell des Lehrstuhls
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Metamodell
Das erste Metamodell (siehe Abbildung 3.3) war nur ein rudimenta¨rer Entwurf. Hier
wurden lediglich die Informationen aus den Datenquellen zusammengetragen und in
Relation zueinander gesetzt. Das Metamodell des Lehrstuhls (siehe Abbildung 3.1)
diente hier zwar als lose Diskussionsgrundlage, wurde aber verworfen, da es sich auf
Aspekte der Ausfu¨hrung von Workflows konzentrierte. Der Zusa¨tzliche overhead, der
mit zu verwalten wa¨re und auch der Aufwand um dieses Modell den Bedu¨rfnissen
der Zielsetzung anzupassen ha¨tten einen zu schlechten Kosten-Nutzen-Faktor.
Zum Zeitpunkt des ersten Entwurfs war auch noch nicht gekla¨rt, wie die zusammen-
getragenen Daten persistent gespeichert werden sollten. Daher za¨hlte ein Entity-
Relationship-Modell (siehe Abbildung 3.2), welches lediglich alle no¨tigen Informa-
tionen darstellte, zu den Vorlagen des ersten Entwurfs.
Das Konzept des Metamodells setzte sich aber durch, denn es diente nicht nur zu der
Modellierung der Datenstruktur, durch den in EMF enthaltenen Code-Generator,
der im Abschnitt 3.2.2 noch ausfu¨hrlicher erkla¨rt wird, kann ein Java-Modell direkt
aus dem Metamodell erzeugt werden.
Wa¨hrend der Implementierung von einzelnen Komponenten, wie den Importmo-
dulen wurden jedoche kleinere Schwa¨chen in der Modellierung aufgedeckt, welche
wa¨hrend der Planung noch nicht in dieser Form ersichtlich waren. So wurde das
Metamodell in den Besprechungen immer wieder thematisiert. Dabei wurden diese
Schwachstellen aufgegriffen, in der Gruppe diskutiert und analysiert und bei Be-
darf angepasst. Durch diese qualitative Verbesserung des Metamodells entstand das
”
finale Metamodell“.
Finales Metamodell
Das finale Metamodell (siehe Abbildung 3.4) wurde von der PG als Alternative zum
vom Lehrstuhl vorgeschlagenen Modell entwickelt. Bei unserer Modellierung lag das
Augenmerk eher auf der effizienten Nutzung der Datenstruktur und nicht auf ihrer
Allgemeingu¨ltigkeit und beru¨cksichtigt den Import von Workflows und Services aus
verschiedenen Quellen.
Im Folgenden werden einzelne Elemente des Modells na¨her erla¨utert:
Service Jedem Service wird eine ID zugeordnet, sodass der Name nicht alleiniger
Identifizierer sein muss (in den Daten kommen a¨hnlich oder gleich benannte
Services ha¨ufig vor). Daru¨ber hinaus entha¨lt der Service selbst Beschreibung
und eventuelle Kommentare, wa¨hrend seine Parameter als wesentlich fu¨r das
Empfehlungssystem relevante Komponenten ausgelagert sind.
ServiceResourceDescription Dieser Teil des Modells definiert die Quelle, aus
welcher der Service stammt.
ServiceLibrary Diese Struktur definiert die organisatorische Einheit, welche die
Gesamtheit aller Services verwaltet.
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Abbildung 3.2: ER-Modell fu¨r die Informationen aus den Datenquellen
36 3.1. GRUNDLEGENDE KONZEPTE
Abbildung 3.3: Entwurf des ersten PG-Metamodells
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Abbildung 3.4: PG Metamodell, finale Version
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Parameter Parameter sind nicht nur von entscheidender Bedeutung, um die Me-
thoden des syntaktischen Filterns (vgl. Abschnitt 3.4.3) anzuwenden. Da sich
Anzahl und Typ der Parameter unterscheiden und es in vielen Fa¨llen a¨hn-
lich benannte Dienste gibt, dienen sie auch zur Identifizierung von gleichen
Diensten, die unter verschiedenen Namen in den Quellen vorhanden sind.
Attribute Diese Eigenschaft dient der Verwaltung weiterer Merkmale eines Para-
meters. So ko¨nnte ein Eingabeparameter auf diese Weise etwa als optional
markiert oder mit einem Standardwert versehen werden.
Relation Die Klasse Relation dient der Repra¨sentation von Zuordnungen einzelner
Parameter und Services zu Kategorien der EDAM-Ontologie, wie sie bspw. in
den ACD-Dateien der EMBOSS-Bibliothek angegeben sind.
Category Mithilfe von Ontologien ko¨nnen Services Kategorien zugeordnet werden,
die wiederum miteinander in Beziehung stehen. Durch diese Zuordnung ko¨nnen
Zusammengeho¨rigkeiten von Services beschrieben werden.
Tag Ein Tag ist eine spezielle Art der Annotation, die in einigen der Portale sowohl
an Services als auch an Workflows vergeben werden kann. Tags helfen bei der
Gruppierung von Services und lassen eine einfache Zuordnung zu Gruppen zu.
ServiceStatistics Die Klasse ServiceStatistics umfasst im aktuellen Modell le-
diglich ein Attribut views, welches die Anzahl der Nutzer, welche die Service-
Beschreibung auf einer Plattform betrachtet haben, speichern kann. Dieses
Attribut wurde in eine eigene Klasse ausgelagert, da es in der Entwurfsphase
fu¨r mo¨glich erachtet wurde, dass andere Quellen weitere vergleichbare Informa-
tionen beitragen wu¨rden. Dies hat sich zwar nicht bewahrheitet, aber dennoch
erscheint die separierende Modellierung vorteilhafter, da sie Erweiterungen ver-
einfacht.
User In einem spa¨teren Stadium, schon in der Implementierungsphase, wurde das
Modell um die Klassen Rating und User erga¨nzt. Diese dienen dazu, Infor-
mationen u¨ber (explizite) Nutzerwertungen eines Dienstes aufzunehmen. Die
Nutzer werden dabei anhand ihres Namens innerhalb der Grenzen einer Quell-
plattform (Community) identifiziert.
Rating Unter Rating verstehen wir die Bewertung eines Services, falls die aus der
entsprechenden Datenquelle ausgelesen werden konnte.
3.1.2 Empfehlungen
Aufgabe eines Empfehlungssystems ist das Erzeugen von Empfehlungen. In diesem
Fall soll eine Menge von Services empfohlen werden. Den Erla¨uterungen zum Meta-
modell gema¨ß genu¨gt es, anstelle einer vollsta¨ndigen Service-Beschreibung lediglich
die ID eines Services anzugeben.
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Bei der Betrachtung der vom System erzeugten Empfehlungen muss zwischen zwei
Typen unterschieden werden. Es existiert eine interne Repra¨sentation, die genaue
Maßzahlen umfasst, und eine reduzierte, aus der internen Darstellung abgeleitete
externe Repra¨sentation.
Interne Repra¨sentation
Interne Repra¨sentationen werden von den einzelnen aktiven Algorithmen1 erzeugt
und anschließend zu einer Repra¨sentation der Gesamtempfehlung zusammengesetzt.
Zu diesem Behufe umfassen sie einige Informationen, welche fu¨r die an den Nutzer
weitergeleitete Empfehlung unerheblich sind und ebendeshalb nicht Teil der externen
Repra¨sentation sind.
Formale Entsprechung. Formal handelt es sich bei den internen Repra¨sentatio-
nen um partielle Abbildungen R aus der Menge der Service-IDs S in die Menge der
nicht-negativen reellen Zahlen:
R : S ⇀ R+0 .
Dabei soll der Wert R(s) fu¨r einen Service s ∈ S den Grad seiner vermuteten Rele-
vanz darstellen (je ho¨her der Wert, desto nu¨tzlicher der Service). Services, fu¨r welche
die Abbildung undefiniert ist oder die auf den Wert 0 abgebildet werden, werden da-
bei als irrelevant interpretiert. Im Grunde ist es also unno¨tig, die Abbildung fu¨r
einen derartigen Service zu definieren. Dennoch wurde die Mo¨glichkeit der Definiti-
on (Abbildung auf den Nullwert) zugelassen, um den Entwicklern von Algorithmen
andernfalls womo¨glich notwendige Fallunterscheidungen zu ersparen.
Ein wesentlicher Vorteil dieser Darstellung ergibt sich aus der Mo¨glichkeit mehrere
Empfehlungen u¨ber geeignet definierte Operatoren miteinander zu einer einzigen
Empfehlung zu kombinieren. Komponentenweise lassen sich zum Beispiel eine skalare
Multiplikation und eine Addition definieren.
Skalare Multiplikation. Fu¨r eine beliebige nicht-negative Zahl f und eine Empfeh-
lung R ist das Produkt R′ := f ·R definiert als Abbildung R′ : S ⇀ R+0 mit
R′(s) :=
{
f ·R(s) , falls R(s) 6= ⊥
⊥ , sonst
fu¨r alle Service-IDs s ∈ S (wobei R(s) = ⊥ bedeute, dass die Abbildung R fu¨r das
Argument s undefiniert ist).
Addition. Als zweistellige Verknu¨pfung, die dem Assoziativ- und Kommutativgesetz
genu¨gt, dient der Additionsoperator dazu, mehrere Empfehlungen in eine zu kom-
binieren. Auch er la¨sst sich komponentenweise definieren. Seien dazu R1 und R2
1Wie in Abschnitt 4.2.1 erla¨utert wird, kann der Nutzer festlegen, welche Algorithmen fu¨r eine
Empfehlung beru¨cksichtigt werden.
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beliebige Empfehlungen, dann ergibt sich R := R1 + R2 als Abbildung R : S ⇀ R+0
mit
R(s) :=

R1(s) +R2(s) , falls R1(s) 6= ⊥ und R2(s) 6= ⊥
R1(s) , falls R1(s) 6= ⊥ und R2(s) = ⊥
R2(s) , falls R1(s) = ⊥ und R2(s) 6= ⊥
⊥ , sonst
fu¨r alle Service-IDs s ∈ S.
Die Wohldefiniertheit, insbesondere die Nicht-Negativita¨t des einer Service-ID zu-
geordneten Wertes, ist in beiden Fa¨llen offensichtlich.
Technische Umsetzung. Implementiert ist die Abbildung in der Klasse Recom-
mendation (im Paket algorithms), welche die Verwaltung der Abbildung auf kano-
nische Weise an ein Objekt des Typs TreeMap<String,Double> aus der Java API
delegiert. Dabei wird der Funktionsumfang auf die notwendigen Methoden einge-
schra¨nkt und insbesondere beim Hinzufu¨gen eines Schlu¨ssel-Wert-Paares eine U¨ber-
pru¨fung des Wertes vorgenommen – der nicht negativ sein darf.
Zugleich stellt die Klasse statische Methoden bereit, welche die beiden oben beschrie-
benen Operatoren auf naheliegende Weise (durch Iteration u¨ber die Definitionsberei-
che der beteiligten Operanden) implementieren, sowie eine Methode, die ausgehend
von allen positiv bewerteten (relevanten) Service-IDs eine externe Repra¨sentation
erzeugt.
Berechnung der Gesamtrepra¨sentation
Wie bereits erwa¨hnt, erwartet das Empfehlungssystem von den einzelnen Algorith-
men eine Empfehlung in Form einer internen Repra¨sentation. Die eben beschriebe-
nen Verknu¨pfungen ko¨nnen von den Algorithmen zwar auch genutzt werden, wurden
aber insbesondere zum Zwecke der Erzeugung einer Gesamtempfehlung implemen-
tiert.
Dem Empfehlungssystem steht zur Erzeugung einer Empfehlung eine Menge von Al-
gorithmen A1, . . . ,An zur Verfu¨gung, die gema¨ß des aktuellen Konfigurationsprofils
mit nicht-negativen Gewichten w(Ai) versehen sind.
Zuna¨chst wird eine
”
leere“ Empfehlung R erzeugt, d. h. eine Abbildung, die fu¨r ganz
S undefiniert ist. Anschließend werden sukzessive durch Aufruf der Methode re-
commend die Einzelempfehlungen Ri fu¨r die Algorithmen Ai bestimmt und mit der
(vorla¨ufigen) Gesamtempfehlung entsprechend ihres Gewichts kombiniert:
R := R + (w(Ai) ·Ri).
Es la¨sst sich leicht zeigen, dass aufgrund der Assoziativita¨t und Kommutativita¨t der
Addition die konkrete Reihenfolge der Algorithmen keinen Einfluss auf das Ergebnis
hat und sich daher zuletzt die Gesamtempfehlung schreiben la¨sst als
R =
n∑
i=1
w(Ai) ·Ri.
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Offenbar spielen Algorithmen Ai mit Gewicht w(Ai) = 0 fu¨r die Berechnung der
Gesamtempfehlung keine Rolle. Sie werden vom System als inaktiv betrachtet und
daher gar nicht verwendet.
Beispiel. Die vorgehenden Beschreibungen sollen nun noch anhand eines Beispiels
konkretisiert werden. Dazu seien zwei Algorithmen A1 und A2 vorausgesetzt, welche
zu den folgenden Bewertungen einiger Dienste des EMBOSS-Pakets fu¨hren:
Tabelle 3.1: Empfehlung R1
Service s ∈ S Bewertung R1(s)
pepstats 0,2
seqall 0,8
seqcount 0,7
Tabelle 3.2: Empfehlung R1
Service s ∈ S Bewertung R2(s)
pepstats 0,4
pepwindow 0,4
pepwindowall 0,5
Bei einer Gewichtung w der Algorithmen mit w(A1) = 1 und w(A2) = 0, 25 ergibt
sich damit eine Gesamtempfehlung R:
Tabelle 3.3: Gesamtempfehlung R := 1 ·R1 + 0, 25 ·R2
Service s ∈ S Bewertung R(s)
pepstats 0,300
pepwindow 0,100
pepwindowall 0,125
seqall 0,800
seqcount 0,700
Externe Repra¨sentation
Die Bewertungsdetails, d. h. die den einzelnen Services konkret zugeordneten Maß-
zahlen, sind fu¨r die Erstellung einer Gesamtempfehlung essentiell, fu¨r den Nutzer
eines Workfloweditors jedoch unerheblich. Ihm soll in der grafischen Oberfla¨che eine
(Teil-)Menge der vom Empfehlungssystem verwalteten Dienste in Abha¨ngigkeit vom
Kontext vorgeschlagen werden.
In der einfachsten2 Variante erfolgt dieser Vorschlag in Form einer geordneten Liste
der Services. Als Ergebnis eines Aufrufs der Methode recommend liefert die ver-
antwortliche Klasse RecommenderSystem eine Liste von Service-IDs, die absteigend
nach den ihnen durch die interne Repra¨sentation der Gesamtempfehlung zugeordne-
ten Werten sortiert sind. Dabei werden ausschließlich positiv bewertete Service-IDs
in die externe Repra¨sentation u¨bernommen.
Aus den Service-IDs kann dann die in die grafische Oberfla¨che des Workfloweditors
eingebettete Empfehlungskomponente eine fu¨r den Nutzer sinnvollere Beschreibung
(etwa aus Namen, Beschreibung und Typ bestehend) unter Ru¨ckgriff auf das Da-
tenmodell erzeugen.
2Alternative Darstellungsformen ko¨nnten sich auf Gruppierungen der empfohlenen Services stu¨t-
zen, Hierarchien abbilden. Auch ho¨herdimensionale Repra¨sentationen sind vorstellbar. In der Ebene
ko¨nnten etwa Graph-Cliquen dargestellt werden.
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3.1.3 Unifizierung von Services
Services dienen als Grundlage fu¨r die Empfehlungen des Recommender-Systems.
Diese Services werden aus den in Abschnitt 2.2 beschriebenen Datenquellen im-
portiert. Aufgrund der Vielzahl von Datenquellen kann es zu Redundanzen in der
Service-Datenbank kommen. Das Problem hierbei ist, dass Services, die mehrfach
in der Service-Datenbank vorkommen, auch mehrfach in einer Empfehlung vorkom-
men ko¨nnen. Somit ist ein Szenario, in dem ein Anwender ein und denselben Service
mehrfach in einer Empfehlung erha¨lt, im Bereich des Mo¨glichen. Eine solche Emp-
fehlung hat eine geringe Qualita¨t, da sich die Empfehlungen ausschließlich durch
ihre Quelle unterschieden.
Das Problem, welches es zu lo¨sen gilt, ist somit die Identifizierung solcher redundan-
ten Services und die Zusammenfassung dieser redundanten Services zu A¨quivalenz-
klassen. Die Zusammenfassung in Form von A¨quivalenzklassen ist gewa¨hlt worden,
da sie den Verlust von Informationen verhindert. Ein einfaches Verschmelzen der
Services ist nicht mo¨glich, da es Informationen gibt, die nicht verschmolzen werden
ko¨nnen.
Im Laufe der Evaluation des Service-Modells ist festgestellt worden, dass es keine
sichere Mo¨glichkeit gibt zu bestimmen, ob zwei Services a¨quivalent sind. Aus diesem
Grund wird eine Heuristik verwendet, welche mit hinreichenden und notwendigen
Bedingungen arbeitet. Da die Heuristik prima¨r auf notwendigen Bedingungen arbei-
tet ist es nicht mo¨glich auszuschließen, dass zwei Services in einer A¨quivalenzklasse
unterschiedlich sind. Dies fu¨hrt aber nicht zu einer Beeintra¨chtigung von Empfehlun-
gen, da die A¨quivalenzklassen nur dazu genutzt werden, die mehrfache Erwa¨hnung
eines Services zu verhindern.
Notwendige Bedingungen reichen nicht aus um festzustellen, ob zwei Services
a¨quivalent sind. Services, die diese Bedingungen jedoch nicht erfu¨llen, ko¨nnen
nicht a¨quivalent sein.
• Services haben identische Parameter: Nur Services, die die gleichen Pa-
rameter haben, ko¨nnen auch identisch sein. Unterscheiden sich die Zahl
der Parameter zweier Services oder die Parameter in einem Attribut, ist
davon auszugehen, dass es sich um unterschiedliche Services handelt. Bei
den Attributen nimmt der Name jedoch nochmal eine gesonderte Rolle
ein, da sich die Namen von Parametern unterscheiden ko¨nnen, ohne et-
was daru¨ber auszusagen, ob die Parameter identisch sind. Denn anders als
die anderen Attribute der Parameter richten sich die Namen nach keinen
Regeln.
• Services haben identische Relations: Analog zu den Parametern mu¨ssen
auch die Relations identisch sein, da die Services sonst auf keinen Fall
identisch sein ko¨nnen. Diese Aussage bezieht sich jedoch nur auf Services,
KAPITEL 3. ENTWURF UND IMPLEMENTIERUNG 43
bei denen die Relations angegeben sind. Sollte einer von zwei vergliche-
nen Services keine Relations angegeben haben, so muss diese Bedingung
ignoriert werden. Dies kann unter anderem daran liegen, dass bei einem
Service keine Relations angegeben worden sind. Wenn jedoch Relations
angegeben sind, so mu¨ssen diese identisch sein.
Hinreichende Bedingungen sind die Bedingungen, bei deren Erfu¨llung sofort da-
von ausgegangen werden kann, dass die Services identisch sind.
• Services haben die gleiche Ressource im Eintrag ServiceDescriptionRe-
source. Sollten diese gleich sein, mu¨ssen die Services identisch sein. Bei
der Ressource handelt es sich beispielsweise um eine Datei, die beschreibt,
wie auf den Service zugegriffen werden kann.
Bei genauerem Hinsehen fa¨llt auf, dass nicht alle Attribute fu¨r den Vergleich zwei-
er Services genutzt werden. Dies liegt daran, dass es Attribute gibt, die sich nicht
fu¨r den Vergleich von Services einigen. Ein Beispiel hierfu¨r sind die Attribute Views
und favoritedBy. Diese Attribute geben Auskunft daru¨ber, wie ha¨ufig ein Service be-
trachtet worden ist und wer ihn favorisiert hat. Da aber nicht davon auszugehen ist,
dass gleiche Services bei den unterschiedlichen Quellen gleich ha¨ufig betrachtet wor-
den sind, oder dass die gleichen Nutzer die Services auch bei den unterschiedlichen
Datenquellen favorisiert haben, ist davon abzusehen diese Attribute als Bedingung
fu¨r die A¨quivalenz zweier Services zu nutzen.
Die A¨quivalenzklassen der Services dienen nicht ausschließlich dafu¨r die mehrfache
Empfehlung eines Services zu verhindern. Sie werden zudem eingesetzt um die Ser-
vices die bei dem Import von Workflows gefunden werden mit den Services in der
Service-Datenbank zu verknu¨pfen. Hierzu werden die Services, die in den Workflows
gefunden werden selber zu A¨quivalenzklassen zusammengefasst. Dies passiert mit
dem gleichen Ansatz wie bei den Services. Die A¨quivalenzklassen fu¨r die Services
aus den Workflows werden anschließen mit den A¨quivalenzklassen der Services ver-
knu¨pft. Eine genauere Verknu¨pfung oder gar eine 1:1 Verknu¨pfung zwischen den
Services aus den Workflows und den Services selber ist nicht mo¨glich. Dies liegt an
den wenigen Informationen, die u¨ber die Services in den Workflows bekannt sind.
Viel mehr als die Parameter, Ru¨ckgabewerte sowie Quelle und Autor sind nicht
bekannt. Aus diesem Grund ist es nur diese ungenaue Verknu¨pfung mo¨glich. Auch
wenn sie nicht so genau ist, bietet sie dennoch die Mo¨glichkeit weitere Informationen
fu¨r Empfehlungen zu generieren.
Implementierung der A¨quivalenzklassen-Bildung
Bei der Implementierung der A¨quivalenzklassen-Bildung ist auf die Wiederverwend-
barkeit fu¨r andere Bereiche, sowie die leichte Erweiterbarkeit geachtet worden. Die
Wiederverwendbarkeit fu¨r andere Bereiche wird beno¨tigt, da nicht nur A¨quivalenz-
klassen von Services, sondern auch von Workflows gebildet werden. Um diese Flexi-
bilita¨t zu erreichen werden abstrakte Klassen genutzt. Die wichtigste Klasse fu¨r die
Bildung der A¨quivalenzklassen ist die abstrakte Klasse EquivalenceClassesFin-
der<T>, in welcher die Methoden fu¨r das Generieren der A¨quivalenzklassen definiert
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sind. Da die Heuristik sowohl fu¨r Services, als auch fu¨r Workflows auf die gleiche
Art und Weise arbeitet, ko¨nnen viele Methoden schon in der abstrakten Klasse
implementiert werden, welches die Redundanz im Quellcode reduziert. In den kon-
kreten Implementierungen muss anschließend lediglich die Methode fu¨r das Update
der A¨quivalenzklassen implementiert werden. Diese Methode wird anschließend bei
jeder Aktualisierung der Datenbank von den Datenbankcontrollern3 dazu verwendet
die A¨quivalenzklassen zu aktualisieren. Es ist nicht mo¨glich diese Methode schon
in der abstrakten Klasse zu implementieren, da in dem Datenbankmodell kein ein-
heitliche Speicherung der A¨quivalenzklassen fu¨r Services und Workflows vorgesehen
ist.
Um die Erweiterbarkeit zu gewa¨hrleisten, wurde das Entwurfsmuster Chain-of-Re-
sponsibility [FFB06] implementiert. Bei diesem Entwurfsmuster aus der Kategorie
der Verhaltensmuster werden die einzelnen Bearbeitungsschritte in einzelne Klassen
ausgelagert und wie in einer einfach verketteten Liste aneinander geha¨ngt. Hier-
bei entsteht eine Liste von Bearbeitungsschritten. Bei der Suche nach den A¨quiva-
lenzklassen repra¨sentieren diese Bearbeitungsschritte die U¨berpru¨fung der einzelnen
Bedingungen. Hierfu¨r ist die abstrakte und generische Klasse EquivalenceClass-
Condition<T> zusta¨ndig. Die konkreten Implementierungen dieser Klasse fu¨r Ser-
vices bzw. Workflows filtern alle Services oder Workflows raus, welche die Bedingung
nicht erfu¨llen. Am Ende einer solchen Kette mu¨ssen alle Services bzw. Workflows
die nicht herausgefiltert wurden zu einer A¨quivalenzklasse geho¨ren. Es muss insbe-
sondere darauf geachtet werden, dass das Attribut isSufficient bei hinreichenden
Bedingungen auf wahr gesetzt ist, da der Algorithmus, der fu¨r das Filtern zusta¨ndig
ist, sonst nicht korrekt arbeiten kann.
Es ist leicht zu erkennen, dass sich die Ketten der Bedingungen leicht erweitern las-
sen. Auch die Reihenfolge in der die Bedingungen u¨berpru¨ft werden la¨sst sich einfach
anpassen. Die Konfiguration der Ketten findet in der konkreten Implementierung der
Klasse EquivalenceClassesFinder<T> statt.
3Bei den Datenbankcontrollern handelt es sich im die Klassen, die den Datenbankzugriff regeln.
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3.2 Architektur
Das Empfehlungssystem ist ein Programmpaket, das sich (auf der obersten Ebene)
aus mehreren Modulen zusammensetzt, die in der Anforderungsphase identifiziert
wurden. Hierzu geho¨ren insbesondere die diversen Importmodule (jeweils eines fu¨r
ein bestimmtes Datenportal) sowie die unterschiedlichen Algorithmen, die zur Be-
wertung der Services beitragen ko¨nnen.
Da absehbar war, dass die Qualita¨t der vom Empfehlungssystem erzeugten Emp-
fehlungen erst verha¨ltnisma¨ßig spa¨t wu¨rde beurteilt werden ko¨nnen, erschien die
Festlegung auf einige wenige Recommender-Algorithmen und Datenquellen nicht
empfehlenswert. Stattdessen sollten Algorithmen, aber auch Importmodule, auf ein-
fache Weise hinzugefu¨gt oder bereits verfu¨gbare Module deaktiviert werden ko¨n-
nen. Um diesen Anforderungen auch unter der Annahme der praktischen Nutz- und
Erweiterbarkeit gerecht zu werden, sind diese Module als Plug-ins konzipiert. Sie
mu¨ssen daher nicht zur Kompilierzeit bekannt sein, sondern werden dynamisch zur
Laufzeit geladen (fu¨r eine detaillierte Beschreibung des Plug-in-Konzeptes und des
verwendeten Frameworks, vgl. Abschnitt ??).
Die Hauptmodule des Programmes sind in Abbildung 3.5 dargestellt. In deren Zen-
trum steht die Kernkomponente, welche die Arbeit der anderen Module initiiert und
koordiniert.
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Abbildung 3.5: Architektur des Recommender-Systems: Hauptmodule
Im Folgenden werden der genauere Aufbau und die Aufgaben dieser Hauptmodule
erla¨utert.
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3.2.1 Kernkomponente
Die Kernkomponente ist fu¨r die Verwaltung aller anderen Module bzw. Komponen-
ten verantwortlich. Ihre Funktionalita¨t ist auf die drei Klassen RecommenderSystem,
RecommenderConfiguration und RecommenderDatabase verteilt (im Paket core).
System. Dabei bildet die Klasse RecommenderSystem den Ausgangspunkt fu¨r die
Verwendung des Programmpakets. Bei ihrer Initialisierung werden Objekte der an-
deren beiden Klassen angelegt, welche fu¨r die Verwaltung der Konfiguration sowie
der Datenbank verantwortlich sind, und miteinander verknu¨pft, sodass sie fu¨r die
Erledigung der spezifischen Teilaufgaben verwendet werden ko¨nnen.
Zu den bereitgestellten Funktionalita¨ten geho¨rt insbesondere das Erzeugen einer
Empfehlung (als einer geordneten Liste von Service-IDs), wie es in Abschnitt 3.1.2
beschrieben wurde, und das Durchfu¨hren eines Updates der Datenbank, das im Fol-
genden erla¨utert wird.
Konfiguration. Die Klasse RecommenderConfiguration verwendet die Java-API-
Erweiterung
”
Configuration“ der Bibliothek
”
Apache Commons“ [Fou12], um eine
vorhandene Konfigurationsdatei im XML-Format zu lesen bzw. zu schreiben. Diese
Datei tra¨gt den Namen properties.xml und ist im Unterverzeichnis pgsassd/recom-
mender des Nutzerverzeichnisses gespeichert. Wa¨hrend der Ausfu¨hrungszeit werden
die jeweiligen Einstellungen jedoch intern in den Attributen der betroffenen Daten-
strukturen verwaltet. Sollte zu Programmstart keine Konfigurationsdatei vorhanden
sein oder diese nicht fehlerfrei gelesen werden ko¨nnen, wird eine Standardkonfigura-
tion erzeugt, deren Struktur weiter unten erla¨utert wird.
Nicht zuletzt ist diese Klasse auch fu¨r die Verwaltung des aktuellen Profils zusta¨ndig
und nimmt bei einem Wechsel desselben durch den Nutzer die notwendigen A¨nderun-
gen vor. Dazu geho¨rt insbesondere, dass die aktiven Algorithmen u¨ber den Wechsel
informiert und mit den aktualisierten Konfigurationsdaten versorgt werden.
Struktur der Konfigurationsdateien. Das Format der XML-Konfigurationsdatei wird
durch ein eigenes dafu¨r definiertes Schema in der Datei Configuration.xsd im Pro-
jektverzeichnis (der Kernkomponente) beschrieben. Eine Konfiguration, welche die-
sem Schema entspricht, umfasst eine Menge P von Profilen, die von einem Nutzer
verwendet werden. Jedes Profil p, das innerhalb von P u¨ber seinen Namen eindeu-
tig identifiziert werden kann, umfasst Informationen u¨ber die bei seiner Nutzung zu
verwendenden Importmodule und Algorithmen.
Importmodule werden nach den von ihnen implementierten Schnittstellen (fu¨r Ser-
vices, Workflows oder Ontologie-Konzepte) getrennt verwaltet und mit einem ein-
zigen Attribut active versehen. Wird diesem der Wert true zugewiesen, so wird
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die Schnittstelle des zugeho¨rigen Moduls im Laufe einer Update-Phase verwendet4
– sofern es momentan tatsa¨chlich verfu¨gbar ist. Schließlich ist es den Modulen fu¨r
jede ihrer Schnittstellen erlaubt, spezifische Einstellungen in einem Teilbaum, dessen
Wurzelknoten den Tagnamen specific tra¨gt, abzuspeichern. Diese Informationen
werden jedoch vom Empfehlungssystem selbst ignoriert und lediglich an das betrof-
fene Modul weitergeleitet.
Algorithmen ko¨nnen nicht allein als aktiv oder inaktiv markiert werden, der Benut-
zer hat daru¨ber hinaus die Mo¨glichkeit, ihnen ein beliebiges nicht-negatives Gewicht
zuzuweisen. Algorithmen A, denen ein Gewicht w(A) = 0 zugewiesen wurde, sind
gema¨ß Abschnitt 3.1.2 fu¨r die Berechnung der Gesamtempfehlung irrelevant und
werden dementsprechend als inaktiv angesehen. Obschon das Attribut active in
diesem Sinne redundant ist, wurde an ihm festgehalten, sodass der Nutzer eines
Profils die Mo¨glichkeit hat, einen Algorithmus (kurz- und langfristig) zu deaktivie-
ren, ohne dass er sich die vormals eingestellte Gewichtung merken muss.
Auch die Algorithmen ko¨nnen (fu¨r jedes Profil) spezifische Einstellungen abspei-
chern. Nachfolgend ist beispielhaft ein Auszug der XML-Konfigurationsdatei darge-
stellt, der den auf
”
Mutual Information“ basierenden Algorithmus betrifft:
<a lgor i thm a c t i v e=” f a l s e ” id=” [ . . . ] MutualInformation ”
name=”Mutual In format ion ” weight=”1 .8 ”>
< s p e c i f i c d i s tanceFacto r=”1 .0 ”
maxPredecessorLevel=”−1”
maxSuccessorLevel=”−1”/>
</ a lgor i thm>
Der Algorithmus mit dem Namen
”
Mutual Information“ ist in dem Profil also deak-
tiviert und mit einer Gewichtung von 1,8 versehen. Zudem sind mehrere modulspe-
zifische Attribute distanceFator, maxPredecessorLevel und maxSuccessorLevel
verzeichnet.
Standardkonfiguration. Das Empfehlungssystem ist fu¨r seine Arbeit auf das Vor-
handensein eines Profils angewiesen. Sollte keines vorhanden sein, so wird intern ein
Standardprofil erzeugt. Fu¨r das Nichtvorhandensein kann es zweierlei Gru¨nde geben:
Entweder es existiert noch keine Konfigurationsdatei oder diese konnte nicht fehler-
frei gelesen werden. In ersterem Falle wird eine Konfigurationsdatei angelegt, welche
genau dieses Standardprofil umfasst; in letzterem Falle wird die bereits bestehende
Datei nicht u¨berschrieben, um den Verlust von Nutzereinstellungen zu vermeiden.
Ein Standardprofil wird um Eintra¨ge fu¨r alle vom System registrierten Importmo-
dule und Algorithmen erga¨nzt, welche jedoch allesamt als inaktiv markiert werden
(Algorithmen erhalten zudem eine Standardgewichtung von 1,0). Genau genommen
werden die Attribute active und weight in einem solchen Fall gar nicht gesetzt (sie
sind im Schema als optional deklariert) und die Klasse RecommenderConfigurati-
4Angemerkt sei, dass dies eine feingranulare Konfiguration ermo¨glicht, sodass bei Modulen, wel-
che mehrere Schnittstellen implementieren, nicht allein das ganze Modul aktiviert oder deaktiviert
werden kann, sondern gewisse Teilaspekte davon.
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on weist den internen Attributen bei fehlender Spezifikation in der XML-Datei jene
Standardwerte zu.5
Automatische A¨nderungen ko¨nnen aber auch an korrekt eingelesenen, von Nutzern
erstellten Profilen vorgenommen werden. Dies ist immer dann der Fall, wenn im
aktuellen Lauf des Systems Importmodule oder Algorithmen registriert sind, welche
keinen Eintrag in einem Profil der Konfigurationsdatei besitzen. Fu¨r jedes solche
Profil wird ein Standardeintrag erzeugt. Eintra¨ge von Modulen, die aktuell nicht
geladen sind, werden nicht gelo¨scht und auch ihre Attribute active nicht gea¨ndert
– dieser Aspekt wird u¨ber ein internes Verfu¨gbarkeitsattribut nachgehalten.
Insgesamt verha¨lt sich die Klasse RecommenderConfiguration bei der Erzeugung
und Modifikation der Konfigurationsdatei also sehr defensiv. Eine offensivere oder
interaktivere Verhaltensweise kann durch das Programm umgesetzt werden, in wel-
ches das Empfehlungssystem eingebettet ist.
Datenbank. Das Objekt der Klasse RecommenderDatabase initialisiert bei sei-
ner Erzeugung zuna¨chst die Hibernate-Bibliothek, die, wie in Abschnitt 3.2.2 na¨her
ausgefu¨hrt, fu¨r das Laden der Daten aus der (persistenten) Datenbank in die (tempo-
ra¨ren) Strukturen des Datenmodells verantwortlich ist. Davon abgesehen erscho¨pft
sich der Aufgabenbereich des Objektes in der Verwaltung dreier Referenzen vom
Typ DatabaseManager.
Diese abstrakte Klasse besitzt konkrete Spezialisierungen fu¨r alle drei Bibliotheks-
typen (ServiceDatabaseManager, WorkflowDatabaseManager, OntologyDataba-
seManager), welche zum einen die Sitzungen fu¨r eventuell weitere notwendige Da-
tenbankzugriffe verwalten und zum anderen Methoden zur Aktualisierung des Da-
tenbestandes der jeweiligen Bibliothek bereitstellen. Die Verschiedenartigkeit der
einzubringenden Typen (im Falle der Service-Bibliothek sind dies etwa Service- und
Kategoriebeschreibungen, im Falle der Workflow-Bibliothek hingegen Workflowbe-
schreibungen) war der Anlass fu¨r die Aufteilung in die drei Unterklassen.6
Updates. Fu¨r die Durchfu¨hrung des eigentlichen Aktualisierungsprozesses greifen
die konkreten Spezialisierungen von DatabaseManager wiederum auf sogenannte
DatabaseUpdateManager zuru¨ck. Obwohl diese weitere Aufteilung angesichts des
geringen Funktionsumfanges der nutzenden Klasse DatabaseManager zuna¨chst un-
verha¨ltnisma¨ßig erscheinen mag, liegt ihr letztlich doch eine konkrete Motivation
zugrunde: Sowohl die Typen mit Oberklasse DatabaseManager als auch jene mit
Oberklasse DatabaseUpdateManager erweitern na¨mlich die von der Java-API ange-
botene Thread-Klasse und ko¨nnen daher nebenla¨ufig eingesetzt werden. Die parallele
Ausfu¨hrung geschieht dabei in zwei Ebenen, wobei jene Typen die erste bilden und
letztere Typen die zweite.
Die Nebenla¨ufigkeit ist aus praktischer Sicht ein wesentlicher Faktor zur Beschleu-
nigung des Update-Prozesses. Genau genommen ist von der parallelen Ausfu¨hrung
5Eine Benutzerschnittstelle sollte deshalb vor erstmaliger Nutzung des Empfehlungssystems
auf die Notwendigkeit der Konfiguration hinweisen. Andernfalls wird stets eine leere Empfehlung
erzeugt.
6Die bibliotheksunabha¨ngige Sitzungsverwaltung hingegen ist in der abstrakten Oberklasse Da-
tabaseManager implementiert.
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der Threads nicht die Aktualisierung der Datenbank (das eigentliche Update) betrof-
fen, sondern die ihm vorhergehende Phase des Datenimports. Fu¨r die Durchfu¨hrung
des Updates wird auf die Beendigung aller Import-Threads gewartet, da fu¨r die
Gesamtheit der durch sie gesammelten Daten die Datenbank-Controller Unifizie-
rungsprozesse ausfu¨hren sollen (vgl. Abschnitt 3.1.3).7
An einem Beispiel-Update soll die Vorgehensweise der DatabaseManager, Databa-
seUpdateManager und der betroffenen Importmodule demonstriert werden. Ange-
nommen wird dabei, dass die folgenden Importmodule im aktuellen Profil als aktiv
markiert sind:
Name Typ
EMBOSS ServiceImportModule
BioCatalogue ServiceImportModule
MyExperiment WorkflowImportModule
Wird nun die Methode update() der Klasse RecommenderSystem aufgerufen, so er-
mittelt sie mithilfe von RecommenderConfiguration die aktuell aktivierten Import-
module und u¨bergibt diese an die Update-Methode ihrer Instanz von Recommender-
Database. Diese unterteilt die Importmodule gema¨ß ihrer Typen in drei Gruppen
und gibt diese an die entsprechenden Objekte vom Typ DatabaseManager weiter,
die zuletzt fu¨r jedes ihnen u¨bergebene Modul den Thread eines DatabaseUpdateMa-
nagers starten.
Schematisch ist dieser Ablauf (mit den konkreten Typen) in Abbildung 3.6 darge-
stellt:
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Abbildung 3.6: Beispiel-Update: Nebenla¨ufigkeit in der Importphase.
Nebenla¨ufigkeit ist in der Importphase also insgesamt auf drei Ebenen mo¨glich:
1. Fu¨r alle Bibliotheken kann der Import parallel durchgefu¨hrt werden. Dazu wird
jeweils eine Instanz des Typs ServiceDatabaseManager, WorkflowDatabase-
Manager und OntologyDatabaseManager ausgefu¨hrt.
7Beim gegenwa¨rtigen Stand der Implementierung ist der Aspekt tatsa¨chlich gar nicht mehr
ausschlaggebend, da in den Merge-Prozess auch die in der Bibliothek verzeichneten Datensa¨tze
einbezogen werden. Allerdings bedarf dieser Ansatz noch einer Modifikation, da andernfalls Daten-
sa¨tze, die aus den Quellen gelo¨scht wurden, niemals aus der lokalen Datenbank entfernt werden.
Die oben angestellte U¨berlegung ko¨nnte sich insofern in na¨chster Zeit wieder als relevant erweisen.
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2. In Abha¨ngigkeit von der Anzahl der zu aktualisierenden Module des jeweiligen
Typs werden zeitgleich Instanzen der Spezialisierungen von DatabaseUpda-
teManager erzeugt und mit dem Import fu¨r ein einziges Modul beauftragt.
In obigem Beispiel werden zwei Objekte vom Typ ServiceDatabaseUpdateMa-
nager erzeugt sowie eines vom Typ WorkflowDatabaseUpdateManager.
3. Letztlich ko¨nnen die Importmodule selbst auch mehrere Threads verwenden.8
Das serialisierte Hinzufu¨gen der Daten startet erst nach Beendigung aller Import-
Threads. Zuna¨chst wird die Service-, dann die Workflow- und zuletzt die Ontologie-
Bibliothek aktualisiert. Zum einen scheint eine Parallelisierung an dieser Stelle kei-
nen Effizienzgewinn mit sich zu bringen, sodass schon unter Beru¨cksichtigung der
prinzipiell ho¨heren Fehleranfa¨lligkeit von parallelen Programmen auf eine derartige
Umsetzung verzichtet wurde; zum anderen gibt es einseitige Abha¨ngigkeiten unter
den Bibliotheken, welche zumindest die Reihenfolge der Aktualisierung von Service-
und Workflowbibliothek festlegt.9
3.2.2 Datenbanken
In der Entwurfsphase des Projekts erkannte die Projektgruppe, dass der Umfang der
zu verarbeitenden Daten relativ groß ist. Scha¨tzungen ergaben zu diesem Zeitpunkt,
dass einige Tausend Services und Workflows gespeichert werden mu¨ssen. Es wurde
auch in Betracht gezogen, dass das Empfehlungssystem auf einem Server ausgefu¨hrt
werden kann und eine Workflowmanagementumgebung die Empfehlungen als An-
fragen an diesen Server sendet. Aus diesem Grund entschied sich die Projektgruppe
fu¨r die Verwendung einer Datenbank.
Bezu¨glich der verwendeten Datenbank wurde auf Flexibilita¨t geachtet. So sollte die
verwendete Datenbank nicht auf einen bestimmten Hersteller (z.B. Oracle) oder
eine bestimmte Implementierung (wie z.B. PostgreSQL) festgelegt werden. Die Pro-
grammiersprache Java und deren Klassenbibliotheken bieten dazu zuna¨chst eine gute
Basis.
JDBC
Durch die JDBC -Schnittstelle (Java Database Connectivity) kann prinzipiell jede
Datenbank angesprochen werden, fu¨r die es einen JDBC-Treiber gibt. Fu¨r die be-
kannten Datenbanken wie MySQL, PostgreSQL und Oracle ist so ein JDBC-Treiber
verfu¨gbar.
Wenn nur die JDBC-Schnittstelle ohne zusa¨tzliche Abstraktionsschichten zwischen
der Applikation und der Datenbank steht, mu¨ssen Anfragen an die Datenbank in
8Dies ist etwa fu¨r das Importmodul
”
BioCatalogue“ der Fall, vgl. Seite 61.
9Service-IDs in der Workflow-Bibliothek ko¨nnen mit
”
neuen“ Services der Service-Bibliothek
natu¨rlich erst dann assoziiert werden, wenn diese selbst in den Datenbestand aufgenommen wurden.
Auf die Details dieses Prozesses geht Abschnitt 3.1.3 ein.
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SQL (Structured Query Language) formuliert werden. Zwar wird SQL in einem ISO-
Standard[Iso] beschrieben und von den Herstellern der Datenbanken implementiert,
jedoch gibt es einige Hersteller-spezifische Besonderheiten zu beachten, was mit ei-
nem kleinen Beispiel einer Namenssuche ohne Unterscheidung zwischen Groß- und
Kleinschreibung verdeutlicht werden soll. In einer erdachten Telefonbuch-Tabelle
(siehe Tabelle 3.4) in einer Datenbank sollen mit der SQL-Abfrage aus Listing 3.1
zu einem gegebenen Suchwort die passenden Telefonnummern gesucht werden.
Tabelle 3.4: Die Tabelle address book
name phone
Alice 555-12345
Bob 555-54321
Listing 3.1: SQL-Anfrage zur Adressbuchsuche
SELECT ∗ FROM address book WHERE name LIKE ’ a l i c e ’ ;
Diese Anfrage ist problematisch. Bei Microsoft-Datenbanken ist es mo¨glich, das Ver-
halten bezu¨glich der Groß- und Kleinschreibung bei der Suche pro Tabelle einzustel-
len und somit ko¨nnte die Anfrage abha¨ngig von der Konfiguration funktionieren. Bei
der PostgreSQL hingegen muss statt LIKE der Operator ILIKE verwendet werden.
Es gibt noch viele weitere Inkompatibilita¨ten zwischen den Datenbanken, wie zum
Beispiel die reservierten Wo¨rter, die je nach Datenbank unterschiedlich sind. So
kann ein Bezeichner in der einen Datenbank gu¨ltig sein wa¨hrend er in einer anderen
Datenbank zum Problem wird. SQL ist also aus rein syntaktischer Sicht eine Art
kleinster gemeinsamer Nenner. Um die SQL-Anfrage aus dem Beispiel in Java zu
verwenden kann der Code aus Listing 3.2 verwendet werden.
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Listing 3.2: Beispiel: Adressbuchabfrage mit JDBC
Str ing s e a r c hS t r i ng = ” a l i c e ” ;
Connection connect ion = null ;
Resu l tSet r e s = null ;
PreparedStatement stmt = null ;
try {
connect ion = getConnect ion ( ) ;
try {
St r ing s q l = ”SELECT name , phone FROM ”
+ ”address book where lower ( name ) LIKE ? ; ” ;
stmt = connect ion . prepareStatement ( s q l ) ;
stmt . s e t S t r i n g (1 , ”lower ( ” + se a r ch S t r i n g + ”) ” ) ;
r e s = stmt . executeQuery ( ) ;
while ( r e s . next ( ) ) {
System . out . p r i n t l n ( ”Name : ” + r e s . g e t S t r i n g ( 1 ) ) ;
System . out . p r i n t l n ( ”Phone : ” + r e s . g e t S t r i n g ( 2 ) ) ;
}
} catch ( SQLException e1 ) {
handleException ( e1 ) ;
} f ina l ly {
c l o s e R e s u l t S e t ( r e s ) ;
c lo seStatement ( stmt ) ;
}
} catch ( SQLException e ) {
handleException ( e ) ;
} f ina l ly {
c lo seConnect ion ( connect ion ) ;
}
Hibernate
Wenn man nun an Stelle von JDBC das ORM-Framework (object-relational map-
ping, [Orm]) Hibernate[Hib] verwendet, la¨sst sich das Beispiel erheblich vereinfachen.
Die Tabelle address_book_ wird dabei durch die Klasse Entry repra¨sentiert. Umge-
kehrt wird die Klasse Entry auf die Tabelle address_book_ abgebildet, man spricht
von einer objektrelationalen Abbildung.
Diese Abbildung kann in Form einer XML-Datei bereitgestellt werden oder auch
durch sogenannte Annotationen an den Namen und Attributen der Klassen (im
Beispiel zu sehen). Jede Zeile in der Tabelle address_book_ wird durch eine Instanz
der Klasse Entry repra¨sentiert. Diese Instanz ha¨lt die Werte der Spalten in ihren
Attributen.
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Listing 3.3: Beispiel: Adressbuchabfrage mit Hibernate
@Entity
@Table (name=”address book ”)
public class Entry implements S e r i a l i z a b l e {
St r ing name ;
S t r ing phone ;
}
// . . .
C r i t e r i a c = s e s s i o n . c r e a t e C r i t e r i a ( Entry . class ) ;
c . add ( R e s t r i c t i o n s . i l i k e ( ”name ” , s e a r ch S t r i n g ) ;
L i s t r e s u l t s = c . l i s t ( ) ;
I t e r a t o r i = r e s u l t s . i t e r a t o r ( ) ;
while ( i . hasNext ( ) ) {
Entry entry = ( Entry ) i . next ( ) ;
System . out . p r i n t l n ( ”Name : ” + entry . getName ( ) ) ;
System . out . p r i n t l n ( ”Phone : ” + entry . getPhone ( ) ) ;
}
Hibernate verwendet JDBC, um Anfragen an die Datenbank zu stellen, ist also
eine Abstraktionsschicht zwischen Programmlogik und Datenbank. Einer der großen
Vorteile von JDBC, die Unabha¨ngigkeit von der verwendeten Datenbank, bleibt
erhalten. Die Datenbank wird einfach in einer Properties-Datei konfiguriert.
Hibernate ist in der Lage, Datenbank-Schemata selbst anzulegen und ggfs. zu ak-
tualisieren. Daru¨ber hinaus beseitigt Hibernate viele der zuvor beschriebenen Nach-
teile. So ko¨nnen Anfragen an die Datenbank in HQL (Hibernate Query Language)
oder auch programmiertechnisch (siehe Beispiel) gestellt werden. Dabei bedient sich
Hibernate sogenannter
”
Dialekte“ um Hibernate-Anfragen in Hersteller-spezifische
SQL-Anfragen zu u¨bersetzen. Dieses Beispiel kann nun problemlos auf jeder JDBC-
kompatiblen Datenbank ausgefu¨hrt werden. Wenn kompliziertere Beispiele konstru-
iert werden ko¨nnen allerdings auch bei Verwendung von Hibernate Komplikationen
auftreten.
Basierend auf diesem Hintergrund entschied die Projektgruppe, dass Hibernate als
Schnittstelle zur Datenbank verwendet werden soll. Die Datenbank kann nun je
nach Einsatzzweck gewa¨hlt werden. Wa¨hrend der Entwicklung kommt zuna¨chst die
HyperSQL-Datenbank zum Einsatz. Diese ha¨lt alle importierten Daten lediglich im
Arbeitsspeicher vor und speichert beim Schließen alle Anfragen die zum aktuellen
Zustand gefu¨hrt haben in einer Text-Datei ab.
EMF
Die Projektgruppe entschied außerdem, dass die zu programmierende Software und
insbesondere das Datenmodell mittels UML-Diagrammen oder in a¨hnlicher Form
modelliert werden soll. Zu diesem Zweck wurde auch EMF [Emf] na¨her untersucht.
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EMF ist ein Werkzeug zur Metamodellierung und zur Erzeugung von Quelltext aus
dem Metamodell. Dabei beschreibt ein Metamodell die Struktur eines Modells. Das
Datenmodell besteht aus Java-Klassen, welche den Aufbau von konkreten Services
oder Workflows beschreiben und Referenzen zwischen diesen Klassen. Das Metamo-
dell beschreibt hier die Struktur von Klassen und Referenzen. Dies ist im Falle von
EMF im Ecore-Metamodell realisiert.
A¨hnlich wie es in UML-Programmen u¨blich ist, bietet auch EMF einen graphischen
Editor zur Modellierung. Dieser basiert auf Eclipse und ist in den Eclipse Mode-
ling Tools, einem auf Modellierung spezialisiertem Paket von Eclipse enthalten. Im
Anschluss an die Modellierung kann das Modell in Form von Java-Quelltexten au-
tomatisch generiert werden. Dieses Datenmodell kann dann zur Laufzeit des Pro-
gramms Instanzen des Modells speichern. Es ist außerdem mo¨glich, ein XML-Schema
des Modells zu erstellen. Instanzen des Modells ko¨nnen dann in XML-Dokumenten
serialisiert werden, welche anhand des Schemas validiert werden.
Die Mo¨glichkeit, Instanzen eines Modells in XML-Dateien zu speichern, ist einerseits
u¨beraus praktisch, andererseits wurde zu Beginn die Speicherung der Daten in einer
relationalen Datenbank unter Verwendung des Hibernate-Frameworks vereinbart.
Teneo
Wie bereits zuvor angesprochen wurde, wird eine objektrelationale Abbildung beno¨-
tigt, wenn Java-Objekte mit Hilfe des Hibernate-Frameworks in einer relationalen
Datenbank gespeichert werden sollen. Bei der manuellen Erzeugung dieser Abbildung
ist es hilfreich, dass die Strukturen von Datenbanken und Java-Modellen a¨hnlich
sind. Dabei besteht die gro¨ßte A¨hnlichkeit zwischen Klassen und Tabellen. Wa¨h-
rend in Tabellen die Daten in Spalten abgelegt werden, halten Klassen die Daten
in Attributen. In beiden Fa¨llen du¨rfen die Daten aus unterschiedlichen Datentypen
bestehen.
Primitive (Java-)Datentypen ko¨nnen direkt als Spalten in Tabellen abgelegt werden.
Allerdings gibt es in relationalen Datenbanken das Konzept der zusammengesetzten
Datentypen nicht. Daher wird generell eine Tabelle pro Klasse beno¨tigt. Assoziatio-
nen zwischen Klassen ko¨nnen dann u¨ber Fremdschlu¨ssel, also einen Zeiger auf eine
bestimmte Zeile einer anderen Tabelle, abgebildet werden.
Da die Grundidee hinter dieser Abbildung leicht vermittelbar ist und es daru¨ber
hinaus eine einfache Bildungsvorschrift dafu¨r gibt, kann die Abbildung auch leicht
durch ein Programm erzeugt werden. Genau diese Aufgabe erfu¨llt Teneo, ein Eclipse-
Projekt welches zum Eclipse Modeling Framework geho¨rt. Teneo ist in der Lage, eine
objektrelationale Abbildung fu¨r die Nutzung mit Hibernate oder EclipseLink [Eclb]
zu erzeugen. Auf diese Weise ko¨nnen Elemente des Recommender-Datenmodells ein-
fach in die Datenbank gespeichert und auch wieder ausgelesen werden.
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3.2.3 Plug-ins
Um die Abha¨ngigkeit des Gesamtsystems von den einzelnen Datenquellen, aber
auch von den Bewertungsverfahren mo¨glichst gering zu halten und eine einfache
Erweiterbarkeit der Funktionalita¨t zu garantieren, wurde schon fru¨h in der Entwick-
lungsphase die Entscheidung getroffen, alle infrage kommenden Module als Plug-ins
umzusetzen und in das System einzubinden.10
Zuna¨chst wurden die bereits erwa¨hnten Importmodule und Algorithmen als solche
Komponenten identifiziert. Im Laufe der Umsetzung verschiedener Importmodule,
welche mitunter mehrere Dateiformate zugleich handhaben mussten, wurde jedoch
deutlich, dass auch die Parser fu¨r einzelne Formate als Plug-ins implementiert wer-
den sollten. Dieser Beschluss erho¨hte die Flexibilita¨t des Ansatzes noch einmal und
verringert in einigen Fa¨llen womo¨glich den Implementierungsaufwand fu¨r Autoren
neuer Importmodule, indem diese nun auf bereits zur Verfu¨gung stehende Parser
u¨ber eine einheitliche Schnittstelle zuru¨ckgreifen ko¨nnen – zumal wenn diese bereits
mit dem System geliefert wurden.
3.2.4 Importmodule
Importmodule sind Plug-ins, welche Daten aus Datenquellen auslesen und diese
in ein Datenbank-konformes Format u¨berfu¨hren. Diese werden in Importmodule fu¨r
Services, Workflows und Ontologien unterteilt. Na¨here Beschreibungen der einzelnen
Module ko¨nnen dem Abschnitt 3.3 entnommen werden.
3.2.5 Parser
Das Paket parser umfasst drei Typen von Parser-Schnittstellen. Dazu geho¨ren Par-
sertypen fu¨r die Dateiformate von Service- und Workflowbeschreibungen, aber auch
einer fu¨r die Auswertung von (hierarchischen) Kategoriestrukturen.
Alle Schnittstellen umfassen eine einzige Methode parse(), welche den Speicher-
ort der zu parsenden Dateien und (in den ersten beiden Fa¨llen) eine Referenz auf
das
”
anzureichernde“ Objekt u¨bergeben bekommt. Hingegen verzichtet die Schnitt-
stelle fu¨r Kategorie-Parser auf eine derartige Referenz und hat als Ru¨ckgabewert
stattdessen eine Liste von Objekten des Typs Category.
Dieser Unterschied ist darin begru¨ndet, dass die Daten fu¨r Kategorien aus einzelnen
Quellen stammen, wohingegen jene fu¨r Services und Workflows mitunter in mehreren
10Die Gruppe hat sich auch vor dem Hintergrund der Realita¨tsna¨he und ihrer Lernbegier zu
diesem Schritt entschlossen. Wa¨hrend die grundlegende Funktionsweise des Plug-in-Mechanismus
bekannt war, lagen konkrete praktische Erfahrungen damit bei den meisten Teilnehmern nicht vor.
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Quellen (unterschiedlicher Formate) ihren Ursprung haben,11 sodass dort tatsa¨ch-
lich nicht eine reine Erzeugung, sondern vielmehr eine
”
Anreicherung“ der Daten
stattfindet.
Die Autoren von Parsern sind deshalb – besonders in Hinblick auf Meta-Daten –
dazu aufgefordert, eventuell vorhandene Daten nicht zu u¨berschreiben.12
Nachfolgend sind alle fu¨nf der im Rahmen dieser Projektgruppe implementierten
Parser aufgelistet.
Service-Parser fu¨r ACD-Dateien (EMBOSS). Services des umfangreichen
EMBOSS-Programmpaketes (vgl. Abschnitt 2.2.1) werden durch Dateien im ACD-
Format13 (Ajax Command Definition) beschrieben.
Im strengen Sinne handelt es sich bei dem projekteigenen Parser fu¨r diese Dateien
eher um einen U¨bersetzer (Compiler). Der eigentliche Vorgang des Parsens wird
an eine externe Implementierung aus dem
”
Seahawk“-Projekt14 delegiert. Dessen
Ausgabe, die sich auf andere Datenstrukturen stu¨tzt, wird dann in Datenstrukturen
des Meta-Modells u¨bersetzt.
Workflow-Parser fu¨r RapidMiner. Workflows fu¨r die RapidMiner-Umgebung
werden im .xml-Format gespeichert. Sie bestehen aus drei verschiedenen Arten von
Komponenten mit den Namen Operator, Process und Connect. Prinzipiell sind bei
RapidMiner verschachtelte Workflows mo¨glich, allerdings wird diese Mo¨glichkeit in
der Praxis nur selten genutzt. So sind von den rund 200 RapidMiner-Workflows im
MyExperiment-Portal nur etwa 5% verschachtelte Workflows. Aus diesem Grund
wurde entschieden, verschachtelte Workflows fu¨r unser Projekt nicht weiter zu be-
ru¨cksichtigen und lediglich einfache Workflows zu parsen und zu importieren.
Ein simpler RapidMiner-Workflow besteht aus einer Operator-Komponente als Hu¨l-
le, die eine einzelne Process-Komponente entha¨lt, welche den Workflow darstellt.
In dem Process befinden sich Operator-Komponenten, welche die Services darstel-
len, und Connect-Komponenten, die den Verbindungen zwischen den einzelnen Ser-
vices entsprechen. Da Services verschiedene Ports als Ein- und Ausgang haben
ko¨nnen, werden diese in den Connect-Komponenten ebenfalls mit angegeben. Un-
ser Workflow-Parser fu¨r RapidMiner-Dateien besitzt fu¨r jede Art von Workflow-
Komponente eine eigene Parse-Methode, so dass der komplette Workflow erfolgreich
eingelesen werden kann.
11Dies trifft etwa auf das Importmodul fu¨r
”
MyExperiment“ zu, bei dem Meta-Informationen
(etwa Autorennamen, Beschreibung etc.) von der projekteigenen Webseite im HTML-Format gela-
den werden, wa¨hrend fu¨r die eigentlichen Workflow-Beschreibungen (Services und Verknu¨pfungen)
– in Abha¨ngigkeit von dem genutzten Format – verschiedene weitere Parser verwendet werden.
12Auch hier gibt das Importmodul fu¨r
”
MyExperiment“ Aufschluss: Wa¨hrend im XScufl-Format
Workflow-Beschreibungen auch mit den oben genannten Meta-Daten versehen sein ko¨nnen, ist dies
im T2Flow-Format nicht mo¨glich.
13Fu¨r eine Syntaxbeschreibung des ACD-Dateiformates siehe http://emboss.sourceforge.
net/developers/acd/syntax.html.
14Fu¨r weitere Informationen zu
”
Seahawk“ siehe http://moby.ucalgary.ca/seahawk/.
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Workflow-Parser fu¨r T2Flow. T2Flow ist das XML-basierte Wokflowformat,
das von der Toolsuite Taverna 2.x 15 benutzt wird. Ein in diesem Format abge-
speicherter Workflow besitzt mindestens einen Datenfluss (Abbildung 3.7 dataflow
[1..*]). Ein Datenfluss besteht aus beliebig vielen Services (Abbildung 3.7 proces-
sor [0..*]), die untereinander verbunden sein ko¨nnen (Abbildung 3.7 datalink
[0..*]). Eine Verbindung ist dabei durch genau eine Quelle (Abbildung 3.7 source)
und genau eine Senke (Abbildung 3.7 sink) ausgezeichnet. Ein Service verfu¨gt u¨ber
einen Namen (Abbildung 3.7 name), mo¨gliche Ein- und Ausga¨nge (Abbildung 3.7 in-
putPorts, outputPorts) und kann auf verschiedene Weisen Aufgaben (Abbildung
3.7 activities) erledigen.
Abbildung 3.7: Visualisierung des T2Flow Formats
Da T2Flow ein intern in Taverna 2.x eingesetztes Format ist, la¨sst sich nicht genau
aufza¨hlen, wie die Aufgaben eines Services definiert werden ko¨nnen. Eine mo¨gli-
15http://www.taverna.org.uk/documentation/taverna-2-x
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che Definition ist ein Verweis auf eine Web Services Description Language Res-
source. Dabei haldelt es sich um eine standardisierte16 Beschreibungssprache fu¨r
Services. Der Parser fu¨r T2Flow erkennt die Aufgaben eines Services durch einen
WSDL-Verweis, ein internes Skript oder eine Konstante. Falls eine solch definierte
Aufgabe erkannt wird, werden Felder ServiceMetaInfo.type und ServiceMetaIn-
fo.operation gema¨ß der Tabelle 3.5 gesetzt.
Erkannte Aufgabe ServiceMetaInfo.type ServiceMetaInfo.operation
WSDL-Verweis
”
wsdl“ Verweis auf die WSDL-Ressource
Internes Skript
”
script“ Inhalt des Skriptes
Konstante
”
value“ Konstante als Zeichenkette
Tabelle 3.5: ServiceMetaInfo-Format
Falls zusa¨tzlich zu einem WSDL-Verweis eine genaue Anfrage angegeben wird, so
wird diese unter ServiceMetaInfo.extraInfo als
”
operation: Inhalt der Anfrage“
gespeichert.
Workflow-Parser fu¨r XScufl. Dieser Parser fu¨r das XML-basierte Format XScufl
setzt nicht auf anderen Parsern auf, sondern extrahiert die Daten eigensta¨ndig aus
dem zum Dokument geho¨rigen Objektmodell (Document Object Model, DOM ).
Die verschiedenen Ebenen einer solchen Beschreibung (das Format gestattet die Spe-
zifikation von verschachtelten Workflows) werden ignoriert, da sie im Meta-Modell
nicht dargestellt werden ko¨nnen. Dies ist das Resultat einer ganz bewusst gefa¨llten
Entscheidung in der Entwurfsphase, vgl. hierzu Abschnitt Metamodell. Verknu¨p-
fungen u¨ber die Grenze zweier Ebenen hinweg werden zu den atomaren Start- oder
Endservices der betroffenen Teilworkflows
”
umgebogen“.
Beschreibungen im XScufl-Format umfassen ha¨ufig auch Angaben zu den Autoren
des Workflows sowie textuelle Beschreibungen desselben. Diese werden in den Attri-
buten des Workflow-Objektes jedoch nur dann abgespeichert, sofern sie nicht bereits
gesetzt sind.
Kategorien-Parser fu¨r XML-Beschreibungen. Implementiert wurde ebenfalls
ein Parser fu¨r hierarchische Beschreibungen von Kategoriestukturen in einem eigens
dafu¨r definierten XML-Format (die Schema-Definition liegt als Datei Categories.xsd
dem Projektverzeichnis dieses Parsers bei). Er wurde umgesetzt, damit das Import-
modul fu¨r EMBOSS die in der Syntaxbeschreibung fu¨r ACD-Dateien angegebene
Gruppenstruktur [Emb] aus einer leicht a¨nder- und erweiterbaren Datei einlesen
kann.
16http://www.w3.org/TR/wsdl
KAPITEL 3. ENTWURF UND IMPLEMENTIERUNG 59
3.2.6 Algorithmen
Algorithmen werden grundsa¨tzlich durch Plug-ins dargestellt. Dabei ist jedoch zu
beachten, dass Plug-ins gleich mehrere Algorithmen umfassen ko¨nnen. Jeder solche
Algorithmus wird durch eine eigene Klasse repra¨sentiert, welche die Schnittstelle Re-
commenderAlgorithm implementiert. U¨ber die Methoden initialize() und onUp-
date() werden dem Algorithmus vom Empfehlungssystem die aktuellen Referenzen
auf die Bibliotheken mitgeteilt – bei Start des Systems oder nach Durchfu¨hrung
einer Datenbankaktualisierung.
Am bedeutensten ist jedoch die Methode recommend(), deren Argumente den aktu-
ellen Nutzerkontext beschreiben und deren Ru¨ckgabe in einer (internen) Empfehlung
gema¨ß Abschnitt 3.1.2 besteht:
Listing 3.4: Beispiel: Kopf der recommend() Methode
Recommendation
recommend ( f ina l St r ing serv ice ID ,
f ina l St r ing port ,
f ina l Workflow workflow ) ;
Das Argument workflow beschreibt dabei den Workflow aus dem Editor. Durch
die beiden anderen Argumente kann die Empfehlung auf Nachfolger oder Vorga¨nger
eines bestimmten Services innerhalb dieses Workflows oder sogar auf die eines seiner
Ports eingeschra¨nkt werden.
Entwickler von Algorithmen mu¨ssen dabei beachten, dass eines oder mehrere dieser
Argument auf null gesetzt sein ko¨nnen. Im Falle der Argumente serviceID und
port bedeutet dies, dass entsprechende Einschra¨nkungen nicht gemacht werden sol-
len (allerdings sollte der Port nur dann spezifiziert werden, wenn dies auch auf die
Service-ID zutrifft). Ist ein konkreter Service nicht spezifiziert, so soll eine
”
globale“
Empfehlung ausgesprochen werden – gegebenenfalls in Abha¨ngigkeit vom Workflow.
Eine detailliertere U¨bersicht u¨ber die wa¨hrend des ersten Semesters dieser Projekt-
gruppe implementierten Algorithmen bietet Abschnitt 3.4.
60 3.3. IMPORTMODULE
3.3 Importmodule
Die zuvor genannten Daten mu¨ssen in die Datenbank importiert werden. Zu diesem
Zweck haben wir eine Struktur entwickelt, um die Daten entsprechend zu erfassen, zu
analysieren und zu verwalten. Diese Struktur hat als oberste Instanz das sogenannte
Importmodul. Grundlegend gibt es drei verschiedene Arten von Importmodulen,
welche alle Arten von Daten die fu¨r das Projekt gebraucht werden erfassen.
Die erste Art ist das Importmodul fu¨r Services. Dieses Importmodul versucht nur,
Services aus anderen Datenbanken zu erhalten und diese in der Datenbank zu
speichern. Im Vergleich zum ersten Modul ist die zweite Art der Importmodule
nur fu¨r die Workflows zusta¨ndig. Alle Importmodule verwenden Parser (siehe Ab-
schnitt 3.2.5). Diese Parser sind die Arbeitseinheiten, die Informationen aus den
erworbenen Daten extrahieren.
Fu¨r jeden Datentyp und fu¨r jedes System, das von uns als Datengrundlage ver-
wendet wurde, wurde ein separater Parser geschrieben. Die Parser fu¨r Services und
Workflows unterscheiden sich im Detail. Die inneren Vorga¨nge eines Parsers sind fu¨r
das Importmodul irrelevant. U¨ber das Importmodul erfolgt ein Aufruf der Funkti-
on parse() der Parserklassen und dadurch erha¨lt der Importer die Services oder
entsprechend Workflows, die es dann in die Datenbank schreibt.
Die dritte Art des Importmoduls ist das Importmodul fu¨r Ontologien. Dies ist prin-
zipiell sehr a¨hnlich zu den anderen beiden Techniken und wird im Folgenden weiter
beschrieben. Zuna¨chst wird die Arbeitsweise der Importmodule erla¨utert und in
Kontext mit dem Gesamtprojekt gebracht.
3.3.1 Importmodule fu¨r Services
Importmodule fu¨r Services sind Plug-ins, welche die vorhandenen Beschreibung-
en der Services (beispielsweise in Form einer Datei) parsen und in die Datenbank-
Objekte vom Typ Service u¨berfu¨hren. Fu¨r jedes Importmodul wird die Schnittstelle
ServiceImportModule implementiert. Diese umfasst zwei Methoden importSer-
vices() und importCategories(), die jeweils Listen von Service bzw. Category-
Objekten zuru¨ckgeben.
Gegenwa¨rtig wurden zwei Importmodule fu¨r Services implementiert und in das Pro-
jekt eingebunden: ein Importmodul fu¨r die EMBOSS-Toolsuite und ein Importmo-
dule fu¨r die Webseite BioCatalogue.
EMBOSS
Das Importmodul fu¨r EMBOSS [Emb] erzeugt eine Liste von Services aus den so-
genannten ACD-Dateien, die in der EMBOSS-Toolsuite enthalten sind. Die ACD-
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Dateien enthalten Informationen u¨ber die Parameter der einzelnen EMBOSS-Services.
Dazu geho¨ren: Name und Beschreibung des Services, die beno¨tigten und optionalen
Eingaben, Ausgaben und weitere optionale Parameter. Jede ACD-Datei besteht aus
einigen Sektionen, die durch die Schlu¨sselwo¨rter “section” und “endsection” begrenzt
sind. Der gesamte Diest sowie seine Parameter werden (wenn mo¨glich) in die EDAM-
Ontologie durch das Schlu¨sselwort “relation” eingeordnet. Einige Services enthalten
eine Zuordnung zu EMBOSS-Kategorien. Die Kategorien stellen eine Hierarchie von
Gruppen dar. Anhand der Kategorien ko¨nnen Services verschiedenen Gruppen zu-
geordnet werden.
Alle Dateien werden zuna¨chst heruntergeladen und in einem beliebigen Ordner ge-
speichert. Das Importmodul bekommt als Parameter einen Pfad zu diesem Ordner.
Jede dieser Dateien wird vom Parser verarbeitet und in das Objekt Service u¨ber-
fu¨hrt. Dabei werden die gleichen Parameter bzw. EDAM-Relationen auf gleiche Ob-
jekte abgebildet. Dadurch entha¨lt die Datenbank keine Redundanzen. Jeder Service
entha¨lt eine ID, die zum Verschmelzen mit Services aus anderen Quellen dient.
Das Parsen und Hinzufu¨gen von Kategorien kann einige Schwierigkeiten bereiten.
In den ACD-Dateien kommen Gruppen in Form von Pfaden im Hierarchie-Baum
vor. Die Gesamthierarchie wird mithilfe des Kategorien-Parsers erstellt (s. Abschnitt
Parser). Sie wird vom Importmodul u¨bernommen, sodass dem Service eine Kategorie
aus der definierten Taxonomie zugeordnet wird.
BioCatalogue
Ein anderes Importmodul fu¨r Services ist jenes fu¨r “BioCatalogue” [Bioa]. Dieses
Modul arbeitet im Gegensatz zum EMBOSS-Importmodul mit Daten die im Web
bereitgestellt werden. Um an diese Daten zu gelangen stellt BioCatalogue eine um-
fangreiche REST-API bereit. Die API bietet eine große Menge an Endpunkten,
welche die Daten zumeist als XML- und/oder JSON-File zuru¨ckliefern. Leider ist
die API-Dokumentation an dieser Stelle lu¨ckenhaft, so dass teilweise recht wichtige
Endpunkte nicht dokumentiert sind.
Fu¨r Informationen zu einzelnen Services steht der Endpunkt
”.../services/[id]/summary/”
bereit. Um alle Services von BioCatalogue in unsere Datenbank aufzunehmen, wird
u¨ber alle IDs dieses Endpunktes iteriert und die einzelnen Dateien werden ge-
parst. Hierzu wird die XML-Repra¨sentation verwendet. Die einzelnen Informationen
werden in ein Service-Objekt gekapselt und in dieser Form in die Datenbank ge-
schrieben. Diese Objekte enthalten neben grundlegenden Informationen wie Namen
und Beschreibung eine große Menge weiterer Informationen, die fu¨r die einzelnen
Empfehlungs-Algorithmen nu¨tzlich sind. Hierzu za¨hlen unter anderem die Anzahl
der Views oder auch von Nutzern angelegte Tags.
Zusa¨tzlich zum eigentlichen Import der Services wurde ein Import der Kategorien
der Services implementiert. Hierzu eignete sich der Endpunkt “/categories”. Die-
ser liefert die Top-Level-Kategorien der Services von BioCatalogue zuru¨ck. Zu jeder
dieser Top-Level-Kategorien wird außerdem eine Liste mit den Unterkategorien zu-
ru¨ckgegeben. Die Kategorien ko¨nnen wiederum per Endpunkt aufgerufen werden
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und bieten wieder eine Liste ihrer Unterkategorien. Durch sukzessives Aufrufen der
Endpunke konnte also ein vollsta¨ndiger Kategoriebaum aufgebaut und in der Da-
tenbank gespeichert werden.
Nach erstmaliger Implementierung des Service-Imports trat ein recht unerwartetes
Problem auf. Der Import aller Services vom BioCatalogue (weniger als 4000) dauerte
mehr als 2,5 Stunden. Nach ausfu¨hrlicher U¨berpru¨fung des Programmcodes stellte
sich heraus, dass sich dieses Problem auf die langen Reaktionszeiten des Webser-
vers von BioCatalogue zuru¨ckfu¨hren la¨sst. Um die Zeit fu¨r den Import zu verku¨rzen
wurden einige Vera¨nderungen am Programmcode vorgenommen. Die wesentlichste
Vera¨nderung bestand in der Nutzung von Multi-Threading beim Import der Ser-
vices.
3.3.2 Importmodul fu¨r Workflows
Das Importmodul fu¨r Workflows nutzt als Datengrundlage das Online-System “my-
Experiment”[Mye] zur Verfu¨gung. “myExperiment” hat keine Programmierschnitt-
stelle, die den direkten Zugriff auf Workflows ermo¨glicht, um diese direkt zu erfassen.
Aus diesem Grund war die Projektgruppe gezwungen, auf einem anderen Wege an
die no¨tigen Informationen zu kommen.
Zuna¨chst wurde das Verzeichnis mit allen Workflows aus“myExperiment”in Form ei-
ner XML-Datei heruntergeladen. In diesem Verzeichnis werden URLs zu allen Work-
flows wie z. B.
http://www.myexperiment.org/workflow.xml?id=4
aufgelistet. Das Importmodul liest die gespeicherte XML-Datei ein und bearbeitet
die aufgelisteten Workflows. Zusa¨tzlich zur URL werden die Informationen u¨ber
den Typ des Workflows verwendet, um den entsprechenden Parser zu starten. Die
Workflows unterscheiden sich im Format und zu jedem Format existiert ein Parser,
der aus dem formatierten Workflow die Instanz Workflow erstellt.
Nachdem alle Workflows einzeln ausgelesen worden sind und die Parser die Work-
flows in Services aufgeteilt haben, werden die Informationen in der Datenbank (siehe
Abschnitt 3.2.2) zur weiteren Verwendung gespeichert.
3.3.3 Importmodul fu¨r Ontologien
Das Importmodul fu¨r Ontologien nutzt den von “BioPortal”[Biob] zur Verfu¨gung
gestellten Webservice um an die Informationen zu gelangen. Der Webservice bietet
verschiedene REST-Endpunkte. Mit Hilfe dieser Endpunkte ist es mo¨glich Metain-
formationen u¨ber Ontologien sowie die Ontologien selber zu erhalten. Hierbei ist zu
beachten, dass die Metainformationen in Form einer XML-Datei und Ontologien in
Form einer OWL- oder oder OBO-Datei vorliegen. Bei den Ontologien werden aus-
schließlich die OWL-Dateien beachtet, da das zusa¨tzliche Parsen von OBO-Dateien
mit erheblichen Aufwand einher gegangen wa¨re.
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Damit der Webservice in vollem Umfang genutzt werden kann, muss sich die Ap-
plikation gegenu¨ber dem Webservice authentifizieren. Dazu wird ein sog. API-Key
verwendet, eine Zeichenkette, die kodierte Zugangsdaten entha¨lt. Dieser muss dem
Importmodul zur Verfu¨gung gestellt werden. Anschließend kann mithilfe des Webser-
vices auf beno¨tigte Informationen zugegriffen werden. Die Ontologien werden u¨ber
Identifikationsnummern (IDs) ausgewa¨hlt. Die IDs werden von BioPortal selber ver-
geben. Mithilfe dieser IDs kann das Importmodul alle Metainformationen und die
Ontologie selber laden. Das Importmodul u¨bernimmt in diesem Fall auch den Vor-
gang des Parsens. Hierbei werden die Metainformationen mithilfe des Java-internen
DOM-Parsers geparst wohingegen fu¨r die OWL-Dateien auf einen externen Parser
zuru¨ckgegriffen wird. Bei diesem Parser handelt es sich um die OWL-API [Owl].
Mithilfe dieser API ko¨nnen OWL-Dateien einfach geparst werden. In diesem spezi-
ellen Fall werden die beno¨tigten Informationen ausgelesen und als das vom Recom-
mender bereitgestellte Modell fu¨r Ontologien zuru¨ckgegeben. Das Speichern wird
entsprechend von einem Datenbankcontroller u¨bernommen.
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3.4 Algorithmen
Kommen wir jetzt zum Herzstu¨ck der Funktionsweise des Empfehlers selbst: In die-
sem Abschnitt werden die einzelnen Algorithmen vorgestellt, die dem von uns entwi-
ckelten Empfehlungssystem zum Zwecke der Generierung seiner Empfehlungen zur
Verfu¨gung stehen.
3.4.1 Association Rule Mining
Wie bereits in Kapitel 2.3.4 beschrieben, la¨sst sich Association Rule Mining an-
wenden, sobald ein beobachtetes Verhalten als eine Menge von Transaktionen, die
wiederum Mengen von Entita¨ten entsprechen, vorliegt. In dem gegebenen Kontext
liegt es nahe, Services als Entita¨ten zu betrachten und bereits vorhandene Work-
flows als Transaktionen. Der naive Ansatz, einen Workflow in eine Transaktion
umzuwandeln, besteht darin, den Workflow nur als Menge seiner Services anzu-
sehen und die Information der Verbindungen dazwischen zu vernachla¨ssigen. Aus
den beschriebenen Quellen fu¨r Workflows la¨sst sich mit dem naiven Ansatz eine
Transaktionen-Datenbank aufbauen und mit Hilfe der in Kapitel 2.3.4 vorgestellten
Mittel analysieren. Die zur Analyse beno¨tigten Parameter minimale Confidence und
minimaler Support sind dabei im Profil des Algorithmus einstellbar. Die auf diese
Weise aus vorhandenen Workflows entstandenen Assoziationsregeln haben die Form
{si1 , . . . , sin} → {so1 , . . . , som}. Eine solche Regel wird interpretiert als: wenn in ei-
nem Workflow Services si1 , . . . , sin vorkommen, dann ist es wahrscheinlich, dass in
ihm auch Services so1 , . . . , som vorkommen. Um eine Empfehlung abzugeben, wird
jede Regel auf ihre Anwendbarkeit im aktuellen Workflow u¨berpru¨ft und ggf. an-
gewandt, d.h. wenn im aktuellen Workflow Services si1 , . . . , sin vorkommen, dann
werden Services so1 , . . . , som empfohlen. Die Relevanz eines auf diese Weise empfoh-
lenen Services entspricht dabei der Confidence der dafu¨r angewandten Regel. Wenn
mehrere Regeln den gleichen Service empfehlen, dann entspricht die Relevanz dem
Maximum der Confidences der in Frage kommenden Regeln.
3.4.2 Feedback
Wie in Kapitel 2.3.3 beschrieben, kann mit Hilfe von Feedback seitens des Benut-
zers eine Empfehlung verbessert werden. Diesen Ansatz verfolgt der Feedback Re-
commender. Zuna¨chst erzeugt dieser eine vorla¨ufige Empfehlung basierend auf vor-
liegenden Service- und Workflowinformationen. Eine detaillierte Beschreibung der
Erzeugung einer vorla¨ufigen Empfehlung befindet sich im Abschnitt ‘Erzeugung vor-
la¨ufiger Empfehlung des Feedback Recommenders‘. Danach wird dem Benutzer die
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Mo¨glichkeit gegeben, die vorla¨ufige Empfehlung zu bewerten. So kann er vorla¨ufig
gewa¨hlte Services in Kategorien relevant, irrelevant oder keine Aussage einteilen
(siehe Abbildung 3.8).
Abbildung 3.8: Benutzer-Feedback
Mit Hilfe dieser Einteilung la¨sst sich die Empfehlung mittels Relevance Feedback
(Rocchio) (Kapitel 2.3.3 Algorithmus 2) verfeinern. Anschließend wird die verfei-
nerte Empfehlung ausgegeben. Die beno¨tigten Gewichte α, β, γ lassen sich im Profil
des Algorithmus einstellen. Das Feedback des Benutzers ist notwendig fu¨r die Aus-
fu¨hrung des Algorithmus. Da die Klasse RecommenderSystem keine Mo¨glichkeit der
notwendigen Benutzerinteraktion vorsieht, implementiert der Algorithmus selbst die
entsprechende Funktionalita¨t.
Erzeugung vorla¨ufiger Empfehlung des Feedback Recommenders
Der in Kapitel 2.3.3 vorgestellte Algorithmus 2 (Relevance Feedback (Rocchio))
schreibt weder vor, wie der zugrundeliegende Vektorraum aufgebaut werden soll,
noch wie eine vorla¨ufige Empfehlung zu erzeugen ist. Es wird nur verlangt, dass
sowohl die Anfrage, auf deren Grundlage eine vorla¨ufige Empfehlung erzeugt wird,
als auch die Menge empfehlbarer Services sich als Elemente eines Q-Vektorraums
darstellen lassen.
In der Implementierung wird als Q-Vektorraum der unendlich-dimensionale Vektor-
raum V = Q([a−z]+[0−9])∗ eingesetzt, wobei ([a − z] + [0 − 9])∗ der Menge beliebig
langer Zeichenketten u¨ber a bis z und 0 bis 9 entspricht.
Ein Service s mit der Beschreibung ds und Tags t1, . . . , ts wird auf folgende Weise
auf ein Element vs im Vektorraum V abgebildet:
Algorithmus 4 Abbildung von Services in V
Eingabe: Service s mit der Beschreibung ds und Tags t1, . . . , tn
1. Konkateniere ds mit durch Leerzeichen getrennten Tags t1, . . . , tn.
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2. Wandle Großbuchstaben in ds in Kleinbuchstaben um.
3. Ersetze in ds alle Zeichen, die keine Kleinbuchstaben oder Zahlen sind,
durch Leerzeichen.
4. Wandle ds in eine Multimenge d
′
s um, die genau diejenigen Zeichenketten
aus ([a− z] + [0− 9])∗ entha¨lt, die in d durch mindestens ein Leerzeichen
getrennt sind.
5. Entferne alle Zeichenketten aus d′s, die zwei oder weniger Zeichen enthal-
ten.
6. Ermittle zu jeder Zeichenkette z aus d′s ihre Relevanz rz ∈ Q mittels des
TF-IDF-Verfahrens (Algorithmus 1).
Ausgabe: Vektor vs = z 7→
{
rz falls z ∈ d′s
0 sonst
Ein Workflow w mit Services (s1, . . . , sm) wird auf
vw =
1
m
∗
m∑
i=1
vsi abgebildet.
Eine Anfrage q bestehend aus dem aktuellen Service s und dem aktuellen Workflow
w wird auf vq = vs + vw abgebildet.
Um eine vorla¨ufige Empfehlung abzugeben, wird die Nachbarschaft der abgebildeten
Anfrage vq betrachtet. Als Abstandsbegriff wird Cosinus-Similarity (siehe Definition
1) verwendet.
3.4.3 Syntaktischer Filter
Der syntaktische Filter betrachtet lediglich die Eingabe- und Ausgabeparameter der
Services. Ein Service wird genau dann empfohlen, wenn seine Eingabeparameter zu
der Ausgabe des letzten Services im aktuellen Workflow passen. Abbildung 3.9 zeigt,
dass der syntaktische Filter zum aktuellen Service mit Ausgabeparameter“sequence”
den Service mit Eingabe “sequence” als Empfehlung auswa¨hlt.
Falls der Ausgabe-Port des aktuellen Services unbekannt ist, werden alle Ausga-
beparameter untersucht. Es werden Services empfohlen, die zu mindestens einem
Ausgabe-Port passen. Wenn der Kontext-Service nicht bekannt ist (z.B. am Anfang
eines Workflows), werden alle Services empfohlen, da alle gleichermaßen syntaktisch
passen.
Der syntaktische Filter kann mithilfe der Option Filterungsart angepasst werden.
Beim strengen Filtern werden Parametertypen direkt miteinander verglichen (Ein-
gabetyp muss dem Ausgabetyp genau entsprechen). Bei der schwachen Filterung
wird jedem Parametertyp die Oberkategorie zugeordnet (“String“ und “Text“ wer-
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Abbildung 3.9: Funktionsweise des syntaktischen Filters.
den beispielsweise auf ”Text”abgebildet). Danach werden die Oberbegriffe miteinan-
der verglichen. Somit entsteht eine Taxonomie von Parametertypen, welche entweder
vom Nutzer stammt oder aus den importierten Ontologien entnommen werden kann.
3.4.4 TF-IDF
In Kapitel 2.3.3 wurde das mathematische Modell des TF-IDF-Verfahren vorgestellt.
Auf die Implementierung dieses Verfahrens wird in diesem Abschnitt eingegangen.
Das TD-IDF Verfahren basiert auf dem Vergleich von Texten. Es ist anzunehmen,
dass nahezu alle Services, die durch die unterschiedlichen Portale und Datenbanken
in unsere Datenbank eingepflegt worden sind, mit entsprechenden Beschreibungs-
texten versehen sind. Diese Texte dienen dem Benutzer als Information zu einem
Service und lassen sich als Datengrundlage fu¨r den TF-IDF Algorithmus nutzen.
Zuna¨chst werden dazu die Beschreibungen der Services von Stoppwo¨rtern befreit.
Das heißt Wo¨rter wie
”
and, if, when...“, die sehr ha¨ufig in der englischen Sprache
vorkommen, werden entfernt, da diese das Vorkommen relevanter Wo¨rter prozentual
verkleinern. Um die Texte fu¨r den Algorithmus zu optimieren, werden des Weite-
ren alle Buchstaben kleingeschrieben und alle Satz- sowie Sonderzeichen entfernt.
Nach diesem Schritt werden die Beschreibungstexte als Vektoren repra¨sentiert. Die
Eintra¨ge des Vektors eines Beschreibungstextes entsprechen den mittels des TF-
IDF-Verfahrens ermittelten Relevanzen der Worte im Beschreibungstext. Als Korpus
(Eingabe des TF-IDF-Verfahrens) wird die Menge der Beschreibungstexte verwen-
det. Zur Erzeugnung einer Empfehlung bezu¨glich eines Services, wird die Nachbar-
schaft (Kapitel 2.3.3) seines Beschreibungsvektors bestimmt. Als Maß der Relevanz
der empfohlenen Services wird die Cosinus-Similarity (Definition 1) verwendet.
3.4.5 Category Filter
Eine weitere Art eine Empfehlung zu geben ist die Empfehlung nach der Katego-
rie eines Services. Wie im Kapitel 3.1.1 beschrieben. haben Services eine Reihe von
Eigenschaften, die diese charakterisieren. Dazu geho¨ren eine Identifikationsnummer
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(kurz
”
Id“), eine Beschreibung und noch weitere Eigenschaften. Unter diesen Eigen-
schaften gibt es auch eine Zuteilung zu einer Kategorie. Kategorien sind hierarische
Unterteilungen des Fachgebietes in kleinere Unterthemen. In dem behandelten The-
mengebiet der Bioinforamtik sind als Beispiel die Kategorien
”
Sequenzanalyse“ oder
”
Chemoinformatik“ zu nennen. Bei der Entwicklung des
”
Category Filters“ wurden
die Kategorien als A¨hnlichkeitsmaß verwendet. Bei dem Algorithmus werden die Ka-
tegorien der verwendeten Service miteinander verglichen. Je mehr U¨berschneidungen
es zwischen den Kategorien gibt, desto wahrscheinlicher ist ein Zusammenhang zwi-
schen zwei Services. Dabei gilt, dass ein Service ho¨her bewertet wird, wenn zum Bei-
spiel zwei Kategorien u¨bereinstimmen anstatt von einer Kategorie. Der Algorithmus
u¨berpru¨ft die Kategorien eines Services und sucht nach Services die eine Schnitt-
menge zu den Kategorien des Ausgangsservices haben. Dabei wird eine Empfehlung
nach folgendem Maß gegeben.
Definition 8 Kategoriea¨hnlichkeitsmaß
Empfehlung:f(x)
Anzahl der Kategorien eines Service: NUM(x)
Anzahl der U¨bereinstimmenden Kategorien der Services A und B:
SUMNUM(A,B)
f(x) = 1/NUM(B)+SUMNUM (A,B))
max((1/NUM(B)+SUMNUM (A,B))
Die A¨hnlichkeit zweier Services wird u¨ber ein Stringmatching der Kategorien reali-
siert. Das Stringmatching ist bina¨r realisiert. Es gibt keine fast a¨hnlichen Services,
sondern es wird strikt getrennt. Das heißt entweder eine Kategorie stimmt u¨berein
oder nicht. Durch diese Vorgehensweise werden die Ergebnisse einer Recomman-
dation, sehr stark dezimiert. Dies soll garantieren, dass wirklich nur Services vor-
geschlagen werden, die einen Zusammenhang besitzen. Es ist durchaus realistisch,
dass zwei Services aus dem gleichen Themengebiet einen logischen Zusammenhang
in einem Workflow besitzen. Von dem anderen Standpunkt aus betrachtet, ist es
unwahrscheinlich, dass zwei Services aus verschiedenen Themengebieten bzw. Kate-
gorien einen sinnvollen und logischen Zusammenhang in einem Workflow finden. Die
Ergebnisse zur Gu¨te des Algorithmus auf den verwendeten Testdaten finden sich in
Kapitel 5.1.3 wieder.
3.4.6 Mutual Information
Die im Rahmen dieser Projektgruppe entwickelte Umsetzung eines Empfehlungs-
verfahrens, das auf dem Prinzip der
”
Mutual Information“ basiert, richtet sich grob
nach den in Abschnitt 2.3.3 angegebenen Definitionen, weicht aber in einigen Details
davon ab oder spezifiziert sie genauer.
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Eingabe
Von den drei dem Algorithmus u¨bergebenen Parametern (aktueller Service, Port
und Workflow-Kontext) wird nur von ersterem Gebrauch gemacht. Sollte die ID
des angegebenen Dienstes nicht in der Workflow-Datenbank verzeichnet sein, so
wird eine leere Empfehlung erzeugt. Andernfalls wird eine Empfehlung gema¨ß der
berechneten Verha¨ltnisseMI(i, j) zwischen dem aktuellen Dienst i und allen anderen
registrierten Diensten j erzeugt.
Als Empfehlung ergibt sich also eine Abbildung Ei : S ⇀ R+0 mit Ei(j) := MI(i, j).
Verha¨ltnis zur theoretischen Definition
In der Implementierung soll eine einzige Merkmalsauspra¨gung bestimmt werden,
welche mit der Wahrscheinlichkeit des gemeinsamen Auftretens zweier Dienste in-
nerhalb der Workflowgrenzen korreliert, sodass der im Theorie-Abschnitt angegebe-
ne Koeffizient (dessen Summe auf einen einzigen Summanden reduziert wird) außer
Acht gelassen werden kann. Stattdessen konzentriert sich diese Darstellung auf die
Berechnung des Maßes MI(i, j) fu¨r zwei Dienste i und j. Der Einfachheit halber ist
im Folgenden noch einmal die urspru¨ngliche Definition dieser Abbildung angegeben
(vgl. Seite 23):
MI(i, j) =
{
ld
(
p(i,j)
p(i)·p(j)
)
, falls i 6= j
1, sonst
Wahrscheinlichkeitsverteilung. Die dabei beteiligte Wahrscheinlichkeitsvertei-
lung p gibt fu¨r zwei Dienste i, j an, wie wahrscheinlich das gemeinsame Auftreten
beider Dienste innerhalb eines Workflows ist, wenn man die Gesamtheit aller Work-
flows betrachtet. Dieser Wert ist dann gerade p(i, j). Entsprechend ergibt sich die
Wahrscheinlichkeit fu¨r das Auftreten eines einzelnen Dienstes i (u¨ber der Menge
aller Workflows) im einfachsten Falle als Randwahrscheinlichkeit p(i).
Eine erste Abweichung von obiger Definition weist das implementierte Verfahren fu¨r
den Fall identischer Dienste (i = j) auf. Anstatt auf den Wert 1 abzubilden, bleibt
eine Empfehlung in diesem Fall ganz aus, da es im Regelfall nicht sinnvoll erscheint,
den Ausgangsservice als (unmittelbaren) Nachfolger vorzuschlagen.
Wa¨hrend die formale Definition in Hinsicht auf die Anzahl der Argumente keinen
Unterschied zwischen beiden Verteilungen macht, werden sie in der algorithmischen
Umsetzung durch zwei getrennte Datenstrukturen repra¨sentiert (als partielle Ab-
bildungen von (Paaren von) Service-IDs in die reellen Zahlen, genauer als Map mit
Wertebereich Double).
Caching. Bei erstmaligem Aufruf des Algorithmus und jeder Aktualisierung der Da-
tenbank durch das Empfehlungssystem werden diese Datenstrukturen neu berechnet
und im Dateisystem abgespeichert, sodass sie beim na¨chsten Start von dort gelesen
werden ko¨nnen und nicht ein weiteres Mal berechnet werden mu¨ssen.
Konfigurierbarkeit. Wa¨hrend die theoretische Definition symmetrisch in ihren Argu-
menten erscheint und sich die Wahrscheinlichkeitsverteilung p(i) wie oben erwa¨hnt
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als Randverteilung ergibt, ko¨nnen bei der Verwendung des Algorithmus durch An-
passung verschiedener Parameter (vgl. Tabelle 3.6) Abweichungen von diesem Ver-
halten erreicht werden.
Name Wertebereich Standardwert
maxPredecessorLevel {−1} ∪ N0 −1
maxSuccessorLevel {−1} ∪ N0 −1
distanceFactor (0; 1] ⊂ R 1,0
Tabelle 3.6: Konfigurierbare Parameter des Algorithmus
”
Mutual Information“
Sobald einer dieser Parameter vom jeweiligen Standardwert abweicht, ergibt sich
die Verteilung fu¨r einzelne Dienste nicht weiter als Randverteilung, da dann im
Allgemeinen fu¨r einige Dienste i ∈ S die nachstehende Ungleichung echt ist:
p(i) ≥
∑
j∈S
p(i, j).
Da die Berechnung der Verteilung p fu¨r einzelne Dienste auf kanonische Weise ge-
schieht und von der Festlegung der Parameter nicht betroffen ist, beschra¨nken sich
die weiteren Betrachtungen auf die Berechnung von p(i, j) fu¨r Paare von Service-IDs
und deren Abha¨ngigkeit von der Wahl der Parameter.
Die beiden Parameter maxPredecessorLevel und maxSuccessorLevel schra¨nken
den Suchraum innerhalb eines Workflows ein und zwar in Ru¨ckwa¨rts- bzw. Vor-
wa¨rtsrichtung. Diesem Ansatz liegt die Idee zugrunde, dass das gemeinsame Auftre-
ten zweier Dienste in einem Workflow bei gro¨ßerer Distanz (minimale Anzahl der
Datenflussverbindungen in der grafischen Repra¨sentation) mo¨glicherweise als uner-
heblich erachtet werden soll. Wird einer der Parameter auf den Wert −1 gesetzt, so
ist der Suchraum in der entsprechenden Richtung unbegrenzt, bei einem positiven
Wert ` werden ausgehend von Service i maximal Pfade der La¨nge ` verfolgt und bei
Angabe des Wertes 0 wird die Suche in der betroffenen Richtung u¨berhaupt nicht
durchgefu¨hrt, vgl. Abbildung 3.10.
Die Festlegung auf einen einen bestimmten positiven Wert mag aus Nutzersicht
schwierig, vielleicht gar wenig sinnvoll erscheinen. Als das wesentlichere Merkmal
wird vom Autor dieses Algorithmus stattdessen die Mo¨glichkeit zur Einschra¨nkung
der Suche in eine Richtung angesehen. Offensichtlich fu¨hrt das im Allgemeinen zu
einer in ihren Argumenten asymmetrischen Verteilung p(i, j).
Erweitert und verfeinert werden kann diese Idee durch Festlegung des Parameters
distanceFactor auf einen von der Standardkonfiguration abweichenden Wert. In
einem solchen Falle wird der Anteil des gemeinsamen Auftretens zweier Dienste
i, j innerhalb eines Workflows an der
”
Gesamt“-Wahrscheinlichkeit p(i, j) gema¨ß der
Entfernung zwischen ihnen vermindert. Diese Minderung ist exponentiell in der Di-
stanz, wobei die Basis gerade durch den Parameter distanceFactor gegeben ist.17
17Seinen Namen verdankt der Parameter distanceFactor dem Umstand, dass die Potenz einen
Faktor definiert, welcher mit dem fu¨r den aktuellen Workflow eigentlich ermittelten Wert multipli-
ziert wird.
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A
B
C
D
E F G
H
I
(a) Teilbeschra¨nkter Suchraum:
maxPredecessorLevel=0, ma-
xSuccessorLevel=−1
A
B
C
D
E F G
H
I
(b) Unbeschra¨nkter Suchraum:
maxPredecessorLevel=−1,
maxSuccessorLevel=−1
Abbildung 3.10: Suchra¨ume fu¨r den aktuellen Dienst E (der selbst nicht dazu geho¨rt)
in einem Beispielworkflow
Bei Wahl eines Parameterwertes von 1/2 ergibt sich bei einem Nachfolger u¨ber drei
Kanten (sofern dieser Teil des Suchraumes ist) also ein Faktor von (1/2)3−1 = 1/4.
Ein Beispiel dafu¨r ist der Dienst I in Abbildung 3.11. Fu¨r selbige Abbildung ist im
Folgenden die berechnete Empfehlung (als partielle Abbildung) fu¨r den gewa¨hlten
Parameterwert 1/2 in Tabellenform angegeben:
Service A C F G H I
Wertung 1/2 1 1 1/2 1/2 1/4
A
2
B
C
1
D
E F
1
G
2
H
2
I
3
Abbildung 3.11: Distanzen vom aktuellen Dienst E fu¨r markierte Dienste
Es erscheint natu¨rlich, solchen Diensten, die in der Workflow-Datenbank nah bei-
einanderliegen, eine ho¨here Bewertung zu erteilen als jenen, die weit voneinander
entfernt sind. Zu diesem Behufe kann der Parameterwert aus dem (offenen) Intervall
(0; 1) gewa¨hlt werden. Die ebenfalls gu¨ltige Wahl von 1 fu¨hrt offenbar zu keiner A¨n-
derung der Bewertung. Welche Werte dabei allerdings zu guten Resultaten fu¨hren,
bleibt zu evaluieren.
3.4.7 Kollaborative Algorithmen
In Erga¨nzung zu den inhaltsbasierten Algorithmen der vorangegangenen Abschnitte
wird nun auf kollaborative Algorithmen eingegangen, welche eine Empfehlung an-
hand rein statistischer Daten u¨ber Benutzer des Portals“BioCatalogue”erstellen. Bei
der kollaborativen Empfehlung wird auf die Nutzung der semantische Eigenschaften
von Services verzichtet, stattdessen werden Benutzerpra¨ferenzen und -bewertungen
untersucht.
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Order By Views
Dieser Algorithmus sortiert Services nach Anzahl der Klicks auf deren Beschreibun-
gen und wa¨hlt die Services aus, die von vielen Nutzern angeklickt werden. Dass viele
Nutzer einen bestimmten Dienst fu¨r ihre Workflows auswa¨hlen, deutet auf gute Qua-
lita¨t dieses Dienstes. Obwohl hier keine semantischen Informationen miteinbezogen
werden, kann dieser Algorithmus in Kombination mit einem semantischen Filter gu-
te Ergebnisse erzielen, denn semantisch passende Services werden nach Qualita¨t und
Beliebheit bei Nutzern sortiert.
Service User Association
Dieser Algorithmus basiert auf der Idee, dass Nutzer, die a¨hnliche Workflows erstel-
len, a¨hnliche Dienste wa¨hlen. Zu einem gegebenen Service werden Services empfoh-
len, welche von Nutzern mit a¨hnlichen Pra¨ferenzen ha¨ufig benutzt oder gut bewertet
wurden. Dies geschieht in zwei Schritten. Im ersten Schritt werden Nutzer ermittelt,
welche a¨hnliche Services benutzt haben. Danach werden alle Services durchgegangen
und fu¨r jeden Service wird die durchschnittliche Bewertung durch die ausgewa¨hlten
Nutzer berechnet. Wenn ein bestimmter Service von vielen der ausgewa¨hlten Nut-
zer gut bewertet bzw. favorisiert wird, entha¨lt dieser einen ho¨heren Gewicht in der
Empfehlung.
Die Informationen u¨ber explizite Nutzerbewertungen enthalten die Spalten “Rating”
und “Favourite”, Tabelle “Service”. Wenn der letzte Service im aktuellen Workflow
von keinem anderen Nutzer bewertet wurde, werden alle Services mit 1.0 bewertet
(alle Services werden empfohlen) In diesem Fall ko¨nnen andere Algorithmen und
Filter eine aussagekra¨ftige Bewertung ausgeben, wie zum Beispiel Workflow User
Association.
Workflow User Association
Dieser Algorithmus baut auf dem vorherigen Algorithmus auf. Als Eingabe wird der
Funktion recommend() der bisher aufgebaute Workflow u¨bergeben. Der Algorithmus
untersucht alle Services aus dem aktuellen Workflow und fu¨r jeden Service wird eine
Empfehlung mittels “Service User Association” erzeugt. Einzelne Empfehlung
werden aufsummiert und normalisiert (Bewertung zwischen 0 und 1).
Die Methode weist einen Vorteil gegenu¨ber dem vorherigen Verfahren auf: Die Be-
trachtung des gesamten Workflows erho¨ht die Wahrscheinlichkeit, dass Bewertungen
in der Datenbank gefunden werden ko¨nnen.
4 Integration
Nachdem im ersten Semester der Projektgruppe das Recommender-System fu¨r Ser-
vices zu einem wesentlichen Teil entworfen und implementiert worden war, sollte es
im zweiten Semester vor allem darum gehen, das entwickelte System in eine beste-
hende Workflowmanagementumgebung einzubinden.
In diesem Kapitel wird dieser Integrationsvorgang dokumentiert, wobei alle wichti-
gen Entscheidungen festgehalten und erla¨utert werden, die wa¨hrend der Bearbeitung
der Kernaufgaben getroffen wurden. Zu diesen Aufgaben za¨hlen insbesondere die
Wahl eines geeigneten Workfloweditors, sowie Entwurf und Implementierung einer
angemessenen grafischen Benutzeroberfla¨che fu¨r den Recommender.
Schließlich soll noch beschrieben werden, wie genau das Recommender-System aus
technischer Sicht in die gewa¨hlte Workflowmanagementumgebung integriert werden
konnte und welche Hindernisse bei diesem Vorgang zu u¨berwinden waren.
4.1 Wahl eines Workfloweditors
In diesem Abschnitt soll mit jABC die Workflowmanagementumgebung vorgestellt
werden, die von den Teilnehmern der Projektgruppe als Plattform fu¨r das entwickelte
Empfehlungssystem ausgewa¨hlt wurde. Dabei werden alle Features und Eigenheiten
des Tools erla¨utert, die fu¨r die Integration und die Ausfu¨hrung des Recommenders
relevant sind.
Zuna¨chst wird jedoch noch einmal die Alternative Eclipse4Bio diskutiert, die sich
letztlich bei unserer Auswahl nicht durchsetzen konnte. Nach Mo¨glichkeit wird hier-
bei kurz auf die konkreten Gru¨nde eingegangen, die gegen eine Entscheidung fu¨r
diesen Editor gesprochen haben.
4.1.1 Entscheidung gegen Eclipse4Bio
Urspru¨nglich war fu¨r die PG die Verwendung der Plattform Eclipse4Bio angedacht,
die Rahmen der PG 558 entwickelt worden war [55812]. Diese Plattform wurde
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dementsprechend fru¨h in der Planung beru¨cksichtigt, aber auch relativ fru¨h fu¨r die
weitere Verwendung ausgeschlossen. In diesem Abschnitt sollen die wesentlichen Ei-
genschaften von Eclipse4Bio vorgestellt und hinsichtlich unserer Anforderungen er-
la¨utert werden.
Bei der Software Eclipse4Bio handelt sich nicht nur um eine Management-, sondern
gleichzeitig auch um eine Ausfu¨hrungsumgebung fu¨r Workflows. Das bedeutet, dass
die Prozesse in der durch den Workflow spezifizierten Reihenfolge ausgefu¨hrt werden
ko¨nnen.
Eclipse4Bio war zuna¨chst als Zielplattform des von uns entwickelten Empfehlungs-
systems vorgesehen. Es schien eine logische Wahl zu sein, da unsere Projektgruppe
somit auf der Arbeit einer anderen Projektgruppe ha¨tte aufbauen ko¨nnen. Leider
hat sich schon wa¨hrend der Seminarphase herausgestellt, dass das Programm deut-
lich weniger ausgereift ist als entsprechende Alternativen wie jABC und Taverna,
wodurch sich die Bedienung zum Teil recht umsta¨ndlich gestaltet.
Die Dokumentation ist ebenfalls weniger ausfu¨hrlich gehalten, was neben der Nut-
zung auch eine mo¨gliche Erweiterung erschwert.
Weiterhin muss Eclipse4Bio immer als Java-Projekt innerhalb einer speziell kon-
figurierten Eclipse-Entwicklungsumgebung ausgefu¨hrt werden, da eine Standalone-
Fassung vor Abschluss des Projektes nicht mehr fertig gestellt werden konnte. Dies
stellt infrage, ob die Software jemals eine nennenswerte Nutzerzahl erreichen wird.
Eine Besonderheit von Eclipse4Bio ist die Mo¨glichkeit, Workflows sowohl textuell
als auch grafisch darstellen zu ko¨nnen, um dem Nutzer hier die Wahl der von ihm
bevorzugten Methode zu u¨berlassen. Diese Wahlmo¨glichkeit wurde insbesondere vor
dem Hintergrund realisiert, dass Bioinformatiker die Zielgruppe darstellen, da in
diesem Bereich mit Biologen und Informatikern Nutzer aufeinandertreffen, die mo¨g-
licherweise unterschiedliche Vorlieben besitzen.
Abbildung 4.1: Textueller und grafischer Editiermodus fu¨r Workflows in Eclipse4Bio
Sowohl fu¨r die Definition von Services in ausschließlich textueller Form, als auch
fu¨r die beiden genannten Varianten der Workflow-Definition wurden von der Pro-
jektgruppe Eclipse4Bio eigene Beschreibungssprachen entwickelt. Dieses Vorgehen
erweist sich jedoch in Bezug auf die Ziele der gegenwa¨rtigen Projektgruppe als pro-
blematisch, da beispielsweise die Services und Workflows der Plattformen BioCa-
talogue, EMBOSS und MyExperiment nicht in diesem Format vorliegen und daher
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zuna¨chst entsprechend angepasst werden mu¨ssten, um sie innerhalb von Eclipse4Bio
verwenden zu ko¨nnen.
Auch bei dem letztendlich gewa¨hlten jABC sind zwar derartige Anpassungen no¨-
tig, jedoch sind diese weniger gravierend, da wir bei jABC insbesondere auch auf
die mo¨gliche Aufu¨hrung der Workflows verzichten. Eine genauere Beschreibung der
Anpassungen folgt in Abschnitt 4.3.1.
Eclipse4Bio bietet somit auf der einen Seite weitergehende Funktionalita¨ten, als sie
fu¨r die von uns angedachte Erweiterung erforderlich wa¨ren, lo¨st auf der anderen
Seite die fu¨r uns relevanten Aufgaben auf eine umsta¨ndlichere Art und Weise –
insbesondere im Vergleich zu den Konkurrenzprodukten, welche außerdem von einer
gro¨ßeren Anzahl von Nutzern verwendet werden.
Abschließend betrachtet divergieren die Sta¨rken von Eclipse4Bio und die Anforde-
rungen der gegenwa¨rtigen Projektgruppe deutlicher als dies im Vergleich mit den
anderen Wahlmo¨glichkeiten jABC und Taverna der Fall ist.
4.1.2 Entscheidung fu¨r Java Application Building Center
Bei dem Java Application Buildung Center (jABC ) handelt es sich um ein modulares
Framework zur Modellierung von komplexen Software-Systemen. Letztere ko¨nnen
hierbei als Workflows in einer grafischen Benutzeroberfla¨che erstellt und bearbeitet
werden.
Im Folgenden werden einige interessante Aspekte der Software im Detail vorgestellt
und die Sta¨rken und Vorzu¨ge der Plattform, aufgrund derer sich die Projektgruppe
fu¨r jABC entschieden hat, hervorgehoben.
Benutzeroberfla¨che
Die Benutzerschnittstelle von jABC ist u¨bersichtlich und intuitiv versta¨ndlich auf-
gebaut. A¨hnlich wie bei anderen bekannten Programmen im Bereich der Software-
entwicklung, wie zum Beispiel Eclipse, ist die Arbeitsfla¨che in verschiedene Unter-
fenster aufgeteilt (vgl. Abbildung 4.2). Ganz oben befinden sich eine Toolbar und
ein Menu¨system, wodurch der Nutzer Standardfunktionen schnell auswa¨hlen kann.
Weiterhin ist zu erkennen, dass sich im Hauptbereich oben links der sogenannte Pro-
ject Explorer mit den beiden Tabs Projects und SIBs, mit dessen Hilfe man durch
die vorhandenen Daten und Ordnerstrukturen navigieren kann, befindet. Workflows
ko¨nnen dort per Doppelklick geo¨ffnet werden. Sie werden dann grafisch auf der rech-
ten Seite des Hauptbereiches im Fenster Graph Canvas dargestellt. Per Drag and
Drop ko¨nnen sie ebenfalls zur Bearbeitung in diesen Bereich gezogen werden.
Die dritte Komponente des Hauptfensters befindet sich unten links und wird Inspector-
Panel genannt. Hier ko¨nnen zum Beispiel verschiedene Informationen zu den im
Graphen aktuell selektierten Objekten abgefragt werden. Als Beispiele dienen hier
der SIB-Inspektor, welcher fu¨r das Bearbeiten der SIB-Eigenschaften vorhanden ist,
und der Graph-Inspektor, mit dessen Hilfe grundlegende Eigenschaften des Modells
(z. B. der Name) gea¨ndert werden ko¨nnen.
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Abbildung 4.2: jABC Benutzeroberfla¨che
Service Independent Building Blocks
Allgemein. Im Framework jABC werden Service-Entita¨ten als Service Indepen-
dent Building Blocks, (SIBs) bezeichnet. Dieser Begriff wurde vom Vorga¨nger ABC
(Agent Building Center) gepra¨gt. Jedoch ist der entscheidende Unterschied, dass
hier SIBs, im Gegensatz zum ABC, nicht u¨ber mehrere Dateien und Formate defi-
niert sind, sondern versucht wird, alle notwendigen Informationen und Definitionen
in einer Datei zusammenzufassen. Somit sind z. B. Inkonsistenzen durch fehlende
Dateien ausgeschlossen. In der Umgebung von jABC ist seitens der Entwickler die
Definition
”
Eine SIB-Komponente ist eine Java-Byteklasse, die mit der Anno-
tation @SIBClass gekennzeichnet ist“ [Nag, S. 42]
gela¨ufig. Damit der Zugriff auf die SIB gesichert ist, wird die Annotation @SIBClass
mit einer UID (Unique Identifier) versehen, so dass auch bei A¨nderungen der Klassen
oder Pakete die Referenz zwischen dem Modell und dem SIB aufrechterhalten bleibt.
Somit muss bei A¨nderungen in diesem Bereich keine Neureferenzierung stattfinden.
Die Sprachkonvention ist an die von Java angelehnt und kann dadurch leicht auf
diese abgebildet werden. Folgende Tabelle aus [Nag, S. 43] zeigt einen Ausschnitt
aus den Konventionen.
SIB Java-Klassen
Name Klassenname
Taxonomie Paket der Klasse
Parameter Felder der Klasse
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Durch die Nutzung der Sprache Java ko¨nnen viele javaspezifische Standardmecha-
nismen genutzt werden und es resultieren beispielsweise folgende Eigenschaften fu¨r
das Komponentenmodell:
• der Java-Compiler kann zur Erzeugung der SIBs genutzt werden;
• die Plattformunabha¨ngigkeit seitens Java wird weitergegeben;
• die Erweiterung der Funktionalita¨t durch Java-Bibliotheken ist mo¨glich.
Weiterhin ist die Anlehnung an Java dadurch zu erkennen, dass die SIBs in Paletten
gebu¨ndelt und in JAR-Dateien gespeichert werden.
Fu¨r wichtige Funktionen existiert im jABC ein sogenannter SIB-Container, der zur
Interaktion mit den SIB-Klassen vorgesehen ist. Diese werden z. B. dazu verwendet,
das Neuladen der SIBs zu realisieren. Einige dieser Funktionen sind das Scannen,
welches zum Parsen von Eigenschaften fu¨r die Identifikation der SIBs vorhanden ist,
der Refresh, welcher fu¨r das Neuladen nach A¨nderungen vorgesehen ist und viele
mehr. Auch die spa¨tere Objekterzeugung und die damit verbundene Struktur wird
durch diesen Container bereitgestellt. Ein solches Objekt hat vier feste Bestandteile.
Diese sind die oben definierte SIB-Klasse, der SIBClassWrapper, welcher Funktio-
nalita¨ten zur Aktualisierung der SIB-Parameter bereitstellt, die SIBBase, die der
Bereitstellung von Standardmethoden zur A¨nderung der SIB-Parameter dient und
der SIBProxy, eine Art Platzhalter fu¨r Situation, in denen der SIB nicht unterstu¨tzt
wird, sodass der Workflow dennoch erfolgreich geladen werden kann.
SIB Pattern. Von den Entwicklern des jABC wurde auch ein Entwurfsmuster
fu¨r die SIBs entwickelt, damit eine klare Struktur der SIB-Nutzung vorhanden ist.
Somit wird gewa¨hrleistet, dass Nutzer der SIBs ein gemeinsames Vokabular nutzen
und gleiches Versta¨ndnis vorweisen. Es sollte z. B. darauf geachtet werden, dass
die Klassen in keiner Abha¨ngigkeit zum Prozesseditor stehen. Das Muster besteht
aus Komponenten bzw. Schichten, welche in der folgenden Abbildung[Nag, S. 48]
dargestellt werden:
Abbildung 4.3: SIB-Adapter Entwurfsmuster
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• SIB : SIB-Klassen leiten alle Aufrufe durch die Schnittstellen an die Adapter-
schicht weiter.
• Adapter: Verbirgt technische Details und steht fu¨r den Aufruf durch ein oder
mehrere SIBs bereit. Hierbei kann es sich um beliebige Java-Adapter handeln,
welche schließlich Aufrufe an die Service-Schicht weiterleiten.
• Service: Es handelt sich hierbei um plattformunabha¨ngige Funktionalita¨ten
einer Software. Jede beliebige Java- Adapterklasse kann einen solchen Service
aufrufen.
Insgesamt wird sich damit eine Entkopplung der Service-Implementierung vom Kom-
ponentenmodell erreicht.
Erweiterbarkeit
Bei jABC ist das Konzept der Plug-ins, zur Erweiterung des Frameworks, vorhan-
den. Eine als Plug-in-Interface definierte Schnittstelle dient der Kommunikation zwi-
schen den Plug-ins und den SIBs. Bevor das Plug-in Methodenaufrufe durchfu¨hren
kann, muss sich das entsprechende Interface beim SIB-Container registrieren. Um
Fehlern bei nicht vorhandenen Methoden seitens der SIBs, die jedoch aufgerufen wer-
den, vorzubeugen, werden diese in den SIBs ausgefiltert. Das fu¨r die Zugiffssicherheit
auf die SIBs verantwortliche Objekt ist der bereits erwa¨hnte ProxySIB.
In jABC wird zwischen zwei Typen von Plug-ins unterschieden. Auf der einen Sei-
te gibt es die Semantik-Plug-ins, welche eigene Schnittstellen haben und entspre-
chend auch eigene Semantiken. Auf der anderen Seite stehen die Feature-Plug-ins.
Diese sind fu¨r die Erweiterung der Funktionalita¨t des jABC gedacht. Sie ko¨nnen
an allen Stellen im jABC eingesetzt werden. Dieses Mechanismus der Funktionali-
ta¨tserweiterung bedienten sich auch die Entwickler der Projektgruppe. Sie nutzten
diese Plug-in-Mo¨glichkeit, um ihren Recommender in das jABC zu integrieren [Nag,
S. 35f].
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4.2 Grafische Benutzeroberfla¨che
Damit das von uns entworfene Empfehlungssystem wie gewu¨nscht auch von Nicht-
Informatikern einfach und intuitiv bedient werden kann, wurde von der Projekt-
gruppe eine grafische Benutzeroberfla¨che (engl. graphical user interface, GUI ) dafu¨r
entwickelt. Neben der Anzeige der empfohlenen Services, welcher als weiterer Inspek-
tor im jABC Hauptfenster integriert wurde, ist ein Konfigurationsdialog wichtiger
Bestandteil dieser GUI. Die Anzeige stellt dem User die vorgeschlagenen Services
in einer Liste dar. Die Vorschla¨ge werden, der U¨bersichtlichkeit wegen, in Gruppen
von 7 Vorschla¨gen pro Seite dargestellt.
Der Konfigurationsdialog, welcher im folgenden Abschnitt na¨her erla¨utert wird, er-
laubt insbesondere Auswahl sowie Festlegung spezifischer Parameter der Importmo-
dule und Empfehlungsalgorithmen gebu¨ndelt zu Profilen. Der Dialog ist Teil des
Recommender-Module fu¨r jABC und kann durch das Untermenu¨ Profil konfigu-
rieren aufgerufen werden.
4.2.1 Konfigurationsdialog
Um das von unserer Projektgruppe entworfene Empfehlungssystem effektiv in der
jABC -Umgebung nutzen zu ko¨nnen, wurde mit Hilfe der Bibliotheken DesignGrid-
Layout und JFreeChart eine grafische Oberfla¨che erstellt. U¨ber diese sollte insbe-
sondere die Konfiguration der verschiedenen Importmodule und Empfehlungsalgo-
rithmen mo¨glich sein.
Mo¨glich ist im Dialog das Kopieren, Bearbeiten und Lo¨schen von Profilen. Die Kon-
figuration eines Profils umfasst die Gewichtung der einzelnen Algorithmen und die
Auswahl der zu nutzenden Importmodule. Zu diesem Zweck besteht der Dialog aus
zwei Teilen, na¨mlich dem Profil-Panel und dem Tab-Panel. Wa¨hrend im Profil-Panel
die angesprochenen Profile verwaltet werden ko¨nnen, dient das sogenannte Tab-
Panel der eigentlichen Konfiguration der einzelnen Plug-ins.
Bei der Entwicklung des Konfigurationsdialoges wurde sichergestellt, dass der Nutzer
um eine Besta¨tigung gebeten wird, wenn er beim Verlassen des Konfigurationsfens-
ters seine letzte A¨nderungen am aktuellen Profil noch nicht gespeichert hat. Auf
diese Weise soll die Benutzerfreundlichkeit der Oberfla¨che und letztendlich auch des
Gesamtsystems so weit wie mo¨glich optimiert werden.
Das Tab-Panel besteht aus einem Tab fu¨r die Importmodule und einem Tab fu¨r
die Algorithmen. Ein einzelnes Tab ist wiederum aufgeteilt in eine Listen- und eine
Detail-Ansicht. In der Listen-Ansicht werden die verfu¨gbaren Module vom jeweiligen
Typ (Importmodul oder Algorithmus) aufgelistet und in der Detailansicht kann man
sich die spezifischen Einstellungen fu¨r ein ausgewa¨hltes Modul anzeigen lassen und
bearbeiten.
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In der Listen-Ansicht ko¨nnen einzelne Module fu¨r das gewa¨hlte Profil auch komplett
deaktiviert werden. Bei den Algorithmen kann zudem eine Gewichtung vorgenom-
men werden, die der U¨bersichtlichkeit halber durch ein Sa¨ulendiagramm dargestellt
wird. Die Detail-Ansicht kann fu¨r jedes Plug-in unterschiedlich aussehen, um sich
auf die entsprechenden Gegebenheiten und die vorhandenen Parameter einzustellen.
Profile
Es wird mit Profilen gearbeitet, da es einem Nutzer mo¨glich sein sollte, mehrere
Profile anlegen zu ko¨nnen. Des Weiteren werden dem User die Mo¨glichkeiten des
Speicherns und Ladens von unterschiedlichen Konfigurationen angeboten. Als Il-
lustration fu¨r das Profil-Panel soll die Abbildung 4.4, welche das Neuanlegen eines
Profils darstellt, dienen. Das Dropdown-Menu¨ Vorlage ermo¨glicht, auf bereits an-
gelegte Profile und deren Einstellungen aufzubauen.
Abbildung 4.4: Neues Profil anlegen
Plug-ins
Der zweite Bestandteil des Konfigurationsdialoges ist das Tab-Panel, das zur Steue-
rung der Algorithmen und der Importmodule verwendet wird. Diese sind jeweils in
einem Tab organisiert. Ein einzelnes Tab ist wiederum aufgeteilt in eine Listen- und
eine Detailansicht.
In der Listenansicht werden die verfu¨gbaren Plug-ins aufgelistet. Sie ko¨nnen fu¨r
das gewa¨hlte Profil mit Hilfe der vorhandenen jeweiligen Checkboxen aktiviert oder
deaktiviert werden. Fu¨r die Benutzerfreundlichkeit ist ein Button vorhanden, der die
Ab- und Anwahl aller Importmodule bzw. Algorithmen durch einen Klick erlaubt.
In der Detailansicht werden die festen Eigenschaften – Name, Beschreibung und
Typ – eines Algorithmus (Abbildung 4.5(a)) oder Importmoduls (Abbildung 4.5(b))
angezeigt. Außerdem wird hier die Konfiguration der vera¨nderlichen Eigenschaften
vorgenommen, sodass der Benutzer die Funktionsweise der Module an seine Bedu¨rf-
nisse anpassen kann.
Bei der Umsetzung wurden die Detailansichten dynamisch in die GUI integriert, da
sie in den jeweiligen Modulen selbst implementiert sind.
Zu den Einstellungen der Algorithmen za¨hlt die Gewichtung. Das Einstellen der Ge-
wichte kann auf zwei unterschiedliche Arten vorgenommen werden: Zum einen durch
KAPITEL 4. INTEGRATION 81
Abbildung 4.5: Detailansicht fu¨r Importmodule und Algorithmen
Eingabe konkreter Zahlen und zum anderen durch Spinner neben dem Eingabefeld
(siehe Abbildung 4.6).
Abbildung 4.6: Detailansicht fu¨r die Algorithmengewichtungen
Im Folgenden werden einige Beispiele fu¨r GUI-Elemente und Dialoge vorgestellt.
Mutual Information Dieser Algorithmus hat die drei Parameter maximum num-
ber of predecessors, maximum number of successors und distance factor, die
jeweils einzeln innerhalb der Detailansicht eingestellt werden ko¨nnen. Diese
Einstellung erfolgt u¨ber Eingabe der Zahlwerte oder durch Klicks auf die
Pfeilbuttons, wodurch die Werte in den erlaubten Grenzen vergro¨ßert bzw.
verkleinert werden (vgl. Abbildung 4.7).
Association Rule Miner Der Algorithmus
”
Association Rule Miner“ beno¨tigt die
Eingabe zweier Parameter minimal confidence und minimal support. Mithilfe
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Abbildung 4.7: Detailansicht fu¨r den Algorithmus
”
Mutual Information“
dieser sucht er nach Assoziationsregeln. Die Einstellungsmo¨glichkeiten sind
analog zu denen von
”
Mutual Information“ (vgl. Abbildung 4.8).
Abbildung 4.8: Detailansicht fu¨r den Algorithmus
”
Association Rule Miner“
Importmodule fu¨r EMBOSS Dieses Importmodul beno¨tigt, im Gegensatz zu
den oben erwa¨hnten Algorithmen, ACD-Dateien damit es arbeiten kann. So
wurde es seitens der Entwickler mit einem Dateiauswahldialog versehen. Die-
ser kann in der Detailansicht durch den Klick auf den Button
”
Suche“ geo¨ffnet
werden und der Nutzer kann das entsprechende Verzeichnis mit ACD-Dateien
auswa¨hlen (vgl. Abbildungen 4.9 und ??).
Abbildung 4.9: Detailansicht des Importmoduls fu¨r EMBOSS
Speicherdialog Wenn noch nicht gespeichert wurde, o¨ffnet sich beim Schließen des
Konfigurationsdialoges eine Nachrichtenbox, welche darauf hinweist, dass die
A¨nderungen an der Konfiguration noch nicht gespeichert wurden. Nun hat der
Benutzer die Mo¨glichkeit zu speichern ohne den Dialog zu verlassen.
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4.2.2 Inspektor
Das jABC-Plug-in registriert wa¨hrend der Initialisierungsphase die Klasse Recom-
mendationList, welche die Schnittstelle Inspector implementiert und neben den
Inspektoren anderer Plug-ins in dem dafu¨r vorgesehenen Bereich eingebettet ist und
u¨ber einen Klick auf das zugeho¨rige Tab angezeigt werden kann.
Die Anzeige teilt sich vertikal in drei Bereiche auf: Titel, Empfehlungsliste und
Seitennavigation (vgl. Abbildung 4.10). Im Titel enthalten ist die Gesamtzahl der
empfohlenen Services. Die Navigationsleiste gibt die aktuelle sowie die maximale
Seitenzahl an und erlaubt einen direkten Wechsel zur ersten und letzten Seite sowie
zur unmittelbar vorhergehenden und nachfolgenden. Falls eine solche Mo¨glichkeit
sinnwidrig ist (etwa Navigation zum Anfang auf Seite eins), so sind entsprechende
Elemente deaktiviert.
Empfehlungen werden in Abha¨ngigkeit von den aktuell markierten SIBs im Workflow
berechnet. Allerdings fu¨hrt das Demarkieren jeglicher SIBs nicht zur A¨nderung der
bisherigen Empfehlungen, um die alte Empfehlung weiterhin verwenden zu ko¨nnen
und so die Nutzbarkeit des Plug-ins zu erho¨hen.
Abbildung 4.10: Empfehlungsinspektor im Inspektorenbereich
Die Empfehlungen werden seitenweise mit maximal sieben Eintra¨gen pro Seite in
einer Liste angeordnet. Jeder Eintrag ist links mit einem Icon versehen, welches die
Identifizierung des Servicetyps fu¨r den Benutzer erleichtern soll (Web-Services etwa
sind durch einen Globus repra¨sentiert, lokale Services durch einen Monitor, Skripte
durch ein Dateisymbol). Zusa¨tzlich sind die Icons mit entsprechenden Schriftzu¨gen
versehen, sodass der Benutzer sogar u¨ber verschiedene Web-Service-Typen infor-
miert wird (WSDL, SoapLab etc.).
Rechts neben dem Icon sind weitere verfu¨gbare Informationen zum Service ange-
geben, insbesondere in Fettdruck und bei erho¨hter Schriftgro¨ße der Servicename.
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Darunter befinden sich gegebenenfalls in schwarzer Kursivschrift Angaben zum Au-
tor sowie die Namen einiger zugeordneter Tags. Eine weitere Zeile darunter wird
in blauer Farbe der Anfang der Servicebeschreibung dargestellt. Alle Daten (auch
Servicenamen) sind fu¨r die Darstellung auf eine Maximalla¨nge begrenzt und werden
im Falle der U¨berschreitung geku¨rzt und die Auslassung durch
”
. . .“ gekennzeichnet,
sodass bei normaler Inspektorgro¨ße die Notwendigkeit eines horizontalen Scrollings
in der Liste vermieden wird.
(a) Tooltip mit Taginformationen (b) Tooltip mit Beschreibung
Abbildung 4.11: Tooltips mit Taginformationen bzw. Beschreibung
Tooltips. Jeder Listeneintrag ist zudem mit einem Tooltip versehen, welcher beim
Bewegen der Maus u¨ber das Feld angezeigt wird. Im Tooltip wird ebenfalls der
Typ angegeben, erga¨nzt durch eine URL zur Quelle. Außerdem findet sich dort eine
Auflistung zugeordneter Tags, wobei maximal zehn angezeigt werden, und die Be-
schreibung (maximal 20 Zeilen mit ho¨chstens 80 Zeichen pro Zeile), sofern vorhanden
(siehe Abbildung 4.11).
Auswahl. Durch einen Doppelklick auf den entsprechenden Listeneintrag kann der
zum Service geho¨rige SIB dem aktuellen Workflow hinzugefu¨gt werden. Die Posi-
tionierung dieser SIB ist abha¨ngig vom Kontext der Empfehlung: Ist lediglich ein
Service markiert, so wird der neue SIB um einige Pixel rechts unter ihr eingefu¨gt,
andernfalls in der oberen linken Ecke des Editorbereiches.
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4.3 Einbinden des Recommenders
In diesem Abschnitt werden verschiedene relevante Aspekte ero¨rtert, die bei der In-
tegration unseres Recommender-Systems in die Workflowumgebung von jABC zu
beachten waren. Hierzu za¨hlen zum Beispiel die Umwandlung der Services aus den
von uns verwendeten Datenquellen in SIBs und die sogenannte Datenflussrekon-
struktion. Mit OSGi wird außerdem eine Technologie angesprochen, welche nicht
erfolgreich in die Endversion des Recommender-Systems eingebunden werden konn-
te, deren Verwendung aber u¨ber einen la¨ngeren Zeitraum angestrebt wurde.
4.3.1 SIB-Generierung
Wie bereits beschrieben, werden Services in jABC durch SIBs repra¨sentiert. Diese
SIBs sind Java-Klassen mit der Annotation SIBClass und spezieller Struktur fu¨r
mo¨gliche Ein- und Ausgabeparameter.
SIB-Struktur. Zu jedem Service der Servicedatenbank des Recommender-Systems
wird genau eine Klasse mit der entsprechenden Annotation erzeugt, um diesen Ser-
vice als SIB zu repra¨sentieren. Dabei werden Informationen u¨ber den Service in der
Struktur der erzeugten Klasse gespeichert. Der Name der Klasse entspricht dem
Identifikator des Services, wobei Konventionen der Namensgebung fu¨r Klassen in
Java beru¨cksichtigt werden. Die Eingabeparameter werden als Attribute des Typs
ContextExpression und Ausgabeparameter als Attribute des Typs ContextKey
verwaltet, um die in Abschnitt 4.3.2 beschriebene Vorgehensweise der Datenflussre-
konstruktion zu ermo¨glichen.
Die Beschreibung des Services wird als HTML-Dokument in der durch jABC aufge-
rufene Methode getDocumentation() mit Parameter DocType.SIB gespeichert. Da-
bei werden Sonderzeichen in HTML-Quelltext umgewandelt, um mo¨gliche Quelltext-
Injektionen bei der SIB-Generierung zu vermeiden. Auf diese Weise kann die Be-
schreibung des Services auf einheitliche Weise durch jABC bei der Navigation durch
den SIB-Baum angezeigt werden.
Damit jede erzeugte Klasse spa¨ter einem Service zugeordnet werden kann, wird der
Identifikator des Services in der erzeugten Klasse gespeichert. Um die Datenflussre-
konstruktion zu vereinfachen, erweitert jede erzeugte Klasse die Klasse Abstract-
SIB. Da genau die erzeugten Klassen AbstractSIB erweitern, ist deren Identifizie-
rung durch die Instanz-Abfrage mo¨glich. Zusa¨tzlich bietet AbstractSIB mit der
Methode getServiceId() die Mo¨glichkeit wa¨hrend der Datenflussrekonstruktion
die urspru¨nglichen Services der Servicedatenbank zu referenzieren.
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Kompilation. Die Kompilierung der Klassen geschieht mit Hilfe des Java Develop-
ment Kits1 und wird bei jeder Aktualisierung der Servicedatenbank ausgefu¨hrt.
Dies macht eine Installation des Java Development Kits fu¨r die Ausfu¨hrung des
Recommender-Systems notwendig.
Es wurde versucht die Abha¨ngigkeit zum Java Development Kit zu umgehen, indem
die Byte Code Engineering Library2 zur Klassenerzeugung eingesetzt wurde. Diese
sollte zwar in der Lage sein SIBs zu erzeugen, jedoch aufgrund der hohen Komple-
xita¨t sowie der unzureichenden Dokumentation dieser Bibliothek fu¨hrte ihr Einsatz
zu keinem Erfolg.
Registrierung. Die kompilierten Klassen werden in einem Java-Archiv (JAR) gebu¨n-
delt und automatisch im aktuellen Projekt als benutzbare SIBs gema¨ß ihrem Pra¨fix
de.jabc.sib.pgsassd in der Baumstruktur registriert.
4.3.2 Datenflussrekonstruktion
Dieser Abschnitt beschreibt die Konvertierung von Kontrollflussgraphen, wie sie
durch die Worflowumgebung jABC gegebenen sind, in Datenflussgraphen, dem in
den genutzten Bioinformatik-Plattformen eingesetzten Modellierungskonzept fu¨r Work-
flows. Die Konvertierung erlaubt es, Workflowinformationen den Algorithmen zur
Verfu¨gung zu stellen, ohne eine parallel bestehende Datenstruktur verwalten zu mu¨s-
sen.
Kontrollflussgraphen
Ein Kontrollflussgraph G = (V,E, s) besteht aus einer Knotenmenge V , einer Men-
ge E gerichteter Kanten und einem Startknoten s ∈ V , wobei jeder Knoten t ∈ V
von s aus erreichbar sein muss.
Semantisch (im Kontext von Workflows) beschreibt ein Kontrollflussgraph die Aus-
fu¨hrungsreihenfolge von Services (Knoten des Kontrollflussgraphen). Bei der Ausfu¨h-
rung ko¨nnen Daten zwischen Services u¨ber globale Kontext-Variablen u¨bermittelt
werden, die ein Kontrollflussgraph per se nicht modelliert.
Datenflussgraphen
Ein Datenflussgraph G′ = (V ′, E ′) ist ein beliebiger gerichteter Graph, dessen Kan-
ten semantisch der Datenabha¨ngigkeit zwischen zwei Services entsprechen. Bei der
Ausfu¨hrung eines Datenflussgraphen kann ein Service ausgefu¨hrt werden, sobald alle
zu seiner Ausfu¨hrung beno¨tigten Daten bereitstehen.
Konvertierungsprobleme
1http://www.oracle.com/technetwork/java/javase/downloads/index.html
2http://commons.apache.org/proper/commons-bcel/
KAPITEL 4. INTEGRATION 87
Kanten im Datenflussgraphen entsprechen nicht den Kanten im Kontrollflussgra-
phen, sondern sind von Zugriffen auf Kontext-Variablen abha¨ngig. Im Allgemeinen
la¨sst sich ein Kontrollflussgraph nicht direkt in einen Datenflussgraph u¨bersetzen,
wie das in Abbildung 4.12 dargestellte Beispiel demonstriert. Dabei soll ein Ser-
vice die Variable x initialisieren bzw. inkrementieren und ein anderer Service eine
Eigenschaft dieser Variable auswerten und gegebenenfalls die Ausfu¨hrung stoppen.
Eine naive Beschreibung des Kontrollflussgraphen als Datenflussgraph, indem ledig-
lich Datenabha¨ngigkeiten beschrieben werden, fu¨hrt zu einem Problem. Wa¨hrend
der Kontrollflussgraph eine klare Ausfu¨hrungssemantik besitzt, ist die bei der nai-
ven U¨bersetzung entstehende zirkula¨re Datenabha¨ngigkeit im Datenflussgraph nicht
erlaubt. Kein Service innerhalb eines Kreises kann ausgefu¨hrt werden, bevor sein
Vorga¨nger Daten bereitgestellt hat.
if x undefiniert
then {x := 0}
else {x := x+ 1}
branch default
start
if x < 210
then {branch back}
else {stop}
default
back
(a) Kontrollflussgraph
increase
input
input < 210
xor stop
x
x
true
(b) Naive Beschreibung des Kontrollfluss-
graphen als Datenflussgraph
Abbildung 4.12: Beispiel fu¨r mo¨gliche Probleme bei der Konvertierung von Kontrollfluss-
zu Datenflussgraphen
Konvertierung
Im Folgenden wird die U¨bersetzung eines Kontrollflussgraphen (gegeben als Instanz
der Klasse SIBGraphModel) in einen Datenflussgraphen (Instanz der Klasse Work-
flow) beschrieben. Diese Konvertierung ist notwendig, damit alle Algorithmen, die
Workflows gema¨ß dem Metamodell als Datenflussgraphen auffassen, genu¨gend In-
formationen u¨ber den aktuellen Workflow bekommen. Einen weiteren Zweck besitzt
die Konvertierung nicht.
Die Knoten eines SIBGraphModels sind Instanzen der Klasse SIB. Der Datenfluss
zwischen einzelnen SIBs definiert sich u¨ber die Zuweisung entsprechender Parameter
der SIBs. Die Typen der relevanten SIB-Parameter sind ContextExpression und
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ContextKey. Ein Parameter vom Typ ContextKey definiert eine Kontext-Variable,
auf die schreibend zugegriffen werden kann. Ein Parameter vom Typ ContextEx-
pression definiert einen Ausdruck, der Kontext-Variablen und Konstanten verwen-
den kann, auf die lesend zugegriffen wird. Die Information dieser Parameter wird
verwendet, um den Datenfluss des Kontrollflussgraphen zu approximieren.
SIBs ko¨nnen in zwei Kategorien unterteilt werden:
1. SIBs, die Services aus der Servicedatenbank entsprechen;
2. andere SIBs.
In die erste Kategorie fallen alle Services, die vom SIB-Generator erstellt wurden
und als Instanzen der Klasse AbstractSIB eine vordefinierte Struktur besitzen. So
besitzt die SIB fu¨r jeden Eingabeparameter vom Typ type und Namen name des
entsprechenden Services in der Servicedatenbank einen Parameter mit dem Namen
in_type_name und dem Typ ContextExpression. Fu¨r jeden Ausgabeparameter
vom Typ type und Namen name des entsprechenden Services in der Servicedaten-
bank besitzt die SIB einen Parameter mit dem Namen out_type_name und dem
Typ ContextKey.
Die SIBs der ersten Kategorie werden unmittelbar durch ihre Entsprechung in der
Servicedatenbank als Knoten der Workflow-Instanz repra¨sentiert.
SIBs der zweiten Kategorie werden lediglich auf einen gleich benannten Knoten
abgebildet, ohne eine Entsprechung in der Servicedatenbank zu haben.
Die Approximation des Datenflusses findet durch die Verbindung derjenigen Service-
paare (s1, s2) statt, fu¨r die gilt:
• s1 hat einen Parameter vom Typen ContextKey mit dem Wert x;
• s2 hat einen Parameter vom Typen ContextExpression mit dem Wert ${α};
• α ist ein arithmetischer Ausdruck mit mindestens einem Vorkommen der Va-
riable x.
Falls der Wert eines Parameters des Typen ContextExpression leer ist oder ei-
ne Variable beinhaltet, die keinem Wert eines Parameters des Typen ContextKey
entspricht, so gilt der entsprechende Input des Services als unbelegt, anderenfalls
(insbesondere falls der Ausdruck nur aus Konstanten besteht) gilt der entsprechen-
de Input als belegt.
Da in der Workflowumgebung jABC vordefinierte SIBs die oben beschriebene Para-
metertypstruktur aufweisen, werden im auf diese Weise erzeugten Workflow sinnge-
ma¨ß Kanten zwischen Services aus der Servicedatenbank und anderen (unbekannten)
Services erstellt.
Die beschriebene Methodik liefert nur eine Approximation des Datenflusses, da z. B.
zwei aufeinanderfolgende Services, die in dieselbe Kontext-Variable schreiben, bei-
de als Quellen fu¨r Services gelten, die spa¨ter diese Kontext-Variable lesen. Der
schlimmste Fall ist eine Schleife mit n Services und nur einer Kontext-Variablen x,
wobei jeder Service x liest und schreibt. Die beschriebene Methode liefert in diesem
Fall einen vollsta¨ndigen Graphen mit n Knoten.
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4.3.3 OSGi
In diesem Abschnitt wird die OSGi -Technologie beschrieben, deren Verwendung
fu¨r unser Projekt im Laufe der Entwicklungsphase vorgesehen war. Außerdem wird
erla¨utert, warum dieses Vorhaben nicht abschließend umgesetzt werden konnte.
Grundlagen
Fu¨r die Erweiterung der Eclipse-Plattform steht Entwicklern der Mechanismus der
Plug-in-Entwicklung zur Verfu¨gung. Diese Eclipse-Plug-ins basieren auf OSGi -Bundles,
welche die Bausteine der Komponentenarchitektur bilden.
OSGi stand fru¨her fu¨r Open Service Gateway Initiative, welche von der OSGi-
Alliance [Osga], einem Industriekonsortium, spezifiziert wurde. Dieses wurde 1999
gegru¨ndet und besteht aus Unternehmen verschiedener Branchen, wie z. B. der Eclip-
se Foundation, Nokia, Siemens.
OSGi ist hardwareunabha¨ngig und stellt eine dynamische Softwarebasis dar. Es bie-
tet die Mo¨glichkeit der Etablierung und Verwaltung von Komponenten und Modulen
bzw. Bundles in Java Applikationen. Die dynamische Ausrichtung ermo¨glicht, dass
die Bundles und Services zur Laufzeit ausgetauscht, gelo¨scht oder neu hinzugefu¨gt
werden ko¨nnen. Auch eine Suchfunktion fu¨r die einzelnen Komponenten, welche im
weiteren Verlauf dieses Abschnitts na¨here Erla¨uterung findet, ist in die Plattform in-
tegriert. Jedoch sollte erwa¨hnt werden, dass durch OSGi nur die API spezifiziert und
eine Referenzimplementierung zur Verfu¨gung gestellt wird. Somit ist es alleine nicht
fu¨r den Produktiveinsatz gedacht, sondern stellt eine Vorlage fu¨r andere Software
dar. Eine bekannte Umsetzung von OSGi ist z. B. Equinox [Equ]. Dabei handelt
es sich um eine quelloffene Software, welche ein auf Java basierendes Framework
bereitstellt.
Die Basis von OSGi bildet das OSGi -Framework, welches eine Service Delivery Platt-
form auf Basis von Java darstellt. Es handelt sich dabei um einen Container bzw.
eine Laufzeitumgebung fu¨r die Bundles und Services. Es ist als Schichtenmodell spe-
zifiziert, wobei alle Schichten aufeinander aufbauen. Mithilfe der Schichten werden
die Funktionalita¨t in Java und der entsprechenden Java Virtual Machine erweitert
und die mo¨glichen Abha¨ngigkeitsproblematiken aufgelo¨st. Abbildung 4.13 [Osgb]
gibt die die einzelnen Schichten und ihr Verha¨ltnis untereinander wieder.
Bei dem Schichtenmodell stehen die Schichten Execution Environment, Modules, Life
Cycle, Services und die optionale Schicht Security im Fokus. Im Folgenden werden
die Schichten exemplarisch erla¨utert.
• Execution Environment: Das Konzept von OSGi soll die Ausfu¨hrbarkeit
und Kompatibilita¨t auf verschiedenen Java Plattformen sein. Dies wird er-
reicht, indem nur die Definition eines Repra¨sentanten, anstatt einer konkreten
Version der Laufzeitumgebung stattfindet. Dieser Repra¨sentant beschreibt le-
diglich, welche Klassen, Schnittstellen und Methoden vorhanden sein mu¨ssen.
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• Modules: Modules bildet die unterste logische Schicht in OSGi . Hier wer-
den die Komponenten (Bundles) definiert. Diese bestehen aus Java-Klassen
und beno¨tigen Ressourcen. Somit haben Bundles die Mo¨glichkeit, dass sie ein-
zeln installiert und genutzt werden ko¨nnen. Auch eine Datei MANIFEST.mf
ist vorhanden, damit Metadaten, fu¨r mo¨gliche Abha¨ngigkeiten zwischen den
Bundles, eingepflegt werden ko¨nnen. Jedoch mu¨ssen fu¨r die Sichtbarkeit der
Bundles untereinander, die jeweiligen Klassen in die Datei exportiert werden.
• Life Cycle: Die in Modules definierten Bundles ko¨nnen verschiedene Zusta¨nde
haben, welche Abbildung 4.14 [Osgc] illustriert.
Die einzelnen Zusta¨nde sind in der folgenden Tabelle zusammengefasst:
Zustand Erkla¨rung
starting Start des Bundles
active Bundle ist gestartet und la¨uft
stopping Bundle wird gestoppt
installed Bundle ist installiert
resolved Alle beno¨tigten Java Klassen verfu¨gbar.
Bundle ist fertig zum Starten oder wurde gerade beendet
uninstalled Bundle deinstalliert und kann nicht mehr
in einen anderen Status und genutzt werden
Ein mo¨glicher Ablauf eines Bundle-Lebenszyklus ist, dass das Bundle instal-
liert wird und daraufhin mo¨gliche Abha¨ngigkeiten aufgelo¨st werden. Somit
kann das Bundle starten und geht in den Zustand active u¨ber. Wenn es fertig
ist, geht es in den Zustand stop und daraufhin in resolved, wo es entweder
Abbildung 4.13: OSGi-Architektur Schichtenmodell
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Abbildung 4.14: Lebenszyklus eines Bundles
deinstalliert oder erneut gestartet werden kann. Die einzelnen Zusta¨nde wer-
den von einem Agenten (BundleContext) gesteuert. Dieser ist auch von außen
steuerbar, da er eine Schnittstelle zum Framework implementiert [Fur12].
• Services: Diese Schicht kann in zwei Unterpunkte unterteilt werden. Zum
einen die Standardservices und zum anderen die Registry. Bei den Standard-
services finden sich vordefinierte Lo¨sungen fu¨r verschiedene Bereiche, welche
direkt von den Bundles implementiert werden ko¨nnen. Hier kann als Beispiel
der HTTP-Service erwa¨hnt werden. Die Registry hingegen stellt eine Art Zen-
trale dar. Die Bundles benutzen diese, um Services anzumelden, sodass andere
Bundles diese nutzen ko¨nnen. Hierbei wird zentral ein Service-Java-Objekt in
einem Register angemeldet, welches nur zur Laufzeit besteht, wodurch sogar
zur Laufzeit, aufgrund von den mo¨glichen An- und Abmeldungen der Bund-
les, die Persistenz nicht gewa¨hrleistet werden kann. Um mit den angemeldeten
Services arbeiten zu ko¨nnen, sind folgende drei Mechanismen vorhanden:
Service Listener dienen der Verfolgung von A¨nderungen;
Service Tracker dient, basierend auf dem Service Listener, der Spezifikation
der Services u¨ber den Namen der Schnittstelle.
Declarative Service sind fu¨r die Beschreibung der Services in XML.
Wie schon bereits bei der Schicht Modules angedeutet wurde, ko¨nnen zwischen
den Bundles Abha¨ngigkeiten vorhanden sein. Diese sind teilweise schon durch
den Zweck des Bundle-Mechanismus bedingt. Wenn ein Plug-in zu groß wird,
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wird es in verschiedene Komponenten aufgeteilt. Somit entstehen Abha¨ngig-
keiten zwischen den Bundles. Es entsteht die Notwendigkeit, dass der Zugriff
geregelt werden muss, damit Ressourcen aufeinander zugreifen ko¨nnen. Dieser
wird durch das Im- und Exportieren von Bundles mit Hilfe des Java-Class-
Loading-Mechanismus erreicht. Die Funktionsweise wird hier abstrahiert und
stichpunktartig angefu¨hrt.
1. das Exportieren findet auf Ebene der Pakete statt;
2. MANIFEST.MF : Hinzufu¨gen einer Anweisung
Export-Package: org.test.myPackage;
3. Andere Plug-ins mu¨ssen myPackage entsprechend importieren.
Bei Exporten sind Versionen und Versionsbereiche mo¨glich, womit noch fein-
granularer spezifiziert werden kann. Wenn z. B. folgender Code
Import-Package: myPackage1; version="[1.0.0,1.5.0]"
in die Datei MANIFEST.mf eingefu¨gt wird, bedeutet dies, dass das Paket
myPackage1 nur in der Version gro¨ßer oder gleich 1.0.0 und kleiner als 1.5.0
verwendet werden kann.
Entscheidung der Projektgruppe gegen OSGi
Zusammenfassend la¨sst sich sagen, dass OSGi zur modularen Gestaltung der Plug-
ins gut gegeignet ist. Jedoch gab es in der Projektgruppe Probleme mit den Abha¨n-
gigkeiten, so dass die Software nicht innerhalb von jABC auf einem OSGi-Server
starten konnte. Die Ursachenforschung fu¨hrte zu neuen Ergebnissen und Umstruk-
turierungen, die im folgenden Abschnitt dargestellt werden.
Da das Recommender-System der Projektgruppe urspru¨nglich als Eclipse-Plug-in
konzipiert wurde, kam die Verwendung von OSGi fu¨r den Recommender als jABC -
Plug-in in Frage, denn da Eclipse ebenfalls OSGi nutzt, sind alle Eclipse-Plug-ins
auch OSGi -Bundles. Nun stellte sich das Problem, dass das vom Datenbank-Modul
verwendete Modelling Framework EMF mit OSGi (ohne Eclipse) inkompatibel ist.
Es wurde schnell erkannt, das eine Abha¨ngigkeit an Eclipse im OSGi-BundleActivator
existiert. Eine letzte Mo¨glichkeit wa¨re gewesen, das Eclipse Equinox OSGi -Framework
zu verwenden, da hier die Eclipse-Abha¨ngigkeiten vorhanden sind und EMF dann
funktionieren sollte. Jedoch erwiesen sich jegliche Bemu¨hungen der Projektgruppe
als vergeblich und es war nicht mo¨glich, das Vorhaben, das Equinox -Framework ohne
Eclipse zu starten und nur unsere Bundles zu installieren, umzusetzen.
Die Projektgruppe stand vor der Entscheidung, entweder das Modell zu vera¨ndern
und OSGi zu behalten oder aber OSGi durch einen anderen Mechanismus zu er-
setzen. Durch die EMF -Dokumentation war bekannt, dass EMF auch außerhalb
von Eclipse genutzt werden kann. Da die Abha¨ngigkeit zu Eclipse nur im OSGi-
BundleActivator existiert, ist eine Konfiguration komplett ohne OSGi mo¨glich. Da
das Datenmodell sehr umfangreich ist und fast alle anderen Module darauf aufbau-
en, wu¨rde das Ersetzen von EMF umfangreiche A¨nderungen mit sich bringen. Daher
wurde entschieden, eine Alternative fu¨r OSGi zu suchen.
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Da jedes OSGi -Bundle auch wieder nur eine JAR-Datei ist, welche um Metadaten
angereichert wurde, werden diese Metadaten als nicht vorhanden gesehen und die
JARs als normale JARs verwendet. Somit wird deren Inhalt (Klassen) zum Class-
path hinzugefu¨gt und das Plug-in dann manuell gestartet. Da jedoch der Recom-
mender bisher darauf ausgelegt ist, dass die Algorithmen und Import-Module als
Plug-ins vorhanden sind und die Projektgruppe diese Gegebenheit beibehalten woll-
te, bediente sie sich der Standardmechanismen aus Java. Mit dem ServiceLoader
entha¨lt Java ebenfalls einen Mechanismus, der fu¨r das Laden von Plug-ins genutzt
werden kann. Dazu werden Services (hier: Algorithmen und Module) durch Datei-
en in plugin.jar/META-INF/services/* exportiert. Diese tragen den Namen des-
jenigen Interfaces, dass sie implementieren. Im Recommender-Kern wird dann der
ServiceLoader aufgerufen und bekommt das Interface u¨bergeben. Dadurch werden
alle Klassen, die dieses Interface implementieren, solange sie auf dem Classpath lie-
gen, gefunden. Im Gegensatz zu OSGi -Bundles fehlt jetzt hier die eingeschra¨nkte
Sichtbarkeit, was jedoch keine weiteren Probleme bereitet.
Durch die mehrfache Umstrukturierung des Lademechanismus fu¨r die Plug-ins gibt
es nun Lademechanismen fu¨r Eclipse-Plugins, fu¨r OSGi -Bundles und fu¨r den Ja-
va ServiceLoader. Da das EMF -Projekt aus Gru¨nden der Ru¨ckwa¨rtskompatibilita¨t
das ursa¨chliche Problem nicht zu lo¨sen vermag, ist es unwahrscheinlich, dass der
Lademechanismus fu¨r OSGi -Plugins außerhalb von Eclipse genutzt werden kann.
Das Ziel der Projektgruppe, den Recommender in einer Plugin-Architektur umzu-
setzen, konnte daher zumindest teilweise erfu¨llt werden.
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5 Evaluation
Nach Abschluss der Implementierung sollte das Ergebnis dieser gewissenhaft evalu-
iert werden, so dass sichergestellt werden kann, dass die Software ihren Anspru¨chen
in Bereichen wie Korrektheit und Qualita¨t tatsa¨chlich entsprechend gerecht wird.
Der Ablauf dieser Evaluation soll in diesem Kapitel na¨her beschrieben werden.
5.1 Evaluation
Wie bei jedem gro¨ßeren Software-Projekt stellen das Testen und die Evaluation
des erzeugten Programmcodes wichtige Bestandteile des Entwicklungsvorgangs dar.
Hierbei gilt es, gleich mehrere Aspekte zu beachten. Zuna¨chst muss u¨berpru¨ft wer-
den, ob der Import der diversen Service-, Workflow- und Ontologie-Informationen
von den unterschiedlichen Portalen einwandfrei verla¨uft. Weiterhin sollten die einzel-
nen Algorithmen des Recommenders durch entsprechende Tests auf ihre Korrektheit
u¨berpru¨ft werden. Schließlich stellt sich die Frage nach der semantischen Qualita¨t
und Sinnhaftigkeit des Recommenders und seiner Empfehlungen im Hinblick auf
den Praxisbetrieb. Die Evaluation im Bezug auf diese einzelnen Bereiche soll in den
folgenden Unterabschnitten jeweils kurz dargelegt und beschrieben werden.
5.1.1 Datenbestand
Um einen Eindruck von der Praxistauglichkeit des Recommender-Systems zu erhal-
ten, ist – noch vor der Bewertung der Nu¨tzlichkeit der verschiedenen Algorithmen –
die Inspektion des Datenbankinhaltes unumga¨nglich. Nachfolgend sind einige Kenn-
daten aufgefu¨hrt, welche dem Leser einen ersten Eindruck vom Datenbestand nach
Verwendung der in der Projektgruppe implementierten Importmodule vermitteln
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sollen. Ausgenommen davon ist allerdings das Importmodul fu¨r die Quelle BioPor-
tal, da dieses fehlerhaft ist und keine Informationen beitra¨gt.1
Wann immer im Folgenden von zur Verfu¨gung stehenden oder spezifizierten Daten
die Rede ist, ist ein Attributwert gemeint, der ungleich null und auch ungleich dem
leeren Wort – im Falle des Datentyps String – ist. Genauer wurden, aufgrund des
großen Datenumfanges, nur einige Teile der Datenbank manuell auf ihre Sinnhaftig-
keit u¨berpru¨ft. Diese Stichproben haben im Laufe des Evaluationsprozesses mehrfach
auf Probleme, die zwischenzeitlich behoben wurden, aufmerksam gemacht.
Service-Bibliothek
Fu¨r den Import von Service- und Kategoriedaten wurde auf das Importmodul fu¨r die
EMBOSS -Programmbibliothek wie auch auf das Importmodul fu¨r das Internetportal
BioCatalogue zuru¨ckgegriffen.
Services. Insgesamt umfasst die Datenbank 5.109 Service-Beschreibungen. Davon
entstammen 316 dem EMBOSS -Paket, welche allesamt mit textuellen Beschreibun-
gen versehen sind. Weitere 2.181 Eintra¨ge wurden aus BioCatalogue importiert, je-
doch verfu¨gen 403 davon nicht u¨ber Beschreibungen.
Parameter. Alle nicht-internen Services besitzen zusammen 4.783 Parameter. Das
sind im Durchschnitt ungefa¨hr zwei ( 1,92), im Maximum 25. Dieser Mittelwert
erscheint zuna¨chst ungewo¨hnlich, resultiert jedoch daher, dass etliche Services ledig-
lich einen ein- oder ausgehenden Parameter besitzen (Konstanten leiten fixe Ausga-
ben an Nachfolger-Services weiter; Variablen nehmen Zwischen- oder Endergebnisse
auf). Das Verha¨ltnis zwischen Ein- und Ausgabeparametern ist mit 2.588 zu 2.195
relativ ausgeglichen.
Der weitaus ha¨ufigsten Parametertyp ist eine Zeichenkette (2.132). Das Recommender-
System unterscheidet dabei (aufgrund einer fehlenden Unifizierung) zwischen den
Typen string und xsd:string, die jeweils 1.154 bzw. 978 Mal vorkommen. Die
na¨chstha¨ufigeren Typen ko¨nnen Tabelle 5.1 entnommen werden.
Beziehungen. In der Bibliothek sind 795 Verknu¨pfungen von Services zu
”
Beziehun-
gen“ (repra¨sentiert durch die Klasse Relation) gespeichert. Sie alle stammen aus
dem Importmodul fu¨r das EMBOSS -Paket (was einem Mittelwert von 2,51 Rela-
tion-Instanzen pro Service entspricht).
Dabei sind 424 Beziehungen vom Typen topic, die restlichen 371 vom Typen ope-
ration. Die fu¨nf wichtigsten Beziehungsidentifikatoren sind mit der Anzahl ihrer
Vorkommen in Tabelle 5.2 aufgefu¨hrt.
Nutzerstatistiken. Die Informationen stammen lediglich aus dem BioCatalogue-Im-
portmodul. Die dort ermittelten Angaben beschra¨nken sich auf die Anzahl der re-
gistrierten Nutzer, welche eine bestimmte Service-Beschreibung betrachtet haben.
Im Mittel ergibt sich dabei ein Wert von ca. 520 Aufrufen, bei einem Minimalwert
von 16 und einem Maximalwert von 8.942 Aufrufen.
1Dieser Umstand ist nicht zu unterscha¨tzen, denn dieses Modul ist im Wesentlichen das einzige,
welches Ontologie-Informationen bereitstellen kann. In sehr beschra¨nktem Rahmen leistet dies
sonst nur das Importmodul fu¨r die EMBOSS-Bibliothek (vgl. 3.3.1).
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Tabelle 5.1: Ha¨ufigste Parametertypen
Typname Vorkommen
string 1154
xsd :string 978
outfile 176
boolean 152
seqall 109
sequence 57
retries 53
timeout 53
seqoutall 48
infile 46
integer 41
soapenc :string 40
run 37
Tabelle 5.2: Ha¨ufigste Typen fu¨r Beziehungen
ID Name Vorkommen
EDAM:0000091 Data handling 82
EDAM:0000090 Data retrieval 56
EDAM:0000220 Data file processing 31
EDAM:0000157 Sequence composition 28
EDAM:0000516 Data retrieval (database annotation) 25
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Tags. Auch die in der Datenbank registrierten Tags stammen allesamt aus dem Por-
tal BioCatalogue. Jeder Service ist im Durchschnitt mit 1,23 Tags annotiert (im
Maximum 24). Insgesamt werden die 885 verschiedenen Tags damit 6.282 Mal ge-
nutzt.
Kategorien. Ein Teil der 247 Kategorien wird vom EMBOSS -Importmodul u¨ber-
nommen. Dabei handelt es sich um 76 Kategorien, die in zwei Ebenen organisiert
sind – 20 davon bilden die oberste Ebene. Weitere 53 Top-Level-Kategorien stammen
von der BioCatalogue-Plattform.
Workflow-Bibliothek
Der Datenbestand der Workflow-Bibliothek ist aus dem Portal MyExperiment im-
portiert worden. Die Bibliothek umfasst insgesamt 1.483 Workflows, von denen alle
mit Namen, Quelle und Autorenangaben versehen sind. Der Großteil dieser Arbeits-
abla¨ufe ist im T2Flow -Format spezifiziert (921), die zweitmeisten im XML-Format
XScufl (338).
Service-IDs. In der gesamten Workflow-Bibliothek sind 14.345 Service-IDs verzeich-
net. Damit umfasst im Mittel jeder Workflow zwischen 9 und 10 Services ( 9,67).
Der gro¨ßte Workflow beinhaltet 243 Services.
Allerdings gibt sind nur rund die Ha¨lfte dieser Service-IDs (7.038) mit unterschiedli-
chen Namen versehen. Die Service-IDs, welche am ha¨ufigsten mehrfach in Workflows
auftreten, sind in Tabelle 5.3 angegeben.
Links. Erwartungsgema¨ß ist die Zahl der Links deutlich ho¨her (ha¨ufig sind zwei
Services gleich u¨ber mehrere Ports miteinander verbunden); sie bela¨uft sich in der
Bibliothek auf 18.114 (das entspricht etwa drei Links pro Service). Im Durchschnitt
Tabelle 5.3: Ha¨ufigste Service-IDs in Workflows
ID Vorkommen
Split string into string list by regular expression 105
Concatenate two strings 93
Beanshell 70
Merge String List to a String 70
regex value 62
Read Text File 55
Get Web Page from URL 50
Flatten List 46
checkStatus 41
Get Image From URL 35
Job params 33
regex 33
Input data 31
Write Text File 31
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weist ein einzelner Workflow 12 bis 13 Links auf ( 12,8). Das Maximum liegt hier
bei 596 Verknu¨pfungen.
Meta-Informationen. Allein das Importmodul fu¨r MyExperiment versteht drei ver-
schiedene Formate fu¨r Workflow-Beschreibungen. In solchen Beschreibungen wie-
derum ko¨nnen Services diverser Art referenziert werden, etwa WSDL-Schnittstellen
oder lokal definierte (Programmiersprachen-)Skripte.
Die ha¨ufigsten Typen ko¨nnen Tabelle 5.4 entnommen werden.
In Tabelle 5.5 ist der absolute und relative Anteil der Services, bei denen die Attri-
bute Servicetyp und -quelle und weitere spezifiziert sind, wiedergegeben.
Association Rule Mining im Kontext gegebener Datenquellen
Im Abschnitt 3.4.1 ist ein Recommender auf Basis des Association Rule Mining
dargestellt. Um eine sinnvolle Funktionalita¨t dieses Recommenders zu gewa¨hrleis-
ten, mu¨ssen die Datenquellen (Servicedatenbank siehe Abschnitt 2.2.1 und Work-
flowdatenbank siehe Abschnitt 2.2.2) einerseits groß genug sein, um eine gewisse
Aussagekraft zu garantieren, und andererseits in Bezug zueinander stehen, d.h. in
Workflows der Workflowdatenbank mu¨ssen Services der Servicedatenbank vorkom-
men. Im Kontext gegebener Datenquellen sind beide Anforderungen kaum erfu¨llt.
Die Workflowdatenbank entha¨lt ca. 1500 Workflows mit durchschnittlich 9 bis 10
Services pro Workflow. Da die Anzahl unterschiedlicher Services in Workflows der
gesamten Workflowdatenbank ca. 14000 ist, sind die Workflows untereinander ha¨ufig
disjunkt. Die Disjunktheit der Workflows spricht fu¨r eine nicht ausreichende Gro¨ße
der Datenbasis und macht Methoden des Association Rule Mining schwierig. Um die-
ses Problem in den Griff zu bekommen, mu¨ssen die Parameter des Association Rule
Mining Recommender sensibel genug eingestellt werden. Darunter leidet unmittel-
bar die Qualita¨t der Empfehlung, da die Sensibilita¨t der Parameter die Entdeckung
irrelevanter Zusammenha¨nge begu¨nstigt.
Daru¨ber hinaus ergibt sich eine weitere Problematik. Die Mehrheit der Services in
Workflows der Workflowdatenbank sind nicht in der Servicedatenbank enthalten, da
sie entweder Skripte oder Konstanten in den jeweiligen Workflows sind. Wenn diese
Services nicht fu¨r die Analyse verwendet werden wu¨rden, dann wa¨re die Datenbasis
zu klein, um Methoden des Association Rule Mining anzuwenden. Wenn diese Ser-
vices hingegen in der Analyse beru¨cksichtigt werden, dann werden gro¨ßtenteils nur
Zusammenha¨nge unter diesen Services aufgedeckt. Um mit diesem Problem fertig zu
Tabelle 5.4: Ha¨ufigste Servicetypen in Workflows
Typ Vorkommen
Skript 3676
Konstante 2676
WSDL 1722
Lokal 1142
SOAPLab 105
100 5.1. EVALUATION
Tabelle 5.5: Anteil spezifizierter Attribute der Meta-Informationen fu¨r Services
Attribut abs. Anteil rel. Anteil
Typ 9.321 65%
Quelle 13.153 92%
Operation 8.084 56%
Extra 1.105 8%
werden, werden solche Services in die Servicedatenbank aufgenommen und ko¨nnen
deshalb auch empfohlen werden.
5.1.2 Korrektheitstests
Die Entwickler der einzelnen Algorithmen, Parser und Importmodule haben die kor-
rekte Funktionsweise ihrer jeweiligen Methoden mit Hilfe von diversen Tests u¨ber-
pru¨ft, fu¨r die teilweise eigene Klassen geschrieben wurden und die auch wa¨hrend
der Entwicklung zum Zwecke von Fehlersuche und Laufzeitanalyse verwendet wur-
den. Bei diesen Tests handelt es sich nicht ausschließlich um JUnit-Tests. Zum Teil
wurden aufgrund von Zeitgru¨nden auch einfache Testfa¨lle in simple Klassen imple-
mentiert und ein einzelner Durchlauf dieser genu¨gte um zu pru¨fen, ob das Ergeb-
nis dem zu erwarteten Wert entspricht. Auch wenn viel Wert darauf gelegt wurde
JUnit-Tests zu verwenden war dies aufgrund der Komplexita¨t mancher Methoden
nicht immer mit dem Aufwand zu vereinbaren.
Beim Testen wurde zum Teil auf die sogenannte Bottom-Up-Methode zuru¨ckge-
griffen. Dies bedeutet, dass die einzelnen Unterkomponenten des Gesamtsystems
zuna¨chst jeweils einzeln einer U¨berpru¨fung unterzogen wurden. Durch dieses Vor-
gehen sollte sichergestellt werden, dass alle Komponenten des Systems unabha¨ngig
voneinander funktionieren. Erst im Anschluss darauf wu¨rde dann auf die na¨chste
Hierarchie-Ebene gewechselt werden und auch die Interaktion zwischen zwei oder
mehr Komponenten mit getestet werden, was sich jedoch bei unserem konkreten
Projekt aufgrund von vielen Abha¨ngigkeiten im Systemkern nicht gerade einfach ge-
staltet. Daher hat sich auch ein direkter U¨bergang von den Komponententests zum
kompletten Systemtest angeboten.
Bei den Komponententests per JUnit haben sich die Tester zuna¨chst die einzelnen
Empfehlungsalgorithmen vorgenommen, da fu¨r diese zur gleichen Zeit auch schon
eine grafische Benutzeroberfla¨che (GUI) in Arbeit war. Es schien daher sinnvoll
die Recommender fru¨hstmo¨glich zu testen, da sich eventuell no¨tige A¨nderungen in
diesen auch auf die GUI-Entwicklung wu¨rde auswirken ko¨nnen. Tatsa¨chlich konnten
bei den JUnit-Tests noch einige Fehler und Probleme in verschiedenen Algorithmen
entdeckt werden, so dass sich diese Tests als voller Erfolg herausgestellt haben und
das Qualita¨t des Gesamtproduktes nachhaltig verbessern konnten.
Auch die bereits angesprochenen GUI-Elemente fu¨r die einzelnen Recommender wur-
den nach ihrer Fertigstellung wiederum Tests unterzogen, um ihre Funktionalita¨t zu
gewa¨hrleisten. Hierbei haben sich die GUI-Entwickler auch mit den Programmierern
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der jeweiligen Algorithmen ausgetauscht, um die Anforderungen an die einzelnen
Fenster noch besser verstehen zu ko¨nnen und somit durch vorbildliche Teamarbeit
die Benutzerfreundlichkeit der endgu¨ltigen Oberfla¨che noch weiter zu erho¨hen.
Nach dem Test der Recommender wurde mit der U¨berpru¨fung der einzelnen Import-
module fortgefahren. Hierbei galt es sicherzustellen, dass die Services bzw. Workflows
fehlerfrei und erfolgreich in die hauseigene Datenhaltung eingefu¨gt werden.
5.1.3 Algorithmen
Im Folgenden werden die implementierten Algorithmen anhand einiger Beispieler-
gebnisse auf der Basis des in Abschnitt 5.1.1 geschilderten Datenbestandes demons-
triert.
Association Rule Mining
Funktionsweise des Algorithmus. Der Association Rule Mining Algorithmus
empfiehlt auf Basis einer Menge von Services eine Menge anderer Services, indem
er Assoziationsregeln anwendet. Je sta¨rker die Assoziationsregel ist, desto ho¨her ist
die Relevanz der Elemente der empfohlenen Menge. Assoziationsregeln werden mit
in Kapitel 2.3.4 beschriebenen Methoden aus vorhandenen Workflows abgeleitet,
indem Workflows als Mengen von Services betrachtet werden.
Korrektheitstest. Die Grundlage fu¨r die stichprobenartige U¨berpru¨fung des Ver-
haltens des Recommenders bildete ein Workflow2 aus der myexperiment Bibliothek.
Dieser wurde als Menge benutzter Services aufgefasst. Vorher generierte Assozia-
tionsregeln wurden dann auf ihre Anwendbarkeit gepru¨ft und gegebenenfalls ange-
wandt. Die Relevanz der empfohlenen Services in Bezug auf den gegebenen Workflow
ist der ausschlaggebende Faktor fu¨r die Sinnhaftigkeit der Empfehlung. Der gegebene
Workflow heisst
”
EBI InterProScan“ und arbeitet mit XML-Dokumenten. Die emp-
fohlenen Services waren in der Evaluation auch XML verarbeitende Services. Selbst
ein Service isDone im Workflow, der oft zur Statusu¨berpru¨fung benutzt wird, wurde
erkannt und ein a¨hnlicher Service Success empfohlen.
Verhalten auf unserem Datenbestand. Der Datenbestand liefert leider keine
gute Basis fu¨r den Association Rule Mining Algorithmus. In Abschnitt 5.1.1 wurde
bereits erla¨utert, dass aufgrund der Disjunktheit vorliegender Workflows die Para-
meter der Empfehlungen nicht pra¨zise sind. Deswegen ist die eingestufte Relevanz
empfohlener Servies nahuzu immer maximal. Bei einer stichprobenartigen U¨berpru¨-
fung wurde beobachtet, dass mit maximaler Relevanz empfohlene Services auch zum
gegebenen Workflow semantisch passten.
2http://www.myexperiment.org/workflows/4.html
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Relevance Feedback
Funktionsweise des Algorithmus. Der Relevance Feedback Algorithmus ist ein
iterativer Algorithmus, der durch Feedback des Benutzers seine Empfehlung itera-
tiv verbessert. Zur initialien Empfehlung werden vorhandene Informationen u¨ber
Namen, Tags und Beschreibungen von Services verwendet, um die Nachbarschaft
des gegebenen Services zu bestimmen. Zusa¨tzlich beru¨cksichtigt der Algorithmus
Informationen der Services im Workflow, bezu¨glich dessen eine Empfehlung erzeugt
wird. Bei jeder Iteration bewertet der Benutzer empfohlene Services und beeinflusst
dadurch ihre Relevanz fu¨r die na¨chste Iteration. Da die Recommender-Schnittstelle
keinen Feedback spezifiziert, wird lediglich die initiale Empfehlung des Algorithmus
verwendet.
Korrektheitstest. Die stichprobenartige U¨berpru¨fung des Algorithmus wurde an-
hand des EMBOSS -Service diffseq3 durchgefu¨hrt. Hierzu wurde zum einen nur auf
Basis des Services und zum anderen im Kontext eines Workflows4 eine Empfehlung
erzeugt. Der Service diffseq findet die Gemeinsamkeiten und Unterschiede von
nahezu identischen Sequenzen.
Empfehlung zum Service. Die durch den Algorithmus vorgenommene Analyse
des Services diffseq ergab, dass Worte wie
”
compare“,
”
report“ und
”
similar“ re-
levant, wa¨hrend Worte wie
”
and“ und
”
two“ weniger relevant fu¨r den vorliegenden
Service sind. Die ersten Services der erzeugten Empfehlung sind:
BioCatalogue:PRECISService, EmbossACD:seealso, EmbossACD:showseq,
EmbossACD:merger, EmbossACD:showpep, EmbossACD:extractfeat,
BioCatalogue:OrgHub. Es fa¨llt auf, dass der erste empfohlene Service BioCata-
logue:PRECISService5 in seiner Beschreibung
”
Retrieves similar sequences and
creates a protein family report“ beinhaltet. Damit besitzt er eine semantische A¨hn-
lichkeit zu diffseq. Die Beschreibungen der anderen empfohlenen Services enthal-
ten meist Worte
”
features“ und
”
sequences“ oder
”
similar“. Bei einzelner Betrachtung
der Beschreibungen der emphohlenen Services fa¨llt positiv auf, dass der Algorithmus
semantisch a¨hnliche Services findet und dabei weder lange noch kurze Beschreibun-
gen bevorzugt. Wa¨hrend la¨ngere Beschreibungen mehr gemeinsame Worte mit der
Beschreibung des gegebenen Services haben ko¨nnen, ist die Relevanz dieser Worte
niedriger.
Empfehlung zum Service mit Workflow-Informationen. Falls zusa¨tzlich ein
Workflow zur Empfehlungsgrundlage hinzugefu¨gt wird, so werden die in ihm vor-
kommenden Services beru¨cksichtigt. Bei der Betrachtung der ersten Services der
Empfehlung bezu¨glich diffseq und des oben genannten Workflows fa¨llt auf, dass
die meisten nur bezu¨glich diffseq empfohlenen Services weiterhin empfohlen wer-
3http://emboss.sourceforge.net/apps/release/6.0/emboss/apps/diffseq.html
4http://www.myexperiment.org/workflows/754.html
5http://www.biocatalogue.org/services/2781
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den. Der relevanteste Service der Empfehlung ist BioCatalogue:Ensembl6. Dies ist
als positiv zu bewerten, da in dem vorliegenden Workflow mehrere mit BioCata-
logue:Ensembl verwandte Services benutzt werden.
Syntaktischer Filter
Funktionsweise des Filters. Der
”
Syntaktische Filter“ ist einer der intuitivsten
und effektivsten Filter des Recommenders. Wie an der Bezeichnung zu erkennen
generiert er weniger Empfehlungen auf Basis einer Vorauswahl als dass er Services
ausschließt, die ungeeignet sind. Die Eignung eines Services wird hier also rein syn-
taktisch u¨berpru¨ft, indem die Parameter-Typen u¨berpru¨ft werden. Services, deren
Parameter a¨quivalent zum angegebenen Service-Port-Paar sind, werden empfohlen,
andere gefiltert.
Ein Beispiel wa¨re der Service EmbossACD:descseq mit dem Parametertyp sequence,
auf dessen Auswahl hin eben alljene Services empfohlen wu¨rden, deren Ein- oder
Ausgabe-Parameter sequence Sequenzen sind.
Korrektheitstest. Der Korrektheitstest des Filters erfolgte durch die U¨berpru¨-
fung, ob die richtige Zahl von Empfehlungen generiert wurde. Fu¨r einen bestimmten
Parametertyp la¨sst sich leicht u¨berpru¨fen, wie viele Services in der Datenbank min-
destens einen Parameter haben, der den Typ sequence hat. Die Zahl dieser Services
la¨sst sich nun mit der Zahl der empfohlenen Services vergleichen, wenn der Algorith-
mus auf einem Service mit dem Parametertyp sequence getestet wird. Die Zahl der
Empfehlungen muss die Zahl der in der Datenbank vorhandenen Services genau um
eins unterschreiten, denn der verwendete Service selbst sollte nicht als sein eigener
Nachfolger empfohlen werden. Eine U¨berpru¨fung dieses Ergebnisses kann fu¨r alle
Parametertypen und Services erfolgen.
Verhalten auf dem Datenbestand. Das Verhalten des syntaktischen Filters
wurde auf 4783 Service-Port-Paaren u¨berpru¨ft. Dabei ergaben sich 4262 nicht-leere
Empfehlungsmengen, also Recommendations, die mindestens einen Service enthal-
ten. Damit kann fu¨r eine deutliche Mehrheit der Services ( 89%) eine Empfehlung
generiert werden; dennoch stellt sich natu¨rlich die Frage nach den u¨brigen Services
und der Ursache fu¨r fehlende Empfehlungen.
Untersuchung des Datenbestands bezu¨glich der Kriterien des Syntakti-
schen Filters. Um zu verstehen, wieso zu einigen Service/Parameter-Anfragen
keine Empfehlungen generiert werden kann, muss man sich die Verteilung der Para-
metertypen und ihre Verwendung in Services in der Datenbank ansehen.
Der Filter sollte einerseits mo¨glichst viele unpassende Services anhand ihrer Parame-
ter ausschließen ko¨nnen, andererseits aber eine gewisse Auswahl an gut passenden
Services pra¨sentieren. Dementsprechend wu¨rde man sich eine Verteilung der Para-
meter so wu¨nschen, dass jeweils zusammenha¨ngende Gruppen beschra¨nkter Gro¨ße
6http://www.biocatalogue.org/services/24
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durch diese gemeinsamen Parameter erkannt werden ko¨nnen. Dabei wu¨rde jeder Pa-
rameter von mehreren Services genutzt und logischerweise jeder von einem Service
verwendete Parameter auch in einem anderen Service gefunden.
In unseren Daten finden sich 575 Parametertypen, aber nur 72 davon werden in
mehr als einer Service-Definition erwa¨hnt. Diese ca. 500 nur einmal verwendeten
Parametertypen zeichnen sich gro¨ßtenteils dadurch aus, dass sie nicht-standardisiert
sind, wie zum Beispiel
”
tns1:ArrayOf xsd string“. Oftmals handelt es sich damit bei
den nur einzeln verwendeten Parametertypen um eine Kombination aus klassischen,
standardisierten Typen (wie eben String, Boolean,...), die nur von einem Service so
erkannt beziehungsweise bezeichnet wird. Da die Bezeichnungen relativ willku¨rlich
gewa¨hlt sein ko¨nnen, lassen sich auch eigentlich u¨bereinstimmende Typen (
”
Array of
Strings“,
”
StringArray“) nicht automatisch erkennen und zuordnen. Bei Typen wie
”
tns1:ArrayOf xsd string“ ist fu¨r den menschlichen Leser zwar zu erraten, dass es
sich wohl um ein Array von bestimmten Strings handelt, dies maschinell zu erfassen
und zu parsen ist allerdings schwierig; im Rahmen dieser Projektgurppe zumindest
unmo¨glich.
Ein weiteres Indiz fu¨r die Theorie der Abha¨ngigkeit von Standardisierung der Typen
ist, dass die am ha¨ufigsten (mehrfach) verwendeten Typen zu den
”
u¨blichen“ Ty-
pen der Informatik geho¨ren (Strings(1154 Erwa¨hnungen), File (276), Boolean (152))
oder den im weitesten Sinne ha¨ufigsten Untersuchungsgegenstand der Bioinformatik
bezeichnen (Seqall (109) und Sequence (57)).
Eine ha¨ufige Gemeinsamkeit derjenigen Services, die einander syntaktisch a¨hneln,
ist, dass sie aus EMBOSS stammen. Dies wird darauf zuru¨ckgefu¨hrt, dass hier be-
reits die Services sta¨rker standardisiert wurden und deswegen weniger eigenwillige,
perso¨nliche Bezeichnungen bekommen haben, als beispielsweise Services aus BioCa-
talogue, die nicht angepasst wurden und ha¨ufig nicht zu anderen Services zuzuordnen
sind.
SimilarTags
Funktionsweise des Algorithmus. Der Algorithmus
”
Similar Tags“ nutzt die
an die Services vergebenen Tags und interpretiert sie als starken Hinweis auf Ge-
meinsamkeiten. Tags werden von Menschen vergeben, um damit anderen Menschen
und Maschinen einen Hinweis auf die Inhalte des Services zu geben, die vielleicht
nicht aus dem Namen erkennbar sind. Damit sind Tags neben den Beschreibungen
der Services, welche maschinell schwieriger zu interpretieren sind, potentiell sehr
nu¨tzliche Hinweise fu¨r eine Empfehlung.
Prinzipiell empfiehlt der Algorithmus diejenigen Services, die eine mo¨glichst große
Menge von Tags mit dem aktuellen Service gemeinsam haben, weswegen von einem
starken semantischen Zusammenhang der Services ausgegangen werden kann.
Dabei stellte sich schnell auch die Frage nach der Relevanz einzelner Tags: Natu¨rlich
ist gerade bei der freien Wahl von Tags fu¨r Services nicht auszuschließen, dass irre-
levante Bezeichnungen vergeben werden oder andererseits relevante Informationen
zum Zweck der Services ausgelassen werden. Zur Kla¨rung dieser Frage musste der
Datenbestand auf ebendiese Aspekte genauer untersucht werden.
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Korrektheitstest. Zuna¨chst wurde auch fu¨r diesen Algorithmus ein Korrektheits-
test konstruiert. Hierbei wurden zuna¨chst diejenigen Services aufgelistet, die mit
einem bestimmten Tag versehen wurden. Diese Liste wurde mit den vom Algorith-
mus empfohlenen Services daraufhin verglichen, ob tatsa¨chlich alle Services mit der
gleichen Tag-Bezeichnung vorkommen.7
Wichtig ist, hier nicht nur auf die Zahl der zuru¨ckgegebenen Services zu achten,
sondern tatsa¨chlich die Liste gegen diejenigen Services abzugleichen, die mit dem
gleichen Tag versehen wurden; immerhin generiert der Algorithmus seine Empfeh-
lungen nicht nur auf Basis eines der Tags.
Der Test wurde vom Algorithmus bestanden.
Verhalten auf unserem Datenbestand. In unserer Datenbank mussten wir
zuna¨chst untersuchen, wie die Tags verteilt sind. Ga¨be es nur einige wenige Tags, die
sehr ha¨ufig verwendet werden, ha¨tten diese wenig Aussagekraft; Tags, die dagegen
nur ein einziges Mal zugeteilt wurden, liefern u¨berhaupt keine Ergebnisse.
Verteilung der Tags. Eine wichtige Beobachtung ist, dass nicht allen Services der
Servicedatenbank Tags zugeordnet sind. Diese Services sind fu¨r den Algorithmus
also prinzipiell irrelevant und werden infolgedessen nicht empfohlen.
Es gibt insgesamt 885 Tags, von denen 444 Tags nur einem einzigen Service zuge-
ordnet sind und damit ebenfalls nicht fu¨r Empfehlungen genutzt werden ko¨nnen.
136 Tags kommen in genau 2 Services vor, weitere 145 in bis zu 5 Services, 73 wurden
bis zu 10 Mal vergeben. Auf bis zu 20 Referenzen kommen 45 Tags, 26 werden bis
zu 50 Mal referenziert, 10 bis zu 100 Mal und genau 4 mehr als 100 Mal.
Es lohnt sich also ein Blick auf die Tags, die besonders ha¨ufig vergeben werden. Sofort
fa¨llt auf, dass diese Tags nur die Herkunft eines Services bezeichnen (BioMoby mit
Frequenz 742, soaplab - 576, EMBRACE - 312, EMBOSS mit 244 Services) und wenig
u¨ber den Inhalt der Services verraten.
Tags, die inhaltlich aussagekra¨ftig sind und deswegen sehr nu¨tzlich fu¨r Empfehlungen
sein ko¨nnten, sind etwas weniger stark genutzt. Es ist auch zu vermuten, dass die
geringe Nutzung der Tags hier starke Auswirkungen hat: Beispielsweise ist eigentlich
zu erwarten, dass sich mehr als 52 der Services mit Proteinsequenzen bescha¨ftigen.
Dennoch wurde der Tag protein sequence nur 52 Mal vergeben; a¨hnlich ist es mit
Mutation (21), Sequence Analysis (38), database (77) und edit (92).
Aus diesen Beobachtungen heraus ergab sich die Notwendigkeit, die Empfehlungen
noch einmal weiter zu filtern. Inhaltlich unbedeutsame Tags – wie die zur Herkunft
des Algorithmus – sollten automatisch aussortiert werden. Natu¨rlich ko¨nnte man
durch eine semantische Analyse oder zumindest eine Checkliste von
”
irrelevanten
Begriffen“ hier aufwa¨ndig filtern. Stattdessen werden die Tags nicht semantisch un-
tersucht, sondern nach ihrer Ha¨ufigkeit geordnet, wobei der modifizierte Algorithmus
dann besonders ha¨ufig und freigebig zugeordnete Tags ignoriert und somit die Rele-
vanz der Tags in die Empfehlung miteinbezieht.
7Der beschriebene JUnit-Test befindet sich in der Klasse SimilarTagsTest im Projekt pg-
sassd.recommender.test.
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TF-IDF
Das Verhalten des in Kapitel 3.4.4 vorgestellten TF-IDF-Recommenders soll hier bei-
spielhaft anhand des EMBOSS -Services diffseq8 demonstriert und evaluiert wer-
den.
Der Algorithmus analysiert lediglich Beschreibungen von Services. Die Beschreibung
von diffseq in der Datenbank ist
”
Compare and report features of two similar
sequences“. Die Analyse dieser Beschreibung ergab, dass Worte wie
”
compare“ und
”
similar“ relevant, wa¨hrend Worte wie
”
sequences“ und
”
two“ weniger relevant fu¨r
den vorliegenden Service sind. Auffa¨llig ist, dass den Worten
”
and“ und
”
of“ keinerlei
Relevanz zugewiesen wird. Dies la¨sst sich durch die Verwendung von in Kapitel 2.3.3
beschriebenen Stoppwo¨rtern erkla¨ren, die eingesetzt werden, um das Verfahren zu
verbessern.
Die ersten empfohlenen Services sind:
BioCatalogue_EMBOSS_seealso, BioCatalogue_seealsoService,
EmbossACD_seealso, BioCatalogue_extractfeatService,
BioCatalogue_EMBOSS_extractfeat, EmbossACD_extractfeat,
BioCatalogue_showseqService.
Es ist zu erkennen, dass alle Beschreibungen der empfohlenen Services mindestens
ein fu¨r diffseq relevantes Wort enthalten. Im Fall des empfohlenen Services show-
seq, der Eigenschaften von Sequenzen anzeigt und in seiner Beschreibung Worte
”
features“ und
”
sequences“ beinhaltet, fu¨hrt es zur korrekten Feststellung einer se-
mantischen Beziehung zwischen dem gegebenen und dem empfohlenen Service. Im
Fall des empfohlenen Services seealso ist die Einschra¨nkung auf Beschreibungen
hingegen ein Nachteil. Dieser Service hat semantisch keine A¨hnlichkeit zu diffseq,
sondern entha¨lt in seiner Beschreibung das fu¨r diffseq relevante Wort
”
similar“.
Diese Problematik ist darauf zuru¨ckuzfu¨hren, dass gegebene Beschreibungen der
Services der Datenbank meist nur aus wenigen relevanten Worten bestehen.
Es fa¨llt weiterhin auf, dass es sich bei einigen der Empfehlungen um identische
Services zu handeln scheint, die jedoch in der Gesamtheit der verwendeten Daten-
quellen unterschiedlich parametrisiert auftauchen. Die Beschreibungen der einzelnen
Vorkommen sind jedoch nahezu identisch. Folglich weist der Recommender den ein-
zelnen Worten der beschreibungen dieser Services jeweils identische Relevanz zu und
empfiehlt die Services auch mit dem gleichen Gewicht.
8http://emboss.sourceforge.net/apps/release/6.0/emboss/apps/diffseq.html
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Category-Filter
Die im Kapitel 3.4.5 vorgestellte Implementierung des
”
Category Filters“ soll in die-
sem Abschnitt anhand von Beispielen na¨her in der Arbeitsweise vorgestellt werden.
Zudem sollen die Ergebnisse des
”
Recommenders“ evaluiert werden. Die Evaluation
beinhaltet unterschiedliche Aspekte. Erstens wird betrachtet ob zu einem
”
Service“
eine Recommendation eine Lo¨sung liefert. Dies kann durch fehlende Kategorieinfor-
mationen eines Services unter Umsta¨nden fehlschlagen. Zweitens wird die Lo¨sung
na¨her betrachtet und der logische Zusammenhang zwischen zwei Services beispiel-
haft erla¨utert. Drittens wird untersucht, ob eine
”
Cross-Plattform-Recommendation“
existiert. Die gesammelten Daten stammen aus unterschiedlichen Plattformen (wie
BioCatalogue oder EMBOSS) und wurden in die Datenbank eingefu¨gt, dadurch ist
es interessant, ob diese Services einen Zusammenhang zueinander finden.
Im Anhang A.2 angefu¨gt stehen die Ergebnisse der Recommendation fu¨r zehn Bei-
spielservices.
Durch die Tests wurde ersichtlich, dass es viele unvollsta¨ndige Daten im System
gibt. Dadurch ist es dem
”
CategoryFilter“ ha¨ufig nicht mo¨glich eine Empfehlung zu
geben. Diese Beispiele ergeben eine leere Recommandation und wurden in diesem
Beispiel nicht aufgenommen.
Die Ergebnisse zeigen, dass die Empfehlungen, die der
”
CategoryFilter“ berechnet
hat, auf Basis einer Kategoriezugeho¨rigkeit korrekt sind. Der logische Zusammen-
hang zwischen zwei Services ist leider allein durch den Recommender nicht immer
klar. Durch die alleinige Betrachtung der Kategoriegleichheit werden viele Informa-
tionen der Services nicht beachtet und dadurch entstehen
”
unlogische“ Empfehlun-
gen. Services geho¨ren zum Gleichen Kategoriebereich, ko¨nnen aber nicht innerhalb
eines Workflows miteinander verknu¨pft werden. Deswegen sollte der
”
CategoryFil-
ter“ nicht als alleiniger Empfehlungsalgorithmus verwendet werden. Er ist in der
Lage den Suchraum der logisch verknu¨pften Services zu begrenzen, jedoch ist er auf
Grund von Informationsmangel nicht in der Lage genaue Empfehlungen zu geben.
Die Ergebnisse sind stellvertretend fu¨r einige Testreihen. Hieraus hat sich ergeben,
dass die
”
Cross-Plattform-Recommendation“ existiert, jedoch selten vorkommt. Dies
liegt an den abweichenden Kategoriebezeichnungen in den Systemen. Es ist denkbar,
dass durch ein geschicktes
”
mergen“ der Kategorien eine ho¨here
”
Cross-Plattform-
Recommendation-Quote“ bewirkt. Am Beispiel des Services
”
BioCatalogue TreeBASE“ wird ersichtlich, dass der Recommender auch ein Service
mit der gleichen Kategorie aus dem Emboss-System vorschla¨gt.
MutualInformation
Funktionsweise des Algorithmus. Maßgeblich fu¨r die von diesem Algorith-
mus berechneten Empfehlungen sind zwei Wahrscheinlichkeitsverteilungen p(·) und
p(·, ·), welche aus der Ha¨ufigkeit des Auftretens eines einzelnen Services in der Work-
flowdatenbank bzw. eines Paares von Services in demselben Workflow abgeleitet
werden. Daru¨ber hinaus besteht die Mo¨glichkeit zur Einschra¨nkung und Gewich-
tung gemeinsamer Vorkommen von Services hinsichtlich der Distanz (das ist die
Anzahl der Kanten im Datenfluss) zwischen ihnen.
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Dahinter verbirgt sich die Idee, dass Services, welche gemeinsam in Workflows auf-
treten, auch in anderen Workflows sinnvoll zusammen eingesetzt werden ko¨nnen,
wobei diese relative Ha¨ufigkeit durch die Kehrwerte der Wahrscheinlichkeiten fu¨r
das einzelne Auftreten der beteiligten Services gewichtet wird; denn das gemeinsa-
me Auftreten kann als weniger bedeutend gewertet werden, falls mindestens einer
der beteiligten Services u¨berhaupt (also auch ohne den anderen) ha¨ufig genutzt wird.
Korrektheitstest. Die grundlegende Funktionsfa¨higkeit der Implementierung wur-
de anhand einer Menge von vier sehr einfachen, konstruierten Workflows u¨berpru¨ft.
Da der Algorithmus seine Sta¨rke erst auf einem ungleich gro¨ßeren Datenbestand
entfaltet, konnten einige Fehler erst in der manuellen Evaluationsphase aufgefunden
und behoben werden.
Verhalten auf unserem Datenbestand. Die Implementierung des auf dem
Prinzip der
”
Mutual Information“ basierenden Algorithmus wird anhand einer Bei-
spielanfrage fu¨r den aktuellen Service9 seqret aus der EMBOSS-Suite demonstriert.
Besonderes Augenmerk wird dabei auf den Parameter distanceFactor gelegt. Auf
eine Variation des Parameters maxPredecessorLevel wird hingegen verzichtet, da
sie analoge Ergebnisse zu jenen herbeifu¨hrt, die im Falle der Modifizierung von ma-
xSuccessorLevel ermittelt werden.
Anmerkungen. Angemerkt werden muss, dass die
”
Wirksamkeit“ des Algorithmus
durch den immer noch zu geringen Umfang des tatsa¨chlichen Datenbestands be-
eintra¨chtigt wird. Wie in Abschnitt 3.4.6 erla¨utert, ergibt sich fu¨r (verschiedene)
Services i und j der Wert als Logarithmus des Verha¨ltnisses zwischen der Wahr-
scheinlichkeit p(i, j) und dem Produkt p(i) · p(j). Diese Wahrscheinlichkeiten werden
ausgehend von der Anzahl der Vorkommen der Dienste in der Workflowdatenbank
berechnet. Da jedoch nur solche Dienste, zu denen ein SIB-Objekt erzeugt wurde (al-
so genau jene, welche auch in der Servicedatenbank verzeichnet sind), empfohlen wer-
den sollen, wird die Berechnung auf diejenigen Service-IDs der Workflowdatenbank
eingeschra¨nkt, welche u¨ber Alias-Eintra¨ge mit Services der Service-Bibliothek asso-
ziiert sind. Durch diese Einschra¨nkung ergibt sich der mit 137 bzw. 1.021 Elementen
verha¨ltnisma¨ßig geringe Umfang der Definitionsbereiche der Abbildungen p(·) und
p(·, ·).
Ein weiteres Problem ergibt sich daraus, dass einzelne Services anscheinend nicht
so ha¨ufig in unterschiedlichen Workflows genutzt werden, wie es der fundamentale
Aspekt der Web-Services – die Wiederverwendbarkeit – vermuten ließe. Wie der
Evaluation des Datenbestandes (vgl. Abschnitt 5.1.1) zu entnehmen ist, sind die am
ha¨ufigsten in Workflows verwendeten Services (kopierte) Skripte, ko¨nnen also nicht
von dem Recommender-System empfohlen werden.
Der im Folgenden genutzte Beispielservice seqret ist außerdem fu¨r eine wissen-
schaftliche Auswertung insofern wenig aussagekra¨ftig, als er zwar in 18 Workflows
vorkommt, diese aber lediglich aus 12 Kopien des Workflows
”
Biomart and EMBOSS
9Der Algorithmus macht von zusa¨tzlichen Angaben wie etwa dem selektierten Port oder dem
umfassenden Workflow keinen Gebrauch.
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Analysis“10 (Abbildung 5.1(a)) sowie 6 Kopien des Workflows
”
Workflow Version of
the EMBOSS Tutorial“11 (Abbildung 5.1(b)) bestehen – offenbar eine Schwa¨che der
Plattform. Einen Vorteil bieten diese Workflows immerhin doch: ihre geringe Gro¨ße
erleichtert die manuelle Auswertung.
(a)
”
Biomart and EMBOSS Analysis“ (b)
”
Workflow Version of the EMBOSS Tutorial“
Abbildung 5.1: Beispiel-Workflows (Quelle: MyExperiment)
Ergebnisse. Wie bereits erwa¨hnt wurde die Auswertung unter einer Variation der
Parameter distanceFactor und maxSuccessorLevel durchgefu¨hrt. Der Wert von
maxPredecessorLevel war dabei stets 0, vorhergehende Services wurden bei der
Berechnung von p(·, ·) also ignoriert.
Im linken Teil der Tabelle 5.6 sind die obersten zehn Empfehlungen fu¨r variierende
Einschra¨nkungen der Nachfolgerebenen und einen Distanzfaktor von 0,9 angegeben,
wohingegen im rechten Teil Empfehlungen bei einem Parameterwert von 0,5 darge-
stellt sind. (Untersucht wurden weiterhin Empfehlungen fu¨r einen Faktor von 0,1,
sie unterschieden sich allerdings (in der Reihenfolge) nicht von jenen fu¨r den Wert
0,5.)
Zuna¨chst la¨sst sich feststellen, dass bei der Einschra¨nkung auf unmittelbare Nach-
folger (maxSuccessorLevel = 1) unabha¨ngig vom Distanzfaktor ausschließlich der
Service emma empfohlen wird. Im ersten Beispiel-Workflow ist dies tatsa¨chlich auch
der einzige direkte Nachfolger, im zweiten Beispiel ist es der einzige, der einem Da-
tensatz der Service-Bibliothek zugeordnet werden konnte.
Deutlich wird ebenfalls, dass eine geringe Abweichung vom Standardwert (1,0) die
”
ra¨umliche“ Na¨he der Services kaum beru¨cksichtigt. Die Instanzen des Services emma
befinden sich dort lediglich auf den Pla¨tzen sieben und acht, wa¨hrend ihnen bei der
alternativen Konfiguration die obersten Pla¨tze zugewiesen werden.
Verschiedene Instanzen mit demselben Servicenamen ergeben sich etwa durch das
Vorkommen eines lokalen (im EMBOSS-Archiv) sowie eines WSDL-Services (in Bio-
Catalogue). Den Instanzen zu emma, tmap und prettyplot (hier nicht ersichtlich)
10MyExperiment-Workflows mit den IDs 158, 754, 821, 916, 997, 1365, 1652, 1653, 1794, 2213,
2846, 2847.
11MyExperiment-Workflows mit den IDs 159, 827, 996, 1364, 1792, 2226.
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Tabelle 5.6: Empfehlungen fu¨r Distanzfaktoren von 0,9 (links) und 0,5 (rechts)
maxSuccessorLevel = 1:
1. emma (BioCatalogue)
2. emma (EMBOSS)
maxSuccessorLevel = 2:
1. getorf (BioCatalogue)
2. prophecy (BioCatalogue)
3. tmap (BioCatalogue)
4. getorf (EMBOSS)
5. prophecy (EMBOSS)
6. tmap (EMBOSS)
7. emma (BioCatalogue)
8. emma (EMBOSS)
9. seqret (BioCatalogue)
10. prettyplot (BioCatalogue)
maxSuccessorLevel = 3:
1. tmap (BioCatalogue)
2. tmap (EMBOSS)
3. getorf (BioCatalogue)
4. prophecy (BioCatalogue)
5. getorf (EMBOSS)
6. prophecy (EMBOSS)
7. emma (BioCatalogue)
8. emma (EMBOSS)
9. seqret (BioCatalogue)
10. prettyplot (BioCatalogue)
maxSuccessorLevel = 1:
1. emma (BioCatalogue)
2. emma (EMBOSS)
maxSuccessorLevel = 2:
1. emma (BioCatalogue)
2. emma (EMBOSS)
3. getorf (BioCatalogue)
4. prophecy (BioCatalogue)
5. getorf (EMBOSS)
6. prophecy (EMBOSS)
7. tmap (BioCatalogue)
8. tmap (EMBOSS)
9. seqret (BioCatalogue)
10. prettyplot (BioCatalogue)
maxSuccessorLevel = 3:
1. emma (BioCatalogue)
2. emma (EMBOSS)
7. tmap (BioCatalogue)
8. tmap (EMBOSS)
3. getorf (BioCatalogue)
4. prophecy (BioCatalogue)
5. getorf (EMBOSS)
6. prophecy (EMBOSS)
9. seqret (BioCatalogue)
10. prettyplot (BioCatalogue)
werden stets dieselben Werte zugewiesen, da die entsprechenden Eintra¨ge in der
Workflowdatenbank mit Aliasen zu beiden Objekten der Servicedatenbank versehen
sind.
Unterscheiden sich die Ergebnisse fu¨r die Instanzen zweier verschiedener Services
nicht, so kann es zu einer Verschachtelung kommen, wie im Falle von getorf und
prophecy (in beiden Konfigurationen).12
Die verha¨ltnisma¨ßig guten Bewertungen fu¨r den Service tmap haben ihren Ursprung
in der geringen Ha¨ufigkeit des Auftretens dieses Services. Wa¨hrend Services wie emma
insgesamt ha¨ufiger zusammen mit dem Ausgangsservice seqret auftreten, kommen
sie auch in Workflows ohne seqret vor. Im Unterschied dazu ist tmap einzig in
solchen enthalten, in denen auch seqret referenziert wird. In dieser Hinsicht besteht
12Zur Vermeidung solcher Resultate ko¨nnte das Recommender-System als sekunda¨res Sortierkri-
terium den Namen des Services nutzen!
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– zumindest nach dem Prinzip der
”
Mutual Information“ – in der Tat ein engerer
Zusammenhang zwischen ihnen!
5.1.4 Qualita¨tstest
Mithilfe der Korrektheitstests wurde u¨berpru¨ft, ob die Implementierungen der Re-
commender-Algorithmen tatsa¨chlich die gewu¨nschten Funktionalita¨ten aufweisen.
Auch wenn diese funktionale Korrektheit sichergestellt wurde, ist jedoch noch kein
Nachweis daru¨ber erbracht, ob der Recommender auch tatsa¨chlich im Praxisbetrieb
gute Ergebnisse erzielen wu¨rde, da nicht klar ist, ob die entworfenen Empfehlungs-
strategien tatsa¨chlich die gewu¨nschte Effektivita¨t und die von betrachteten Auswahl-
kriterien wirklich die entsprechende Relevanz besitzen. Aufgrund dieser Tatsache soll
zusa¨tzlich zu den Korrektheitstests ein sogenannter Qualita¨tstest durchgefu¨hrt wer-
den, welcher das Ziel hat, die semantische Sinnhaftigkeit der Empfehlungen und die
Nu¨tzlichkeit des Recommenders beim Praxisbetrieb in dem fu¨r ihn vorgesehenen
Einsatzbereich der Bioinformatikworkflows zu evaluieren.
Die Konzeption eines solchen Qualita¨tstests stellt jedoch ein nichttriviales Unterfan-
gen dar, denn der Begriff der semantischen Qualita¨t ist letztendlich nicht vollsta¨ndig
objektiv zu erfassen und entzieht sich somit erst recht einer mathematischen Definiti-
on. Auch eine subjektive Beurteilung der Sinnhaftigkeit der empfohlenen Services ist
fu¨r die Teilnehmer der Projektgruppe mangels entsprechender Fachkenntnisse im Be-
reich der Bioinformatik kaum mo¨glich und das tiefgru¨ndige Versta¨ndnis der biologi-
schen Hintergru¨nde von den zahlreichen Services kann von den Software-Entwicklern
auch nicht erwartet werden.
Einen Lo¨sungsansatz liefern jedoch die bereits vorhandenen Workflows aus dem
MyExperiment-Projekt, welche ohnehin als Grundlage fu¨r unsere Empfehlungen
importieren worden sind. Die Tatsache, dass Informationen u¨ber diese Workflows
als Datenquelle fu¨r den Recommender verwenden werden, zeigt bereits, dass den
Workflows eine gewisse Qualita¨t zugesprochen wird und somit ist letztendlich auch
davon auszugehen, dass sie eine a¨hnlich große semantische Sinnhaftigkeit aufweisen
ko¨nnen, wie die Workflows, die schlussendlich durch die Service-Empfehlungen des
Recommenders entstehen sollen.
Daher liegt die Idee nahe, Teile dieser Workflows fu¨r den Qualita¨tstest durch die Re-
commender nachbauen zu lassen. So ko¨nnte beispielsweise der Anfang eines MyExpe-
riment-Workflows vorgegeben werden und anschließend der Recommender aktiviert
werden, um einen Nachfolge-Service fu¨r die betrachtete offene Stelle zu empfehlen.
Selbstversta¨ndlich mu¨sste fu¨r diesen Test der entsprechende Workflow aus unserer
MyExperiment-Datenbank entfernt werden, da die Aufgabe fu¨r den Recommender
zu einfach wa¨re, wenn ein Workflow in der Datenbank exakt den gleichen Beginn auf-
weisen wu¨rde wie das vorgelegte Testobjekt. Der Recommender sollte bei mehr als
1000 ihm bekannten Bioinformatikworkflows in der Lage sein, auch ohne Kenntnis
des tatsa¨chlich nachzubauenden Workflows, eine sinnvolle Empfehlung fu¨r die offene
Position abzugeben. Doch auch bei einem solchen Ablauf des Qualita¨tstests ist es,
aufgrund der fehlenden Fachkenntnisse im Bereich der Bioinformatik, nur mo¨glich
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die Sinnhaftigkeit der Empfehlung auf Basis des zugrundeliegenden Workflows zu
bestimmen. Somit ist die Aussagekraft des Qualita¨tstest immer noch abha¨nig von
der Qualita¨t der verwendeten Workflows.
Bei einem solchen Qualita¨tstest ist es insbesondere mo¨glich, dass der aufgrund der
Datenbasis empfohlene Workflow tatsa¨chlich der erwartete Service ist, es jedoch wei-
tere Services gibt, die tatsa¨chlich eine a¨hnliche oder sogar bessere semanische Sinn-
haftigkeit an der entsprechenden Stelle im Workflow aufweisen wu¨rden. Diese Ei-
genschaft kann jedoch wiederum aufgrund der mangelnden Bioinformatik-Expertise
nicht bewertet werden kann. Es muss jedoch bei jeder Bewertung einer Empfehlung
bedacht werden, dass der geschilderte Fall eintreten kann. Es muss also sorgfa¨ltig
abgewogen werden, wann eine Empfehlung tatsa¨chlich als am besten passend be-
trachtet werde sollte.
Auswahl eines Evaluationsverfahrens
Fu¨r die Evaluation der Arbeit des Recommenders mu¨ssen Methoden entwickelt wer-
den, die die Ergebnisse nach ihrer Nu¨tzlichkeit und
”
Arbeitstauglichkeit“ bewerten.
Hierfu¨r ko¨nnen selbstversta¨ndlich nicht die Algorithmen genutzt werden, die gerade
auch der Recommender verwendet. Stattdessen mu¨ssen Verfahren entwickelt werden,
die die Algorithmen nutzen, aber die Ergebnisse unabha¨ngig auswerten.
Da einige der Algorithmen abha¨ngig von den aus den Daten extrahierten Informa-
tionen arbeiten, mu¨ssen sie diese zur Verfu¨gung haben. Wu¨rden die Algorithmen
aber alle bekannten Workflows zur Berechnung verwenden, blieben keine mehr als
Grundlage fu¨r Testfa¨lle u¨brig.
Es muss also eine Einteilung der bestehenden Daten in disjunkte Trainings- und
Testmengen vorgenommen werden, um danach die Evaluationsverfahren auf diesen
Mengen durchzufu¨hren.
Test- und Trainingsmenge
Ein weiteres Problem ist die Tatsache, dass einige der MyExperiment-Workflows
mo¨glicherweise einzigartig sein ko¨nnen, so dass der Recommender sie unmo¨glich auf
Basis der anderen Workflows nachvollziehen kann. Dies kann beispielsweise der Fall
sein, wenn ein Workflow nur aus sehr neuen Services besteht, die noch von keinem
anderen Workflow verwendet werden oder ausschließlich aus lokalen Services besteht,
die nur vom Ersteller verwendet werden. Daher muss darauf geachtet werden, eine
große Menge der beschriebenen Vergleichs-Tests durchzufu¨hren, damit ein statistisch
aussagekra¨ftiges Ergebnis erzeugt werden kann. Es ist daher vorgeschlagen worden,
die MyExperiment-Workflows in zwei unterschiedlich große Mengen aufzuteilen und
die erste Menge per Update-Prozess der Recommender-Datenbasis hinzuzufu¨gen,
wa¨hrend auf der zweiten Menge anschließend die Tests durchgefu¨hrt werden, so
dass also ein Bruchstu¨ck von jedem Workflow aus dieser zweiten Menge dem Re-
commender zur Vervollsta¨ndigung vorgelegt wird. Dieser Vorgang des Teilens und
Testens wird dann entsprechend ha¨ufig mit unterschiedlichen Mengen durchgefu¨hrt.
Diese Methode ist auch unter dem Namen Kreuzvalidierung bekannt [AL08].
KAPITEL 5. EVALUATION 113
Je gro¨ßer die Trainingsmenge, desto besser sind die zu erwartenden Ergebnisse, weil
der Algorithmus eine gro¨ßere Entscheidungsgrundlage hat. Je gro¨ßer die Testmenge,
desto differenzierter kann die Arbeit des Algorithmus bewertet werden.
Es gibt hier verschiedene
”
u¨bliche“ Verha¨ltnisse, die je nach Forschungsgebiet und
untersuchtem Verfahren variieren. Aufteilungen der Datenmenge im Verha¨ltnis von
1:10 bis zu 1:1 sind dabei vertreten.
Um bessere Ergebnisse zu erzielen und mehr Tests durchfu¨hren zu ko¨nnen, wird
oft eine k-Kreuzvalidierung durchgefu¨hrt. Dazu werden die Daten zuna¨chst in k
mo¨glichst gleich große Teilmengen eingeteilt. Jeweils k−1 dieser Teilmengen werden
als Trainingsmenge verwendet, die u¨brig gebliebene ist die Testmenge. Bei einer
gewu¨nschten Aufteilung im Verha¨ltnis 1:10 wu¨rden also 11 gleichgroße Teilmengen
gebildet, eine dieser Mengen bildet dann die Testmenge. Da jede der 11 Teilmengen
dafu¨r ausgewa¨hlt werden kann, ist es auch mo¨glich, 11 Durchla¨ufe des Verfahrens
zu starten; das Ergebnis der Evaluation wird dann u¨ber den Durchschnitt dieser
Testla¨ufe gebildet.
Eine spezielle Variante der k-Kreuzvalidierung ist das Leave-One-Out-Verfahren,
bei dem die U¨berpru¨fung fu¨r sa¨mtliche Elemente der Datenmenge erfolgt: Das zu
u¨berpru¨fende Element ist die gesamte Testmenge, die u¨brigen Elemente stellen die
Trainingsmenge. Hier wa¨re k also gleich n.
Je gro¨ßer k gewa¨hlt wird, desto weniger Elemente sind in einer Testmenge. Beim
Leave-One-Out-Verfahren ist nur eine geringe Feineinstellung durch die Angabe der
Zahl der Durchla¨ufe mo¨glich. Dabei kann eine beliebig große Teilmenge der Elemente
gegen alle u¨brigen getestet werden. In beiden Verfahren ist es mo¨glich, sa¨mtliche Ele-
mente der zur Verfu¨gung stehenden Datenmenge jeweils auf Grundlage der u¨brigen
zu testen; es unterscheidet sich nur je nach Wahl von k die Gro¨ße der Trainingsmen-
ge, die zur Generierung eines Ergebnisses verwendet wird.
Bewertungsverfahren
Eine Bewertung der Algorithmen sollte einerseits intuitiv einsichtig sein, um u¨ber
die Qualita¨t der Ergebnisse sprechen zu ko¨nnen, und andererseits mo¨glichst genau
die Anforderungen an den Recommender abbilden. Diese Anforderungen ergeben
sich fu¨r ein Programm unter anderem aus den Nutzungsgewohnheiten von Usern, die
bisher noch nicht bekannt sind; dementsprechend wird auch hier auf verallgemeinerte
Annahmen zuru¨ckgegriffen. Diese Annahmen gehen davon aus, dass Services ha¨ufig
in einer im Datenbestand vorkommenden Reihenfolge in einem Workflow auftreten.
Somit ist es zum Einen mo¨glich Services aufgrund des Datenbestandes zu empfehlen
und zum Anderen die Qualita¨t aller Empfehlungen anhand des Datenbestandes zu
bestimmen.
Hier stellt sich weiterhin die Frage, wie groß der Anteil der fu¨r die Empfehlung vorge-
gebenen Workflows sein soll. Es kann als sinnvoll angenommen werden, einen gewis-
sen Mindestanteil an Services aus dem vollsta¨ndigen Workflow anzugeben, um eine
ausreichende Aussagekraft des Workflow-Beginns sicherzustellen. Eine gute Mo¨glich-
keit, welche die zuvor genannte Schwierigkeit beru¨cksichtigt, wa¨ren mehrere Tests
mit steigender Zahl von bereits in dem Workflow vorhandenen Services, wobei die
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Strafpunkte mit einer von dieser Zahl abha¨ngigen exponentiellen Funktion mulipli-
ziert werden. Anhand der durchschnittlichen Gro¨ße der Workflows la¨sst sich eine
geeignete Funktion bestimmen. Denkbar wa¨re beispielsweise (1,1x), wobei x die An-
zahl der bereits vorhandenen Services ist. Denn auf diese Weise werden Recommen-
der bestraft, die selbst mit vielen Informationen nur unzureichende Empfehlungen
liefern. Es wird jedoch auch beru¨cksichtigt, dass eine gewisse Anzahl an Services
vorhanden sein muss, um eine vernu¨nftige Empfehlung zu erzeugen.
Die Gro¨ße der beiden Workflow-Mengen muss ebenso festgelegt werden wie die An-
zahl der Wiederholungen des gesamten Testverfahrens mit unterschiedlichen Auftei-
lungen der Workflows in die beiden Mengen.
Eine mo¨gliche fortgeschrittene Variante des Qualita¨tstests beinhaltet den Test von
unterschiedlichen Recommender-Konfigurationen. Es ko¨nnten also in diesem Fall
verschiedene Empfehlungs-Algorithmen mit unterschiedlichen Gewichtungen fu¨r die
Bewertung verwendet und die Ergebnisse dieser einzelnen Konfigurationen miteinan-
der verglichen werden. Auf diese Weise wa¨re es letztendlich sogar denkbar, mit Hilfe
des Qualita¨tstests eine optimierte Konfiguration bezu¨glich der Algorithmen-Auswahl
fu¨r unseren Recommender zu ermitteln, wenn er fu¨r die betrachteten Services und
Workflows aus dem Bereich der Bioinformatik verwendet wird.
Auswertungsmo¨glichkeiten
Es ist eine Auswertung der Ergebnisse nach der Platzierung des
”
gewu¨nschten“ Ser-
vices vorgenommen worden und dabei seine Position in der Liste der Vorschla¨ge
beru¨cksichtigt worden. Die genauere Auswertung ha¨ngt nun auch davon ab, wie
diese Positionen bewertet werden: Hierbei stellt sich die Frage, wie eine Position
ungleich der ersten zu bestrafen ist. Ist der Unterschied zwischen einem Auftauchen
des
”
gewu¨nschten“ Services an 112. und 113. Stelle genau so gravierend wie der Un-
terschied zwischen Position 5 und 6? Die Bewertung der einzelnen Positionen hat
sehr große Auswirkungen auf die Evaluation, da die hierdurch die Qualita¨t definiert
wird.
Um diese Frage zu beantworten, sind verschiedene Mo¨glichkeiten betrachtet worden,
die Positionen zu bewerten. Einerseits mit der linearen Zuordnung von Platzierung
zu Bewertung (Position x entspricht dabei x Strafpunkten), aber auch nicht-linearen
Verfahren.
Außerdem schien es sinnvoll, Ergebnisse, einerseits der U¨bersichtlichkeit wegen, an-
dererseits der Verwendung im Programm geschuldet, gruppiert zu beurteilen. Im
fertigen Programm wird, a¨hnlich wie bei popula¨ren Suchmaschinen, immer eine ge-
wisse Anzahl an Empfehlungen gleichzeitig in einer Liste zu sehen sein. Diese Art
der Darstellung muss bei der Bewertung von Empfehlungen beru¨cksichtig werden,
denn hierdurch ist es deutlich schlechter, wenn eine Empfehlung auf der zweiten
Seite auftaucht, als wenn sie an der letzten Position der ersten Seite auftaucht.
Zur Darstellung der Ergebnisse sind einige der u¨blichen Methoden der deskripti-
ven Statistik implementiert worden, so sollen Durchschnitt, (Modus,) Median und
eventuell zugeho¨rige Quartile berechnet werden. Mithilfe dieser auch optisch leicht
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zu vergleichenden und in Grafiken (wie z. B. Boxplots) darstellbaren Werte soll die
intuitive Auswertung in einer einfachen Weise gewa¨hrleistet sein.
Linear vergebene Strafpunkte
Bei linear vergebenen Strafpunkten ist die Anzahl der Strafpunkte linear abha¨nig
von der Position des
”
gewu¨nschten“ Service in der Menge der Empfehlungen. Diese
Methode hat den großen Vorteil eines intuitiv sehr leicht nachvollziehbaren Ergeb-
nisses, dessen Auswertung durch die u¨blichen Methoden der deskriptiven Statistik
weiterhin leicht einsichtig bleiben: Vera¨ndert sich der Durchschnittswert der Ergeb-
nisse um 1, so ist das Ergebnis um eine Platzierung besser oder schlechter geworden.
Bei nicht-linearen Funktionen muss der betragsma¨ßige Unterschied immer auch im
Kontext der Funktion betrachtet und ausgewertet werden.
Der Nachteil einer linearen Auswertung liegt in der Nichtberu¨cksichtigung der gra-
phischen Darstellung im Programm und der Verarbeitung durch den Menschen.
Werden allen Ergebnissen einfach Bewertungen entsprechend der Position zugewie-
sen, bleibt die Tatsache außen vor, dass ein Ergebnis auf Platz 112 einfach u¨berhaupt
keine Relevanz mehr hat, wenn es um die tatsa¨chliche Nutzung geht.
Gerade in der Benutzung eines Programms, das einem Benutzer die Arbeit erleich-
tern und sie beschleunigen soll, muss beru¨cksichtigt werden, dass er kaum die voll-
sta¨ndige Liste von ha¨ufig u¨ber 1000 mo¨glichen Vorschla¨gen durchgehen mo¨chte.
Auch weil der Nutzer selbst davon ausgeht, dass die relevantesten Vorschla¨ge am
Kopf der Liste stehen werden, sieht er sich eher nur die ersten x Vorschla¨ge an,
bevor er einen gewu¨nschten Service dann eventuell doch selbststa¨ndig und gezielt
sucht. Das heißt, es ist nicht unbedingt 5 Mal schlechter, wenn ein Service auf Po-
sition 5 gelistet wird (denn diese Position befindet sich vermutlich noch im leicht
auszuwa¨hlenden Bereich der Liste, wird also gleichzeitig mit Platz 1 angezeigt), als
wenn er auf Platz 1 landet. Hingegen wird ein Service auf Platz 25, der im relativen
Verha¨ltnis auch
”
nur“ 5 Mal schlechter ist als der auf Platz 5, wohl kaum jemals vom
Nutzer beru¨cksichtigt. Bei der Anzeige der 5 ersten Services in einer Empfehlungs-
liste, ist die Position auf Platz 5 etwas, aber nicht wesentlich schlechter als die auf
Platz 4, die auf Platz 6 aber wesentlich schlechter als die auf Platz 5.
Hier tritt bereits die Frage aus, ob Platzierungen auf bestimmten Positionen viel-
leicht einfach unberu¨cksichtigt bleiben sollten. Es ist aber abha¨ngig von der Repra¨-
sentation und dem Nutzungsverhalten eines Anwenders, ab wann ein Service in der
Empfehlung als irrelevant betrachtet werden kann, da er an dieser Stelle wahrschein-
lich nie vom Nutzer gefunden wird.
Gruppenweise Auswertung
Ein erster Ansatz, um das erwa¨hnte Problem des Unterschieds zwischen zwei Er-
gebnissen, die dennoch auf einer Seite angezeigt werden und solchen die in ganz
unterschiedliche Bereiche fallen, zu lo¨sen, ist die einfache Gruppierung.
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Abha¨ngig von der Bedienoberfla¨che13 ko¨nnten also Raster zur Auswertung der Er-
gebnisse gebildet werden. Auch ohne die Informationen zur letztlichen Implementie-
rung ko¨nnen diese Raster intuitiv aufgeteilt werden: Eine Auswertung daru¨ber, wie
oft der
”
gewu¨nschte“ Service unter den ersten drei, fu¨nf, zehn, zwanzig... auftaucht,
liefert ebenfalls eine intuitiv einsichtige Auswertung der Arbeit des Recommenders
und wird ha¨ufig verwendet.
Die Auswertung in graphischer Form bietet sich u¨ber Histogramme an, die genau
solche Verteilungen besonders gut darstellen ko¨nnen und auch einen etwas weniger
komplexen U¨berblick daru¨ber bieten, wie genau die Ergebnisse verteilt sind.
In jedem Fall ist die einfachste Gruppierung der Ergebnisse die in
”
relevante“ und
”
irrelevante“ Positionen in der Empfehlungsliste. Geht man davon aus, dass Services,
die spa¨ter als auf dem 20. Listenplatz empfohlen werden, gar keine Beru¨cksichtigung
mehr finden, la¨sst sich einfach bina¨r auswerten: Wie viele der Tests haben u¨berhaupt
ein positives, das heißt
”
praxistaugliches“ Ergebnis, und wie viele nicht?
Fu¨r eine detaillierte Auswertung haben ist aber fu¨r eine etwas feinere Einstellung
vorgesehen.
Nichti-lineare Straffunktionen
Wie bereits erwa¨hnt, wa¨re es wu¨nschenswert, dass die Straffunktion die Unterschiede
zwischen einzelnen Positionen beru¨cksichtigt, aber auch mit einbezieht, dass eine
Platzierung ab einem gewissen Wert irrelevant ist und sich etwaiges Bla¨ttern in
einer Liste von Anzeigen auf die Relevanz einer Empfehlung auswirken kann. Sollte
sich beispielsweise herausstellen, dass die Ergebnisse so gestreut sind, dass in jedem
Fall gebla¨ttert werden muss, kann die letztliche Realisierung dies entweder durch
ein gro¨ßeres Fenster fu¨r die Vorschla¨ge umsetzen oder durch eine Liste, in der in
beliebigen Schritten gescrollt, statt gebla¨ttert werden kann.
Einfache nicht-lineare Funktionen, die man u¨blicherweise zu einer solchen Auswer-
tung heranziehen ko¨nnte, sind im folgenden Plot dargestellt. Im Vergleich zur roten,
linearen Funktion sind zwar besonders hohe Werte fu¨r Platzierungen jenseits einer
bestimmten Grenze zu erkennen, der Unterschied zwischen zwei recht hohen Positio-
nen (z.B. 21 und 22) kann beispielsweise bei (x · 1,1x) als enorm bezeichnet werden.
Diese starke Unterscheidung ist nicht beabsichtigt und bildet kein gewu¨nschstes Er-
gebnis.
Kombination linearer und nicht-linearer Eigenschaften
Gesucht war also eine Funktion, die einerseits die Gruppierung der Ergebnisse be-
ru¨cksichtigt, und andererseits innerhalb dieser Gruppen noch eine differenziertere
Betrachtung mo¨glich macht, statt alle x Ergebnisse einer
”
Seite“ zusammenzufas-
sen.
Hierzu wurde von der PG eine Funktion entwickelt, die die Gruppierung beru¨cksich-
tigt und innerhalb der Seiten dann noch eine weitere Unterscheidung macht.
13Die Implementierung ko¨nnte natu¨rlich auch in sta¨ndiger Wechselbeziehung zur Evaluation
entwickelt werden.
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Abbildung 5.2: Mo¨gliche Straffunktionen im Vergleich
Auch wenn einige Informationen zur bevorzugten Partitionierung von Informationen
beim Menschen vorliegen14, ist hierbei die letztliche Gruppengro¨ße offen gehalten
worden und es wurde eine allgemeine Formel fu¨r eine passende Funktion f entworfen:
f(x) = x÷ g + c
√
1/2 · x mod g
g − 1 .
Hierbei bezeichnet g die gewa¨hlte Gruppengro¨ße und der Parameter c beeinflusst
die Steigung innerhalb der Gruppen.
In jedem Fall wird durch diese Formel erreicht, dass der Unterschied zwischen dem
kleinsten und gro¨ßten Wert innerhalb einer Gruppe, genauso bewertet wird, wie der
zwischen dem letzten/gro¨ßten innerhalb einer und dem ersten/kleinsten der na¨chsten
Gruppe.
Somit bezieht die Funktion sowohl die Steigung innerhalb der Gruppe als auch Un-
terschiede zwischen den Gruppen ein.
14Baddley und Hitch, Modell des Arbeitsgeda¨chtnisses – Chunks/Geda¨chtnis
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Semantische Beurteilung
Wie bereits erwa¨hnt, ergibt sich ein großes Problem dadurch, dass sich die tatsa¨ch-
liche Zufriedenheit eines Kunden nicht einfach mathematisch abbilden la¨sst. Ließen
sich die Wu¨nsche eines Nutzers als Funktion darstellen, ko¨nnten diese Funktionen
schon zur Berechnung der Empfehlungen verwendet werden und mu¨ssten kaum noch
u¨ber ihre angedachte Funktionalita¨t hinaus evaluiert werden.
Stattdessen dra¨ngt sich, wie immer in Bereichen mit eher
”
weichen“ Kriterien ei-
ne Auswertung
”
per Hand“, oder vielmehr
”
per Mensch“ auf. Ideal wa¨re ein Test
durch regelma¨ßige Nutzung der in dieser Anwendung vom Recommender bearbeite-
ten Datengrundlage. Durch die Nutzung ko¨nnte dann nicht nur die Nutzbarkeit der
Empfehlungen in der Anwendung beurteilt werden, sondern auch die Erfahrungen
der Nutzer bei der Beurteilung unerwarteter Ergebnisse mit einfließen lassen.
In Ermangelung der Mo¨glichkeit, diese sa¨mtlichen Ergebnisse u¨berpru¨fen zu lassen,
wurde u¨berlegt, als
”
nicht erfolgreich“ beurteilte Empfehlungen des Recommenders
noch einmal einzeln zu u¨berpru¨fen. Eine zumindest grobe Einteilung der tatsa¨chlich
an erster Stelle empfohlenen Services du¨rfte anhand der textuellen Beschreibungen
mo¨glich sein, sodass auch hier mit einer einfachen Bewertungsfunktion Fragebo¨gen
erstellt und umgesetzt werden ko¨nnen, mit deren Hilfe die entsprechenden Empfeh-
lungen manuell evaluiert werden. Damit wa¨re eine differenziertere Beurteilung der
Sta¨rken und Schwa¨chen des Recommenders mo¨glich.
Zuna¨chst wurden hierzu die ausgelesenen Daten in eine leicht lesbare Form gebracht;
somit mu¨ssen Tester nicht sa¨mtliche Services tatsa¨chlich kennen, sondern nur an-
hand ihrer Beschreibung beurteilen, ob eine entsprechende Verarbeitung der Daten
sinnvoll wa¨re.
Im Laufe der Entwicklung ist jedoch von der Mo¨glichkeit die Empfehlungen manuell
von Bioinformatikern oder Biologen u¨berpru¨fen zu lassen Abstand genommen wor-
den. Der Aufwand auf beiden Seiten ist hierbei zu groß. Die Erstellung der Fragebo¨-
gen mit deren Hilfe eine manuelle Evaluation stattfinden kann und die Einarbeitung
der Testpersonen rechtfertig den Aufwand nicht.
Implementierung
Bei der Implementierung der Evaluation ist auf die Erweiterbarkeit geachtet wor-
den. Wie zuvor beschrieben gibt es sehr viele Mo¨glichkeiten die Sinnhaftigkeit von
Empfehlungen zu beurteilen. Des Weiteren gibt es u¨berhaupt viele Mo¨glichkeiten zu
einer Empfehlung zu gelangen. Denn ein Workflow kann beliebig viele Informationen
enthalten bevor eine Empfehlung in der Evaluation verlangt wird. Alle diese Ansa¨tze
sollen in der Evaluation beru¨cksichtigt werden.
Der Kern der Evaluation ist die Klasse EvaluationSystem. In dieser Klasse wer-
den die verschiedenen Bewertungsfunktionen, Evaluationsmethoden und Trainings-
und Testmengengeneratoren zusammengefu¨hrt. Hierbei werden alle Kombinationen
durchlaufen und in jeder dieser Kombinationen werden Emfehlungen generiert und
diese anschließend mit der Bewertungsfunktion entsprechend bewertet.
Bei den Trainings- und Testmengengeneratoren sind ist die k-fache Kreuzvalidierung
sowie das Leave-one-out-Verfahren implementiert worden. Da zu Beginn der Imple-
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mentierung noch nicht abzusehen war, auf wie vielen Workflows die Evaluation die
Recommender bewertet ist wurde es als sinnvoll erachtet worden eine Methode zu
haben, welche auf großen Datenmengen repra¨sentative Ergebnisse liefert und eine
welche auf kleineren Datenmengen sehr genaue Ergebnisse liefert.
Auch bei den Bewertungsfunktionen werden zwei der zuvor beschriebenen Ansa¨tze
umgesetzt. Zum einen existiert eine lineare Bewertungsfunktion zum anderen eine
Kombination aus linearer und nicht-linearer Bewertungsfunktion. Diese Bewertungs-
funktionen werden auf jede Empfehlung angewandt. Hierbei ist zu beachten, dass es
pro Trainings- und Testmenge mehrere Empfehlungen gibt.
Bei der Implementierung werden mithilfe der Trainings- und Testmengengeneratoren
unterschiedliche Szenarien erzeugt. Diese Szenarien bestehen immer aus Workflows,
die mithilfe von Empfehlungen rekonstruiert werden sollen und eine Menge von
Workflows, welche als Datengrundlage dienen. Um sicherzustellen, dass die Work-
flows welche in der Testmenge enthalten sind nicht zum Generieren von Empfeh-
lungen genutzt werden, wurden die Services und Workflows um ein Attribut hidden
erweitert. Dieses Attribut kann entweder den Wert wahr oder falsch annehmen. Die
Recommender erhalten nur Zugriff auf Services und Workflows, bei denen das At-
tibut auf false gesetzt ist. Hierdurch wird schon auf Datenbankebene sichergestellt,
dass die Trainings- und Testmengen tatsa¨chlich voneinander getrennt sind. Eine sol-
che Trennung ist sehr wichtig, da sonst ein Workflow, welcher rekonstruiert werden
soll in der Datenbank enthalten sein ko¨nnte. Somit wa¨re die Empfehlungen sehr
einfach und das Ergebnis der Evaluation verfa¨lscht. Ein weiterer Punkt, an dem das
Attribut eingesetzt wird ist die A¨nderung von Profilen. In den Profilen kann die Men-
ge der zu verwendenden Importmodule bestimmt werden. Damit die Recommender
immer das gleiche Verhalten bei einer bestimmten Auswahl solcher Importmodule
vorweisen, werden alle Services und Workflows aus nicht verwendeten Importmodu-
len auf hidden gesetzt. Sonst ko¨nnte es passieren, dass die Recommender auf Services
und Workflows zuru¨ckgreifen, die sie bei der gewa¨hlten Konfiguration von Import-
modulen gar nicht kennen du¨rften. Insbesondere wird hierdurch verhindert, dass
diese Services und Workflows aus der Datenbank gelo¨scht werden mu¨ssen und somit
bei der erneuten Hinzunahme des Importmoduls neu importiert werden mu¨ssten.
Die Ergebnisse werden durch Instanzen der Klasse EvaluationResult repra¨sentiert.
In dieser Klasse sind die Ergebnisse der Bewertungsfunktionen gespeichert sowie
weitere relevante Informationen wie: Verwendeter Trainings- und Testmengengene-
rator, verwendete Bewertungsfunktion, verwendetes Profil sowie Informationen u¨ber
die Services und Workflows. Mithilfe dieser Ergebnisse lassen sich alle Relevanten
Informationen herausarbeiten und pra¨sentieren.
Wie schon zuvor erwa¨hnt ist bei der Implementierung auf die Erweiterbarkeit ge-
achtet worden, so stehen fu¨r die Trainings- und Testmengengeneratoren sowie die
Bewertungsfunktionen abstrakte Klassen zur Verfu¨gung. Klassen, die hiervon erben
ko¨nnen einfach in das EvaluationSystem eingebunden werden und somit in der
Evaluation genutzt werden.
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Ergebnisse der Evaluation
Bei der Durchfu¨hrung der Evaluation ist ausschließlich das Leave-one-out-Verfahren
verwendet worden. Aufgrund der Anzahl von Workflows in der Datenbank ist die
Laufzeit mit einem durchschnittlichen Wert von neun Minuten annehmbar. Die 10-
fache-Kreuzvalidierung ha¨tte nur zu ungenaueren Ergebnissen gefu¨hrt. Sie bietet
sich jedoch fu¨r die Evaluation des Systems auf gro¨ßeren Datenbesta¨nden an.
Insgesamt sind bei der Evaluation 30384 Empfehlungen durchgefu¨hrt worden. Ei-
ne Empfehlung wird als Sinnvoll beachtet, wenn der durch die Bewertungsfunkti-
on gegebene Wert einer Empfehlung unter einem gewissen Grenzwert liegt. Dieser
Grenzwert liegt bei dieser Evaluation bei 100. Dieser Wert erscheint auf den ersten
Blick als zu groß, da kaum ein Nutzer eine Menge in dieser Gro¨ßenordnung nach
den passenden Service durchsuchen mo¨chte. Aus diesem Grund ist zudem die An-
zahl der Empfehlungen angegeben, die der Nutzer in der Oberfla¨che sofort angezeigt
bekommt. In diesem Fall handelt es sich um jeweils sieben Services. Die Anzahl der
Empfehlungen, die den
”
gewu¨nschten“ Service unter den ersten sieben Services der
Empfehlung enthalten sind somit auch in der Praxis als sehr gut anzusehen.
Im weiteren Verlauf werden zwei Ergebnisse vorgestellt. Das erste Ergebnis stellt die
Kombination linearer und nicht-linearer Straffunktionen dar. Das zweite Ergebnis
ist die lineare Straffunktion. Es ist leicht zu sehen, dass das Ergebnis der linearen
Straffunktion besser erscheint, dies liegt daran, dass
”
gewu¨nschte“ Services, die nicht
unter den ersten sieben Services der Empfehlung auftauchen nicht so stark bestraft
werden. Bei der linearen Funktion wird zudem immer das Minimum betrachtet. Es
za¨hlt also die kleinste Position auf der ein
”
gewu¨nschter“ Service auftaucht.
Ergebnis kombinierte Straffunktion. Die Evaluation wurde fu¨r die kombinier-
te Straffunktion mehrmals durchgefu¨hrt. Jedes Mal ist eine andere Kombination
von aktiven Recommenderalgorithmen gewa¨hlt worden. Hierdurch soll auch das
Verhalten und die Auswirkungen einzelner Recommenderalgorithmen auf das Ge-
samtergebnis verdeutlicht werden. In Tabelle 5.7 sind die Ergebnisse der Evaluation
dargestellt, wenn alle Recommenderalgorithmen aktiv und gleichgewichtet sind.
Durchschnittliche Bewertung 18, 876687569803217
Q0,25 3, 0
Q0,75 25, 0
Median 7.666666666666667
Tabelle 5.7: Kombinierte Straffunktion - Alle Algorithmen gleichgewichtet
Das Ergebnis verdeutlicht was schon bei der Nutzung des Recommenders aufgefal-
len ist: Die Empfehlungen sind ha¨ufig sehr gut und passend. Immerhin finden sich
bei einem Viertel aller Empfehlungen die
”
gewu¨nschten“ Services unter den ersten
drei Empfehlungen. Das der Durchschnitt der Empfehlungen so hoch liegt, auch im
Vergleich zum Median la¨sst darauf schließen, dass es einige Empfehlungen gibt, die
sehr schlecht bezu¨glich der Straffunktion abgeschnitten haben. Dies kann vorkom-
men, wenn Workflows rekonstruiert werden, welche nur einmal in der Datenbank
KAPITEL 5. EVALUATION 121
enthalten sind und die Empfehlungsalgorithmen auf andere Workflows zuru¨ckgrei-
fen mu¨ssen. Auch die Tatsache, dass das obere Quantil bei 25 liegt verdeutlicht
dies. Anschließend ist die Evaluation fu¨r alle Algorithmen einzeln durchgefu¨hrt wor-
den. Hierbei ist aufgefallen, dass das Mutual Information-Verfahren mit Abstand die
besten Ergebnisse liefert. In Tabelle 5.8 sind diese dargestellt.
Durchschnittliche Bewertung 17, 259634776392904
Q0,25 3, 0
Q0,75 23, 151515151515152
Median 8, 0
Tabelle 5.8: Kombinierte Straffunktion - Mutual Information
Es fa¨llt hierbei besonders auf, dass der Algorithmus in fast jeden Punkt besser oder
genauso gut ist wie die Kombination aller Algorithmen zusammen. Der Median
ist jedoch ho¨her, was darauf schließen la¨sst, dass die anderen Algorithmen einige
qualitativ hochwertige Vorschla¨ge zur Empfehlung beigesteuert haben.
Dieses Resultat fu¨hrt direkt zur dritten Auswertung. Bei dieser Evaluation gehen
alle Algorithmen bis auf Mutual Information nur noch mit dem halben Gewicht ein.
Die Ergebnisse der Evaluation sind in Tabelle 5.9 dargestellt.
Durchschnittliche Bewertung 19, 22417777890612
Q0,25 2, 5
Q0,75 24, 5
Median 7, 666666666666667
Tabelle 5.9: Kombinierte Straffunktion - Alle Algorithmen unterschiedlich gewichtet
Hierbei Fa¨llt auf, dass die Ergebnisse im Durchschnitt schlechter sind als zuvor, der
Median jedoch wieder kleiner ist. Was darauf schließen la¨sst, dass einige schlechte
Ergebnisse hinzugekommen sind. Diese haben jedoch nur eine geringe Auswirkung
fu¨r den Nutzer. Das untere Quantil ist kleiner als bei den beiden Szenarien zuvor,
was insbesondere fu¨r diese Konfiguration spricht.
Lineare Straffunktion. Wie bei der kombinierten Straffunktion sind auch bei der
linearen Straffunktion mehrere Evaluationen fu¨r unterschiedliche Konfigurationen
der Algorithmen durchgefu¨hrt worden. Die lineare Funktion ist hierbei noch einfa-
cher zu interpretieren als die kombinierte Funktion, da der Funktionswert genau der
Position in der Empfehlung entspricht. Auch hier gilt: Je kleiner desto besser. Insge-
samt bietet die implementierte Straffunktion drei Modi: Minimum, Maximum und
Durchschnitt. Je nach Modus ist der Beste, Schlechteste bzw. der Durchschnitt aller
Werte der Funktionswert. Im Folgenden wird die lineare Straffunktion im Modus
Minimum betrachtet.
Zuna¨chst ist das Verhalten des Recommenders untersucht worden, wenn alle Algo-
rithmen aktiv und gleichgewichtet sind. Die Ergebnisse sind in Tabelle 5.10 darge-
stellt.
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Durchschnittliche Bewertung 21, 927922590837284
Q0,25 1, 0
Q0,75 18, 0
Median 3, 0
Unter den besten sieben 20191
Tabelle 5.10: Lineare Straffunktion - Alle Algorithmen gleichgewichtet
Hierbei fa¨llt auf, dass das untere Quantil 1 ist. Bei 25% der Empfehlungen befindet
sich das gewu¨nschte Ergebnis somit an der ersten Stelle der Liste aller Empfehlun-
gen. Auch hier ist wie zu erwarten der Durchschnitt deutlich ho¨her als der Median.
Somit gibt es einige sehr schlecht Empfehlungen. Doch 75 % aller Empfehlungen
sind unter den ersten 18. Somit ist die Qualita¨t der Empfehlungen als sehr hoch
einzuscha¨tzen. Wie zu erwarten ist auch bei der linearen Straffunktion das Mutual
Inforation-Verfahren am besten. In Tabelle 5.11 sind die Ergebnisse der Evaluation
dieses Verfahrens dargestellt.
Durchschnittliche Bewertung 20, 868253027909425
Q0,25 1, 0
Q0,75 17, 0
Median 3, 0
Unter den besten sieben 19974
Tabelle 5.11: Lineare Straffunktion - Mutual Information
Es fa¨llt jedoch besonders auf, das sich nicht so viele Ergebnisse unter den ersten sie-
ben Empfehlungen befinden wie bei der Konfiguration wenn alle Algorithmen gleich
gewichtet sind. Dieses Ergebnis fu¨hrt zu dem Schluss, dass die anderen Algorithmen
noch Empfehlungen sehr hoher Qualita¨t geben, jedoch auch viele schlechte.
Um diese Eigenschaften zu verbinden ist eine Evaluation mit einer Konfiguration
durchgefu¨hrt worden, bei der alle Algorithmen aktiv sind jedoch bis auf das Mutu-
al Information-Verfahren nur mit halben Gewicht eingehen. Die Ergebnisse dieser
Evaluation sind in Tabelle 5.12 dargestellt.
Durchschnittliche Bewertung 21, 071649552395996
Q0,25 1, 0
Q0,75 17, 0
Median 2, 0
Unter den besten sieben 20520
Tabelle 5.12: Lineare Straffunktion - Alle Algorithmen unterschiedlich gewichtet
Im Durchschnitt sind die Ergebnisse zwar ein wenig schlechter als die vorherigen
Ergebnisse, es finden sich jedoch 546
”
gewu¨nschte“ Services unter den ersten sieben
Empfehlungen. Dies ist besonders relevant, da der Nutzer diese zuerst zu sehen
bekommt. Auch der Median ist um eine Position besser.
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Interpretation. Die Ergebnisse der Evaluation zeigen, dass die Empfehlungen des
Recommender-Systems in vielen Fa¨llen sehr gut sind. Es la¨sst sich nicht abstreiten,
dass es Ausnahmen gibt, bei denen die Empfehlungen sehr schlecht sind. Dies liegt
aber zum Teil an der Datengrundlage fu¨r die Empfehlungen. Alles in allem haben
die Empfehlungen jedoch eine sehr gute Qualita¨t, wenn auch einige Verfahren, auf
den vorliegenden Daten, besser funktionieren als andere.
Zusammenfassend kann die Evaluation als Besta¨tigung der praktischen Ergebnis-
se gesehen werden. Die Empfehlungen des Recommender-Systems sind sehr ha¨ufig
sinnvoll und zielfu¨hrend, es gibt jedoch Situationen, in denen das System kaum oder
keine guten Empfehlungen ausgibt. Insbesondere muss auf die Konfiguration der Al-
gorithmen geachtet werden, da diese die Qualita¨t sehr stark beeinflussen ko¨nnen.
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6 Schluss
6.1 Fazit
Im Rahmen der Projektgruppe Situation-Aware Semantic Service Discovery im
Sommersemester 2012 und Wintersemester 2012/2013 wurde ein Recommender-
System fu¨r Services entwickelt und als Erweiterung fu¨r die Workflowmanagement-
umgebung jABC implementiert.
EMF-Metamodell. Es wurde ein EMF-Metamodell fu¨r Services entwickelt, das
Informationen zur Untersuchung semantischer Zusammenha¨nge zwischen Services
entha¨lt. Zu diesen Informationen geho¨ren syntaktische Informationen (Ein- und Aus-
gabeparameter), semantische Informationen (Beschreibung, Zuordnungen zu Kate-
gorien und Tags) sowie kollaborative Informationen (Benutzung in Workflows, Be-
nutzerbewertung, Popularita¨t).
Angesichts des einfachen Service-Modells und der geringen gespeicherten Datenmen-
ge erwies sich die Wahl von EMF zur Modellierung und Hibernate zur Wahrung der
Persistenz als unangemessen. Die automatische Code-Erzeugung zur Instanziierung
von Modellen, die zu den Vorteilen von EMF geho¨rt, fu¨hrte an einigen Stellen zu
unno¨tig hoher Komplexita¨t. Die Persistenz von EMF-Modell-Instanzen mittels Hi-
bernate fu¨hrte ebenfalls zu unno¨tigen Kompatibilita¨tsproblemen.
Plug-in-Architektur. Ausgehend vom Metamodell wurden verschiedene Metho-
den der Theorie der Empfehlungssysteme sowie eigene Ansa¨tze verfolgt, um fu¨r jeden
verfolgten Ansatz einen Recommender zu entwickeln. Von einer zentralen Kernkom-
ponente ausgehend wurde ein mo¨glichst modularer Ansatz verfolgt. Die einzelnen
Recommender wurden als unabha¨ngige Plug-ins fu¨r die Kernkomponente konzipiert,
sodass sich in der Implementierung gewichtete Kombinationen der einzelnen Recom-
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mender auswa¨hlen lassen. Der modulare Aufbau erlaubt die geplante Nutzung des
OSGi -Frameworks zur dynamischen Einbindung einzelner Plug-ins.
Unter anderem aufgrund der im Zusammenhang mit dem Metamodell entstandenen
Probleme bei der Realisierung des Systems als jABC -Erweiterung musste letztlich
auf die Verwendung von OSGi verzichtet werden.
Ein Nachteil des modularen Aufbaus des Recommender-Systems ist die vo¨llige Unab-
ha¨ngigkeit einzelner Recommender untereinander bezu¨glich der zusammengesetzten
Empfehlung. Einzelne Recommender arbeiten mit unterschiedlichen Informationen
u¨ber vorhandene Services. So kann es passieren, dass aufgrund mangelhafter Infor-
mationen mehrere Recommender einander widersprechen. Aus der Sicht der Kern-
komponente lassen sich in diesem Fall die Gru¨nde nicht nachvollziehen. So bleibt
ihr keine andere Wahl, als eine gewichtete Summe widerspru¨chlicher Ergebnisse als
Empfehlung zuru¨ckzugeben.
Datenquellen. Zur Nutzung der entwickelten Recommender werden Daten aus
verschiedenen Datenquellen importiert und durch die Kernkomponente verwaltet.
Der Import und die Verwaltung der Daten geschieht wiederum durch voneinan-
der unabha¨ngige Plug-ins. Die verwendeten Datenquellen (EMBOSS, BioCatalogue,
MyExperiment) haben sich als gut bezu¨glich syntaktischer, ausreichend bezu¨glich se-
mantischer und mangelhaft bezu¨glich kollaborativer Informationen erwiesen. In den
meisten Fa¨llen kollaborieren einzelne Benutzer der Portale kaum und verwenden ei-
gene Tags und Services innerhalb ihrer Workflows. Dies erschwert die Aufdeckung
von Zusammenha¨ngen zwischen Services.
Integration. Die Entscheidung gegen eine geplante Implementierung des Recom-
mender-Systems in Eclipse4Bio zugunsten von jABC fu¨hrte bis auf die beschriebene
Problematik mit OSGi zu keinen Nachteilen. Die Abbildung von Services auf SIBs
sowie die Nutzung der Plug-in-Schnittstelle war gut fu¨r die Integration geeignet. Dass
jABC Workflows kontrollflussorientiert verarbeitet, aber vorhandene Datenquellen
datenflussorientierte Workflows zur Verfu¨gung stellen, fu¨hrte zu keinen besonderen
Schwierigkeiten.
Da die Gewichtung einzelner Recommender bedeutend ist, wurde eine grafische Be-
nutzeroberfla¨che zur Konfiguration der Gewichtung und benutzter Datenquellen ein-
gerichtet.
Evaluation. Eine Evaluation des Recommender-Systems im Kontext vorhande-
ner Workflows aus MyExperiment mit dem Leave-One-Out-Verfahren zeigte, dass
auf der Grundlage gegebener Daten erzeugte Empfehlungen sehr ha¨ufig dem Be-
nutzerverhalten entsprechen und zielfu¨hrend sein ko¨nnen. Nichtsdestotrotz sind in
machen Fa¨llen erzeugte Empfehlungen aufgrund mangelhafter Daten sinnlos.
Insgesamt la¨sst sich sagen, dass die fu¨r die Projektgruppe gesetzten Ziele – bis auf
A¨nderungen an Detailanforderungen – erreicht wurden, und dass es mo¨glich ist, ein
sinnvoll funktionierendes Recommender-System fu¨r Services der Bioinformatik mit
zur Verfu¨gung stehenden Daten zu entwickeln.
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6.2 Ausblick
Verbesserung der Unifikation von Services. Die Qualita¨t des Datenbestandes
und damit auch der Empfehlungen ist stark vom Unifikationsvorgang von Services
abha¨ngig. Eine Verbesserung der Unifikation von Services wu¨rde einerseits zu weni-
ger Empfehlungen redundanter Services und andererseits zu einer besseren Analyse
von Workflows fu¨hren. Eine vielversprechende Mo¨glichkeit besteht darin, eine Rela-
tion aufzubauen, die Informationen u¨ber neuere Versionen von Services entha¨lt. So
ko¨nnten nicht nur verschiedene Versionen eines Services unifiziert werden, sondern
auch nur die neueste Version eines Services empfohlen werden.
Neue Datenquellen. Kollaborative Daten werden bei konventionellen Empfeh-
lungssystemen oft fu¨r sinnvolle Empfehlungen verwendet. Diese Daten mu¨ssen aller-
dings in gewisser Quantita¨t vorhanden sein. Bei den verwendeten Datenquellen ist
dies gro¨ßtenteils nicht der Fall. Es wa¨re naheliegend, andere Datenquellen zu suchen
oder womo¨glich neue Datenquellen zu generieren. So wa¨re es sinnvoll, Benutzersta-
tistiken einer Workflowmanagementumgebung fu¨r zuku¨nftige lokale Empfehlungen
zu sammeln und an eine zentrale Datenbank zu versenden, um global kollaborative
Daten zu erzeugen und zu nutzen.
Verfeinerung vorhandener Datenquellen. Um der unzureichenden Qualita¨t
vorhandener Datenquellen entgegenzuwirken, ko¨nnten diese manuell fu¨r den Einsatz
im Recommender-System vorbereitet werden. Zum einen kann die Gestaltung von
Tags vereinheitlicht werden, sodass mehr semantische Beziehungen zwischen Services
aufgedeckt werden ko¨nnen. Zum anderen wu¨rde eine gro¨ßere Aktivita¨t hinsichtlich
Benutzerbewertungen von Services unmittelbar dazu fu¨hren, dass relevante Services
eher empfohlen werden.
Neue Recommender. Die Implementierung anderer Recommender als Plug-ins
fu¨r das Recommender-System wu¨rde die Qualita¨t der Empfehlungen weiterhin stei-
gern. Es ist zum Beispiel vorstellbar, Recommender auf Basis von Ontologien zu
konzipieren.
Zusammenarbeit der Recommender. Eine weitere Verbesserung des
Recommender-Systems besteht darin, dass einzelne Recommender feiner zusammen-
arbeiten. In Fall, dass mindestens ein Recommender aufgrund von
”
qualita¨tsvollen“
Daten davon u¨berzeugt ist, einen relevanten Service gefunden zu haben, sollte sei-
ne Empfehlung nicht durch unvollsta¨ndige Daten anderer Recommender relativiert
werden. Dazu mu¨ssen der Begriff
”
qualita¨tsvoll“ na¨her definiert und insbesondere
die Datenquellen analysiert werden. Eine genauere Analyse benutzter Datenquel-
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len ko¨nnte durchaus dazu fu¨hren, dass oft genutzte lokale Skripte als eigensta¨ndige
Elemente empfohlen werden ko¨nnen.
Ausfu¨hrbarkeit. Die Ausfu¨hrbarkeit der Workflows aus empfohlenen Services in
jABC ist nicht gegeben. Da verschiedene Services aus verschiedenen Datenquellen
unterschiedlich spezifiziert und lokalisiert sind, ist dies im Allgemeinen fu¨r beliebi-
ge Datenquellen nicht mo¨glich. Es ist nicht unwahrscheinlich, dass bei geeigneter
Einschra¨nkung, etwa auf EMBOSS -Services, Skripte und Kontrollflusselemente die
Ausfu¨hrbarkeit eines erzeugten Workflows in jABC ohne sehr großen Zusatzaufwand
verwirklicht werden ko¨nnte.
Vision. Ein verla¨ssliches Recommender-System beno¨tigt umfangreiche und ge-
pflegte Datenquellen. Die folgenden Schritte wu¨rden genu¨gen, um eine gute Da-
tenqualita¨t zu erreichen.
1. Den Grad an Dokumentation und Konsistenz der EMBOSS -Services auf Bio-
Catalogue-Services u¨bertragen.
2. Services aus MyExperiment-Workflows mit der so entstandenen Datenbank
verknu¨pfen.
3. Eine aktive Community aufbauen, die Services benutzt und bewertet.
Abschließend la¨sst sich sagen, dass relevante Daten bereits in einem genu¨gend großen
Umfang vorliegen, jedoch ist deren Nutzbarkeit durch mangelnde Konsistenz und
Pflege schwierig.
A Anhang
A.1 Copyright – Entscheidung fu¨r eine Lizenz
Bereits zu Beginn des ersten Semesters wurde in einer kurzen Diskussion die Frage
zum Copyright aufgebracht. Lange herrschte dabei Uneinigkeit u¨ber die zu verwen-
denden Lizenzen, wobei ein Großteil der Gruppe fu¨r eine mo¨glichst freigebige Lizenz
stimmte. Nach einiger Recherche und der Vervollsta¨ndigung des Projekts ist die
Entscheidung auf die BSD 2-Clause License gefallen:
Copyright (c) 2013, PG-SASSD, TU Dortmund
All rights reserved.
Redistribution and use in source and binary forms, with or without
modification, are permitted provided that the following conditions
are met:
1. Redistributions of source code must retain the above copyright
notice, this list of conditions and the following disclaimer.
2. Redistributions in binary form must reproduce the above copyright
notice, this list of conditions and the following disclaimer in the
documentation and/or other materials provided with the distribution.
THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS
"AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT
LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR
A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT
OWNER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT
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LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE,
DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON
ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR
TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF
THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF
SUCH DAMAGE.
Die Entscheidung fu¨r diese Lizenz ist aus zweierlei Gru¨nden gefallen: Einerseits er-
fu¨llt sie die Anforderung nach minimalen Restriktionen, wie sie in der Gruppe aufge-
stellt wurde. Andererseits ist sie kompatibel zu den jeweiligen Copyrighterkla¨rungen
und Lizenzen der von uns verwendeten Komponenten, fu¨r deren direkte Integration
im Projekt wir uns entschieden haben.
Es folgt eine U¨bersicht u¨ber die innerhalb des Projekts als Bibliotheken verwendeten
Komponenten, jeweils mit einem Vermerk zur Lizenz der Komponente und ihrem
Status im Projekt.
Nicht enthaltene Komponenten
• Java Development Kit:
http://www.oracle.com/technetwork/java/index.html
Lizenz: Sun License, kann aufgrund der Lizenz nicht im Projekt enthalten sein,
sondern muss manuell installiert werden
• EMBOSS: http://emboss.sourceforge.net/
Lizenz: GPL, kann optional manuell installiert werden und ist aufgrund der
Lizenz nicht im Projekt enthalten
• jABC: http://www.jabc.de/
Lizenz: Beinhaltet sowohl Apache2, BSD, LGPL als auch eine eigene Lizenz-
vereinbarung; muss manuell installiert werden
Variabel enthalten
• Eclipse Modeling Framework (EMF):
Lizenz: Eclipse Public License (EPL), kompatibel zur verwendeten Lizenz;
kann manuell installiert werden, sofern nicht im Projekt enthalten
Enthaltene Komponenten
• Apache Commons Komponenten: http://commons.apache.org/
Lizenz: Apache2, kompatibel zur verwendeten Lizenz und ist im Projekt un-
vera¨ndert enthalten
• jFreeChart: http://www.jfree.org/jfreechart/
Lizenz: LGPL, kompatibel zur verwendeten Lizenz und ist im Projekt unver-
a¨ndert enthalten
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• jGraph: http://www.jgraph.com/
Lizenz: BSD, kompatibel zur verwendeten Lizenz und ist im Projekt unvera¨n-
dert enthalten
• HSQLDB: http://www.hsqldb.org/
Lizenz: BSD, kompatibel zur verwendeten Lizenz und ist im Projekt unvera¨n-
dert enthalten
• Hibernate: http://www.hibernate.org/
Lizenz: LGPL 2.1, kompatibel zur verwendeten Lizenz und ist im Projekt
unvera¨ndert enthalten
• DesignGridLayout: http://designgridlayout.java.net/
Lizenz: Apache2, kompatibel zur verwendeten Lizenz und ist im Projekt un-
vera¨ndert enthalten
• ACDFile parser: http://moby.ucalgary.ca/seahawk/
Lizenz: LGPL 3, kompatibel zur verwendeten Lizenz und ist im Projekt un-
vera¨ndert enthalten
A.2 CategoryFilter - Tests
EmbossACD descseq
Categories:
edit
Recommended services:
———————
EmbossACD aligncopy
EmbossACD aligncopypair
EmbossACD biosed
EmbossACD cutseq EmbossACD degapseq
EmbossACD domtesta
EmbossACD domtestb
EmbossACD domtestc
EmbossACD domtestd
EmbossACD entrygo
EmbossACD entrytax
EmbossACD extractseq
EmbossACD featreport
EmbossACD feattext
...
———————
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EmbossACD maskseq
Categories:
edit
Recommended services:
———————
EmbossACD aligncopy
EmbossACD aligncopypair
EmbossACD biosed
EmbossACD cutseq
EmbossACD degapseq
EmbossACD descseq
EmbossACD domtesta
EmbossACD domtestb
EmbossACD domtestc
EmbossACD domtestd
EmbossACD entrygo
EmbossACD entrytax
EmbossACD extractseq
EmbossACD featreport
EmbossACD feattext
...
———————
EmbossACD wordcount
Categories:
composition
Recommended services:
———————
EmbossACD compseq
EmbossACD freak
EmbossACD chaos
EmbossACD complex
EmbossACD density
EmbossACD emowse
EmbossACD isochore
EmbossACD mwcontam
EmbossACD mwfilter
EmbossACD oddcomp
EmbossACD pepdigest
EmbossACD backtranambig
EmbossACD backtranseq
EmbossACD dan
EmbossACD pepstats
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EmbossACD banana
EmbossACD btwisted
EmbossACD pepinfo
———————
EmbossACD freak
Categories:
composition
Recommended services:
———————
EmbossACD compseq
EmbossACD wordcount
EmbossACD chaos
EmbossACD complex
EmbossACD density
EmbossACD emowse
EmbossACD isochore
EmbossACD mwcontam
EmbossACD mwfilter
EmbossACD oddcomp
EmbossACD pepdigest
EmbossACD backtranambig
EmbossACD backtranseq
EmbossACD dan
EmbossACD pepstats
EmbossACD banana
EmbossACD btwisted
EmbossACD pepinfo
———————
EmbossACD digest
Categories:
motifs
Recommended services:
———————
EmbossACD antigenic
EmbossACD epestfind
EmbossACD fuzzpro
EmbossACD patmatdb
EmbossACD patmatmotifs
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EmbossACD preg
EmbossACD pscan
EmbossACD fuzztran
EmbossACD sigcleave
———————
BioCatalogue EMBOSS hmoment
Categories:
protein secondary structure
Recommended services:
———————
BioCatalogue EMBOSS garnier
BioCatalogue EMBOSS pepcoil
BioCatalogue GOR III protein secondary structure prediction CNRS IBCP
BioCatalogue GOR I protein secondary structure prediction CNRS IBCP
BioCatalogue INB mmb pcb ub es runPHDFromBLASTText
BioCatalogue passtaImplementationService
BioCatalogue pepnetService
BioCatalogue pepwheelService
BioCatalogue plotFeatureAASequenceService
BioCatalogue EMBOSS tmap
BioCatalogue EMBOSS topo
BioCatalogue EMBOSS helixturnhelix
BioCatalogue Phobius REST
BioCatalogue Phobius SOAP
BioCatalogue GenesilicoMetaServerSOAPService
BioCatalogue WSPhobius
———————
EmbossACD hmoment
Categories:
properties
Recommended services:
———————
EmbossACD charge
EmbossACD octanol
EmbossACD pepwindow
EmbossACD pepwindowall
EmbossACD iep
EmbossACD pepstats
EmbossACD pepinfo
———————
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EmbossACD dottup
Categories:
dot plots
Recommended services:
———————
EmbossACD dotmatcher
EmbossACD dotpath
EmbossACD polydot
EmbossACD extractalign
———————
BioCatalogue TreeBASE
Categories:
phylogeny
phylogeny:evolutionary distance measurements
phylogeny:tree inference
phylogeny:tree display
phylogeny:statistical robustness
phylogeny:molecular sequence
Recommended services:
———————
BioCatalogue ClustalW2 Phylogeny REST
BioCatalogue ClustalW2 Phylogeny SOAP
BioCatalogue PhylogeneticnewService
BioCatalogue rociImplementationService
BioCatalogue roseImplementationService
———————
EmbossACD distmat
Categories:
phylogeny:molecular sequence
Recommended services:
———————
BioCatalogue ClustalW2 Phylogeny REST
BioCatalogue ClustalW2 Phylogeny SOAP
BioCatalogue PhylogeneticnewService
BioCatalogue TreeBASE
BioCatalogue rociImplementationService
———————
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