Dendrites from the same neuron usually avoid contact with one another, a behavior known as selfavoidance. In this issue of Neuron and in the upcoming May 4, 2007 issue of Cell, a pair of studies by Soba et al. and Hughes et al. and a study by Matthews et al., respectively, identify products from the highly alternatively spliced Dscam gene as central to this behavior in Drosophila. Signaling induced by adhesion between identical isoforms triggers repulsion between sister dendrites.
Tree-like patterns exist widely in nature and are thought to provide optimal flow of information and/or material from a relatively large space to a point. Neuronal dendrites receive and integrate information from multiple sources, often covering large areas. The term dendrite is derived from dendron, the Greek word for tree, reflecting the characteristic patterns of these structures. Dendritic branches from the same neuron would be expected to be most efficient in territorial coverage when they are regularly spaced from one another, and indeed this is what is seen in vivo. This tendency of sister dendrites to avoid contact or crossing one another is known as self-avoidance. In addition, functionally redundant branches from different neurons would also be expected to avoid each other's territories in order to provide a cleanly derived cell-by-cell representation map in the central nervous system. This behavior is referred to as tiling (Jan and Jan, 2003;  Figure 1 ). In general, tree-like structures are thought to form by either competition between branches for a common limiting resource, or by an as of yet poorly resolved mechanism that involves direct self-avoidance. The branches of plants are guided by competition for light (and hydrodynamic considerations). How then do the sister branches of neurites know their own? In the relative darkness of the developing Drosophila embryo and larva, it turns out that dendritic branches are guided by touch.
With the analysis of the first animal genomes came the startling surprise that there are far fewer genes than expected. How can relatively few genes explain the complexity of neuronal circuitry? Alternative splicing of transcripts from a single gene to produce functionally different protein isoforms increases functional diversity without increasing gene number. For example, the use of alternative exons of the Slo Ca 2+ activated K + channel gene produces functionally different proteins that are important for hair cell function in the cochlea (Ramanathan et al., 1999) . The Down's syndrome Cell Adhesion Molecule (Dscam) gene in insects is an exceptional example of alternative splicing; it can potentially code for up to 38,016 isoforms, with the striking observation that isoforms seem to only adhere to their own isoform. These properties of Dscam raised the exciting possibility that Dscam could allow neurons to distinguish their own sister neurites from those of other neurons (Zipursky et al., 2006) . Three groups have now provided strong evidence that this is indeed the case for dendritic selfavoidance, but not for dendritic tiling. The evidence is provided by Hughes et al. (2007) and Soba et al. (2007) in a pair of studies in this issue of Neuron and in a study by Matthews et al. (2007) Previous studies on the guidance of sister axon branches in mushroom bodies had strongly suggested that Dscam would be required for recognition of self and subsequent repulsion (Zipursky et al., 2006) . These studies were limited by the resolution available for this class of neurons, which have small 3D target volumes. All three new studies focus on the dendritic arborization (da) neurons of the embryonic and larval peripheral nervous system, which form over a relatively large area. da neurons fall into four classes, I-IV, reflecting increasingly complex dendritic arbors, all of which can be examined with exquisite resolution in part due to their 2D nature. All da neuron classes exhibit self-avoidance, but only classes III and IV exhibit intersegmental tiling. Dscam is expressed in all four da classes, and loss of Dscam activity leads to a loss of selfavoidance in all classes. Single-cell mutant clones revealed that Dscam is required cell autonomously. Previous work had identified similarities between self-avoidance and tiling, so it may have been unexpected when Dscam mutants were found not to affect tiling. So what is the effect of the loss of self-avoidance? Sister neurites, once forbidden to touch, now fasciculate and fail to seek independent territories. The global effect is an inefficient branched structure with regions of poor coverage and regions of too much coverage. The neuron could be described as getting less territory for its material investment.
Overexpression of a single Dscam isoform had previously been shown to partially rescue axonal branching phenotypes, suggesting that Dscam has roles both dependent and independent of its diversity. When a single Dscam isoform is overexpressed in da neurons, the self-avoidance defect is rescued in the mutant background. This might suggest that diversity is not required for this function. However, examination of da neurons relative to one another revealed dendrites that had previously coexisted within the same territories now repelling one other. These gain-of-function data beautifully complement the loss-offunction experiments, strongly supporting the idea that the molecular diversity of Dscam mediates recognition of self. Individual photoreceptor cells express 14-50 different Dscam isoforms (Neves et al., 2004) , and it seems probable that WT da neurons will also express a small subset rather than a single isoform.
For repulsion of sister dendrites, both the extracellular and cytoplasmic domains of Dscam are required. This implies an active signaling pathway and modulation of the cytoskeleton to mediate retraction. Dscam function in axon guidance requires the adaptor protein Dock and the kinase Pak. The tricornered and hippo kinases and the furry gene are required for dendritic tiling. However, none of these potential downstream effectors displayed genetic interactions with Dscam (Hughes et al., 2007; Matthews et al., 2007; Soba et al., 2007) . Like the molecular basis of tiling, the identification of the cytoplasmic effectors will require future work. The active nature of the repulsion process was elegantly documented using time-lapse microscopy. Sister dendrites were seen to contact, fasciculate, and then repel, revealing adhesion between sister dendrites to be an intermediate step.
The same process has been equally and beautifully documented in zebrafish sensory axon arbors (see the supplemental data in Sagasti et al., 2005) . This neatly resolves the apparent paradox that repellent molecules are rarely seen to colocalize, yet have to physically contact one another to effect repulsion.
The complexity of neuronal branching structures has encouraged many models that invoke external patterning stimuli, such as experience. The new Dscam data points to a very sophisticated potential for endogenous patterning. Interestingly, in the fly visual system, external signals seem to play almost no role in patterning a very complicated retinotopic map, and instead cell-autonomous signals regulate axonal synapse specification (Hiesinger et al., 2006) . While this seems to conflict with what we know of the role of external stimuli in patterning vertebrate sensory maps, some data indicates a critical role for cell autonomy in these same systems (Crowley and Katz, 2000) . In Dscam mutants, the dendrites still know approximately where to go, so there must be other guidance factors, perhaps coupled to cell-autonomous control of dendrite size. In this context, it is worth noting that axon guidance is also subject to cell-autonomous functions linked to cell size (Canal et al., 1998) . In addition, distinct and complex in vivo branch patterns of some fly neurons can be recapitulated in isolated culture (Kraft et al., 2006) .
Vertebrate Dscams display minimal alternative splicing, indicating that dendritic self-avoidance must function by a different mechanism. In an era when evolutionary conservation of molecular mechanism is thought to be the rule rather than the exception, the lack of alternative splicing of Dscam outside of insects is highly unusual. Has Dscam function been superceded during evolution? Are arthropods really ''hard-wired''? The absence to date of neurotrophins in the fly is provocative, and perhaps indicative of their loss during evolution (Bothwell, 2006) . However, others have confidently predicted the existence of fly neurotrophins (Hidalgo et al., 2006) . Equally conspicuous by its absence to date is activity-dependent patterning. It would not be surprising if the molecular effectors for Dscam's role in dendritic branching are conserved in vertebrates, and their identification may help solve the riddle. As our knowledge of the formation of the fly brain rapidly advances, just how much patterning will continue to march to the beat of the genetic drum remains to be seen. What seems to be likely, however, is that the answers, like mutant neurites, will stray from the path our preconceived models dictate they should follow.
Figure 1. Cell Surface Molecules in Dendritic Guidance
Dscam controls self-avoidance between neurons from the same neuron (Hughes et al., 2007; Matthews et al., 2007; Soba et al., 2007) . Flamingo controls avoidance between dendrites from functionally similar neurons (known as tiling; Gao et al., 2000 In this issue of Neuron, O'Shea et al. demonstrate that a network of cortical areas compensates for function when the left dorsal premotor area is disrupted by transcranial magnetic stimulation (TMS) and that these compensatory changes are not just functionally specific but are anatomically specific as well.
Can one brain region take over the function of another? Consider what happens in motor recovery after stroke. Functional neuroimaging has shown us that, as patients recover the ability to move their affected limb, changes can be observed in neural activity, not only in the primary motor area in the damaged hemisphere but also in the primary motor area in the intact hemisphere, as well as in nonprimary motor areas in both hemispheres (for review, see Calautti and Baron, 2003) . But there is a contentious debate as to whether or not changes in the intact hemisphere really reflect adaptive processes related to motor recovery, particularly in the dorsal premotor area (PMd), an area that is frequently reported to show changes in neural response when stroke patients perform movements after a period of recovery (e.g., Johansen-Berg et al., 2002; for reviews, see Calautti and Baron, 2003; Rushworth et al., 2003) .
It is important to emphasize here that the intact motor areas contralateral to the damaged hemisphere have no direct access to the spinal motor neurons that innervate distal arm muscles on the same side of the body (Liu and Chambers, 1964; Ralston and Ralston, 1985) .
To address the issue of possible reorganization of function, O'Shea et al. (2007) took advantage of transcranial magnetic stimulation (TMS), a technique that allowed them to make ''virtual'' lesions in an otherwise intact brain by applying brief magnetic pulses through the skull to perturb neural processing in a particular area. By temporarily disrupting a brain area in this way, they avoided all complications associated with studies of brain-damaged patients whose lesions typically differ in extent and location. O'Shea and colleagues used TMS to disrupt the function of the left PMd temporarily in healthy volunteers and then looked at what happened immediately afterward when volunteers had to choose between different actions on the basis of visual cues (a task in which the left PMd is thought to play a crucial role). In their first experiment, the authors showed that after TMS was applied to the left PMd, performance on the action-selection task was disrupted temporarily-but soon recovered, suggesting that some sort of adaptive compensation had taken place.
But where in the brain did the compensation occur? In a second experiment, O'Shea and colleagues used functional magnetic resonance imaging (fMRI) to explore changes in neural activity in different brain regions after motor performance had recovered from the TMS-induced disruption of the left PMd. Not only did they find increases in neural activity in the right PMd and in other brain areas during the performance of the action-selection task, but these increases were task specific. In other words, neural activity in these regions was greater when the volunteers performed the action-selection task than when they performed similar repetitive movements that did not require selection. The increase in neural activity in the right PMd was notable given that the same laboratory had earlier shown that the right PMd plays a less important role in action selection than does the left PMd (for review, see Rushworth et al., 2003) .
In a third experiment, O'Shea and colleagues examined the specificity of these effects. They used fMRI to test whether or not TMS-induced disruption of the left primary motor area would produce the same kind of increases in neural activity in the right PMd and in the other brain areas related to action selection that they had observed following TMS-induced disruption of the left PMd. As it turned
