INTRODUCTION
Face verification is to tell whether two given faces belong to the same person or not. It is one of the core problems in computer vision and has been actively studied for decades. Many algorithms have been proven to work well on images collected in controlled settings. However, the performance of these algorithms often degrades significantly on images with large variations in pose, illumination, expression, aging, or occlusion.
In order to solve these problems, Deep Convolution Neural Networks(CNN) methods have been developed. DeepFace [5] was the first to train CNN by 4.4M facial images as a feature extractor for face verification tasks. It uses 3D alignment for data preprocessing, and a 4096-d vector for face representation. The accuracy of the method is 97.35% on Labeled Faces in the Wild(LFW) [2] . Sun et al. [7] achieved a result that surpass human performance for face verification on the LFW dataset using an ensemble of 25 simple Deep CNNs. And after that, Sun et al. [8] adopted in joint identification-verification supervision signal, leading to more discriminative features. Schroff et al. [9] trained deep CNN models with triple loss, thus the distance between the anchor and positive being minimized, while negative maximization. They achieve the state-of-the-art performance on LFW dataset. These works essentially demonstrate the effectiveness of the Deep CNN model for feature learning.
Another key component that can boost the performance of a face verification system is to learn a similarity metric from data for feature projection. There are many profitable metric learning approaches have been proposed. For instance, Hu et al. [17] learned a discriminative metric with deep neural network. Weinberger et al. [15] proposed Large Margin Nearest Neighbor(LMNN), it learns a Mahanalobis distance metric for k-nearest neighbor classification by semidefinite programming. Chen et al. [16] proposed a joint Bayesian approach for face verification which models the joint distribution of a pair of face images instead of the Euclidean distance between them.
In this paper, we will introduce our method based on deep CNNs for multi-patch feature extraction and two step metric learning for feature fusion. We trained our model with CASIA-WebFace [3] and VGGFace [6] , and evaluate the performance of the proposed method on LFW dataset and YouTube Faces Database(YTF).
The main contributions of this paper are summarized as follows:
 A residual convolution neural network called RESFaceNet is designed for extracting the high level feature of faces  A multi-patch ensemble by using two step metric learning method is proposed.  The proposed method obtains a very competitive result on LFW and YTF. The rest of the paper is organized as follows. Details of our approach is given in Section II. Experimental results are presented in Section III. Finally, we conclude the paper in Section IV with a brief summary.
II. METHOD
Our approach consists of both training and testing. For training, we first perform face normalization on the CASIAWebFace and VGGFace. Next, we train every Deep CNN on the normalized faces (or cropped patches) with CASIAWebFace and derive the metric learning using the Deep CNN features of VGGFace dataset.
The overview of out method is shown in Figure 1 . F e a tu r e s C o n c a t F in a l F a c e R e p r e s e n ta ti o n Figure 1 . Overview of our method. At test stage, we first crop 8 patches from the normalized faces, and extract deep feature vector for every patch. Then Low Rank Mahalanobis Metric Learning is performed to compress the deep feature to a lower space. We concatenate the low-dimension features, and finally estimate the distance between faces using Low Rank Joint Bayesian Metric Learning.
A. Data Preprocessing
Before training the convolutional neural networks, we perform face detection and landmark detection on the CASIA-WebFace and VGGFace. Then, each face is aligned into the canonical coordinate with similarity transform using the landmark points. After alignment, face images are normalized to 125×160 pixels in RGB, shown in Figure 2 . We cropped 8 patches from a normalized face in the training dataset according to the landmarks detected, and separately trained 8 CNN models with every patch. A set of examples is listed in Figure 3 . 
B. Deep Face Feature Representation
Our Deep CNN is shown in Fig. 4 . The deep network is constructed by 26 convolution layers, 5 max-pooling layers and 1 fully connected layers. Cross-layer feature transmission is added between some layers for residual learning and faster training of the network.
The face representation is a 512 d − vector, and softmax cost function is used as supervised information.
Instead of using a commonly used activation Rectified Linear Unit(ReLU), we use Parametric Rectified Linear Unit(PReLU) instead. The formula of PReLU is as follows, As is known, the motivation of ReLU in the negative part is zero, which may loss much information. The method of PReLU adaptively learns the parameters jointly with the whole model. It introduces a very small number of extra parameters and negligible risk of overfitting. Experiments in [23] indicate that the learned coefficients of first convolution layer is significantly greater than 0, while the deeper convolution layers generally have smaller coefficients. This implies that the PReLU model tends to keep more information in earlier stages and becomes more discriminative in deeper stages where the activations become "more nonlinear" at the meantime.
The Deep CNNs are implemented using Caffe [10] .
C. Low Rank Mahalanobis Metric Learning for Feature Dimension Reduction
After extract features of every patch with CNN models, instead of PCA, we use Low Rank Mahalanobis Metric Learning(LRMML) to compress the features to a lower discriminative representation.
In detail, the aim is to learn a linear projection
where i x is the CNN feature of the th i normalized face(or face patch), j x is the CNN feature of the th j normalized face(or face patch),
∈  is the Mahalanobis matrix defining the metric. In order to optimize W, we optimize the distance in a large-margin framework as follows:
where b ∈  is the threshold, and ij y is the label of a pair. If person i and j are the same 1 ij y = , otherwise 1 ij y = − . To optimize the above formula, stochastic gradient method is used as follows. We equally train positive and negative pairs in turn. 
where ( )( )
and γ is the learning rate forW , and b γ for the bias b .
After this projection, features of a patch is compressed from 512 d
D. Low Rank Joint Bayesian Metric Learning for Feature Fusion
After LRMML, we concatenate features of the 8 patches to form a long vector, 1024 d − . In order to acquire better verification accuracy, we learn Low Rank Joint Bayesian metrics which have achieved good performances on face verification problems. Instead of modeling the difference between two faces using 2 L distance, this approach directly ( , | ) ( , ) log 2 ( , | )
x Ax x Ax x Gx P x x H = = + − . (5) Equation (5) can be written as
Instead of directory estimate A and B , we define 
We optimize the distance in a large-margin framework as follows:
where b ∈  is the threshold, and ij y is the label of a pair. If person i and j are the same, 1
, otherwise
, γ is the learning rate forW andV , and b γ for the bias b .
Compared with LRMML, we can find that LRMML is a special case of Low Rank Joint Bayesian Metric Learning, when
III. EXPERIMENTS AND RESULTS
In order to allow for a direct comparison to previous work, evaluation is performed on existing benchmark datasets.
1) LFW dataset: contains 13,233 images with 5,749 identities, and is the standard benchmark for automatic face verification. We follow the standard evaluation protocol defined for the "unrestricted with labeled outside data" using data external to LFW for training. We test on 6,000 face pairs and report the experiment results in TABLE I and  TABLE II. As described in TABLE I, due to our excellent network design and the proper usage of Metric Learning, among the 8 patches, the best one can get an accuracy of 98.55%, and finally eight-patch embedding model achieves 99.37% pairwise classification accuracy, which is already comparable to the best published results under this protocol, shown in TABLE II. Six of the misclassified pairs are listed in Fig. 6 . From Fig. 6 we can conclude that expression change, occlusion, illumination change is still an important factor affecting the accuracy of face recognition.
2) YTF dataset: consists of 3,425 videos of 1,595 different people, with an average of 2.15 videos per person. The clip durations vary from 48 frames to 6,070 frames, with an average length of 181.3 frames. Also, we follow the "unrestricted with labeled outside data" protocol and report the result on 5,000 video pairs in TABLE III. Due to low resolution and motion blur, the quality of images in the YTF dataset is worse than LFW. We randomly select 50 samples from each video and compute the average distances. As shown in TABLE III, we obtain an accuracy of 92.80% on YTF. 
IV. CONCLUSION
In this paper, we have developed a multi-patch ensemble by two step metric learning method to perform high accurate face verification. We first extract features of 8 patches cropped form a normalized face, and apply LRMML to compress the deep feature from 512 d − to a lower 128 dimension. Then we concatenate the 8 low dimension feature vector to form a 1024 d − feature vector as the face representation, and low rank joint Bayesian metric is used to estimate the distance between faces. Our method achieves a very competitive accuracy of 99.37% on LFW, and 92.80% on YTF.
Despite the high accuracy on LFW, result on YTF indicates that the face recognition in low resolution videos needs to be further studied, and how to effectively utilize multi-frame face images in video also need to be further explored. Perhaps using LSTM instead of a simple averaging is an alternative to getting better results.
The use of multiple patches makes it 50ms for our method to extract feature of a single image on a NVIDIA GeForce 1080, acceleration work is a must. Faster RCNN shows us a way to speed up computations by sharing feature maps, which perhaps can be used in our method.
Future work will focus on better performance under expression change, occlusion, illumination change, and develop more efficient verification framework.
