Introduction
Decision making plays an essential role in today's business activities. When a decision is made, it is necessary to consider different criteria, which may often be in conflict with each other. During the past few years, there was tremendous efforts to introduce multi criteria decision making (MCDM) techniques to find efficient ranking decisions. Analytical hierarchy process (AHP) is believed to be one of the pioneer methods introduced by Saaty (1980) . The method uses a pair-wise comparison and using a simple but sophisticated method provides appropriate weights for different criteria. AHP normally uses n(n-1)/2 comparisons to find the appropriate weights of the alternatives. When there are relatively large numbers of criteria, the comparisons will be increased and the process becomes time consuming and frustrating. One consequence of comparing too many criteria is the inconsistency, which appears in the final results. Rezaei (2015) proposed a method, which uses only the best and the worst criteria for pair-wise comparison. The method needs only 2n-3 comparisons, which makes it easier to use. In fact, Best-Worst method (BWM) is an MCDM method, where the decision maker chooses the best and the worst criteria and two pairwise comparison vectors for the best and the worst criteria are provided by the decision maker so this method requires fewer comparisons. Rezaei (2016) proposed a linear programming technique to determine the final weights of various criteria and Rezaei et al. (2016) implemented the BWM for different case studies.
During the past two years, there have been a significant number of studies associated with BWM implementations. Rezaei et al. (2015) used best-worst method to make a connection between supplier development and supplier segmentation. You et al. (2016) studied BWM and ELECTRE method (Roy, 1968) in a group decision-making problem. Yang et al. (2016) implemented BWM for assessment of abroad talents in a real-world case study in China. Salimi and Rezaei (2016) used the BWM to measure the efficiency of Ph.D. projects. Sustainability assessment of technologies in an Eco-city based on bestworst method was studied by Ren et al. (2016) . Mou et al. (2016) presented a fuzzy multiplicative BWM for a group decision-making problem. Gupta and Barua (2016) determined enablers of technological innovation for Indian micro, small and medium enterprises based on BWM method. Gupta and Barua (2017) used BWM and The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) (Hwang & Yoon, 1981) for green supplier selection among SMEs. The comparison of the type of energy source of electric vehicles using BWM is the main idea of the work of . Guo and Haoran (2017) developed BWM in a fuzzy environment and used it in several applications. Hafezalkotob and Hafezalkotob (2017) investigated both individual and group decisionmaking using a fuzzy BWM. The BWM was used to study the key success factors in technological innovation development (Ghaffari et al., 2017) . Ahmad et al. (2017) used BWM to determine the effects of external forces on a gas supply chain. Shojaei et al. (2017) and Gupta (2017) made a comparison between BWM and Vlse Kriterijumska Optimizacija I Kompromisno Resenje (VIKOR) (Opricovic & Tzeng, 2007) method. used BWM to develop a strategy to dominate barriers to energy efficiency in buildings. BWM has been extensively used by several researchers (Salimi, 2017; Mohaghar, et al., 2017; . Abadi et al. (2018) applied BWM in an appraisal of medical tourism development strategy in a real-world case study. Salimi and Rezaei (2018) used BWM to evaluate firms' research and development. Askarifar et al. (2018) used both BWM and TOPSIS to present an investment strategy in Iran's seashores. This paper presents an application of robust optimization technique to BWM. The resulted robust approach is formulated as a linear programming where it can be solved using any commercial software package. The proposed model has been implemented on several instances which exist in the literature. This paper is organized as follows. We first present the problem statement of the BWM in section 2. Next, we explain robust optimization and offer robust BWM in section 3. Then, we use several instances from the literature and compare the results of both crisp and robust in section 4. Finally, conclusion remarks are given to summarize the contribution of this paper.
Best Worst method
An MCDM problem is made of some alternatives ( , , , … , ), multiple criteria ( , , , … , ) and each alternative has a score with respect to each criterion ( , , , … , ). Therefore, an MCDM problem can be shown as the following matrix:
The main purpose of an MCDM problem is to find the best alternative with the best overall score ( ). There are many different methods to calculate the overall score for each alternative and the simplest way is to use an additive weighted value function as the following formula (Keeney & Raiffa, 1993) 
We use best-worst method (BWM) (Rezaei, 2015) to determine the weight of each criterion ( ). Since we have the score of each alternative with respect to each criterion ( ), the overall score can easily be obtained.
Based on BWM we need to track the following steps to calculate the vector , , , … , (Rezaei, 2015) .
Step 1. Define a set of criteria In this step the decision-maker should define a set of criteria ( , , , … , ) that is used to make a decision about alternatives.
Step 2. Define the best and the worst criterion At this point, we ask the decision-maker to determine the best and the worst criterion regarded to their importance.
Step 3. Define the preferences of the best criterion over the other criteria In this step the decision-maker determines a vector called Best-to-Other (BO) which is as below:
where is the preference of the best criterion B over the criterion j and its value is an integer number in the range of 1 to 9. Note that 1.
Step 4. Define the preferences of all criteria (j) over the worst criterion W In this step, the decision-maker determines a vector called Other-to-Worst (OW) which is similar to the following vector:
where is the preference of the criterion j over the worst criterion W and its value is an integer number in the range of 1 to 9. Note that 1.
Step 5. Search for the optimal solution
In this step we must find the optimal weights of the criteria (vector W). To do this, we must find a solution, which minimizes the maximum gaps between obtained weights and the opinion of decisionmaker. Note that based on DM's opinion, ( is the preference of the criterion j over criterion W (criterion B over criterion j), on other words, ⁄ ( ⁄ ). In fact we determine the preference of each criterion when we find its weight, hence we can say . Therefore, we have ⁄ / ( ⁄ / ). The purpose of BWM is to find the vector of weights such that for each j absolute gaps / and / is minimized. To obtain this goal a mini-max formulation is presented, then a linear model is developed. (Rezaei, 2016) We have the following model as the final linear model of BWM. 
The problem (5) has a unique solution and by solving it we will obtain the optimal weights ( * ) and *
. We can consider * as an indicator of the consistency of the comparisons. The lower values of * represent higher consistency.
A robust approach for Best-Worst Method
In an MCDM problem we have some criteria (for example price, safety, and style, when we want to make a decision to buy a car), and in pairwise comparison methods, we need to ask decision-maker (DM) to compare these criteria. In previous methods, we ask him/her to assign a number to indicate the preferences of one criterion over another one (for example safety over the style). This is not realistic since it is hard to assign an exact value which shows the preference of two qualitative (or even quantitative) criteria over each other. So, this makes our data more unreliable. Applying uncertainty to pairwise comparisons is the main idea of this paper. It is more realistic to ask DM to assign an interval to compare two criteria instead of one crisp number. For example, using the interval [7, 9] instead of number 8 to compare safety and style is more rational and can be used easier by decision-maker which are often common people. One of the drawbacks of the previous method is the lack of attention to the uncertainty of parameters. On the other hand, even if the decision-maker assigns an exact value to the preference of one criterion over another one (for example 7), it is rational to add some uncertainty as the error of his/her opinion (for example 7 0.5) to obtain a robust solution regarding to errors. In fact, we use robust optimization to make our decisions more reliable in an uncertain situation. In this section, we develop different robust approaches for BWM to handle these issues and make our decision more realistic.
We need to track the following steps to obtain the optimal weight of each criterion based on robust BWM. (Note that the first and second steps are same as the old BWM)
Step 2. Define the best and the worst criterion
We ask the decision-maker to determine the best and the worst criterion regarded to their importance. Assume that we have only one best and one worst criterion.
Step 3. Determine the pairwise comparisons Assigning the preferences values of each criterion over other criteria is same as the old method, but we use intervals instead of exact numbers.
We ask the decision maker to assign a continuous interval as the preference of the best criterion B over all other criteria j. The result would be the Best-to-Other (BO) vector as following:
where is the preference of the best criterion B over the criterion j and its value is a continuous interval between 0 and 9 (e=error, 0). We have ′ , ′′ or , is the center and is the width of interval, hence we have: ′ /2 and ′ /2 . In special cases, we can assume that is the exact value used in the old method and is the error of decision-maker's opinion.
The decision maker should assign a continuous interval to preference each criterion j over the worst criterion W. The result would be the Other-to-Worst (OW) vector as following:
Similar to BO vector, is the preference of the criterion j over the worst criterion W and its value is a continues interval between 0 and 9 (e=error, 0). So ′ , ′′ or , is the center and is the width of interval, so, ′ /2 and ′ /2. Similarly, we can assume that is the exact value used in the old method and is the error of decision-maker's opinion.
Note that
1, in other words comparing a criterion over itself has no error and , can be only an exact value (only 1), hence we have 1 0. Note that we always have the same intervals for pairwise comparisons between the best and the worst criteria so we must have the same interval for in two vectors.
In this step, we must be careful about determining the error in a way which the value of each comparison crosses the limits (interval (0,9+e]). The value of the error can be greater than 1, but the higher error shows lower trust on decision-maker's opinion. Note that the value of error for each pairwise comparison may differ with others, for example when we want to make a pairwise comparison between the cost of two cars, we can divide their values by each other but it is different when we compare the safety since the values are linguistic and we cannot obtain the value of pairwise comparison easily. In fact, when we compare the price of two cars the value of error is lower than comparing their safety. According to what was argued it is logical to assume different values of error for each comparison.
Step 4. Find the best solution
In this step we find the best set of weights to minimize the absolute differences between the obtained results and the opinion of the decision-maker. To achieve this purpose, we develop the model (5) with different robust approaches.
a) The robust formulation of Soyester for the best-worst method
One of the primary methods for robust formulation was introduced by Soyester (1973) . According to Soyester's method we have following model as the robust formulation of the model (5).
This method admits full protection of uncertainty which means the proposed model sets the uncertain parameters at their limits (their worst states) and this makes this method inflexible. In fact, we do not have any control on the degree of uncertainty. On the other hand, applying full protection would increase the inconsistency (minimum consistency occurs in maximum protection). This method has good performance in our study, but there are other methods to obtain better results. (for more details see Soyester, 1973) .
b) The robust formulation of Bertsimas and Sim for the best-worst method
Based on the method presented by Bertsimas and Sim (2004) , we developed the following model for best-worst method:
In this model, added variables ( , , are the robustness variables and the positive parameter denotes the budget of uncertainty for the ith constraint. In the problem (9), each constraint has only one variable with an uncertain coefficient, hence | | 1 ∀ , so if we let 1 ∀ , we have Soyester's method. If we let 0 ∀ , the problem is equivalent to the nominal problem (problem (5)). Note that by varying ∈ 0,1 the flexibility of adjusting the robustness versus the level of conservatism of the solution would be obtained. The probability that each constraint is violated (error in results) is 1 1 /√ so for ∈ 0,1 there are such a high probability of errors which makes our results unreliable. For full protection the value of error is 50%. This is a high value of risks which makes our results unreasonable, so this method has not good performance in our study and we must use another method to obtain more reliable results. (for the full details of robustness method, see (Bertsimas & Sim, 2004) .
c) The robust formulation of Ben-Tal and Nemirovski for the best-worst method
One of the robust formulations was introduced by Ben-Tal and Nemirovski (Ben-Tal & Nemirovski, 2000) . This method functions well and we have the ability to control the degree of uncertainty however did not gain much attention since it is nonlinear. We implemented this method to the model (5). Because there is only one variable with uncertain coefficient in each constraint of our model, we could rewrite the nonlinear model into a linear one. Finally, we developed a linear model based on of Ben-Tal approach for BWM as following:
In the model (10) added variables ( , ) are robustness variables and is a positive parameter which shows the probability of crossing the limits (error in results). Assume that in the ith constraint, , so is the degree of uncertainty for and we can control our results by varying this parameter. In this model if we let 0, since we want to minimize , we have 0 and in the optimum solution. In fact, for 0 0 the problem (10) is equivalent to the nominal problem. Note that functions like in the previous model but as we argued, there is a high level of error in results of the Bertsimas's method. In this method, The probability that the constraint i is violated (error in results) is lower than κ= /2 , so we can control the level of errors in our results using . If we require high reliability we must assign large values to , for example if we want to κ be at most 10 -6 we must let 5.24 (this is a high reliability and the probability of violation of each constraint is 10 -6
). Also, we can vary in the interval (0,+∞] and there is no limitation using this parameter to obtain more reliable results. So the model (10) functions better than previous methods and since it is linear, we can use any common solver to solve it. According to what we said, all of three developed models can be used in uncertain MCDM problems but in this study we use the model (10) because it has better performance than others.
Solving the problems (8), (9) and (10) In this section we developed three different robust approaches for uncertain MCDM problems, next, experimental results are presented.
Experimental results
In this section, we want to investigate the effect of applying uncertainty on the examples and study how uncertainty will change our decision-making. In fact, we want to study how to make our decisions robust, against errors.
The effect of uncertainty (or errors) on the rank of criteria
Example 1.
We want to study the effect of applying some errors to each parameter of the example.2 in the work of Rezaei (2016) . The OW and BO vectors are shown in Table 1 . We want to check the validation of our proposed model, so this example was solved with all three developed models to check their validation. According to Table 2 for zero protection of uncertainty the results are same as the nominal problem in all of three methods. Although, these results show that in full protection, the results obtained from each method are congruous and the proposed models are valid.
If the protection increases some values will decrease ( * , *
) and some other will increase ( * , * , * ). Applying uncertainty will reduce the consistency of the comparisons but even in full protection the inconsistency indicator is not very high, on other words uncertainty does not cause inconsistency in model as much as could make the results unreliable. Note that in this example the ranking of the criteria did not change. When we use Eq. (2) to find the overall score of alternatives, we use the values, not the ranks. Since the values are changed it is possible that the overall scores ranking change. So as a result, adding same error to each pairwise comparison may cause a change in our decisions.
We use Ben-Tal approach in next examples.
Example 2.
For the second example, we use the same data as in the example.1 in the work of Rezaei (2016) .
Here we add a random error (e) to each pairwise comparison of the main example. We assume that the opinion of the decision-maker has an error and we want to make our decision robust against it. Table 3 shows the BO and OW vectors when we decide to choose a car: The ranking of the criteria in this example is shown in table 5 and figure 1. According to the results, as we expect for 0 we obtain the same results as the original example, hence for 0 the problem (10) is equivalent to the nominal one. The results show that even low uncertainty would change the ranking of the criteria. According to ) and consistency (≅ 98%) show that applying uncertainty to the model would not reduce the rationality of the results. In this example, we want to investigate the effect of applying uncertainty for a real-world case study presented by Ghaffari et al. (2017) .
We use the same data but with some error and investigate the effect of this error on the ranking of each sub-criterion. In this example, we consider the same value as the error for sub-criteria comparisons.
We assume that the main criteria comparisons error is, e=0.55 (Tables 3 and 7 in the main study).
The error of Actors and Network sub-criteria comparisons is, e=0.3 (Tables 4 and 8 in the main study).
For Institution sub-criteria vectors, we assume that error is, e=0.45 (Tables 5 and 9 in the main study).
The error of Science and technology sub-criteria vectors is, e=0.5 (Tables 6 and 10 in the main study).
By solving the problem (10) with high reliability ( 5.24) we obtain the following results. Since by ignoring the uncertainty in the problem (10) we must obtain the same results as the nominal problem, we let 0, to investigate the verification of the proposed model. The results are shown in Table 6 . The results are same as the main study, therefore the proposed model functions well. Note that there is a little gap in some values, it is the result of using different solvers and the gap is negligible. According to the comparison of the proposed method and the main studies, we find that the results obtained from the developed model are reliable. Then we apply uncertainty to example 2, the results are shown in Table 7 . A comparison between the nominal and the uncertain problem rankings is provided in Fig. 2 . According to Table 5 and Table 6 we find that applying uncertainty may change the ranking of the criteria. In this example, each sub-criterion yields the same ranking as the nominal problem but we investigate the ranking globally and at last, five criteria were ranked differently in the uncertain problem. Also, we see that the inconsistency indicator of the comparisons in the uncertain problem is not much greater than the nominal problem; hence applying uncertainty will not cause much inconsistency and would not reduce the rationality of the results.
As we see in these examples adding error (even very low) to data can change the ranking of the criteria and it may affect our decision, hence it is necessary to consider uncertainty in MCDM problems.
The effect of uncertainty on the ranking of alternatives
In this section, we study the effect of applying errors to the decision-maker's opinion to investigate changing in the ranking of the alternatives.
Example 4.
In this example a real-world problem for supplier selection is presented, we use the same data as used by Rezaei et al. (2016) to show the effect of uncertainty on the ranking of the alternatives. Instead of six respondents in the main study, we assume that there is only one respondent (respondent no.1 in the main study) and there is only one type of raw material (type C in the main study). We study following data set in this example. Pairwise comparisons are shown in Table 8 . Table 9 shows the normalized score of each alternative with respect to the criteria. The results of the nominal problem ( 0 ) are shown in Tables 10. We used Eq. (2) to calculate the over scores of alternatives, the results are shown in Table 11 . We use these results to compare the effect of uncertainty on our decisions. Note that since we have used only one respondent instead of six in the main model. Next, we study the effect of applying different and the same errors to pairwise comparisons in separate parts.
Part 1. In this part different random values of error are added to each comparison. here we trust the respondent but we assume that for each criterion, his/her opinion contains some errors. The main purpose is to make our decision robust against the varying parameters. The value of each error is shown in Table 12 . We must apply these errors to the pairwise comparisons (Table 8) .
Table 12
The value of errors(e) for part 1 in example 4 BO Error Solving the problem (10) with ( 0 , 5.24) yields the optimal weights and the consistency indicator. The results are shown in Table13. These results show that applying uncertainty changed the ranking of the criteria (for ). We lost less than 3% of the consistency because of considering errors in the parameters. We want to study the effect of uncertainty on the ranking of the alternatives, hence we must calculate the overall score of each alternative. Using Eq. (2), the results are shown in Table 14 and Fig. 3 . Fig. 3 . The rankings of the alternatives in the nominal and uncertain problem of part 1
Comparing Table 14 with Table 11 , an interesting finding is obtained. Assume that we want to choose one supplier. If we study the nominal problem, the supplier E will be chosen. Applying uncertainty to the problem yields completely different results, since under uncertain problem we will choose supplier A as the best supplier with the highest overall score. This shows when we trust on respondent's opinion but we think he/she may have some errors while assigning values to each comparison, it is necessary to consider uncertainty to make a rational decision.
Part 2. In this part, we want to add the same errors to all pairwise comparisons. We consider that there is a certain error in the opinion of the respondent and we cannot have full trust on him/her (it may occur when historical data show that the respondent had a certain error on previous works). However, we must add the same error to each pairwise comparison.
Assume that according to the historical data we can trust the respondent for 80% of the time, so we must add 20% error to all pairwise comparisons. (in a scale of 1 to 9, 20% is 1.6 hence the error is 1.6 for all values in the vectors BO and OW)
We have solved the problem (10), with 0 , 5.24 , the optimal weights, consistency indicator and the ranking of the criteria are shown in Table 15 . When we compare these results with the nominal results, we find that the ranking of the criteria did not change, but we must investigate the ranking of the alternatives. Note that the inconsistency indicator increased three times but, we have about 74% consistency and our results are reliable.
Using Eq. (2) yields the results which are shown in Table 16 and Fig. 4 . Fig. 4 . The rankings of the alternatives in the nominal and the uncertain problem of part 2
According to the results we have obtained different rankings for two suppliers (F, B) and it shows that when we cannot fully trust in a respondent (even when we can trust him/her in 80% of the time), we must apply uncertainty to our decision for a better response to an MCDM problem.
The results show that applying uncertainty would change the ranking of the alternatives, but if we want to determine how much uncertainty would make changes in the results, we must find the point which will cause the changes. We solved the problem (10) with e=16.3%, the results are shown in Table 17 and Fig. 5 . Note that e=16.3% is the first point which the changes will occur. By comparing this results with Table 11 , we find that in this example when our trust on the respondent is not over 83.7% , applying uncertainty would change the ranking of alternatives (supplier F ranked 3rd in the uncertain problem and it ranked 4th in the nominal problem). This result shows the importance of paying attention to the uncertainty in decision-making problems.
As we argued so far, experimental results show that applying uncertainty to the MCDM problems may cause major changes in the ranking of the criteria and alternatives. Since the data used in the MCDM problems is usually qualitative (for example pairwise comparisons) it is rational to study these problems as an uncertain problem and make our decisions robust against the error of unreliable data. 
Conclusion
In this paper, we have proposed a robust approach for MCDM problems. The presented method was based on the Best-Worst Method (BWM) which uses pairwise comparisons to derive the optimal weights of different criteria. We have presented different robust approaches for BWM when the pairwise comparisons data were not reliable and contained some errors. Then we developed a linear programming of Ben-Tal's robust formulation for BWM. We have shown that it is better to use BenTal's method because we have more control over the uncertainty than Soyester's method and we can obtain more reliable results than Bertsimas' approach. These methods can be used when the decisionmaker cannot assign an exact value to each comparison and wants to assign intervals to the comparisons. The results are the same as the nominal problem results for zero protection (error=0) and this shows the performance of the uncertain methods. The experimental results show that applying uncertainty will change the order of criteria and alternatives. So, for a rational decision-making we must add uncertainty to the nominal problem. We have found that whether the same or different, adding error to each comparison may change the ranking of the alternatives and affect our decision. Although adding same errors to comparisons will not change the ranking of the criteria, it can change the ranking of the alternatives. According to the results, even a minor error in data will change the decisions and this shows the importance of studying the uncertainty in this field. As a general result of this paper, we have found that applying uncertainty to MCDM problem is necessary. We suggest extending this method for group decision-making problems. Integrating this method with other methods such as scenario-based methods can be a future research. As a future work in this field, we can compare these methods with other ones and apply the methods to some real cases to show the validation of the proposed models.
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