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We study Majorana modes and transport in one-dimensional systems with a p-wave superconduc-
tor (SC) and normal metal leads. For a system with a SC lying between two leads, it is known that
there is a Majorana mode at the junction between the SC and each lead. If the p-wave pairing ∆
changes sign or if a strong impurity is present at some point inside the SC, two additional Majorana
modes appear near that point. We study the effect of all these modes on the sub-gap conductance
between the leads and the SC. We derive an analytical expression as a function of ∆ and the length
L of the SC for the energy shifts of the Majorana modes at the junctions due to hybridization be-
tween them; the shifts oscillate and decay exponentially as L is increased. The energy shifts exactly
match the location of the peaks in the conductance. Using bosonization and the renormalization
group method, we study the effect of interactions between the electrons on ∆ and the strengths of
an impurity inside the SC or the barriers between the SC and the leads; this in turn affects the
Majorana modes and the conductance. Finally we propose a novel experimental realization of these
systems, in particular of a system where ∆ changes sign at one point inside the SC.
PACS numbers: 71.10.Pm, 03.65.Vf
I. INTRODUCTION
Topological phases of quantum systems have been ex-
tensively studied in recent years1,2. Typically, systems
in such phases are gapped in the bulk but have gapless
modes at the boundary, and the energy of the bound-
ary modes lie in the bulk gap. Further, the number of
species of boundary modes is given by a topological in-
variant which is robust against small amounts of disorder,
and physical quantities (such as conductance) often take
quantized values.
A prototypical example of a system with topological
phases is the Kitaev chain3; this is a spin-polarized p-
wave superconductor (SC) in one dimension, and it is
known to have a zero energy Majorana mode at each end
of a long system in the topological phase. (It also has a
non-topological phases in which there are no Majorana
modes at the ends). This system and others similar to
it have been theoretically studied from various points of
view4–74, and it has inspired several experiments to look
for Majorana modes75–82. The experimental signatures
are a zero bias conductance peak 75–81 and the fractional
Josephson effect82. The zero bias peak occurs because
the Majorana mode (which lies at zero energy for a long
enough system) facilitates the tunneling of an electron
from the normal metal (NM) lead into the superconduc-
tor.
The Kitaev chain can be generalized in many ways;
some of these generalizations give rise to more than one
Majorana mode at each end of the system6,9,13,47,55. The
case of additional Majorana modes appearing in the bulk
(rather than at the end) of the system is less well studied.
(Strictly speaking, the term Majorana refers to modes
with exactly zero energy. However, for the convenience
of notation, we will use the term more generally to re-
fer to states which are localized at some point in the
SC, have an energy which lies in the superconducting
gap, and smoothly turn into Majorana states with ex-
actly zero energy if the wire is so long that two such
modes cannot hybridize with each other). It would be
interesting to study the effect of such Majorana modes
occurring inside the system on the electronic transport
across the system. The effect of interactions between
the electrons is also of interest. In one dimension, short-
range density-density interactions are known to have a
dramatic effect, turning the system into a Tomonaga-
Luttinger liquid. The fate of the Majorana modes in the
presence of interactions is therefore an interesting subject
of study15,16,18,19,24,30,41,64,66.
In this paper, we will study Majorana modes and the
charge conductance of one-dimensional systems in which
a p-wave superconductor lies between two normal metal
leads; we will refer to this as a NSN system. As discussed
below, we will consider two kinds of SC; in the first case,
the p-wave pairing amplitude ∆ will be taken to have the
same value everywhere in the SC, while in the second
case, ∆ will be taken to have a change in sign at one
point which lies somewhere inside the SC73. We will see
that the number of Majorana modes is generally different
in the two cases. In the first case, there are typically only
two Majorana modes (one at each end of the SC), while in
the second case, two additional Majorana modes appear
near the point there ∆ changes sign. While this has been
pointed out earlier11,57–59,68, the effect of these additional
modes on the conductance has not been studied earlier.
Such additional Majorana modes also appear in the first
case if there is a sufficiently strong impurity at one point
in the SC.
Turning to the conductance, we note that electronic
transport across a junction of a NM and a SC has been
extensively studied for many years83–92 and the junction
between a topological insulator and a SC has also been
studied93,94. The presence of a SC means that there will
be both normal reflection and transmission and Andreev
2reflection and transmission83,95. As a result, we will show
that there are two differential conductances which can be
measured in this NSN system: a conductance from the
left lead to the right lead which we will call GN , and
a Cooper pair conductance from the left lead to the SC
which we will call GC . For a continuum model of this
system, we will first present the boundary conditions at
the junctions between the SC and the NM which fol-
low from the conservation of both the probability and
the charge current. Using these boundary conditions, we
will analytically and numerically calculateGN and GC as
functions of the energy E of the electron incident from
the left lead and the length L of the SC for the case
where ∆ has the same value everywhere in the SC. This
conductance calculation will be followed by the discus-
sion of a superconducting box with hard walls; we will
see that this is an analytically tractable problem which
sheds light on the way the conductance varies with L.
Next, we will discuss the case where ∆ changes sign at
one point inside the SC so that it has opposite signs on
the two parts of the SC. Analytical calculations are dif-
ficult in this case; however we will numerically calculate
GN and GC as functions of E and L. We will then use
a lattice model to numerically confirm the appearance of
two additional Majorana modes which lie near the point
where ∆ changes sign by calculating the Majorana wave
functions and the particle density. Finally, we will show
that even if ∆ is constant everywhere in the SC, the pres-
ence of an impurity at one point in the SC can give rise
to two Majorana modes near that point.
Next, we study what happens when there are inter-
actions between the electrons. We use bosonization and
the renormalization group (RG) method to study a SC
with interacting electrons when there is an impurity at
one point in the SC and also impurities (barriers) at the
ends of the SC. We will study what happens to the im-
purity strengths and the Majorana modes as the length
L of the SC is varied; from this we will deduce how the
conductance varies with L.
The plan of the paper is as follows. In Sec. II, we
introduce the continuum model for the NSN system. We
then derive the boundary conditions at the junctions be-
tween the SC and the NM and show how this can be used
to derive the differential conductances GN and GC . In
Sec. III, we numerically calculate GN and GC . In Sec.
IV, we calculate the forms of GN and GC for various pa-
rameters of the system such as the pairing amplitude ∆
and the length L of the SC. We then consider a super-
conducting box with hard walls to understand how the
energies of the Majorana modes vary with L. In Sec. V,
we use both a continuum and a lattice model to study the
Majorana modes and the conductances when ∆ changes
sign at some point in the SC. In Sec. VI, we use the for-
malisms of bosonization and RG to show how the pairing
amplitude ∆ and the strength of a single impurity inside
the SC vary with the length L; this will be followed by a
discussion of the effect of the RG variation on the Majo-
rana modes near that point. In Sec. VII, we will discuss
how to experimentally construct the various models dis-
cussed in the earlier sections. We will end in Sec. VIII
with a summary of our main results and some additional
comments.
In brief, the main aim of this paper is to consider a sim-
ple model of a p-wave superconducting wire and to study
the Majorana modes and conductances using analytical
techniques as far as possible. We have compared the cases
of the p-wave pairing having the same sign everywhere in
the superconductor and changing sign at one point in
the superconductor (when two additional symmetry pro-
tected Majorana modes appear around that point), to see
if there is an appreciable difference in the conductances
in the two cases. We have proposed experimental set-ups
where these two cases can be studied. We have studied
the effect of interactions between the electrons on the
various parameters of the system and therefore on the
conductances. We believe that it is useful to have a uni-
fied and analytical understanding of all these aspects of
this important subject. We have not attempted to carry
out extensive numerical calculations as has been done in
many other papers.
II. MODEL FOR A NSN SYSTEM
We begin with a continuum model for a NSN system
in one dimension as shown in Fig. 1. We assume that the
NM lead on the left goes from x = −∞ to 0, while the
NM lead on the right goes from L to∞; a spin-polarized
(hence effectively spinless) p-wave superconductor lies in
the region 0 < x < L.
1 (N)
2 (S)
3 (N)
L←− rn
L99 ra
−→ tn
99K ta
FIG. 1: (Color online) Schematic picture of a NSN system.
The middle part (2) with length L is the p-wave supercon-
ductor, while the left and right parts (1 and 3) are normal
metal leads. Four amplitudes are shown: rn, ra are normal
and Andreev reflections in the left lead, and tn, ta are nor-
mal and Andreev transmissions in the right lead. Majorana
modes at the two ends of the SC region are also shown.
Let us denote the wave function in each region as ψ =
(c, d)T , where c(x, t), d(x, t) are the electron (particle)
and hole components respectively (there is no spin label
to be considered here). The Hamiltonian in each region
can be written as
H =
∫
dx [c†(−~
2∂2x
2m
− µ)c − d†(−~
2∂2x
2m
− µ)d
− i∆
kF
(c†∂xd+ d
†∂xc)], (1)
where µ is the chemical potential, kF =
√
2mµ/~ is the
3Fermi wave number, and ∆ is the p-wave superconduct-
ing pairing amplitude assumed to be real everywhere;
we will set ∆ = 0 in the NM leads. (We will generally
set ~ = 1 in this paper, except in places where it is re-
quired for clarity. The Fermi velocity is vF = ~kF /m).
The Heisenberg equations of motion i∂tc = −[H, c] and
i∂td = −[H, d] imply that
i∂tc = (− ∂
2
x
2m
− µ) c − i∆
kF
∂xd,
i∂td = (
∂2x
2m
+ µ) d − i∆
kF
∂xc. (2)
For a wave function which varies in space as eikx, the
energy is given by ±(k2/(2m) − µ) if ∆ = 0, and by
±√(k2/(2m)− µ)2 +∆2(k/kF )2 if ∆ 6= 0. The corre-
sponding wave functions will be presented below. We see
that the energy spectrum in the SC has a gap equal to
2∆ at k = ±kF .
Let us define the particle density ρp = c
†c + d†d and
charge density ρc = c
†c − d†d. Using Eqs. (2) and the
equations of continuity ∂tρp+∂xJp = 0 and ∂tρc+∂xJc =
0, we find the particle and charge currents to be83,94
Jp =
i
2m
[− c†∂xc + ∂xc†c + d†∂xd − ∂xd†d]
+
∆
kF
(c†d+ d†c),
Jc = J1 +
∫ x
0
dx′ J2(x
′),
J1 =
i
2m
[− c†∂xc + ∂xc†c − d†∂xd + ∂xd†d]
+
∆
kF
(c†d+ d†c)],
J2 = − 2∆
kF
(∂xc
†d+ d†∂xc). (3)
The last term, J2, can be interpreted as the contribu-
tion of Cooper pairs to the charge current; note that it
vanishes in the NM where ∆ = 0.
The boundary conditions at the SC-NM junctions at
x = 0 and L can be found by demanding that the currents
Jp and Jc be conserved at those points. At the junction
x = 0, let us consider the wave functions ψ1 = (c1, d1)
T
and ψ2 = (c2, d2)
T at the points x = 0 − ǫ and x =
0 + ǫ, i.e., in the NM and SC regions respectively. The
condition Jp1(0− ǫ) = Jp2(0 + ǫ) implies that
i
2m
[− c†1∂xc1 + ∂xc†1c1 + d†1∂xd1 − ∂xd†1d1 ]
=
i
2m
[− c†2∂xc2 + ∂xc†2c2 + d†2∂xd2 − ∂xd†2d2]
+
∆
kF
(c†2d2 + d
†
2c2). (4)
The simplest way of satisfying this condition is to set
c1 = c2,
d1 = d2,
∂xc1 = ∂xc2 +
i∆
vF
d2,
∂xd1 = ∂xd2 − i∆
vF
c2, (5)
where vF = ~kF /m. (The first two equations above
mean that the wave function is continuous while the last
two equations imply that the first derivative is discon-
tinuous in a particular way). We now find Eqs. (5)
also imply that that charge current is conserved, i.e.,
Jc1(0 − ǫ) = Jc2(0 + ǫ). Next, let us consider what hap-
pens if a δ-function potential of strength λ is also present
at the junction at x = 0; the dimension of λ is energy
times length. (This potential is physically motivated by
the fact that in many experiments, the NM leads are
weakly coupled, by a tunnel barrier, to the SC. This can
be modeled by placing a δ-function potential with a large
strength at the junction). Now there will be an additional
discontinuity in the first derivative at x = 0; this is found
by integrating over the δ-function which gives
∂xψ2(0 + ǫ) − ∂xψ1(0− ǫ) = 2mλ ψ1(0). (6)
Hence Eqs. (5) must be modified to
c1 = c2,
d1 = d2,
∂xc1 + 2mλ c1 = ∂xc2 +
i∆
vF
d2,
∂xd1 + 2mλ d1 = ∂xd2 − i∆
vF
c2. (7)
For the SC-NM junction at x = L, we consider the
wave functions ψ2 = (c2, d2)
T at x = L − ǫ in the SC
region and ψ3 = (c3, d3)
T at x = L + ǫ in the NM re-
gion. Assuming that there is also a δ-function potential
with strength λ at this junction, we find that the bound-
ary conditions which conserve the probability and charge
current at this point are given by
c2 = c3,
d2 = d3,
∂xc2 +
i∆
vF
d2 + 2mλ c2 = ∂xc3,
∂xd2 − i∆
vF
c2 + 2mλ d2 = ∂xd3. (8)
We now use the boundary conditions discussed above
to find the various reflection and transmission amplitudes
when an electron is incident from, say, the NM lead on
the left with unit amplitude. The presence of the SC in
the middle implies that one of four things can happen83.
(i) an electron can be reflected back to the left lead with
amplitude rn.
4(ii) a hole can be reflected back to the left lead with
amplitude ra. In this case, charge conservation implies
that a Cooper pair must be produced inside the SC.
(iii) an electron can be transmitted to the right lead with
amplitude tn.
(iv) a hole can be transmitted to the right lead with am-
plitude ta. (This is usually called crossed Andreev reflec-
tion93). Then charge conservation again implies that a
Cooper pair must be produced inside the SC.
If the energy E of the electron (incident from the left
lead) lies in the superconducting gap, i.e., −∆ ≤ E ≤ ∆
(E can be interpreted as the bias between the left lead
and the SC), Eqs. (2) imply that the wave functions in
the three regions must be of the form
ψ1 = e
ikx
(
1
0
)
+ rne
−ikx
(
1
0
)
+ rae
ikx
(
0
1
)
,
ψ2 = t1e
ik1x
(
1
eiφ
)
+ t2e
ik2x
(
1
−e−iφ
)
+ t3e
ik3x
(
1
e−iφ
)
+ t4e
ik4x
(
1
−eiφ
)
,
ψ3 = tne
ikx
(
1
0
)
+ tae
−ikx
(
0
1
)
, (9)
where eiφ = (E−i√∆2 − E2)/∆. Here ψ1 and ψ3 are the
wave functions in the NM leads on the left (1) and right
(3) respectively, while ψ2 is the wave function in the SC
region in the middle (see Fig. 1). The top and bottom
entries in the wave functions denote the particle and hole
components. The wave functions in the NM leads are
proportional to e±ikx, where k is close to the Fermi wave
number kF . In the SC, we have four modes; two of these
decay exponentially and the other two grow as we move
from left to right. We denote the wave numbers of these
by k1, k2, k3 and k4. Defining the length scale
ξ =
~vF
∆
√
1− (E/∆)2 , (10)
we find that the decaying modes have k1 = kF + i/ξ and
k2 = −kF + i/ξ, while the growing modes have k3 =
kF − i/ξ and k4 = −kF − i/ξ.
Upon including the δ-function potentials with strength
λ at the junctions at x = 0 and x = L, we get a total of
eight boundary conditions from Eqs. (7) and (8) which
connect ψ1 = (c1, d1)
T , ψ2(c2, d2)
T and ψ3 = (c3, d3)
T .
We thus have eight equations for the eight unknowns
ra, rn, tn, ta, t1, t2, t3 and t4. After solving these
equations we can calculate the reflection and transmis-
sion probabilities. The conservation law for probability
current implies that
|ra|2 + |rn|2 + |ta|2 + |tn|2 = 1. (11)
The net probability of an electron to be transmitted from
the left NM lead to the right NM lead gives the differen-
tial conductance
GN = |tn|2 − |ta|2. (12)
The net probability of the electron to be reflected back
to the left NM lead is
GB = |rn|2 − |ra|2. (13)
The remainder, denoted by the differential conductance
GC , is the probability of electrons to be transmitted into
the SC in the form of Cooper pairs. The conservation of
charge current implies that
GC = 1 − GN − GB
= 2 (|ra|2 + |ta|2), (14)
where we have used Eqs. (11)-(13) to derive the last line
in Eq. (14). The corresponding differential conductances
into the right lead and the SC are given by e2/(2π~) times
GN and GC , where e is the charge of an electron. How-
ever, we will ignore the factors of e2/(2π~) in this paper
and simply refer to GN and GC as the conductances.
We note that a differential conductance denotes G =
dI/dV . To measure GN and GC in our system, we have
to assume that there is a voltage bias V between the
left NM lead on the one hand and the SC and the right
NM lead on the other (the latter two are taken to be
at the same potential). Namely, we choose the mid-gap
energy in the SC as zero, and the Fermi energies in the
left and right NM leads as E = eV and zero respectively.
The differential conductances GN = dIN/dV and GC =
dIC/dV are then the derivatives with respect to V of the
currents measured in the right NM lead and in the SC.
III. NUMERICAL RESULTS FOR UNIFORM ∆
In this section we present our numerical results for GN
and GC as functions of the length L of the SC and the ra-
tio E/∆ lying in the range [−1, 1]. There is a length scale
associated with the SC gap called η = ~vF /∆. (This is
different from the length ξ introduced in Eq. (10) which
depends on the energy E). We study three cases, namely,
L≪ η, L ∼ η and L≫ η.
We show the numerically obtained conductances GN
and GC in the first and second rows of Fig. 2. We have
chosen the parameters kF = 1, m = 1, ∆ = 0.01, λ =
5(a) (b) (c)
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FIG. 2: (Color online) Plots of conductances and energy splitting when ∆ has the same sign everywhere in the SC: the
parameters chosen are kF = 1, m = 1, ∆ = 0.01, λ = 10, and an offset in kFL equal to 0.1. Each row shows three plots
corresponding, from left to right, to L = 2pi − 0.1 to 4pi − 0.1, L = 37pi − 0.1 to 39pi − 0.1, and L = 300pi − 0.1 to 400pi − 0.1.
Figures (a-c) show the conductance GN from the left lead to the right lead while figures (d-f) show the conductance GC from
the left lead to the SC, as functions of L and E/∆. In figures (a) and (d), with L = 2pi − 0.1 to 4pi − 0.1, we see that GC
is almost zero everywhere, while GN is a maximum at the values of L where the quantization condition kFL = npi − offset is
satisfied. (We do not see peaks in GN at all points on those lines because of the finite resolution of the set of values of L and
E/∆ that we have taken in our numerical calculations. As we increase the number of points, we do find that the peaks occupy
an increasingly large fraction of those lines). In figures (b) and (e), with L = 37pi−0.1 to 39pi−0.1, we see a sinusoidal variation
in the locations of the peaks of both GN and GC as a function of L. In figures (c) and (f), with L = 300pi − 0.1 to 400pi − 0.1,
GN is almost zero everywhere, while GC has peaks only at E/∆ = 0 (zero bias peak) where its value is 2. Figures (g-i) show
the analytically calculated energies E/∆ of the Majorana modes as a function of the length L of a SC box. The conductance
peaks in figures (a-f) occur exactly at the Majorana mode energies in the figures (g-i).
10, and an offset in kFL equal to 0.1 (the reason for
the offset is explained in Sec. IVA). The length scale
η = ~2kF /(m∆) = 100. In the first column of Fig. 2,
we have taken L = 2π − 0.1 to 4π − 0.1, namely, L ≪
η. We then find that GN is peaked at the values of L
where the quantization condition, kFL = nπ − offset,
is satisfied, and GC is almost zero everywhere. For a
fixed value of kF , we find that the offset depends only
on the strength of the δ-function potential λ as shown in
Eq. (18) below. In the second column, we have taken
L = 37π − 0.1 to 39π − 0.1, i.e., L ∼ η. Here we find
that the locations of the peaks of both GN and GC vary
sinusoidally with L. In the third column, we have taken
L = 300π − 0.1 to 400π − 0.1, i.e., L ≫ η. Here GC
6has peaks only at zero energy (called the zero bias peak)
where its value is 2, while GN is almost zero everywhere.
The general pattern of variation of the conductances is
that GN decreases while GC increases with increasing L.
For very large L, we observe only a zero bias peak in GC ,
and only the junction at x = 0 is important; the electron
never reaches the junction at x = L.
IV. ANALYTICAL RESULTS FOR UNIFORM ∆
A. Superconducting box
In this section, we study how the energies of the Ma-
jorana modes depend on the length L of the SC region
if the NM leads are absent. We consider a SC box with
hard walls (λ =∞) at x = 0 and L. We therefore set the
wave functions ψ1 and ψ3 equal to zero in Eq. (9) and
consider only the wave function ψ2. This satisfies a total
of four boundary conditions, two at each wall.
At x = 0, we obtain
t1 + t2 + t3 + t4 = 0,
t1e
iφ − t2e−iφ + t3e−iφ − t4eiφ = 0, (15)
while at x = L,
t1e
ik1L + t2e
ik2L + t3e
ik3L + t4e
ik4L = 0,
t1e
iφeik1L − t2e−iφeik2L + t3e−iφeik3L − t4eiφeik4L = 0.
(16)
The consistency of these four equations implies the con-
dition
E
∆
= ± sin(kFL)√
sin2(kFL) + sinh
2(L/ξ)
. (17)
This splitting of the energy away from zero is essentially
due to the hybridization of the Majorana modes due to
a finite tunneling amplitude between the two ends of the
SC box. We note that oscillations in the energy splitting
due to the factor of sin(kFL) have been studied in certain
regimes of the wire length in Refs. 43, 49, 50 and 62.
However, the analytical expression in Eq. (17) is valid
for all values of L.
Note that in the limit L/ξ → ∞, the energy splitting
goes to zero, i.e., E → 0. In this limit, the Majorana
modes at the two ends of the box are decoupled from each
other. The mode at the left end of the system (x = 0)
has a wave function of the form (1, − i)T sin(kFx)e−x/ξ,
while the mode at the other end (x = L) has a wave
function of the form (1, i)T sin(kF (L−x))e−(L−x)/ξ. We
have assumed so far that ∆ > 0. If ∆ < 0, we find that
the mode at the left end is proportional to (1, i)T while
the mode at the right end is proportional to (1, − i)T .
[Incidentally, the wave functions of the Majorana
modes can be made completely real by a unitary trans-
formation. In Eq. (1), let us change the phases of c and d
by eipi/4 and e−ipi/4 respectively; this effectively changes
the phase of ∆ by i. We then find that the Majorana
wave functions become (1, ± 1)T instead of (1, ± i)T .
Since their energy is zero, there is no complex phase fac-
tor e−iEt. So the wave functions are real at all points in
space and time].
To visualize the expression in Eq. (17), we show the
dependence of E/∆ on L in the third row of Fig. 2. For
small values of L/η ≪ 1, the energies are split by the
maximum amount (E/∆ = ±1), unless kFL is exactly
equal to nπ where E/∆ = 0. As L increases the splitting
decreases as we see in Eq. (17) and in the second plot
in the third row of Fig. 2. For L/η ≫ 1, the energy
splitting goes to zero as the tunneling between the two
ends approaches zero exponentially with the length. We
see that the analytical result in Eq. (17) matches with
our numerical results.
We end this section by summarizing our understand-
ing of the conductance peaks shown in Fig. 2. In the first
column of that figure, the length L of the superconduct-
ing part of the wire is small. Hence we can ignore the
imaginary part, ±iL/ξ, in the phase factors appearing in
ψ2 in Eq. (9). Thus the wave functions in the SC are
approximately given by simple plane waves e±ikF x. Such
a system has quantized energy levels when kFL = nπ;
we then get transmission resonances, i.e., |tn|2 = 1 and
GN = 1. GC is almost zero since the superconduct-
ing part is small. In the third column of Fig. 2, L is
much larger than the Majorana decay length ξ. The sys-
tem therefore has zero energy Majorana modes near each
end of the superconductor; the two modes are decoupled
from each other since the Majorana wave functions de-
cay exponentially as we go away from the ends, and L
is much larger than ξ. In this situation we find peaks
in GC at zero bias since an electron coming in from the
left lead can enter the superconductor by coupling to the
Majorana mode; it then turns into a Cooper pair and
a hole goes back into the left lead to conserve charge.
We thus get perfect Andreev reflection, so that |ra|2 = 1
and GC = 2. GN is almost zero since the right lead is
far away and the exponential decay of the wave function
means the electron cannot reach there. In the second
column of Fig. 2, L has intermediate values of the same
order as ξ; the Majorana modes at the two ends can now
hybridize with each other. We have shown above that
the Majorana wave functions oscillate as sin(kFx) and
sin(kF (L − x)). The hybridization between the Majo-
rana modes at the two ends is proportional to the overlap
of their wave functions and therefore oscillates with the
length as sin(kFL). Hence the energy splitting and there-
fore the peaks in GN and GC also oscillate as sin(kFL).
B. Conductances
In this section, we will present the exact forms of GN
and GC in some special cases. It is generally difficult
to analytically solve the eight equations coming from
7Eqs. (7)-(8). But if E = 0 which implies that eiφ = −i
and ξ = ~vF /∆, and if ∆ ≪ ~2k2F /m, it turns out that
one can analytically solve the eight equations in two lim-
its.
(i) If λ/(~vF ) ≫ 1 but eL/ξ has a finite value, the nu-
merical calculations of rn, ra, tn and ta show that for
most values of the length L, |rn| ≃ 1 and the other three
amplitudes almost vanish; hence GN , GC are very small.
However, we find numerically that there are special val-
ues of L where rn, ta are almost equal to zero. We can
then use this numerical observation and the boundary
conditions to analytically find the quantization condition
on L. We find that
ei2kFL = − vF + iλ
vF − iλ,
implying that kFL = nπ − θ,
where θ ≃ ~vF
λ
,
and |ra| = tanh (L
ξ
),
|tn| = sech (L
ξ
). (18)
Hence GN = sech
2(L/ξ) and GC = 2 tanh
2(L/ξ). We
see that if L/ξ → 0, GN → 1 and GC → 0, while if
L/ξ → ∞, GN → 0 and GC → 2. (Results similar to
Eqs. (18) have been derived in Ref. 65).
Eq. (18) shows that if λ is large but not infinite, there is
a small offset equal to θ from the quantization condition
kFL = nπ which is true for λ =∞ (as we see in Eq. (17)
for E = 0); hence sin(kFL) is non-zero but small. For
kF = 1, m = 1 and λ = 10, we see that θ = 0.1, which
matches with the numerical results shown in Sec. III.
(ii) If λ/(~vF ) and e
L/ξ are both much larger than 1 and
sin(kFL) is not small (i.e., kFL is not close to an integer
multiple of π), we analytically find that
|rn| = ν
2
1 + ν2
,
|ra| = 1
1 + ν2
,
|tn| = |ta| = |ν|
1 + ν2
,
where ν =
(
2λ
~vF
)2
e−L/ξ sin(kFL).
Hence GN = 0 and GC =
2
1 + ν2
. (19)
We see that if ν →∞, GC → 0, while if ν → 0, GC → 2.
There is a cross-over from one limit to the other depend-
ing on whether (λ/~vF )
2 (the square of the strength of
the barrier between the SC and the NM) is much larger
than or much smaller than eL/ξ.
V. EFFECTS OF ∆ CHANGING SIGN
A. Continuum model
In this section, we will consider a continuum model
for a system in which the p-wave pairing amplitude ∆
changes sign at some point in the SC as shown in Fig. 3.
(A way of experimentally realizing such a system will
be discussed in Sec. VII). We now get twelve boundary
conditions: four at the NM-SC junction at x = 0, four at
the SC-NM junction at x = L, and four at the point in
the SC where ∆ changes sign.
1 (N)
2 (S)
3 (N)
L
←− rn
L99 ra
−→ tn
99K ta
△
−△
FIG. 3: (Color online) Schematic picture of a NSN system
where ∆ changes sign at one point in the SC. The middle
part with length L is the p-wave superconductor, while the
left and right parts are normal metal leads. rn, ra are normal
and Andreev reflection amplitudes in the left lead, and tn, ta
are normal and Andreev transmission amplitudes in the right
lead. Also shown are four Majorana modes, two at the ends of
the SC region and two near the point where ∆ changes sign.
Using the boundary conditions we numerically calcu-
late the conductances. These are shown in Fig. 4 for the
parameter values kF = 1, m = 1, λ = 10, and an off-
set in kFL = 0.1 where L is the length of the SC. We
take ∆ = 0.01 from x = 0 to 3L/4, and ∆ = −0.01
from x = 3L/4 to L. (We found numerically that if ∆
changes sign exactly at the mid-point of the SC, the sys-
tem has an extra symmetry which gives rise to a rather
unusual pattern of conductances. Since experimentally
the sign change will typically not occur at the mid-point,
we chose it to be at 3L/4 where there is no special sym-
metry). As in Sec. III where ∆ was assumed to have the
same sign everywhere in the SC, we consider three cases.
For L = 2π− 0.1 to 3π− 0.1, i.e., L≪ η, we get peaks in
GN at those values of L where the quantization condition
kFL = (nπ − offset) is satisfied; GC is almost zero. For
L = 36π−0.1 to 38π−0.1, i.e., L ∼ η, we find a sinusoidal
variation of the locations of the peaks in both GN and
GC as functions of L. For L = 300π− 0.1 to 400π− 0.1,
i.e., L ≫ η, we find that GN is almost zero but GC has
peaks only at zero energy where its value is 2. Thus the
conductances show very similar behaviors as functions of
L and E/∆ for ∆ having the same sign throughout the
SC or changing sign at one point in the SC.
Although the conductances show similar behaviors for
systems in which ∆ has the same sign everywhere or
changes sign at one point, we will show below that there
is a difference in the Majorana mode structure in the
two cases. Namely, if ∆ changes sign at one point in the
8SC, two Majorana modes will generally appear near that
point. But if ∆ has the same sign everywhere, Majorana
modes generally do not appear inside the SC unless a
large impurity potential is present at one point (which
has the effect of dividing the SC into two regions).
(a) (b) (c)
(d) (e) (f)
FIG. 4: (Color online) Plots of conductances when ∆ changes sign at one point in the SC: the parameters chosen are kF =
1, m = 1, ∆ = 0.01, λ = 10, and an offset in kFL equal to 0.1. The first and second rows respectively show the conductance
GN from the left lead to the right lead and the conductance GC from the left lead to the SC, as functions of L and E/∆. The
three different plots in the first two rows are for different ranges of L. The first column shows L = 2pi − 0.1 to 4pi − 0.1, the
second column shows L = 36pi − 0.1 to 38pi − 0.1, and the third column shows L = 300pi − 0.1 to 400pi − 0.1.
B. Kitaev chain
In this section we will obtain a clearer picture of the
Majorana modes by studying the Kitaev chain. This is
a lattice model of spinless p-wave SC with nearest neigh-
bor hopping γ (which we will assume to be positive), SC
pairing ∆, and chemical potential µ. (Numerically, it is
easier to study a lattice model than a continuum one).
The Hamiltonian is
H = − i
2
N−1∑
n=1
[
(γ −∆) anbn+1 + (γ +∆) an+1bn
]
− i
2
N∑
n=1
µ anbn, (20)
where a, b are Majorana operators which are Hermitian
and satisfy the anticommutation relations {am, an} =
{bm, bn} = 2δmn and {am, bn} = δmn. To connect this
Majorana formalism to the usual particles, we define
the particle creation and annihilation operators as fn =
(1/2)(an − ibn) and f †n = (1/2)(an + ibn), which satisfy
the standard anticommutation relations {fm, f †n} = δmn.
The particle number operator at site n is then given by
f †nfn = (ianbn+1)/2. Hence the last term in Eq. (20) is,
apart from a constant, equal to −µ∑n f †nfn, as a chem-
ical potential term should be.
The Hamiltonian in Eq. (20) has an “effective time re-
versal symmetry”, namely, it is invariant under complex
conjugation of all complex numbers along with an → an
and bn → −bn55. (This symmetry would be violated if
terms like iaman or ibmbn were present). This symmetry
implies that if we look at eigenstates with zero energy,
their wave functions involve only the an or only the bn,
not both. Depending on the values of the parameters
9γ, ∆ and µ, Eq. (20) is known to have two topological
phases (for |µ| < γ and ∆ 6= 0) and one non-topological
phase (for |µ| > γ). The bulk modes are gapped in all
the phases. In the topological phases, a long system has
one zero energy Majorana mode at each end, whose wave
functions involve only the an operators near the left end
and only the bn operators near the right end if ∆ > 0,
and vice versa if ∆ < 055. (We can see this particularly
clearly in the special case that µ = 0 and ∆ = ±γ. If
∆ = γ (−γ), the Majorana modes are given by a1 (b1)
at the left end and bN (aN ) at the right end). Compar-
ing these statements with the expressions given in the
paragraph following Eq. (17) for the wave functions of
Majorana modes at the ends of a long system, we con-
clude that a Majorana mode made from an (bn) has a
wave function of the form (1,−i)T ((1, i)T ).
The energies and eigenstates of Eq. (20) have some
interesting properties. We can write the Hamiltonian in
the general form
H = i
∑
mn
αmMmnαn, (21)
where Mmn is a real antisymmetric matrix, and αn de-
note all the 2N Majorana operators. The energies E and
corresponding eigenstates u must satisfy iMu = Eu. We
then see that for every non-zero energy E and eigenstate
u, there will be an energy −E with eigenstate u∗. Next,
the fact that the Hamiltonian only has terms like iambn
implies that we can choose the eigenstates in such a way
that the an components are real and the bn components
are imaginary. Hence, when we go from u to u∗, the an
components will remain the same while the bn compo-
nents change sign. This implies that the quantity ianbn,
which is related to the particle number f †nfn at site n,
has opposite signs for the states u and u∗ with energies
E and −E.
To numerically study the Majorana modes in this sys-
tem, we first consider a 500-site system with γ = 1, ∆ =
0.03, and µ = 0.9. To distinguish between localized and
extended states, we use the inverse participation ratio
(IPR)96. (Given an eigenstate ψ of the Hamiltonian,
which is normalized so that
∑
n |ψn|2 = 1, the IPR of
the state is defined as
∑
n |ψn|4). We find that for two of
the eigenstates, the IPR is much larger than for all the
other eigenstates; these correspond to localized states.
The energy eigenvalues of these two eigenstates are zero
to our numerical accuracy. Hence we get one Majorana
mode at each end of the system as shown in Fig. 5. Note
that the number of components of the wave function is
twice the number of sites since each site n has an and bn.
Next we again consider a 500-site system with γ = 1
and µ = 0.9, but now with ∆ = 0.03 from site 1 to
350 and ∆ = −0.03 from site 351 to 500. The IPR is
maximum for four eigenstates, indicating the presence
of localized state. The energy eigenvalues of these four
eigenstates are zero to numerical accuracy. The system
now has four Majorana modes as shown in Fig. 6: two at
the ends and two around the point where ∆ changes sign.
0 200 400 600 800 1000
0
0.05
0.1
0.15
0.2
m
Pr
ob
ab
ili
ty
FIG. 5: (Color online) Two Majorana modes, one at each end
of a 500-site system with γ = 1, ∆ = 0.03, and µ = 0.9.
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FIG. 6: (Color online) Four Majorana modes, one at each
end and two in the middle (on two sides of the components
around 700 corresponding to the site labeled 350), for a 500-
site system with γ = 1, µ = 0.9, and ∆ = 0.03 for sites 1 to
350 and −0.03 for sites 351 to 500.
(Note that the wave function components m = 699, 700
correspond to an and bn at the site labeled n = 350). We
note that in Figs. 5 and 6, there is no impurity potential
anywhere inside the system.
It is important to note that a SC in which ∆ changes
sign at one point, say x = x0, will necessarily have two
Majoranas near that point if the Hamiltonian only has
terms of the form iambn. To see this, note that if the SC
was cut at that point by putting an infinitely strong bar-
rier there, the left part of the SC where ∆ > 0 will have
a Majorana involving an at its left end (i.e., at x = −∞)
and bn at its right end (x = x0), while the right part
of the SC where ∆ < 0 will have a Majorana involv-
ing bn at its left end (at x = x0) and an at its right
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end (x = ∞). We thus see that there will be two Ma-
joranas near x = x0 which are both of type b. If the
barrier at x = x0 is now decreased to a finite value (or
even removed), the two Majoranas will survive since the
Hamiltonian has no terms of type ibmbn which can cou-
ple them and thereby gap them out. This is different
from a SC where ∆ has the same sign everywhere. Then
an infinitely strong barrier at some point x0 will cut the
SC and produce two zero energy Majoranas there, but
these will be of opposite types, a and b. Lowering the
barrier will now mix these Majoranas by tunneling and
thus gap them out if the barrier is small enough. These
observations are illustrated in Figs. 7 and 8.
Fig. 7 shows some of the eigenvalues for a 500-site sys-
tem with different values of λ, which is the strength of
an impurity placed at the site labeled 350. The energies
are sorted in increasing order and are labeled by m which
runs from 1 to 1000. Thus m = 500, 501 label the mid-
dle two energy levels; these remain at zero for all values
of λ and correspond to Majorana modes at the ends of
the SC. The Majorana modes near the site labeled 350
correspond to m = 499, 502; they are at zero energy if
λ is large but move away from zero and merge with the
bulk states as λ is decreased.
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FIG. 7: (Color online) Energy levels for different values of the
strength λ of an impurity inside a SC, when ∆ has the same
value everywhere. The system has 500 sites, γ = 1, µ = 0.9,
and ∆ = 0.03 at all sites. The impurity with strength λ is at
the site labeled 350. For small λ, there are only two Majorana
modes, with energy close to zero, which lie at the ends of the
SC. For large λ, the SC gets cut into two parts, and two
additional Majorana modes appear near the impurity.
The situation is different if ∆ changes sign at one point
in the SC and there is also an impurity at the point. The
number of Majorana modes close to zero energy is now
always four regardless of the value of λ; two of the modes
lie at the ends of the system and the other two lie near
the point where ∆ changes sign (these modes were shown
in Fig. 6 for the case λ = 0). Fig. 8 shows the energies of
these four modes for a 500-site system with ∆ changing
sign and an impurity of strength λ at the site labeled
350. We see that the four energies lie close to zero for all
λ, unlike Fig. 7 where that happens only if λ is large.
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FIG. 8: (Color online) Energy levels for different values of the
strength λ of an impurity inside a SC, when ∆ changes sign
at that point. The system has 500 sites, γ = 1, µ = 0.9, and
∆ = 0.03 for sites 1 to 350 and −0.03 for sites 351 to 500.
The impurity with strength λ is at the site labeled 350. For
all values of λ, there are four Majorana modes with energy
close to zero, two of which lie at the ends of the SC and two
are near the site where ∆ changes sign.
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FIG. 9: (Color online) Energy spectrum for a 60-site system
with γ = 1, µ = 0.9, and ∆ = 0.03 from sites 1 to 45 and
−0.03 from sites 45 to 60. The three values of EF shown
correspond to the three plots in Fig. 10.
We will now look at the effect of the Majorana modes
on the local particle density. Let aE,n and bE,n denote
the a and b components of an eigenstate with energy E.
For a Fermi energy EF , all energy levels up to EF will be
filled. We then define the total particle density at each
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site n as
ρn =
1
2
∑
E<EF
(iaE,nbE,n + 1), (22)
where EF is the Fermi energy of the system and n goes
from 1 to N . We consider a system of size N = 60,
γ = 1, µ = 0.9, with ∆ equal to 0.03 from sites 1 to 45
and −0.03 from sites 45 to 60. This system size is not
very large, so the four Majorana modes will hybridize
with each other and their energies will split from zero.
We find numerically that the energies of the four modes
lie at ±0.0086 and ±0.0021 as shown in Fig. 9. The bulk
gap is found to be 0.0344, so these four energies lie well
within the bulk gap. We now study the particle den-
sity given in Eq. (22) for three values of Fermi energy
EF = 0.010, 0.006, 0.000 to see the effect of the Majorana
modes on the particle density. For EF = 0.010, the PD
does not get any contribution from Majorana modes as
the contributions to ianbn from pairs of states with en-
ergies ±E cancel out. For EF = 0.006, the PD gets con-
tribution only from one unpaired Majorana mode (with
E = −0.0086). For EF = 0.000, PD gets contribution
from both the unpaired Majorana modes (E = −0.0086
and −0.0021). The PD for these three values of EF is
shown in Fig. 10. A comparison of the three plots will
show the contribution of the Majorana modes to the PD;
for instance, the difference of the PD in plots (a) and (b)
comes from the Majorana mode at E = −0.0086 while
the difference of the PD of the plots (b) and (c) comes
from the Majorana mode at E = −0.0021.
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FIG. 10: (Color online) Plots of the particle density when ∆ changes sign at one point in the SC. We take the the SC region
to have 60 sites, with γ = 1, µ = 0.9, ∆ = 0.03 from sites 1 to 45, and ∆ = −0.03 from sites 45 to 60. As the system length is
finite, the four Majorana modes (two near the ends and two near the 45-th site) split from zero energy. The energies of the four
modes are ±0.0086 and ±0.0021. Figure (a) is for EF = 0.010 which lies above all the Majorana energies; hence the PD does
not get a contribution from any of the Majorana modes since they are all occupied but their contributions cancel out in pairs.
Figure (b) is for EF = 0.006; here the PD gets a contribution only from the Majorana mode at E = −0.0086 since the mode
at E = 0.0086 is unoccupied and therefore does not contribute. Figure (c) is for EF = 0.000; now the PD gets contributions
from the Majorana modes at both E = −0.0086 and −0.0021 since the modes at E = 0.0086 and 0.0021 are unoccupied and
do not contribute.
VI. INTERACTIONS AND
RENORMALIZATION GROUP ANALYSIS
We will now study the effect of interactions between
the electrons on the Majorana modes. More precisely,
we will use the RG method to study how the various pa-
rameters of the model vary with the length scale, and we
will then use that to see what happens to the Majorana
modes. To begin, we will study only the SC region and
not the NM leads. At the end of this section, we will
consider the RG equation for a tunnel barrier lying at
the junction of a SC and a NM.
Interactions have a particularly strong effect on many-
electron systems in one dimension. Short range inter-
actions change the system from a Fermi liquid to a
Tomonaga-Luttinger liquid (TLL). The most effective
way to study a TLL is to use bosonization97–100. Let
us briefly explain the bosonization formalism. We first
expand the second quantized electron fields around the
Fermi wave numbers ±kF as
Ψ = eikF x ΨR + e
−ikFx ΨL, (23)
where ΨR and ΨL denote right and left moving linearly
dispersing fields. In bosonization these are related to two
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conjugate bosonic fields φ and θ as
ΨR/L ∼ 1√
2πa0
exp[i
√
π (∓φ+ θ)], (24)
where a0 is a microscopic length scale such as the lat-
tice spacing or the distance between nearest neighbor
particles. (For simplicity we are ignoring Klein fac-
tors in Eq. (24)). The fields φ and θ describe particle-
hole excitations, and their space-time derivatives give
the charge current Jc and the deviation of the charge
density from a uniform background density, δρ = ρc −
ρ0. Short range density-density interactions of the form∫ ∫
dxdyρ(x)Vint(x − y)ρ(y) are therefore quadratic in
terms of φ and θ; this is the key advantage of the
bosonization formalism. The Dirac Hamiltonian H =
ivF
∫
dx[−Ψ†R∂xΨR+Ψ†L∂xΨL] (here vF is the Fermi ve-
locity of the non-interacting system of electrons) along
with density-density interactions takes the bosonic form
H = (v/2)
∫
dx[K(∂xθ)
2 + (∂xφ)
2/K], where v is the
velocity of the particle-hole excitations in the interact-
ing theory, and K is a dimensionless parameter called
the Luttinger parameter; these are related to vF and the
strength of the interactions. [For repulsive (attractive)
interactions between the electrons, K < 1 (K > 1)]. The
superconducting term Ψ†RΨ
†
L plus its Hermitian conju-
gate is proportional to sin(2
√
πθ). Finally, if we have a
lattice model which is at half filling, there will be umk-
lapp scattering terms like Ψ†RΨ
†
RΨLΨLe
−i4kF x plus its
Hermitian conjugate which add up to cos(4
√
πφ−4kFx).
Putting all this together, we get a bosonized Hamiltonian
of the form15,100
H =
∫
dx
2
[ vK(∂xθ)
2 +
v
K
(∂xφ)
2 +
4δ
πa20
sin(2
√
πθ)
− U
π2a20
cos(4
√
πφ− 4kFx)], (25)
where δ is related to the SC pairing ∆ as δ = ∆a0 at
the microscopic length scale (we will see below that all
these quantities will change with the length scale). We
will ignore the umklapp scattering term below by setting
U = 0.
Let us consider the case where there is an isolated
impurity in the system; for simplicity, we will assume
this to be point-like so that the impurity potential is
V (x) = λδ(x), λ being the strength of the impurity. The
Hamiltonian which describes the effect of this is given by
Himp =
∫
dx V (x)ρ(x) = λρ(0),
(26)
where the density ρ(x) = −(1/π)∂xφ(x). The interac-
tion renormalizes the system parameters. Hence the RG
equations for the length scale dependence of the param-
eters K, δ and λ are given by
dK
dl
=
δ2
2
,
dδ
dl
= (2− 1
K
) δ,
dλ
dl
= (1−K) λ. (27)
It is convenient to define a renormalized length scale
a = a0e
l. In the figures below, we will plot the pair-
ing ∆ which is related to δ as ∆ = δ/a; this satisfies
the equation d∆/dl = (1 − 1/K)∆. It is ∆, rather than
δ, which is physically observable; for instance ∆ is the
superconducting gap for a system with length scale a.
Note that for a non-interacting system, i.e., K = 1, both
δ and a flow, but ∆ does not flow. We note that the
first two equations in Eqs. (27) were studied in Ref. 15.
We have generalized their analysis by introducing an im-
purity with strength λ which flows according to the last
equation in Eqs. (27). It is important for us to consider
this equation since we are mainly interested in the con-
ductances of the system and these are strongly affected
by the presence of impurities or barriers (see Eq. (29)).
As we will see below, an impurity inside a SC region can
have interesting consequences for Majorana modes and
the conductances.
We have used the RG equations and some initial values
of the parameters K, ∆/∆0 and λ to find how these pa-
rameters vary with the length scale. These are shown in
Figs. 11 and 12 for initial values K0 = 0.8 (repulsive in-
teractions) andK0 = 1.2 (attractive interactions) respec-
tively, along with ∆0 = 0.01 and λ0 = 2. ForK < 1, λ in-
creases and ∆ decreases with increasing length scale,and
these trends are reversed when K > 1. In Fig. 11, where
K0 = 0.8, we see that λ keeps increasing up to l = 6
(beyond this K becomes larger than 1). These results
have the following implications for Majorana modes at
the ends of the SC.
If there is no impurity inside the SC (i.e., λ = 0), then
we will be in the situation studied in Ref. 15. If the
SC region has a length L, the Majorana modes survive
if the value reached by ∆ at that length scale satisfies
L∆/v ≫ 1. If L∆/v . 1, the Majorana modes will
hybridize strongly and move away from zero energy; if
their energies approach the ends of the SC gap at ±∆,
they will become unobservable.
If λ 6= 0, it will grow with the length scale if K < 1.
For a large impurity strength λ at one point, the SC
essentially gets cut into two parts and one can get two
Majorana modes on the two sides of that point62. As
shown in Fig. 7 for a 500-site system, the energies of
these Majorana modes approach zero as λ becomes large.
(As discussed below, the RG equations cannot be trusted
up to very large values of λ. The largest value λ = 7
shown in Figs. 7 and 8 is therefore only for the purposes
of illustration and may not be physically realistic). The
situation is different if ∆ changes sign at one point in the
SC and there is also an impurity at the point. The RG
13
0 2 4 6 8
0
1
2
3
4
5
6
7
l
K
, λ
, 
∆/
∆ 0
 
 
 
 K
 λ
 ∆/∆0
FIG. 11: (Color online) Plots of K, ∆/∆0 and λ versus l.
The initial values of the parameters are ∆0 = 0.01, K0 = 0.8
and λ0 = 2.
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FIG. 12: (Color online) Plots of K, ∆/∆0 and λ versus l.
The initial values of the parameters are ∆0 = 0.01, K0 = 1.2
and λ0 = 2.
equations will be the same as discussed above for the case
of uniform ∆. However the number of Majorana modes
is now always four regardless of the value of λ. Two of
the modes lie at the ends of the system and the other two
lie near the point where ∆ changes sign; the energies of
these four modes are shown in Fig. 8. We see that the
four energies lie close to zero for all λ.
We have studied above what happens if there is an
impurity of strength λ which lies inside the SC. It is also
interesting to study the RG flow of an impurity which
lies at the ends of the SC region, namely, the barriers
which lie at the junctions between the SC and a NM
lead. It is known that an impurity of strength λ lying at
the junction between two different TLLs with Luttinger
parameters K1 and K2 satisfies the RG equation
dλ
dl
= (1 − 2K1K2
K1 + K2
) λ. (28)
Since a NM is equivalent to a TLL with K = 1, the RG
equation for the strength of an impurity at the junction
between a NM and a SC which has a value of K is given
by
dλ
dl
=
1 − K
1 + K
λ. (29)
If K < 1, we see that a barrier strength λ will increase
with the length scale, though not as fast as the λ of an
impurity lying inside the SC as shown by the last equa-
tion in Eq. (27).
We can apply Eq. (29) to understand the conductance
across a NSN system if we take λ to be the strength of the
tunnel barriers between the SC and the NM leads. If both
λ and eL/ξ are large and kFL is not an integer multiple of
π, Eqs. (19) give expressions for the conductances across
a NSN system at zero bias. For E = 0, L/ξ = L∆/v;
hence the parameter ν in Eqs. (19) depends on λ and
∆ both of which flow under RG. If K < 1, λ increases
and ∆ decreases with increasing length scales; both these
imply that ν will increase and hence GC will decrease as
the length L of the SC is increased.
We would like to emphasize here that we have only
discussed RG equations up to the lowest possible order
in δ and λ. Hence the RG flows cannot be trusted when
these parameters reach values of the order of the energy
cut-off, namely, the Fermi energy. Hence we cannot def-
initely conclude that the RG flow will cut the wire into
two parts. However, we can conclude that an impurity
inside the superconducting part of the system will grow
and may thereby give rise to additional sub-gap modes
near that point in the case where the p-wave pairing ∆
has the same sign everywhere. (If ∆ changes sign at one
point, two additional Majorana modes will appear there
regardless of whether or not there is a barrier there, as
we have argued on symmetry grounds).
VII. EXPERIMENTAL REALIZATIONS
We will now discuss how the different systems that we
have discussed above can be experimentally realized. In
particular, we will see how it may be possible to have a
SC in which the pairing ∆ changes sign at one point.
We consider the model studied in Ref. 15. We take
a wire with a Rashba spin-orbit coupling of the form
±αRprσx, where pr is the momentum along the wire and
σx is a Pauli spin matrix. This form can be justified
as follows. Let us take the coordinate in the wire to
increase along an arbitrary direction rˆ lying in the x− y
plane (instead of the xˆ direction as assumed in earlier
sections). If the Rashba term is αRnˆ ·~σ× ~p, and nˆ points
in the zˆ direction, then the Rashba term will be αRprσ
x
if rˆ = yˆ and −αRprσx if rˆ = −yˆ.
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Next, the wire is placed in a magnetic field in the zˆ di-
rection which is perpendicular to the Rashba term (with
a Zeeman coupling ∆Z) and in proximity to a bulk s-
wave SC with pairing ∆S . The complete Hamiltonian,
given in Ref. 15, is
H =
∫
dr Ψ†α
[
(
p2r
2m
− µ)δαβ ± αRprσxαβ −∆Zσzαβ
]
Ψβ
+
i
2
∫
dr [∆SΨ
†
ασ
y
αβΨ
†
β +H.c.], (30)
where Ψα is the annihilation operator for an electron with
spin α, and the ± sign of the Rashba term depends on
whether rˆ = ±yˆ. Ref. 15 then shows that for a cer-
tain range of the parameters, this system is equivalent
to a spinless p-wave SC of the form that we have stud-
ied in this paper, with the p-wave pairing being given by
−i(∆/kF )(c†∂xd+ d†∂xc) (see Eq. (1)), where
∆ = ± ~αRkF∆S
∆Z
. (31)
Now consider a straight wire in which the coordinate
rˆ = yˆ along the entire wire; see Fig. 13 (a). Then the
Rashba term and hence ∆ will have the same sign every-
where. On the other hand, suppose that the wire is bent
by an angle π so that the two parts of the wire run in
opposite directions as shown in Fig. 13 (b). Now rˆ = −yˆ
in the lower part of the wire and rˆ = yˆ in the upper part.
Then Eq. (31) shows that ∆ will have opposite signs in
the two parts. It is also clear that the bend in the wire is
likely to cause some scattering of the electrons, and it is
natural to model such a scattering by assuming that an
impurity potential is present there.
Note that if the wire is bent by any angle different
from zero or π, the situation will be more complicated
because the Rashba term αRnˆ · ~σ × ~p will no longer be
proportional to the same ~σ matrix in the two parts of the
wire. Hence the effective p-wave superconductors in the
two parts will not be related simply by a phase change
in ∆.
The impurity inside the SC that we have studied in
Sec. VI corresponds to an arbitrary point in Fig. 13 (a)
and to the region where ∆ changes sign in Fig. 13 (b);
both these points are shown in green (dark shade). The
strength of the impurity λ can be controlled by placing
a gate near those points and varying the gate voltage.
Finally, the ends of the SC can be connected to NM
leads through tunnel barriers. As discussed in Sec. II,
these barriers can be characterized by their strength λ.
In Secs. II-IV, we discussed a conductanceGC in which
pairs of electrons can appear in (or disappear from) the p-
wave SC. At a microscopic level we can understand these
processes as occurring due to a Cooper pair going from
the s-wave SC to the p-wave SC (or vice versa). Finally
we have to assume that the two NM leads and the s-wave
SC form a closed electrical circuit so that we can measure
the conductances GN and GC .
We would like to note here that some other realiza-
tions of systems in which the pairing ∆ changes sign at
+△ +△
(a)
+△
−△
(b)
FIG. 13: (Color online) Superconducting systems with (a) the
same value of ∆ throughout, and (b) the sign of ∆ changing
near one point shown in green (dark shade). There is also an
impurity present at that point.
one point have been discussed before11,57–59,68. However
the effect of an impurity at that point and the conduc-
tances of the system were not studied in these papers.
Although the geometry of the system discussed in Ref.
57 looks similar to ours (Fig. 13 (b)), the details are quite
different. The set-up proposed in Ref. 57 requires prox-
imity to two different s-wave superconductors and also
requires a superconducting loop threaded by a magnetic
flux equal to hc/4e.
VIII. CONCLUSIONS
In this paper, we have studied the Majorana modes and
conductances of a one-dimensional system consisting of
a p-wave SC of length L connected by tunnel barriers to
two NM leads. We have considered two cases: (i) the
p-wave ∆ pairing has the same sign everywhere in the
SC (with, possibly, an impurity potential with strength
λ present at one point inside the SC), and (ii) ∆ changes
sign at one point in the SC (and an impurity present
there). We have used a continuum model to derive the
boundary conditions at the junctions between the SC
and the NM. Using these conditions, we have numeri-
cally studied two conductances, GN (from one lead to
the other) and the Cooper pair conductance GC (from
one lead to the SC), when the energy E of an electron
incident from one of the leads lies within the SC gap.
We have studied three ranges of values of L with re-
spect to the length η (the length scale associated with
the SC gap). We find a rich pattern of variations of the
conductances as functions of L and E. We have provided
analytical explanations for these behaviors by studying
some special limits, such as the Majorana modes at the
ends of a SC box with no leads, and the conductances
of the NSN system in the limit when the tunnel barriers
λ between the SC and the leads are very large. In this
limit, we find that there are quantization conditions for
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the length L at which GN and GC have peaks. We find
that the presence of Majorana modes at the ends of the
SC has a significant effect on the conductances; the lat-
ter have peaks exactly at the energies of the Majorana
modes. We do not find any noticeable difference between
the behaviors of the conductances for the cases of uni-
form ∆ versus ∆ changing sign at one point in the SC,
although the latter system has two additional Majorana
modes at that point. This implies that the presence of
Majorana modes inside the SC (i.e., far away from the
leads) has no major effect on the conductances.
[We would like to mention here that the hybridiza-
tion of the Majorana modes at the ends of the wire can
also occur due to tunneling processes involving virtual
quasiparticle states in the bulk s-wave SC which is in
proximity to the wire101. This can give rise to an energy
splitting even if the Majorana modes cannot directly hy-
bridize through the wire. A discussion of this effect is
beyond the scope of our model].
For the case that ∆ changes sign at one point in the
SC, we have used a lattice model to study the Majorana
modes which occur near that point. We find that these
modes have a noticeable effect on the local particle den-
sity as a function of the Fermi energy. Further, these
modes are very robust in that they stay at zero energy
even if we vary the potential near that point. This is
because a symmetry of the system prevents these modes
from hybridizing with each other.
Next, we have studied the effect of interactions between
the electrons in a SC. Using bosonization, we have stud-
ied the RG flows of the different parameters of the theory
such as the pairing ∆ and the strength λ of an impurity
potential which may be present either inside the SC or
at the junctions of the SC and the leads as tunnel barri-
ers. For repulsive interactions, the Luttinger parameter
K < 1; we then find that ∆ decreases while λ increases
as the length scale increases. We studied the effect of
this on the Majorana modes and on the conductances.
In particular, we find that if an impurity is present in-
side the SC, it can grow and eventually cut the SC into
two parts if L is large enough; then two Majorana modes
can appear near the impurity. This is in contrast to the
case where ∆ changes sign at one point and there is also
an impurity present there. We then find that there are
always two Majorana modes near that point regardless
of how small or large the impurity strength is.
Finally, we have discussed some experimental imple-
mentations of our model. We have shown that the cases
of both uniform ∆ and ∆ changing at one point can be
realized. The second case is interesting because two Ma-
jorana modes are expected to appear near that point. We
have shown that these additional modes have no notice-
able effect on the conductances of the system; this may
be because we have considered a configuration in which
the NM leads lie far away from these modes. It should be
possible to study these modes by attaching a lead at that
point and measuring the conductance in that lead102,103.
Another way to detect these modes would be through
STM studies of the local particle density as a function of
energy.
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