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Mots-clés : cerveau, comportement, langage, musique, évolution
Les séries de cours « Origines du langage et singularité de l’espèce humaine » et de 
séminaires « Modèles théoriques des représentations linguistiques et de leur 
évolution » sont disponibles en audio et/ou en vidéo, sur le site internet du Collège 
de France (https://www.college-de-france.fr/site/stanislas-dehaene/course-2017-2018.
htm et https://www.college-de-france.fr/site/stanislas-dehaene/seminar-2017-2018.
htm), ainsi que le colloque « Le rôle de l’expérimentation dans le domaine éducatif » 
(https://www.college-de-france.fr/site/stanislas-dehaene/symposium-2017-2018.htm).
enseiGnement
Cours – oriGines du lanGaGe et sinGularité de l’espèCe humaine
L’espèce humaine présente une multitude de spécificités cognitives qui la 
distinguent des autres animaux, au point qu’on peut légitimement parler d’une 
« singularité de l’espèce humaine » –  sans pour autant nier, bien entendu, que 
chacune de nos facultés, comme le soulignait déjà Charles Darwin dans La 
Descendance de l’homme, trouve son origine dans l’évolution, donc dans l’existence 
de précurseurs toujours présents chez d’autres espèces animales. 
La liste des singularités potentielles de l’espèce humaine est longue : usage de 
l’outil ? conscience de soi ? conscience des autres, par le biais de la théorie de 
l’esprit ? capacité de s’éduquer et d’enseigner aux autres ? créativité musicale, 
mathématique ou scientifique ? L’objectif du cours de cette année était d’examiner 
une seule hypothèse unificatrice, celle que la faculté de langage constitue le cœur de 
la singularité humaine. Selon cette hypothèse, nous posséderions, plus que tout autre 
espèce animale, des architectures neurales qui nous rendent capables d’exprimer nos 
pensées de façon symbolique et de les partager avec d’autres.
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Cours 1 – Introduction aux hypothèses sur la singularité  
de l’espèce humaine
Dans le premier cours, nous avons passé en revue les diverses hypothèses qui ont été 
proposées sur les fonctions cognitives qui constituent le noyau de la faculté de langage. 
En partant des propositions systématiques mais déjà anciennes du linguiste James 
Hockett, et des idées plus récentes de l’article clé de Mark Hauser, Noam Chomsky et 
W. Tecumseh Fitch (2002), nous avons retenu deux hypothèses essentielles : 
 – premièrement, le cerveau humain posséderait une capacité singulière de se forger 
un système de liens symboliques, arbitraires, bidirectionnels, reliant des signifiants 
et signifiés (selon la terminologie saussurienne) ;
 – deuxièmement, le cerveau humain disposerait d’un ou plusieurs systèmes 
combinatoires permettant de composer ces symboles entre eux afin de produire une 
infinité d’expressions capables d’évoquer une infinité de sens.
Ces deux hypothèses placent la singularité humaine à un haut niveau cognitif : la 
capacité de manipuler et de combiner des symboles. Dans ce premier cours, nous 
avons également abordé une autre hypothèse de plus bas niveau, sensori-motrice, 
selon laquelle la faculté de langage de l’espèce humaine trouverait son origine dans 
l’anatomie et la biomécanique de l’appareil vocal. Les recherches récentes suggèrent 
que les modifications de l’anatomie du larynx ne jouent peut-être pas un rôle aussi 
essentiel qu’on le pensait autrefois, dans la mesure où deux études indiquent que 
l’appareil vocal des macaques et des babouins est déjà capable de produire de 
nombreux phonèmes. En revanche, dans les circuits cérébraux de contrôle de 
l’appareil vocal, on voit clairement apparaître des adaptations propres à Homo 
sapiens : l’existence d’un cortex moteur laryngé spécifique et de projections 
axonales directes vers les neurones moteurs du tronc cérébral.
Cours 2 – La communication animale spontanée et ses limites
Dans le deuxième cours, nous avons examiné les capacités de communication 
vocale que l’on observe spontanément chez différentes espèces animales. Chez le 
primate non humain, ces capacités sont limitées à la production de cris d’alarme qui 
font référence aux différents types de prédateurs rencontrés. Seule une syntaxe 
rudimentaire a été rapportée, par exemple chez les singes de Campell. La capacité de 
composer des messages complexes et intentionnels semble totalement absente, et les 
parallèles avec le langage humain sont donc très limités. 
Tel n’est pas le cas chez l’oiseau chanteur. Comme le faisait déjà remarquer 
Darwin, les oiseaux doivent apprendre à chanter, et cet apprentissage suit des étapes 
de babillage et de convergence progressive vers les « mots » cibles qui présentent 
des parallèles étroits avec l’apprentissage de la phonologie et du vocabulaire chez 
l’enfant. Les mécanismes neuronaux de la production vocale, et même la génétique 
de ces réseaux cérébraux, sont remarquablement parallèles chez l’oiseau et dans le 
cerveau humain. En revanche, au niveau syntaxique, il n’y a –  pour l’instant ?  – 
guère de preuve qu’aucune espèce d’oiseau ne soit capable de produire des phrases 
composées, organisées selon une syntaxe comparable à celle des langues humaines. 
Seules quelques relations complexes de dépendance à longue distance ont été 
rapportées chez le canari, et une forme de combinatoire sémantique fondée sur le 
nombre de syllabes chez la mésange à tête noire. En conclusion, à part le langage 
humain, aucun système spontané de communication animale ne semble faire appel à 
une syntaxe complexe pour faire référence à des contenus combinatoires.
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Cours 3 – L’apprentissage de symboles chez l’animal
Dans le troisième cours, nous avons examiné les études qui ont tenté d’enseigner 
des symboles et un langage, le plus souvent artificiel, à des primates non humains. 
Nous nous sommes appuyés sur une classification due à Charles Sanders Peirce, et 
revisitée par Terence Deacon et par Andreas Nieder, qui distingue plusieurs types de 
signes, c’est-à-dire de relations signifiant/signifié :
 – les signes « iconiques », pour lesquels il existe une relation non arbitraire entre 
signifiant et signifié ;
 – les signes « indexicaux », pour lesquels il existe une correspondance entre chaque 
signe arbitraire isolé et son référent, mais pas de système combinatoire dans lesquels 
ces signes viennent s’intégrer ;
 – enfin, les authentiques « symboles », c’est-à-dire des signes reliés entre eux par 
un vaste système combinatoire de relations. Dans la mesure où ces relations entre 
signifiants sont isomorphes avec celles qui relient les signifiés eux-mêmes (les 
contenus mentaux), il devient possible, par simple manipulation symbolique, de 
réaliser des opérations mentales qui conservent une correspondance systématique 
avec la réalité. L’exemple type est la correspondance entre les symboles des chiffres 
arabes et les quantités correspondantes : des calculs arithmétiques purement formels 
permettent d’anticiper sur les changements de quantités.
Dans ce cadre, les études expérimentales démontrent que de nombreux animaux 
(primates, perroquets, chiens, etc.) peuvent acquérir plusieurs centaines de signes 
arbitraires, atteignant ainsi le niveau 2 de Pierce. En revanche, ces signes acquis 
fonctionnent plutôt comme des indices que comme des symboles. En effet, ils 
présentent deux différences majeures avec les symboles des langues ou des systèmes 
sémiotiques de l’espèce humaine. D’une part, ils présentent une absence de 
réversibilité : l’animal ne comprend pas spontanément que la relation signifiant/
signifié est réversible, et qu’il est donc possible de passer du sens au symbole et vice 
versa, dans les deux directions. D’autre part, aucune espèce animale ne s’est avérée 
capable d’apprendre un authentique système de règles complexes liant les signes 
entre eux.
Cours 4 – L’apprentissage de grammaires artificielles :  
études comportementales
Dans le quatrième cours, nous sommes revenus sur les études comportementales 
qui ont tenté d’inculquer, à des primates ou à un perroquet, un système symbolique 
combinatoire, même rudimentaire. L’analyse démontre que les compétences de ces 
animaux restent très limitées dans le domaine syntaxique. Leur apprentissage semble 
fondé sur la mémoire de combinaisons spécifiques de mots ou de symboles, plutôt 
que sur une authentique grammaire générative. Le contraste avec l’espèce humaine 
est frappant : que ce soit dans le domaine des mots ou dans celui des règles logiques, 
les humains, y compris les jeunes enfants, apprennent rapidement à découvrir les 
règles générales qui régissent un domaine, une compétence qui excède celle des 
singes macaques ou des chimpanzés.
Dans un article de revue publié dans Neuron, nous avons proposé une classification 
en cinq niveaux de la représentation mentale des séquences : connaissance des 
transitions temporelles d’un item à l’autre (chaînes de Markov), formation de 
groupes (chunks), codage de l’ordre numérique, schémas algébriques abstraits (par 
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exemple xxY, une répétition suivie d’un item différent) et enfin structures 
arborescentes enchâssées, typiques des langues humaines (phrases formées de 
syntagmes enchâssés de façon récursive). L’analyse suggère que les quatre premiers 
niveaux sont accessibles aux autres espèces animales telles que le macaque ou même 
le rat. En revanche, il n’y a pas de preuve, au moins pour l’instant, que le cinquième 
niveau soit accessible à d’autres animaux que le primate humain.
Cours 5 – L’apprentissage de grammaires artificielles :  
la saga du langage « AnBn  » et de ses variantes
La théorie des langages formels, initiée par Noam Chomsky, introduit une 
différence fondamentale entre les grammaires à états finis, et celles dépendantes du 
contexte : seules ces dernières sont capables de représenter des structures enchâssées, 
récursives, qui sous-tendent la représentation mentale des langues humaines. 
L’hypothèse de Hauser, Chomsky et Fitch est que seule notre espèce est capable de 
récursion. De nombreux travaux expérimentaux ont tenté de réfuter ce postulat en 
tentant d’apprendre, à diverses espèces d’oiseaux chanteurs, une grammaire 
artificielle dite « AnBn  », c’est-à-dire une série de n sons A suivis de n sons B. Cette 
grammaire présente l’intérêt de nécessiter une grammaire dépendante du contexte, et 
son apprentissage, dans l’espèce humaine, semble faire intervenir l’aire de Broca. 
Certains ont prétendu que les oiseaux chanteurs pouvaient apprendre ce type de 
grammaire, mais de nombreux arguments aussi bien théoriques que pratiques 
suggèrent que ces recherches ne sont pas convaincantes : le comportement des 
animaux est souvent peu spécifique, insuffisamment évalué, sans analyse des 
performances individuelles, et trop d’interprétations alternatives demeurent tenables.
Récemment, cependant, avec une approche très différente, l’équipe de Liping 
Wang et moi-même avons démontré que les singes macaques sont capables 
d’apprendre une grammaire « en miroir », avec des séquences de type ABBA, 
ABCCBA, etc., où la seconde partie répète la première en miroir temporel. Ils y 
parviennent dans un contexte visuo-spatial et non auditif : leur mémoire spatiale leur 
permet de répéter une séquence en avant comme en arrière. Ainsi, le cerveau du 
singe macaque possède la capacité d’apprendre un langage supra-régulier, une 
grammaire indépendante du contexte (mais pas forcément toutes ces grammaires). 
Au strict minimum, la résolution de cette tâche nécessite une pile « last in, first 
out ». La singularité de l’espèce humaine pourrait résider dans la vitesse avec 
laquelle ce type de règle est découvert : les jeunes enfants d’âge préscolaire 
découvrent la règle en cinq essais maximum, et l’appliquent ensuite presque 
parfaitement, alors qu’il faut plusieurs dizaines de milliers d’essais aux singes 
macaques pour parvenir à une performance imparfaite. Le cerveau humain semble 
donc biaisé vers l’apprentissage rapide de règles et de structures enchâssées.
Cours 6 – Codage cérébral des séquences auditives :  
l’imagerie cérébrale comparative et le paradigme local-global
Dans le dernier cours, nous avons examiné quelles aires cérébrales, chez l’homme 
comme chez le singe macaque, contribuent à l’apprentissage de séquences auditives 
qui forment des grammaires élémentaires mais qui présentent une analogie partielle 
avec l’organisation du langage parlé. Les travaux comparatifs de Chris Petkov, 
fondés notamment sur les réponses aux violations d’une séquence auditive apprise, 
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l’amènent à conclure qu’il existe un mécanisme de représentation cérébrale des 
séquences partagé par les deux espèces et hautement conservé dans l’évolution. 
C’est possible, mais nos propres travaux, fondés sur le paradigme local-global 
développé par Bekinschtein et al. (PNAS, 2009), suggèrent une différence majeure : 
dans l’espèce humaine, la région de Broca (gyrus frontal inférieur gauche, aires 44 
et 45 de Brodmann) présente des réponses uniques d’intégration de plusieurs aspects 
de la séquence. Nous proposons que cette région soit capable de représenter les 
séquences sous la forme d’une formule compacte qui comprime toute l’information 
en un seul arbre symbolique récursif.
En résumé, l’acquisition du langage chez l’homme repose sur des circuits très 
spécifiques, notamment le cortex préfrontal inférieur et le sillon temporal supérieur 
de l’hémisphère gauche. Des circuits analogues existent chez les autres primates, 
mais ils ont subi une expansion considérable de leur surface et de leur connectivité 
au cours de l’hominisation. De plus, dans notre espèce, ces circuits intègrent plus 
d’informations que chez le singe macaque (travaux de Liping Wang). Si les primates 
non humains sont capables d’apprendre des signes arbitraires (associations 
signifiant/signifié), ils le font sans réversibilité ni construction mentale d’un vaste 
système de symboles. Ils parviennent à apprendre des séquences arbitraires, mais 
présentent des difficultés ou, au minimum, une lenteur considérable dans 
l’apprentissage de règles systématiques ou de grammaires complexes avec 
enchâssement récursif. Même si les animaux doués d’apprentissage vocal, comme 
les oiseaux chanteurs, présentent des circuits remarquablement analogues à ceux de 
l’espèce humaine, y compris sur le plan génétique, leur « langage » ne présente pas 
de structures enchâssées similaires à celles de notre espèce.
En ce qui concerne l’acquisition du langage et des symboles, notre espèce est donc 
bien singulière… La compréhension de l’origine neurobiologique de cette singularité 
est l’une des grandes questions qui se pose aux chercheurs pour les années à venir.
séminaires – modèles théoriques des représentations linGuistiques  
et de leur éVolution
Nous avons reçu six invités spécialistes de la modélisation, à différents niveaux, 
des représentations du langage. Le séminaire a permis de confronter ainsi des points 
de vue très différents, issues de la robotique, des sciences cognitives, de l’intelligence 
artificielle ou de la linguistique.
• Séminaire  1  –  Intelligence artificielle et modèles théoriques de l’origine du 
langage, Luc Steels (Bruxelles), 8 janvier 2018.
• Séminaire  2  –  Apprentissage automatique non supervisé du langage : des 
phonèmes aux phrases, Emmanuel Dupoux (ENS Paris), 15 janvier 2018.
• Séminaire  3  –  Can artificial neural networks learn compositional reasoning?, 
Marco Baroni (Facebook AI Paris), 22 janvier 2018.
• Séminaire 4 – Distributional semantics and vector codes for concepts and their 
combinations, Alessandro Lenci (Pise), 29 janvier 2018.
• Séminaire 5 – Les mots, fossiles de la pensée humaine, Mariano Sigman (Buenos 
Aires), 5 février 2018.
• Séminaire 6 – Avancées dans la formalisation de l’universalité des représentations 
linguistiques, Luigi Rizzi (Sienne, Genève), 12 février 2018.
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Cours à l’extérieur – des sCienCes CoGnitiVes à la salle de Classe
La création du Conseil scientifique de l’éducation nationale souligne, si besoin en 
était, les attentes de la société concernant les sciences cognitives et leur application à 
l’école. Les deux cours donnés en République dominicaine visaient à faire le point 
sur les contributions récentes des sciences cognitives dans le domaine de 
l’apprentissage, et notamment de l’apprentissage de la lecture.
Sciences cognitives et éducation : les grands principes  
de l’apprentissage 
Université autonome de Saint-Domingue, 20 février 2018
que signifie « apprendre » ? Comme le cerveau de toutes les autres espèces, le 
cerveau humain apprend en modifiant ses circuits neuronaux, par le biais de 
modifications de ses millions de milliards de synapses – mais il met également en 
jeu plusieurs astuces qui font de lui le plus efficace et réactif dispositif d’apprentissage 
que l’on connaisse dans la nature. Les mécanismes cognitifs qu’il déploie peuvent 
être décrits à partir de grands piliers ou mécanismes qui modulent la capacité 
d’apprendre : attention, motivation, engagement actif, curiosité, retour sur erreurs, 
automatisation, sommeil… Ce cours a mis l’accent sur l’apport pratique des sciences 
cognitives à leur compréhension, dans la perspective d’améliorer les gestes 
pédagogiques de l’enseignant et l’art d’apprendre.
Cerveau, lecture et alphabétisation
Académie des sciences de la République dominicaine
L’apprentissage de la lecture transforme profondément le cerveau de l’enfant 
– mais il s’appuie sur des compétences et des circuits neuronaux préexistants, qu’il 
recycle. Apprendre à lire consiste à accéder aux réseaux du langage parlé par le biais 
de la vision. L’imagerie cérébrale, chez l’adulte comme chez l’enfant, a permis de 
comprendre comment ces réseaux se modifient avec l’apprentissage, avec notamment 
l’apparition, au sein des aires visuelles occipito-temporales de l’hémisphère gauche, 
d’une région spécialisée pour les mots écrits. Ces résultats de neurosciences 
cognitives convergent avec les résultats des recherches purement psychologiques et 
éducatives, et sont riches d’enseignements pour le choix des stratégies 
d’enseignement de la lecture à l’école.
reCherChe
Nous avons principalement poursuivi le projet de recherches « NeuroSyntax » 
financé par l’European Research Council (ERC), visant à analyser les mécanismes 
cérébraux de la compétence de l’espèce humaine pour la syntaxe dans tous les 
domaines : langue naturelle, mais aussi mathématiques et musique.  Les travaux de 
thèse de Marie Amalric ont permis de confirmer l’existence d’un réseau cérébral 
systématiquement activé par la réflexion mathématique, y compris chez les 
mathématiciens aveugles (l’un d’entre eux aveugle de naissance). Avec Thomas 
Hannagan, nous avons proposé une théorie mathématique pour l’émergence précoce 
d’une fraction de ce réseau : le circuit responsable du codage des nombres, qui semble 
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être présent dès la naissance chez le nouveau-né. Bien que le codage des nombres soit 
partagé avec de nombreuses autres espèces animales, nous pensons que la singularité 
de l’espèce humaine résiderait dans l’existence d’un « langage de la pensée » interne, 
combinatoire, et qui serait particulier à l’espèce humaine. Avec Marie Amalric et 
Liping Wang, nous avons conçu un nouveau test de cette idée, fondée sur des 
séquences spatiales géométriques, et nous avons montré qu’effectivement, la mémoire 
des séquences spatiales peut être prédite par la compacité de leur représentation dans 
ce langage de la pensée. 
En collaboration avec Liping Wang à Shanghai et avec Zenas Chao à Tokyo, nous 
avons commencé à explorer les limites de la représentation des séquences visuo-
spatiales et auditives chez le singe macaque. Nous avons analysé finement les réponses 
électrophysiologiques au test « local-global » et montré que le cerveau du singe 
macaque comprend des circuits prédictifs hiérarchiques, avec échange de signaux 
d’erreurs lorsque ces prédictions s’avèrent en décalage avec la réalité sensorielle. De 
façon surprenante, dans un article important dans Current Biology, nous avons montré 
que le singe macaque était capable d’apprendre une séquence spatiale « en miroir », 
dont la description nécessite une grammaire indépendante du contexte, et qui était 
donc supposée hors de portée du primate non humain.
Les nombreux travaux du laboratoire fondés sur la magnéto-encéphalographie ont 
permis de démontrer la remarquable capacité de suivre le déroulement temporel des 
opérations cognitives, par exemple toutes les étapes d’un calcul mental (thèse de 
Pedro Pinheiro-Chagas), ou de la sélection d’une image en mémoire de travail 
(travaux de Sébastien Marti). Cette dernière recherche s’inscrit dans la continuité de 
nos travaux antérieurs sur les mécanismes cérébraux de la prise de conscience des 
informations du monde extérieur. Dans ce domaine, deux articles importants ont été 
publiés dans Science : l’un proposant une revue des mécanismes de la conscience et 
l’autre, empirique, en collaboration avec l’équipe de Pieter Roelfsema, analysant leurs 
corrélats dans les aires V1, V4 et dans le cortex préfrontal chez le singe macaque.
Enfin, dans le domaine éducatif, l’année 2018 a vu notamment la publication d’un 
long travail d’IRM longitudinale chez l’enfant d’âge scolaire, avec des IRM tout au 
long de l’année de CP, afin de suivre les changements comportementaux et cérébraux 
liés à l’apprentissage de la lecture. 
Nommé président du Conseil scientifique de l’éducation nationale fin  2017, 
Stanislas Dehaene s’est appuyé sur ces résultats, et sur un réseau de vingt autres 
scientifiques volontaires, pour commencer à proposer des recommandations 
pédagogiques et des synthèses qui soient utiles au ministère de l’éducation nationale.
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