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A B S T R A C T
This paper presents an analytical solution derived for optimal control of the power take-off of a single-degree
of freedom heave point absorber with constraints on the control force. The optimal control law turns out to be
noncausal with a functional dependence on future velocities. To handle this problem, an algorithm for predicting
future velocities is derived. Based on the solution the mean (time-averaged) absorbed power in a given sea-state
is calculated. The performance of the indicated controller in terms of the mean absorbed power is close to the
optimal value obtained by nonlinear programming and better than a controller with feedback from the present
displacement, velocity and acceleration, and with optimized gain factors.
1. Introduction
The heave wave energy point absorber is assumed to be constrained
by a mooring system or otherwise to enforce a motion only in the ver-
tical direction, and hence the absorber can be modelled as a single-de-
gree-of-freedom oscillator driven by the external wave load.
Significant increase of the power take-off (PTO) of a heave absorber
may be achieved by using an active vibration control of the vertical
motion [1]. In order to obtain a maximal absorbed power, many stud-
ies have proposed control strategies for wave energy converters. Latch-
ing control is the most investigated control strategy, independently pro-
posed by Falnes [2] and French [3]. If the velocity and wave load have
different signs, so that the wave force supplies a negative power to the
device, the absorber is fixed at zero velocity (‘latched’) by an exter-
nal mechanism. Hence, the control effort is based on the observation
of the wave load and the velocity of the absorber, and hence may be
classified as a mixed feedback and feedforward control strategy. For an
induction (asynchronous) generator, where the power takeoff force is
proportional to the velocity of the absorber, a positive power takeoff
is always achieved during the unlatched state. Hoskin and Nichols [4]
proved the basic assumption of the latching control strategy to be op-
timal during the unlatched periods for an induction generator. Subse-
quently, latching control has been extended to multi-degree-of-freedom
wave energy converters [5,6]. Babarit et al. [7] have suggested a some-
what similar semi-active control strategy, known as declutching, where
the generator is cut off when the wave force and the absorber veloc-
ity are out of phase. Both control strategies require the external wave
load to be estimated. Assuming a linear wave theory, this is given as a
noncausal convolution of the surface elevation, i.e. there is a need to
predict future surface elevations a certain control horizon ahead of the
time when the control is applied. This is easy for regular waves or nar-
row-banded sea states, but the accuracy of the prediction may be af-
fected in broad-banded irregular sea states.
To circumvent the uncertainties related with open-loop control ro-
bust closed loop control law in term of classical PID control have been
suggested by Astrom and Hagglund [8]. Typically, the control laws will
introduce negative control stiffness in order to make the system more
flexible [9]. Nielsen et al. [10] derived the optimal control law in the
time domain for a heave point absorber with non-linear buoyancy or
restoring forces from the mooring system in case of no constraints on the
displacements and the control force. The control law is a feedback type
depending on the present displacement and acceleration of the absorber
and an integral feedback from future velocities. Hence, for practical ap-
plications, the indicated control law requires a prediction of future ve-
locities. Because there is no dependence on the wave load, the indicated
control law applies to both 2D and 3D irregular sea-states.
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Fig. 1. Loads on heave absorber. (a) Static equilibrium state. (b) Dynamic state.
Table 1
Heave absorber and wave excitation parameters.
Parameter Value Unit Parameter Value Unit
H 7.00 m H⁠s 3.00 m
D 14.00 m T⁠p 7.42 s
h 30.00 m γ 5
m 1.84×10⁠6 kg 2.9991 m/s
m⁠h 0.44×10⁠6 kg σfc,0 1.8645×10⁠6 N
k 1.51×10⁠6 N/m P⁠opt,0 7.2347×10⁠5 W
β⁠1 0.82 β⁠2 0.80
c 1.0×10⁠5 kg/s
Displacement constraints may also be imposed to prevent the ab-
sorber from hitting the sea-bottom or jumping out of the water, which
may lead to damaging impact loadings. Similarly, constraints may be
present on the control force due to saturation in the actuator system or
in order to reduce structural fatigue damage accumulation in hot spots
in the absorber shell structure. Hansen and Kramer [11] considered
constraints on the control force of a WaveStar point converter based
on a PD reactive control law and concluded that the constraint signif-
icantly influences the mean absorbed power and changes the values of
the optimal gain factors of the PD controller. Based on the Pontryagin
maximum principle, Hendrikx et al. [12] considered the open-loop opti-
mal control strategy for a WaveStar point absorber with constraints on
the control torque. The difference of absorbed power between optimal
control and model predictive control strategy was small but the control
torque trajectory differed.
A variety of model predictive control (MPC) formulations with the
constraints on the state vector and the control force have been reported
in the literatures [13,14]. Soltani et al. [15] derived an MPC algorithm
to maximize the absorbed power of a Wavestar wave energy converter.
The main prerequisite is that the absorber velocity shall be in phase with
the wave load. Hence, the controller needs prediction of the future sea
state and observation of the absorber velocity.
A recent variation of the general model predictive control (MPC)
framework has been suggested by Bacelli and Ringwood [16]. Based
on spectral and pseudospectral optimal control methods, the WEC re-
sponses and control force are expanded on a functional basis, result-
ing in a computationally efficient formulation. The spectral method is
based on truncated Fourier series, leading to a convex optimization
problem and an effective solution for the optimal control. Afterward,
Genest and Ringwood [17] developed a receding horizon real-time
pseudospectral control algorithm for a wave energy converter with
constraints on displacement and control force. The functional basis
consists of half-range Chebyshev Fourier functions, which can repre
Fig. 2. Impulse response function for the radiation force, (t).
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Fig. 3. Frequency response function for the radiation force. (a) . (b) : Numerical determined tar-
get. : Rational approximation with order (m, n) = (2, 3).
Fig. 4. Realization of the wave load process f⁠e(t). H⁠s = 3 m, T⁠p = 7.42 s, γ= 5.
Fig. 5. Unconstrained case, optimal trajectories and power take-off. (a) . (b) . (c) f⁠c,0(t). (d) P⁠opt,0(t). —: Nonlinear programming solution. : Unconstrained analytical solution.
sent the harmonic signals in the application domain well. Further, the
receding horizon is introduced to the control algorithm in order to effec-
tively deal with the signal truncation effects. Compared with alternative
MPC formulations, pseudospectral control algorithm shows considerable
promise in achieving a good balance between performance and compu-
tation.
The present paper presents an analytical solution for the optimal
control of a heave point absorber with constraints on the control force.
The control law has feedback from present displacement and acceler-
ation and future velocities, which need to be predicted. The obtained
control law has been benchmarked against the optimal control ob
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Fig. 6. Constrained control force (f⁠c,max = − f⁠c,min = 2 ×10⁠6 N) and unconstrained displacement. (a) . (b) . (c) f⁠c(t). (d) P(t). —: Nonlinear programming solution. : Eq. (34).
Fig. 7. Realizations of amplitude a(t) and phase φ(t) for the unconstrained absorber.
tained from a nonlinear programming algorithm indicated in the appen-
dix to the paper.
The paper is organised as follows. Section 2.1 presents the basic
equations of the problem, and the inherent approximations in the non-
linear programming algorithm is justified by comparison to the the-
oretical unconstrained solution obtained by Nielsen et al. [10]. Sec-
tion 2.2 derives the optimal control law for a point absorber with con-
straints on the control force, and the obtained solution is benchmarked
against numerical obtained nonlinear programming solution. The ob-
tained control law has feedback from further velocities. For wave en-
ergy converters, even if the external wave load is broad-banded, the re-
sponse is relatively narrow-banded. Therefore, a van der Pol transfor-
mation [18] with slowly varying amplitude and phase has been used
for the prediction of future velocities in Section 2.3. Section 2.4 derives
the analytical mean absorbed power with the constraints on the con-
trol force in a given sea-state described by the significant wave height,
the peak period and a band-width parameter. Section 3 investigates the
performance of the proposed control method, which is compared with
the nonlinear programming solution and a causal controller with feed-
back from the present displacement, velocity and acceleration.
2. Methodology
2.1. Equation of motion of point absorber
Fig. 1 shows the heave absorber to be analyzed. An (x, y, z)-coor-
dinate system is introduced with the origin O placed in the mean wa-
ter level (MWL) at the centerline of the point absorber. The horizontal
x-axis is orientated in the direction of the wave propagation, and the
vertical z-axis is orientated in the upward direction. Only two-dimen-
sional (plane) irregular waves are considered. The motion of the
body in the z-direction is measured from the static equilibrium state,
where the static buoyancy force f⁠b,0 balances the gravity force mg and a
possible static pre-stressing force from the mooring system f⁠p,0. g is the
acceleration of gravity, and m indicates the structural mass including
ballast. The center of gravity is denoted G.
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Fig. 8. Prediction of . (a) t = 14.25T⁠p. (b) t = 15.25T⁠p. (c) t = 16.25T⁠p. —: Nonlinear programming solution. : Prediction velocity response.
Fig. 9. Reduction coefficient α (f⁠c,min, f⁠c,max) as a function of , f⁠c,min = − f⁠c,max.
In the dynamic state caused by the surface elevation η(t), the WEC
is excited by an additional dynamic hydrodynamic force f⁠h(t) and an
additional force, f⁠c(t), from an external hydraulic or electric force gen-
erator as the PTO system, which is used to control the motion of the
absorber. f⁠c(t) is considered positive in the opposite direction of
, and will be referred to as the control force. In realistic application,
the efficiency of the actuator will be smaller than 100% due to en-
ergy losses and actuators efficiency influencing the control performance
when the large amount of reactive power is involved [19]. In theoreti-
cal research, it is assumed that the actuator has ideal efficiency and an
ideal PTO system is applied. Further, a PTO system can provide the re
active power. In applications, the cylinder in the PTO system can oper-
ate as a pump, producing a bi-directional flow, which drives a hydraulic
motor. The motor adapts to the flow and rectifies the flow into a uni-
directional turning of the generator. Further, the PTO system absorbs
a positive power from the absorber if the control force and the veloc-
ity are in counter phase i.e. the actuator is working as a damper. In the
other way, the PTO system acts as a motor and supplies energy to the
absorber. Assuming linear wave theory, f⁠h(t) may be written as a super-
position of the following contributions:
(1)
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Fig. 10. Comparison of control force f⁠c(t) with different noise level on the observation of the acceleration singal. (a) a⁠1 = 0.5 m/s⁠1/2. (b) a⁠1 = 0.05 m/s⁠1/2. (c) a⁠1 = 0.001 m/s⁠1/2. —: Non-
linear programming solution. : Noise affected solution.
Fig. 11. Realization 1: Comparison of trajectories for different control strategies. —: Nonlinear programming solution. : f⁠c,0(t) given by Eq. (33). : f⁠c,0(t) given by Eq. (57).
where f⁠b(t) is the quasi-static restoring force from the static equilibrium
state of the buoyancy and the mooring system, f⁠r(t) is the radiation force
generated by the motion of the absorber in still water, and f⁠e(t) is the
wave excitation force caused by the wave action, when the absorber is
fixed in the static equilibrium state. The term f⁠r(t) removes mechani-
cal energy from the absorber by generating an outwards directed radial
wave train, whereas f⁠e(t) supplies energy to the absorber.
f⁠b(t) may be written as an analytical nonlinear function of the dis-
placement:
(2)
Assuming small vertical vibrations, Eq. (2) may be linearized around the
static equilibrium state as [20]:
(3)
In the numerical results below the linearized relation in Eq. (3) has been
assumed with the value of k given in Table 1 below.
The radiation force f⁠r(t) may be written in terms of the following dif-
ferential-integro relation [21,22]:
(4)
(5)
where m⁠h indicates the added water mass at infinite high frequencies,
and is a causal impulse response function for the radiation force
brought forward by the absorber velocity . t⁠0 is the initial time of
the control.
Due to the causality of the impulse response function, the related fre-
quency response function becomes:
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Fig. 12. Realization 2: Comparison of trajectories for different control strategies. —: Nonlinear programming solution. : f⁠c,0(t) given by Eq. (33). : f⁠c,0(t) given by Eq. (57).
Fig. 13. Realization 3: Comparison of trajectories for different control strategies. —: Nonlinear programming solution. : f⁠c,0(t) given by Eq. (33). : f⁠c,0(t) given by Eq. (57).
Table 2
Absorbed mean power .
Nonlinear
programming
f⁠c,0(t) given by Eq.
(33)
f⁠c,0(t) given by Eq.
(57)
Realization 1 1.663 1.566 (5.8%) 1.544 (7.2%)
Realization 2 0.521 0.513 (1.2%) 0.467 (10.4%)
Realization 3 0.950 0.945 (0.5%) 0.921 (3.1%)
Values in brackets indicate the error relative to the nonlinear programming solution.
(6)
Combination of Eqs. (2), (4) and (5) provides the following integro-dif-
ferential equation for driven by f⁠e(t) and f⁠c(t) [21]:
(7)
where M = m + m⁠h, and v0 and are given initial conditions at the
time t⁠0. t⁠1 is the terminal time of the control.
In Eq. (7), the term represents a combined nonlinear restor-
ing forces from the mooring system and from the buoyancy force due
to noncylindrical outer shell of the absorber. In contrast, nonlineari-
ties from the wave loading is ignored. The hydrodynamic nonlinearities
originates from the dynamic Froude-Krylov force, the radiation force,
the diffraction force and the viscous force. It turns out that the nonlinear
radiation-diffraction force for heave point absorber is not significantly
different from the one predicted by linear theory, and the viscous ef-
fects for heave point absorber seem to be negligible [23]. Hence, the
hydrodynamic nonlinearities for heave point absorbers are mainly from
the dynamic Froude-Krylov force [24]. It has been demonstrated that
the numerical model with linear hydrodynamic coefficients is reason-
ably accurate for the point absorber oscillating in waves with a steep-
ness factor [25], where H⁠s is the significant wave height, and
λ⁠p the wavelength. In the numerical example below with H⁠s = 3 m and
the peak period T⁠p = 7.42 s, this criterion is exceeded. Hence, the the-
ory should be used merely as an approximation for such sea state.
Fig. 2 shows the impulse response function based on the data
indicated in Table 1 in the numerical example below. The time has
7
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been normalized with respect to T⁠p. As seen, effectively vanishes
for t > T⁠p.
The wave excitation force f⁠e(t) may be expressed in terms of the fol-
lowing convolution integral of the sea-surface elevation η(t) [26]:
(8)
The sea-surface elevation η(t) is assumed to be observed at a sufficient
distant position from the absorber, where the measurement is not dis-
turbed by the radiation wave, and h⁠eη(t) is a non-causal impulse response
function. The related frequency response function and the spectral den-
sity function become:
(9)
(10)
The hydrodynamic parameters, i.e. k, m⁠h, , , h⁠eη(t), H⁠eη(ω) can
be calculated numerically. In the present case, the WAMIT program has
been used, which is based on the boundary element method [27].
Fig. 3 shows the frequency response function . As follows
from Eq. (6), and
. Since is real, it follows that
is an even, and an odd function of ω. For this rea-
son, Fig. 3 only shows function values for ω> 0.
In order to verify the theory by comparison to a numerical so-
lution based on nonlinear programming, the convolution integral
needs to be replaced by a state vector approx-
imation in terms of a system of linear, ordinary filter differential equa-
tions driven by the velocity . The state vector formulation is based
on an initial replacement of the actual frequency response function with
an approximating rational function, leading to the following relations in
the time domain:
(11)
The state vector z⁠r(t), the column vector b⁠r, the system matrix A⁠r and the
row vector p⁠r can be found in detail in Nielsen et al. [10]. Further, the
initial value z⁠r(t⁠0) = 0 follows because f⁠r,0(t⁠0) = 0.
According to the solution to the state vector differential equation in
Eq. (11), f⁠r,0(t) can be expressed as:
(12)
Hence, the impulse response function is approximated as:
(13)
Fig. 3 shows the obtained rational approximation of the order (m,
n) = (2, 3) to compared with the target frequency response func-
tion.
Based on the double-sided auto-spectral density function , a
sufficient long time series of the wave load f⁠e(t) may be generated. The
time series in Fig. 4 was generated based on the JONSWAP spectrum
defined in Eq. (54) below defined by H⁠s, T⁠p and the band-width para
meter γ, using a rational linear filtration of a so-called broken line equiv-
alent white noise process [28]. The wave load realization shown in Fig.
4 is used in subsequent numerical investigations.
The nonlinear algorithm indicated in the appendix will be used to
validate the derived solution for the optimal constrained control force
f⁠c(t), which maximizes the absorbed power in the inter-
val [t⁠0, t⁠1]. The nonlinear algorithm depends on the accuracy of the
state vector representation in Eq. (11) and on a discretization of the
performance functional of the optimization problem. The rational ap-
proximation of the order (m, n) = (2, 3) shown in Fig. 3 and a time
step will be applied. The validity of the nonlinear program-
ming algorithm with the indicated rational approximation for the radia-
tion force has been tested against the analytical solution for the uncon-
strained control force given as, [10]:
(14)
where the trajectories of , , are taken from the nonlinear pro-
gramming solution.
Fig. 5 indicates the corresponding results. As seen, a perfect agree-
ment is obtained both for the control force f⁠c,0(t) and the instantaneous
absorbed power . For this reason, the nonlinear pro-
gramming algorithm is considered appropriate also in the constrained
optimization problem.
2.2. Optimal constrained control force
The displacement response becomes large at optimal control be-
cause the control force f⁠c,0(t) given by Eq. (14) tends to eliminate the
nonlinear restoring force and the inertial term in Eq. (7),
making the system extremely flexible. However, only constraint on the
control force caused by saturation of the actuator is considered in the
following, given as:
(15)
Maximizing the absorbed power during the control interval ]t⁠0, t⁠1] with
constraints on the control force leads to the following control problem:
(16)
where signifies the interval of admissible control
forces. The state vector z(t) and the right-hand side of the state vector
equation g(z(t), f⁠c(t), t) are defined as:
(17)
(18)
The equivalent unconstrained optimization problem is given as:
(19)
where the Hamiltonian H(z(t), λ(t), f⁠c(t), t) of the control problem is
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given as:
(20)
and λ(t) is the co-state vector (Lagrange multiplier) defined as:
(21)
Since there are no constraints on z(t) and λ(t), the first variation of
Eq. (19) provides the following conditions for optimal control, valid for
both constrained and unconstrained control forces:
(22)
(23)
Eqs. (22) and (23) are known as the Hamiltonian equations (or canoni-
cal equations).
Conventionally, the trajectories of the state vector and the co-state
vector at optimal control are denoted as z⁠*(t) and λ⁠*(t). Generally, the
asterisks will be omitted in the following for ease of notation.
The terminal boundary condition (or transversality condition) on the
co-state vector reads:
(24)
From Eqs. (20), (21) and (23) follows:
(25)
The 1st and 3rd equations in Eq. (25) in combination with the terminal
conditions in Eq. (24) provide the following solutions for and λ⁠r(t):
(26)
(27)
Insertion of Eqs. (26) and (27) into the second equation (25) results in
the following expression for the optimal control force:
(28)
In the last statement it has been used that ,
cf. Eq. (13). Eq. (28) holds for both constrained and unconstrained con-
trol forces.
The optimal control for constrained control force follows from the
Pontryagin maximum principle, [29]:
(29)
Based on first order variations, Eqs. (22), (23) and (29) are merely nec-
essary conditions for optimality.
Since the Hamiltonian given by Eq. (20) is linear in the control force
f⁠c(t) with the proportionality factor , Eq. (29) provides the fol-
lowing solution for the optimal control force:
(30)
The undetermined quantity f⁠c,0(t) is related to the condition:
(31)
Under the condition in Eq. (31) follows:
(32)
Then, f⁠c,0(t) is obtained by insertion of Eqs. (31) and (32) in Eq. (28):
(33)
The term indicates a static control force components, which may
be used to counteract a static restoring force component corresponding
to the static drift of the absorber. Since, the displacement of the
absorber is referred to the static equilibrium state, no static offset is pre-
sent, and so the said term may be set to zero. Hence, Eq. (33) reduces to
Eq. (14), which was originally obtained based on the unconstrained first
order variation of the performance functional in Eq. (19). This leads to
the control law equation , resulting again in Eq. (31).
f⁠c,0(t) may attain arbitrary large positive and negative values. Then,
the condition specifies values, where f⁠c,0(t) > f⁠c,max, and
the condition correspondingly values fulfilling f⁠c,0(t) < f⁠c,min.
Hence, f⁠c,0(t) may be used as a saturation parameter. Then, the final
form of the constrained optimal control law may be written as:
(34)
Eq. (34) specifies a non-causal control law at the time t with feedback
from the present displacement and acceleration , and feedback
from future velocities . Hence, a prediction algorithm of fu-
ture velocities is needed at practical applications, which
will be dealt with in a later section. Due to the inherent uncertainty re-
lated to the prediction procedure, the resulting controller will merely be
sub-optimal.
In order to verify Eq. (34), the optimal trajectories of , and
obtained from nonlinear programming are inserted in Eq. (34), and
the resulting control force and resulting instantaneous absorbed power
are compared to the corresponding solutions obtained directly by non-
linear programming. Fig. 6 shows the results for a control force con-
straint f⁠c,max = − f⁠c,min = 2 ×10⁠6 N and unconstrained displacement. As
seen, by comparison of Fig. 6a and b with Fig. 5a and b, the optimal
displacement and velocity trajectories are only slightly affected by the
control force constraint. Fig. 6c and d show the results for the optimal
control force given by Eq. (34) and instantaneous absorbed power, in
comparison to the corresponding nonlinear programming solution. As
seen, no disagreement is visible.
2.3. Prediction of future velocity
In order to predict the future velocity response , a van der
Pol transformation of the narrow-banded processes and is intro
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duced, given as [18]:
(35)
where a(t) and φ(t) signify slowly varying amplitude and phase
processes, expressed as:
(36)
Fig. 7 shows realizations of a(t) and φ(t) for the constrained absorber.
As seen, the evolution of a(t) and φ(t) take place over several periods.
Because for t > T⁠p as shown in Fig. 2, a prediction of a(t), φ(t)
and hence is only needed one peak wave period T⁠p ahead of the pre-
sent time t⁠0.
Defined the following quantities:
(37)
Then, the predicted velocities can be formulated as:
(38)
a(t) and φ(t) are estimated by extrapolation from t = t⁠0 of 2nd order La-
grange polynomials calibrated through the function values at t⁠0, t⁠0 − T⁠p
and t − 2T⁠p, given as:
(39)
Fig. 8 shows the prediction of from t = 14.25T⁠p, t = 15.25T⁠p and
t = 16.25T⁠p. As seen, the predicted velocities fit well at least one pe-
riod ahead, which is the required prediction horizon with the impulse
response function shown in Fig. 2.
Alternatively, a(t) and φ(t) may be estimated by using the Hilbert
transformation of the velocity response instead of in Eq. (36)
[30,31]. The two approaches are identical for harmonic varying func-
tions and .
2.4. Mean absorbed power at optimal control
In the following, the restoring force from buoyancy and mooring is
assumed to be linear, i.e. .
At optimal unconstrained control, the frequency response function
for the velocity response due to the harmonic varying wave
load f⁠e(t) is given as, [26]:
(40)
Then, the double-sided auto-spectral density function of the re-
lated velocity response process becomes, [28]
(41)
where Eq. (10) has been used in the last statement.
Due to the linear relationship between and f⁠e(t) as reflected by
Eq. (40), becomes Gaussian, if the wave load process is Gaussian.
Then, the acceleration process and the displacement process be-
come Gaussian processes as well.
In turn, f⁠c,0(t) as given by Eq. (14) becomes Gaussian, if the restoring
force is linear.
The auto-spectral density function of f⁠c,0(t) and the
cross-spectral density function of f⁠c,0(t) and become, [28]:
(42)
where and signify the complex conjugate of and
. is given as:
(43)
The variances and and the covariance of f⁠c,0(t) and fol-
low from Eqs. (41) and (42), [28]:
(44)
The final results in Eq. (44) follow, because the real and imaginary parts
of the involved frequency response functions are odd and even function
of ω, respectively, and is an even function of ω. The quadratures
in Eq. (44) need to be evaluated numerically.
The maximum mean power that can be extracted by the uncon-
strained optimal control from an irregular sea state is expressed as,
Nielsen et al. [10]:
(45)
The joint probability density function of f⁠c,0(t) and is
bi-variate normal distributed with the statistical moments given in Eq.
(44). may be written on the form:
(46)
φ(·) indicates the standardized normal probability density function, μ(f)
and σ signifies the mean value and standard deviation of on condi-
tion of the sample f⁠c,0(t) = f, given as:
(47)
ρ is the correlation coefficient of and f⁠c,0(t) given as:
(48)
Next, the maximal mean power absorbed by the constrained control
force f⁠c(t) given by Eq. (34) may be calculated from the following linear
combination of conditional expectations:
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(49)
where:
(50)
(51)
where Φ(·) indicates the standardized normal probability distribution
function.
Insertion of the results in Eqs. (50) and (51) in Eq. (49) provides the
following solution for the maximal mean power that can be absorbed by
the constrained control force:
(52)
where α(f⁠c,min, f⁠c,max) is a reduction factor caused by the constraints on
the control force:
(53)
Fig. 9 shows the variation of α(f⁠c,min, f⁠c,max) as a function of
, f⁠c,min = − f⁠c,max. As seen, the constraints are only active for
.
3. Numerical example
A point heave wave energy converter indicated in Fig. 1 is consid-
ered in the numerical simulation. Table 1 indicates the relevant data of
the absorber and the wave excitation parameters and the optimized gain
parameters in Eq. (57).
S⁠ηη(ω) is taken as the double-sided JONSWAP auto spectral density
function given as [32]:
(54)
where
(55)
T⁠p is the peak period, is the related angular peak frequency and
H⁠s is the significant wave height. γ is the so-called peak enhancement
parameter which controls the bandwidth of the spectrum.
It is well known that the optimal control of point absorber in mono-
chromatic waves is achieved when the control force enforces the ab-
sorber into resonance with the harmonic varying wave force. In this
respect, the value of k = 1.51 × 10⁠5 N/m has been chosen in the nu-
merical analysis below, corresponding to the undamped angular eigen-
frequency ω⁠0 = 0.81 rad/s, which is close to the peak angular eigenfre-
quency ω⁠p = 0.85 rad/s, in order to reduce the control effort even in ir-
regular sea states.
In applications, may be measured by an accelerometer, from
which and are obtained by numerical integration. However,
may be corrupted by measurement noise. In order to analyze the influ-
ence of the noise on the quality of the control, is written in the form:
(56)
where is the acceleration predicted by nonlinear programming.
The parameter a⁠1 indicates the level of noise, and signifies a zero
mean, stationary, broadbanded Gaussian stochastic process with an auto
spectral density function, which is flat at the value in the angular
frequency interval [0, 2ω⁠p], mimicking a unit intensity Gaussian white
noise [28]. Fig. 10 shows the obtained control forces with different
noise levels a⁠1 = 0.5 m/s⁠1/2, a⁠1 = 0.05 m/s⁠1/2 and a⁠1 = 0.001 m/s⁠1/2.
As seen, the obtained control force is sensible to observation noise
when a⁠1 ≥ 0.05 m/s⁠1/2. The reason is that the inertial term is dominating
in the solution Eq. (34), and the noise in the acceleration signal is am-
plified by multiplication with M.
The quality of the estimated control force will influence the future
response. The extent of this will next be investigated. The detail of the
procedure can be expressed as:
(1) At the time t, predict for τ in the interval [t, t + T⁠p].
(2) Calculate f⁠c,0(t) and f⁠c(t) from Eqs. (33) and (34).
(3) Integrate Eq. (7) one time step Δt ahead to obtain
and , keeping f⁠c(t) constant in the interval [t, t + Δt].
(4) Update f⁠c(t).
The procedure mimics the practical application of the control, where
the control force needs to be applied as a piecewise constant function.
Additionally, comparison will be made with the following causal un-
constrained control force in Eq. (34):
(57)
Eq. (57) can be characterized as a controller with feedback from the dis-
placement, velocity and the present acceleration. The first and the third
terms introduce negative inertia and stiffness into the system. Guided by
the theoretical solution in Eq. (33), these parameters should be close to
one. The viscous damping term replaces the radiation damping term in
Eq. (33). Obviously, the gain parameters β⁠1, β⁠2, c depend on the consid-
ered sea-state.
Figs. 11–13 indicate the performance of the suggested control law
compared to those obtained by nonlinear programming and the feed
11
UN
CO
RR
EC
TE
D
PR
OO
F
T. Sun, S.R.K. Nielsen Applied Ocean Research xxx (xxxx) xxx-xxx
back control in Eq. (57) for three independent realizations of the sur-
face elevation of a sea-state defined by H⁠s = 3 m, T⁠p = 7.42 s, γ= 5. The
control interval is chosen as [t⁠0, t⁠1] = [0, 20T⁠p], and the same optimized
parameters β⁠1, β⁠2, c as indicated in Table 1 are used for three realiza-
tions. The related absorbed mean power have been indicated in Table 2.
As seen from Figs. 11, 12 and 13, the displacement and velocity
estimates based on the two approximate control related to Eqs.
(34) and (57) are not deviating much from the nonlinear programming
solution. However, the control force and the instantaneous power take-
off deviate substantially. Again, this is because the deviations in the re-
lated acceleration signals are amplified significantly when multiplied by
M.
Table 2 compares the mean absorbed power in the indicated in-
terval [3.5T⁠p, 20T⁠p] for the considered control strategy with the solu-
tions from nonlinear programming and the optimized causal control
with f⁠c,0(t) given by Eq. (57).
As seen, the absorbed mean power by the control laws is less devi-
ating than the instantaneous power takeoff. As shown in Table 2, the
absorbed mean power for the control law with f⁠c,0(t) given by Eq. (33)
and with predicted future velocities are between 0.5% and 5.8% lower
than the nonlinear programming solution for the optimal control. Fur-
ther, the mean power takeoff for the control law with f⁠c,0(t) given by Eq.
(57) is further reduced compared to the suggested control law.
4. Conclusions
This paper presents an analytical solution for the optimal power
take-off of a heave point wave energy converter with the constrained
control force. Based on the solution for the optimal control force, the
mean absorbed power take-off in a given sea-state has been derived. The
optimal control force has a noncausal dependence on future velocities,
which need to be predicted. The response processes turn out to be nar-
row-banded with the peak angular frequency as center frequency. This
observation is used in the prediction algorithm, which is based on a van
der Pol transformation of velocity and acceleration of the absorber. The
mean power takeoff of the suggested control law, applied in a way mim-
icking the application in reality, was compared to that of optimal con-
trol obtained by nonlinear programming for three independent realiza-
tions of a given sea-state. The reduction in efficiency varied between
0.5% and 5.8%. Finally, the controller was compared to a causal con-
troller with feedback from the present displacement, velocity and accel-
eration, which turn out to perform worse in all three cases.
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Appendix A. Nonlinear programming algorithm
The optimal control problem in Eq. (16) is reformulated as a nonlin-
ear programming problem by discretizing the objective functional and
the state vector in time:
(58)
where τ⁠j = t⁠0 + jΔτ j = 0, 1, …, M.
s(t) indicates a vector function of slack variables. The time step in
the discretization of the interval ]t⁠0, t⁠1] is given as . The vec-
tor X(t) of dimension 2n + 6 and the path constrain vector c(X(t)) of di-
mension n + 3 are defined as:
(59)
(60)
The inherent approximation in the indicated nonlinear programming
formulation concerns the discretization of the time continuous problem
into M + 1 discrete instants of time for optimization, and the use of the
rational approximation in Eq. (13) for the force f⁠r,0(t).
The formulation applies to both displacement constraints and con-
trol force constraints. In case, merely control force constraints are pre-
scribed the algorithm is applied by using large values of vmax and small
values of vmin.
The applied algorithm for solving the indicated nonlinear program-
ming problem is described in [33].
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