Abstract: In order to improve the tracking accuracy of the fine tracking system of freespace optical communications, a proposed active disturbance rejection control (ADRC) with iterative learning control (ILC) strategy is designed to regulate the fast steering mirror (FSM) system. First, based on the open-loop frequency response results of the system, we can approximately confirm the system transfer function and prepare for the design of the controller. Then, an improved ADRC that using sliding mode control instead of the traditional nonlinear state error feedback method is proposed to attenuate the influence of the unknown and unmolded parts. In addition, the ILC method is used to compensate the hysteresis of piezoelectric actuators and improve the overall system performance. The experimental results indicate that the tracking accuracy of the system is 1 μrad at 1k sampling frequency. In addition, the recommended method shows the better disturbance suppression performance than traditional ADRC in simulation and experimental investigations. This method has a very high application value in the field of visual axis stability, adaptive optics, and other fields.
Introduction
Fast steering mirrors (FSMs) are widely used in optical systems which include adaptive optics, longdistance FSO communications and line-of-sight (LOS) stabilization [1] - [4] . In this paper, FSMs are applied to the high precision positioning systems of FSO communications, which are driven by the piezoelectric actuators (PEAs). However, with the enhancement of maneuverability of the target, tracking error of the spindle system, visual axis jitter caused by wind resistance torque, stability of the foundation, stiffness of the frame and turbulence of the atmosphere, fine tracking system needs higher tracking requirements. In recent years, some methods are widely used in high-precision tracking system [5] - [7] . Nevertheless, external disturbance and hysteresis phenomenon are the two main factors that affect the system accuracy. Therefore, these two drawbacks must be eliminated for achieving high-precision control.
The active disturbance rejection control (ADRC) was first put forward by Han [8] , which is efficient for estimating and compensating the uncertainties. Traditional ADRC mainly includes three parts: a tracking differentiator (TD), an extended state observer (ESO) and a nonlinear state error feedback (NLSEF). So ADRC strategy was developed to handle various uncertainties in some applications [9] - [12] . The key points of ADRC are to use ESO to estimate the disturbance and design the control law to ensure the stability of the system. In [13] , a parameterized linear ADRC (LADRC) was first proposed by Gao, which makes the controller design and tuning easier and more efficient. In [14] , an active disturbance rejection adaptive control scheme via full state feedback for motion control of hydraulic servo systems subjected to both parametric uncertainties and uncertain nonlinearities. In [15] , a modified ADRC combined with a project gradient estimator was proposed. The ADRC has made great progress in recent years.
Hysteresis is unavoidable in piezoelectric actuation devices, and it has a certain effect on the accuracy of the system. Some hysteresis models were built to compensate for this phenomenon, such as Preisach Model, Duhem Model, Maxwell Model and Bouc-Wen Model [16] . Generally speaking, models can not completely describe the hysteresis phenomenon, so this method of compensating hysteresis has some disadvantages. This method of compensation is based on previously established models, so some model-free methods developed in recent years [17] .
Iterative learning control (ILC) is based on the design of input and output information and it does not require an exact model. ILC updates the next control output on the basis of the previous control output and the error information. In addition, ILC does not need the disturbance signals be known or measured, only that these signals repeat from iteration to iteration. Due to this feature, ILC is widely utilized in industrial robots [18] , rapid thermal processing [19] , cold rolling mills [20] , and induction motors [21] . ILC is also applied to some systems that do not need identical repetition. In [22] , ILC serves as a training mechanism for open loop control. In [23] , researchers use ILC to develop high peak power microwave tubes. ILC is also used to obtain the aerodynamic drag coefficient for a projectile [24] . Especially in [25] and [26] , ILC has been successfully employed to restrain the influence of the hysteresis in piezoelectric actuation devices.
In this paper, a new control structure that contains improved active disturbance rejection control (ADRC) and iterative learning control (ILC) is adopted to compensate the above disturbance. This strategy combines the advantages of the two methods, which can not only eliminate the external disturbance but also eliminate the hysteresis effect. Unlike the traditional ADRC, this method adopts sliding mode control (SMC) instead of NLSEF and adopts forgetting polynomial ILC, so as to achieve fast convergence and good robustness. Compared to the traditional FSM control system, the proposed ADRC-ILC strategy has the following properties: 1) applicable to estimate unknown disturbances; 2) hysteresis model is not required anymore; 3) a new ADRC combines with ILC control structure. The effectiveness of the control algorithm is verified by simulation and experiments.
The rest organization of this paper is as follows. In the Section 2, the mathematical model of FSM is set up. In the Section 3, the ADRC method and ILC method are designed with the convergence analysis of two methods respectively. In the Section 4, the theoretical simulation and the experimental results are introduced. In the Section 5, this part draws a conclusion and points out the direction of future discussion.
The Dynamic Mathematical Model of FSM
The simplified structure of FSM is shown in Fig. 1 . Piezoelectric actuators (PEAs) are the primary parts in FSM system which can drive FSM with ±1 mrad via flexible bearing. In addition, the high resolution charge-coupled device (CCD) is used to detect spot position. Due to the two axes are independent of each other, and the servo design method is alike, so the article chooses the azimuth axis as the research object.
According to the principle of piezoelectric driven mirror, the FSM position open-loop can be described by the second-order mechanical resonance model [27] . More specifically, the following transfer function can express the model of PEA plant model: Where x and u are the position output and control input, respectively. The parameters k, ω n and ζ are the plant gain, resonant frequency and damping ratio, respectively. These unknown parameters can be identified from experimental frequency response data. FSM open-loop frequency response results are shown in Fig. 2 . To carry out the control design for simplicity, the transfer function of the system is represented as follows:
Where
n , and d(t) denotes the lumped external disturbances.
The Control Design for FSM System

Improved Active Disturbance Rejection Controller Design
Traditional ADRC mainly includes three parts: a tracking differentiator (TD), an extended state observer (ESO) and a nonlinear state error feedback (NLSEF). On this basis, an enhanced ADRC that using sliding mode control (SMC) instead of the traditional NLSEF method is proposed to attenuate the influence of the unknown and unmolded parts.
The Tracking differentiator:
In the improved ADRC, the TD is used as a transient process. TD can avoid the delay effect of obtaining a differential signal from the traditional inertial element.
The expression of TD is designed as follows:
Where y d is ideal input signal of the system, v 1 is the tracking signal of
) is an optimal control synthesis function that can be given as:
Where r and h are fast factor and filter factor, respectively. Besides, the greater the value of r, the faster the tracking speed and the larger the value of h, the better the filtering effect. However, excessive values can cause high-frequency tremors. We can select the appropriate parameters according to the performance requirements of the actual system.
The Extended State Observer:
The ESO estimates the disturbance as an extra state, hence it can compensate the disturbance. According to the above analysis, system state space representation can be described from (2) as follows:
Here, let f 0 (x 1 (t), x 2 (t)) = −a 0 x 1 (t) − a 1 x 2 (t), which denotes the modeled part and d(t, x) denotes the all unknown part. Before presenting the proposed ESO scheme, the following assumption is first addressed
Therefore, we define the d(t, x) as a state x 3 of the system. So the state space representation can be rewrited as follows:
The third-order equation of the ESO is as follows:
Where z i is the estimated value of x i , i = 1, 2, 3, e 1 is the observer error, β 01 , β 02 , and β 03 are the observer parameters. Control law can be designed as:
Therefore, the following observation error matrix is obtaineḋ
Where,
It is notable that if ESO is Bounded-Input Bounded-Output (BIBO) stable, the eigenvalues of matrix A are to the left of the S-plane, so that the matrix A is Hurwitzs. Eigenvalue equation of matrix A is as follows:
Therefore, the parameters β 01 , β 02 and β 03 can be selected as:
According to the above analysis, we can know that only one positive parameter ω 0 need to be adjusted to complete the design of ESO. This method simplifies the design process of ESO.
The Design of Sliding Mode Control:
Compared with traditional ADRC, the controller mentioned in this paper adopts the sliding mode control (SMC), by doing this, the NLSEF is replaced, which reduces the impact of shocks and then improves the stability of tracking process.
Before designing the controller, we first define a few variables with the previous analysis
Where e,ė, andë represent the position error, the velocity error, and the acceleration error, respectively.
The sliding mode surface can be defined as follows to ensure e = 0.
Where the coefficient is c > 0, the derivative of the sliding surface along with the system given in (8), will be calculated as follows:ṡ
In order to obtain fast response, robustness and effective elimination of sliding mode chattering, the reaching law is designed by the following functioṅ
Where λ 1 and μ 1 are positive constants, q 1 and p 1 are positive odd integers, which should satisfy 0 < q 1 /p 1 < 1. Considering the two mentioned equations (16) and (17), we get the control law is given as follows:
Because d cannot be fully compensated, we further modify the control law as follows:
WhereD is the estimated value of D, and we defineD = D −D is unknown parameter estimate errors.
Theorem 1: Considering the dynamic mathematical model of system (8) with the sliding mode control law designed in (19) and with the adaptive lawṡ
There exist parameters c > 0, λ 1 > 0, μ 1 > 0, γ 1 > 0, the odd integers q 1 , p 1 and 0 < q 1 /p 1 < 1 can guarantee that the system output tracking error will asymptotically converge to zero.
Proof: Considering the Lyapunov function
The derivative of the function (21) iṡ
Substituting the adaptive laws (20) into (23),V can be written as:
Thus, we haveV
Therefore, this result explains that the designed controller is stable and the output tracking error will converge to zero in a limited time. The proof of theorem (1) is completed.
Iterative Learning Controller Design
As the piezoelectric actuators will appear hysteresis effect. The modeling compensation method has the disadvantage of incapability of accurately describing the hysteresis phenomenon, so this paper chooses a model-free compensation strategy. This article adopts an iterative learning method with a forgetting factor, which makes the impact on the initial state becomes smaller and smaller as the number of iterations increases and enhances the system's ability to suppress initial errors and changes in system parameters. The control structure of the algorithm is shown in Fig. 3 .
According to (1), the plant model can be described as follows:
], c = [0 1] and k is the numbers of iterations. 
Assumption 2:
There is an ideal input signal u d (t) that enables the system to track the desired output trajectory y d (t) on a finite time interval [0, T].
Assumption 3: The FSM system initial conditions to meet:
In order to make the iterative learning sequence u k (t) uniformly converge to the ideal control input u d (t), we must find a suitable learning law so that the system output y k (t) can track the ideal output y d (t), ∀t ∈ [0, T]. The purpose of introducing a forgetting factor ϕ(k) is to give the original output and the new output different weights so that the algorithm has the ability to respond quickly to changes in the input process characteristics. In this work, we select the following ILC scheme:
Where ϕ(k) is forgetting polynomial factor, ϕ(k) ∈ [0, 1], P and are gain matrix, P ∈ R m×q , ∈ R m×q , e k (t) is the error between the kth iterative output and the ideal output.
Convergence Analysis of ILC Output Tracking Error: Theorem 2:
If the system satisfies the assumptions 2 and assumptions 3, then when the system meets the following conditions (30) and (31), then the position tracking error e k (t) converges to zero asymptotically.
Proof: To prove that the algorithm is convergent, combined with the above analysis, we know e k (t) = y d (t) − y k (t). Taking into account equations (26) and (27) and bringing the solution of the state variable x d (t) and x k (t) inhomogeneous equation into it, we can get the following equation:
To prove the convergence of the above formula and consider (29)
Taking the norm • simultaneously on both sides of the equation (33)
Multiplying by a positive function e −λt , t ∈ [0, T], and we get
We refer to the λ norm for a function h : [0, T ] → R k by [28] :
Taking the λ norm on both sides of (35), we have
Moreover, based on the previous formula (30), we can find a λ that is much greater than A which makes
Then, for σ < 1 we have
as the radius of convergence. In addition, the value of the convergence radius depends on the initial conditions (x d (0) − x k (0)). And if the system satisfies the hypothetical condition (28) , the kth iteration of the input u k (t) converges to the ideal control input u d (t).
Next, taking the λ norm • λ on both sides of (32)
Substituting (38) into (39), a necessary algebra operation leads to
In consideration of (28), we can know that With the above description, we can see that if this approach is used and the mentioned conditions are met, the control input u k (t) converges to the ideal control input u d (t) and the error e k (t) converges to zero, further illustrating that the output y k (t) can track the ideal output curve y d (t).
Simulation and Experimental Results
Simulation Study
In order to validate the effectiveness of proposed improved ADRC controller, we carried out the simulation in Matlab/Simulink environment. First, the simulation is performed to verify the features of proposed control strategy. Combined with reference [27] and open loop frequency characteristic curves showed in Fig. 2 , we select a second-order mechanical model as our controlled object. A sinusoid y d (t) = sin(t) μm is regarded as a desired input trajectory for reference. In order to better explain the improved ADRC controller can effectively suppress the internal disturbance and external random interference, so we chose d(t, x) = −25x 2 + 33 sin(πt) + N(t) as disturbance signal where N(t) represents a random disturbance signal with maximum amplitude of 5. The former formula −25x 2 expresses internal disturbance, and the latter expression 33sin(πt) + N(t) expresses external random disturbance. The tracking output curve of each control strategy is shown in the Fig. 4 . We can see from the system tracking curve that the trajectory of the improved ADRC is closer to the reference, especially the error at the peak value 0.05 μm is much smaller than the traditional ADRC peak error 0.9 μm. In addition, when the system is steadily stabilized, the error of the improved algorithm 0.005 μm is also smaller than the traditional ADRC value 0.015 μm. The reason is that SMC has a better ability to resist disturbance than the traditional NLSEF. In summary, we can see that the improved algorithm has better performance from tracking trajectory and error curve. Therefore, the improved ADRC controller is effective and we will continue to verify its performance in the actual experiment.
Experimental Setup
The experimental setup of the FSM tracking loop system is shown in Fig. 5(a) . There are two FSMs used to accomplish the entire work, one is used to simulate external disturbances, the other is used to receive control signal from DSP for tracking. The FSM system control loop is depicted in Fig. 5(b) . The platform consists of the following devices First, the signal light beam produced by a laser reaches the disturbance FSM after being collimated and expanded. The disturbance FSM is used to simulate jitter of the target. Then the controlled FSM will correct the perturbed beam. Finally, the corrected beam will be imaged by the camera after shrinking through the telescope. The disturbance FSM is governed by Physik Instrumente (PI) driver to simulate disturbance. The other FSM is controlled by DSP-TMS320F28335 with sampling frequency 1 kHz that inhibits the disturbance. The proposed control algorithm is achieved by using a C-program in DSP. The communication between camera and DSP is done by Field Programmable Gate Array (FPGA-EP4CE30F23C6N). 
Hysteresis Characterization
In this article, the hysteresis effect of the FSM high precision positioning system which is driven by the piezoelectric actuators is inevitable. Fig. 6 shows the open-loop hysteresis effect of piezoelectric actuator with input frequency 10 Hz before carrying out the improved control strategy. As shown in Fig. 6 , we know that the forward trajectory of the actuators does not coincide with the reverse trajectory, and the hysteresis phenomenon does exist in the actuators. Obviously, the piezoelectric actuator has a position range around ±10 μm. Generally speaking, the greater frequency and amplitude of the input signal, the more apparent the hysteresis is. Therefore, in order to achieve accurate motion control at high working frequency in a large input range, hysteresis compensation is essential. The next experiment will compensate for this hysteresis loop.
In order to reduce the error of the system caused by hysteresis and improve the FSM precision tracking system accuracy, ILC is used to compensate hysteresis. Point-to-point experiments on a single FSM are carried out to verify this method. We let the FSM take a positively increasing ramp signal and then decrease it in the opposite direction along the original path. Fig. 7 is the result of system with and without the ILC method to compensate. Comparing the two curves, we can see that the ILC method can make the linearity of the output curve better. The width of the hysteresis loop obtained by the ILC method is smaller than that without ILC compensation. The experimental results further show that the recommended ILC method is effective for compensating hysteresis. 
Experimental Results
The simulation shows the good performance of the controller. On this basis, we carried out experiments to verify the performance of the FSM system. Through the open-loop frequency response results showed in Fig. 2 , we can identify the controlled system parameters a 0 = ω Fig. 8 . We can see that the disturbance rejection effect of improved ADRC is better than that of traditional ADRC and ILC can reduce the error further. The reason is that the system perturbation is further compensated by subtracting the nonlinear perturbation with the ILC algorithm. An easy comparison for the maximum error and root mean square error (RMSE) under tests are listed in Table 1 .
Compared with the traditional ADRC at low frequency like 5 Hz, the error of improved ADRC-ILC is 0.91 μrad. We can get a general conclusion from the calculation of data in the Table 1 , the improved ADRC-ILC controller reduces the maximum error and RSME by 41% and 51%, respectively. In addition, compared with the improved ADRC without ILC scheme, the improved ADRC-ILC controller further reduces the maximum error and RSME by 25% and 35%, respectively. And at medium-high frequency, the improved ADRC-ILC controller also shows the good capability, which reduces the RSME by 60% and 34%, respectively. Therefore, the experimental results indicate that the improved ADRC-ILC control scheme has better performance over traditional ADRC and improved ADRC schemes in tracking precision.
Conclusion
In this paper, we proposed a new improved ADRC with ILC structure for fine tracking system of FSO communications and proved the convergence of the algorithm. In addition, we have done some simulations and experiments to verify the outstanding performance of the controller. The experimental results show that the system can effectively suppress the disturbance and hysteresis, and the accuracy of system is less than 1 μrad. Compared to traditional ADRC and without ILC compensation, the improved ADRC-ILC strategy improves accuracy by 27% and 31%. Since this controller implementation does not require a hysteresis model, it can be also applied to other hysteresis plants.
Our next work is to eliminate the time delay mainly caused by CCD and improve the spot position solution algorithm. Kalman filter algorithm can be used to compensate the time delay by predicting target position and using predictive values and measured values to compensate time delay, which is our future research interest.
