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I. INTRODUCTION
General relativity has modied our understanding of
the physical world in depth and has altered some among
the most fundamental notions we use to describe it. Dur-
ing the last ten years, the eort to understand the com-
bined consequences of this conceptual revolution and
quantum mechanics has lead to loop quantum gravity,
a predictive quantum theory of the gravitational eld,
whose theoretical results can be, in principle, empirically
tested [1]. There are other areas in our understanding of
nature, however, where the consequences of the general
relativistic conceptual revolution have not been fully ex-
plored yet. Among these is statistical mechanics. To be
precise, thermodynamics and statistical mechanics on a
xed curved spacetime have been much studied (see for
instance [2]); but very little is known on the possibility of
developing thermodynamics and statistical mechanics of
a fully general covariant system, in particular, a system
including the gravitational eld.
Here, we begin to address this issue. Specically, we
study the following problem. Consider a simple physical
system, s, with a nite number D of degrees of freedom.
Assume that s is described by a fully constrained Hamil-
tonian system. That is, its dynamics is not given by
a Hamiltonian, but rather by M rst class constraints.
Physically, this means that we do not understand the
dynamics of s in terms of the evolution of D depen-
dent lagrangian variables (or 2D phase space variables)
as functions of a single preferred independent external
time variable t; rather, we understand the dynamics as
the relative evolution of 2(D+M) phase space variables
with respect to one another { all the variables being on
the same footing. The dynamics xes relations between
these variables so that by knowing some of them we can
predict the others. Such a simple system encodes an es-
sential feature of general relativistic systems: the absence
of a preferred time variable, and the relational aspect of
evolution. Now, consider a macroscopic system S com-
posed by a large number of component systems, each one
identical to s, and interacting weakly. Can we use statis-
tical mechanics to describe macroscopic properties of S?
Notice that there is no time variable in the description of
S, therefore no notion of thermalization ‘in time’; there
is also no notion of energy, and thus no obvious way to
dene a canonical or microcanonical ensemble. If we ar-
bitrarily choose one variable in S as the physical time
(that is, if we ‘deparameterize’ the system), and then use
conventional statistical techniques, our results are going
to dependent on the choice of time, and therefore to be
unphysical. Is there anything we can nevertheless say,
about the macroscopic behavior of this system? Can
we still apply thermodynamical or statistical mechanical
techniques?
These questions have not yet been addressed in the lit-
erature, as far as we know. An attempt to study certain
aspects of the foundations of general covariant statisti-
cal theory is in Refs. [3,4]. In these works, the question
addressed is whether a preferred time flow, having the
thermodynamical properties that we ascribe to physical
time, can be derived from the statistical mechanics of a
covariant system. The answer is positive, and the flow
turns out to be dependent on the statistical state. The
relation flow/state reflects a very general operator alge-
bra structure (Tomita-Takesaki theorem), and raises in-
triguing physical issues, in particular in view of powerful
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mathematical uniqueness results about the flow (Connes’
Cocycle Radon-Nikodym theorem). Here, on the other
hand, we are not concerned with the emergence of a time
flow. Instead, we address directly the issue of a statistical
description independent from any notion of time.
Furthermore, Refs. [3,4] take Gibbs’ [5] (and Einstein’s
[6]!) point of view on statistical mechanics: a statistical
state is described by a distribution over the phase space
Γ of the composite system S (in Ehrenfest’s terminology,
over the Γ-space [7]). The state represents the distri-
bution of S’s microstates over many imaginary copies of
the system, all in the same macrostate. Here, on the con-
trary, we use Boltzmann’s original point of view [8]: we
assume that S is composed by a large number of identical
subsystems s. The statistical state is then described by
a distribution over the phase space γ of the component
system s (over the -space, in Ehrenfest’s terminology).
This gives, for each state of s, the expected number of
component systems that are in that state.
Of course, we do not expect any of the well known sub-
tleties and conceptual diculties of statistical mechanics
to be solved by applying it to covariant systems. Here we
are not concerned with the old problems in the founda-
tions of statistical mechanics, but only with the specic
new problems {and new beauties{ that emerge in trying
to extend the general relativistic revolution to statistical
physics.
Our main result is the following. We argue that, un-
der appropriate conditions, the statistical mechanics of
a system S composed by many constrained systems s
is well-dened. In particular, statistical mechanics is not
necessarily tied to the concept of energy, or to a preferred
time flow. Accordingly, general covariant statistical me-
chanics is not governed by the notion of temperature. In-
stead, intensive macroscopic parameters are determined
by the properties of Boltzmann’s thermalizing interac-
tion among the individual component systems. In the
course of the paper, we develop the basis of covariant
quantum statistical mechanics and dene the intensive
and extensive thermodynamical quantities.
We begin by recalling the properties and the physical
interpretation of the parameterized systems in Section
2. We then give the main discussion on the foundations
of covariant statistical mechanics in Section 3, a simple
example in Section 4, and we comment and summarize
in Section 5.
II. PRESYMPLECTIC SYSTEMS
We consider fully constrained systems, with a nite
number of degrees of freedom, and with rst class con-
straints [9]. Their dynamics is obtained from the action






pi − mCm(qi; pi)

; (1)
which is invariant under arbitrary reparametrizations of
the parameter  . The parameter  is unphysical and un-
observable, like the time coordinate in general relativity.
The unreduced, or extended phase space γex is coordina-
tized by the canonical pairs (qi; pi); i = 1; 2; :::; N . The
canonical 2-form on γex is !ex = dpi ^ dqi. The cou-
ple (Γex; !ex) forms a symplectic space. The variation of
the action with respect to the canonical coordinates qi; pi













while the variation of the action with respect to the La-
grange multipliers m gives the constraint equations
Cm = Cm(qi; pi) = 0 ; m = 1; 2; :::;M : (3)
Thus, the dynamics of the system with respect to  is the
unfolding of the gauge symmetry generated by the rst
class constraints, i.e., dynamics is gauge.
The rst class constraints satisfy, in general, a \non-
Lie" algebra
fCm; Cng = Cmn l(qi; pi) Cl ; (4)
and the number of independent physical degrees of free-
dom of the theory is D = N −M . The constraint sur-
face γ in γex dened by the constraint equations (3) is
a (2D +M)-dimensional manifold. The restriction ! of
!ex to the constraint surface γ is of rank 2D. The M
null directions of ! are the innitesimal transformations
generated by the constraints. They dene the gauge or-
bits on γ. The physical phase space γph is the space of
these orbits. This is the space of the physically distinct
solutions of the equations of motion.
The space (γ; !) is a presymplectic space, which con-
tains the full dynamical information about the system.
Hence dynamical systems in this form are also called
‘presymplectic systems’. γ can be parameterized by
the set of independent coordinates (~qa; ~pa; tm), where
(~qa; ~pa); a = 1; 2; :::; D are canonical variables that co-
ordinatize the physical phase space γph, and tm; m =
1; 2; :::;M coordinatize the orbits. In general this coordi-
natization can hold only locally, and dierent charts may
be needed to cover the entire space.
Any conventional dynamical system with phase space
(γph; !ph = d~pa ^ d~qa), and Hamiltonian H = H(~pa; ~qa)
can be represented as a presymplectic system as
(γ = γph R; ! = !ph −H(~pa; ~qa) ^ dt); (5)
where t is the coordinate in R, and corresponds to the
external time variable. The dierence between the con-
ventional formulation and the presymplectic formulation
is only in the fact that this time variable is treated on the
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same footing as the other variables. As a concrete exam-
ple, we may imagine that H is the harmonic oscillator
Hamiltonian describing the small oscillations of a pendu-
lum, while t is the reading of a physical clock. Then the
presymplectic system (5) describes how two equal-footing
physical variables (the pendulum amplitude and the clock
reading) evolve with respect to one another. In general
covariant systems, such as any general relativistic system,
this ‘equal footing’ status between all physical variables
is an essential feature of the theory. It expresses the ma-
jor physical discovery of general relativity: the complete
relativity of spacetime localization.
Notice that the canonical coordinates ~qa, and ~pa are
the physical observables of the system. They are gauge
invariant. They satisfy f~qa; ~pbg = ab on the physical
phase space. In these coordinates, the physical simplectic
form on γph is !ph = d~pa ^ d~qa. The general solution of
the equations of motion is simply given by the embedding
equations of the orbits in γex, that is
qi = qi(tm; ~qa; ~pa) ; (6)
pi = pi(tm; ~qa; ~pa) : (7)
Each set (~qa; ~pa) determines a solution; along each solu-
tion, the quantities (qi; pi) depend on the M parameters
tm (instead than just on a single time variable) because of
the gauge freedom in the evolution. The inverse relations
of (6)-(7) give the dependence of the physical observables
~qa, and ~pa from the original coordinates
~qa = ~qa(qi; pi) ; (8)
~pa = ~pa(qi; pi) ; (9)
as well as the orbit coordinates tm
tm = tm(qi; pi) : (10)
The quantities (8) and (9,) commute with all the con-
straints, and provide a complete set (in the sense of
Dirac) of gauge invariant observables. Every other phys-
ical observable can be obtained from them.
Let us recall how evolution can be obtained from the
basic observables (8)-(9) [10,11]. If we plug the gauge
variables (10) into the full solution (6) and (7) we obtain
the equations
qi = qi(tm(qi; pi); ~qa; ~pa) ; (11)
pi = pi(tm(qi; pi); ~qa; ~pa) : (12)
In general, 2N −M of these equations are independent.
For each physical state of the system, determined by the
value of (~qa; ~pa), these equations dene an M dimen-
sional subspace in the phase space. Therefore each state
determines a set of relations on the original phase space
variables. These relations represent the dynamical infor-
mation on the system; they provide the full solution of
the dynamics in a gauge invariant fashion [11].
In particular, we might arbitrarily choose a set of M
coordinates qm (or momenta pm; or a combination of
both) as independent ‘clock and position’ variables, and
express the evolution of the remaining set of coordinates
and momenta as functions of these qm for any physical
state (~qa; ~pa). For each xed numerical value q^m of the
coordinates qm, we have a well-dened gauge invariant
observables in γph. For instance, let us chose (arbitrar-
ily) q1 as a dependent ‘partial’ observable, and the next
M of the qi’s, as independent ‘partial’ observables, or
‘clock and position variables’. That is, let us choose
m = 2; : : : ;M + 1. Pick M xed numerical values q^m
for the M variables qm. Generically, this xes uniquely a
point on every orbit. The value Q1q^m of q
1 on this point






Here all the qi are partial observables, while Q1q^m is a
complete observable. The function (13) is gauge invari-
ant, well dened on γph and expresses the relative evolu-
tion of q1, as a function of the qm;m = 2; : : : ;M . It is
called an ‘evolving constant of the motion’, or simply a
‘relational observable’ [10].
The quantum theory can be constructed by imposing
the quantum constraints on the unconstrained Hilbert
space H (or some suitable extension of the same if the
constraints have continuum spectrum). The space of so-
lutions of the constraint equations is the physical Hilbert
space Hphys of the theory. (If Hphys is not a subspace of
H a scalar product is determined in Hphys by the require-
ment that the self-adjoint observables in H which are well
dened onHphys be still self-adjoint.) Generically, we ex-
pect that out of the operators corresponding to the set
of 2D gauge invariant observables (~qa; ~pa), we can dene
D = N − M commuting operators, bOa, a = 1; 2; :::; D
forming a complete Dirac set. Assuming for simplicity
these have discrete spectrum, a basis of physical states
is labeled by their quantum numbers na, a = 1; 2; :::; D.




cn1;:::;nD jn1; :::; nDi: (14)
Physical evolution is described by (Heisenberg) opera-
tors corresponding to relational classical quantities such
as (13). In constructing these operators, ordering and
consistency problem might, in general, be serious.
∗A `partial' observable is a physical quantity to which we
associate a number, such as time t, position x or electric eld
E. A `complete observable' is a physical quantity that can
be predicted if the state is known, or, equivalently, that gives
us information on the state, for instance the value E(t; x) of
the electric eld in a certain point x at a certain time t. For
the notions of partial observable and complete observable, see
[12].
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III. COVARIANT STATISTICAL MECHANICS
Can we use statistical mechanics methods in a covari-
ant, presymplectic framework? Energy plays an impor-
tant role in statistical mechanics, and here there is no
energy. Statistical mechanics relies on the idea that sys-
tems thermalize to equilibrium in time. What is ther-
malization in a covariant context, in which there is no
external time variable? To address these questions, our
strategy will be to recall Boltzmann’s logic, to rephrase
it in the language of the presymplectic formulation of
a conventional system, and from here, to extend it to
presymplectic systems that do not correspond to a con-
ventional system.
Consider a Boltzmann gas in a closed box. The gas
is composed by a very large number N of identical
molecules. Begin by considering each molecule as free.
Let γ be the phase space of a single molecule. For
instance, if we neglect rotational and vibrational mo-
tion, we may assume γ to be six-dimensional. Since the
molecule is assumed to be free, its motion is very sim-
ply described by a free motion in γ. The phase space Γ
of the entire gas has dimension 6N . The motion of the
entire gas is described by a simple motion in Γ as well.
Under these assumptions, the gas does not thermalize,
and we cannot use statistical methods. For instance if
we started with all the molecules bouncing up and down
within the right half of the box, they would continue to
do so forever, never expanding to the right hand part of
the box. To have thermal behavior, we need the particles
to interact. However, taking the actual physical interac-
tion among the molecules into account complicates the
dynamical problem dramatically, and puts it far outside
our theoretical capacities.
Boltzmann’s genius found a way in between, by pos-
tulating a ‘small,’ ‘thermalizing’ interaction among the
molecules. The molecules bounce, attract and repel in
a non trivial manner. In the theoretical description, we
simply assume that each molecule is still free most of the
time, but, once in while, interacts with another molecule.
We are not concerned with the details of this interac-
tion, except for the assumption that the interaction is
maximally thermalizing, that is, it conserves a minimal
number of physical quantities. Under this assumption,
motion in Γ becomes ergodic and we have thermaliza-
tion. As time goes on, the state of the gas will ll up all
allowed regions in Γ. Of course, there are quantities that
must be conserved in any interactions, due to the ho-
mogeneity properties of the spacetime in which the gas
lives, such as momentum and energy. The presence of
the box walls forces the total momentum to be zero, and
the only nontrivial conserved quantity is the total en-
ergy. Anything else is washed away by the thermalizing
interaction. We assume that time averages are the same
as ensemble averages, and that under the action of the
thermalizing interaction all microstates states of the gas
become equiprobable, with the only constraint given by
the value of the total energy. Thus macroscopic (micro-
canonical) states can be labeled by a single parameter,
their total energy. As is well-known, the quantitative
consequences of this very delicate argument, considered
borderline fantasy by Boltzmann’s contemporaries, are
strikingly accurate in a truly impressive range of physi-
cal contexts.
In the course of the dynamics, the motion of a sin-
gle molecule can be followed within its phase space γ.
This motion is free for most of the time, but at certain
times it gets suddenly altered: when the molecule inter-
acts with another molecule. Assuming equiprobability,
a simple calculation shows then that the time averaged
distribution of the states of a single molecule, and thus
the distribution of the molecules over the states, is given
by   e−H , where H is the free Hamiltonian of the par-
ticle and , the (inverse) temperature, can be computed
from the total energy.
Let us now describe the same system in the presym-
plectic framework. First, let the particles be free. The
key dierence with the previous description is that a
point in the physical phase space γph does not represent
anymore the state of the particle at some time. Rather,
it represents a single full solution of the equations of mo-
tion. (It is like a classical analog of a Heisenberg state,
versus a Schro¨dinger state.) Thus, the particle motion
is now described by a single, non moving, point in γph,
which represent a full orbit in γ. Similarly, the motion
of the entire gas is given by a single non-moving point in
Γph, corresponding to a full gauge orbit in Γ. As there is
no time, there is no time for moving around.
But the magic, once again, happens when we turn
Boltzmann’s ‘small’ interaction on. The dynamics of the
full system is still given by a single non-moving point in
Γph, or, equivalently, by a single orbit in Γ. But what
about the dynamics of a single molecule? Since the phase
space γph is dened by the dynamics of the system, and
not just its kinematic as in the conventional case, it seems
that the motion of a single molecule cannot be described
in γph at all in the interacting situation, because γph is
the space of the free motions of the molecule. It seems
to be a core diculty. However, there must be a way
out, since, after all, we are describing the same physics
as before. Indeed, the way out is provided precisely by
the assumptions about Boltzmann’s thermalizing inter-
action. Observe that the orbits in Γ do correspond to
free motions of the single particles, interrupted by in-
teractions. Each such orbit gives, for every particle, a
collection of free motions, namely a collection of points
in γph. In other words, what the interaction does is sim-
ply make the (timeless) state in γph diused. A full orbit
in Γph determines a distribution of points in γph. Under
our assumptions, the density of these points must clearly
be given by   e−H !
What conclusion can we draw from this exercise of
reexpressing Boltzmann’s ideas in a timeless language?
The rst conclusion is that we can still think in terms of
the Boltzmann’s distribution on the states of the subsys-
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tem, even in a timeless context. It is true that nothing
moves in the physical phase space of a fully parameterized
system, and so it seems that nothing can ever thermal-
ize. But the eect of the interaction between the sub-
systems can be represented precisely by a distribution on
the space of timeless non-interacting states.
The second conclusion regards the energy. Why does
the energy still plays a role, when the presymplectic for-
malism treats the time variable, and thus the energy,
just as one among other variables? The answer, from the
above discussion, is not that the energy has a special im-
portance by itself. Rather, it is that we have simply fed
into the formalism the information that the small inter-
action between the subsystems washes away everything
excepts energy. But there is nothing sacred about energy
conservation. Energy conservation is just a consequence
of invariance under time shift, which, in turn, is a fea-
ture of the homogeneity of the Minkowski solution under
time shifts. We have learned from general relativity that
the Minkowski gravitational eld is just one among many
possible elds. There is no fundamental energy conser-
vation in nature.
On the other hand, the discussion above leads us to see
precisely under which conditions we can still use Boltz-
mann’s statistical mechanics in a covariant context. We
can, anytime we have a system S that can be seen as
composed by a large number of identical subsystems s,
whose dynamics is given by a free part which we under-
stand well, plus a ‘small interaction’ that can thermalize
the macrosystem, and conserves, say, only some global
quantities Ol. We can formalize our conclusions as fol-
lows.
Let (γ; !) be the presymplectic space describing s. Let
S, with presymplectic space (Γ;Ω) be composed by a
large number N of systems s(n); n = 1; : : : ;N , all iden-
tical to s, having presymplectic spaces (γ(n); !(n)). By
this we mean




!(n) + !int: (16)
where  indicates the Cartesian product and !int gives
the interaction between the subsystems. Next, let us as-
sume that there are L quantities Ol, dened on γph (and







are invariant along the orbits of Ω, that is
X(Ol) = 0 (18)
for all vector elds X in Γ such that
Ω(X) = 0: (19)
We call these quantities ‘conserved’. Finally, we assume
that !int suitably thermalizes all other variables besides
the Ol’s. This means, precisely as above, that all allow-
able (combined) states of the s(n) systems are, in average,
equally covered, in moving along a generic orbit in Γ.
Under these conditions, we can straightforwardly con-
struct a covariant statistical formalism. A state in Γph,
determines, for each s(n) a distribution  on γph, which
gives the distribution of ‘initial states’ of the component
system as we move around the corresponding orbit of the
interacting composite system. For a generic state in Γph,
this distribution can be computed using conventional sta-
tistical techniques, in particular, by assuming that the
distribution is the one that maximizes the number of pos-
sible microstates compatible with the given macrostate.
We write the corresponding conditions directly in the
quantum theory in the next subsection, leaving the cor-
responding classical form to the reader.
We use von Neumann’s density operator formalism
[13]. We ask the ensemble to satisfy a maximum entropy
principle. In other words, we ask the quantum statistical
entropy S per constituent member of the ensemble given
by
S = −k Tr (b ln b) ; (20)
to be a maximum under the constraints
Tr (b bOl) = Ol;
Tr b = 1 ; (21)
where bOl are the quantum operator corresponding to the
conserved quantities Ol and Ol are xed average values.b is the density operator. The density operator b that
fullls these requirements is
b = Z−1 e−γl bOl ; (22)
with
Z = Tr e−γl bOl ; (23)
the partition function. The thermodynamical parame-
ters γl can be obtained from the conditions (21) provided
that the matrix @[bOi]@γj have non vanishing determinant.
Clearly, they are the parameters that measure the equi-
librium of the members of the ensemble with respect to
the transfer of the quantities [ bOl].
In the conventional case of a non covariant system for-
mulated in covariant terms, only one non trivial quantity
is conserved, the energy, and we obtain the standard re-
sults.
IV. AN EXAMPLE
As a simple example, we take as component system s a
model with two Hamiltonian constraints and one physical
degree of freedom that was studied in [14]. This model
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mimics the constraint structure of general relativity. We
refer to [14] for all details.











( _~u− ~u); D~v = 1
M
( _~v + ~v); (25)
the two Lagrangian dynamical variables ~u = (u1; u2) and
~v = (v1; v2) are two-dimensional real vectors; N , M and
 are Lagrange multipliers. The squares are taken in R2:
~u2 = ~u  ~u = (u1)2 + (u2)2. The action can be put in the
form (1),
S[~u;~v; ~p; ~; m] =Z
d
n
_~u  ~p+ _~v  ~ − mCm(qi; pi)
o
: (26)
The canonical variables (~u;~v; ~p; ~) dene the eight dimen-
sional extended phase space γex, with symplectic form
!ex = d~p ^ d~u + d~ ^ d~v, also 1 = N , 2 = M , and








(~2 − ~u2) ;
C3 = ~u  ~p− ~v  ~ ; (27)
are rst class and dene a ve dimensional constraint
surface γ in γex, and ! = !exjγ .
A complete set of gauge invariant quantities is given
by the two continuous quantities J 2 R+;  2 S1 and two
discrete quantity ; 0 = 1, dened by
 =
u1p2 − p1u2
ju1p2 − p1u2j ;
0 =
1v2 − v12
j1v2 − v12j ;
J = ju1p2 − p1u2j ;
 = arctan
u1v2 − p12
u1v1 − p11 ; (28)
These can be taken as coordinates of the physical gauge-
invariant phase space. The quantity J resembles an an-
gular momentum, and thus it is called as such.
Let us now consider a large number of systems of this
kind, interacting weakly. The composite system dynam-
ics is given by the presymplectic system (16). Let us
assume, as an example, that !int is a sum of binary in-
teractions in which the sum of the two angular momenta,
while all other quantities are thermalized. This denes
the statistical mechanics of the composite system.
In the quantum theory, we take a complete Dirac set
of commuting operators bJ , b and b0. Their spectrum,
worked out in [14], is
bJ jm; ; 0iN = Jmjm; ; 0iN = mhjm; ; 0iN ;bjm; ; 0iN = jm; ; 0iN ;b0jm; ; 0iN = 0jm; ; 0iN : (29)
m is a positive integer, and  and 0 take values 1 and
-1. The states jm; ; 0iN form a normalized basis in the
physical Hilbert space of the theory.
N hm; ; 0j ~m; ~; ~0iN = m; ~m′;~′;~′ : (30)
The quantity J is represented by the operator bJ , which is
a kind of angular momentum [14] as we have mentioned.
If we assume that the thermalizing interaction conserves
the total value of J , we have immediately the density
operator
b = e−γbJZ : (31)







eγh − 1 ; (32)
with !m = 4 because there are 4 states for a given m,
and also e−γh < 1 has been used (i.e., positive ‘tempera-
ture’ γ has been assumed). The angular momentum per
constituent is given by
L := [ bJ ] = Tr (e−γbJ bJ)Z = − @@γ lnZ = e
γhh
(eγh − 1) ; (33)
and the entropy per constituent
S = k = −kTr (b ln b) = k lnZ + kγL : (34)
The parameter γ characterizes the equilibrium state of
the system with the reservoir and plays here the role of
a temperature. If we had an empirical thermodynamics
of this system, we could identify this parameter with an
empirically determined thermodynamical quantity.
V. CONCLUSIONS AND PERSPECTIVES
We have argued that quantum statistical mechanical
techniques can be applied to a macroscopic generally co-
variant system composed of a large number of generally
covariant subsystems. This can be done without arbi-
trarily selecting a variable as the time variable, and in
spite of the absence of a notion of energy.
We recall that in the literature there are two main
schools of thought in relation to the ‘problem of time’ in
generally relativistic theories. One tries to single out the
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‘correct’ time variable among the variables of a covariant
theory. The choice determines a preferred Hamiltonian
(energy), and thus an unambiguous concept of tempera-
ture. The opposite point of view, which we consider more
fruitful and we have developed here, takes general covari-
ance more seriously, and keeps all variables on the same
footing. From this point of view, temperature plays no
fundamental role in the statistical analysis. It may not
be dened, or, if it is dened at all, temperature is just
one of the intensive macroscopic parameters characteriz-
ing the equilibrium conguration of the system.
Our basic idea is that if the macroscopic system can
be viewed as formed by systems interacting weakly, then
a full solution of the equation of motion of the macro-
scopic system determines a distribution of solutions of
the equations of motion of the components. The proper-
ties of the interaction determine which global quantities
are conserved and thus the extensive macroscopic param-
eters. In turn, these determine intensive thermodynami-
cal parameters that describe the macrostate. The other
microscopic degrees of freedom are thermalized away by
the interaction. The fact that a preferred single notion
of temperature does not necessarily arise is not surpris-
ingly, given the weak and always contingent role that
energy plays in general relativistic theories. The statis-
tical mechanics of generally covariant theories does not
depend on the notion of energy. Rather, ensembles are
determined by the properties of the thermalizing inter-
action.
Our approach has been very abstract, and applications
in realistic general relativistic contexts may not be triv-
ial. A rst naive idea is to obtain a system composed
by subsystems by partitioning space in small patches,
each with its own gravitational degrees of freedom. This
procedure, however, might interfere badly with general
covariance. The example considered in the text suggests
to look at the strong coupling limit of general relativity,
which is precisely given by a collection of nite dimen-
sional covariant systems. In this context, we recall that
near singularities {such as the cosmological one{ notions
of temperature and entropy are usually very badly de-
ned. Alternatively, one could think of somehow Fourier
expanding the gravitational eld, and partition it in mo-
mentum space, following fluid techniques. Perhaps a re-
alistic context in which a covariant statistical mechanics
may nd application is where matter and strong gravi-
tational elds are both present. The presence of matter
could lead to a natural physical way of partitioning the
degrees of freedom. In general, any context in which ther-
mal energy can be lost substantially in the gravitational
eld would in principle require a covariant thermodynam-
ics.
On the purely theoretical side, a natural open issue is
the quantum statistical mechanics of constrained systems
with symmetries in the global quantum states. That is,
the covariant version of Fermi-Dirac, and Bose-Einstein
statistics.
The relation between coherent states in standard quan-
tum mechanics and thermodynamics [15] suggests that
coherent state quantization of constrained systems might
bring a better understanding of the thermodynamics of
generally covariant systems [16], and also shed light on
the tantalizing issue of the classical limit states in quan-
tum gravity. In particular, consider the spacetime de-
scribed by a (generic) statistical mixture of gravitational
states j i. In loop quantum gravity, j i are superposi-
tions of s-knots, or abstract spin networks. In the basis
in which b is diagonal, we have
b = X
 
P ( ) j  ih j (35)
and we can compute, for instance, the density matrix
yielding average macroscopic values of the geometry. In
particular, we can use area and volume operators associ-
ated with a compact regions of space and require some-
thing like
A = Tr b bA ;
V = Tr bbV : (36)
This may determine a statistical state of the kind
b = e−bA−bVZ ; (37)
which might describe the physical state of spacetime bet-
ter than a somewhat arbitrary pure state.
In closing, let us emphasize again that we have not
discussed here the statistical mechanics of matter inter-
acting with a xed gravitational eld, nor just the sta-
tistical mechanics of black holes. Rather, we have con-
sidered the quantum statistical mechanics of spacetime
itself. Finally, we think that the proposal of the statis-
tical and algebraic origin of the time flow [3,4] might be
reconsidered at the light of the physical ideas discussed
here. The magic secret coer of the relations between
gravity, quantum and thermodynamics is still far from
being fully open.
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