Single atom energy-conversion device with a quantum load by Van Horne, Noah et al.
Single atom energy-conversion device with a quantum load
Noah Van Horne,1 Dahyun Yum,1 Tarun Dutta,1 Peter Hänggi,1, 2, 3, 4
Jiangbin Gong,3, 5, ∗ Dario Poletti,6, † and Manas Mukherjee1, 3, ‡
1Centre for Quantum Technologies, National University of Singapore, Singapore 117543
2Institute of Physics, University of Augsburg, Universitatstraße 1, D-86135 Augsburg, Germany
3Department of Physics, National University of Singapore, Singapore 117546
4Nanosystems Initiative Munich, Schellingstraße 4, 80799 Munchen, Germany
5NUS Graduate School for Integrative Science and Engineering, Singapore 117597
6Science and Math cluster, EPD Pillar, Singapore University of Technology and Design, 8 Somapah Road, 487372 Singapore
(Dated: December 12, 2018)
This work reports on a single atom energy-conversion device, operating either as a quantum
engine or a refrigerator, coupled to a quantum load. The “working fluid” is comprised of two optical
levels of a single ion, and the load is one vibrational mode of the same ion which is cooled down
to the quantum regime. The energy scales of the optical and vibrational modes differ by 9 orders
of magnitude. We realize cyclic energy transfers between the working fluid and the quantum load,
either increasing or decreasing the population of the vibrational mode. This is achieved despite the
interaction between the load and the working fluid leads to a significant population redistribution
and quantum correlations between them. The performance of the device is examined as a function of
several parameters, and found to be in agreement with theory. We specifically look at the ergotropy
of the load, which indicates the amount of energy stored in the load that can be extracted with a
unitary process. We show that ergotropy rises with the number of engine cycles despite an increase
in the entropy of the load. Our experiment represents the first fully quantum 4−stroke energy-
conversion device operating with a generic coupling to a quantum load.
Introduction: Our green future may rely on energy
conversion devices at such scales and temperatures that
quantum effects become relevant or even dominant.
Nanoscale heat engines and refrigerators are hence rec-
ognized as a promising research frontier [1–4]. To pave
the way towards technological breakthroughs, researchers
have investigated a number of fundamental questions,
even examining the validity and pertinence of thermo-
dynamic concepts at the nanoscale. Indeed, recent years
have seen fruitful studies exploring how the discreteness
of energy levels, quantum statistics, quantum adiabatic-
ity, measurement, coherence and entanglement affect the
operation of heat engine cycles [5–14]. Models of quan-
tum heat engines have also been exploited as a platform
to investigate the thermodynamics underlying nanoscale
energy conversion beyond the weak coupling limit [15–
21], or in the presence of engine-load correlations [22, 23].
Experimental investigations of quantum engine cycles are
hence called for to clearly assess the correspondences, or
lack thereof, between classical and quantum thermody-
namic engine cycles. This experimental work aims to set
an important milestone towards the realization and un-
derstanding of single atom energy-conversion cycles act-
ing on a quantum load. To the best of our knowledge, our
experimental system is the first realization and thermo-
dynamic analysis of a fully quantum engine and refriger-
ator cycle simulator with generic coupling to a quantum
load.
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Quite recently, several experimental realizations of
nanoscale engine cycles and thermodynamic processes
have been reported [24–30], including experiments in the
quantum regime [27–30]. In this work we build upon pre-
vious efforts in this direction by realizing an important,
hitherto unimplemented class of heat engine cycles. In
particular, the working fluid of our engine cycle consists
of two optical states of a single trapped ion, and the load
is one vibrational mode of the same ion. The load is
prepared with about only one phonon on average, hence
operating in a quantum regime. Importantly, the cou-
pling of the engine to the load is via a generic interaction
which does not commute either with the engine or the
load, thus enabling a significant back action between the
two. The genereic nature of the interaction allows us to
investigate the impact of the strong engine-load coupling
on the energy flow into the load and on the dynamics of
the entropy of the load. Furthermore, the engine cycle
can be readily executed in reverse, thus functioning as
a refrigerator which can decrease both the energy and,
because of the coupling, the entropy of the load.
Fig. 1(a) depicts our experimental platform consisting
of a linear ion trap, along with two addressing lasers.
Fig. 1(b) (left side) presents a schematic of the two-level
working fluid (in the following also referred to as the en-
gine), which is coupled to one of the ion’s vibrational
modes, which is the load (Fig. 1(b), right side). Cycles of
the quantum engine are implemented using lasers, which
either reset the engine or couple the engine to the load.
While the structure of our energy-conversion device is in-
spired by the classical Otto cycle, there exist three funda-
mental differences between our engine cycle and typical
classical thermodynamic cycles. First, throughout one
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2FIG. 1: (a) Image of the ion trap set-up with a single ion
acting as both an engine and a load, coupled together by
laser beams (red and blue lines). (b) Schematic representa-
tion of the working fluid of a quantum engine (two-level sys-
tem, left) and the load (the vibrational modes of a quantum
harmonic oscillator, right). The two-level system undergoes a
cyclic evolution. The circles in the harmonic oscillator repre-
sent the occupation probabilities of different modes. Initially,
when the ion is cooled near the ground state, the spread in
occupation probabilities is small (smaller blue circle). Af-
ter operating the energy-conversion device for a number of
forwards (engine-type, as opposed to refrigerator-type) cy-
cles, the spread in occupation probabilities increases (larger,
fuzzier, red circle). (c) The black dotted line shows realistic
numerical simulations for the evolution over time of the oc-
cupation probability of the higher energy level (D5/2,−5/2),
of the two-level system, referred to as pD (left vertical axis).
The solid blue line shows the evolution of the mean phonon
number 〈n〉L (right vertical axis). The four strokes of the
cycle are highlighted by shadings of different colors. Stroke
(I), from state D to A, is divided into two portions, in blue
for (Ia), and yellow for (Ib). Stroke (II), from A to B is in
grey, stroke (III), from B to C is in green, and stroke (IV)
from C to D is pink. The horizontal dashed line in the middle
shows the value to which the engine population is reset, once
in each cycle, at the end of stroke (I). For Fig. 1(c) this value
is pAD = 0.32.
cycle the engine and the load build up quantum corre-
lations (discussed in appendix F). This results in deco-
herence of, individually, the engine and the load. It also
leads to entropy generation, accompanied by a transfer
of entropy between the engine and the load. Second,
the back action of the load causes significant popula-
tion redistribution within the engine. This is common to
nanoscale/quantum engines working against a quantum
load. Third, through a process involving both work (from
the lasers) and heat exchange (with the vacuum photon
bath), during the resetting steps of each cycle, the en-
gine state is brought back to one of two predetermined
nonequilibrium states, rather than a thermal equilibrium
state. The three aforementioned features mean that the
cycle implemented by our device cannot be mapped di-
rectly to typical classical thermodynamic engine cycles.
This allows us to explore unprecedented situations rele-
vant to actual energy-conversion devices in the quantum
regime.
Such an engine cycle cannot be mapped directly to
typical classical thermodynamic engine cycles, and allows
us to explore unprecedented situations relevant to actual
energy-conversion devices in the quantum regime. Fur-
thermore, our design makes it possible to realize cyclic
energy transfer between a working fluid (optical states)
and a load (vibrational mode) despite energy scales dif-
fering by 9 orders of magnitude.
The setup: The device consists of a single Ba+ ion
confined in a radiofrequency linear Paul trap [31]. The
Hamiltonian of the whole system is given by
H(t) = HE +HL + V (t), (1)
where HE = ~(ν/2)σz is the Hamiltonian describing
the two optical levels of the engine, HL = ~ω(n + 1/2)
is the Hamiltonian of the load and V (t) describes the
engine-load coupling, which can be of Jaynes-Cummings
(JC) type, V (t) = ~g(t)(σ+a+ σ−a†), or of anti-Jaynes-
Cummings (AJC) type V (t) = ~g(t)(σ−a+ σ+a†). Here
~ν denotes the energy difference between the two levels
of the engine, σz is the standard Pauli matrix, ω is the
harmonic oscillator frequency of the load and n is the
phonon number operator for the load. Additionally, g(t)
denotes the time-dependent coupling strength, σ+ (σ−)
raises (lowers) the engine state by one photon, and a (a†)
destroys (creates) one phonon in the load. Note that V (t)
does not commute with either the engine Hamiltonian
HE or the load Hamiltonian HL, which indicates that
the engine-load coupling is capable of redistributing the
population between the engine states, i.e. the two optical
levels S 1
2 ,− 12 and D 52 ,− 52 (see Appendix A for details).
The engine cycle: We realize a 4−stroke cycle. Anal-
ogously to an Otto cycle, in two of the four strokes the
engine undergoes energy exchange with the laser field as
well as the environment (dephasing, heating and sponta-
neous emission as detailed in Appendix D), while in the
absence of engine-load coupling. In the other two strokes,
the engine-load coupling is switched on. Specifically, each
cycle executes the following four steps: (I) With the en-
gine decoupled from the load, the engine is reset to a
fixed quantum state consisting of a pure superposition of
the two optical levels. (II) The engine-load coupling of
the JC type is switched on, and the quantum number of
the load is either increased or decreased by one, depend-
ing on whether the engine state is in the lower or upper
level. This step also creates entanglement between the
load and the engine. (III) The engine and the load are de-
coupled, and the component of the engine which is in the
excited state is dissipatively brought back to the ground
state. (IV) The engine-load coupling of the AJC type is
switched on. Stroke (I) brings the engine back to state
A (Fig. 1(c)), and then each of the subsequent strokes
brings the engine to, in consecutive order, states B, C
and D (details available in Appendices B and C). If not
explicitly stated otherwise, the specific time-dependent
driving protocol used to implement strokes (II) and (IV)
is a resonant sideband transfer [32] (see Appendix B).
It should be highlighted that if we operate the cycle in
3the reverse order (discussed below), the above-described
engine cycle can be regarded as the first experimental
realization of a cyclic quantum refrigerator operating in
the strong engine-load coupling regime.
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FIG. 2: (a-c) Experimentally measured mean phonon occu-
pation number of the load 〈n〉L versus the number of engine
cycles Nc. Panel (a) compares an engine cycle (red dotted
line with +) with a reversed cooling cycle (blue dot-dashed
line with H), with pAD = 0.5 in both situations. (b) Perfor-
mance of engine cycles characterized by different pAD, i.e. the
population in state D upon state resetting in stroke (I), with
pAD = 0.5 (red dotted line with +), pAD = 0.32 (blue dot-
dashed line with ) and pAD = 0.15 (green continuous line
with •). For larger pAD, the rate of increase of 〈n〉L per engine
cycle is greater. (c) Performance of engine cycles for two dif-
ferent engine-load coupling protocols, namely, rapid adiabatic
passage (black ) or resonant sideband transfer (blue ), and
with pAD = 0.32. In all panels, the lines connecting the data
points are only to guide the eye. The error bars contain both
statistical and systematic errors, obtained by parameter esti-
mation using the least-squares method (see Appendix E for
details).
The above four-stroke cycle deserves a few remarks. In
stages (II) and (IV) the coupling between the engine and
the load builds up correlations, as well as quantum entan-
glement, between them (see Appendix F). Hence, from
the perspective of the engine itself, the strokes in which
the engine is coupled to the load are not described by a
unitary evolution. This is in sharp contrast to many ex-
isting theoretical models of quantum engine cycles where
an operation to extract work from the engine is typi-
cally assumed to be a unitary process (e.g.[6, 8, 10, 12]).
Hence it is of crucial importance to include a quantum
load in the picture in order to realistically assess the per-
formance of nanoscale engine cycles. Next we turn to
stroke (I), where the engine state is reset. Thus, during
the optical pumping, a dissipative process, heat is trans-
ferred from the engine to the environment. During the
coherent laser excitation, a unitary process work is done
on the engine by the lasers. Thus, there are both heat
and work transfers with the engine during this stroke.
The state upon resetting can be a pure state, when fix-
ing the laser phase used for coherent excitation (which
is what is done in the experiment). Alternatively, it can
effectively be a mixed state when randomizing the same
laser phase. We note that it is not possible to define
a temperature for the engine since in general it is not
in thermal equilibrium with the environment (see Ap-
pendix D). Lastly, we mention how the load is prepared
in its initial state. This is done by successively apply-
ing Doppler cooling and motional sideband cooling. The
ion is brought to a thermal state with average phonon
occupation number 〈n〉L ≈ 1.2 which confirms the quan-
tum nature of the load. Note that we use the notations
〈. . .〉L = tr(ρL . . . ) where ρL = trE(ρE+L) is the reduced
density matrix of the load obtained by tracing out the
engine from the engine+load density matrix ρ
E+L
.
Results: We first analyze the system using numerical
simulations, taking into account the most relevant as-
pects of our experimental set-up, including the main de-
coherence effects (see Appendix D for more details). The
black dotted line in Fig. 1(c) shows simulation results for
the occupation of the D level, pD, over time, while the
solid blue line shows the average phonon number in the
load, 〈n〉L. Different shadings identify different strokes,
with the grey, light green, and pink regions correspond-
ing respectively to strokes (II), (III), and (IV). Stroke (I)
is partitioned into two shadings: blue for resetting the
engine to its ground state (Ia), and yellow for bringing
the engine to a predetermined value of its excited-state
population, pAD, (Ib). The horizontal black dotted line
in Fig. 1(c) marks the value corresponding to the end
of the yellow region, which for this set of simulations is
pAD = 0.32. In Fig. 1(c), 〈n〉L increases roughly propor-
tionally to the number of engine cycles. Meanwhile, the
occupation of the D-level of the engine is seen to settle
down on a periodic pattern after a transient period.
Next we report the main experimental results.
Fig. 2(a) shows the average phonon number, 〈n〉L, ver-
sus the engine cycle number Nc (red dotted line with
+), confirming that our engine cycle is indeed capable of
transferring energy to the load in an approximately lin-
ear fashion, with the average phonon occupation number
increasing from 〈n〉L = 1.2 to 〈n〉L = 6.1 over the course
of Nc = 8 cycles. To demonstrate that our engine cycle
can operate in reverse, we execute the strokes in the or-
der (I), (IV), (III), (II) and then repeat the cycle, with
the load initially prepared in a highly excited state. The
results for this refrigeration operation (blue triangles) are
also presented in Fig. 2(a) for comparison. In both cases,
the change of 〈n〉L is fairly uniform from cycle to cycle
for the first 8 cycles.
To measure the average phonon number we used the
experimentally-derived probability distribution of the oc-
cupation of each level of the load, pn. This is obtained by
4least-squared fitting of pn with experimentally measured
blue sideband Rabi oscillation, and using the numerically
derived distribution of pn as initial condition for the fit-
ting (details in Appendix E). Each data point is based
on 150 repetitions of the experiment, averaged together.
We now focus on the performance of the forward cy-
cle. In Fig. 2(b), we show that the rate of change in
〈n〉L can be tuned by resetting the engine to different
states before stroke (II) (point A in Fig. 1(c)), or in
other words by varying pAD. An increase in p
A
D increases
the rate of change in 〈n〉L, and equates to greater energy
flow into the load. This is because for larger pAD, the JC-
type engine-load coupling in stroke (II) induces a smaller
decrease of 〈n〉L.
Finally, we look at how different engine-load coupling
protocols might affect the energy flow from the engine
to the load. The experimental results for this compar-
ison are shown in Fig. 2(c), where, in terms of 〈n〉L vs
Nc, a rapid adiabatic passage (RAP) protocol [33] (black
) is compared against the resonant sideband transfer
(blue ) used in Fig. 2(a-c). For both cases in Fig. 2(c),
pAD = 0.32. Remarkably, compared with the resonant side
band transfer protocol, the RAP protocol nearly doubles
the energy transfer rate. This observation can be under-
stood by the fact that the RAP protocol effectiveness in
transferring the populations is much less sensitive to the
load distribution pn compared to the resonant sideband
transfer.
Thermodynamic considerations. The engine cycle we
have designed and implemented experimentally is seen
to pump energy to the quantum load in a cyclic man-
ner. While this is useful in its own right, one might
wonder whether the load is merely being heated up. To
answer this question, we go one step further and study
whether the load can function as an effective quantum
battery [34, 35]. In other words, we ask whether and
how much energy can be extracted from the load with
unitary operations. To this end it is useful to intro-
duce the concept of passive states [36, 37]. The defin-
ing quality of a passive state, such as a thermal state,
is that no work can be extracted from it. A state is
passive when the associated density matrix is diagonal
in the representation of energy eigenstates, with the di-
agonal terms (the occupation probabilities) decreasing
for increasing energy eigenvalues. The state in Fig.3(a)
is, for example, passive. Applying this criterion to ana-
lyze our quantum load, the energy which is extractable
using unitary operations is given by the ergotropy EL,
which is defined to be the difference in energy between
the state of the load, ρL(t), and the so-called “passified”
state, ρ˜L(t) = UρL(t)U† where U is a unitary transfor-
mation which makes the state ρL(t) passive [37]. More
precisely, EL(t) = tr[HLρL(t)]− tr[HLρ˜L(t)]. To investi-
gate the ergotropy of the load we look at the distribution
of pn within the load, and make the assumption (justi-
fied below), that the off-diagonal elements of the density
matrix of the load ρL(t) may, in our case, be neglected
when evaluating the ergotropy. Note that at the time
FIG. 3: (a,b) Experimentally derived occupation probabili-
ties pn of the load, upon initial preparation and after Nc = 8
cycles, for the stroke (I) resetting parameter pAD = 0.5. (c)
Ergotropy of the load EL versus Nc, with pAD = 0.5. The red
continuous line shows the exact numerical value. The black
dashed line is the approximate ergotropy based on only the
diagonal elements of the reduced density matrix of the load.
The green × are the experimental data. (d) Entropy of the
load SL versus time, for the exact numerical estimate (red
continuous line), an approximate numerical estimate consid-
ering only the diagonal elements of the density matrix (black
dashed line), and the experimentally evaluated entropy val-
ues after 2, 4, 6, and 8 cycles (blue squares), for pAD = 0.32.
(e) The same as (d), but for the refrigerator cycle, and for
pAD = 0.5. Here, the experimental data is given by the blue
triangles. All error bars indicate one sigma error, as deter-
mined based on experimental measurements (see Appendix
E).
at which the ergotropy is experimentally measured, the
engine and the load are decoupled.
Fig. 3(a,b) shows two examples of pn distributions, ex-
tracted based on fitting to experimental data. The initial
state of the load [Fig. 3(a)] is thermal, and hence passive.
After Nc = 8 cycles [Fig. 3(b)], the occupation probabil-
ity profile is no longer passive and hence the load has
nonzero ergotropy. This can be seen from the shift in the
location of the peak from n = 0 in [Fig. 3(a)], to n = 4 in
[Fig. 3(b)]. Theoretically, under ideal conditions of per-
fect state transfer and in the absence of dissipation, the
ergotropy would grow with increasing number of cycles
as EL ∝ Nc−α
√
Nc, where α is a constant (see Appendix
F). The detailed time dependence of the ergotropy mea-
sured in the experiment is shown in Fig. 3(c) by the green
5×. The ergotropy clearly grows with the number of cy-
cles, signaling that successive iterations of the same cy-
cle are able to continuously increase the ergotropy of the
load. This ergotropy is evaluated assuming a diagonal
reduced density matrix of the load, we thus numerically
confirm that this is a valid approximation by showing the
proximity of the numerical values for the approximated
ergotropy (dashed black line), and the exact ones (con-
tinuous red line). The numerical and experimental values
are in very good agreement.
In addition to the change in ergotropy, Fig. 3(b) shows
that the variance in the phonon number increases over
a few cycles. This behavior is consistent with a pat-
tern of biased diffusion, as predicted in an earlier the-
oretical study [23]. Figs. 3(d-e) show both numerical
and experimental results for the evolution of the von
Neumann (information) entropy SL = −tr [ρL log(ρL)],
for an engine-load coupling implemented by the resonant
sideband transfer protocol. The red continuous line rep-
resents the exact information entropy of the load while
the black dashed line represents an estimate of the infor-
mation entropy neglecting the off-diagonal elements of
the reduced density matrix of the load. Since the two
curves are very close to each other, the experimentally
measured values of pn can be used to estimate the en-
tropy of the load, depicted by blue squares and triangles
in Figs. 3(d,e). Fig 3(d) shows the entropy increasing
over Nc = 8 cycles, for pAD = 0.32. Fig. 3(e) shows the
entropy descreasing over the course of 15 cooling cycles,
with pAD = 0.5. This change of the entropy of the load
over the course of the cycles is a clear signature of the
presence of correlations between the engine and the load.
Conclusions. This work describes the experimental
implementation and theoretical study of both engine and
refrigerator quantum cycles, using two electronic states
of a single trapped ion as the working fluid, and one vi-
brational mode of the same ion as the quantum load.
We demonstrate that when engine cycles are run, the
ergotropy, entropy, and average phonon number in the
load increase. When the device is operated as a refrig-
erator, these three quantities are shown to decrease. We
also run the device under different forward-cycle condi-
tions, demonstrating the capability of variable tuning of
its functioning. To our knowledge, this is the first cyclic
quantum energy conversion device operating with strong
coupling to a load which operates in the deep quantum
regime, and in the presence of non-trivial back action
from the load. Other peculiar features of our energy-
conversion device include (i) the resetting of working fluid
to nonequilibrium states, due to the use of both coherent
laser excitation and dissipative optical pumping in im-
plementing the strokes, and (ii) the gigantic energy scale
mismatch between the working fluid and the quantum
load.
A detailed analysis of the dynamical and thermody-
namic properties of the engine cycles shows that, in both
theory and experiment, the engine-load coupling results
in significant correlations between the engine and the
load, and non-trivial information entropy generation and
flow between them. It is thus remarkable that the load
can still operate as an effective quantum battery. Good
agreement between theoretical modeling and experimen-
tal results confirms our understandings presented above.
We briefly comment on the efficiency of the engine cy-
cle, which couples optical states of the working fluid with
the vibrational states of the load. Energy-wise, it may
not be suitable to treat these two degrees of freedom on
the same footing. It is thus relevant to define an effi-
ciency of conversion of quanta, ηQ, as the net increase in
the mean phonon number in the load, divided by the total
input of photon quanta in the working fluid throughout
the various strokes. For the cycle with pAD = 0.32 and a
resonant sideband transfer for strokes (II) and (IV), as in
Fig.1(c), the occupation in pBD ≈ 0.52 and in pDD ≈ 0.58,
while the average increase of the mean phonon number
per cycle is ≈ 0.4. This results in ηQ ≈ 0.4/1.1 ≈ 0.36.
For larger pAD this efficiency increases, and in particular,
for pAD = 1 it can reach ηQ . 1.
Given the importance of measurements in quantum
mechanics, and specifically in quantum thermodynam-
ics, we conclude with a comment on the role of measure-
ments. A measurement made on the state of the engine
collapses both the states of the engine and the load. This
makes it important to specify how measurements are per-
formed in our experiment. In this work, the device is run
for various numbers of cycles and then a single measure-
ment is performed at the end of the prescribed number
of cycles. However, we stress that, in our set-up, an uns-
elective measurement of the energy of the load [12, 38] at
an intermediate or later times would have little impact
on the evolution of the system for two reasons: First, the
engine and the load are in a product state at the end of
strokes (I) and (III). Second, even if quantum coherence
can build up in both the engine and the load during the
cycle, as explained above, because of the inherent deco-
herence in the experiment, the quantities we study are
well described by a diagonal density matrix. Further ex-
periments are needed to gain deeper insights into the role
of measurement in quantum energy-conversion devices.
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Appendix A: Experimental setup
Our energy-conversion device consists of a singly-
ionized 138Ba+ atom in a linear Paul trap, with a radial
trap frequency of ∼ 1.7 MHz. The 138Ba+ ion has 5
internal energy levels relevant to this experiment. Four
lasers at wavelengths of 493 nm, 650 nm, 614 nm and
1, 762 nm are needed to address these states. The 493 nm
and 650 nm lasers are used for Doppler cooling and re-
pumping out of the D 3
2
level, as well as for quantum state
detection by fluorescence observation. During these pro-
cesses, the Zeeman splitting is not resolved. The 614 nm
laser is used in conjunction with the 1, 762 nm laser for
further sideband cooling, nearly to the ground state of
the radial external motional mode. A separate, circularly
polarized 493 nm laser, along with the 650 nm laser, is
7used to initialize the ion to the ground state of the en-
gine, S 1
2 ,− 12 , by optical pumping [41]. The 1, 762 nm laser
is also used to address the two energy levels which con-
stitute the engine of our device, namely the S 1
2 ,− 12 and
the D 5
2 ,− 52 states. This transition can alternatively be
described as our quantum bit (i.e. “qubit”) transition,
due to its long (∼ 30 second) lifetime. This is consis-
tent with the negligible decay of the D 5
2
state in our
experimental setup when observed over more than 2 s in
absence of any external fields. Technical details of the
lasers themselves and laser locking setups are available
in [42, 43]. The 650 nm and 614 nm lasers, along with
the Doppler-cooling 493 nm laser, are combined into a
single beam before being focused on the ion, while the
1, 762 nm and 493 nm (optical pumping) beams are ap-
plied separately, through different optical viewports into
the ultra-high vacuum chamber. The 1, 762 nm laser’s
frequency is tuned by generating a signal either using a
direct digital synthesizer (DDS), or an arbitrary wave-
form generator (AWG), for resonant sideband or adia-
batic sideband transitions, respectively. The signal pro-
duced by the DDS or AWG is channeled by a switch, and
then amplified before going to an acousto-optic modula-
tor (AOM).
To implement the simplified two-level system depicted
in Fig.1, three pairs of coils in the Helmholtz configu-
ration are used to apply a 4 Gauss external magnetic
field along the axis of the 493 nm (optical pumping)
laser beam. This Zeeman-splits the otherwise degener-
ate internal atomic energy levels, and defines an axis of
quantization of the atom. To initialize the ion to the
well-defined ground state, S 1
2 ,− 12 , at the beginning of
each experiment we apply the 493 nm optical pumping
beam, with left circular polarization, propagating along
the quantization axis.
As mentioned previously, the engine of the device is
formed by the approximate two-level system consisting of
the S 1
2 ,− 12 and the D 52 ,− 52 states. The transition between
these states is addressed by the narrow line-width (nearly
single frequency) 1, 762 nm laser (linewidth . 100 Hz).
The two-level approximation holds since the 1, 762 nm
laser hardly shifts any other energy level of the atom
while addressing the S 1
2 ,− 12 and D 52 ,− 52 levels on reso-
nance.
The ion’s internal quantum state, i.e. (for our pur-
poses) whether it is in the S 1
2 ,− 12 or D 52 ,− 52 state, is de-
termined by measuring its fluorescence while exciting it
with only the 493 nm and 650 nm lasers. If the ion is
in the D 5
2 ,− 52 state, it is not affected by the 493 nm and
650 nm lasers, and no fluorescence is observed. If the ion
is not in the in the D 5
2 ,− 52 , exposing it to the 493 nm and
650 nm lasers causes it to excite and de-excite continu-
ously on the 493 nm transition, emitting 493 nm photons.
In this way, by measuring 493 nm photons one can distin-
guish between the ground state and the excited state with
nearly 100% efficiency. Repeating such a measurement
many times, and averaging the results, yields a value pS ,
i.e. the probability that the ion is in the S 1
2 ,− 12 state.
Appendix B: Experimental procedure
The ion is first Doppler cooled for 300 µs using the
493 nm and the 650 nm lasers, and then sideband cooled
for ∼ 25 ms by continuously applying the red-detuned
1, 762 nm and the 614 nm lasers. One full cycle of the
device is implemented via the following steps:
(I) The first step, D to A in Fig. 1(c), consists of two
parts:
(Ia) (Setting the engine to its ground state) Any
population in the D 5
2 ,− 52 state is transferred
from the D 5
2 ,− 52 state to the S 12 ,− 12 state
via the P 3
2
state (without resolving the Zee-
man splitting). This is done by simultane-
ous application of the 614 nm, 650 nm, and
493 nm optical pumping lasers for ∼ 5 to
50µs. The 493 nm optical pumping beam
uses circularly-polarized light to continuously
empty the S 1
2 ,+
1
2
state.
(Ib) (Resetting the engine to state A) The
1, 762 nm laser is applied to the ion at exactly
the carrier transition frequency, for some-
where between 0 and 2.1 µs, depending on
the desired value of pAD. (Note: 2.1 µs cor-
responds to half a period of the carrier Rabi
oscillation, see Appendix D).
(II) (Red sideband transfer, A to B) A red-sideband
transfer is performed by applying the red-detuned
1, 762 nm laser for 180 µs (resonant transfer), or by
sweeping (± 30 kHz) across the red-sideband fre-
quency, over 4 ms, in the case of the rapid adiabatic
protocol. Here, red-sideband and red-detuned re-
fer to the wavelength given by λr.s. = (1, 762 nm
carrier transition) +2pic/ω, where c is the speed of
light and ω is the radial motional frequency of the
ion in the trap, 2pi × 1.7 MHz.
(III) (Setting the engine to its ground state, B to C) Step
(III) is the same as step (Ia).
(IV) (Blue sideband transfer, C to D) A blue-sideband
transfer is performed by applying the blue-detuned
1, 762 nm laser (i.e. λb.s. = (1, 762 nm carrier
transition) −2pic/ω), for 180 µs for the resonant
transfer, or by sweeping (± 30 kHz across the blue-
sideband frequency, over 4 ms, for the rapid adia-
batic protocol.
These strokes are repeated an integer number of iter-
ations ranging from Nc = 0 to 8 when using resonant
sideband transfer for the coupling between the two-level
system and the harmonic oscillator, or Nc = 0 to 5 when
using the rapid adiabatic transfer protocol. In stroke (I)
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FIG. A1: Pictorial description of the forward engine cy-
cle. The initialized state is shown, followed by strokes (Ib)
through (IV), and finally back to (Ia). The diameter of the
orange circles represents the probability of the ion being in
the corresponding state.
the engine is prepared in state A, in stroke (II) the engine
and the load are coupled, then, in stroke (III), the engine
is prepared in state C, and in stroke (IV) the engine and
load are coupled again.
After the intended number of cycles is run, both the
internal and external states of the ion are detected by
performing a blue-sideband Rabi excitation scan. Here
λb.s. is applied for times ranging from t = 0 to t ≥ 100 µs,
and at each time value the state of the ion is detected.
For each data point, the full set of steps described above
is repeated 150 to 200 times, and the fraction of the out-
comes where the ion is found in the S−state is calculated.
Thus, to obtain the final state of the engine and the
load after a given number of cycles, a measurement such
as shown in Fig.A2 requires 30, 000 experiments.
Appendix C: A graphical representation of the cycle
Fig.A1 provides an intuitive understanding of the for-
wards engine cycle. The system we study is composed of
a two-level system and a harmonic oscillator, which can
be represented in the basis |s, n〉. The notation s =↑, ↓ is
used to indicate, respectively, the excited and the ground
state of the two-level system, while n represents the level
of the harmonic oscillator. The energy difference between
the two levels s = ↑, ↓ is much larger than between two
levels of the harmonic oscillator. For clarity, the allowed
energy states of the system can be spread out horizon-
tally and represented as two “staircases” on top of each
other. The bottom staircase corresponds to the lower en-
ergy state of the two-level system, (S 1
2 ,− 12 ), while the top
staircase corresponds to the upper energy state, (D 5
2 ,− 52 ).
In each staircase, different steps correspond to different
levels n of the harmonic oscillator, increasing from left
to right. The diameter of the orange circles schemati-
cally represents the probability of the ion being in the
corresponding energy state.
The engine cycle is composed of 4 strokes, shown clock-
wise from (I) to (IV) in Fig.A1. The top left box (without
a number), shows the initial state. In the initial state, the
two-level system is in the ground state, and the harmonic
oscillator has the largest probability of the ion being in
the ground state (n = 0 of the harmonic oscillator), and
a decreasing probability for the higher levels. The cy-
cle then proceeds to the second part of the first stroke,
(Ib). Applying the 1, 762 nm laser for a predetermined
amount of time brings the engine to a superposition of its
two levels. In stroke (II), a Jaynes-Cummings coupling
moves the population from state | ↓, n+ 1〉 to | ↑, n〉, and
the population from state | ↑, n〉 to | ↓, n + 1〉, as repre-
sented by the red arrows. For the values of pAD studied,
this stroke results in a decrease in the average n num-
ber, 〈n〉L, of the harmonic oscillator. In stroke (III) the
two-level system is no longer coupled to the harmonic os-
cillator, and it is reset to its ground state by a dissipative
process. Stroke (IV) is similar to stroke (II), but here an
anti Jaynes-Cummings interaction is used between the
two-level system and the harmonic oscillator. For this
case, (| ↓, n〉 is swapped with | ↑, n + 1〉, and viceversa
(as represented by the blue arrows). This step produces
the most significant increase in the average phonon num-
ber, 〈n〉L, of the harmonic oscillator. Finally, stroke (Ia)
resets the two-level system to its ground state, with the
two-level system decoupled from the harmonic oscillator.
We note that the physics leading to the redistribution
of the harmonic oscillator population can be captured in
steps (I) and (II).
Appendix D: Modeling of the experiment
Each stroke M is modeled by a weak-coupling Marko-
vian master equation of the form
dρ
E+L
dt
=− i
~
[HE +HL + VM (t), ρE+L ]
+DLφ,M (ρE+L) +DLh,M (ρE+L) +DEM (ρE+L).
(D1)
Here, ρ
E+L
is the density matrix of the engine+load sys-
tem, HE is the Hamiltonian of the engine, HL is the
Hamiltonian of the load, VM (t) is the interaction Hamil-
tonian which characterizes the strength of the interaction
between the system and the load, for the strokesM = (II)
9and (IV) and [·, ·] denotes the commutator. The three
main dissipative processes are described by DLφ,M (ρE+L),
for the dephasing of the vibrational mode (the load) due
to fluctuations in the trap RF power, DLh,M (ρE+L) for
heating of the vibrational mode due to patch potentials,
and DEM (ρE+L) for the decay of the two-level atom (the
engine) due to spontaneous emission [32, 44]. In more
detail, DLφ,M (ρE+L) is given by
DLφ,M (ρE+L) = γLφ,M
(
nρ
E+L
n− 1/2{n, ρ
E+L
})
(D2)
where γLφ,M is the dephasing rate of the vibrational mode,
n is the phonon-number, and the brackets denote the
anti-commutator. DLh,M (ρE+L) is given by
DLh,M (ρE+L) = γLh,Mnm
(
a†ρ
E+L
a− 1/2{aa†, ρ
E+L
})
+ γLh,M (1 + nm)
(
aρ
E+L
a† − 1/2{a†a, ρ
E+L
})
.
(D3)
Here, γLh,M is the heating rate of the vibrational mode,
nm is the target occupation of the mode, towards which
Eq.(D3) drives the harmonic oscillator, while a† and a are
the creation and annihilation operators for the harmonic
oscillator, respectively. DEM (ρE+L) is given by
DEM (ρE+L) = γEM
(
σ−ρ
E+L
σ+ − 1/2{σ+σ−, ρ
E+L
})
(D4)
where γEM is the spontaneous emission rate of the excited
electronic state of the atom and σ± are the raising and
lowering operators for the electronic states [44].
Throughout a given stroke M , we have the parame-
ter of the engine Hamiltonian ν = 170 THz (the fre-
quency difference between the two levels), while for the
load Hamiltonian ω = 1.7 MHz (the oscillation frequency
of the ion). The coupling between the engine and the load
is set to zero both for the first and the third strokes, i.e.
M = (I), (III).
The dissipation rates for the load have been mea-
sured in separate experiments to be γLφ,M = 318 Hz
and γLh,M ≤ 1Hz (we use γLh,M = 0.4 s−1 in our simu-
lations). The atomic decay rate for the engine is mea-
sured to be  1Hz, so we use γLh,M = 0.4 s−1 in the
numerics. The dominating decay is thus the dephasing
of the motional oscillation while the motional heating
rate of the ion in the trap is consistent with the size of
the trap. These parameters are fixed in all strokes except
the optical pumping stroke. In strokes (Ia) and (III), the
optical pumping to the ground state has been modeled
by using γEI = γ
E
III ≈ 700 kHz. Experimentally this is
achieved by transferring the population to a third ex-
cited state which spontaneously decays at a similar rate
as modeled. In stroke (Ib), an extra term ~Ω0σx, where
σx = σ+ + σ−, is added to the engine Hamiltonian to
operate a Rabi transfer between the S and D levels. The
on-resonance coupling strength used in our experiment is
measured to be Ω0 = 121.7kHz. This results in an evo-
lution of the excited D state as a function of time given
by pD = e−γE,M∆t sin2(Ω0∆t/2) [32]. In order to set the
desired population ratio for the two-level system, ∆t is
adjusted while γEM and Ω0 are fixed by their experimental
values.
Strokes (II) and (IV) are executed either via a resonant
sideband Rabi pulse, or a sideband rapid adiabatic pas-
sage protocol. The only difference between strokes (II)
and (IV) is the frequency of the applied laser, which ei-
ther corresponds to the first red-sideband, which couples
| ↓, n〉 with | ↑, n−1〉, or to the first blue-sideband, which
couples | ↓, n− 1〉 with | ↑, n〉. For the resonant sideband
transfer, the coupling between the engine and the load is
given by
V (t)res(II) = ~gn,n′(t)(σ
+a+ σ−a†)
V (t)res(IV) = ~gn,n′(t)(σ
+a† + σ−a) (D5)
where gn,n′ is the sideband Rabi frequency when the
states | ↓, n〉 and | ↑, n′〉 are coupled. The sideband Rabi
frequency gn,n′ is given by gn,n′ = η
√
n>Ω0(t), where n>
denotes the greater of the two values, n and n′, η = 0.012
is the Lamb-Dicke parameter and Ω0 is the sideband Rabi
frequency for the transition from | ↓, 0〉 and | ↑, 1〉. The
time dependence in Ω0(t) comes from the applied square
pulse of the laser inducing the Rabi frequency at a con-
stant intensity. Thus, letting tM be the duration of the
strokeM = (II), (IV), we use tM = pi/g0,1 for a complete
population inversion when n = 0. Since the coupling
strength gn,n′ depends on n, as tM is fixed, the percent
of the population transferred, for a given time t, is lower
for higher n values.
We also performed experiments using the rapid adia-
batic passage (RAP) protocol, which has a weaker the-
oretical dependence on n. The coupling in the RAP in-
teraction Hamiltonian is of Landau-Zener type, and it
acts simultaneously on multiple levels n of the load. It is
given by
V (t)RAP(II) = ~∆(t)σz + 2pi~g0(σ
+a+ σ−a†), (D6)
V (t)RAP(IV) = ~∆(t)σz + 2pi~g0(σ
−a+ σ+a†), (D7)
where g0 = ηΩ0 ≈ 1.5kHz. Here, ∆(t) = −∆0(1− 2t/τ).
∆0 is the range of frequencies across which the laser is
swept, on either side of the sideband transition. σz is
the Pauli matrix, and τ is a parameter which is used
to determine the sweep rate. The sweep rate is dic-
tated by the ratio ∆0/τ . For the simulations, we use
∆0 = ±30 kHz and τ = 4.0ms. These values are based
on results obtained from many experiments, performed
while varying ∆0 and τ to optimize the RAP transfer pro-
tocol for maximum transfer efficiency. In both strokes
(II) and (IV), we achieve maximum transfer efficiency
rates of ∼ 80%.
To simulate steps (I) through (IV) of the engine cycle,
the time-dependent Hamiltonian is solved numerically us-
ing the python QuTiP package. This gives the density
10
matrix of the engine and the load at each point in time.
The density matrix, ρE+L, is then used to evaluate the
observables of interest, to extract results from the observ-
ables and to compare to experimental measurements.
Appendix E: Data analysis
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FIG. A2: (a) The population of the S−state pS as a function
of the exposure-time of the ion to the blue sideband laser ex-
citation. The blue line is a fit using Eq. (E1) with reduced
χ2 = 0.7. (b) Distribution of occupation, pn, of the different
levels of the harmonic oscillator mode after Nc = 8 cycles.
The distribution obtained from numerical calculation (empty
bars) is compared to the one obtained by the fit to the exper-
imental data (shaded bars).
The heat engine, or refrigeration operations are imple-
mented for a certain number of complete cycles (Nc = 2,
4, 6, 8 or 15 for resonant transfer and Nc = 1, 3 and 5
for the RAP transfer). At the end of a given number of
cycles, the blue-sideband laser is applied for a duration t.
Then, a measurement on the (S-state to P -state) tran-
sition gives an outcome indicating whether the ion is in
the S-state, or the D-state. This procedure is repeated
150 times for each duration of the application of the
blue-sideband laser. The 150 experiments are then av-
eraged to yield the probability that, given the operations
to which the ion was previously subjected (the cycles),
it is in the S−state upon measurement. This probability
is called pS . pS is then measured for different excitation
times, (t + 3µs, t + 6µs... etc.), with 150 experiments
each time. For a typical scan, this process is repeated up
to t > 100 µs. For specific cases, to establish reference
values, scans are run up to t = 600 µs. An example of a
reference curve, along with the experimental 1-sigma er-
ror, is shown in Fig.A2(a). This curve corresponds to the
case Nc = 8 and pAS = 0.5. Outlier data points, pS , were
removed manually by visually monitoring scans as they
were in progress and noting the time when the photo-
multiplier-tube (PMT) detector signal dropped suddenly
(due to occasional collisions), or increased suddenly (due
to occasional laser instabilities).
For each number of cycles Nc, the final state of the load
is estimated from a scan such as just described, using the
protocol outlined in [45]. Theoretically, the pS(t) due
to resonant sideband excitation is a linear function of
the initial population distribution in the load (harmonic
oscillator). The probability of the ion being in a given
level of the harmonic oscillator, pn, is related to pS by:
pS =
∑
n
pn cos
2(Ωn,n+1t)e
−γnt, (E1)
where Ωn,n+1 and γn are the blue sideband Rabi fre-
quency and the decay rate for the n−th motional state
[32]. Ωn,n+1 is determined from the experimental value
of the Ω0,1. For γn we use the experimentally measured
value γn = γLh,M
√
n+ 1. In order to extract the distri-
bution that is most likely to describe the experimental
result, a least-squared fit is performed on the data using
the model curve described by Eq. (E1). The fit is con-
strained using the minimum number of n values which
accurately capture the distribution. Typically, this is
around 12 to 15 n values. As a starting distribution,
the fit routine uses the expected distribution obtained
from numerical simulations. The fit is then restricted to
search for values of pn which are within ±5% of the nu-
merical simulation results. In most cases, the resulting
reduced χ2 value is below 1, suggesting an overestimate
of the phase error in the experiment. Our estimate of the
phase error is based on over 150 repetitive measurements
of pS . In Fig. A2(a), the blue continuous line shows the
fit for the corresponding data.
Fig. A2(b) shows the distribution of pn derived from
numerical simulation (empty bars), as well as the fitted
distribution of pn (shaded bars). The error on the fitted
values of pn is calculated using a standard technique of
error estimation for parameters of a least-squares fit [46].
We note that to reduce the running time of the overall
experiment, we have only produced reference scans for
Nc = 0 and Nc = 8 cycles. The number of data points in
these scans was chosen to be up to 8 times greater than
for other numbers of cycles. Therefore, for these scans the
uncertainties on the derived observable are correspond-
ingly smaller (Fig. 2(a-c)).
Appendix F: Ideal evolution of the engine and load
To develop a clearer understanding of how the energy-
conversion device works, it is useful to consider its evolu-
tion under ideal conditions. In this section, we consider
(i) that the lasers do not induce any dephasing, (ii) that
there are no spontaneous emissions, and (iii) that trans-
fers in strokes (II) and (IV) have an efficiency of 100%
which is independent of the n level. We begin our anal-
ysis with both the engine and the load in their ground
state and, to simplify the explanation, we start our anal-
ysis of the cycle with stroke (IV). The initial condition
is ρC0
E+L
= | ↓, 0〉〈↓, 0| , where ρC0
E+L
is the density matrix
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before the blue sideband operation (which takes the ion
from C to D in Fig. 1(c)). The subscript “0” refers to the
number of times that the operation (C to D) has been im-
plemented prior to the given density-matrix expression.
We now proceed by implementing stroke (IV) of the
cycle. The effect of the AJC coupling is to shift the engine
to the D 5
2 ,− 52 state, while simultaneously transferring n
to n+ 1. Therefore, stroke (IV) gives
ρD1
E+L
= | ↑, 1〉〈↑, 1|. (F1)
We now apply stroke (I). For the sake of giving a generic
example, we consider the case in which after step (Ib),
pAD = 1/4. Stroke (I) produces a pure state
ρA1
E+L
=
1
4
(
| ↑〉+
√
3eiφ| ↓〉
)(
〈↑ |+
√
3e−iφ〈↓ |
)
⊗ |1〉〈1|,
(F2)
where ρA1
E+L
is the density matrix at point A1. Here, φ
is a phase which can be determined experimentally, and
that can be fixed such that it returns to the same value at
the end of any integer number of cycles. Now we proceed
to stroke (II) of the cycle, an ideal JC coupling which
transfers | ↓, n〉 to | ↑, n − 1〉 and viceversa. Stroke (II)
thus results in an entangled state
ρB1
E+L
=
1
4
(
| ↓, 2〉+
√
3eiφ| ↑, 0〉
)(
〈↓, 2|+
√
3e−iφ〈↑, 0|
)
.
(F3)
Finally, stroke (III) brings the engine and the load to the
state
ρC1
E+L
=
1
4
| ↓〉〈↓ | ⊗ (3|0〉〈0|+ |2〉〈2|). (F4)
Note that after the four strokes, the engine is back to
its initial state, | ↓〉〈↓ |, but the load has a higher aver-
age occupation, 〈n〉L. Furthermore, the load goes from
a pure state, to a mixed state. Continuing from ρC1
E+L
and progressing through an additional cycle, the reduced
density matrix of the load evolves as
ρL,D2
E+L
= ρL,A2
E+L
=
1
4
(3|1〉〈1|+ |3〉〈3|) (F5)
ρL,B2
E+L
= ρL,C2
E+L
=
1
16
(9|0〉〈0|+ 6|2〉〈2|+ |4〉〈4|). (F6)
For the given parameter value, pAD = 1/4, it can be shown
that the change in the average phonon number of the load
with each cycle is ∆〈n〉L = 1/2.
To generalize, for the specified initial condition we can
write the probability of occupation, pCNcn , of the n−th
level of the harmonic oscillator. The superscript CNc
denotes that this is the probability of occupation after
stroke (III) (which brings the ion to point C in Fig. 1(c)),
of the Nc−th cycle. We get
p
CNc
n =
Nc∑
k=0
CNck (p
A
D)
k(1− pAD)Nc−kδn,2k+mod(Nc,2)
(F7)
where Cba = b!/[a!(b− a)!], once again pAD is the value to
which the engine population is reset once in each cycle,
at the end of stroke (I), and δa,b is the Kronecker delta
function. The sum over integers k, together with the
Kronecker delta, ensures that only even (odd) levels are
occupied for even (odd) values of Nc. Eq.(F7) describes
the evolution of a probability distribution of a biased
normal diffusive process, and this implies three things: (i)
that the change in average phonon occupation of the load
is ∆〈n〉L = 1/2 with each additional cycle, (ii) that the
entropy of the load grows asymptotically as the logarithm
of the number of cycles, i.e. SL ∝ lnNc , and (iii) that
the distribution will tend towards a Gaussian. This last
point is particularly important because it implies that
the load is not in a passive state, and that its ergotropy
increases with Nc. From Eq.(F7) we can compute that
the ergotropy grows as EL ∝ Nc − α
√
Nc, where α is
a constant. This expression comes from the fact that
the energy of the load grows linearly with Nc, while the
energy of the “passified” load only grows as
√
Nc.
