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ABSTRACT
We made two new sensitive (rms noise σn ≈ 1µJy beam
−1) high resolution (θ = 3 .′′0 and
θ = 0 .′′66 FWHM) S–band (2 < ν < 4 GHz) images covering a single JVLA primary beam
(FWHM ≈ 14′) centered on J2000 α = 10h 46m, δ = +59◦ 01′ in the Lockman Hole. These
images yielded a catalog of 792 radio sources, 97.7 ± 0.8% of which have infrared counterparts
stronger than S ≈ 2µJy at λ = 4.5µm. About 91% of the radio sources found in our previously
published, comparably sensitive low resolution (θ = 8′′ FWHM) image covering the same area
were also detected at 0 .′′66 resolution, so most radio sources with S(3GHz) & 5 µJy have angular
structure φ . 0 .′′66. The ratios of peak brightness in the 0 .′′66 and 3′′ images have a distribution
indicating that most µJy radio sources are quite compact, with a median Gaussian angular
diameter 〈φ〉 = 0 .′′3± 0 .′′1 FWHM and an rms scatter σφ . 0 .
′′3 of individual sizes. Most of our
µJy radio sources obey the tight far-infrared/radio correlation, indicating that they are powered
by star formation. The median effective angular radius enclosing half the light emitted by an
exponential disk is 〈ρe〉 ≈ 〈φ〉/2.43 ≈ 0 .
′′12, so the median effective radius of star-forming galaxies
at redshifts z ∼ 1 is 〈re〉 ≈ 1.0 kpc.
Subject headings: catalogs — galaxies: fundamental parameters — galaxies: star formation — infrared:
galaxies — radio continuum: galaxies — surveys
1. Introduction
We recently reported the results of a low-
resolution (θ = 8′′ FWHM) S-band (2 < ν <
4 GHz) image made with the NRAO1 Karl G.
Jansky Very Large Array (VLA) C configura-
tion, covering a single primary beam (FWHM ≈
14′) centered on J2000 α = 10h 46m, δ =
+59◦ 01′ in the Lockman Hole (Condon et al.
2012; Vernstrom et al. 2014). The rms noise and
confusion in this image are comparable: σn ≈ σc ≈
1 µJy beam−1. The rapidly falling Euclidean-
normalized differential source count S5/2n(S) at
1The National Radio Astronomy Observatory is a facility of
the National Science Foundation operated under coopera-
tive agreement by Associated Universities, Inc.
µJy levels obtained from the confusion amplitude
or “P (D)” distribution, converted to 1.4 GHz via
the median spectral index 〈α〉 = −0.7, closely fol-
lows predictions of evolutionary models (Condon
1984; Wilman et al. 2008) in which most µJy ra-
dio sources are powered by recent star formation
in galaxies at median redshift 〈z〉 ∼ 1.
Our µJy source count is much lower than
that of Owen & Morrison (2008), who derived
a nearly constant S5/2n(S) from their sensitive
1.4 GHz VLA image made at the same posi-
tion with θ = 1.′′6 resolution. Owen & Morrison
(2008) corrected their source count for the ef-
fects of partial resolution using a source angular-
size distribution with median FWHM 〈φ〉 ≈ 1.′′2
and a tail extending to much larger angular sizes.
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Condon et al. (2012) detected all of the overlap-
ping Owen & Morrison (2008) sources, so it ap-
pears that the count correction required by the
broad source angular-size distribution used is the
primary cause of the higher Owen & Morrison
(2008) source count. A steep differential source
count n(S) ∝ S−5/2 magnifies the impact of over-
estimated angular sizes on count corrections. A
similar effect has appeared in numerous published
source counts at sub-mJy levels, all of which
were corrected for a range of assumed angular-
size distributions and consequently disagree by
amounts far greater than the published uncertain-
ties (Condon 2007; Heywood et al. 2013).
F. Owen (private communication) recently
made a sensitive VLA 1.5 GHz image (θ = 1.′′6
resolution, σ = 2.2µJy beam−1 rms noise) of
the GOODS-N field and found a typical FWHM
source size 〈φ〉 ∼ 1′′. However, this result depends
on data from a single VLA configuration and does
not include multi-configuration images made with
different VLA configurations and include tests us-
ing simulated data (of the type presented in Sec-
tion 8) to demonstrate that the techniques used
can robustly recover source sizes near or slightly
below the instrumental resolution.
A sensitive high-resolution (θ ≈ 0 .′′22) survey
of the GOODS-N field using the VLA at 10 GHz
(Murphy et al. 2017) recently detected a sample
of 32 sources with a much smaller median angu-
lar diameter 〈φ〉 = 0 .′′167 ± 0 .′′032 and rms size
scatter σφ ≈ 0 .
′′091. Radio sources in star-forming
galaxies are expected to be smaller at 10 GHz, ow-
ing to the stronger contribution of free-free emis-
sion, while the synchrotron radiation dominating
at lower frequencies is spread out by cosmic-ray
diffusion. However, the cosmic-ray diffusion is too
small to grow sources from 0 .′′17 at 10 GHz to 1′′
at 1.5 GHz. Thus, there is still a significant spread
in the reported median angular diameters of µJy
radio sources, and they remain disturbingly cor-
related with the resolution of the images used to
find and fit Gaussians to the sources.
We believe that previous attempts to measure
angular-size distributions and counts of faint radio
sources have disagreed largely because: (1) they
depended on sensitive images made with only a
single high-resolution antenna configuration; (2)
high-resolution images miss extended radio emis-
sion whose surface brightness is below the detec-
tion limit at that resolution; and (3) image noise
tends to broaden Gaussians fitted to faint point
sources by amounts proportional to the image res-
olution θ. A more reliable method for constrain-
ing the angular-size distributions of source popu-
lations is to measure the peak flux densities (so-
called “peak flux densities” are actually specific in-
tensities written in units of flux density per beam
solid angle; e.g., µJy beam−1) in two or more
images made with different array configurations,
yielding different angular resolutions but similar
point-source sensitivities. See Appendices B and
C of Murphy et al. (2017) for a discussion of this
method.
This paper presents two new S-band images
made with θ = 3 .′′0 and θ = 0 .′′66 resolution
from VLA B- and A-configuration data, respec-
tively. Both are centered on J2000 α = 10h 46m,
δ = +59◦ 01′. Extensive optical and infrared
(IR) material on this field is available from
Strazzullo et al. (2010), Mauduit et al. (2012),
and Oliver et al. (2012). Both images have
σn ≈ 1 µJy beam
−1 rms noise and negligible con-
fusion. The new 3′′ and earlier 8′′ images yield
accurate total flux densities because they do not
resolve the vast majority of the µJy source popula-
tion, while the θ = 0 .′′66 image should marginally
resolve the φ . 0 .′′5 sources expected in the star-
forming galaxies at redshifts z ∼ 1 that domi-
nate the µJy source population (Condon 1984;
Wilman et al. 2008).
An initial analysis of the source population
found in our 8′′ resolution image was given in
Vernstrom et al. (2016), who reported 10% radio-
loud active galactic nuclei (AGNs), 28% radio-
quiet AGNs, 58% star–forming galaxies, and 4%
that could not be classified. Vernstrom et al.
(2016) also gave a traditional discrete source count
that needed little correction for partial resolution
and agrees well with the deeper P (D) analysis.
2. Observations
The dates and durations of our sensitive VLA S-
band observations centered on J2000 α = 10h 46m,
δ = +59◦ 01′ are summarized in Table 1. The
C-configuration observations were described in
Condon et al. (2012), Vernstrom et al. (2014),
and Vernstrom et al. (2016). The “B+” data were
taken in the BnA configuration and during the
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transition to A configuration, but they had in-
sufficient temporal or frequency resolution for the
longer BnA baselines to be used in our highest-
resolution (θ = 0 .′′66) A-configuration image.
The new A-configuration data have higher fre-
quency resolution (500 kHz) and were recorded
with shorter (1 s) basic integration times to min-
imize bandwidth- and time-smearing within the
half-power circle of the VLA primary beam. The
VLA correlator also separated the observed fre-
quency range 1.989 ≤ ν (GHz) ≤ 4.013 into 16
contiguous subbands of width ∆ν = 128 MHz
each. The A-configuration data processing was
similar to that described in Condon et al. (2012).
Our flux-density calibration is based on a standard
spectrum and model of 3C147 (Perley & Butler
2013a) and was transferred to the unresolved
phase calibrator J1035+5628, whose absolute
position uncertainty is < 0 .′′002. We used
J1035+5628 to determine instrumental polariza-
tion and 3C147 (Perley & Butler 2013b) to cali-
brate the cross-polarized delays and phases. Cal-
ibration and editing used standard scripts in the
Obit package (Cotton 2009)2. After calibration
and extensive editing, the data were averaged over
baseline-dependent time intervals chosen to mini-
mize the size of the (u, v) data set but avoid time
smearing.
3. Imaging
We imaged the data sets using a joint multi-
frequency CLEAN that both minimizes frequency
dependent effects and exploits the full sensitivity
of the wideband data. A single-resolution CLEAN
was adequate for this field dominated by nearly
unresolved sources. The low resoution image was
imaged and restored using a 3′′ FWHM round,
Gaussian beam and the high resolution data with a
0 .′′66 FWHM round, Gaussian beam. These values
correspond to the resolution near the bottom of
the (2 < ν < 4 GHz) band. Briggs’ “optimal
robust” weighting was used in the image formation
(Briggs 1995).
2Obit software and documentation are available from
http://www.cv.nrao.edu/$\sim$bcotton/Obit.html.
3.1. Wide-band, Wide-field Imaging
The large fractional bandwidth and wide field-
of-view that was imaged require that both the
source spectra and the antenna gain as a function
of position and frequency be taken into account.
This was done by the Obit task MFImage, which
divides the observed spectrum into frequency bins
narrow enough that the variations in antenna gain
and spectral differences among sources are small
within each bin. For this purpose, we set the fre-
quency bin width equal to the 128 MHz correlator
subband width.
The image was divided into a large number of
small facet planes to minimize the effects of sky
curvature. The facets were reprojected onto a
common tangent plane and grid to allow parallel
CLEANing. A frequency-dependent (u, v) taper
was applied to keep the angular resolution of the
dirty beam the same in all frequency bins. This,
plus the use of a single restoring beam, yields a
meaningful 16-channel spectrum in each spatial
pixel of the image cube.
For each major cycle of CLEAN, dirty and
residual images were computed separately for each
of the 16 frequency bins. The more sensitive full-
bandwidth image, derived from the σ−2i noise-
weighted average of the frequency-bin images, was
used to drive the minor cycle CLEANing. The
sensitive combined image and the combined dirty
beam were used to locate new CLEAN compo-
nents, and the dirty beam for the corresponding
frequency bin and facet was used to derive the
residuals for the next minor cycle.
Once the minor cycles hit their stopping cri-
teria, the accumulated CLEAN model was sub-
tracted from the visibility data. The CLEAN
model subtracted from each frequency bin used
the CLEAN flux density of each component in that
bin corrected in frequency by the spectral index
fitted to each component using all frequency bins.
This process was accelerated by a Graphics Pro-
cessing Unit (GPU).
After the CLEANing was done, the image in
each frequency bin was restored with the compo-
nents subtracted from that bin convolved with the
single Gaussian restoring beam fitted to the cen-
tral facet of the combined full-sensitivity image.
This procedure accommodates variations with
frequency of antenna gain and source flux den-
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sity by using frequency bins sufficiently narrow
that variations within a bin do not disturb the
image quality. The spectrum in a given pixel de-
pends on both antenna gain and source spectral
index. The antenna gain as a function of posi-
tion and frequency was measured independently
(Perley 2016), allowing the spectral indices of suf-
ficiently strong sources to be determined. For
weaker sources, we used the average spectral in-
dex 〈α〉 = −0.7 to fit the source flux density at
any frequency. That approximation is valid for
most µJy sources at S band.
Faraday rotation in the Stokes Q and U images
is preserved if the frequency bins are sufficiently
narrow and the rotation measure is not too large.
A rotation measure RM = ±2000 rad m−2 rotates
the polarization position angle by 1/2 turn across
a 128 MHz frequency bin at ν ≈ 3GHz, so larger
RMs than this will cause significant Faraday de-
polarization.
3.2. CLEAN Windows
CLEAN deconvolution works best if it is con-
strained to place components only in spatial “win-
dows” containing actual emission. Our CLEAN
windows were generated or updated at the begin-
ning of each major cycle by the combined (wide-
band) image covering each facet. If the maximum
residual lay outside the current window and its
peak was higher than 5 times the facet rms, a new
round window was added to the existing CLEAN
window at the location of the peak, with a ra-
dius derived from the structure function about the
peak. This allows CLEANing down to (or into)
the noise and captures the bulk of the emission
in the CLEAN model without producing excessive
CLEAN bias.
3.3. Self-calibration
A single phase self-calibration was applied to
the data. The model visibilities were calculated as
was done in the CLEAN major cycles, and an in-
dependent phase solution was determined for each
10 minutes in each spectral window and polariza-
tion. These phases were interpolated in time and
applied to all data.
3.4. Image Adjustments
The resulting images are 16 spectral-channel
cubes covering 2 < ν(GHz) < 4 that were jointly
deconvolved and restored with a common spatial
resolution. The sky brightness Sp(x, y) of the pixel
offset by (x, y) from the pointing center at the ref-
erence frequency ν0 = 3 GHz was calculated from
the noise-weighted average of the spectral-window
images:
Sp(x, y) =
16∑
i=1
Si(x,y) exp[−αln(νi/ν0)]
gi(x,y)
g2
i
(x,y)
σ2
i
16∑
i=1
g2
i
(x,y)
σ2
i
, (1)
where Si(x, y) is the image (not corrected for
primary-beam attenuation) brightness at pixel po-
sition (x, y) in spectral channel i, α ≈ −0.7 is the
median source spectral index, νi is the central fre-
quency of spectral channel i, 0 ≤ gi(x, y) ≤ 1 is
the normalized antenna gain at offset (x, y) from
the pointing center and frequency νi, and σ
2
i is
the mean variance of source-free regions in the ith
spectral image. The first factor in the numerator
of Equation 1 corrects the bin brightness Si(x, y)
to the reference frequency using spectral index α
and divides it by the primary attenuation gi(x, y)
to yield the brightness on the sky Sp(x, y). The
second factor is the pixel weight that maximizes
the signal-to-noise ratio, specifically the antenna
gain g2i (x, y) divided by the spectral-channel im-
age variance σ2i .
We approximated the normalized VLA antenna
power gain gi(x, y) by the theoretical gain of a
uniformly illuminated circular aperture:
gi(ρ) = jinc
2(Dρ/λi) ≡
[
2J1(piDρ/λi)
piDρ/λi
]2
, (2)
where ρ = (x2 + y2)1/2 is the offset from the
pointing center in radians, J1 is the Bessel func-
tion of the first kind of order 1 (Bracewell 2012),
D = 25m is the aperture diameter, and λi = c/νi
is the wavelength at the center frequency νi of
spectral channel i. Equation 2 yields the primary
beam FWHM θ1/2 in practical units; it is(
θ1/2
arcmin
)
≈ 42.0
(
GHz
ν
)
, (3)
which is only ∼ 1% wider than the average
beamwidth measured across S band (Perley 2016).
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Applying Equation 1 corrects source flux den-
sities for antenna gain but causes the image noise
to increase radially as g−10 (ρ) away from the point-
ing center. In order to determine meaningful noise
statistics in the neighborhood of each source, we
multiplied the gain-corrected image by the an-
tenna gain g0(x, y) at the reference frequency ν0 =
3 GHz during source finding and fitting. For ex-
ample, our 0 .′′66 resolution A-configuration image
extends to a radius ρ = 8 .′3. After multiplication
by g0(ρ), its mean off-source rms is σ = 0.96 µJy
beam−1.
We made a comparable image with 3′′ resolu-
tion and radius ρ = 13 .′8 using the combined uv-
data from the longer C-configuration baselines and
the shorter BnA-configuration baselines (Table 1).
Additionally, we convolved the A-configuration
image to 3′′ resolution. Differences in celestial
position and flux density scale of the two images
were determined from the “at most” marginally re-
solved sources brighter than 100 µJy beam−1. Fi-
nally, the B+C-configuration 3′′ image was shifted
in position (0.′′006 in α and −0.′′079 in δ) and
scaled in flux density (0.933) to agree with the
3′′ A-configuration smoothed image, and the two
3′′ images were weighted by σ−2 and combined.
The differences in calibration are likely due to the
extended period over which the B+C data were
taken and the difficulties of calibration in a fierce
RFI environment. The rms of the B+C image
prior to primary beam correction was 1.27 µJy
beam−1 and for the A-configuration image con-
volved to 3′′ was 1.88 µJy beam−1, giving relative
weights of 70% and 30% respectively. Source-
free regions in the final combined 3′′ image have
rms σ = 1.01 µJy beam−1 prior to primary beam
correction.
The 3′′ resolution image has imaging artifacts
near the strongest source in the field, a hot spot in
the lobe of an FR II source. To avoid contaminat-
ing the image statistics, we masked these artifacts
by assigning affected pixels a value indicating that
they should be ignored in subsequent analysis.
4. Radio Source Catalog
The Obit task FndSou was used to generate
two independent lists of radio components from
the wideband θ = 3′′ and θ = 0 .′′66 images, un-
corrected for primary beam attenuation. Fnd-
Sou locates “islands” of contiguous pixels brighter
than a chosen peak flux density threshold and fits
one or more elliptical Gaussian components to the
emission in each island. These fits are subject
to a number of constraints; in particular, any fit-
ted Gaussian narrower than the (circular) CLEAN
restoring beam is unphysical and was fitted by a
Gaussian at least as wide as the restoring beam.
FndSou initially fits Gaussians in one island at
a time and ignores overlapping components in ad-
jacent islands. After the first component list for
each image was generated, the parameters of po-
tentially overlapping components were reconciled
by refitting them jointly with all other components
lying within 25 pixels (2 .′′3 on the θ = 0 .′′66 image
or 11.′′0 on the θ = 3′′ image) in both α and δ. The
sky peak flux density Sp (S
L
p for θ = 3
′′ and SHp
for θ = 0 .′′66) of each Gaussian component was ob-
tained by interpolating between image pixels to its
fitted centroid position and dividing by the 3 GHz
primary attenuation g0 at that position. Interpo-
lations used the Lagrangian technique with a 5×5
kernel. Resolved sources represented by multiple
components were replaced by only the component
closest to the IR galaxy position; these six sources
are discussed further in Section 11.
The component lists from the θ = 0 .′′66 and
θ = 3′′ images were merged to form a single list
of source candidates lying inside the circle with
3 GHz primary attenuation g0 > 0.25 (radius
10.′1). The candidate list includes:
1. all components from the θ = 3′′ image with
local signal-to-noise ratio SNR ≡ SLp /σ ≥ 4,
plus
2. a small number of additional components
with SNR ≡ SHp /σ ≥ 5 from the θ = 0 .
′′66
image.
For each of the candidate sources (item 1 above)
the θ = 0 .′′66 catalog was searched for nearby com-
ponents with SHp ≥ 3µJy beam
−1 ≈ 3σ. An IR
counterpart of each of the candidate sources was
sought as described in Section 5.
From the candidate list, we kept as source com-
ponents only:
1. the complete sample of 596 candidates with
SNR ≥ 5 on the θ = 3′′ image, plus
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2. the reliable but incomplete sample of 156
candidates with 4 ≤ SNR < 5 from the
θ = 3′′ image that were confirmed by an
SHp & 3σ component lying within 3
′′ on the
θ = 0 .′′66 image. (Excluding regions blocked
by the bright IR sources, 88% of these also
were within 1.′′5 of an IR source.) Plus
3. the additional 40 candidates with 4 ≤
SNR < 5 from the θ = 3′′ image that were
confirmed only by an IR source lying within
1.′′5 ( see below).
Our final catalog contains 792 radio source com-
ponents, a sample of which is shown in Table 2;
the full table is available online. At µJy levels
there are very few resolved double radio sources,
so nearly every cataloged radio source component
is also a complete astrophysical radio source, de-
fined as all of the radio emission from a single
galaxy or AGN. Of the 209 source candidates from
the θ = 3′′ image with 4 ≤ SNR < 5 and in lo-
cations where an IR identification was possible,
only 14 had neither an IR identification nor a ra-
dio counterpart on the θ = 0 .′′66 image. 75% of
these (154/205) were within 1 .′′5 of an IR source
and outside of areas blocked by the brighter IR
sources (see below).
5. Radio/IR Identifications
Most of our cataloged radio sources are powered
by star-forming galaxies and AGNs that should be
visible in sensitive IR images. Deep λ = 3.6µm
and λ = 4.5µm images from the Spitzer Extra-
galactic Representative Volume Survey (SERVS)
(Mauduit et al. 2012) cover the entire area we
imaged at S–band, although part of the over-
lapping IR image is blinded by scattered light
from the very bright star GX UMa at J2000
α = 10h 46m 07 .s70, δ = +59◦ 03′ 39 .′′2. Fur-
thermore, the Mauduit et al. (2012) IR catalog
excludes small regions around moderately bright
foreground stars in which galaxies are still visible.
We excluded from our radio/IR comparisons only
the 48 sources in regions that are actually blinded
by bright stars and kept as identification candi-
dates all visible IR galaxies that had been excluded
from the Mauduit et al. (2012) catalog. At both
λ = 3.6µm and λ = 4.5µm the Mauduit et al.
(2012) catalog 5σ point-source detection limit is
S ≈ 2µJy and the IR images have FWHM reso-
lution θ ≈ 2′′. The Spitzer λ = 4.5µm image in
Figure 2 shows that nearly all of our radio source
positions (crosses) have IR identifications.
We identified Spitzer IR sources with radio
sources in Table 2 on the basis of position coin-
cidence: the IR source nearest to the radio source
was accepted as the identification if it lies within
our maximum search radius rs. The probability
that an unrelated IR source will incorrectly be
identified depends on the radio and IR position un-
certainties and on the sky density ρ of IR identifi-
cation candidates. The left panel of Figure 1 shows
a histogram of radial distances r to the IR sources
nearest to an arbitrary grid of 120× 120 = 14400
positions spaced by 10′′ in right ascension and dec-
lination. The histogram is well approximated by
the expected Rayleigh distribution
P (r) =
r
σ2
exp
(
−
x2
2σ2
)
= 2piρr exp(−piρr2) ,
(4)
where σ ≈ 3 .′′35 is the fitted rms width of the
distribution and ρ = (2piσ2)−1 ≈ 0.0142 arcsec−2
is the implied sky density of IR sources.
This result can be used to calculate how
strongly having IR companions within 1.′′5 con-
firms the reality of the 40 faint (4 ≤ SNR < 5)
sources found only on the θ = 3′′ radio image.
The cumulative Rayleigh distribution
P (< r) = 1− exp
(
−
r2
2σ2
)
(5)
specifies the probability that an unrelated IR
source lies within a distance r from any point
on the sky. For σ = 3 .′′35, the probability that a
spurious radio source would have an IR companion
within 1.′′5 is P (< 1.′′5) ≈ 0.095, so an IR confir-
mation boosts the reliability of a 4 ≤ SNR < 5
radio source by a factor of 0.095−1 ∼ 10.
The offsets r of most genuine radio/IR identi-
fications should have a roughly Rayleigh distribu-
tion whose rms is the quadratic sum of the ra-
dio position error, the IR position error, and any
radio-IR offset intrinsic to the host galaxy. The
distribution of IR offsets from the radio positions
of the 752 radio sources not confirmed only by an
IR source lying within 1.′′5 is shown by the his-
togram in the right panel of Figure 1, and the
continuous curve fitting most sources is a Rayleigh
6
Fig. 1.— Left panel: Histogram of measured radial offsets r between points on an arbitrary grid of 120×120
positions separated by 10′′ and their nearest IR neighbors. The data are well fit by the Rayleigh distribution
(smooth curve) with rms σ = 3 .′′35, expected for randomly scattered IR sources with mean sky density
ρ = 0.0142 arcsec−2. Right panel: Histogram of measured radial separations r between radio sources in
Table 2 (excluding the IR-blinded fields and the faint sources kept only because they have IR counterparts
within 1.′′5) and their nearest IR neighbors. The core of this distribution can be approximated by a Rayleigh
distribution with rms σ ≈ 0 .′′22, but there is a tail of somewhat larger offsets, many of which are genuine
radio-IR matches. Abscissae: Angular distance (arcsec) between a radio source and its nearest IR neighbor.
Ordinates: Probability density (arcsec−1).
Table 1: Observations.
Array Date Range Time No.
C 2012 Feb 21 – Mar 18 57.0 6
B+ 2014 Feb 02 – Feb 18 26.0 10
A 2015 Jul 10 – Sep 13 39.4 6
“Array” is the VLA configuration. The start and
end dates give the period over which the data were
taken. “Time” is the total observing time in hours,
and “No.” is the number of separate observing ses-
sions. The “C” observations used the array prior
to fully outfitting with 3 GHz receivers and in-
cluded only 21 antennas.
distribution with σ ≈ 0 .′′22. However, there is a
tail of sources with offsets too large to be consis-
tent with this Rayleigh distribution yet too small
to be explained by the Rayleigh distribution of un-
related sources shown in the left panel. Such tails
are not rare (e.g., Murphy et al. 2017) and can be
attributed to a few sources with larger combined
position errors, extended galaxies with genuine IR-
radio offsets, sources in clusters and a small con-
tamination by unrelated IR sources.
To determine the optimum search radius rs
that will accept most genuine identifications and
minimize contamination by unrelated IR sources,
we exploited the fact that all unrelated sources
should obey the Rayleigh offset distribution with
σ = 3 .′′35 shown in the left panel of Figure 1. The
fraction of background sources with r > σ = 3 .′′35
is P (> r) = 1 − P (< r) ≈ 0.606. On the
conservative assumption that all 10 sources with
r > σ = 3 .′′35 in our catalog are unrelated to
their IR neighbors, the total number of unrelated
IR sources with any r > 0 should be Nu ≈
(10± 3)/0.606 ≈ 16.5± 5. Excluding the 40 faint
sources cataloged only because they have IR iden-
tifications and the 48 unidentifiable sources in re-
gions overwhelmed by bright IR stars, Table 2 con-
tains an IR-unbiased sample of 704 radio sources
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Table 2
Source Catalog.
J2000 α J2000 δ θ g0 S
L
p S
L L−H SHp S
H φ r
h m s s ◦ m ′′ ′′ (µJy beam−1) (µJy) (′′) (µJy beam−1) (µJy) (′′) (′′)
10 44 43.071 ± 0.071 58 59 51.05 ± 0.55 L 0.26 19.49 ± 3.98 25.70 ± 5.76 4.53 1.10
10 44 44.109 ± 0.009 59 00 19.36 ± 0.07 H 0.27 16.96 ± 4.02 16.00 ± 3.82 0.20 21.18 ± 3.31 20.66 ± 3.29 < 0.61 0.24
10 44 46.577 ± 0.015 58 58 40.70 ± 0.11 H 0.28 14.96 ± 3.66 14.06 ± 3.47 0.35 12.07 ± 3.30 11.17 ± 3.07 < 0.86 0.24
10 44 46.940 ± 0.007 59 01 56.37 ± 0.04 H 0.30 39.90 ± 3.46 44.51 ± 4.26 0.13 33.50 ± 3.01 33.23 ± 3.15 < 0.45 0.50
10 44 47.417 ± 0.013 58 58 01.79 ± 0.10 H 0.27 18.33 ± 3.76 17.56 ± 3.64 0.23 13.59 ± 3.25 12.82 ± 3.09 < 0.79 0.18
10 44 47.563 ± 0.006 58 59 18.74 ± 0.03 H 0.30 49.70 ± 3.60 49.44 ± 3.88 0.13 55.51 ± 3.04 55.34 ± 3.45 < 0.36 0.29
10 44 47.661 ± 0.005 59 00 35.66 ± 0.03 H 0.31 88.76 ± 3.61 91.48 ± 4.67 0.06 79.23 ± 3.02 80.61 ± 3.93 < 0.33 0.38
10 44 47.725 ± 0.018 59 02 14.60 ± 0.14 H 0.31 34.85 ± 3.39 35.53 ± 3.66 0.82 11.34 ± 3.04 12.69 ± 3.66 < 1.15 0.83
10 44 47.794 ± 0.012 58 58 12.47 ± 0.08 H 0.28 19.53 ± 3.69 19.97 ± 3.93 0.54 15.82 ± 3.22 15.16 ± 3.12 < 0.72 0.77
10 44 49.188 ± 0.014 58 57 19.82 ± 0.10 H 0.27 17.85 ± 3.82 17.04 ± 3.68 0.65 12.71 ± 3.28 11.86 ± 3.08 < 0.83 0.47
Note.—Table 2 is published in its entirety in machine-readable format. A portion is shown here for guidance regarding its form and content. The
table lists J2000 right ascensions α and declinations δ measured from the θ = 0 .′′66 resolution image if available (indicated by “H” in the θ column),
otherwise from the θ = 3′′ resolution image (“L” in the θ column). Interpretation of the fitted Gaussian parameters follows the development in
(Condon 1997). The rms position errors include our estimated absolute astrometric uncertainty σα = σδ ≈ 0 .
′′02. Column g0 gives the normalized
antenna gain at the source position. The 3 GHz peak and total flux densities corrected for fitting bias (Condon (1997)) from the low-resolution
image are listed under SLp and S
L. L−H is the separation of the positions measured on the low- and high-resolution images. SHp and S
H are the
peak and integrated flux densities from the high-resolution image. Column φ gives the deconvolved Gaussian source FWHM sizes or upper limits
at 0 .′′66 resolution. Next, r is the angular distance between the radio source and its nearest IR neighbor. Separations less than 1 .′′5 are considered
solid associations, 1 .′′5 ≤ r ≤ 3 .′′5 are probable associations, and r > 3 .′′5 are unassociated.
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of which ≈ (704 − 16.5)/704 = 97.7 ± 0.8% have
true IR identifications stronger than S ≈ 2µJy
at λ = 4.5µm. This high radio/IR identification
rate also indicates that . 2% of the cataloged ra-
dio sources can be spurious.
The expected numbers of background sources
in different ranges of r can be calculated from
Equation 5 and compared with the observed num-
bers plotted in the right panel of Figure 1 to es-
timate the reliability R of an identification as a
function of r, as shown in Table 3. For r < 1′′,
R ≈ 1. In the range 1′′ < r < 1.′′5, the av-
erage number of unrelated background sources
〈Nu〉 ≈ 0.85 is much smaller than the observed
number No = 23 of radio/IR matches, suggesting
that R ≈ (No − 〈Nu〉)/No) ≈ 0.96. Thus a search
radius rs = 1.
′′5 should yield highly reliable ra-
dio/IR identifications. Table 3 shows how reliabil-
ity decreases for larger separations. Nevertheless,
more than half of the “probable” identifications
with 1 .′′5 < r < 3 .′′5 appear to be correct.
Let m ≡ rs/σ be the search radius in units of
the rms position error σ ≈ 0 .′′22 and define k ≡
1 + 2piρσ2 ≈ 1.0043. Then the completeness C of
our position-coincidence identifications is
C =
1− exp(−m2k/2)
k
≈ 0.996 (6)
and the reliability R is
R = C
[
1
f
−
(
1−
1
f
)
exp[m2(1− k)/2)]−
exp
(
−
m2k
2
)]−1
≈ 0.957 (7)
(Condon et al. 1975).
Table 3: IR identification reliability. R
r(′′) 〈Nu〉 No R
1.0–1.5 0.85 23 0.96
1.5–2.0 1.12 8 0.86
2.0–2.5 1.32 9 0.85
2.5–3.0 1.44 5 0.71
3.0–3.5 1.49 4 0.63
Notes: For each radio-IR offset range r, 〈Nu〉 is
the average number of unrelated IR sources, No is
the observed number of IR sources, and R is the
estimated identification reliability.
6. Source Size Distribution
Most of the individual fitted Gaussian sizes pro-
duced in the source-finding process are sufficiently
uncertain to yield only upper limits to the individ-
ual deconvolved source sizes. However, the mean
ratio 〈SHp /S
L
p 〉 of the fitted peak brightness S
H
p (on
the θH = 0 .
′′66 high-resolution image) to SLp (on
the θL = 3
′′ low-resolution image) depends on the
source solid angle. If a circular Gaussian source of
FWHM diameter φ and flux density S is imaged
with a beam of FWHM diameter θ, the source
appears on the image as a circular Gaussian with
FWHM diameter (θ2+φ2)1/2 and peak brightness
Sp = S
(
θ2
θ2 + φ2
)
. (8)
If the circular Gaussian source is imaged with two
different resolutions θH and θL, the ratio of the
image peak brightnesses is
SHp
SLp
=
(
1 +
φ2
θ2L
)(
1 +
φ2
θ2H
)−1
. (9)
Appendix C of Murphy et al. (2017) gives the
SHp /S
L
p ratio for a source with the exponential
brightness profile typical of spiral galaxies. Equa-
tion 9 can be solved for the source size φ:
φ =
[
θ2Lθ
2
H(S
L
p − S
H
p )
θ2LS
H
p − θ
2
HS
L
p
]1/2
. (10)
Even if a source does not have a circular Gaus-
sian brightness distribution, Equation 10 defines
what we call its equivalent source circular Gaus-
sian FWHM.
Equations 9 and 10 allow us to estimate the sta-
tistical properties of the source sizes in our sam-
ple. The distribution of SHp /S
L
p as a function of S
L
p
is given in Figure 3. Sources with and without IR
counterparts are shown by different symbols. Hor-
izontal lines give the expected values for circular
Gaussians of various FWHM diameters φ.
The cataloged sources were separated into peak
brightness bins in which the bin-averaged peak
brightnesses and peak brightness ratios are plotted
in Figure 3 with “error bars” giving the rms ratio
for the population in each bin. The peak bright-
ness bin statistics are given in Table 4. Outliers
further from from the initial mean by more than
9
Fig. 2.— Radio positions marked by crosses on negative gray scale of the λ = 4.5µm Spitzer image. The
area shown is 7 .′2× 7 .′0, with north up and east to the left; this is only a portion of the field imaged.
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2 σ were excluded from the analysis of bin poplu-
ations.
At peak brightnesses below the 20–30 µJy
beam−1 bin, the distribution of peak brightness
ratios appears truncated on the low end by limited
sensitivity. The 20–30 µJy beam−1 and higher
peak brightness bins in Table 4 consistently give
an equivalent source circular Gaussian FWHM of
θ ≈ 0 .′′3.
Figure 3 shows that the detected sources are
generally marginally resolved at 0 .′′66 resolution.
A more sensitive (although biased) estimate of the
source size is the ratio of the peak brightness to
the estimated integrated flux density from only
the 0 .′′66 data. The integrated flux density is the
Gaussian peak times the ratio of the fitted beam
area to the CLEAN restoring beam area. Because
the Gaussian fits were constrained to give a fitted
beam no smaller than the CLEAN restoring beam,
this estimate will be biased for point, or nearly
unresolved sources. The plot of peak brightness
to integrated flux densities is shown in Figure 4.
7. Completeness
The completeness of the sample of sources se-
lected at 3′′ resolution given in Table 2 was evalu-
ated using a comparison with the 8′′ resolution im-
age of Condon et al. (2012). A catalog of sources
generated from the 8′′ resolution image was cross–
matched with the catalog generated from the 3′′
resolution image. Out of the 503 8′′ resolution en-
tries stronger than 5σ, eight did not have matches
at 3′′ resolution. Of these, four were extended
lobes of nearby bright sources, plausibly unde-
tected at 3′′ resolution, and one was in the masked
region of the 3′′ image. This suggests that the
sample given in Table 2 is ≈ 98.5% complete. The
ratios of the peak flux densities at 3′′ to 8′′ reso-
lution for this sample are given in Figure 5. The
analysis displayed in Figure 5 suggests a larger
“typical” source size (∼ 1 .′′0) than Figure 3, but
this is a relatively small fraction of the 3′′ resolu-
tion. The confusion “noise” in the 8′′ image will
also bias the flux density ratio lower, especially at
the low flux densities.
Of the 792 entries in Table 2, 732 were detected
in the 0 .′′66 image at SNR>3 while 60 were not.
Thus, the high-resolution images have a 92% de-
tection rate of the 3′′ resolution sources, or approx-
imately 91% of sources detectable at 8′′ resolution.
The sources that were not detected at 0 .′′66 reso-
lution are among the weakest in the sample.
The completeness as a function of the flux den-
sity is a function of the local image rms and thus
a function of the antenna gain. Since only a single
pointing was used, the noise is only (nearly) sta-
tionary in the image prior to correction for the an-
tenna gain. The noise quoted in Table 2 was mea-
sured in a 201×201 pixel box around each source,
scaled by the inverse of the antenna gain. The
average rms with and without antenna gain cor-
rections as a function of distance from the pointing
center for the 0 .′′66 image is shown in Figure 6.
8. Simulations
In order to estimate the effects of imaging and
image analysis on the distribution of the apparent
sizes of sources, simulated point and 0 .′′5 circu-
lar Gaussian sources with a range of flux densities
were added to the visibility data sets. These were
then imaged and the response in the derived image
measured. In each of several simulations 144 arti-
ficial sources of a given size were added in a hexag-
onal grid; the location of the grid did not take into
account the locations of real sources. The distri-
butions of point and 0 .′′5 FWHM Gaussians are
shown in Figure 7.
The simulated measurements tend to scatter
around the expected ratio, although with less dis-
persion than seen in the actual source population
in Figure 3. Outliers at the higher flux densities
appear when the artificial source is located near
a real source and the two are blended at 3′′ res-
olution. Bin averages and rms values of the pop-
ulations are shown in Figure 7 and are given in
Table 5. Outliers further from the initial mean by
more than 2 σ were excluded from the analysis of
bin popluations. Table 5 suggests that our analy-
sis may statistically underestimate the sizes of the
faintest sources. This effect is possibly the result
of the bias in the Gaussian fitting of the high-
resolution image towards the peak in the source
plus noise, which will bias the derived peak bright-
ness high.
A comparison between real and simulated
sources of the statistics for the ratio SHp /S
L
p (for
sources strong enough that the distribution is not
truncated by sensitivity) can help constrain the
11
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Fig. 3.— Distribution of SHp /S
L
p as a function of S
L
p peak brightness. Blue asterisks represent sources with
IR matches within 1 .′′5, cyan circles are sources with no IR match and small red pluses are 3σ upper limits
for sources not detected at 0 .′′66 resolution. Extended vertical bars are peak brightness-bin averaged values
with the vertical extent showing the rms scatter σpop within the population. Horizontal solid lines mark the
expected ratio of circular Gaussians with FWHM of the labeled size. Outliers are excluded from the bin
statistics. The large number of points with a ratio in excess of 1.0 at low peak brightness is consistent with
the noise.
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Fig. 4.— Like Figure 3, but for the ratio SHp /S
H versus peak brightness SHp in the 0 .
′′66 resolution image.
Red plus symbols are for sources not detected at 0 .′′66 resolution, where the ratio is the 3σ upper limit to
the 3′′ peak brightness and the flux density is the peak brightness at 3′′ resolution. The plotted ratio is
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Table 4: Measured average ratios of peak flux den-
sities.
No. 〈SLp 〉 〈S
H
p /S
L
p 〉 σpop FWHM err
µJy ′′ ′′
428 6.4 0.76 0.18 0.39 0.19
165 13.9 0.71 0.19 0.43 0.21
52 24.3 0.69 0.25 0.45 0.27
31 37.4 0.77 0.18 0.38 0.19
14 58.3 0.87 0.11 0.26 0.13
9 83.8 0.93 0.07 0.20 0.09
Notes: “No.” is the number of sources in the bin,
excluding outliers, 〈SLp 〉 is the average peak bright-
ness at 3′′ resolution, 〈SHp /S
L
p 〉 is the average peak
brightness ratio, σpop is the rms ratio of the bin
sample, “FWHM” is the equivalent half-power di-
ameter of a circular Gaussian with the ratio of the
bin average, and “err” is the estimated 1 σ error
of “FWHM”.
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Fig. 6.— Average source rms in the 0 .′′66 im-
age as a function of distance from the pointing
center. Plus symbols indicate the values without
antenna gain correction, while asterisks are after
correction. The vertical line indicates the maxi-
mum distance from which sources were included
in Table 2.
Table 5: Simulation flux bin ratio averages.
No. φ 〈SLp 〉 〈S
H
p /S
L
p 〉 σpop FWHM err
′′ µJy ′′ ′′
27 0.0 4.4 0.91 0.25 0.21 0.33
36 0.0 6.5 1.07 0.23 0.00 24.6
16 0.0 7.9 1.02 0.24 0.00 25.7
36 0.0 14.5 0.93 0.18 0.19 0.26
36 0.0 16.4 0.99 0.08 0.08 0.26
17 0.0 18.0 0.98 0.08 0.11 0.18
36 0.5 4.9 0.74 0.28 0.40 0.29
88 0.5 6.7 0.72 0.21 0.43 0.23
89 0.5 9.2 0.69 0.14 0.46 0.15
25 0.5 17.1 0.66 0.09 0.49 0.10
85 0.5 19.6 0.68 0.06 0.47 0.07
26 0.5 22.0 0.65 0.05 0.50 0.06
Notes: “No,” is the number of simulated sources
in the bin, excluding outliers. The column labeled
φ in Table 5 gives the FWHM of the simulated
source, while “FWHM” gives the equivalent circu-
lar Gaussian half-power diameter corresponding to
the bin average ratio, and “err” is the estimated 1
σ error of “FWHM”.
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Fig. 7.— Like Figure 3, but for artificial sources added to the data and imaged. The abscissa is the model
SLp . The upper plot has point sources, while the lower has circular Gaussians of 0 .
′′5 FWHM. Bin averages
and rms deviations of the population are shown by the black vertical bars.
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range of source effective sizes. The simulated
source results will include all of the noise and
image processing artifacts suffered by the real
sources, except for calibration and antenna point-
ing errors. The bulk of the sources not detected at
the higher resolution are at the lower flux densi-
ties and are likely not detected due to sensitivity.
The following is a general analysis of the source
population at these flux density levels.
The real sources in the well-sampled range of
10–50 µJy beam−1 have a typical population rms
σpop = 0.26 in this ratio (Table 4). The simulated
sources in Table 5 typically have σpop = 0.10 in
this peak brightness range for both point and 0 .′′5
circular Gaussians. The expected ratio for a 0 .′′5
Gaussian is SHp /S
L
p = 0.65 and for a point source
is SHp /S
L
p = 1.0. The difference between the real
and simulated source samples is that a range of
sizes is expected for the real sources, whereas the
simulations used only a single source size. The dif-
ference in the scatter of the peak brightness ratios
between real and simulated sources is consistent
with this expectation.
Thus the scatter in SHp /S
L
p is significantly less
than the difference between an unresolved and
a 0 .′′5 source. This means that the real source
size distribution must be relatively tightly clus-
tered about the typical φ ≈ 0 .′′3 equivalent circular
Gaussian. Assuming the measured σpop values are
the rms scatter of a Gaussian distributed popula-
tion, a simple analysis of the ratio statistics gives a
distribution with a mean value of 〈φ〉 = 0 .′′3±0 .′′1
and an rms scatter . 0 .′′3 of the distribution.
9. FIR/radio correlation
The positions of radio sources in Table 2
brighter than 5σ were examined in deep Herschel
λ = 160µm images (Oliver et al. 2012). The Her-
schel image is confusion limited, so only sources
brighter than 5 times the 0.4µJy pixel−1 rms noise
were considered real. Aperture photometry was
performed on the 160µm image by summing all
pixels within a radius of three pixels and multiply-
ing by 1.195. This correction factor was derived
by a comparison on the brightest source in the
field with a much larger aperture. The results are
shown in Figure 8, with upper limits indicated
by the hatched areas. The bulk of the sources
with 160µm detections are within a fairly narrow
range of log[〈S(160µm)/S(3GHz)] = 2.3 in the
observer’s frame, or log[〈S(80µm)/S(1.5GHz)] =
2.3 in the source frame at z ∼ 1, indicating that
most obey the FIR/radio correlation typical of
star-forming galaxies.
10. Polarization
The A-configuration data were imaged in
Stokes I, Q, and U. Sources with polarized emis-
sion in excess of twice the polarized rms after bias
correction are listed in Table 6. Three have FR
I/II morphologies, but another three are either
unresolved or marginally resolved. Few sources
were bright enough that a 1% polarization could
have been detected.
11. Extended Sources
Six sources are sufficiently complex that they
are not adequately described by a superposition
of Gaussian components. They all appear to be
AGN-driven FR I and FR II sources. They are
summarized in Table 7.
12. Discussion
The median size derived for the faint source
population is consistent with that expected for
a population dominated by star-forming galaxies.
The “effective radius” re of a galaxy is the radius
enclosing half the emitted radiation. For an ex-
ponential disk, re ≈ φ/2.43 (Murphy et al. 2017),
so our star-forming galaxies have 〈re〉 ≈ 0 .
′′12 ≈
1 kpc for z ∼ 1. This is somewhat larger than the
〈re〉 = 0 .
′′069± 0 .′′013 reported by (Murphy et al.
2017), whose ν = 10 GHz sources have a larger
thermal fraction and are less broadened by cosmic-
ray diffusion, and which were selected from an im-
age with higher resolution (θ = 0 .′′22). On the
other hand, our effective radius agrees well with
the stacked Hα emission-line effective radius for
high-mass galaxies at z ∼ 1.4, after it was cor-
rected for dust extinction (Nelson et al. 2016).
The sources in this study have a slightly smaller
median angular size than galaxies selected at
submm wavelengths, for sizes measured with
ALMA observations in the far-infrared or with
the VLA at 3 GHz. Hodge et al. (2016) estimated
a mean effective radius 〈re〉 = 1.8 ± 0.2 kpc of
dust emission at 345 GHz in 16 submm galax-
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Table 6: Polarized sources
J2000 α J2000 δ I P EVPA Comment
µJy beam−1 µJy beam−1 ◦
10 45 25.972 58 58 45.06 8.3 ± 0.9 3.7 ± 1.7 +1.8 ± 9.4 Weak, isolated
10 45 39.783 58 57 29.80 493 ± 16 14.4 ± 6.0 +5.1 ± 4.4 Part of FR I
10 45 48.960 58 54 07.86 8.8 ± 1.2 5.9 ± 2.4 +89.8 ± 8.3 Extended AGN
10 46 16.140 59 04 30.02 29.5 ± 1.2 3.8 ± 1.6 −38.9 ± 8.4 Isolated, small
10 46 23.967 59 06 10.12 178 ± 7 30 ± 9 −29.3 ± 2.9 FR II N Lobe
10 46 24.494 59 04 48.44 73.7 ± 4.0 9.3 ± 3.0 −67.4 ± 5.0 FR II S Lobe
10 46 24.847 59 04 45.97 3979 ± 126 592 ± 9 +0.1 ± 0.1 FR II S Lobe
10 46 44.540 59 01 16.26 207 ± 7 12.3 ± 2.6 −18.1 ± 3.7 Isolated, small
Notes: I is the Stokes I peak flux density followed by its rms error, P is the polarized peak flux density
(
√
Q2 + U2) followed by its error, and EV PA is the electric field position angle measured east from north.
18
ies at 〈z〉 ∼ 2.5, and Simpson et al. (2015) found
〈re〉 = 1.2± 0.1 kpc for 52 submm-selected galax-
ies, also at 345 GHz. Miettinen et al. (2017) re-
ported a mean Gaussian FWHM size 4.6±0.4 kpc
(corresponding to 〈re〉 ≈ 1.9 kpc) at 3 GHz for a
sample of 115 submm-selected galaxies detected
in the COSMOS VLA radio survey (Smolcˇic´ et al.
2017). However, all three of these studies are
dominated by submm-selected galaxies with sig-
nificantly higher redshifts and star-formation rates
than the radio-selected objects in this paper:
〈z〉 ∼ 2.5 and 〈LFIR〉 ∼ 4 × 10
12L⊙ for the
submm-selected galaxies, versus 〈z〉 ∼ 1 and
〈LFIR〉 ∼ 1×10
11L⊙ for the faint radio sources dis-
cussed here. Thus the size differences are broadly
consistent with an extrapolation of the re–LFIR
relation of Fujimoto et al. (2017) to lower FIR
luminosities.
13. Summary
A catalog of 792 radio sources at 3 GHz was
derived from sensitive (σ ≈ 1 µJy beam−1) VLA
S-band (2 < ν < 4 GHz) images having 3′′ and
0 .′′66 resolution. The reliability of the source de-
tections was evaluated and is supported by identi-
fications with IR sources from the Spitzer observa-
tions described in Mauduit et al. (2012). Because
97.7% of the radio sources have IR counterparts,
the reliability of sources in the catalog should be
& 98%. The strong FIR/radio correlation between
the flux densities the radio detections and their far
IR counterparts shown in Figure 8 suggests that
the radio sources are dominated by star formation.
Polarized radio emission was detected in only six
Table 7: Extended Sources.
J2000 α J2000 δ LAS S .
′′ µJy
10 45 37.189 59 09 45.48 2.8 397
10 45 39.783 58 57 29.79 12.1 1877
10 45 49.226 58 54 12.59 6.7 392
10 46 24.005 59 05 22.29 86.4 8617
10 46 33.215 58 58 15.42 2.4 239
10 46 38.337 58 54 20.31 17.4 575
Notes: LAS is the largest angular size, S is the
integrated flux density.
source components.
The typical source size was estimated from the
statistics of the ratio SHp /S
L
p of peak flux densities
at 0 .′′66 and 3′′ resolutions. 92% of the sources de-
tected at the lower resolution were also detected
in the high-resolution image. Most of the non-
detections are at the lowest flux densities, hence
likely due to resolution and limited brightness sen-
sitivity. Both Figures 3 and 4, as well as Table 4,
show that at peak sky flux densities high enough
that the distribution is not truncated by sensitiv-
ity (∼ 20µJy beam−1) the distribution is centered
on a ratio corresponding to a source with a circular
Gaussian FWHM 〈φ〉 = 0 .′′3 ± 0 .′′1. The scatter
is larger than at corresponding flux densities of
simulated point or 0 .′′5 FWHM sources, indicat-
ing a range of intrinsic source sizes, with a few
completely resolved at the higher resolution. The
rms scatter in the SHp /S
L
p ratios of real sources is
less than the difference in the ratios expected for
unresolved and circular Gaussians of 0 .′′5 FWHM;
thus, the scatter about the typical size is fairly
small. Table 5 gives the analysis for the simulated
sources and suggests that the sizes are slightly un-
derestimated. A simple analysis of the ratio statis-
tics gives a distribution of the equivalent circular
Gaussian FWHM, with a median 〈φ〉 = 0 .′′3± 0 .′′1
and a population size scatter σpop . 0 .
′′3.
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