Shortcut Scheme for One-Step Implementation of a Three-Qubit
  Nonadiabatic Holonomic Gate by Huang, Bi-Hua et al.
ar
X
iv
:1
81
2.
09
51
3v
1 
 [q
ua
nt-
ph
]  
22
 D
ec
 20
18
Shortcut scheme for one-step implementation of a three-qubit nonadiabatic holonomic
gate
Bi-Hua Huang1,2, Yi-Hao Kang1,2, Zhi-Cheng Shi1,2, Jie Song3, and Yan Xia1,2,∗
1Department of Physics, Fuzhou University, Fuzhou 350116, China
2Fujian Key Laboratory of Quantum Information and Quantum Optics (Fuzhou University), Fuzhou 350116, China
3Department of Physics, Harbin Institute of Technology, Harbin 150001, China
Nonadiabatic holonomic quantum computation has attracted increasing interest because of its
robustness. In this paper, based on the shortcuts to adiabaticity (STA), we propose a scheme to
construct a three-qubit nonadiabatic holonomic gate in a cavity quantum electrodynamics system.
In the scheme, the three-qubit holonomic gate is implemented in a single step. Besides, numerical
simulations show that the constructed holonomic quantum gate holds the characteristics of high-
fidelity, decoherence-resistance and error-immunity.
I. INTRODUCTION
The key step for implementing effective quantum com-
putation is to construct robust quantum gates [1]. Re-
cently, researchers have shown that one promising ap-
proach for realizing the resilient quantum gate is holo-
nomic quantum computation (HQC) [2–5]. Gener-
ally, in HQC, the information is encoded in a degen-
erated eigenspace of the parameter-dependent Hamilto-
nian, then by driving the system along an adiabatic loop
in the parameter space, a holonomic gate can be con-
structed [2–5]. Since HQC is based on non-Abelian ge-
ometric phases [6–8], it is robust against certain types
of control errors [4, 18]. Applications of adiabatic holo-
nomic gates have also been presented with quantum dots
[9], superconducting qubits [10], and trapped ions [11].
Although the robustness merit of the adiabatic HQC
[12–15], the adiabaticity brings an unfavorable factor:
the time scale for the adiabatic evolution is long which
may make the system vulnerable to decoherence. To
overcome the disadvantage, quantum computation based
on nonadiabatic and non-Abelian geometric phase, i.e.,
nonadiabatic HQC (NHQC), has been proposed [16, 17].
Due to its robustness against control errors and high-
speed, NHQC quickly attracts much attention [18–23].
Consider an M -dimensional quantum system governed
by Hamiltonian H(t) and an N -dimensional subspace
S(t) spanned by a set of orthonormal basis states
{|χl(t)〉 (l = 1, ..., N)} with |χl(t)〉 satisfying i|χ˙l(t)〉 =
H(t)|χl(t)〉. Researchers [16–18] point out, when the
system is initially in subspace S(0), after the evolution
time T , the evolution operator U(T ) of the system would
be a holonomic matrix acting on S(0) if the following
two conditions are satisfied: (i)
∑N
l=1 |χl(T )〉〈χl(T )| =∑N
l=1 |χl(0)〉〈χl(0)|; (ii) 〈χl(t)|H(t)|χl′ (t)〉 = 0 (l, l′ =
1, ..., N). That is, as long as conditions (i) and (ii) are
satisfied, quantum holonomy can also arise for a nonadi-
abatic evolution.
In recent years, to fulfill the conditions (i-ii), a vari-
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ety of schemes for realizing fast and error-resistant quan-
tum computation has been raised [24–35]. Among these
scenarios, we notice that schemes [33–35] using the tech-
nique of “shortcuts to adiabaticity” (STA) [36–44] are
attractive. In STA, researchers design time-dependent
Hamiltonian to drive the system evolve along a nona-
diabatic path from a given initial state to a prescribed
final state in a fast and robust manner. Asides from the
application in quantum computation [33–35], the STA
technique is also applied in fields like fast entanglement
generation [45, 46], fast population transfer [47–49], and
others [50–57]. In addition, some experimental applica-
tions for STA have been reported [58–60]. Usually, the
techniques of designing shortcuts include transitionless
quantum driving [38–40], “fast-forward” scaling [43], and
inverse engineering based on Lewis-Riesenfeld invariants
[44, 61]. Recently, other methods [62–66] have also been
put forward to improve or extend the STA. For example,
Baksic et al. [65] have proposed to significantly speed up
adiabatic state transfers by using dressed states. Chen
et al. [66] have raised an easy to get Hamiltonian to
accelerate the evolution of the system.
On the other hand, although it is known that any quan-
tum gate operation in quantum computation can be per-
formed only with a sequence of one- and two-qubit uni-
tary gates [67, 68], this generic construction usually be-
comes complicated when the number of qubits increases.
Therefore, single-step multiqubit quantum gates seem at-
tractive in practice. In this respect, we note that cur-
rently many researches focus on one- and two-qubit holo-
nomic gates [26–30, 33], single-step N -qubit (N ≥ 3)
holonomic gate is still a relatively new issue deserved
investigation. In view of this, and inspired by the con-
cepts of NHQC and STA, we develop a scheme to im-
plement a one-step three-qubit nonadiabatic holonomic
quantum gate in a cavity QED system. In the scheme,
firstly, we utilize the shortcut technique of using dressed
states [65] to inversely design a shortcut Hamiltonian.
Secondly, based on the designed shortcut, a three-qubit
nonadiabatic holonomic quantum gate is presented in a
single step. Then, to investigate the practical feasibility
of the proposed quantum gate, numerical simulations are
performed. The results indicate that the proposed holo-
2nomic gate has a high fidelity and is robust against the
decoherences and the fluctuations of the control param-
eters.
The paper is organized as follows. In Sec. II, we intro-
duce the constructing method for inversely engineering
the time-dependent Hamiltonian of a quantum system.
In part A of Sec. III, we scrutinize the physical model
for implementing a three-qubit nonadiabatic holonomic
gate and give the effective Hamiltonian of the system. In
part B of Sec. III, we detail the construction of the target
nonadiabatic holonomic gate via STA. In Sec. IV, as an
illustration, we numerically investigate the performance
of the three-qubit Toffoli gate scheme in the presence of
the control parameters’ variations and decoherence. Con-
clusions are given in Sec. V.
II. INVERSE HAMILTONIAN ENGINEERING
VIA DRESSED STATES SCHEME
In this section, for the sake of clarity, we briefly review
the shortcut technique of using dressed states (for brief,
we call it dressed-state-based shortcuts and abbreviate
it as DSBS) [65], and apply the technique to inversely
design the Hamiltonian of a three-level system.
Consider the original Hamiltonian of a quantum sys-
tem is H0(t), the goal is driving the system evolve from
some initial state |ψi〉 to the target state |ψf 〉. The adi-
abatic passage achieves this goal by imposing adiabatic
conditions so that the system can evolve along a cer-
tain instantaneous state of H0(t). To free the evolution
from adiabatic conditions and accelerate, the DSBS in-
troduces a modification to the original HamiltonianH0(t)
as Hm(t) = H0(t)+Hc(t), so that when driven by Hm(t),
the system will evolve along a new path to attain the
same target as the desired adiabatic path does.
Assume {|ϕk(t)〉} are the instantaneous eigenstates
of H0(t) with eigenvalues {Ek(t)}: H0(t)|ϕk(t)〉 =
Ek(t)|ϕk(t)〉. First, we define a picture transformation
U(t) =
∑
k |ϕk〉〈ϕk(t)|, where {|ϕk〉} is a set of time-
independent states independent of {|ϕk(t)〉}. U(t) is de-
signed to move to a frame where the adiabatic states
{|ϕk(t)〉} are time-independent. In the adiabatic picture
defined by U(t), the modified Hamiltonian becomes
HU (t) = U(t)H0(t)U
†(t) + U(t)Hc(t)U
†(t) + iU˙(t)U †(t)
=
∑
k
Ek(t)|ϕk〉〈ϕk|+ U(t)Hc(t)U †(t) + iU˙(t)U †(t).
(1)
Second, we define another unitary transformation V (t) =∑
k |ξ˜k〉〈ξ˜k(t)|, where {|ξ˜k(t)〉} is a set of time-dependent
dressed states in the adiabatic picture, {|ξ˜k〉} is a set of
time-independent states. Then, moving from the adia-
batic picture to the new picture defined by V (t), we have
HV (t) = V (t)HU (t)V
†(t) + iV˙ (t)V †(t)
= V (t)H0(t)V
†(t) + V (t)U(t)Hc(t)U
†(t)V †(t)
+ iV (t)U˙ (t)U †(t)V †(t) + iV˙ (t)V †(t). (2)
According to DSBS, if an appropriate pair of operators
{Hc(t), V (t)} is selected to make HV (t) be diagonal, i.e.,
HV (t) =
∑
k αk(t)|ξ˜k〉〈ξ˜k|, it means that in the adia-
batic picture the transitions among {|ξ˜k(t)〉} are inhib-
ited. Then, back to the original picture, the transitions
among states {|ξk(t)〉 = U †(t)|ξ˜k(t)〉} are inhibited too.
Thus, if we choose |ξk(t)〉 as the evolution path to real-
ize the desired goal, a shortcut is built up. To ensure
the desired goal, the unitary operator V (t) and the evo-
lution state |ξk(t)〉 should satisfy: V (ti) = V (tf ) = 1,
|ξk(ti)〉 = |ψi〉, |ξk(tf )〉 = |ψf 〉, where ti and tf are
the initial and final time, respectively. Note that, when
V (t) = 1 and Hc(t) = iU˙(t)U
†(t), according to Eq. (1),
HU (t) is diagonal in the adiabatic picture. In this case,
the shortcut evolution state is |ϕk(t)〉. And this is just
the shortcut constructed by transitionless quantum driv-
ing [38–40]. Ref. [37] has pointed out, this kind of Hc(t)
sometimes might cause problems in realizing the com-
pleted Hamiltonian Hm(t) in practice.
Consider the Hamiltonian of a three-level quantum sys-
tem is (h¯ = 1)
H0(t) = Ω1(t)|1〉〈3|+Ω2(t)|2〉〈3|+H.c., (3)
where Ω1(t) and Ω2(t) are arbitrary real functions of
time. Parameterizing Ω1(t) and Ω2(t) as Ω1(t) =
Ω(t) sin θ(t) and Ω2(t) = Ω(t) cos θ(t) with Ω(t) =√
Ω21 +Ω
2
2, the instantaneous eigenstates of H0(t) are
|ϕ0(t)〉 = cos θ(t)|1〉 − sin θ(t)|2〉,
|ϕ±(t)〉 = 1√
2
[sin θ(t)|1〉+ cos θ(t)|2〉 ± |3〉]. (4)
We define two picture transformations: U(t) =∑
n=0,± |ϕn〉〈ϕn(t)| and V (t) = exp[iβ(t)Mx], where
{|ϕn〉} is a set of time-independent states, Mx = (|ϕ−〉−
|ϕ+〉)〈ϕ0|/
√
2, and β(t) is a time-dependent parameter.
Then following the shortcut construction of DSBS, we
could inversely design a shortcut as
Hm(t) = H0(t) +Hc(t)
= Ω1m(t)|1〉〈3|+Ω2m(t)|2〉〈3|+H.c., (5)
where
Ω1m(t) = −θ˙ sin θ cotβ − β˙ cos θ,
Ω2m(t) = −θ˙ cos θ cotβ + β˙ sin θ. (6)
3The corresponding evolution states of the system are
|ξ0(t)〉 = cos θ cosβ|1〉+ i sinβ|3〉 − sin θ cosβ|2〉,
|ξ1(t)〉 = 1√
2
eiςt[(sin θ + i cos θ sinβ)|1〉+ i
√
2 cosβ|3〉
+ (cos θ − i sin θ sinβ)|2〉],
|ξ2(t)〉 = 1√
2
e−iςt[(sin θ − i cos θ sinβ)|1〉 − i
√
2 cosβ|3〉
+ (cos θ + i sin θ sinβ)|2〉], (7)
where ς = − ∫ t0 θ˙sin βdt′. The derivation of Eqs. (5-7) is
listed in Appendix A.
In short, for a three-level system whose Hamiltonian
possesses the similar form as that in Eq. (3), we could
inversely design the shortcut by Eq. (5), and the corre-
sponding evolution state could be either one of {|ξk(t)〉}
in Eq. (7).
III. INVERSE DESIGN SHORTCUT TO
IMPLEMENT A THREE-QUBIT
NONADIABATIC HOLONOMIC GATE
A. Theoretical model and the effective
Hamiltonian
FIG. 1: Schematic setup of cavity-atom-fiber combined
system. Three identical atoms 1, 2, and 3 are respectively
trapped in three separated cavities C1, C2, and C3, which are
linked by two fibers f1 and f2, respectively.
The schematic setup for constructing a three-qubit
nonadiabatic holonomic gate is shown in Fig. 1. Three
identical atoms (denoted as 1, 2, and 3) are trapped in
three distributed linearly arranged optical cavities C1,
C2, and C3, respectively. The cavities are bi-mode and
connected by two short optical fibers f1 and f2, in which
polarizers P1 and P2 are inserted in close proximity to
C2, respectively. The P1 allows the left-circularly photon
to pass and forbids the right-circularly photon, while the
P2 allows the right-circularly photon to pass and forbids
the left-circularly photon [69, 70]. Atom 1 and atom 2
have one excited state |e〉 and three ground states |gl〉,
|gr〉, and |f〉. Atom 3 has one excited state |e〉 and three
ground states |gr〉, |a〉, and |f〉. The atomic transition
|gl〉1(2) ↔ |e〉1(2) (|gr〉3(2) ↔ |e〉3(2)) is coupled reso-
nantly to the left-circularly (right-circularly) polarized
cavity mode with coupling λl (λr). Atomic transition
|f〉1 ↔ |e〉1 is resonantly driven by classical field Ω1(t),
and atomic transition |a〉3 (|f〉3) ↔ |e〉3 is resonantly
driven by Ω3a(t) (Ω3f (t)).
In the short-fiber limit, i.e., Lν/(2pic) ≪ 1 (L is the
length of the fibers, ν is the decay rate of the cavity
field into a continuum of fiber modes and c is the speed
of light), only one resonant mode of the fiber interacts
with the cavity mode [71]. Then, under the rotating-
wave approximation (RWA), the interaction Hamiltonian
for this system reads (h¯ = 1)
HI = HI0 +Hal, HI0 = Hac +Hcf ,
Hal = Ω1(t)|e〉1〈f |+Ω3f (t)|e〉3〈f |+Ω3a(t)|e〉3〈a|+H.c.,
Hac =
2∑
k=1
λlk|e〉k〈gl|alk +
3∑
k=2
λrk|e〉k〈gr|ark +H.c.,
Hcf = υ1b
†
1(al1 + al2) + υ2b
†
2(ar1 + ar2) + H.c., (8)
where alk (ark) is the annihilation operator for the left-
circularly (right-circularly) polarized mode of cavity Ck,
and b†1(2) is the creation operator of the resonant mode of
fiber f1(2). For simplicity, we assume λl1 = λl2 = λr1 =
λr2 = λ and υ1 = υ2 = υ.
In the scheme, the quantum information is encoded
in the subspace {|gl〉1, |gr〉1, |gl〉2, |gr〉2, |a〉3, |f〉3} of the
atoms 1, 2, and 3. For brevity, hereafter, we use the
simplified notations |x, y, z〉 for |x, y, z〉1,2,3 ⊗ |0〉cav ⊗
|0〉fib, and |x, y, z〉|1h〉s for only cavity s or fiber s
containing an h-circularly polarized photon. There-
fore, the computational basis states are spanned by
Z0 = {|gl, gl, a〉, |gl, gl, f〉, |gl, gr, a〉, |gl, gr, f〉, |gr, gl, a〉,
|gr, gl, f〉, |gr, gr, a〉, |gr, gr, f〉}. We assume Ω3f (t) =
Ω3(t) sinϑ and Ω3a(t) = Ω3(t) cosϑ, where ϑ is supposed
to be a time-independent parameter. Defining |+〉3 =
sinϑ|f〉3 + cosϑ|a〉3 and |−〉3 = cosϑ|f〉3 − sinϑ|a〉3,
Hamiltonian Hal is simplified as
Hal = Ω1(t)|e〉1〈f |+Ω3(t)|e〉3〈+|+H.c.. (9)
Therefore, it is convenient to investigate the gate scheme
in the computational basis states spanned by Z± =
{Z+,Z−} with Z+(Z−) = {|x, y,+(−)〉, (x, y = gl, gr)}.
Obviously, the basis states in subspace Z− are decou-
pled from Hamiltonian HI , they do not evolve. If the
system is initially in subspace Z+, when the condition
Ω1(3)(t)≪ (λ, υ) is fulfilled, the effective Hamiltonian is
derived as
Heff = Ω˜3(t)|gl, gr,+〉〈ψ3|+ Ω˜1(t)|f, gl, gr〉〈ψ3|+H.c.,
(10)
with the effective Rabi frequency
Ω˜1(3)(t) = N3Ω1(3)(t), N3 =
υ√
3υ2 + 2λ2
, (11)
4and
|ψ3〉 = N3(|gl, gr, e〉 − λ
ν
|gl, gr, gr〉|1r〉f2 + |gl, e, gr〉
− λ
ν
|gl, gl, gr〉|1l〉f1 + |e, gl, gr〉).
(12)
The derivation of Eqs. (10-12) is listed in Appendix B.
Since Heff in Eq. (10) has the similar form as the
Hamiltonian in Eq. (3), we could use the shortcut method
raised in section II to inversely design the pulses Ω1(3)(t)
as
Ω1(t) =
1
N3
(θ˙ cos θ cotβ − β˙ sin θ),
Ω3(t) =
1
N3
(θ˙ sin θ cotβ + β˙ cos θ). (13)
B. Implementation of a one-step three-qubit
nonadiabatic holonomic gate
In the following, we assume the initial time is t = 0 and
the final time is t = T . If we could realize a quantum
gate operation
Ug =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 −1


, (14)
in subspace Z± with the basis order {|gl, gl,−〉, |gl, gl,+〉,
|gr, gl,−〉, |gr, gl,+〉, |gr, gr,−〉, |gr, gr,+〉, |gl, gr,−〉,
|gl, gr,+〉} at t = T , then back to the original sub-
space Z0 with basis order {|gl, gl, a〉, |gl, gl, f〉, |gr, gl, a〉,
|gr, gl, f〉, |gr, gr, a〉, |gr, gr, f〉, |gl, gr, a〉, |gl, gr, f〉}, we
obtain
Ug(ϑ) =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 − cos 2ϑ − sin 2ϑ
0 0 0 0 0 0 − sin 2ϑ cos 2ϑ


. (15)
For ϑ = −pi4 , Ug(ϑ) becomes
Ug(−pi
4
) =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


, (16)
which is a Toffoli gate [72, 73]. When ϑ = pi2 , a controlled
three-qubit phase gate is realized
Ug(
pi
2
) =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 −1


. (17)
To obtain the gate operation Ug shown in Eq. (14),
we analyse the dynamics of the system. Since states in
Z− are decoupled from HI , they do not evolve. For the
states in subspace Z+, when Ω1(3)(t)≪ (λ, υ), according
to the effective Hamiltonian Heff in Eq. (10), only the
state |gl, gr,+〉 will evolve. As Heff possesses the similar
form as the Hamiltonian in Eq. (3), according to section
II, we can choose |ξ0(t)〉 as the evolution state of the
system. Here, |ξ0(t)〉 has the form as
|ξ0(t)〉 = cos θ cosβ|gl, gr,+〉 − sin θ cosβ|f, gl, gr〉
+ i sinβ|ψ3〉. (18)
By setting the boundary conditions:
θ(0) = 0, θ(T ) = −pi, β(0) = 0, β(T ) = 0, (19)
we obtain |ξ0(0)〉 = |gl, gr,+〉 and |ξ0(T )〉 = −|gl, gr,+〉
in time interval [0, T ]. That is, by designing pulses in
Eq. (13) with the boundary conditions in Eq. (19), the
quantum gate Ug given in Eq. (18) is realizable.
Besides, according to the above discussion, it is not
difficult to find that the conditions (i-ii) are satisfied in
time interval [0, T ]:
(i)
8∑
l=1
|χl(T )〉〈χl(T )| =
8∑
l=1
|χl(0)〉〈χl(0)|,
(ii) 〈χl(t)|Heff(t)|χl′ (t)〉 = 0, (l, l′ = 1, ..., 8), (20)
where |χ1(t)〉 = |ξ0(t)〉 and {|χl(t)〉 (l = 2, ..., 7)} are the
states in subspace Z± except the state |gl, gr,+〉.
In the following, as an illustration, we design pulses
with the boundary conditions shown in Eq. (19). For
simplicity, we choose λ = υ for discussion. According to
Eq. (13), the inversely designed pulses are
Ω1(t) =
√
5(θ˙ cos θ cotβ − β˙ sin θ),
Ω3(t) =
√
5(θ˙ sin θ cotβ + β˙ cos θ). (21)
To satisfy the boundary conditions shown in Eq. (19) as
well as avoid the singularity of the expression for each
pulse, as an example, we select Trigonometric functions
to fit the boundary conditions and the corresponding θ(t)
and β(t) are set as
θ(t) = −pi[2 + cos(pit
T
)] sin4(
pit
2T
),
β(t) = A sin2(
2pit
T
), (22)
5where A is a time-independent parameter which controls
the maximal value of β(t). If we set 0 < A < pi/2, when
A decreases, according to Eqs. (18) and (22), the popula-
tion of the intermediate state |ψ3〉 also decreases, which
may be useful for depressing the effects of dissipation.
On the other hand, according to Eqs. (21) and (22), we
know that Ω1(3)(t) is strongly related with T and A. To
well satisfy the condition (λ, υ) ≫ Ω1(3)(t) and choose
apposite T and A, we investigate the fidelity with T and
A, respectively. For a quantum gate operation, it is im-
portant that the gate fidelity is independent of the input
state in the strict sense, therefore, we use the average
effective fidelity [74, 75]
F e =
1
8pi3
∫ 2pi
0
dµ1
∫ 2pi
0
dµ2
∫ 2pi
0
dµ3Fe(µ1, µ2, µ3),(23)
with the fidelity for the effective dynamics defined as
Fe(µ1, µ2, µ3)= |〈ΨT (µ1, µ2, µ3)|Ue(T )|Ψ0(µ1, µ2, µ3)〉|2,
(24)
where
|Ψ0(µ1, µ2, µ3)〉
= sinµ1 sinµ2(sinµ3|gl, gr,+〉+ cosµ3|gl, gr,−〉)
+ sinµ1 cosµ2(sinµ3|gr, gr,+〉+ cosµ3|gr, gr,−〉)
+ cosµ1 sinµ2(sinµ3|gl, gl,+〉+ cosµ3|gl, gl,−〉)
+ cosµ1 cosµ2(sinµ3|gl, gr,+〉+ cosµ3|gl, gr,−〉),
(25)
is the initial state,
|ΨT (µ1, µ2, µ3)〉
= sinµ1 sinµ2(− sinµ3|gl, gr,+〉+ cosµ3|gl, gr,−〉)
+ sinµ1 cosµ2(sinµ3|gr, gr,+〉+ cosµ3|gr, gr,−〉)
+ cosµ1 sinµ2(sinµ3|gl, gl,+〉+ cosµ3|gl, gl,−〉)
+ cosµ1 cosµ2(sinµ3|gl, gr,+〉+ cosµ3|gl, gr,−〉),
(26)
is the final state after the gate operation Ug, and Ue(T )
is the evolution operator of the effective dynamics with
the designed Rabi frequencies Ω1(3) in Eq. (21).
In Fig. 2(a), we plot a contour image for the aver-
age effective fidelity F e with the full Hamiltonian HI in
Eq. (8). As seen from Fig. 2(a), a wide range of A and
λT is available for a relatively high F e. To get a high
F e with small value of λT and robustness against dissi-
pation, as seen from Fig. 2(b), we choose A = 0.55 for
illustration. Note that, other values are also available to
implement the scheme.
With A = 0.55, we plot the time dependence of the
pulses Ω1(t) and Ω3(t) by dotted-red lines in Fig. 3, re-
spectively. As seen from Fig. 3, when A = 0.55, the maxi-
mum of the pulses Ω1(3)(t) is Ω
M = max{Ω1(t),Ω3(t)} ≈
28/T . Note that, to well execute the scheme, the con-
dition (λ, υ) ≫ Ω1(3)(t) should be ensured to obtain
the effective Hamiltonian Heff, and the condition can
be replaced by (λ, υ) ≫ ΩM . As shown in Fig. 2(b),
F e ∼ 0.9999 when λ ≥ 120/T . That means even if
the condition (λ, υ)≫ ΩM is not well satisfied, one also
can get a high fidelity with the present scheme. Here,
we choose λ = 150/T for illustration. In realistic ex-
periments, the fabrication of various high-Q microcav-
ities is well developed [76, 77] and the strong coupling
λ ∼ 2pi × 750MHz between atom and cavity is available
in a toroidal microcavity [78], and the coupling strength
υ = λ is possible because υ can be controlled by adjust-
ing the reflectivity of the cavity mirror connected to the
fiber [71]. Therefore, the above choice of parameters is
available in experiments.
For the convenience of the experimental realization, we
engineer Gaussian and sin-shaped pulses to fit Ω1(t) and
Ω3(t), and obtain two substituted pulses Ω¯1(t) and Ω¯3(t)
plotted by solid-blue lines in Fig. 3, respectively. The
expressions of Ω¯1(t) and Ω¯3(t) are
Ω¯1(t) =
3
T
sin(
4pit
T
)− 20
T
sin(
2pit
T
),
Ω¯3(t) =
24.5
T
exp [−( t− 0.5T
0.22T
)2]. (27)
As seen from Fig. 3, the curve of Ω¯1(3)(t) coincides well
with that of Ω1(3)(t). To see the effectiveness of Ω¯1(3)(t),
we also examine 1 − Fe(µ1, µ2, µ3 = pi/20) versus µ1(2)
and 1 − Fe(µ1 = pi/20, µ2, µ3) versus µ2(3) with Ω¯1(3)(t)
in Fig. 4, respectively. As shown in Fig. 4, the infidelity
1−Fe is very small and varies little for different µ, which
demonstrates that the substitute Ω¯1(3)(t) used in the pro-
posed shortcut scheme is effective. Besides, we also show
that, with the pulses Ω¯1(t) and Ω¯3(t), the basis states in
subspace Z+ hardly evolve except state |gl, gr,+〉. In the
evolution, the population of state |gl, gr,+〉 is unchange
at t = 0 and t = T , while the phase changes pi. This point
also confirms the effectiveness of the present scheme. De-
tailed descriptions about this point are presented in Ap-
pendix C. Moreover, we can numerically show that the
present nonadiabatic gate is faster than adiabatic gate.
The detailed comparison is given in Appendix D.
IV. NUMERICAL SIMULATION AND
DISCUSSION
In this section, we numerically investigate the fea-
sibility of the present gate scheme. We take the
three-qubit Toffoli gate (ϑ = −pi/4) as an example.
The quantum information is encoded in the subspace
{|gl〉1, |gr〉1, |gl〉2, |gr〉2, |a〉3, |f〉3} and the compu-
tational basis states are {|gl, gl, a〉, |gl, gl, f〉, |gr, gl, a〉,
|gr, gl, f〉, |gr, gr, a〉, |gr, gr, f〉, |gl, gr, a〉, |gl, gr, f〉}. For
the sake of generality, the gate fidelity discussed here is
6FIG. 2: (a) Contour image for the average infidelity 1 − F¯e
versus A and λT . (b) The average infidelity 1− F¯e versus λT
for A = 0.55.
FIG. 3: Time dependence of Ω1(3)(t) and Ω¯1(3)(t).
also the average fidelity:
F to =
1
8pi3
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
dµ1dµ2dµ3Fto(µ1, µ2, µ3),
Fto(µ1, µ2, µ3) = |〈ΦT (µ1, µ2, µ3)|U(T )|Φ0(µ1, µ2, µ3)〉|2,
(28)
FIG. 4: The infidelity 1 − Fe(µ1, µ2, µ3) versus (a) µ1, µ2,
and µ3 = pi/20, (b) µ1 = pi/20, µ2, and µ3.
where
|Φ0(µ1, µ2, µ3)〉
= sinµ1 sinµ2(sinµ3|gl, gr, a〉+ cosµ3|gl, gr, f〉)
+ sinµ1 cosµ2(sinµ3|gr, gr, a〉+ cosµ3|gr, gr, f〉)
+ cosµ1 sinµ2(sinµ3|gl, gl, a〉+ cosµ3|gl, gl, f〉)
+ cosµ1 cosµ2(sinµ3|gl, gr, a〉+ cosµ3|gl, gr, f〉),
(29)
is the initial state of the system,
|ΦT (µ1, µ2, µ3)〉
= sinµ1 sinµ2(cosµ3|gl, gr, a〉+ sinµ3|gl, gr, f〉)
+ sinµ1 cosµ2(sinµ3|gr, gr, a〉+ cosµ3|gr, gr, f〉)
+ cosµ1 sinµ2(sinµ3|gl, gl, a〉+ cosµ3|gl, gl, f〉)
+ cosµ1 cosµ2(sinµ3|gl, gr, a〉+ cosµ3|gl, gr, f〉),
(30)
denotes the final state after the Toffoli gate operation
Ug(−pi4 ), and U(T ) is the evolution operator.
In a practical situation, it is natural to explore how
robust the scheme is under variations or noise. Thus, in
the following, we will test the scheme with simulations
7FIG. 5: (a) The average infidelity 1− F¯to of the Toffoli gate
versus δν/ν and δλ/λ. (b) The average infidelity 1 − F¯to of
the Toffoli gate versus δΩ¯M1(3)/Ω¯
M
1(3) and δT/T .
of the realistic situation. Firstly, we take into account
of the fluctuations of the control parameters caused by
imperfect operations. In the scheme, the main imperfect
variations are respectively δT , δΩ¯M1(3), δν, and δλ acted
on T , Ω¯M1(3), ν, and λ. Here Ω¯
M
1(3) is the abbreviation
of Ω¯M1 and Ω¯
M
3 , and Ω¯
M
1 (Ω¯
M
3 ) represents the maximum
of the pulse Ω¯1 (Ω¯3). δΩ¯
M
1 (δΩ¯
M
3 ) denotes the varia-
tion to Ω¯M1 (Ω¯
M
3 ). The average infidelities 1− F¯to as the
functions of (δν/ν, δλ/λ) and (δT/T, δΩ¯M1(3)/Ω¯
M
1(3)) are
shown in Figs. 5(a) and 5(b), respectively. As seen from
Fig. 5, it is evident that the scheme is insensitive to typi-
cal variations even on the scale of 10% of the parameters
T , ν, and λ, respectively. We can see from Fig. 5(b), the
amplitudes of the pulses influence a little bit. When the
amplitudes of the pulses decrease, the average infidelity
1−F¯to increases. Nevertheless, even when the amplitudes
change by up to 10%, the average infidelity 1− F¯to is still
∼ 10−3. Thus, the present Toffoli gate holds a good per-
formance on the disturbance of imperfect experimental
operations.
Besides imperfections from the control of the quantum
system, decoherence, arisen from the inevitable interac-
tion between the quantum system and environment, is
another main challenge in implementing robust quantum
gates. Here, the decoherence channels include the atomic
spontaneous emission, cavity decay, and fiber photon
leakage. In view of these factors, the whole system is
dominated by the master equation in the Lindblad form
[79]
ρ˙ = i[ρ,HI(t)] +
2∑
k=1
κfk
2
(2bkρb
†
k − b†kbkρ− ρb†kbk)
+
3∑
i=1
∑
j=f,gl ,gr,a
γij
2
(2S−ijρS
†
ij − S†ijS−ijρ− ρS†ijS−ij )
+
2∑
k=1
κck
2
(2alkρa
†
lk − a†lkalkρ− ρa†lkalk)
+
3∑
k=2
κck
2
(2arkρa
†
rk − a†rkarkρ− ρa†rkark), (31)
where S†ij = |e〉i〈j|, S−ij = |j〉i〈e|, γij is the atomic spon-
taneous emission rate of atoms, and κck (κfk) is the decay
rate of the kth cavity (fiber). For simplicity, we assume
that γij = γ, κck = κc, and κfk = κf . When the deco-
herence is considered, the fidelity of the Toffoli gate with
initial state |Φ0(µ1, µ2, µ3)〉 is derived as
Fto(µ1, µ2, µ3) = |〈ΦT (µ1, µ2, µ3)|ρ|Φ0(µ1, µ2, µ3)〉|2,
(32)
with ρ = ρ(µ1, µ2, µ3, T ) being the density operator of
the system at time T . The average fidelity F¯to can still
be calculated by using Eq. (28). In Fig. 6, we display the
average fidelity F¯to versus γ/λ, κc/λ, and κf/λ, respec-
tively. It turns out that: (i) the present Toffoli gate with
this set of parameters is robust. When the dissipation is
up to 0.01λ, F¯to is still higher than 0.986. (ii) among the
three dissipation factors, the atomic spontaneous emis-
sion influences a little bit. This is easy to understand by
the effective Hamiltonian Heff in Eq. (10) and the inter-
mediate state |ψ3〉 in Eq. (12). As seen from Eq. (12),
|ψ3〉 contains the excited states of all three atoms, there-
fore, the influence from dissipation of the atoms would
be greater than the other two factors. To obtain a higher
average fidelity, one possible way is to increase the inten-
sity of the pulses, thus the population of the intermediate
state |ψ3〉 would decrease.
V. CONCLUSION
In this paper, we have raised a scheme for one-step
implementation of a three-qubit nonadiabatic holonomic
gate by using the shortcuts to adiabaticity (STA). The
scheme combines the virtues of STA and nonadiabatic
holonomy. By simplifying the Hamiltonian of the sys-
tem to the effective Hamiltonian, two engineering pulses
have been designed to fulfill the target. Besides, numeri-
cal simulations have been performed, and the results have
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FIG. 6: Effects of the decoherence on the average fidelity F¯to:
each of the three curves denotes the average fidelity versus the
corresponding decoherence factor with the other two factors
are zero.
shown that a high-fidelity nonadiabatic holonomic gate is
realizable with a wide range of coupling strength and the
interaction time. Further, the numerical results also have
demonstrated that the presented quantum gate scheme
is robust against the decoherence and operational imper-
fections. We hope that our work may open up further
investigation towards the implementation of fast and ro-
bust quantum computation in the quantum-information-
processing.
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Appendix A
In this Appendix A, we show the derivation of Eqs. (5-
7). According to Eqs. (3) and (4), the Hamiltonian of
the three-level system is
H0(t) = Ω(t) sin θ(t)|1〉〈3|+Ω(t) cos θ(t)|2〉〈3|+ H.c.,
(A1)
and the instantaneous eigenstates of H0(t) are
|ϕ0(t)〉 = cos θ(t)|1〉 − sin θ(t)|2〉,
|ϕ±(t)〉 = 1√
2
[sin θ(t)|1〉+ cos θ(t)|2〉 ± |3〉]. (A2)
Transforming to the adiabatic picture defined by U(t) =∑
n=0,± |ϕn〉〈ϕn(t)|, where {|ϕn〉} is a set of time-
independent states, the Hamiltonian becomes
Ha0 (t) = U(t)H0(t)U
†(t) + iU˙(t)U †(t)
= Ω(t)Mz + θ˙My, (A3)
whereMx = (|ϕ−〉−|ϕ+〉)〈ϕ0|/
√
2+H.c.,My = i(|ϕ−〉+
|ϕ+〉)〈ϕ0|/
√
2 + H.c., and Mz = |ϕ+〉〈ϕ+| − |ϕ−〉〈ϕ−|.
Obviously, Ha0 (t) has off-diagonal matrix elements which
could cause undesirable nonadiabatic errors. To inhibit
the nonadiabatic errors, we make a modification to the
original Hamiltonian as
Hm(t) = H0(t) +Hc(t). (A4)
To find out appropriate Hc(t), firstly, in the adiabatic
picture defined by U(t), we have
HU (t) = U(t)Hm(t)U
†(t) + iU˙(t)U †(t)
= Ω(t)Mz + θ˙My + U(t)Hc(t)U
†(t). (A5)
Suppose HU (t) has the form as HU (t) = [gz(t) +
Ω(t)]Mz + [θ˙ + gy(t)]My + gx(t)Mx, where gx(t), gy(t),
and gz(t) are time-dependent parameters. According to
Eq. (A5), it is deduced that
Hc(t) = U
†(t)[gx(t)Mx + gy(t)My + gz(t)Mz ]U(t)
= [gz(t) sin θ − gx(t) cos θ]|1〉〈3|
+ igy(t)|1〉〈2|
+ [gz(t) cos θ + gx(t) sin θ]|2〉〈3|+H.c..
(A6)
It is better that Hc(t) possesses the same form as the
original Hamiltonian H0(t), so we set gy(t) = 0.
To determine the specific forms of gx(t) and gz(t), ac-
cording to DSBS, we introduce another unitary transfor-
mation [65]
V (t) = exp[iβ(t)Mx], (A7)
where β(t) is a time-dependent parameter. Then, in the
picture defined by V (t), the Hamiltonian HU (t) becomes
HV (t) = V (t)HU (t)V
†(t) + iV˙ (t)V †(t)
= V (t)[(gz +Ω)Mz + θ˙My + gxMx]V
†(t) + iV˙ (t)V †(t).
(A8)
Expressing V (t) as V (t) =
∑
k=0,1,2 |ξ˜k〉〈ξ˜k(t)|, where
{|ξ˜k〉} is a set of time-independent states and {|ξ˜k(t)〉}
is a set of time-dependent dressed states in the adiabatic
picture, we obtain
|ξ˜0(t)〉 = 1√
2
[i sinβ|ξ˜1〉+
√
2 cosβ|ξ˜0〉 − i sinβ|ξ˜2〉],
|ξ˜1(t)〉 = 1
2
[(1 + cosβ)|ξ˜1〉+ i
√
2 sinβ|ξ˜0〉+ (1 − cosβ)|ξ˜2〉],
|ξ˜2(t)〉 = 1
2
[(1 − cosβ)|ξ˜1〉 − i
√
2 sinβ|ξ˜0〉+ (1 + cosβ)|ξ˜2〉],
(A9)
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HV (t) = [(gz +Ω) cosβ − θ˙ sinβ](|ξ˜1〉〈ξ˜1| − |ξ˜2〉〈ξ˜2|)
+ {[i(gz +Ω) sinβ + iθ˙ cosβ + β˙ − gx]|ξ˜1〉〈ξ˜0|
+ [i(gz +Ω) sinβ + iθ˙ cosβ − β˙ + gx]|ξ˜2〉〈ξ˜0|
+H.c.}.
(A10)
To let HV (t) be a diagonal matrix, the coefficients of
|ξ˜1〉〈ξ˜0| and |ξ˜2〉〈ξ˜0| should equal to zero, so we obtain
gx(t) = β˙ and gz(t) = −Ω − θ˙ cotβ. Substituting gx(t)
and gz(t) into Eqs. (A1), (A4), and (A6), we have
Hm(t) = Ω1m(t)|1〉〈3|+Ω2m(t)|2〉〈3|+H.c., (A11)
with the modified pulses are
Ω1m(t) = −θ˙ sin θ cotβ − β˙ cos θ,
Ω2m(t) = −θ˙ cos θ cotβ + β˙ sin θ. (A12)
And, in the original picture, the evolution states can be
obtained as |ξk(t)〉 = U †(t)|ξ˜k(t)〉. By careful calculation,
we obtain
|ξ0(t)〉 = cos θ cosβ|1〉+ i sinβ|3〉 − sin θ cosβ|2〉,
|ξ1(t)〉 = 1√
2
eiςt[(sin θ + i cos θ sinβ)|1〉+ i
√
2 cosβ|3〉
+ (cos θ − i sin θ sinβ)|2〉],
|ξ2(t)〉 = 1√
2
e−iςt[(sin θ − i cos θ sinβ)|1〉 − i
√
2 cosβ|3〉
+ (cos θ + i sin θ sinβ)|2〉],
(A13)
where ς = − ∫ t0 θ˙sin β dt′.
Appendix B
In this appendix, we show the specific derivation of the
effective Hamiltonian Heff in Eq. (10). When the initial
states are the computational basis states in subspace Z±,
according to the full Hamiltonian HI in Eq. (8), states
in Z− = {|gl, gl,−〉, |gl, gr,−〉, |gr, gl,−〉, |gr, gr,−〉} are
decoupled from Hamiltonian HI , so they do not evolve.
For the states in subspace Z+ = {|gl, gl,+〉, |gl, gr,+〉,
|gr, gl,+〉, |gr, gr,+〉}, according to the full Hamiltonian
HI in Eq. (8), these four states evolve independently in
four independent subspaces. Therefore, we divide the full
evolution space into four subspaces so that HI is block-
diagonal on them. These four independent subspaces are:
(I) Z+1 = {|φ1〉 ∼ |φ11〉}:
|φ1〉 = |gl, gr,+〉, |φ2〉 = |gl, gr, e〉,
|φ3〉 = |gl, gr, gr〉|1r〉c3 , |φ4〉 = |gl, gr, gr〉|1r〉f2 ,
|φ5〉 = |gl, gr, gr〉|1r〉c2 , |φ6〉 = |gl, e, gr〉,
|φ7〉 = |gl, gl, gr〉|1l〉c2 , |φ8〉 = |gl, gl, gr〉|1l〉f1 ,
|φ9〉 = |gl, gl, gr〉|1l〉c1 , |φ10〉 = |e, gl, gr〉,
|φ11〉 = |f, gl, gr〉. (B1)
(II) Z+2 = {|φ12〉 ∼ |φ20〉}:
|φ12〉 = |gr, gr,+〉, |φ13〉 = |gr, gr, e〉,
|φ14〉 = |gr, gr, gr〉|1r〉c3 , |φ15〉 = |gr, gr, gr〉|1r〉f2 ,
|φ16〉 = |gr, gr, gr〉|1r〉c2 , |φ17〉 = |gr, e, gr〉,
|φ18〉 = |gr, gl, gr〉|1l〉c2 , |φ19〉 = |gr, gl, gr〉|1l〉f1 ,
|φ20〉 = |gr, gl, gr〉|1l〉c1 . (B2)
(III) Z+3 = {|φ21〉 ∼ |φ25〉}:
|φ21〉 = |gl, gl,+〉, |φ22〉 = |gl, gl, e〉,
|φ23〉 = |gl, gl, gr〉|1r〉c3 , |φ24〉 = |gl, gl, gr〉|1r〉f2 ,
|φ25〉 = |gl, gl, gr〉|1r〉c2 . (B3)
(IV) Z+4 = {|φ26〉 ∼ |φ30〉}:
|φ26〉 = |gr, gl,+〉, |φ27〉 = |gr, gl, e〉,
|φ28〉 = |gr, gl, gr〉|1r〉c3 , |φ29〉 = |gr, gl, gr〉|1r〉f2 ,
|φ30〉 = |gr, gl, gr〉|1r〉c2 . (B4)
The derivation of Heff is divided into two steps: first,
since HI in Eq. (8) is a block-diagonal matrix on sub-
spaces Z+1 ∼ Z+4, we rewrite HI as HI =
4⊕
j=1
HjI =
4⊕
j=1
(HjI0 + H
j
al) and express H
j
I0 in the matrix form in
the subspace Z+j ; next, we perform a unitary transfor-
mation U jI0 = e
iH
j
I0
t on HjI and obtain
HjIe = U
j
I0H
j
IU
j†
I0 + iU˙
j
I0U
j†
I0 = U
j
I0H
j
alU
j†
I0 . (B5)
For convenient description, hereafter, we use {|ψm〉}
and {ηm} (m = 1, 2, ..., 30) to represent the eigenstates
and eigenvalues of HjI0 in different subspaces. For ex-
ample, the subscript m = (1, ..., 11) corresponds to the
subspace Z+1, the subscript m = (12, ..., 20) corresponds
to the subspace Z+2. Note that {ηm} usually are the
functions of (λ, ν) except some of them are zero.
In the subspace Z+1, by rewriting H1I0 in the matrix
form, we obtain the eigenvalues
η1 = 0, η2 = 0, η3 = 0,
η4 = −
√
(λ2 + 2υ2 −B)/2, η5 =
√
(λ2 + 2υ2 −B)/2,
η6 = −
√
(3λ2 + 2υ2 −B)/2, η7 =
√
(3λ2 + 2υ2 −B)/2,
η8 = −
√
(λ2 + 2υ2 +B)/2, η9 =
√
(λ2 + 2υ2 +B)/2,
η10 = −
√
(3λ2 + 2υ2 +B)/2, η11 =
√
(3λ2 + 2υ2 +B)/2,
(B6)
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with B =
√
λ4 + 4υ4. Here, for brevity, we only list the
eigenstates with the corresponding eigenvalues equal to
0, such as eigenstates |ψ1〉, |ψ2〉, and |ψ3〉:
|ψ1〉 = |φ1〉, |ψ2〉 = |φ11〉,
|ψ3〉 = N3(|φ2〉 − λ
υ
|φ4〉+ |φ6〉 − λ
υ
|φ8〉+ |φ10〉),
(B7)
where N3 = υ/
√
3υ2 + 2λ2 is the normalization factor of
the eigenstate |ψ3〉.
Then, we rewrite H1I0 and {|φn〉 (n = 1, ..., 11)} with
the eigenstates {|ψm〉 (m = 1, 2, ..., 11)} as
H1I0 =
11∑
m=1
ηm|ψm〉〈ψm| =
11∑
m=4
ηm|ψm〉〈ψm|,
|φn〉 =
11∑
m=1
α(n)m |ψm〉, n = 1, 2, ..., 11, (B8)
where {α(n)m } are the corresponding expanding coeffi-
cients. Since H1al can be rewritten as
H1al = Ω3(t)|φ1〉〈φ2|+Ω1(t)|φ11〉〈φ10|+H.c., (B9)
thus, according to Eqs. (B5-B9), we deduce that
H1Ie = U
1
I0H
1
alU
1†
I0
= Ω3(t)[α
(2)
3 |ψ1〉〈ψ3|+
11∑
m=4
e−iηmtα(2)m |ψ1〉〈ψm|]
+ Ω1(t)[α
(10)
3 |ψ2〉〈ψ3|+
11∑
m=4
e−iηmtα(10)m |ψ2〉〈ψm|]
+ H.c., (B10)
where α
(2)
3 = α
(10)
3 = N3.
In the subspace Z+2, it is not difficult to find that, for
Hamiltonian H2I0, there is only one eigenstate |ψ12〉 =
|φ12〉 with eigenvalue η12 = 0. For brevity, the explicit
forms of ηm (m = 13, 14, ..., 20) are not presented. Fol-
lowing the routine given in the subspace Z+1, we rewrite
H2I0, H
2
al, and {|φn〉 (n = 13, 14, ..., 20)} as
H2I0 =
20∑
m=12
ηm|ψm〉〈ψm| =
20∑
m=13
ηm|ψm〉〈ψm|,
H2al = Ω3(t)|φ12〉〈φ13|+H.c.,
|φn〉 =
20∑
m=12
α(n)m |ψm〉, n = 12, 13, ..., 20, (B11)
where {α(n)m } are the corresponding expanding coeffi-
cients. Then we deduce
H2Ie = U
2
I0H
2
alU
2†
I0
= Ω3(t)
20∑
m=13
e−iηmtα(13)m |ψ12〉〈ψm|+H.c.. (B12)
With the similar routine as that in subspace Z+2 , in
subspaces Z+3 and Z+4, we will obtain
H3Ie = Ω3(t)
25∑
m=22
e−iηmtα(22)m |ψ21〉〈ψm|+H.c.,
H4Ie = Ω3(t)
30∑
m=27
e−iηmtα(27)m |ψ26〉〈ψm|+H.c..
(B13)
Since the non-zero {ηm} are the functions of λ and
υ as exemplified in Eq. (B6), therefore, if the condition
Ω1(3)(t) ≪ (λ, υ) is fulfilled, the terms which have coef-
ficients e−iηmt in Eqs. (B10), (B12), and (B13) can be
viewed as quick oscillating terms and ignored. Thus, the
Hamiltonian HIe =
4⊕
j=1
HjIe is simplified as
Heff = N3Ω3(t)|φ1〉〈ψ3|+N3Ω1(t)|φ11〉〈ψ3|+H.c.
= Ω˜3(t)|φ1〉〈ψ3|+ Ω˜1(t)|φ11〉〈ψ3|+H.c.,
(B14)
with the effective Rabi frequency
Ω˜1(3)(t) = N3Ω1(3)(t), N3 =
υ√
3υ2 + 2λ2
. (B15)
Appendix C
FIG. 7: Time-dependent population (solid red) and time-
dependent phase (dash blue) of the computational basis state
(a) |gl, gr,+〉; (b) |gr, gr,+〉; (c) |gl, gl,+〉; (d) |gr, gl,+〉. The
left y-axis indicates the population, and the right y-axis indi-
cates the phase.
In this Appendix C, with the pulses Ω¯1(3)(t) in
Eq. (27), we will numerically show that in the com-
putational basis subspace Z± = {|gl, gl,−〉, |gl, gl,+〉,
|gr, gl,−〉, |gr, gl,+〉, |gr, gr,−〉, |gr, gr,+〉, |gl, gr,−〉,
11
|gl, gr,+〉}, the gate operation in Eq. (14) can be well
implemented.
First of all, it is obvious that states {|gl, gl,−〉,
|gr, gl,−〉, |gr, gr,−〉, and |gl, gr,−〉} do not evolve since
they are decoupled from Hamiltonian HI in Eq. (8). In
Fig. 7, based on the pulses Ω¯1(3)(t) and the Hamilto-
nian HI in Eq. (8), we plot the temporal evolution of
the populations and the phases of the relevant computa-
tional states in Z+, respectively. As shown in Fig. 7(a),
if the initial state is |gl, gr,+〉, at the end of evolution,
the population of state |gl, gr,+〉 also reaches 1 (the solid
red line in Fig. 7(a)), but the phase changes pi (the dash
blue line in Fig. 7(a)). However, as shown in Fig. 7(b-d),
if the initial states are respectively |gr, gr,+〉, |gl, gl,+〉,
and |gr, gl,+〉, in the evolution, the populations of the-
ses states are almost unchanged and the corresponding
phases keep invariant. That is, these states hardly evolve
in the process.
Appendix D
To demonstrate that the present scheme is a shortcut
to adiabaticity one, we implement the gate operation Ug
in Eq. (14) with the adiabatic method. The starting point
is the effective Hamiltonian in Eq. (10)
Heff = Ω˜3(t)|gl, gr,+〉〈ψ3|+ Ω˜1(t)|f, gl, gr〉〈ψ3|+H.c..
(D1)
By choosing
Ω˜3(t) = Ω˜0(t) sin ζ(t), Ω˜1(t) = Ω˜0(t) cos ζ(t), (D2)
with Ω˜0(t) =
√
Ω˜3(t)2 + Ω˜1(t)2 and ζ(t) =
arctan(Ω˜3(t)/Ω˜1(t)), we can obtain the “dark state”
(zero-energy eigenstate) of Heff as
|Dk(t)〉 = cos ζ(t)|gl, gr,+〉 − sin ζ(t)|f, gl, gr〉. (D3)
To realize the gate operation Ug, it should guarantee
that the system is initially in the state |gl, gr,+〉 and
finally in −|gl, gr,+〉. As for standard adiabatic pas-
sage, so long as the adiabatic condition ζ˙(t) ≪ Ω˜0(t)
is satisfied, the system will remain in |Dk(t)〉 at all the
time. Therefore, by evolving ζ(t) continuously from 0
to pi, |Dk(t)〉 will vary from |gl, gr,+〉 to −|gl, gr,+〉.
We can design pulses to satisfy the boundary condition
ζ(0) = 0, ζ(T ) = pi as
Ω˜3(t) = Ω˜ sin
2 pit
T
,
Ω˜1(t) = Ω˜ sin
pit
T
cos
pit
T
, (D4)
where Ω˜ is the pulse amplitude. Then, to compare the
present scheme with the adiabatic one, we plot Fig. 8
to show the average fidelity F¯e versus t/T with differ-
ent methods. For better comparison, the amplitudes of
the pulses used in adiabatic passage are approximately
equal to that of the pulses designed by the dressed
states method, and the coupling strength is selected as
λ = 150/T for both of the methods. As shown in Fig. 8,
the average fidelity F¯e of the present scheme reaches 1 at
t = T (see the solid blue line in Fig. 8), while for adia-
batic passage, F¯e reaches 1 at t ≈ 5T (see the dotted red
line in Fig. 8). Therefore, the present paper proposes a
shortcut scheme to obtain the target.
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FIG. 8: The average fidelity F¯e of the gate operation Ug
versus t/T with different methods: solid blue line, using the
dressed states STA method with pulses Ω¯1(3) ; dotted red line,
using the adiabatic passage with pulses Ω˜1(3)(t), Ω˜ = 30/T
and λ = 150/T .
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