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SOFTWARE IMPLEMENTATION OF PARALLEL 
ALGORITHM OF ITERATIVE CONJUGATION FOR SECTOR 
MODELS OF LARGE-SCALE DEPOSITS 
Â äàííîé ñòàòüå ðàññìàòðèâàåòñÿ ïðîãðàììíàÿ ðåàëèçàöèÿ êîìïüþòåðíîãî 
ìîäåëèðîâàíèÿ êðóïíûõ íåôòåãàçîâûõ ìåñòîðîæäåíèé. Ðàçðàáîòàíà àðõèòåêòóðà 
ðàñïðåäåëåííîé âû÷èñëèòåëüíîé ñèñòåìû, îáåñïå÷èâàþùåé ñîïðÿæåíèå ñåêòîðíûõ 
ìîäåëåé â õîäå èòåðàöèîííîãî ïðîöåññà íà êàæäîì øàãå ðàáîòû ñèìóëÿòîðîâ. 
Ïðîàíàëèçèðîâàíû òåõíîëîãèè ïðîãðàììíîé ðåàëèçàöèè ñèñòåìû. Îáîñíîâàíà 
ýôôåêòèâíîñòü òåõíîëîãèè WCF äëÿ ðåøåíèÿ äàííîé çàäà÷è. Ñïðîåêòèðîâàí 
ïðîòîêîë (èíòåðôåéñ è êëàññ), îáåñïå÷èâàþùèé ïåðåäà÷ó äàííûõ ìåæäó óçëàìè 
äëÿ àëãîðèòìà îáðàáîòêè äàííûõ íà îòäåëüíûõ âû÷èñëèòåëüíûõ óçëàõ, à òàêæå 
êëàññû, îòâå÷àþùèå çà âûïîëíåíèå îáùåãî àëãîðèòìà. Ïðèâåäåíû äâå âîçìîæíûå 
ñòðàòåãèè áàëàíñèðîâêè íàãðóçêè íà âû÷èñëèòåëüíóþ ñèñòåìó, îáîñíîâàíû èõ 
îáëàñòè ïðèìåíåíèÿ.
The paper deals with the software implementation of computational modeling of 
large-scale oil and gas deposits. The architecture of the distributed system providing 
conjugation of sector models during iterative process on each step of operation of 
simulators is developed. The technologies of software implementation of the system are 
analyzed. The efficiency of the WCF technology for the solution of this task is proved. 
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The protocol (interface and class) providing data transfer between the nodes for the 
algorithm of data handling on separate computing nodes, and also the classes which 
are responsible for the execution of the general algorithm are designed. Two possible 
strategies of load balancing of the computing system are given; the application fields 
are demonstrated.
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Ââåäåíèå
Â ðàáîòàõ [2, 3, 4, 5] ïðåäñòàâëåí àëãîðèòì êîìïüþòåðíîãî ìîäåëèðîâàíèÿ 
íåôòåãàçîâûõ ìåñòîðîæäåíèé, ïðåäíàçíà÷åííûé äëÿ ïàðàëëåëüíîãî ñîïðÿæåíèÿ 
ñåêòîðíûõ ìîäåëåé ìåòîäîì Øâàðöà. Â íèõ áûëî ïîêàçàíî, ÷òî ðàñïàðàëëåëè-
âàíèå àëãîðèòìà ñîïðÿæåíèÿ ìîæåò äàòü ñóùåñòâåííûé âûèãðûø â ïðîèçâî-
äèòåëüíîñòè ïî ñðàâíåíèþ ñ ïîñëåäîâàòåëüíûì àëãîðèòìîì. Ýòî îïðåäåëèëî 
íåîáõîäèìîñòü ïðîåêòèðîâàíèÿ àðõèòåêòóðû ðàñïðåäåëåííîé âû÷èñëèòåëüíîé 
ñèñòåìû è ðàçðàáîòêè ïðîãðàììíîãî îáåñïå÷åíèÿ, ðåøàþùåãî äàííóþ çàäà÷ó. 
Èñõîäíûå ïðåäïîñûëêè äàííîé ðàáîòû ïðåäñòàâëåíû â [4]. Äîïîëíèòåëüíûì 
ïîäòâåðæäåíèåì àêòóàëüíîñòè ñîçäàíèÿ ñèñòåìû ñëóæèò óñïåøíîå èñïîëüçî-
âàíèå àíàëîãè÷íîãî ïîäõîäà â äðóãèõ ïðåäìåòíûõ îáëàñòÿõ [1].
Â íàñòîÿùåå âðåìÿ ñóùåñòâóþò ðàçëè÷íûå èíñòðóìåíòû, ïîçâîëÿþùèå ñîç-
äàâàòü ðàñïðåäåëåííûå ñèñòåìû. Ê èõ ÷èñëó îòíîñÿòñÿ, â ïåðâóþ î÷åðåäü, òåõ-
íîëîãèè DCOM [8], CORBA [12], Java RMI [9], Windows Communication Foun-
dation (äàëåå WCF) [11]. Â íàøåì ñëó÷àå ïðè âûáîðå êîíêðåòíîé òåõíîëîãèè 
îñíîâíîé ïðåäïîñûëêîé ÿâëÿëîñü òî, íàñêîëüêî ýôôåêòèâíî ñ òî÷êè çðåíèÿ 
ïðîãðàììíîé ðåàëèçàöèè è ôóíêöèîíèðîâàíèÿ ñàìîé ñèñòåìû áóäåò îñóùåñò-
âëÿòüñÿ îáìåí ñîîáùåíèÿìè. Ýòî ñâÿçàíî ñ òåì, ÷òî äëÿ àëãîðèòìà ñîïðÿæåíèÿ 
ñåêòîðíûõ ìîäåëåé ðåøåíèå âîïðîñà îáìåíà äàííûìè ÿâëÿåòñÿ ïðèíöèïèàëüíûì. 
Òåõíîëîãèÿ WCF îáëàäàåò ñóùåñòâåííûì ïðåèìóùåñòâîì, ïîñêîëüêó èìååò â 
ñâîåì àðñåíàëå ðàçëè÷íûå ãîòîâûå ðåøåíèÿ äëÿ îñóùåñòâëåíèÿ ïåðåäà÷è èí-
ôîðìàöèè ìåæäó óçëàìè ñèñòåìû. Äëÿ ïðîãðàììíîé ðåàëèçàöèè ðàñïðåäåëåí-
íûõ âû÷èñëåíèé òðåáóåòñÿ òîëüêî âûáðàòü ïîäõîäÿùèé ïðîòîêîë ïåðåäà÷è 
äàííûõ è ñôîðìèðîâàòü êîíòðàêòû äàííûõ (ñîîòâåòñòâóþùèå ïîíÿòèÿ ïîÿñ-
íÿþòñÿ íèæå). Ïî ñðàâíåíèþ ñ ãèáðèäíîé òåõíîëîãèåé ðàñïàðàëëåëèâàíèÿ 
OpenMP + MPI [7] ýòî ñóùåñòâåííî óïðîùàåò ðàçðàáîòêó. Íåäîñòàòêîì ìîæíî 
íàçâàòü ìåäëåííóþ ñêîðîñòü ñîåäèíåíèÿ, ïîñêîëüêó óçëû ïåðåäàþò äðóã äðóãó 
áîëüøèå îáúåìû äàííûõ, â îòëè÷èå îò ñëó÷àÿ èñïîëüçîâàíèÿ MPI, îäíàêî â 
äàííîé çàäà÷å ýòî ìîæíî ñ÷èòàòü íåñóùåñòâåííûì.
Îñîáåííîñòè èñïîëüçóåìîé òåõíîëîãèè
Â òåõíîëîãèè WCF â êà÷åñòâå áàçîâûõ âûñòóïàþò ñëåäóþùèå ïîíÿòèÿ: 
«ñëóæáà», «êëèåíò», «êîíòðàêò ñëóæáû», «êîíòðàêò äàííûõ» [10]. Èõ ñîäåðæà-
íèå èìååò ñâîþ ñïåöèôèêó, îïðåäåëÿåìóþ ñóùíîñòüþ WCF.
Â îñíîâå òåõíîëîãèè ëåæèò ïðèíöèï ñâÿçè ñ ïîìîùüþ îáìåíà ñîîáùåíèÿìè, 
è ëþáûå îáúåêòû, ìîäåëèðóåìûå â âèäå ñîîáùåíèé (íàïðèìåð, HTTP-çàïðîñ 
èëè ñîîáùåíèå î÷åðåäè ñîîáùåíèé, MSMQ), ìîæíî ïðåäñòàâèòü åäèíûì îá-
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ðàçîì â ìîäåëè ïðîãðàììèðîâàíèÿ. Ýòî îáåñïå÷èâàåò óíèâåðñàëüíûé èíòåðôåéñ 
API äëÿ ðàçíûõ òðàíñïîðòíûõ ìåõàíèçìîâ.
Â ìîäåëè ðàçëè÷àþòñÿ êëèåíòû, ÿâëÿþùèåñÿ ïðèëîæåíèÿìè, êîòîðûå èíè-
öèèðóþò ñâÿçü, è ñëóæáû, ÿâëÿþùèåñÿ ïðèëîæåíèÿìè, êîòîðûå îæèäàþò ñâÿçè 
êëèåíòîâ ñ íèìè è îòâå÷àþò èì. Îäíî ïðèëîæåíèå ìîæåò ÿâëÿòüñÿ êàê êëèåí-
òîì, òàê è ñëóæáîé. È èìåííî ïîñëåäíèé ïîäõîä ëåã â îñíîâó ïðîåêòèðîâàíèÿ 
ïðèëîæåíèÿ.
Îäíèì èç îáÿçàòåëüíûõ ýëåìåíòîâ ñòåêà ñâÿçè ÿâëÿåòñÿ ïðîòîêîë ïåðåäà÷è 
äàííûõ. Ñîîáùåíèÿ ìîæíî îòïðàâëÿòü ÷åðåç èíòðàñåòè èëè ÷åðåç Èíòåðíåò ñ 
ïîìîùüþ îáùèõ òðàíñïîðòîâ, òàêèõ êàê HTTP è TCP. Èìåþòñÿ ðàçëè÷èÿ â ïðî-
èçâîäèòåëüíîñòè ïåðåäà÷è äàííûõ ïðè èñïîëüçîâàíèè ðàçíûõ òðàíñïîðòíûõ 
ïðîòîêîëîâ [10]. Äëÿ äàííîé çàäà÷è ïðåäñòàâëÿåòñÿ ëîãè÷íûì èñïîëüçîâàíèå 
TCP, ïîñêîëüêó ñêîðîñòü îáðàáîòêè è ïåðåäà÷è äàííûõ ñóùåñòâåííî âûøå, ÷åì 
ïðè èñïîëüçîâàíèè HTTP.
Êîíòðàêò ñëóæáû — ýòî ìîäóëü, îáúåäèíÿþùèé â ñåáå íåñêîëüêî îïå-
ðàöèé. Êîíòðàêò äàííûõ — õðàíÿùååñÿ â ìåòàäàííûõ îïèñàíèå òèïîâ äàííûõ, 
èñïîëüçóåìûõ ñëóæáîé. Îíî ïîçâîëÿåò äðóãèì îáúåêòàì ðàáîòàòü ñî ñëóæ-
áîé. 
Ïðîåêòèðîâàíèå ïðîòîêîëà äëÿ âçàèìîäåéñòâèÿ ÿâëÿåòñÿ ïåðâîî÷åðåäíîé 
çàäà÷åé ïðè ïîñòðîåíèè ñèñòåì, ðàáîòàþùèõ íà òåõíîëîãèè WCF. Ïðîòîêîë 
â ïðîãðàììå äåëèòñÿ íà äâå ñîñòàâëÿþùèå: èíòåðôåéñ, îïðåäåëÿþùèé íàáîð 
âûçûâàåìûõ ôóíêöèé (â òåðìèíîëîãèè WCF — îïðåäåëÿþùèé êîíòðàêò 
ñëóæáû), è êëàññ, èõ ðåàëèçóþùèé. Èíòåðôåéñ íóæåí êëèåíòñêèì ïðèëîæå-
íèÿì, ÷òîáû îñóùåñòâëÿòü ñîåäèíåíèå è íå îáðàùàòüñÿ ê êîíêðåòíîé ïðî-
ãðàììíîé ðåàëèçàöèè. Êëàññ æå ðåàëèçóåòñÿ è ôóíêöèîíèðóåò â ïðåäåëàõ 
îäíîé ñëóæáû.
Ñïåöèôèêà ïðèìåíåíèÿ WCF ïðè ïðîãðàììèðîâàíèè ñîñòîèò â òîì, ÷òî 
êëàññàì, èíòåðôåéñàì è ìåòîäàì ïðèñâàèâàþòñÿ àòðèáóòû. Äëÿ îïðåäåëåíèÿ 
êîíòðàêòà ñëóæáû èíòåðôåéñó ïðèñâàèâàåòñÿ àòðèáóò ServiceContractAttribute. 
Ýòî ñóùåñòâåííî îáëåã÷àåò ïðîãðàììèðîâàíèå ñ èñïîëüçîâàíèåì äàííîé òåõ-
íîëîãèè, â îòëè÷èå îò MPI, ãäå íà ïðîãðàììèñòà íàêëàäûâàåòñÿ áîëüøèé îáúåì 
ðàáîòû.
Ïðîãðàììíàÿ ðåàëèçàöèÿ ñèñòåìû
Áûëè ñîçäàíû èíòåðôåéñ IServiceSectorModelling è êëàññ ServiceSector-
Modelling, ñîäåðæàùèå ìåòîäû, îïèñàííûå â òàáëèöå 1.
Äëÿ ïåðåäà÷è äàííûõ â ñèñòåìå áûëè ðàçðàáîòàíû êëàññû, ïîêàçàííûå â 
òàáëèöå 2. Êàê è â ñëó÷àå ñ êîíòðàêòîì ñëóæáû, äàííûå êëàññû ïîìå÷àþòñÿ 
àòðèáóòîì DataContractAttribute.
Äëÿ âûïîëíåíèÿ àëãîðèòìà ñîïðÿæåíèÿ ìîäåëåé [2] áûëè ñîçäàíû êëàññû, 
îáåñïå÷èâàþùèå ýôôåêòèâíîå ïðåäñòàâëåíèå ðàçíîðîäíûõ äàííûõ (ïàðàìåòðû 
è çíà÷åíèÿ äëÿ âûïîëíåíèÿ ñîïðÿæåíèÿ, èíôîðìàöèÿ î ñåêòîðíûõ ìîäåëÿõ, 
ðàñïèñàíèå çàäàíèé äëÿ óçëîâ, èíôîðìàöèÿ î êîíôèãóðàöèè óçëîâ) è äîñòàòî÷-
íî ïðîñòóþ ðåàëèçàöèþ ëîêàëüíûõ è ãëîáàëüíûõ àëãîðèòìîâ ôóíêöèîíèðîâàíèÿ 
ñèñòåìû.
Êëàññ Initializer. Ñëóæèò òî÷êîé âõîäà äëÿ ïðîåêòà, ñîçäàåò âñå íåîáõîäè-
ìûå îáúåêòû è êîíòðîëèðóåò âûïîëíåíèå àëãîðèòìà. Â êëàññå ðåàëèçîâàíû 
ñëåäóþùèå ìåòîäû:
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Òàáëèöà 1
Ìåòîäû èíòåðôåéñà IServiceSectorModelling
Ìåòîä Íàçíà÷åíèå
GetLeaderInfo
Ïåðåäà÷à èíôîðìàöèè îò ëèäåðà î ñâîåì 
àäðåñå è ïàðàìåòðîâ ñîïðÿæåíèÿ
GetTask Ïåðåäà÷à çàäàíèÿ íà ìîäåëèðîâàíèå
GetConjugation Ïåðåäà÷à çàäàíèÿ íà ñîïðÿæåíèå
ModellingResult Ïåðåäà÷à ðåçóëüòàòà ìîäåëèðîâàíèÿ ëèäåðó
ConjResult Ïåðåäà÷à ðåçóëüòàòà ñîïðÿæåíèÿ ëèäåðó
GetCurrentCommonState Òåêóùèé ñòàòóñ âûïîëíåíèÿ àëãîðèòìà
GetCommonResult
Ïîëó÷åíèå èòîãîâîãî ðåçóëüòàòà (ðàáîòàåò 
òîëüêî ïðè ïîëîæèòåëüíîì/îòðèöàòåëüíîì 
ðåçóëüòàòå âûïîëíåíèÿ àëãîðèòìà)
Launch Çàïóñê àëãîðèòìà, ïàðàìåòð — ïðîåêò
Òàáëèöà 2
Êëàññû äëÿ ïåðåäà÷è äàííûõ ìåæäó ñëóæáàìè
Êëàññû — êîíòðàêòû 
äàííûõ Íàçíà÷åíèå
ConjugationProject
Êëàññ, èíêàïñóëèðóþùèé èíôîðìàöèþ î ïðîåêòå. 
Ïîä ïðîåêòîì ïîäðàçóìåâàåòñÿ íàáîð ìîäåëåé 
è ñîïóòñòâóþùåé èíôîðìàöèè äëÿ âûïîëíåíèÿ 
àëãîðèòìà ñîïðÿæåíèÿ
Node Êëàññ, õðàíÿùèé èíôîðìàöèþ îá óçëå
NodeTask
Ðîäèòåëüñêèé êëàññ, îáîçíà÷àþùèé çàäàíèå äëÿ 
óçëà, õðàíèò îáùóþ èíôîðìàöèþ äëÿ îáîèõ òèïîâ 
çàäàíèÿ (íàïðèìåð, âðåìåííîé øàã)
ModellingTask è ConjTask
Äî÷åðíèå îò NodeTask êëàññû, ñîäåðæàùèå èíôîð-
ìàöèþ î çàïóñêå ñèìóëÿòîðà è ïðîâåäåíèè ñîïðÿ-
æåíèÿ
ModellingResult è ConjResult
Êëàññû äëÿ ïåðåäà÷è èíôîðìàöèè î ðåçóëüòàòå 
âûïîëíåíèÿ çàäàíèÿ
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1) StartCalculation — ìåòîä çàïóñêà íàñòðîéêè ñèñòåìû äëÿ ïîñëåäóþùåãî 
ðàñ÷åòà ñåêòîðíûõ ìîäåëåé è èõ ñîïðÿæåíèÿ. Ïñåâäîêîä ïîêàçàí â ëèñòèíãå 1.
TakeProject();//ǱȢȩȤȔȡșȡȜșȣȔȤȔȠșȦȤȢȖȣȤȢșȞȦȔ
MakeObjects();//ǱȢțȘȔȡȜșȢȕȮșȞȦȢȖȜțȣȢȟȧȫșȡȡȯȩȣȔȤȔȠșȦȤȢȖȣȤȢșȞȦȔ
commonState=CommonState.InProcess;/*ǱȠșȡȔȢȕȭșȗȢȥȢȥȦȢȳȡȜȳȥȜȥȦșȠȯ
*/
MakeLeaderCurrentNode(); /* ǭȔțȡȔȫșȡȜș ȦșȞȧȭșȝ ȥȟȧȚȕȯ ȟȜȘșȤȢȠ
Ȝ ȤȔȥȥȯȟȞȔ ȢȥȦȔȟȰȡȯȠ ȥȟȧȚȕȔȠ ȜȡȨȢȤȠȔȪȜȜ Ȣ ȟȜȘșȤș Ȝ ȣȔȤȔȠșȦȤȔȩ
ȔȟȗȢȤȜȦȠȔ*/
scheduler.MakeSchedule();//ǱȢțȘȔȡȜșȤȔȥȣȜȥȔȡȜȳ
DistributeTasks();//ǰȔȥȥȯȟȞȔțȔȘȔȡȜȝȥȖȢȕȢȘȡȯȠȧțȟȔȠ
Ëèñòèíã 1. Ïñåâäîêîä ìåòîäà StartCalculation
2) DistributeTasks — ìåòîä ðàññûëêè çàäàíèé ñâîáîäíûì óçëàì, êîòîðûé âû-
çûâàåòñÿ ïðè çàïóñêå íàñòðîéêè ñèñòåìû è ïðè ïîëó÷åíèè ñîîáùåíèÿ îá óñïåøíîì 
âûïîëíåíèè çàäàíèÿ îò îäíîé èç ñëóæá. Ïñåâäîêîä ïîêàçàí â ëèñòèíãå 2.
int modelsCount, conjsCount, nodesCount; /* ǪȢȟȜȫșȥȦȖȢ ȢȥȦȔȖȬȜȩȥȳ
ȠȢȘșȟșȝ,țȔȘȔȡȜȝȡȔȥȢȣȤȳȚșȡȜșȜȥȖȢȕȢȘȡȯȩȧțȟȢȖ*/
while(nodesCount>0)//ǯȢȞȔȜȠșȲȦȥȳȥȖȢȕȢȘȡȯșȧțȟȯ
{
if(modelsCount>0){//ǨȠșȲȦȥȳȡșȢȕȤȔȕȢȦȔȡȡȯșȠȢȘșȟȜ
 node=TakeUnusedNode();//ǱȖȢȕȢȘȡȯȝȧțșȟ
/*ǧȔȘȔȡȜșȡȔȠȢȘșȟȜȤȢȖȔȡȜș*/
task=scheduler.TakeModelForNode(node);
 /*ǮȦȣȤȔȖȞȔțȔȘȔȡȜȳ,ȥȠșȡȔȥȦȔȦȧȥȔȧțȟȔ*/
TakeTask(task,node);
 modelsCountŞŞ;
 nodesCountŞŞ;
}elseif(conjsCount>0){//ǨȠșȲȦȥȳțȔȘȔȡȜȳȡȔȥȢȣȤȳȚșȡȜș
node=TakeUnusedNode();
 task=scheduler.TakeConjForNode(node);
 TakeTask(task,node);
 conjsCountŞŞ;
 nodesCountŞŞ;
}elsebreak;
}
Ëèñòèíã 2. Ïñåâäîêîä ìåòîäà DistributeTasks
3) TakeTask — ìåòîä ïåðåäà÷è çàäàíèÿ êîíêðåòíîìó óçëó íà îñíîâå óäà-
ëåííîãî âûçîâà ïðîöåäóð. Îáåñïå÷èâàåò ñîçäàíèå îáúåêòà, îòâå÷àþùåãî çà ñî-
åäèíåíèå ñî ñëóæáîé, ïðè ýòîì ïàðàìåòðàìè ÿâëÿþòñÿ ïðîòîêîë, òèï ñîåäèíå-
íèÿ è àäðåñ. Çàòåì ñëåäóåò âûçîâ ìåòîäà âûïîëíåíèÿ çàäàíèÿ.
4) TakeModelResult — ìåòîä ïîëó÷åíèÿ ðåçóëüòàòîâ ìîäåëèðîâàíèÿ (â ÷àñò-
íîñòè, ðàñ÷åòà ñåêòîðíûõ ìîäåëåé). Ïñåâäîêîä ïîêàçàí â ëèñòèíãå 3.
if(Result==Success)
{
 Node.Status=None;//ǱȠșȡȔȥȦȔȦȧȥȔȧțȟȔ
 /*ǮȦȠșȦȞȔȖȢȫșȤșȘȜȡȔȥȢȣȤȳȚșȡȜș*/
scheduler.MarkConjs();
CheckCalculation();//ǯȤȢȖșȤȞȔȩȢȘȔȔȟȗȢȤȜȦȠȔ
}else{
 thrownewException();//ǨȥȞȟȲȫȜȦșȟȰȡȔȳȥȜȦȧȔȪȜȳ
}
Ëèñòèíã 3. Ïñåâäîêîä ìåòîäà TakeModelResult
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5) TakeConjResult — ìåòîä ïîëó÷åíèÿ ðåçóëüòàòà ñîïðÿæåíèÿ. Ïñåâäîêîä 
ïîêàçàí â ëèñòèíãå 4.
if(Result==Success)//ǭșȖȳțȞȔȡșȣȤșȖȯȥȜȟȔȘȢȣȧȥȦȜȠȢșțȡȔȫșȡȜș
{
 Node.Status=None;//ǱȠșȡȔȥȦȔȦȧȥȔȧțȟȔ
CheckCalculation(); 
}else{//ǯȤșȖȯȥȜȟȔ
/*ǤȢȕȔȖȟșȡȜșȖȢȫșȤșȘȰȡȔȣȢȖȦȢȤȡȢșȠȢȘșȟȜȤȢȖȔȡȜș*/
scheduler.MarkRestart();
CheckCalculation();
}
Ëèñòèíã 4. Ïñåâäîêîä ìåòîäà TakeConjResult
6) CheckCalculation — ïðîâåðêà õîäà âûïîëíåíèÿ àëãîðèòìà ïî çíà÷åíèÿì 
íàáîðà êîíòðîëüíûõ ïàðàìåòðîâ. Ïñåâäîêîä ïîêàçàí â ëèñòèíãå 5.
/* ǥȥȟȜ ȢȫșȤșȘȜ ȡȔ ȘȔȡȡȢȠ ȬȔȗș ȔȟȗȢȤȜȦȠȔ ȣȧȥȦȯ, ȦȢ ȥȫșȦȫȜȞ ȦșȞȧȭșȗȢ
ȬȔȗȔȧȖșȟȜȫȜȖȔșȦȥȳȡȔșȘȜȡȜȪȧ.*/
if(Queues.Count==0)currentStep++;
/*ǥȥȟȜȣȤșȘȯȘȧȭȜȝȬȔȗȕȯȟȡșȣȢȥȟșȘȡȜȝ,ȦȢțȔȣȧȥȞȔșȦȥȳȠșȦȢȘȤȔȥȥȯȟȞȜ
țȔȘȔȡȜȝȥȖȢȕȢȘȡȯȠȧțȟȔȠ.*/
if(currentStep<stepsCount)DistributeTasks();
else{
 /*ǱȠșȡȔȢȕȭșȗȢȥȢȥȦȢȳȡȜȳȥȜȥȦșȠȯȡȔ«ǳȥȣșȩ»*/
 commonState=Success;
 /*ǴȢȤȠȜȤȢȖȔȡȜșȣȤȢȦȢȞȢȟȢȖ*/
 logmaker.MakeLogs();
}
Ëèñòèíã 5. Ïñåâäîêîä ìåòîäà CheckCalculation
Êëàññ Scheduler. Èñïîëüçóåòñÿ äëÿ ôîðìèðîâàíèÿ î÷åðåäåé çàäàíèé íà 
ìîäåëèðîâàíèå è ñîïðÿæåíèå ïî óçëàì ñèñòåìû. Êëàññ èíêàïñóëèðóåò ñëå-
äóþùèå äàííûå: äâà îáúåêòà äëÿ î÷åðåäåé çàäàíèé, êîòîðûå ïðåäñòàâëÿþò 
ñîáîé äâóìåðíûå ìàññèâû î÷åðåäåé äëÿ ìîäåëèðîâàíèÿ è ñîïðÿæåíèÿ (ïåðâîå 
èçìåðåíèå — íîìåð óçëà, âòîðîå — íîìåð øàãà ìîäåëèðîâàíèÿ), è îäèí îáú-
åêò — ìàòðèöà ñìåæíîñòè äëÿ ìîäåëåé ñ ðàñøèðåííûì ôóíêöèîíàëîì. Òàêàÿ 
ñòðóêòóðà äàííûõ äîëæíà ðåøàòü äâå çàäà÷è: 
õðàíèòü èíôîðìàöèþ î ñìåæíîñòè ìîäåëåé;  
îïðåäåëÿòü ãîòîâíîñòü ìîäåëåé ê ïðîâåäåíèþ ñîïðÿæåíèÿ. 
1) MakeSchedule — ìåòîä äëÿ çàïóñêà ïîñòðîåíèÿ ðàñïèñàíèé, ðåàëèçàöèÿ 
êîòîðîãî îïèðàåòñÿ íà ìåòîäû, ïðåäñòàâëåííûå íèæå (ïï. 2-3). 
2) MakeModelsQueue — ìåòîä äëÿ ïîñòðîåíèÿ ðàñïèñàíèÿ íà ìîäåëèðîâà-
íèå (ðàñ÷åò ìîäåëåé). Ïðè âûïîëíåíèè âûçûâàþòñÿ êîíñòðóêòîðû äëÿ ñîçäàíèÿ 
ìàññèâîâ íóæíîé äëèíû è ò. ï., îïðåäåëÿåòñÿ êîëè÷åñòâî ìîäåëåé â óêàçàííîé 
äèðåêòîðèè. Åñëè ôàêòè÷åñêîå êîëè÷åñòâî íå ñîâïàäàåò ñ çàÿâëåííûì â ïðî-
åêòå — ïðîèñõîäèò àâàðèéíîå çàâåðøåíèå àëãîðèòìà. Èíà÷å ïðîèçâîäèòñÿ äî-
áàâëåíèå çàäàíèé â î÷åðåäè ê óçëàì. Ïðèíöèï ðàñïðåäåëåíèÿ çàäàíèé çàâèñèò 
îò âûáðàííîé ñòðàòåãèè: ïðÿìîé (çàäàíèÿ ïåðåäàþòñÿ íåçàâèñèìî îò êîíôèãó-
ðàöèè óçëà ñèñòåìû) èëè îïòèìàëüíîé (êîíôèãóðàöèÿ óçëà ó÷èòûâàåòñÿ ïðè 
íàçíà÷åíèè çàäàíèé).
3) MakeConjsQueue — ìåòîä äëÿ ïîñòðîåíèÿ ðàñïèñàíèÿ íà ñîïðÿæåíèå. 
Íóæåí äëÿ âûçîâà êîíñòðóêòîðîâ âñåõ íåîáõîäèìûõ îáúåêòîâ, ò. ê. çàäàíèÿ íà 
ñîïðÿæåíèå âîçíèêàþò â õîäå âûïîëíåíèÿ ïðîãðàììû.
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4) AdjacencyMark — äîáàâëåíèå çàâåðøåííîé ìîäåëè â ìàòðèöó ñìåæíîñòè, 
ò.å. ñìåíà ñîñòîÿíèÿ â ÿ÷åéêàõ ìàòðèöû.
5) AddConj — äîáàâëåíèå çàäàíèÿ íà ñîïðÿæåíèå ïîñëå ïîÿâëåíèÿ äâóõ 
ïîñ÷èòàííûõ ñìåæíûõ ìîäåëåé. Ïîÿâèâøååñÿ çàäàíèå äîáàâëÿåòñÿ â î÷åðåäü 
óçëó ñ íàèìåíüøèì êîëè÷åñòâîì çàäàíèé íà òåêóùèé ìîìåíò.
Êëàññ SimLauncher. Êëàññ äëÿ çàïóñêà ìîäåëèðîâàíèÿ, îñóùåñòâëÿþùå-
ãîñÿ ãèäðîäèíàìè÷åñêèì ñèìóëÿòîðîì. Â îáùåì ñëó÷àå èõ ìîæåò áûòü íå-
ñêîëüêî, â ïðåäåëüíîì ñëó÷àå êàæäîé ìîäåëè ìîæåò ñîîòâåòñòâîâàòü ñâîé 
ñèìóëÿòîð. Íà âõîä ñèìóëÿòîðó ïîäàåòñÿ ìîäåëü, êîòîðàÿ ïðåäñòàâëÿåò ñîáîé 
ñòðóêòóðèðîâàííûé òåêñòîâûé ôàéë èëè íàáîð òåêñòîâûõ ôàéëîâ. Äàííûé 
êëàññ íóæåí äëÿ òîãî, ÷òîáû íàñòðîèòü ìîäåëü äëÿ ïåðåäà÷è åå ñèìóëÿòîðó. 
Äëÿ ýòîãî ïðîâåðÿåòñÿ èíôîðìàöèÿ ïî óêàçàííîìó â ïðîåêòå øàãó ìîäåëèðî-
âàíèÿ.
Êëàññ Conjugator. Êëàññ äëÿ ïðîâåäåíèÿ ñîïðÿæåíèÿ äâóõ ñìåæíûõ ñåê-
òîðíûõ ìîäåëåé. Óêàæåì, ÷òî ñîïðÿæåíèå èìååò ñìûñë ïðîâîäèòü â òîì ñëó÷àå, 
åñëè íà äàííîì øàãå îäíà èç íåâÿçîê (ïàðàìåòðàìè ñîïðÿæåíèÿ ÿâëÿþòñÿ äàâ-
ëåíèå è ïîòîê [3]) ïðåâûñèëà äîïóñòèìîå çíà÷åíèå. Â ýòîì ñëó÷àå ïðîèçâî-
äèòñÿ ñîïðÿæåíèå ïî ÿ÷åéêàì íà ãðàíèöàõ ñìåæíûõ îáëàñòåé, à òàêæå ïîâòîð-
íûé ðàñ÷åò ìîäåëåé.
Êëàññ InfoCollector. Íàçíà÷åíèå ýòîãî êëàññà — ñáîð ïðîöåññîì-ëèäåðîì 
èíôîðìàöèè îá èìåþùèõñÿ óçëàõ â ëîêàëüíîé ñåòè. Äàííûé êëàññ ñîçäàâàëñÿ 
èñõîäÿ èç îáùåãî ñëó÷àÿ: ó óçëîâ íåò ïîñòîÿííûõ àäðåñîâ, è äëÿ ïîääåðæàíèÿ 
àêòóàëüíîé èíôîðìàöèè î ñèñòåìå íåîáõîäèìû øèðîêîâåùàòåëüíûå çàïðîñû 
îá èìåþùèõñÿ óçëàõ. Òàêæå äàííûé êëàññ íåîáõîäèì äëÿ ïðîâåäåíèÿ áàëàí-
ñèðîâêè íàãðóçêè: âî âðåìÿ îïîâåùåíèÿ óçëû òàêæå ïåðåäàþò èíôîðìàöèþ î 
ñâîåé êîíôèãóðàöèè (òèï ïðîöåññîðà, êîëè÷åñòâî ÿäåð, îáúåì îïåðàòèâíîé ïà-
ìÿòè, ñêîðîñòü ïðèåìà-ïåðåäà÷è äàííûõ).
Êëàññ LoadBalancer. Íàçíà÷åíèå äàííîãî êëàññà — áàëàíñèðîâêà íàãðóç-
êè. Êëàññ Scheduler ïðè ôîðìèðîâàíèè çàäàíèé îïèðàåòñÿ íà èíôîðìàöèþ 
êëàññà InfoCollertor è ñîçäàåò ðàñïèñàíèå ïî ñòðàòåãèè, ïðåäñòàâëåííîé â êëàñ-
ñå LoadBalancer. 
Ïðåäïîëîæåíèÿ î áàëàíñèðîâêå íàãðóçêè
Äëÿ òåñòèðîâàíèÿ ðàáîòû ðàñïðåäåëåííîé ñèñòåìû ìîãóò áûòü èñïîëüçîâà-
íû äâå ñòðàòåãèè ïëàíèðîâàíèÿ íàãðóçêè: ïðÿìàÿ è îïòèìàëüíàÿ. 
Ïîä ïðÿìîé ñòðàòåãèåé ïîíèìàåòñÿ ðàâíîìåðíîå ðàñïðåäåëåíèå çàäàíèé 
óçëàì íåçàâèñèìî îò èõ êîíôèãóðàöèè. Òàêèì îáðàçîì, êàæäûé óçåë äîëæåí 
áóäåò îáðàáîòàòü M/N ìîäåëåé, ãäå M — êîëè÷åñòâî ìîäåëåé, N — êîëè÷åñòâî 
óçëîâ. Òàêîé ïîäõîä äîïóñòèì â ñèòóàöèè, êîãäà âû÷èñëèòåëüíûå óçëû èìåþò 
îäèíàêîâóþ ïðîèçâîäèòåëüíîñòü, è ìîäåëè ìàëî ðàçëè÷èìû ïî òðóäîåìêîñòè. 
Îäíàêî äàííûé ñëó÷àé ìîæíî ñ÷èòàòü èäåàëüíûì, ïîñêîëüêó íà ïðàêòèêå òàêàÿ 
ñèòóàöèÿ, êàê ïðàâèëî, íå âñòðå÷àåòñÿ. Íàèáîëåå âåðîÿòíà äðóãàÿ õàðàêòåðè-
ñòèêà óçëîâ è ìîäåëåé: ïåðâûå ìîãóò èìåòü ðàçíóþ ïðîèçâîäèòåëüíîñòü (äðó-
ãèìè ñëîâàìè, âû÷èñëèòåëüíàÿ ñèñòåìà èìååò ãåòåðîãåííóþ ñòðóêòóðó), à âòî-
ðûå — ñóùåñòâåííî ðàçëè÷àòüñÿ ïî òðóäîåìêîñòè âû÷èñëåíèé, ÷òî ìîæåò âû-
ðàæàòüñÿ êàê â îñîáåííîñòÿõ ðåàëüíîãî ôèçè÷åñêîãî îáúåêòà, îòðàæåííîãî â 
ìîäåëè, òàê è â ðàçìåðàõ ñåòêè. Â òàêîé ñèòóàöèè íóæíà áîëåå îïòèìàëüíàÿ 
ñòðàòåãèÿ äëÿ óìåíüøåíèÿ âðåìåíè âû÷èñëåíèé.
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Â îñíîâå îïòèìàëüíîé ñòðàòåãèè ëåæèò ñëåäóþùàÿ èäåÿ. Ôîðìèðóåòñÿ 
ñòðóêòóðà äàííûõ íà îñíîâå äâóõ ìàññèâîâ èëè ñïèñêîâ, îòñîðòèðîâàííûõ ïî 
ñïåöèôè÷åñêèì ïðèîðèòåòàì è ñâÿçàííûõ ñ âû÷èñëèòåëüíûìè óçëàìè è çàäà-
íèÿìè. Óçëû äîëæíû áûòü îòñîðòèðîâàíû ïî ïðîèçâîäèòåëüíîñòè, à ìîäåëè — 
ïî êîëè÷åñòâó ÿ÷ååê èëè êàêîìó-ëèáî äðóãîìó ïàðàìåòðó, õàðàêòåðèçóþùåìó 
òðóäîåìêîñòü âû÷èñëåíèé. Èñõîäÿ èç ýòèõ ïðèîðèòåòîâ, çàäàíèÿ ðàñïðåäåëÿþò-
ñÿ ìåæäó óçëàìè ñ âîçìîæíîñòüþ âàðüèðîâàíèÿ ñïîñîáà ðàñïðåäåëåíèÿ. Ìîæ-
íî ïðåäëîæèòü ñõåìó, ïî êîòîðîé îáà ðÿäà äåëÿòñÿ íà ðàâíûå ãðóïïû, è çàäàíèÿ 
ðàâíîìåðíî ðàñïðåäåëÿþòñÿ âíóòðè ñîîòâåòñòâóþùåé. Êîëè÷åñòâî ïîäãðóïï 
ìîæåò áûòü çàäàíî ïîëüçîâàòåëåì, îäíàêî ïðåäñòàâëÿåòñÿ íåîáõîäèìûì ïðî-
âåñòè ýêñïåðèìåíòû äëÿ îïðåäåëåíèÿ íàèáîëåå ýôôåêòèâíîãî êîëè÷åñòâà ïîä-
ãðóïï. 
Ïîäîáíûé ïîäõîä ïðåäñòàâëåí â ðàñïàðàëëåëèâàíèè öèêëîâ òåõíîëîãèè 
OpenMP [6]. Â ñòàíäàðòå äèðåêòèâû #pragma omp parallel for èìååòñÿ îïöèÿ 
schedule, êîòîðàÿ óïðàâëÿåò ðàñïðåäåëåíèåì ðàáîòû ìåæäó íèòÿìè â êîíñòðóê-
öèè ðàñïðåäåëåíèÿ ðàáîòû öèêëà. Îïöèÿ çàäàåò, êàêèì îáðàçîì èòåðàöèè öèê-
ëà ðàñïðåäåëÿþòñÿ ìåæäó íèòÿìè; îïðåäåëÿåò âèä àëãîðèòìà ïëàíèðîâàíèÿ è, 
åñëè íåîáõîäèìî, åãî ÷èñëîâîé ïàðàìåòð, (îáû÷íî, ðàçìåð áëîêà ïðîñòðàíñòâà 
èòåðàöèé). Ïðåäñòàâëåííîé âûøå èäåå ñîîòâåòñòâóåò òèï guided — äèíàìè÷å-
ñêîå ðàñïðåäåëåíèå èòåðàöèé, ïðè êîòîðîì ðàçìåð «ïîðöèè» èòåðàöèé íà íèòü 
óìåíüøàåòñÿ ñ íåêîòîðîãî íà÷àëüíîãî çíà÷åíèÿ äî âåëè÷èíû chunk (ïî óìîë-
÷àíèþ chunk=1, ðàçìåð áëîêà) ïðîïîðöèîíàëüíî êîëè÷åñòâó åùå íå ðàñïðåäå-
ëåííûõ èòåðàöèé, äåëåííîìó íà êîëè÷åñòâî íèòåé, âûïîëíÿþùèõ öèêë. Ðàçìåð 
ïåðâîíà÷àëüíî âûäåëÿåìîãî áëîêà çàâèñèò îò ðåàëèçàöèè. Â ðÿäå ñëó÷àåâ òàêîå 
ðàñïðåäåëåíèå ïîçâîëÿåò ýôôåêòèâíåå ðàçäåëèòü ðàáîòó è äèíàìè÷åñêè ñáà-
ëàíñèðîâàòü çàãðóçêó íèòåé.
Çàêëþ÷åíèå
Â äàííîé ðàáîòå ïðåäñòàâëåíà ïðîãðàììíàÿ ðåàëèçàöèÿ ðàñïðåäåëåííîé 
âû÷èñëèòåëüíîé ñèñòåìû äëÿ ïàðàëëåëüíîãî àëãîðèòìà èòåðàöèîííîãî ñî-
ïðÿæåíèÿ ñåêòîðíûõ ìîäåëåé. Ïîñêîëüêó äëÿ ôóíêöèîíèðîâàíèÿ ñèñòåìû 
ñ èñïîëüçîâàíèåì ðåàëüíûõ äàííûõ íàèáîëåå ïðèíöèïèàëüíûì ÿâëÿåòñÿ 
îáåñïå÷åíèå ýôôåêòèâíîãî îáìåíà ñîîáùåíèÿìè, áûëî ïðîâåäåíî òåñòèðî-
âàíèå ñîîòâåòñòâóþùèõ ïîäñèñòåì (ïåðåäà÷è ñîîáùåíèé, ñîñòàâëåíèÿ ðàñ-
ïèñàíèÿ çàäàíèé, äîêóìåíòèðîâàíèÿ âûïîëíåíèÿ àëãîðèòìà) íà áàçå 4 ðà-
áî÷èõ ñòàíöèé, îáúåäèíåííûõ â ëîêàëüíóþ ñåòü, ïîêàçàâøåå ïðåèìóùåñòâî 
ïðåäëîæåííîé àðõèòåêòóðû â ñðàâíåíèè ñ MPI è ðàíåå èñïîëüçîâàííûìè 
ïîäõîäàìè [3].
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