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Abstract
Lithium-ion batteries, with their high energy densities and light-weight designs, have found
broad applications in portable electronics and electric vehicles. However, their mechanisms
and operation are not yet fully understood, which has motivated a wide span of multi-physical
models from different disciplines. In this thesis, a thermodynamically consistent phase-field
framework is presented, to investigate the electro-chemo-mechanical behavior of lithium-ion
battery electrode materials. Within this framework, a series of coupled models is developed
sequentially towards the more realistic modeling. Firstly, a mechanically coupled two-phase
model of a single particle is proposed, based on a thorough study of the chemical phase separa-
tion of this particle. Thereby, the effect of large strains and the concentration-dependent elastic
properties are considered, which has been proved in this thesis to have a great impact on the
phase separation. A more comprehensive model is formulated, which deals additionally with
the electrochemical reaction on the particle surface and the orthotropic phase separation. The
reaction rate is governed by a modified Butler–Volmer equation, which takes both chemical and
mechanical states into account. Based on this model, we further investigate the fracture in the
particle by the phase-field approach, where the reaction on the newly cracked surfaces is also
taken into consideration. Finally, the model of the particle embedded in a polymer matrix is
presented to study the interaction between the particle and the surrounding materials.
For the implementation two novel finite element methods are used: isogeometric analysis
and the B-Spline based finite cell method. Isogeometric analysis is employed in order to treat
the fourth-order Cahn–Hilliard equation and the third-order drifting term in a straightforward
fashion. To deal with the additional boundary constraint, which states that the normal gradient
of the concentration equals to zero, and which arises from the Cahn–Hilliard equation, we
propose two variational formulations based on the Lagrange multiplier method and the Nitsche
method, respectively, as the weak imposition. Moreover, we also employ finite cell method with
Cartesian B-Spline meshes to simulate the composite electrode with complex geometries.
In this thesis, the chemical and mechanical fields are fully resolved in a variety of three-
dimensional simulations. These simulations demonstrate the influence of the phase separation
on the stress field, the fracture and the reaction rate. We find that the phase separation results
in, among others, an intensified stress field and enhanced reaction rate near the phase interface,
and in severe cases it also leads to crack propagation and branching. Moreover, intensive discus-
sions are carried out to explore the factors that contribute to phase separation and suppression,
such as the particle size, charge rate and material stiffness.

Zusammenfassung
Bedingt durch ihre hohe Energiedichte und leichte Designs haben Lithium-Ionen-Batterien
breite Anwendung für tragbare Elektronik und Elektroautos gefunden. Die ihnen zugrunde-
liegenden Mechanismen sind jedoch noch nicht vollkommen nachvollzogen. Dies hat die Ent-
wicklung einer Reihe multiphysikalischer Modelle aus verschiedenen Fachdisziplinen motiviert.
Diese Dissertation befasst sich mit der Entwicklung eines thermodynamisch konsistenten Pha-
senfeldmodells zur Untersuchung des elektro-chemo-mechanischen Verhaltens der Elektroden-
materialien von Lithium-Ionen-Batterien. Im Rahmen der Arbeit wird dazu schrittweise eine
Reihe gekoppelter Modelle mit dem Ziel einer realistischeren Beschreibung formuliert. Zunächst
wird dazu ein mechanisch gekoppeltes Zweiphasen-Modell für freistehende Elektrodenpartikel
entwickelt und für umfassende Studien der chemische Phasenseparation innerhalb des Partikels
angewandt. Dabei werden Effekte aus großen Verformungen und konzentrationsabhängigen
elastischen Eigenschaften berücksichtigt, was, wie die Arbeit zeigt, großen Einfluss auf die Pha-
senseparation besitzt. Im nächsten Schritt wird das Modell um elektrochemische Reaktionen
auf der Partikeloberfläche sowie um orthotrope Phasenseparation erweitert. Die Reaktionsrate
wird dabei durch ein modifiziertes Butler-Volmer-Modell beschrieben, in dem sowohl chemi-
sche als auch mechanische Beiträge berücksichtigt werden. Auf Basis dieses Modells werden
dann Bruchphänomene des Partikels mittels eines Phasenfeld-Ansatzes untersucht, wobei fri-
sche Bruchflächen wiederum chemischen Reaktionen ausgesetzt werden. Schließlich wird ein
Modell für in einer Polymermatrix eingebettete Partikel aufgestellt, um die Interaktion zwischen
Partikel und umgebendem Material zu beleuchten.
Die Implementation dieser Modelle macht sich zwei neuartige Finite-Elemente-Methoden
zunutze: das Konzept der Isogeometrischen Analyse und die B-Spline-basierte Finite-Cell-
Methode. Der isogeometrische Ansatz wird zur direkten Behandlung der Cahn-Hilliard-
Gleichung und der damit verbundenen Kopplungsterme verwendet, die von vierter beziehungs-
weise dritter Ordnung sind. Aus der Herleitung der Cahn-Hilliard-Gleichung resultiert eine zu-
sätzliche Randbedingung, die erfordert, dass der Normalgradient der Konzentration entlang
der Oberfläche verschwindet. Zur Erfassung dieser Bedingung werden zwei Variationsformulie-
rungen entwickelt, basierend auf Lagrangeschen Multiplikatoren und der Nitsche-Methode (für
eine Berücksichtigung im schwachen Sinn). Die Finite-Cell-Methode mit kartesischen B-Spline-
Netzen hingegen wird für die Simulation von Kompositelektroden mit komplexer Geometrie
angewandt.
Chemische und mechanische Felder werden im Rahmen dieser Dissertation in einer Vielzahl
dreidimensionaler Simulationen vollständig aufgelöst. Diese demonstrieren den Einfluss von
Phasenseparation auf Spannungen, Bruchinitiation und -propagation, sowie auf chemische Re-
aktionsraten. Demnach führt Phasenseparation unter Anderem zu erhöhten Spannungsfeldern
und verstärkten Reaktionsraten entlang der Phasengrenzen, und in extremen Fällen zu Rissfort-
schritt und -verzweigung. Die Arbeit diskutiert eingehend jene Faktoren, die Phasenseparation
begünstigen beziehungsweise unterdrücken, zum Beispiel Partikelgröße, Ladungsrate und Ma-
terialsteifigkeit.
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Chapter 1
Introduction
1.1 Motivation
Electric energy plays a crucial role in the modern society. It can be easily converted to other
forms of energy through all kinds of electrical appliances. The huge energy demand not only
drives people to generate electricity in a more economical and sustainable manner, but also
poses the challenge of storing electricity more efficiently. Renewable energy sources such as
solar, wind, tide energy are developing rapidly since they are clean and inexhaustible, in contrast
to traditional fossils. In 2015, they maintained a robust grow and contributed to 3% of the global
primary energy consumption [1]. However, these renewables are mostly intermittent energy
sources and can not provide a stable supply. To effectively make use of these renewables, one
way is to integrate them into the electric grid with the help of storage devices, which can
store electricity when it is abundant and provide it later when needed. On the off-grid level,
electricity can be directly supplied to end products, for instance, electric vehicles. In both cases
the requirement for energy storage has to be fulfilled [2].
Storing energy means to convert the energy into another form of energy (or itself). Based on
the energy form it is converted to, storage can be mainly classified in five categories: mechanical,
electrochemical, chemical, electrical and thermal (Fig. 1.1). Mechanical storage systems such
as the pumped hydro storage power plants represent by far most of the world-wide installed
electrical storage. Flywheels also show a promising capability as fast storage. Nevertheless,
mechanical storage systems in general share the drawbacks of inflexibility on the configuration
(either have enormous volume or require a certain shape) and the low efficiency due to friction
and resistance. Double-layer capacitors, or super-capacitors are highly promising due to their
unlimited cycle life and ultra-fast charge/discharge rate. However, limited by its low energy
density and high self discharge, those capacitors are more used as electric buffers in hybrid
power designs. Batteries, including fuel cells, usually serve as a supplementary to the traditional
mechanical storage as the emergency power supply. They are also major energy supplier for
portable end products. They are technologically mature and reliable, with an adequate energy
density. Most importantly, they are flexible in configurational designs, which can be tailored to
fit different products.
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FIGURE 1.1. Classification of electrical energy storage system according to energy form [2].
Batteries are devices that convert chemical energy contained in its active materials directly
into electric energy by means of an electrochemical reduction/oxidation (redox) reaction [3].
Depending on the rechargeability, batteries fall into two different systems: primary and sec-
ondary batteries. The former can only convert the chemical energy into electricity once. The
latter, also known as rechargeable batteries, are designed for repeated discharges and charges,
thus requiring reversible electrochemical reactions. The last half of the twentieth century has
witnessed a great advancement in battery technology. As shown in Fig. 1.2, first and secondary
batteries always develop at a comparable pace, with primary batteries showing around doubled
energy density as the rechargeable competitors. The primary ones are attractive for portable
electric devices requiring a higher energy density with a limited size such as watches, the sec-
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FIGURE 1.2. Advances in the battery performance for portable applications [3].
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ondary batteries are more appealing for almost all applications, especially after the availability
of lithium-ion batteries. Lithium-based batteries have some obvious advantages. Li metal is
the most electro-positive (−3.04V v.s. standard hydrogen electrode) and the lightest metal
(0.53 gcm−3), which insures the high voltage and high energy density of a lithium metal bat-
tery (Fig. 1.3). However, uncontrollable dendritic Li growth during Li deposition will lead to
FIGURE 1.3. Comparison of the different battery technologies in terms of volumetric and gravimetric energy
density. The share of world wide sales for Ni–Cd, Ni–MeH and Li-ion portable batteries is 23%, 14% and
63%, respectively (in the year 2000) [4].
an internal short-circuit and thus failure of the battery. This has prevented the use of metallic
Li as the anode in rechargeable batteries. While efforts are still invested in the research on
Li metal rechargeable batteries [5], carbon-based anodes first harvested a commercial success
in the rechargeable lithium-ion battery by Sony in 1991 and until now they are still the un-
beatable anode material in the market. Recent studies have shown that it is the carbonaceous
anode that has held down the overall lithium-ion battery capacity given the cathode materi-
als as LiMn1−xMixO2, Li[NixCo(1−2x)Mnx]O2, defective Li-Mn-O spinels, olivine LiFePO4, and
related materials with the specific capacity between 140 and 200mA hg−1 [6]. Alloy anodes
such as aluminum, silicon, tin, antimony are very promising candidates for the next generation
of lithium-ion battery because of their high theoretical energy density, relatively low cost, safe
operation potentials [7, 8]. The lithium–silicon system can reach a theoretical specific insertion
capacity of 4010mA hg−1, making the silicon a very attractive alternative to the carbons. How-
ever, a severe volumetric swelling of 238% will occur when the alloying process runs to the last
stage with the composition of Li22Si5 [9]. Moreover, phase transformations cause the occurrence
of strain gradients [10]. All these factors give rise to cracking and contact loss, thus leading to
an irreversible capacity fade of the battery. Although many attempts have been made and pro-
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gresses achieved in the past few years, the commercial silicon-based anodes in replacement of
carbonaceous and graphitic anodes are still not yet ready.
To gain an understanding of the mechanisms and operation of the lithium-ion batteries,
multi-physical models are extensively and intensively studied by researchers from different dis-
ciplines [11–16]. Multi-physics models of lithium-ion batteries involve the interplay between
e.g. the electrochemical reaction, the charge and mass transport, the heat generation and trans-
fer, as well as the mechanical fracture and fatigue. As shown in Fig. 1.4, various processes
are described by their corresponding mathematical models based on well defined assumptions.
Moreover, models are formulated and simulated at different scales for specific purposes [17]. At
(a) Processes (b) Models
FIGURE 1.4. Examples of processes and the corresponding models in a battery during normal operation [16].
the system level (macro-scale), models based on complex electrochemical transport equations
help to, among others, predict the impact of cell design, improve the packing technique and op-
timize the electrode morphology. At the particle level (meso-scale), electro-chemo-mechanical
models provide more insights in the understanding of the capacity fade, power loss and the SEI
formation. They also offer optimization suggestions of the particle size, shape and distribution.
In order to measure the properties of the target materials and to estimate the parameters of
these models, research tools at lower scales such as molecular dynamics (atomic scale) and the
density functional theory (electronic scale) play a key role. These methods can give parame-
ters such as transport, kinetic and mechanical properties, which are not easy to obtain through
experiments, especially through in situ measurements.
1.2 Goal and outline
The goal of this thesis is to understand the electro-chemo-mechanical behavior of lithium-ion
battery electrodes at the meso-scale, and to predict the stress evolution and fracture propagation
in electrode particles. To that end, in this thesis, a thermodynamically consistent framework for
the active particle and the interactive surrounding matrix is built, with fully consideration of
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large deformation, phase separation, reaction and diffusion, and crack propagation. In particu-
lar, the originality of the model in this thesis includes the following three aspects:
• The phase-separation is coupled with large deformation;
• The electrochemical reaction is modeled through a modified Butler-Volmer equation, which
takes both chemical and mechanical states into account;
• The electrochemical reaction front can track the newly created crack surface during simu-
lation through a phase-field model.
Furthermore, several numerical difficulties are also tackled in this thesis:
• The fourth-order Cahn–Hilliard equation, which is employed for the description of the
phase-separation, is solved by a finite element method with higher continuous shape func-
tions;
• The complex geometry of the embedded particle and the embedding matrix is described
by recursively created computational points in the framework of the finite cell method.
The remaining part of the thesis is organized as follows. In Chapter 2 and Chapter 3, fun-
damentals of the related theoretical and numerical aspects are briefly reviewed, respectively.
Thereupon four models are presented in the following four chapters.
In Chapter 4, the chemical phase separation is discussed, where the Cahn–Hilliard equa-
tion is solved. Since the Cahn–Hilliard equation is a fourth-order partial differential equa-
tion, the inherent numerical difficulty is addressed and handled. B-Spline based finite element
methods—isogeometric analysis and finite cell method—are employed to achieve a global C1-
continuity required by the fourth-order Cahn–Hilliard equation. To deal with the additional
essential boundary term arising from the variational derivation, two methods are proposed: the
Lagrange multiplier method and the Nitsche method.
In Chapter 5, as a further attempt, a chemo-mechanical model with phase separation in a
single particle is proposed and simulated. Thereby, phase-dependent elastic properties are also
taken into account. The calculated phase separation behavior in a bar is validated by analytical
results. In particular, the influence of the phase-dependent elastic properties on the phase sepa-
ration and the thickness of the phase interface is demonstrated. Thereafter, the phase separation
and the mechanical stresses state in particles with different geometries are studied.
In Chapter 6, a more comprehensive model which deals additionally with the fracture in the
particle, is formulated based on the phase-field method. The electrochemical reaction on the
surface, phase interface and crack surface is modeled by the modified Butler–Volmer equation.
In particular, the reaction on the crack surface is considered through adding a source term
regularized by the fracture order parameter. Based on the model, characteristic examples are
considered to reveal the material behavior. The results show that both the anisotropy and the
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ratio between the timescales of reaction and diffusion have a significant influence on the phase
separation behavior. In turn, the distribution of the lithium concentration strongly influences
the reaction on the surface, especially when the phase interfaces appear on exterior surfaces
or crack surfaces. Moreover, the simulations demonstrate that the separation of a Li-rich and
a Li-poor phase during delithiation can drive the cracks to propagate. The results indicate that
the model can capture the electrochemical reaction on the freshly cracked surfaces.
In Chapter 7, a study of the composite electrode is conducted, where the matrix surround-
ing the particle is also considered. For the sake of simplicity, the two-material-coupled model
presented in this chapter is formulated in the small deformation regime. For a more flexible
adaptivity of the particle shape, boundary-unfitted finite cell method is employed, where the in-
terface between the particle and the matrix is represented by a layer of quadrature points. Weak
formulations based on the Nitsche method is thus employed for the mechanical and chemi-
cal boundary conditions. In order to reduce the computational cost, parallel threading with
OpenMP is implemented in the code to achieve the parallelization in the assembly of the global
matrix. Composite electrodes with different embedding particles are simulated in this chapter.
In Chapter 8, we bring this thesis to an end with the final conclusion and the outlook.
6 1. Introduction
Chapter 2
Theoretical background
In this chapter, theoretical preliminaries are summarized. The electrochemistry of a lithium-
ion battery is firstly reviewed, followed by the basics of continuum mechanics. Finally, the
concept of phase-field modeling is introduced.
2.1 Electrochemical system of Li-ion battery
A battery consists of several electrochemical cells, connected in series or parallel, or both, to
achieve the desired output voltage and capacity [3]. A typical lithium-ion battery cell is depicted
in Fig. 2.1 [18]. Electrode active particles are mostly electronic conductors, which can perform
an electrochemical reaction with an adjacent material on the particle surface. Binders are con-
ductive medium between the electrodes which will transfer electrons and provide mechanical
integrity at the same time. The electrolyte is the solution that has charged species, of which the
most important are lithium cations. Those charged species can diffuse in response to electro-
chemical potential and concentration differences. Between composite anode and cathode is the
separator which, in the ideal case, is an ionic conductor and electronic insulator. The current
collector will conduct the electrons to the external circuit.
FIGURE 2.1. Schematic of a lithium-ion battery cell.
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To explain the working principle, a Li-ion battery cell with a graphite-anode and a LiCoO2-
cathode is presented [9]. The electrolyte is an organic solvent with fixed background charge.
During charge, lithium cations dissolve into the electrolyte on the cathode via the oxidation
reaction
LiCoO2→ xLi+(ely) + xe− + Li1−xCoO2. (2.1)
Electrons will flow through the binder and current collectors to the external circuit, while
lithium cations migrate in the electrolyte and arrive at the anode through the separator. At
the anode, lithium cations insert into the active particle via the reduction reaction
xLi+(ely) + xe
− +C6→ LixC6. (2.2)
An exactly reverse reaction occurs during the discharge process. During the whole process, the
lithium remains as cations to prevent a destructive dendritic Li growth. For hosts made of alloys
or metals, intermetallic insertion exists [19, 20].
The ionic transport of Li+ in the whole cell plays a crucial role in the charge/discharge rate of
the battery. While there are different models for the Li+ transport [14], Li-ions in an electrolyte
move generally in response to concentration gradients, an electric field and bulk fluid motion. In
the absence of the solvent velocity, the transport of lithium cations in an electrolyte is governed
by the Nerst–Planck equation
∂ cLi+
∂ t
=∇ ·

DLi+∇cLi+ + MLi+FcLi+RT (∇φ)

, (2.3)
where DLi+ and MLi+ are the diffusivity and mobility of Li
+ in the electrolyte, R, T, F are gas
constant, absolute temperature and Faraday constant, respectively. φ is the electric potential.
The diffusion inside the particles is studied more intensively later in this thesis.
Since the electronic transport is typically fast enough [21], the key limitation in the charge
rate is the availability of Li+ in the electrolyte, the reaction rate on the particle surface and the
diffusion of the lithium inside the electrode particle. The mechanical stresses come into play
when the particle experiences strain mismatch due to an uneven deformation. This will lead to
cracks or even isolated fragments of particles, which will never been involved in the functioning
of the battery, resulting in a capacity fade. Particles may deform unevenly when the distribution
of the lithium is not homogeneous. In the electrochemical system of a battery, the reaction rate
is a key issue since it is directly related to the charge/discharge performance of a battery. The
phenomenological Butler–Volmer equation is thus proposed [22], which define the basis form
for the reaction rate RBV
RBV = R0

exp

−β Fηs
RT

− exp

(1− β) Fηs
RT

. (2.4)
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The parameter β is an apparent transfer coefficient, representing a favor of the overpotential
for a back- or forward reaction. This equation states that the chemical reaction is controlled by
the overpotential ηs. However, since the Butler–Volmer equation is based on a dilute solution
model, the overpotential is often referred to as the electro-static overpotential, not being able to
account for a separation of phases with different Li concentrations. Furthermore, the mechan-
ical contribution is also ignored. Therefore, in this thesis we derive a modified Butler–Volmer
equation [23–25], which defines the overpotential based on the electrochemical potential. This
electrochemical potential involves
• the electro-static potential,
• the chemical potential at different phases, and
• the mechanical stresses.
Moreover, in the model, the electrochemical reaction front also tracks the newly created crack
surfaces. More details are discussed in Chapter 6.
2.2 Basics of mechanics of continua
2.2.1 Mathematical notations
In this section, vectors are denoted by bold-face lowercase Latin and Greek letters
a, b, c, . . . ,α,β ,χ , . . . , (2.5)
second-order tensors by bold-face uppercase Latin letters
A,B,C, . . . , (2.6)
and fourth-order tensors by uppercase blackboard Latin letters
A,B,C, . . . . (2.7)
Remark: In the entire thesis, since there are certain conventional notations in the theory
of continuum mechanics, the above-mentioned notations are sometimes violated, especially
the difference between the vector and the matrix notation. However, the bold face letters—
Latin or Greek, upper- or lowercase—denote the vectors and matrices, while the letters without
bold styling are representing scalars, of which italic letters are variables and roman letters are
parameters.
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The model is built in the three-dimensional Euclidean space with the Cartesian basis e1, e2,
e3. Vectors can thus be represented by a linear combination of the basis vectors as
a =
3∑
i=1
aiei = aiei, (2.8)
where a repeated subscript i invokes the Einstein summation. a can be then expressed as
a =

a1 a2 a3
T
, (2.9)
where [·]T denotes transpose of a vector/matrix. The dot product is given by
a · b = aibi = aTb, (2.10)
and the norm of a vector is
|a|=pa · a =paiai. (2.11)
The tensor product is given by
a⊗ b = aib jei ⊗ e j = abT. (2.12)
The second-order tensor (matrix) is expressed as
A=
3∑
i, j=1
Ai jei ⊗ e j. (2.13)
Analogically, the fourth-order tensors is given by
A=
3∑
i, j,k,l=1
Ai jklei ⊗ e j ⊗ ek ⊗ el . (2.14)
The double dot product between two tensors is defined as
A : B= Ai jBi j = tr
 
ATB

, (2.15)
A : B= Ai jklBkl , (2.16)
where tr (·) denotes the trace of the matrix. The determinant of a matrix is given by det(·). The
second-order identity tensor is denoted by
1= δi jei ⊗ e j, (2.17)
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where δi j is the Kronecker delta. The fourth-order identity tensor I is defined such that
A= I : A. (2.18)
The fourth-order identity tensor is then expressed as
I= Ii jklei ⊗ e j ⊗ ek ⊗ el , (2.19)
where
Ii jkl =
∂ Ai j
∂ Akl
=

δikδ jl , A 6= AT,
1
2
 
δikδ jl +δilδ jk

, A= AT (Symmetric),
1
2
 
δikδ jl −δilδ jk

, A= −AT (Skew symmetric).
(2.20)
∂ (·)/∂ (·) denotes a partial derivative.
2.2.2 Kinematics and stress tensors
In accordance with the literature convention on continuum mechanics (e.g. [26, 27]), a three-
dimensional body B occupies continuous sequences of configurations in the Euclidean space in
a given open time-interval t ∈ [0,+∞). A reference state is chosen at a fixed reference time,
with the body denoted by BR. The choice of the reference state is arbitrary, while usually an
undeformed body is preferred and this also coincides with the initial state at t = 0. The material
point of the body BR are labeled as Cartesian coordinates X = [X1, X2, X3]
T. The motion of B is
described by a continuous mapping from the material points X to the spatial coordinates x at
time t
x= χ(X, t). (2.21)
The deformation gradient at a given time is then defined as
F=∇Rχ , (2.22)
in which∇R denotes the gradient with respect to the material point X in the reference (material)
configuration. Considering a neighboring material point X′ and its mapped spatial point x′ at
time t, which allows |dX| = X′ −X → 0, the Taylor expansion of dx = x′ − x then can be
expressed as
dx= χ(X′, t)−χ(X, t) = FdX+O  |dX|2 . (2.23)
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The deformation gradient F is the mapping of an infinitesimal neighborhood of X to an infinites-
imal neighborhood of x. Consider a polar decomposition of F
F= RU= VR, (2.24)
where R is an orthogonal matrix, representing the rotation, and U, V are positive-definite
symmetric tensors, representing the stretch. By introducing the right and left Cauchy–Green
deformation tensor C= U2 and B= V2, the following expressions hold:
C= FTF, B= FFT. (2.25)
From Eq. (2.23) and Eq. (2.25), ignoring the higher-order terms, one can arrive at the following
relations:
|dx|2 = dx · dx= dX ·CdX, |dX|2 = dX · dX= dx ·Bdx. (2.26)
The Green–Lagrange strain tensor E is then defined through the relation:
1
2
 |dx|2 − |dX|2= dX · EdX, E= 1
2
(C− 1) . (2.27)
The mapping from infinitesimal reference volume dV to the current state dv can be expressed as
dv = JdV, J = detF. (2.28)
The mapping of the infinitesimal surface dS to the current surface ds,
ds= JF−TdS, (2.29)
can be derived based on Eq. (2.23) and the observation of the following relation
dv = ds · dx= JdV = JdS · dX, (2.30)
where
dS= dSN, ds= dsn, (2.31)
with N and n being the unit normal of the surfaces in the reference and current configurations,
respectively.
The tractions T and t are defined on the two infinitesimal surfaces such that the infinitesimal
force df is
df= TdS = tds. (2.32)
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The second-order first Piola-Kirchhoff stress tensor P and Cauchy stress tensor σ are defined from
T= PN, t= σn (2.33)
such that
df= PNdS = PdS= σNds = σds. (2.34)
This can further give the relation between the two stress tensors as
P= JσF−T. (2.35)
Since P is not symmetric, the second Piola-Kirchhoff stress tensor S is introduced through a pull-
back operator F−1 performed on P
S= F−1P= JF−1σF−T. (2.36)
Reference configuration (R) Intermediate configuration (I) Current configuration (C)
F
Fc Fe
FIGURE 2.2. Multiplicative decomposition of the total deformation gradient F= FeFc.
In this thesis, the inelastic deformation due to the insertion of the chemical species is consid-
ered together with the elastic deformation due to the stresses. Therefore, as shown in Fig. 2.2,
a multiplicative decomposition of the total deformation gradient is assumed
F= FeFc, (2.37)
where Fe denotes the elastic distortion and Fc the (de-)intercalation-induced deformation. It is
usually assumed that a continuum body undergoes a uniform dilation under (de-)intercalation,
and the deformation is further defined as
Fc = (J c)
1
3 1 with J c = 1+ΩcR, (2.38)
in which cR(X, t) is the molar concentration per unit volume in the reference configuration and
Ω is the constant partial molar volume. In this thesis, entities with subscript R indicate those
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defined per volume of the reference configuration. Applying the normalization with respect to
the maximum concentration cmax,
c = cR/cmax, Ω
∗ = Ωcmax. (2.39)
one has
J c = 1+Ω∗c. (2.40)
On the other hand, one can also define the volumetric part and the right Cauchy-Green defor-
mation tensor of the elastic contribution Fe,
J e = detFe = J/J c, (2.41)
Ce = (Fe)TFe = (J c)−
2
3 C. (2.42)
Due to the volumetric feature of Fc, the deviatoric part of the total deformation equals that of
the elastic deformation, i.e.,
C¯= C¯e, with C¯= J− 23C and C¯e = (J e)− 23Ce. (2.43)
It follows that
I¯1 = I¯
e
1, with I¯1 = tr(C¯) and I¯
e
1 = tr(C¯
e). (2.44)
In the linear elastic framework, the infinitesimal strain ε is defined as the symmetric part of
the displacement gradient
ε=
1
2
∇Ru+ (∇Ru)T , u= x−X. (2.45)
It follows that
ε=
1
2
 
F+ FT
− 1. (2.46)
The following relation can be observed from the Eq. (2.27) and Eq. (2.46) that
1
2
∇Ru ·∇Ru= 12
 
FTF− F− FT + 1= E− ε, (2.47)
which implies that the two strain tensors E, ε are equal in the limit of |∇Ru|2→ 0.
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2.3 Phase-field method
Phase-field method is based on a diffuse-interface description proposed in 1894 by van der
Waals to derive an expression for the surface tension [28]. Early as it emerged, its major revival
was several decades later, when independent works employing phase-field method to describe
the microstructure evolution in different physical systems were carried out by Landau and his
coworkers [29, 30] and later Cahn and his coworkers [31, 32]. These theories were later gener-
alized for two groups of field variables: non-conserved and conserved variables. Up till now, it
has been employed to describe, among other phenomena, the solidification of liquids [33], the
condensation of vapor and the evaporation of liquid [34], solid-state transformation [35], the
grain growth and coarsening [36], the spinodal decomposition of binary mixture [37], as well
as the propagation of cracks under mechanical loading [38–42]. And there are even more to
come [43–47].
Microstructures are usually compositional and structural heterogeneous by nature, and can
also transform with time. To distinguish different microstructures, or phases, a continuum
field variable called order parameter is defined in the whole material that bears different values
in different phases. The microstructures are thus naturally defined by the order parameter,
which varies with space and time. The order parameter can be an existing field with a physical
significance such as polarization [48], concentration [31] or magnetization [49]. It can also be
a dummy field, only identifying different phases. For instance, in the material with a crack, the
crack zone can be identified as 0, while the unbroken region can be set as 1 [39]. Contrary to
the sharp-interface model, in the phase-field description, the interface between different phases
is diffuse (Fig. 2.3). The total free energy then consists of two contributions: the local free
energy and the nonlocal (or gradient) free energy. As an example, a closed multi-phase system
in a body B with volume V is considered. The order parameter is denoted by φi, with i running
position
interface
position
interface
or
de
r p
ar
am
et
er
or
de
r p
ar
am
et
er
FIGURE 2.3. Illustration of the diffuse-interface and sharp-interface model.
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from 1 to ntotal, which is the total number of order parameters
ntotal = nnon + ncon, (2.48)
with nnon and ncon being number of non-conserved and conserved order parameters, respectively.
The total free energy Ψtotal is expressed as
Ψtotal =
∫
B
ψlocal +ψgrad dV =
∫
B
ψlocal(φi) +
n∑
i=1
1
2
κi |∇φi|2 dV. (2.49)
ψlocal can be a multi-well function of φi, having multiple local minima, thus allowing for the
coexistence of multiple phases. In certain cases it is also a single well function. For example,
in the phase-field fracture models, ψlocal is often single-well function in order to prevent a non-
physical crack [41, 42]. In the expression of ψgrad, the first order derivative of φi is used. But
one can also use higher-order derivatives to reach a higher convergence rate in the numerical
treatment [50]. Let ζi denote the variational derivative of Ψtotal with respect to the i-th order
parameter φi, one can obtain the following relation
ζi =
δΨtotal
δφi
=
∂ψlocal
∂ φi
− κi∆φi, (2.50)
where ∆ (·) denotes the Laplacian. Please note that the Einstein summation doesn’t apply in
this section.
After the construction of the free energy functional, the equilibrium state system can be
achieved by minimizing the total free energy Ψtotal. Different types of order parameters are
subject to different evolution equations, arriving at different final state. The non-conserved
order parameters φnoni will simply relax so as to minimize overall energy, viz.,
min
φnon1 ,...,φ
non
n
Ψtotal. (2.51)
The stationary solution can be obtained by enforcing that the variation of Ψtotal vanishes,
δΨtotal = 0, (2.52)
which means that for each independent order parameter φnoni the following equation needs to
be fulfilled in equilibrium
ζnoni =
∂ψlocal
∂ φnoni
− κnoni ∆φnoni = 0. (2.53)
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To describe the evolution of φnoni towards equilibrium, the Allen–Cahn equation (or time-
dependent Ginzburg–Landau equation) is thus proposed as
∂ φnoni
∂ t
= −Miζnoni = −Mi

∂ψlocal
∂ φnoni
− κnoni ∆φnoni

, i = 1, . . . , nnon, (2.54)
where Mi is a positive mobility [51].
In the case of conserved order parameters φconi , they should additionally be subject to the
mass conservation:
min
φcon1 ,...,φ
con
n
Ψtotal,
subject to
1
V
∫
B
φconi dV = φ¯
con
i = Const., i = 1, . . . , ncon,
(2.55)
in the absence of flux on the boundary [52]. To obtain the equilibrium state, we perform a
variational analysis by formulating a Lagrange function [53]
L = Ψtotal −
ncon∑
i=1
λconi
∫
B
 
φconi − φ¯coni

dV (2.56)
where Lagrange multipliers λconi are introduced. Since the Lagrange multipliers are introduced
in the global sense and not dependent on the spatial position, it is constant over the field at
equilibrium. Performing variations of L with respect to each φconi yields
δL
δφconi
=
∂ψlocal
∂ φconi
− κconi ∆φconi −λconi = ζconi −λconi = 0, (2.57)
which gives
ζconi = λ
con
i = Const. (2.58)
at equilibrium. Here, ζconi is energetically conjugate with φ
con
i defined in Eq. (2.50). When φ
con
i
denotes the concentration, ζconi represents the chemical potential. As for the evolution of φ
con
i
with time, the Cahn–Hilliard equation thus applies
∂ φconi
∂ t
=∇ ·  Mi∇ζconi =∇ · Mi∇∂ψlocal∂ φconi −Mi∇  κconi ∆φconi 

, i = 1, . . . , ncon. (2.59)
Remark: There is a third type which is usually not recognized: the magnetization field to de-
scribe the processional switching of the magnetization. It can not be categorized as conserved
or non-conserved order parameter. But rather it has its own constraints, making the stationary
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state and the evolution equation totally different from the other two. In a 3D setup, the mag-
netization field is denoted by a vector φmag with three components: φmag1 , φ
mag
2 , φ
mag
3 . The
equilibrium state below Curie temperature is obtained by finding the solution of
min
φ
mag
1 ,φ
mag
2 ,φ
mag
3
Ψtotal,
subject to |φmag|=

3∑
i=1
 
φ
mag
i
212
= Const..
(2.60)
The motion of the magnetization field is then derived as being governed by Landau–Lifshitz–
Gilbert equation
∂φmag
∂ t
= −γφmag ×

∂ψlocal
∂φmag
− κmag∆φmag

− α|φmag|φ
mag × ∂φ
mag
∂ t
, (2.61)
where γ and α are gyromagnetic and damping parameters. For more details the readers are
referred to Refs. [29, 49, 54, 55].
The phase-field method recently has found more and more applications in different contexts
for the following reasons:
• The phase-field method is derived from the free energy, which can be estimated from
experimental data through the Calphad method [56, 57], or from the atomistic simulation
results such as first-principles and molecular dynamics.
• It also allows for the coupling of different physical fields which can be achieved by modify-
ing the free energy with additional terms. Attentions should be paid when a new physical
effect is introduced. The convergence of the diffuse interface model to the sharp interface
model needs to be examined.
• The phase-field method offers a much simpler tracking of the interface than the sharp
interface model in numerical simulations, since in the former model, different phases with
interfaces are only represented by field variables, while in the latter model, it has to be
explicitly indicated by the simulation geometry.
Nevertheless, since the interfacial thickness is usually very thin compared to the bulk dimen-
sions, phase-field simulations are computationally expensive. Thus, the urge for large-scale
simulations and thinner interfaces drives the researchers to improve the numerical efficiency,
through e.g. smarter spatial and temporal adaptivity, more efficient and larger-scale paralleliza-
tion method, as well as the employment of more powerful supercomputers [58].
In this thesis, conserved and non-conserved order parameters are employed to describe phase
separation and crack propagation during (de-)lithiation, respectively.
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Chapter 3
Numerical background
In order to simulate the model, a set of partial/ordinary differential equations is required to be
solved under given geometrical and physical conditions. The intuitive way is to find analytical
solutions for these differential equations [59]. However, analytical solutions are not always
available, especially for highly nonlinear differential equations, which is always the case for real
physical systems. Numerical approximations are thus put forward to solve these differential
equations. While many standard models are already available in commercial software based
on different optimized numerical methods, newly developed models, especially models with
high-order and nonlinear differential equations, still require a careful treatment.
The models in this thesis are Initial-Boundary Value Problems (IBVP). Spatially, the partial
differential order is up to fourth-order, and the complete boundary values are specified for all
time (Boundary Value Problem); temporally, they are first-order partial differential problems
with specified initial field value for every point (Initial Value Problem). Numerically, different
methods are employed for the handling of partial differential operators in space and time. In this
chapter, the finite element method is introduced to handle the spatial boundary value problem in
Section 3.1. In particular, two advanced numerical methods are briefly introduced: isogeometric
analysis in Section 3.1.1 and the finite cell method in Section 3.1.2. The former is introduced for
the treatment of the fourth-order partial differential Cahn–Hilliard equation, and it is applied in
the simulations in Chapter 4, Chapter 5 and Chapter 6. The latter method is employed to treat
the irregular geometry of the electrode particles in the composition electrodes in Chapter 7.
Finally, in Section 3.2, the finite difference method is introduced for the treatment of the partial
differential in time.
3.1 Finite element framework in space
The finite element method is a numerical method to approximate solutions to partial differ-
ential equations, with special emphasize on boundary value problems. As a prototype example
to introduce the finite element method, we consider the Poisson equation defined in a 3D body
B:
∆u+ f = 0 in B (3.1)
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where f (x ) is a given function and u(x ) is the unknown field to be solved. For the boundary,
we consider the following equations,
∇u · n = hˆ on SN, (3.2)
u= uˆ on SD, (3.3)
where SN and SD are two complementary surfaces of the complete boundary surface ∂ B.
Eq. (3.2) is called Neumann boundary condition, where the flux of the unknown is specified
and n is the normal vector of the surface. Eq. (3.3) is called Dirichlet boundary condition where
the solution field itself is specified.
The process of the finite element method begins with the weighted residual method performed
on the governing equation. Multiplying Eq. (3.1) with a weighting function δu and integrating
over the complete domain yields ∫
B
(∆u+ f )δudV = 0. (3.4)
After the integration by parts and the application of divergence theorem, we obtain
−
∫
B
∇u ·∇δudV +
∫
B
f δudV +
∫
∂ B
∇u · nδudS = 0. (3.5)
Substituting the corresponding surface term of Eq. (3.5) with Eq. (3.2) gives
−
∫
B
∇u ·∇δudV +
∫
B
f δudV +
∫
SD
∇u · nδudS+
∫
SN
hˆδudS = 0. (3.6)
In this way, we have built Eq. (3.1) and Eq. (3.2) into Eq. (3.6). The Dirichlet boundary condi-
tion of Eq. (3.3) is often imposed pointwise on the boundary, whereas the weighting function
δu is enforced in such a way that it vanishes on SD. The Eq. (3.6) is thus further derived as∫
B
∇u ·∇δudV =
∫
B
f δudV +
∫
SN
hˆδudS. (3.7)
Eq. (3.7) is called the weak form of the Poisson problem, in comparison with the strong form of
Eq. (3.1)–Eq. (3.3). The solution of Eq. (3.7) is exactly the solution of the corresponding strong
formulation. As the next step, the partition of the continuum B into finite pieces of domains Be
called elements is performed, viz.,
B≈∑
e
Be, (3.8)
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and similarly for the boundary
∂ B≈∑
e
SNe +
∑
e
SDe. (3.9)
Hence, Eq. (3.7) is discretized as
∑
e
∫
Be
∇u ·∇δudV =∑
e
∫
Be
f δudV +
∑
e
∫
SNe
hˆδudS. (3.10)
Since the surface integration involves no unknown variables to be solved, the last term of
Eq. (3.10) is often taken care of independently in a global sense. Each element has nodes,
which are typically points of geometric significance such as vertices of the element. The local
basis functions, mostly polynomials, are associated with each node, so that each position x in
the body B can be interpolated as
x (ξ) = x INI(ξ), (3.11)
where x I is the physical spatial position of the I-th node and NI is the interpolation function, or
the shape function. ξ is the coordinate of x in the parametric space, which is usually defined in
a closed range of [−1,1]× [−1,1]× [−1, 1] for later convenience of integration. But exceptions
also apply, for instance in the case of isogeometric analysis to be introduced in Section 3.1.1.
The simplest basis function of NI is the piece-wise linear function, which bears the value of 1
when it hits the corresponding node and zero at other nodes. The solution field u employs the
same basis functions as the position field x ,
u(ξ) = uI NI(ξ), (3.12)
where uI is the I-th nodal unknown, also known as degree of freedom (DOF). The idea to
use the same set of shape functions for the representation of the element geometry and called
isoparametric concept. The weighting function also shares the same basis functions
δu= δuI NI(ξ), (3.13)
which is called the Galerkin method. There are also other choices of weighting functions, which
leads to other numerical methods such as collocation methods [60]. The gradients of the solu-
tion and the weighting function are thus
∇u= uI∇NI (3.14)
∇δu= δuI∇NI. (3.15)
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Please note that ∇NI is the gradient of NI with respect to the physical coordinates x , which is
derived as
∂NI
∂ x
=
∂NI
∂ ξ
∂ ξ
∂ x
. (3.16)
Putting Eq. (3.12)–Eq. (3.15) into Eq. (3.10) yields
∑
e
∫
Be
uJ∇NJ ·∇NI δuI dV =∑
e
∫
Be
f NIδuI dV +
∑
e
∫
SNe
hˆNIδuI dS. (3.17)
Since Eq. (3.17) should hold for every δuI, the residual
RI =
∑
e
uJ
∫
Be
∇NJ ·∇NI dV−∑
e
∫
Be
f NI dV +
∑
e
∫
SNe
hˆNI dS (3.18)
should be equal to zero for all I. Thanks to the fact that shape functions NI are highly local, only
limited shape functions NI are non-zero at each physical position and they are accessible locally
within one element. The residual in each element integral can thus be computed as
RAe = u
B
∫
Be
∇NB ·∇NA dV−
∫
Be
f NA dV. (3.19)
Here A and B run from 1 to total number of nodes per element. The integration of Eq. (3.19)
is done by quadrature rules, of which the most widely used one is the Gaussian quadrature rule.
The integral is replaced by the weighted sum of the integrand at the Gauss points,
RAe = u
B
∑
g
∇NB(ξg) ·∇NA(ξg)wgJ eg −
∑
g
f (x (ξg))N
A(ξg)wgJ
e
g , (3.20)
where the Gauss points ξg and the corresponding weight wg are chosen according to the poly-
nomial order of the integrand. J eg is the determinant of the Jacobian transformation and is
computed as the volume change from the physical space to the parametric space:
J eg = det

∂ x
∂ ξ
(ξg)

. (3.21)
Since the parametric domain we have defined coincides with the Gaussian integration domain
[−1,1]× [−1,1]× [−1, 1], no further mapping is needed. However, if the parametric domain
is defined other than the integration domain, a mapping from the parametric domain to the
bi-unit integration domain is required. Based on the connection of the local nodal index and
the global nodal index, the global residual vector is assembled, with dimension of the total DOF.
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Rewriting Eq. (3.18) in the vector format and ignoring the surface integration yields the linear
algebraic equation
R = Ku − f = 0, (3.22)
with
K =

K IJ

, K IJ =
∑
e
∑
g
∇NJ(ξg) ·∇NI(ξg)wgJ eg

, (3.23)
f =

f I

, f I =
∑
e
∑
g
f (x (ξg))N
I(ξg)wgJ
e
g

. (3.24)
If the Eq. (3.22) are not linear, certain root-finding algorithms are invoked to search the correct
root iteratively. In the thesis the Newton–Raphson iteration procedure is employed, where the
solution for the next iteration u(k+1) is updated from the current k-th iteration through
u(k+1) = u(k) + du(k) (3.25)
recursively until the convergence is reached. The update du(k) is computed from the tangent
matrix S(k) and the residual R(k) at the current iteration through the equation
R(k+1) = R(k) + S(k)du(k) = 0 (3.26)
where
S(k) = −

∂ R
∂ u

(k)
. (3.27)
Newton-Raphson iteration gives a quadratic rate of convergence. Finally, one need to solve
the linear equation system of either Eq. (3.22) or Eq. (3.26). Since the basis functions are
highly localized, the stiffness matrix K (or tangent matrix S) is sparse. While iterative solver
is recommended for large problems, for small problem with ill-conditioned stiffness matrix, a
direct solver can give a more reliable result. In this thesis, a direct solver is used. In particular,
a built-in profile solver from FEAP [61] and the MKL-Pardiso solver from Intel are used [62].
In this thesis, two advanced numerical methods will be employed: isogeometric analysis and
the finite cell method. The former employs higher-order splines as the basis functions; the exact
geometry representation will give a higher accuracy in the solution. The latter represents the
geometry with an adaptively calculated quadrature points, with a structured background mesh.
For the completeness, the two methods are reviewed here briefly.
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3.1.1 Isogeometric analysis
The concept of IsoGeometric Analysis (IGA) was proposed more than one decade ago [60, 63],
whose target was to bridge the gap between Computer Aided Design (CAD) and Computer Aided
Engineering (CAE) by employing the same spline basis functions that used in CAD for finite ele-
ment simulations, unlike Lagrange polynomials employed by traditional finite element methods.
In that way, the geometric representation is faithfully retained in the numerical simulation and
the communicational cost between the CAD and CAE are saved once the first coarse but exact
geometric model is built. Furthermore, isogeometric analysis has turned out to offer significant
additional benefits. For problems with smooth solutions, it exhibits increased accuracy and ro-
bustness on a per-degree-of-freedom basis [64–66]. Unlike C0-continuous basis functions, the
higher modes of spline basis functions do not diverge with increasing degree, but achieve almost
spectral accuracy that improves with degree [67–69]. Approximations of derivative fields are
smooth and their degree can be adjusted to what is required by the primal variational formu-
lation [70–72]. It is also noted that the higher-order continuity of spline basis functions has
triggered interest beyond finite element analysis, e.g., in collocation methods [66, 73, 74].
In this section, a brief review of the most common basis function, Non-Uniform Rational
B-Splines (NURBS) will be given. Its application in IGA will then be introduced.
A B-splines curve is defined by a knot vector and control points, where the former determines
the basis functions and latter mark the locations. They are defined independently, provided that
the number of basis functions from the knot vector equals the number of control points. In one
dimension, let n and p denote the number and the polynomial order of the basis functions, a
knot vector consists of a non-decreasing set of coordinates, or knots
Ξ =

ξ1,ξ2, . . . ,ξn+p+1

, (3.28)
which defines the B-spline basis functions through the Cox-de Boor recursion formula
Ni,0(ξ) =
¨
1 if ξi ≤ ξ < ξi+1,
0 otherwise.
(3.29)
Ni,p(ξ) =
ξ− ξi
ξi+p − ξiNi,p−1(ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi+1Ni+i,p−1(ξ). (3.30)
Fig. 3.1 shows cubic B-spline basis functions defined by the open knot vector Ξ =
[0, 0,0, 0,1, 2,2, 3,4, 4,4, 4]. We can observe that the basis functions are very smooth accross
elements. Furthermore, in order to describe conic curves such as circles, an additional weight
vector
[w1,w2, . . . ,wn] (3.31)
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FIGURE 3.1. Cubic B-spline functions with knot vector Ξ = [0,0, 0,0, 1,2, 2,3, 4,4, 4,4] [75].
associated to each basis functions is introduced, which leads to the NURBS basis functions
defined as
Rpi (ξ) =
wiN
p
i (ξ)∑n
j=1 w jN
p
j (ξ)
. (3.32)
Note that in this subsection, no Einstein summation is used. All summations are expressed
explicitly with the summation symbol. A NURBS curve can thus be given by
C(ξ) =
n∑
i=1
Rpi (ξ)Pi, (3.33)
where Pi is the control point associated with the i-th NURBS basis function. When the weight
wi = 1 holds for all basis functions, the curve will be degenerated to the B-splines curve. The
three dimensional NURBS solid can be defined analogously by three knot vectors
Ξ =

ξ1,ξ2, . . . ,ξn+p+1

,
H =

η1,η2, . . . ,ηm+q+1

,
Z = [ζ1,ζ2, . . . ,ζl+r+1]
(3.34)
and the control lattice Pi jk, together with the corresponding weights wi jk. The basis functions
are given as
Rpqri jk (ξ,η,ζ) =
wi jkN
p
i (ξ)N
q
j (η)N
r
k (ζ)∑n
a=1
∑m
b=1
∑l
c=1 wabcN
p
a (ξ)N
q
b (η)N
r
c (ζ)
(3.35)
and the solid is
S(ξ,η,ζ) =
n∑
i=1
m∑
j=1
l∑
k=1
Rpqri jk Pi jk. (3.36)
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Recalling Eq. (3.10), as a generalized notation of Eq. (3.33) and Eq. (3.36), the geometry of
dimension d is described by the mapping G,
x= G(ξ) =
∑
I
NI(ξ)xI, x ∈ Rd , ξ ∈ Rd , d = 1, 2 or 3, (3.37)
where x, ξ are the coordinates in the physical and the parametric domain, respectively. In
3-dimensional solids, we have
x = [x , y, z], ξ= [ξ,η,ζ]. (3.38)
NI is the I-th basis function, representing Rpi and R
pqr
i jk in Eq. (3.33) and Eq. (3.36), respectively.
xI is the coordinates of the I-th control point PI. The inverse of the mapping is thus
ξ= G−1(x). (3.39)
Recalling Eq. (3.12), the solution field u is then approximated by the map
u= A(ξ) =
∑
I
NI(ξ)uI (3.40)
in which uI is the field unknown at the I-th control point. By combining Eq. (3.39) and Eq. (3.40)
one can obtain the solution field in the physical space
u= A
 
G−1(x)

. (3.41)
3.1.2 Finite cell method
The Finite Cell Method (FCM) is an embedded domain method. The latter is also known as
immersed boundary or fictitious domain methods [76]. The main idea is to employ a structured
background mesh with higher-order basis functions to approximate the solution field, while the
geometry is represented with adaptive quadrature points [65, 77]. Thanks to the flexibility of
the quadrature based geometry approximation, the FCM can operate with almost any geometric
model, ranging from a boundary representation from CAD to a voxel representation obtained
from scanned images. There are three main components of the FCM, which make it different
from a standard higher-order finite element method. They are the concept of fictitious domain
approach, the procedure of adaptive quadrature points, and the weak constraint of the essential
boundary condition. In this section, the three differences will be introduced. The basis functions
in this thesis are B-splines since the mesh is structured.
The fictitious domain concept is illustrated in Fig. 3.2. The embedding domain Ω consists
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FIGURE 3.2. The fictitious domain approach: the physical domain Ωphys is extended by the fictitious domain
Ω f ic t into an embedding domain Ω to allow easy meshing of complex geometries. The influence of Ω f ic t is
penalized by α [76].
of the physical domain of interest Ωphys and the fictitious domain extension Ω f ic t . The weak
formulation is the same as in the finite element method, with the embedding area as the inte-
gration area. In the fictitious domain, the material parameters are weighted by a scalar factor
α, which leaves the material behavior unchanged in the physical domain, and makes the con-
tribution of the fictitious domain low enough. The parameter α is not chosen as exactly zero in
the fictitious domain to prevent extreme ill-conditioning of the stiffness matrix.
The volume quadrature approach of the finite cell method employs composed Gauss quadra-
ture, based on a hierarchical decomposition of the original element into quadrature sub-cells
[78]. Fig. 3.3 illustrates the generation of the sub-cell structure in two dimensions following the
procedure of recursive bisection, also called quadtree. It is emphasized again that basis func-
tions for the approximation of the solution fields are still defined exclusively on the original
mesh, while the sub-cell structure exists only for defining adaptive quadrature points, ag-
gregated around the geometric boundary. The recursive subdivision approach can be easily
FIGURE 3.3. 2D sub-cell structure (thin blue lines) for adaptive integration of finite cells (bold black lines)
that are cut by the geometric boundary (dashed line) [76].
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adjusted to one or three dimensions in the sense of binary or octrees, respectively. A three di-
mensional octree with the producing quadrature points in a three dimensional geometric with
two contacted materials are illustrated in Fig. 3.4. It can also easily be generalized to other
element shapes such as tetrahedral [79, 80] or polygonal elements [81].
(a) Cells (b) Quadrature points. (c) Cells and the quadratures.
FIGURE 3.4. 3D sub-cell structure and adaptive integration points in the double layered thick spherical shell.
An octree sub-division starts from a 8×8×8 mesh and it goes to the sub-cell level of three. Volume quadrature
points are in blue and surface quadrature points are in magenta.
The fictitious domain method inherently satisfies flux-free and traction-free boundary condi-
tion. For evaluating surface integrals of non-zero Neumann boundary conditions in this paper,
we simply introduce a fine triangulation of each embedded boundary. Each triangle serves as the
basis for generating independent quadrature points based on standard monomial rules [82, 83]
(see the magenta points in Fig. 3.4). Each quadrature point can be related to a specific element
via its global coordinate. When essential boundary conditions are to be satisfied, special efforts
are required. Those essential boundary conditions need to be built in the weak formulation
through Lagrange multiplier, penalty, or Nitsche’s method. In this work, the non-symmetric
Nitsche method is employed, where the mechanical compatibility condition needs to be satis-
fied between two materials (see the interfacial layer between the two shells in Fig. 3.4). More
details are given in Chapter 7.
3.2 Finite difference framework in time
Since the problem addressed in this work is also time dependent, the discretization of time
is also necessary. For an initial condition problem, common treatment is the finite difference
method. This method works directly on the strong forms of the partial/ordinary differential
equations, by approximating the differential operators by finite differences in the discretized
space. In this section, a short introduction to two simplest methods is given: forward and
backward Euler method.
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For simplicity, consider a first-order ordinary differential problem
dy
dt
= f (t, y), t ∈ (0,+∞) , (3.42)
y(t = 0) = y0. (3.43)
First the continuous time is divided by a set of time intervals t0, t1, . . . , tn, tn+1, . . . with the
interval size ∆t = tn+1 − tn. Integrating Eq. (3.42) from tn to tn+1 yields
y(tn+1)− y(tn) =
∫ tn+1
tn
f (t, y)dt. (3.44)
A forward Euler method is obtained when the right hand side integration is approximated by the
rectangular method with the integrand computed from tn
y(tn+1) = y(tn) + f (tn, y(tn))∆t. (3.45)
Similarly, the backward Euler method is obtained when the integrand is computed from tn+1
y(tn+1)− y(tn) = f (tn+1, y(tn+1))∆t. (3.46)
Care should be taken when the backward method is used since the quantities at t = tn+1 is
yet unknown, and a Newton-Raphson iteration is necessary to solve the equation. Since this
method is unconditionally convergent, in this thesis, the backward-Euler method is employed.
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Chapter 4
Chemical behavior of electrode particles: phase sep-
aration
Phase separation often occurs during (de-)lithiation in the electrode particles made of mate-
rials such as crystalline silicon (Si) [84], tin (Sn), antimony (Sb) and their oxides [8, 85] for
anodes, as well as cathode material i.e. LixFePO4 [10, 86] and LixMn2O4 [87]. In this regard,
the Cahn–Hilliard phase-field model proposed in [31, 37] has attracted increasing attention in
describing the chemical phase separation in lithium-ion batteries. Han et al. [88] simulated
galvanostatic and potentiostatic intermittent titration technique experiments and gave reliable
predictions for the chemical diffusion coefficient. Apart from that, they also showed a way
to approximate an interfacial parameter from the nearest-neighbor interaction and the lattice
spacing of the material. Further, Singh et al. [89] developed a Cahn–Hilliard-type diffusion
into an anisotropic ionic mobility in the crystal and considered surface reaction. The mathe-
matical study of the Cahn–Hilliard equation has long been carried out to discuss the existence
and uniqueness of its solution [90, 91]. On the other hand, different numerical methods are
employed to solve the equation, among which are finite difference methods [92], spectral meth-
ods [93], and finite volume methods [94]. The finite element method emerges as a very strong
tool to solve Cahn–Hilliard equation since it offers greater flexibility of the geometry. In this
section, simulations based on the finite element method is employed.
As the Cahn–Hilliard equation is a fourth-order partial differential equation spatially, it is ac-
companied by numerical difficulties in dealing with higher-order operators. In the context of
finite element methods, this usually requires globally C1-continous basis functions. Previous
treatments include mixed formulations, where the Cahn–Hilliard equation is rewritten into two
coupled equations, by introducing an additional variable, which can be a nonlocal species con-
centration [95], or the chemical potential [96]. Alternatively, Wells et al. [97] formulated the
Cahn–Hilliard equation in the framework of a discontinuous Galerkin method. Both methods
reduce the requirement of continuity of the elements and standard C0-continuous shape func-
tions are used. However, the convenience of employing these shape functions comes with the
cost of extra degrees of freedom in addition to the prime unknowns.
To treat the high-order operator straightforwardly, isogeometric analysis was employed by
Gomez et al. [70] to solve the Cahn–Hilliard equation. A comparison between different nu-
merical schemes with an emphasis on C1-continuous methods has been recently carried out by
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Kaessmair and Steinmann [98]. The B-spline based finite cell method is also suitable to handle
this equation. The employment of B-splines or NURBS as basis functions provides global C1 or
even higher-order continuity. However, when the Cahn–Hilliard is to be dealt with directly, a
special effort has to be made to an essential boundary term ∇c · n = 0, which states as normal
gradient of concentration to be zero. This term arises from a thermodynamic derivation but
does not fit directly into the weak formulation of the finite element method. In the context of
isogeometric analysis, Gomez et al. [70] avoided this problem by imposing periodic boundary
conditions with periodic B-spline basis functions. Liu et al. [99] imposed this boundary term by
setting two consecutive boundary control values to be equal in the rectangular/cuboid grid with
quadratic shape functions. Dalcin et al. [100] developed an unclamping algorithm to adapt
higher-order open knot vector for a desired continuity at the boundary, so as to enforce the
periodic boundary conditions. However, those strong impositions of the essential boundary con-
ditions are limited by the geometry, where there should be a control axis perpendicular to the
surface when it intersects with the surface. Moreover, a strong imposition is not even possible
in the finite cell method, where the surface is represented by a layer of quadrature points.
Therefore, in this chapter, two new ways are proposed to treat the essential boundary con-
dition: the Lagrange multiplier and the Nitsche method. Anders et al. [101] used Lagrange
multiplier to impose this boundary term. However, they also introduced a new space for the La-
grange multiplier on the surface, which is not straightforward. The Lagrange multiplier method
we propose requires no much effort to implement since it shares the same basis functions as
the solution field, but it increases the computational cost. The Nitsche method, on the other
hand, introduces no additional degrees of freedom, while maintains the flexibility of the La-
grange multiplier method, since it is also built into the weak formulation [102]. Nitsche’s
method has been widely used in discontinuous Galerkin method [103] and introduced also in
continuous Galerkin to impose Dirichlet boundary condition in second-order or fourth-order
problems [104], and embedded interface problems [105, 106].
In this chapter, the derivation of the Cahn–Hilliard equation is reviewed in order to introduce
to the reader the problem as well as the essential boundary condition. The weak formula-
tions, based on the Lagrange multiplier and the Nitsche method, are derived in Section 4.2 and
Section 4.4, respectively. The representative examples are performed in Section 4.3 and Sec-
tion 4.5. More applications of these two methods in the mechanically coupled problems are
presented in the following chapters. In particular, in Chapter 5 and Chapter 6, the Lagrange
multiplier method is employed; while in Chapter 7, the Nitsche method in combination with the
finite cell method is used.
4.1 Derivation of Cahn–Hilliard equation from thermodynamics
The physical derivation of the Cahn–Hilliard equation from the thermodynamics has two main
approaches. The traditional derivation is through a variational formulation, following Cahn and
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Hilliard [31, 37, 43, 107]. Alternatively, Gurtin et al. [51, 108] asserted that a derivation from a
microforce balance is physically more sound. The equivalence of these two will be discussed in
Chapter 5. Since the emphasis of this section is to introduce the Cahn–Hilliard equation, only the
classic derivation based on the variational approach is reviewed. We consider a binary solution
system in the body B˜, which has been normalized as B. For simplicity, the Cahn–Hilliard equation
is derived with the quantities in their normalized form. The normalization and the necessary
parameters are listed in Table 4.1 and Table 4.2.
TABLE 4.1. Normalization of the Cahn–Hilliard equation.
Physical quantities Normalization
Length (x˜ ) x = x˜/L0
Time ( t˜) t = D t˜/L20
Concentration (c˜) c = c˜/cmax
Flux ( j˜) j = L0 j˜/ (Dcmax)
Free energy density (ψ˜c) ψc = ψ˜c/ (RTcmax)
Chemical potential (µ˜) µ= µ˜/ (RT)
TABLE 4.2. Parameters used in the Cahn–Hilliard equation.
Gas constant (R) 8.32J mol−1 K−1
Absolute temperature (T) 283K
Diffusivity (D) 7.08× 10−15 m2 s−1
Maximum concentration (cmax) 2.29× 104 mol m−3
Length scale (L0) 1 µm
The evolution of the non-uniform mole fraction (or normalized concentration) of one compo-
nent c is given by
∂ c
∂ t
= −∇ · j , (4.1)
where the flux j is defined as
j = −M∇µ. (4.2)
Here, M represents a degenerated mobility in the limit of c → 1 and c → 0, and M = c (1− c)
is used in this chapter. The chemical potential, defined as the variational derivative of the total
free energy with respect to the species concentration,
δΨ =
∫
B
µδc dV, µ= δcΨ = δc
∫
B
ψc +
1
2
κ|∇c|2 dV, (4.3)
4.1. Derivation of Cahn–Hilliard equation from thermodynamics 33
where bulk chemical energy density ψc prescribes a double-well function, allowing for the co-
existance of two phases. The term containing ∇c represents an energetic penalty for the phase
interface. The parameter κ related to the interfacial thickness. In the limit of κ → 0, the
interfacial thickness goes to 0. Since the variation
δΨ = δ
∫
B
ψc +
1
2
κ|∇c|2 dV =
∫
B

dψc
dc
− κ∆c

δc dV +
∫
∂ B
κ∇c · nδc dS, (4.4)
by comparing Eq. (4.3) and Eq. (4.4), we can obtain the chemical potential as
µ=
dψc
dc
− κ∆c (4.5)
and the surface integration of Eq. (4.4) as zero. Due to the randomness of δc, an additional
boundary condition of κ∇c · n = 0 should be fulfilled on the entire boundary ∂ B. In this
thesis, we consider a regular solution model, the details of which can be found in the book by
Guggenheim [109]. The bulk chemical free energy ψc is given as
ψc = µ0c + c ln c + (1− c) ln (1− c) +χc (1− c) , (4.6)
where µ0 is a reference value of the chemical potential of the diffusing species, set as 0 in the
simulation since it will not influence the diffusion behavior; The next two terms represent the en-
tropic contribution to the system for an ideal mixture; the last term, the enthalpic contribution,
favors a separation of the system towards c = 0 and c = 1. The positive interchange-energetic
parameter χ indicates the convexity of the energy. In particular, as shown in Fig. 4.1(a), the
phase separation will not happen when χ ≤ 2, but happens when χ > 2, where ψcR is non-
convex. In this chapter, χ = 2.5 is taken for the two-phase system. We can then calculate the
spinodal points (csα, c
s
β) by solving the equation
∂ 2ψc
∂ c2
=
1
c (1− c) − 2χ = 0, (4.7)
and the binodal points (cα, cβ) by common tangent construction
ψc|c=cα − ψc|c=cβ =
∂ψc
∂ c

c=cα
 
cα − cβ

, (4.8)
∂ψc
∂ c

c=cα
− ∂ψc
∂ c

c=cβ
= 0. (4.9)
In Fig. 4.1(b), the black dashed line denotes, for different values of parameter χ, the spin-
odal points where the phase separation starts; the solid line represents the binodal points, i.e.,
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FIGURE 4.1. (a) Normalized bulk free energy density ψc = c ln c + (1− c) ln (1− c) + χc (1− c) and (b)
the phase diagram with respect to the phase parameter χ. cα, cβ are equilibrium concentrations; c
s
α, c
s
β are
spinodals; ∆ψc is the difference between the specific free energy the free energy obtained as a mixture of the
two equilibrium bulk phases, with ψcmax obtained at the middle concentration (cα + cβ)/2.
the two respective equilibrium concentrations. The shaded area denotes an unstable region;
here spinodal decomposition takes place, driving the system towards its corresponding equilib-
rium state. The interfacial properties can thus be analytically obtained through a variational
study [31]. For a 1D problem, if the elastic influence is absent, we can obtain the interface
thickness s as
s =
∆c
tanθ
= (cβ − cα)
√√ κ
2∆ψcmax
, (4.10)
where s is defined in Fig. 4.2. cα, cβ and ∆ψ
c are shown in Fig. 4.1(a). The maximum value
Co
nc
en
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n
Longitude
θ
cα
cβ
θ
c = cβ - cα
s
s = c/tan


FIGURE 4.2. The definition of interface thickness for a 1D problem.
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∆ψcmax is ∆ψ
c computed at the middle concentration (cα+ cβ)/2. The interfacial energy over the
complete domain can be also obtained as
Ψ i =
∫ ∞
−∞
ψi dx =
∫ ∞
−∞
1
2
κ

∂ c
∂ x
2
dx =
∫ cβ
cα
√√κ∆ψc
2
dc. (4.11)
We can see from Eq. (4.10) and Eq. (4.11) that, for a given bulk free energy density, the interface
thickness is proportional to the square root of κ and the inverse of the maximum energy barrier
∆ψcmax; the interfacial energy is proportional to the square root of κ and the integrated square
root of the energy barrier ∆ψc, that is,
s∝
√√ κ
∆ψcmax
, Ψ i∝
∫ cβ
cα
Æ
κ∆ψc dc. (4.12)
It thus also holds that
κ∝ sΨ i, ∆ψcmax∝ Ψ
i
s
, (4.13)
supposing q
∆ψcmax∝
∫ cβ
cα
Æ
∆ψc dc. (4.14)
By Eq. (4.2), the corresponding flux j is then expressed as
j = −{[1− 2χc (1− c)]∇c − c (1− c)∇ (κ∆c)} . (4.15)
Finally, the Cahn–Hilliard equation is derived as
∂ c
∂ t
=∇ · {[1− 2χc (1− c)]∇c − c (1− c)∇ (κ∆c)} in B× (0,T ) . (4.16)
The boundary conditions are summarized as
c = cˆ on Sc × (0,T ) , (4.17)
{[1− 2χc (1− c)]∇c − c (1− c)∇ (κ∆c)} · n = jˆ on S j × (0,T ) , (4.18)
κ∇c · n = 0 on ∂ B× (0,T ) , (4.19)
where Sc and S j are two complimentary subsets of the complete boundary ∂ B. The constraint
of Eq. (4.17) is built into the solution, and Eq. (4.18) can be directly satisfied in the weak
formulation. Nevertheless, the additional essential boundary condition Eq. (4.19), which arises
from the variational derivation in Eq. (4.4), does not fit in the weak formulation directly. Its
physical interpretation is that the phase interface turns to be perpendicular to the boundary
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when it intersects with the latter. Only limited cases with special treatments are available if
this boundary condition is to be enforced strongly ([70, 99, 100]). Therefore, we propose two
methods to impose this boundary weakly: the Lagrange multiplier method and the Nitsche
method.
Remark: To characterize different electrochemical properties of insertion materials, experi-
ments are conducted under different conditions. These conditions need to be carefully treated
in the simulation in order to reproduce the experimental results. To mimic galvanostatic
charge/discharge, the Neumann boundary condition Eq. (4.18) is given on the electrode-
electrolyte interface. The given flux jˆ is computed from the relation jˆ = iˆ/(zF), where iˆ is
the applied current, z the charge number of an inserted/extracted ion and F the Faraday con-
stant. On the electrode-substrate interface, which is impermeable to the ions of active species, jˆ
in Eq. (4.18) is set to be zero. On the other hand, the Dirichlet boundary condition of Eq. (4.17)
is often employed in simulations for potentiostatic charge/discharge process under the assump-
tion that surface reaction is kinetically sufficiently fast that the equilibrium concentration of the
active species is instantly reached on the surface and that lithium bulk diffusion governs the
overall insertion/extraction rate (diffusion-limited dynamics). Alternatively, in Chapter 6 of this
thesis, we propose a reaction-diffusion model, in which the lithium flux on the surface is gov-
erned by a modified Butler–Volmer equation, controlled by an applied electrostatic potential.
In this approach, no assumptions of fast reaction is needed and numerical experiments can be
carried out with different reaction-diffusion relations.
4.2 Variational formulation of Cahn–Hilliard equation with Lagrange multiplier
By the application of weighted residual and repeated integration by parts, we can derive the
weak formulation of Eq. (4.16) as∫
B
∂ c
∂ t
δc dV +
∫
B
[1− 2χc (1− c)]∇c ·∇δc dV +
∫
B
(1− 2c)κ∆c∇c ·∇δc dV
+
∫
B
c (1− c)κ∆c∆δc dV−
∫
∂ B
{[1− 2χc (1− c)]∇c − c (1− c)∇ (κ∆c)} · nδc dS
−
∫
∂ B
κc (1− c)∆c (∇δc · n) dS
= δΠ−
∫
∂ B
{[1− 2χc (1− c)]∇c − c (1− c)∇ (κ∆c)} · nδc dS
−
∫
∂ B
κc (1− c)∆c (∇δc · n) dS = 0 (4.20)
where δΠ represents the volume integration of the weak form. As mentioned in the last section,
the constraint of Eq. (4.17) is enforced strongly. The constraint of Eq. (4.18) is enforced by re-
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placing the corresponding term in Eq. (4.20) directly. As for the boundary condition Eq. (4.19),
a Lagrange multiplier is introduced in forming another functional Π¯,
Π¯= Π+
∫
∂ B
λ∇c · n dS−
∫
B
1
2α
λ2 dV, (4.21)
so that
δΠ¯= δΠ+δ
∫
∂ B
λ∇c · n dS−δ
∫
B
1
2α
λ2 dV =
∫
S j
jˆδc dS. (4.22)
In Eq. (4.22), the second term is the weakly imposed constraint using the Lagrange multiplier λ.
The term involving λ2 is a perturbation to avoid numerical singularity, in which a proper choice
of the parameter α is important for a good convergence of the computation. For more details,
one can refer to the book of Zienkiewicz et al. [110]. By comparing Eq. (4.22) and Eq. (4.20),
we identify the Lagrange multiplier λ as
λ= −c (1− c)κ∆c. (4.23)
In the work of Anders et al. [101], the Lagrange multiplier was interpolated by standard La-
grangian linear basis functions on the surface, where a new set of function space was introduced.
In this work, the Lagrange multiplier space is the same as that of the other solution fields. Since
this higher-order Lagrange multiplier space on the surface can lead to over-constrained systems,
we use the divergence theorem to transfer the surface integration into a volume integral:
δΠ¯= δΠ+δ
∫
B
Div (λ∇c)dV−δ
∫
B
1
2α
λ2 dV. (4.24)
This approach is not only convenient to be implemented—as it introduces no new space for the
Lagrange multiplier—but also computationally robust.
4.3 Numerical examples of the Lagrange multiplier method
As a benchmark test of the uncoupled Cahn–Hilliard equation, A bar with the dimensions
2× 2× 10, shown in the Fig. 4.3, is considered. The flux is given at one end, while on the four
sides, as well as at the bottom, a flux-free boundary condition is defined. This flux is applied for
a period of time; after its removal the system will evolve to the equilibrium state, as shown in
Fig. 4.4. A two-phase system with a diffuse interface is formed. The energy
ψ=ψc +ψi = c ln c + (1− c) ln(1− c) + 2.5c(1− c) + 1
2
κ|∇c|2 (4.25)
38 4. Chemical behavior of electrode particles: phase separation
OO′
A
A′
x
y
z
Flux
a
a
h
Flux (jˆ) 0.064
Measurements (a× a× h) 1× 1× 10
Initial conc. (c0) 0.25
Phase para. (χ) 2.5
Interface para. (κ) 0.04247
FIGURE 4.3. Geometry and parameters of the bar under incoming flux at one end. Due to symmetry, only one
quarter of the bar is modeled. OO′ is the center line of the bar. All other parameters are given in Table 4.2.
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FIGURE 4.4. The moving interface due to different amount of incoming flux. The distribution of concentration
is plotted with solid line, while the energy ψ=ψc +ψi is plotted with dashed line.
peaks at the center of the interface. The normal gradient ∇c · n at the O′A′ end with respect
to time is plotted in Fig. 4.5. The time applied in this problem is 5 normalized seconds.
If the Lagrange multiplier is not used, this term fluctuates strongly even after the removal of
the flux; however, the constraint is well fulfilled with the Lagrange multiplier ansatz. As we
can see from this figure, when α > 106, there is a satisfactory convergence. As a reference,
the mixed formulation based on Miehe’s approach [96] has also been implemented, where the
chemical potential µ is introduced as an independent variable, and Eq. (4.16) is divided into
two second-order partial differential equations
∂ c
∂ t
=∇ · [c (1− c)∇µ] , (4.26)
µ= ln c − ln (1− c) +χ (1− 2c) . (4.27)
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FIGURE 4.5. Normal gradient of the concentration at the end of a bar under flux boundary condition.
Constant flux is given for 5 normalized seconds and then removed, as shown in the small plot.
From Fig. 4.5 we can see that a similar tendency between the Lagrange multiplier method and
the mixed formulation is observed.
To check the interfacial thickness, the flux is applied for 200 normalized seconds and removed.
As mentioned in Eq. (4.10), the interface thickness for a standard 1D problem is s = (cβ −
cα)
Æ
κ/(2∆ψc). For a 3D problem, the magnitude of s is defined in a similar way, with s being
a vector parallel to ∇c. In the bar under consideration, it lies parallel to the z direction.
For ψ expressed as Eq. (4.25), we can obtain cα = 0.1448, cβ = 0.8552 and ∆ψ
c = 0.03585
from common tangent construction. Substituting them into Eq. (4.10), we can plot |s| with
different interface parameters κ, as shown in Fig. 4.6(b). The corresponding numerical results
in equilibrium are also shown in Fig. 4.6(a,b). It can be seen that the simulation results have
good agreement with the analytical predictions. However, one may notice from Fig. 4.6(b)
that there is a deviation of the numerically measured interface thickness from the analytically
predicted one when κ becomes very large (e.g. κ = 3.3977). The reason is that, as shown
in Eq. (4.10), the interface thickness is influenced by two parts: the difference of the two
equilibrium concentrations (∆c), and the slope of the tangent line at the interface center point
(tanθ). In the analytical prediction, the bar is supposedly infinitely long; therefore ∆c will
remain unchanged for a given bulk chemical free energy, and the slope, which is proportional top
κ, is the only contribution to different interface thicknesses. However, in the simulation, since
the length of the bar is limited (10), apart from the slope, ∆c can also change with κ—when
the interface evolves onto the surface, the interaction between the surface boundary condition
∇c ·n = 0 and the interface gradient will result in a smaller ∆c. As a consequence, the interface
thickness measured in the simulation will be smaller than that in the analytical solution. It is
hence reasonable to predict that, when κ is further increased or the length of the bar is reduced,
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FIGURE 4.6. The dependence of the interface thickness on κ in the decoupled Cahn–Hilliard problem. In (a)
the simulation results of the equilibrium concentration profile show that a larger κ results in a more diffusive
interface, or even a suppression of the phase separation. (b) shows the consistency of the simulation results
with the analytical predictions, and that both show a linear relationship |s| ∝ pκ, as long as κ is not too
large.
the two phases can merge into one phase, and the phase separation is suppressed due to this
“surface effect”. The suppression has been actually observed in the simulation, as shown in
Fig. 4.6(a) when κ= 21.235.
4.4 Variational formulation of Cahn–Hilliard equation with Nitsche’s method
While the Lagrange multiplier method is very easy to implement and shows promising appli-
cations in small problems, additional computational cost is not affordable when the problem
becomes large. Therefore in this section we introduce another method based on Nitsche’s
method [102], which will not introduce any additional degrees of freedom yet variationally
consistent.
4.4.1 Dirichlet and Neumann boundary conditions
Based on Nitsche’s method, the weak formulation of Eqs. (4.16)–(4.19) is expressed as∫
B
∂ c
∂ t
δc dV +
∫
B
[1− 2χc (1− c)]∇c ·∇δc dV +
∫
B
(1− 2c)κ∆c∇c ·∇δc dV
+
∫
B
c (1− c)κ∆c∆δc dV−
∫
Sc
{[1− 2χc (1− c)]∇c − c (1− c)∇ (κ∆c)} · nδc dS
−
∫
Sc
c∇ (κ∆δc) · n dS+α1
∫
Sc
cδc dS−
∫
∂ B
κc (1− c)∆c (∇δc · n) dS
4.4. Variational formulation of Cahn–Hilliard equation with Nitsche’s method 41
−
∫
∂ B
κc (1− c) (∇c · n) ∆δc dS+α2
∫
∂ B
(∇c · n) (∇δc · n) dS
=
∫
S j
jδc dS−
∫
Sc
cˆ∇ (κ∆δc) · n dS+α1
∫
Sc
cˆδc dS. (4.28)
The spaces spanned by the basis functions for approximation and weighting are the spaces of
square integrable functions with square integrable first and second derivatives. The stabiliza-
tion parameters α1 and α2 need to be chosen large enough in order to guarantee stability of
Eq. (4.28). The terms defined on the Dirichlet boundary Sc and associated stabilization with
α1 weakly enforce a given concentration cˆ. The terms defined on the complete domain bound-
ary ∂ B and associated stabilization with α2 weakly enforce that the normal derivative is zero.
Comparing Eq. (4.22) and Eq. (4.28), one can observe that, the constraint of Nitsche’s method
is actually by replacing the Lagrange multiplier with the identified quantity in Eq. (4.23).
To show the consistency of the variational form Eq. (4.28) with the strong form of the bound-
ary value problem Eqs. (4.16)–(4.19), we apply repeated integration by parts to Eq. (4.28). This
results in ∫
B
∂ c
∂ t
δc dV−
∫
B
∇ · {[1− 2χc (1− c)]∇c − c (1− c)∇ (κ∆c)}δc dV
+
∫
S j
({[1− 2χc (1− c)]∇c − c (1− c)∇ (κ∆c)} · n − j)δc dS
−
∫
Sc
(c − cˆ)∇ (κ∆δc) · n dS+α1
∫
Sc
(c − cˆ) δc dS
−
∫
∂ B
κc (1− c) (∇c · n)∆δc dS+α2
∫
∂ B
(∇c · n) (∇δc · n) dS = 0, (4.29)
which will give us the equations Eqs. (4.16)–(4.19).
4.4.2 Periodic boundary condition
A typical simulation of Cahn–Hilliard equation is the evolution of concentration field from a
random initial state under periodic boundary conditions. Let S− and S+ denote the entry and
exit boundary of a periodic box B, which satisfies S− ∪ S+ = ∂ B and S− ∩ S+ = ;. x− ∈ S− and
x+ ∈ S+ are two matching points with constituents (·)− and (·)+, respectively. We note that we
will use the condition ∫
S−
(·)dS =
∫
S+
(·)dS, (4.30)
assuming that S− and S+ are geometrically symmetric.
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We define the jump operator ¹·º as
¹aº= a− − a+, a ∈ R, (4.31)¹aº= a− · n− + a+ · n+, a ∈ Rd , d = 2, 3, (4.32)
and the average operator 〈·〉 as
〈a〉= 1
2
 
a− + a+

, a ∈ R, (4.33)
〈a〉= 1
2
 
a− · n− − a+ · n+ , a ∈ Rd , d = 2,3. (4.34)
The general set of boundary conditions Eqs. (4.17)–(4.19) can then be specified to the following
set of periodic boundary conditions in strong form:
c− − c+ = ¹cº= 0, (4.35)
∇c− · n− +∇c+ · n+ = ¹∇cº= 0, (4.36)
κ∆c− − κ∆c+ = ¹κ∆cº= 0, (4.37)
j− · n− + j+ · n+ = ¹ jº= 0 (4.38)
where j is given in Eq. (4.15). The boundary condition Eq. (4.35) is imposed strongly by setting
two matching control values on the corresponding boundaries equal. Further, in analogy to
Eq. (4.28), the boundary condition of Eqs. (4.36)–(4.38) are imposed weakly using the Nitsche
method. The corresponding variational statement reads∫
B
∂ c
∂ t
δc dV +
∫
B
[1− 2χc (1− c)]∇c ·∇δc dV +
∫
B
(1− 2c)κ∆c∇c ·∇δc dV
+
∫
B
c (1− c)κ∆c∆δc dV−
∫
S−
c (1− c) 〈κ∆c〉 ¹∇δcº dS
−
∫
S−
c (1− c)¹∇cº 〈κ∆δc〉 dS+α2∫
S−
¹∇cº ¹∇δcº dS = 0, (4.39)
We again can show consistency with respect to the strong form Eq. (4.16) and Eqs. (4.35)–(4.38)
by repeatedly applying integration by parts on Eq. (4.39), which leads to∫
B
∂ c
∂ t
δc dV−
∫
B
∇ · {[1− 2χc (1− c)]∇c − κc (1− c)∇∆c}δc dV
−
∫
S−
¹ jº δc dS+∫
S−
c (1− c)¹κ∆cº 〈∇δc〉 dS−∫
S−
c (1− c)¹∇cº 〈κ∆δc〉 dS
+α2
∫
S−
¹∇cº¹∇δcº dS = 0. (4.40)
Making again use of the argument that Eq. (4.40) must hold for arbitrary weighting functions
δc, we can identify the strong form of the boundary value problem Eq. (4.16) and the periodic
boundary conditions Eqs. (4.36)–(4.38).
4.4. Variational formulation of Cahn–Hilliard equation with Nitsche’s method 43
4.5 Numerical examples of Nitsche’s method
4.5.1 Two coexisting phases with a flat interface—1D simulation
As a first example, we consider a bar with a lenghth L= 10. The initial conditions are set as
c(x , 0) =
¨
0.2 0≤ x ≤ 5
0.8 5< x ≤ 10, (4.41)
and flux-free boundary conditions are given as
[1− 2χc (1− c)] ∂ c
∂ x
− c (1− c)κ ∂ 3c
∂ x3
= 0, x = 0, L, t ∈ (0,T ) , (4.42)
κ
∂ c
∂ x
= 0, x = 0, L, t ∈ (0,T ) . (4.43)
In the simulation, χ = 2.5, which indicates two homogeneous phases are cα = 0.1448 and
cβ = 0.8552 in equilibrium. The interfacial parameter κ= 0.01.
For a first impression, we compute the solution of the Cahn–Hilliard equation with weakly im-
posed boundary conditions on 100 cubic B-spline elements with element size he = 0.1. Fig. 4.7
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FIGURE 4.7. The numerical solution of the distribution of the concentration c and the free energy ψ in
equilibrium (t ∼ 1× 1013). The analytical solution for the two phases are cα = 0.1448 and cβ = 0.8552.
The free energy ψ equals −0.1040 within homogeneous phases and peaks with the value −0.03229 when
c = cc = 0.5 in the middle of the interface. All numerical results agree well with the analytical results.
plots the corresponding concentration c and the free energy densityψ in equilibrium (t ∼ 1013),
the latter being computed as
ψ=ψc +ψi = c ln c + (1− c) ln(1− c) + 2.5 c(1− c) + 5× 10−3
 ∂ c∂ x
2 . (4.44)
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There are two phases and a diffuse interface, with the energetic peak in the middle, where the
largest concentration gradient occurs. The free energy ψ equals −0.1040 within homogeneous
phases and peaks with the value −0.03229 when c = cc = 0.5. All those values have been
reproduced by the simulation.
In the next step, we perform a more rigorous convergence study. We know that in equilibrium,
the exact chemical potential µex = 0 holds everywhere in the field, while there is no analytical
solution for c. We therefore base our study on the chemical potential
µ= ln c − ln (1− c) + 2.5 (1− 2c)− 1× 10−2 ∂ 2c
∂ x2
(4.45)
instead of the concentration c. Since this example does not involve a Dirichlet boundary con-
dition, we only use the stabilization parameter α2. Following the work of Wells et al. [97], the
penalty parameter α2 is taken as 5/he, where he is the size of the element.
Table 4.3 and Fig. 4.8 show the convergence of the error in the L2 norm, computed for µ.
TABLE 4.3. Evolution of error
∫ L
0
(µFEM −µex)2 dx
 1
2
.
1/he Quadratics Cubics Quatics
10 7.384572 1536× 10−3 1.558218 8728× 10−3 3.706146 1505× 10−4
20 1.406218 6408× 10−3 6.206652 7184× 10−5 1.735348 2112× 10−5
40 2.545223 7937× 10−4 2.520102 4011× 10−6 6.359409 5903× 10−7
80 4.526134 2896× 10−5 1.087434 1541× 10−7 2.668554 2218× 10−8
160 8.013044 2296× 10−6 4.784878 4864× 10−9 1.256771 6120× 10−9
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FIGURE 4.8. Plot of the convergence of
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0
(µFEM −µex)2 dx
 1
2
.
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One can observe that for quadratic and quartic B-splines, the optimal convergence rate of two
and four are achieved, respectively. For cubic basis functions, a superconvergent rate of four is
achieved. This can be explained as follows: Inspection of the free energy ψ (Eq. (4.44)) indi-
cates that, the distribution of c follows a sigmoid shape, which possesses rotational symmetry
with respect to the middle point of the interface (xc, cc) by an angle of 180
◦ (Fig. 4.7). This
means, in the vicinity of (xc, cc), only odd power terms are non-zero in the Taylor expansion of
the expression for c
c(x) = c(xc) +
∑
n=1,3,...
An(x − xc)n = cc +
∑
n=1,3,...
An(x − xc)n, (4.46)
with An being the coefficients of the n-th term. Since µ is a function of c and d
2c/dx2, the
monomial components of the polynomial basis functions that have even power must have coef-
ficients of zero and therefore do not contribute to the accuracy for µ in equilibrium. Therefore,
odd degree cubics achieve the same accuracy as quartics in this special case.
We also consider a second scenario, where one of the flux boundary conditions is replaced by
a corresponding Dirichlet boundary condition. The new set reads
c = 1.0, x = 0, t ∈ (0,T ) , (4.47)
[1− 2χc (1− c)] ∂ c
∂ x
− c (1− c)κ ∂ 3c
∂ x3
= 0, x = L, t ∈ (0,T ) , (4.48)
κ
∂ c
∂ x
= 0, x = 0, L, t ∈ (0,T ) . (4.49)
The initial condition is homogeneous distribution of concentration
c(x , 0) = 0.1, x ∈ [0,L] . (4.50)
We enforce both conditions Eqs. (4.47) and (4.49) weakly, which involves two stabilization
term. Following Ember et al. [104], we assume a stabilization parameter α1 = 5000/he, three
orders of magnitude larger than α2 in the simulation. Since the fixed concentration 1.0 at
x = 0 is larger than the equilibrium concentrations cα = 0.1448 and cβ = 0.8552, it triggers
a continuous influx until the overall domain reaches a homogeneous concentration of c = 1.0.
Fig. 4.9 shows the concentration evolution in the bar. 500 cubic line elements are used for the
simulation, α1 = 2.5× 105 and α2 = 250. We observe that the Dirichlet boundary condition is
satisfied at all times.
4.5.2 Spinodal decomposition—2D simulation
In the second example, we consider spinodal decomposition on a unit square from a random
distributed initial concentration field. We assume parameters are χ = 2.5 and κ = 1.42× 10−4,
which leads to a characteristic interfacial thickness of 0.0316. The initial concentration is
c (x , 0) = c¯ + r (4.51)
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FIGURE 4.9. The evolution of the concentration profile when a Dirichlet boundary condition x = 0 and zero
first derivatives at both ends, all weakly enforced.
where c¯ = 0.63 and r is a random variable with uniform distribution in the range [−0.05,0.05].
In a first step, we examine the evolution under a natural boundary condition. In this case,
the flux and the normal gradient of concentration on all boundaries are zero, the latter being
enforce by Nitsche’s method. Fig. 4.10 shows the evolution of concentration field at different
(a) t = 9.83× 10−3 (b) t = 2.576× 10−2 (c) t = 1.056× 10−1
(d) t = 5.57 (e) t = 62.01 (f) Equilibrium
FIGURE 4.10. Spinodal decomposition under natural boundary conditions. Due to the weakly enforced con-
dition of zero normal gradient, all phase interfaces remain perpendicular to the border, when they intersect
with the border.
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times, computed with 128×128 cubic B-spline elements. It is observed that phase interfaces are
always perpendicular to the boundary when they intersect with the boundary. This indicates that
the weakly enforced condition of zero normal gradient is accurately satisfied on the complete
boundary.
As a second step, we simulated the evolution of the random field under weakly enforced pe-
riodic boundary conditions Eqs. (4.36)–(4.38). The constraint of Eq. (4.35) is imposed strongly
by making the corresponding two control points on the edge coincide. We assume α2 = 5.0/he.
Fig. 4.11 plots simulation results at different time instances, computed again with 128 × 128
(a) t = 1.581× 10−2 (b) t = 1.153× 10−1 (c) t = 1.231
(d) t = 10.28 (e) t = 20.41 (f) Equilibrium
FIGURE 4.11. Spinodal decomposition under periodic boundary condition. The phase interfaces are not
perpendicular but continued to the other side of the border when they are intersect with the box frame.
cubic B-spline elements. In the simulation, the open knot vectors are used to build up the basis
functions, unlike the treatment by Gomez et al. [70], which employed the periodic B-Splines
to impose periodicity. The simulation results in Fig. 4.11 agree well with the results in [70].
We observe that phase interfaces now continue smoothly from one boundary to the opposite
boundary. The final equilibrium state is complete circle. This is different from the previous case,
where only one quarter of the complete sphere is reached at the equilibrium, and where it is
energetically more favorable. This can be observed by computing the final energy. For both
simulations, a monotonic decrease of the total free energy
Ψ =
∫
B
ψdV =
∫
B

c ln c + (1− c) ln (1− c) + 2.5 c (1− c) + 7.1× 10−5 |∇c|2 dV (4.52)
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(a) Evolution of Ψ under natural boundary condition.
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(b) Evolution of Ψ under periodic boundary condition.
FIGURE 4.12. Evolution of the total free energy Ψ with different quadratic and cubic elements under (a) nat-
ural and (b) periodic boundary conditions. Both simulations show that Ψ is monotonically decreasing, and
the final energy under natural boundary conditions is lower than that under periodic boundary conditions.
with time is observed. Moreover, the final total energy of the species under natural boundary
conditions (Fig. 4.12(a)) is lower than that under periodic boundary conditions (Fig. 4.12(b)).
4.5.3 Spheroidal particles with incoming flux—3D simulation
As the third example, 3D spheroids with different aspect ratios are considered. Due to sym-
metry, only an octant of the whole spheroid is simulated. Homogeneous flux is applied on
the surface for 2 normalized second and is removed afterwards. After removal of the flux, the
species in the particle evolve towards equilibrium. All simulation parameters are listed in Ta-
ble 4.4. For the simulation, quadratic NURBS shape functions are used. The IGA meshes of
these three particles are shown in Fig. 4.13. With the examples in this section, we would like to
demonstrate the ability of our method on constraining the boundary condition ∇c ·n = 0, when
the boundary is perturbed by an incoming flux.
TABLE 4.4. Simulation parameters for the 3D spheroids
Geometry Sphere Prolate Oblate
Semi-axes (x, y, z) (1, 1, 1) (3/2,
Æ
2/3,
Æ
2/3) (2/3,
Æ
3/2,
Æ
3/2)
Phase parameter χ 2.5
Interface parameter κ 4.25× 10−3
Flux per area jˆ -0.1
Time flux applied Tflux 2
Initial concentration c0 0.25
4.5. Numerical examples of Nitsche’s method 49
FIGURE 4.13. The IGA meshes of the spherical and spheroidal particles in the simulation.
(a) t = 0.0270 (b) t = 0.443 (c) t = 1.33
(d) t = 2.04 (e) t = 4.49
FIGURE 4.14. Evolution of the concentration in a spherical particle with an incoming flux simulated by
boundary fitted isogeometric analysis.
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Fig. 4.14 shows the simulation results of a sphere. We can observe that a core-shell two-phase
structure is maintained during the flux coming in. The phase interface stably marches towards
the center until the total amount of flux is large enough to suppress the phase separation.
In the prolate and oblate spheroids, since the the radial direction is not perpendicular to the
circumferential direction, as shown in Fig. 4.15 for the case of a prolate spheroid, a strong
imposition of ∇c · n = 0 as described in the work of Liu et al. [99] is not possible.
Weight
1.000
0.96
0.9
0.84
0.78
0.729
FIGURE 4.15. The mesh and control points of one plane of symmetry of the prolate spheroid. The radial
control lines are not perpendicular to the surface. A strong imposition of ∇c · n = 0 is not possible. The
weight of each control point is indicated by the color.
0.116
Concentration  c
0.2 0.4 0.6 0.8 0.967
(a) t = 0.01 (b) t = 0.44 (c) t = 0.68
(d) t = 1.30 (e) t = 2.20 (f) t = 3.98
FIGURE 4.16. Evolution of the concentration in a prolate spheroid with an incoming flux simulated by
boundary fitted isogeometric analysis. The two octants are computed with different method: the lower left is
with Nitsche’s method, while the upper right octant is computed by the Lagrange multiplier method.
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Fig. 4.16 shows the simulation results at different time instants for the spheroid. As a com-
parison, the results with the Lagrange multiplier method described in the previous section is
also plotted. For a better comparison, a fixed time step 0.01 is used here. It is shown that the
two methods give the same evolutions of the concentration field. A core-shell two-phase struc-
ture is maintained during the flux comes in. The phase interface initiates on the surface and
marches stably towards the center until the total amount of flux is large enough to suppress the
phase separation. The phase interfaces are not spherical due to the geometry and the flux. To
have a closer check of the weak constraint, the values of ∇c · n on the spheroidal surface are
plotted, as shown in Fig. 4.17. In particular, the distribution of ∇c · n at t = 0.48 is plotted
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(c) Evolution of ∇c · n at Point P.
FIGURE 4.17. The distribution of ∇c · n on the surface at t = 0.48 with Nitsche method (a) and Lagrange
multiplier method (b). Both show similar pattern, while the Nitsche method gives a better constraint than
Lagrange multiplier at that time. For a quantitative comparison, the evolution of ∇c · n at a representative
point P (shown in (a) and (b)) is plotted in (c). The Lagrange multiplier method gives a stronger oscillation
when the surface is perturbed by the incoming flux, but both methods bring ∇c · n to zero once the flux is
removed.
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in Fig. 4.17(a) and Fig. 4.17(b). The evolution of ∇c · n with time at a representative point
P (shown in Fig. 4.17(a)) is also plotted in Fig. 4.17(c). From the plots one can observe that
both methods show similar behavior for the constraint, while the Lagrange multiplier method
gives stronger oscillations of ∇c · n, especially when the surface is strongly perturbed by the
incoming flux. Finally, the phase separation is also simulated in the oblate spheroid. As shown
in Fig. 4.18, it has the similar behavior as the prolate spheroid, where in general the core-shell
structure is maintained, but not in a spherical shape.
(a) t = 0.040 (b) t = 0.344 (c) t = 0.644
(d) t = 1.64 (e) t = 5.44
FIGURE 4.18. Evolution of the concentration in an oblate spheroid with an incoming flux simulated by
boundary fitted isogeometric analysis.
Remark: By virtue of their construction, the particle meshes become singular both in their
center and along one of their semi-axes. Neither here nor in some previous work [111] did
we experience adverse effects because of these mesh distortions. The Gauss points at which
we evaluate the nodal residual vectors and the tangent matrices are always slightly offset from
the singular regions of the mesh. Their respective contributions hence remain non-singular.
Moreover, as has been shown by Lipton et al. [112], NURBS discretizations exhibit what is
called a “variation-diminishing" property, rendering them robust against mesh distortions that
would be fatal for isoparametric, C0-continuous Finite Element discretizations.
4.5.4 Applications with the finite cell method
The finite cell method was recently developed to solve problems with non-boundary-fitted
meshes, thus offering more geometric flexibility in the finite element method. The application
will be, for instance, silicon-based composite electrodes in Lithium-ion batteries, where silicon
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particles experience phase transition during lithiation. In this case, the finite cell method is
ideal for the simulation of composite electrodes based on their experimental images by charac-
terization methods. In such a problem, the interface between the matrix and the active particle
is introduced by a layer of Gauss quadrature points and weak imposition is necessary for the
essential boundary conditions. As an attempt to integrate the Nitsche method into the finite
cell method, we investigate the spherical example described in the previous section. Fig. 4.19
illustrates the numerical integration of intersected elements in the finite cell method. Quadratic
(a) Sub-cells. (b) Volume quadrature points. (c) Surface quadrature points.
FIGURE 4.19. Numerical scheme of the finite cell method. The integration volume quadrature points in (b)
are computed based on an adaptive subdivision from the original 103 cartesian grids (a). The immersed
surface is presented by the corresponding quadrature points. The additional flux is imposed on the spherical
surface (blue points in (c)).
B-splines were used as basis functions for the problem. Volume quadrature points were com-
puted from an adaptive subdivision from the original Cartesian mesh. The number of degrees of
freedom is only dependent on the mesh refinement, which has nothing to do with the subdivi-
sion level. The surface is represented by a fine triangulation generated and refined automatically
from an open-source automatic 3d tetrahedral mesh generator NETGEN [113], where surface
quadrature points are obtained from a standard 6-point formula [114]. Fig. 4.20 shows the re-
sults of the evolution of concentration distribution, which reproduce those in Fig. 4.14. Fig. 4.21
compares the concentration and the free energy obtained by the finite cell method with those by
isogeometric method from the last subsection. It is observed that both methods yield a compa-
rable concentration distribution. In addition, they also yield a comparable energy distribution,
involving the first derivative of the primary degree of freedom.
Remark: Although the IGA mesh can reach desired accuracy for this problem with much less
nodes thanks to its inherit rotational symmetry, FCM encounters no singularity in the solution
field, as shown in Fig. 4.22.
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(a) t = 0.0270 (b) t = 0.445 (c) t = 1.34
(d) t = 2.04 (e) t = 4.51
FIGURE 4.20. Evolution of concentration distribution in a sphere with an incoming flux simulated by the
finite cell method.
(a) ψ (IGA) (b) c (IGA)
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FIGURE 4.21. The contour plot of free energy (a,c) and concentration (b,d) simulated by IGA and FCM at
t = 1.34. For IGA, 103 quadratic elements with NURBS basis functions are given; for FCM, 203 elements
with quadratic B-splines are used and the sub-cell level is 3. We can observe that, the concentration and free
energy distributions obtained by two methods are the same.
4.6 Summary
In this chapter, the Cahn–Hilliard equation was treated, which describes the diffusion of
species in phase-separating materials. Since the Cahn–Hilliard equation is a fourth-order partial
differential equation, shape functions that are globally C1-continuous are needed for a straight-
forward treatment by the primary unknowns. There arises a difficulty of treating an additional
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(a) FCM solution (b) IGA solution (c) IGA mesh
FIGURE 4.22. The energy distribution simulated by FCM and IGA. The abnormal discontinuous energy is
observed along z direction, where the singularity of the mesh is observed (Figure (c)).
boundary term ∇c · n = 0, which is essential but cannot directly fit into the weak formula-
tion. Therefore, two methods were proposed in this chapter : the Lagrange multiplier and the
Nitsche method. Firstly, we investigated the interfacial thickness with the Lagrange multiplier
method, comparing the analytical solution with the numerical solution, which agree well with
each other. Then, several characteristic examples were given based on Nitsche’s method. In the
1D example, we gave a convergence study with regard to the chemical potential in equilibrium.
A convergence rate of 2 with quardratic B-spline basis functions and rate of 4 with cubics and
quartics were observed in the simulation. Another example shows that Nitsche’s method can
well enforce the Dirichlet boundary condition, which lays a basis for the implementation in the
finite cell method. In the 2D example, we simulated the spinodal decomposition from an ini-
tial random field under natural and periodic boundary conditions. The resultant concentration
profile showed that the constraints have been satisfactorily imposed. In the 3D example, the ge-
ometric flexibility was demonstrated through three spheroidal particles. The results agreed well
with the results obtained by the Lagrange multiplier method. Finally in the last example, the
proposed example was employed in the finite cell method, where the boundary was immersed
in the mesh and the boundary condition can only be imposed on the surface quadrature points.
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Chapter 5
Chemo-mechanical behavior of an electrode particle
In this chapter, chemical phase separation problem is coupled with mechanics issue. Al-
loy materials such as Si, Sn, and Sb have been introduced as alternative anode materials to
graphite. However, those electrodes experience irreversible mechanical degradation already
after few charge/discharge cycles due to high stresses. Those stresses arise from changes in
lattice dimensions and crystal structures, which are associated with overall volume changes and
phase transformation. For example, a volumetric expansion of more than 200% of Si particles
has been observed during charge [6], which can result in particle cracking and contact loss. In
addition, the formation of a two-phase system, which is observed in both cathode and anode
materials [85, 115], can also lead to high stresses, in particular at the phase interface.
The need to understand the mechanical degradation in Li-ion batteries has motivated a num-
ber of continuum models of stress evolution in particles [111, 116–120], which presented in-
tensive studies about the dependence of stresses on current density, particle size and geometry,
charging mode, etc. However, in those studies the diffusion process was modeled as in a dilute
solution, and phase separation was disregarded.
In order to account for phase transition, different models have been formulated. Huang et
al. [121] prescribed a flexible sigmoid function for the two-phase concentration profile in respect
of the interface position. Park et al. [122] modified the stress-strain relation by an additional
volumetric strain due to phase transition in a thermal strain analogue. In the work of Bohn et
al. [123], the driving force for diffusion was deduced from basic thermodynamics and statis-
tical physics, to account for the non-ideal nature of lithium intercalation and a phase change.
Drozdov [124] proposed a model which distinguishes the state of a guest atom as mobile and
immobilized, and a sharp boundary between two phases was achieved by setting the diffusivity
of mobile atoms increasing exponentially along with immobilized atom concentration. Zhang
et al. [125, 126] used a reaction controlled diffusion model to describe the initial lithiation of
crystalline silicon and the amorphous silicon.
Phase-field models based on the Cahn–Hilliard approach [31, 37] have recently found more
applications for Li diffusion in Li-ion batteries, because this approach allows for a much sim-
pler tracking of the phase interface. As for the phase-field models coupled with mechanical
stresses, Huttin et al. [127] employed the Cahn–Hilliard model to investigate the stress gener-
ated in the spherical particle in the small deformation regime and compared it with the solution
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in a dilute model. Subsequently, Walk et al. [128] extended this model to the case of large
deformation. Gladkov and Svendsen [129] derived thermodynamic models for inhomogeneous
gradient continua with microstructure and formulated the corresponding initial boundary value
problem in the light of rate variational methods. This general rate variational form can be re-
cast into a numerical time incremental form via numerical time integration, whose application
in the Cahn–Hilliard phase-field model can be found in the work of Miehe [96]. Concurrently,
Anand [130] formulated a continuum model which coupled the Cahn–Hilliard-type diffusion
with large elastic-plastic deformation, based on microforce balance theory, in which they in-
troduced the Mandel stress as an additional source for the chemical potential. The simulation
of the elastic part with a simplification of the drifting term was carried out later by Di Leo et
al. [131].
In this chapter, the model is formulated based on the variational theorem in the line of the
original Cahn–Hilliard model with no introduction of the Mandel stress for the chemical po-
tential, and thus is thermodynamically consistent. In Section 5.1.4 it is shown that this model
agrees with Anand’s model [130].
Furthermore, none of the models introduced before has considered phase-dependent
(concentration-dependent) elastic properties in the simulation, whose existence in both cathode
and anode materials has been indicated by simulations of first-principles and molecular dynam-
ics [19, 132–134]. In particular, Shenoy et al. [133] reported that elastic moduli of Li-Si alloys
decrease in an approximately linear manner with increasing Li concentration in both crystalline
and amorphous systems. In Anand’s formulation [130], although the concentration-dependent
elastic properties are mentioned, they are nevertheless not explicitly treated. Therefore in the
numerical implementations [131] the related term was disregarded, together with the elas-
tic chemical potential arising from the configurational change. However, the influence of the
concentration-dependent elastic properties is not negligible; its impact becomes more profound
as the mechanical stresses increase as shown in Section 5.3.2.
Therefore, in this chapter, an isotropic hyperelastic model coupled with Cahn–Hilliard phase-
field diffusion with a full consideration of the phase-dependent elastic properties is formulated
in Section 5.1. In Section 5.2, implementation details are given. The model and IGA implemen-
tation are tested on a benchmark example of a bar in Section 5.3, where the influence of phase-
dependent elastic properties on phase separation and interfacial thickness is revealed. The
calculated stress-dependent phase separation behavior in the bar agrees well with the results
predicted by an analytical model. In Section 5.4, phase separation and stresses in spheroidal
particles and circular plates are simulated. A short summary is given in Section 5.5.
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5.1 Model
5.1.1 Free energy density
We now consider a free energy density comprised of three parts:
ψR (cR,∇RcR,C) =ψcR (cR) +ψiR (∇RcR) +ψeR (cR,C) , (5.1)
where, ψcR (cR), ψ
i
R (∇RcR) and ψeR (cR,C) are the bulk chemical free energy, the interface free
energy and the elastic free energy, respectively. As mentioned in Section 2.2, entities with
subscript R indicate those defined per volume of the reference configuration.
The bulk chemical free energy ψcR only depends on the local concentration. As a simple case,
we assume a regular solution model:
ψcR (cR) = RTcmax [c ln c + (1− c) ln (1− c)] +RTcmaxχc (1− c) . (5.2)
Here, R and T are the gas constant and the reference temperature, respectively. The interface
free energy ψiR is a function of the concentration gradient:
ψiR (∇RcR) = 12cmaxκ |∇Rc|
2 , (5.3)
with κ being an interface parameter. A detailed discussion on Eq. (5.2) and Eq. (5.3) has been
given in Chapter 4.
The elastic free energy ψeR represents the stored energy of elastic deformation. The influence
of concentration field on displacement field is considered by analogy with thermal effects. On
the other hand, since the chemical potential, which determines the concentration distribution
in a system, incorporates contributions from the elastic free energy, this term also reveals the
influence of displacement field on concentration field. Therefore, ψeR can also be regarded as a
coupling free energy. In general, for isotropic hyperelastic materials, the elastic free energy can
be expressed with respect to the invariants of the elastic right Cauchy–Green stress tensor Ce.
Here we take a specific form of neo-Hookean solids comprised of a volumetric and a deviatoric
part:
ψeI (cR,C
e) =
Kc
2
(J e − 1)2 + Gc
2
 
I¯ e1 − 3

, (5.4)
where J e and I¯ e1 are defined in Eq. (2.41) and Eq. (2.44), respectively, and where Kc and Gc
are the concentration-dependent elastic moduli. Since ψeI is a density defined per unit vol-
ume in the intermediate configuration (Fig. 2.2), it is necessary to pull it back to the reference
configuration. That yields
ψeR (cR,C) = J
cψeI (cR,C
e) = J c

Kc
2

J
J c
− 1
2
+
Gc
2
 
I¯1 − 3

, (5.5)
where the relation I¯1 = I¯
e
1 is applied.
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5.1.2 Chemical potential and mechanical stresses
Based on the work by Cahn and Hilliard [31, 37], the variation of the total free energy is
δΨ =
∫
BR
µRδcR dV +
∫
BR
SR : δEdV, (5.6)
in which, µR is the chemical potential, SR is the second Piola–Kirchhoff stress tensor, and Ψ is
defined as the free energy over the whole body in the reference configuration BR,
Ψ =
∫
BR
ψR (cR,∇RcR,C) dV. (5.7)
Recalling Eq. (5.1) and the kinematic relations, the variation yields
δΨ =
∫
BR
dψcR
dcR
δcR +
dψiR
d∇RcR ·δ∇RcR +
∂ψeR
∂ cR
δcR +
∂ψeR
∂ C
: δCdV
=
∫
BR

dψcR
dcR
− κ∆RcR + ∂ψ
e
R
∂ cR

δcR +∇R · (κ∇RcRδcR) + 2∂ψ
e
R
∂ C
: δEdV
=
∫
BR

dψcR
dcR
− κ∆RcR + ∂ψ
e
R
∂ cR

δcR dV +
∫
BR
2∂ψeR
∂ C
: δEdV
+
∫
∂ BR
κ∇RcR · nRδcR dS. (5.8)
Here, ∆R denotes the Laplace operator in the reference configuration. ∂ BR is the boundary
surface of BR. Comparing Eq. (5.6) and Eq. (5.8), we obtain
µR =
dψcR
dcR
− κ∆RcR + ∂ψ
e
R
∂ cR
, (5.9)
SR =
2∂ψeR
∂ C
, (5.10)
given that the last term of Eq. (5.8) equals zero. That requires an additional boundary condition
to be fulfilled:
∇RcR · nR = 0 on ∂ BR. (5.11)
The condition of Eq. (5.11), although it can be violated during diffusion, will nevertheless hold
for a system in equilibrium state. Similar to Eq. (5.1), we can write the chemical potential as:
µR = µ
c
R(cR) +µ
i
R(∇RcR) +µeR(cR,C), (5.12)
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in which,
µcR =
dψcR
dcR
= RT [ln c − ln (1− c) +χ (1− 2c)] (5.13)
µiR = −κ∆Rc (5.14)
µeR =
∂ψeR
∂ cR
=
ΩKc
2

1− (J e)2+ ΩGc
2
 
I¯1 − 3

+
J c
cmax

K ′c
2
(J e − 1)2 + G
′
c
2
 
I¯1 − 3

(5.15)
In Eq. (5.15), G′c and K ′c denote dGc/dc and dKc/dc, respectively. In the case of concentration-
independent elastic moduli, both terms equal zero. From Eq. (5.10), we can obtain the second
Piola–Kirchhoff stress tensor
SR =
2∂ψeR
∂ C
= J c

KcJ
e (J e − 1)C−1 + GcJ− 23

1− 1
3
I1C
−1

. (5.16)
The first Piola–Kirchhoff stress tensor is then
PR = FSR. (5.17)
5.1.3 Governing equations
As it is common for deformable solids, we use a Lagrangian description for the local force
balance as well as for the diffusion equation:
DivRPR = 0 in BR × (0,T ) , (5.18)
∂ cR
∂ t
= DivR (Mc∇RµR) in BR × (0,T ) , (5.19)
u= uˆ on SRu × (0,T ) , (5.20)
PR · nR = tˆ on SRt × (0,T ) , (5.21)
jR · nR = jˆR = iRF on ∂ BR× (0,T ) , (5.22)
∇RcR · nR = 0 on ∂ BR× (0,T ) , (5.23)
cR(X, 0) = cR0(X) in BR. (5.24)
Here, DivR denotes the divergence with respect to the material coordinates X in the reference
configuration. SRu and SRt are two complementary parts on the surface, satisfying SRu∪SRt = ∂ BR
and SRu ∩ SRt = ;. Mc is the concentration-dependent mobility. Here we follow the common as-
sumption that Mc = Dcmax c(1 − c) for the degenerate mobility, in which D is the constant
diffusivity and c = cR/cmax is the relative concentration. For the flux boundary, iR is the applied
current density and F is Faraday’s constant. In the diffusion equation Eq. (5.19), the species are
driven by the flux defined in the reference configuration, which leads to a simplified implemen-
tation. A more physically sound model where the flux is defined in the current configuration
will be presented in Chapter 6.
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5.1.4 Comparison with microforce balance theory
In the theory of microforce balance [130], the free energy is defined as
ψ˜eR(cR,C
e) = J cψeI (cR,C
e), (5.25)
and the chemical potential reads as
µ˜eR =
∂ ψ˜eR(cR,C
e)
∂ cR
− 1
3
ΩtrMe, (5.26)
in which Me is the Mandel stress, given by
Me = CeTe, Te =
2∂ψeI (cR,C
e)
∂ Ce
. (5.27)
As a result, the chemical potential is
µ˜eR = Ωψ
e
I (cR,C
e) + J c
∂ψeI (cR,C
e)
∂ cR
− 1
3
ΩCe :
2∂ψeI (cR,C
e)
∂ Ce
. (5.28)
In our approach, the coupling free energy is defined as
ψeR(cR,C) = J
cψeI [cR,C
e(cR,C)]. (5.29)
The difference is that here the elastic deformation Ce is not an independent variable, but a de-
pendent one, which indicates the coupling between the displacement field and the concentration
field. The chemical potential is then simply derived as
µeR =
∂ψeR(cR,C)
∂ cR
=
∂ J c
∂ cR
ψeI (cR,C
e) + J c
∂ψeI (cR,C
e)
∂ cR
+ J c
∂ψeI (cR,C
e)
∂ Ce
:
∂ Ce
∂ cR
, (5.30)
leading to Eq. (5.15) when ψeR is defined through Eq. (5.5). Referring to Eq. (2.42), we can
obtain
∂ Ce
∂ cR
= − 2Ω
3J c
Ce. (5.31)
Thus the chemical potential yields
µeR = Ωψ
e
I (cR,C
e) + J c
∂ψeI (cR,C
e)
∂ cR
− 1
3
Ω
2∂ψeI (cR,C
e)
∂ Ce
: Ce, (5.32)
which is equivalent to Eq. (5.28). In other words, the chemical potential can be thermodynam-
ically consistently obtained from the partial derivative of our coupling free energy with respect
to cR.
Remark: Both Eq. (5.28) and Eq. (5.32) are comprised of three parts: the first term arises
due to the configurational change, i.e., from the reference configuration to the intermediate
configuration; the second term is related to the concentration-dependent elastic moduli; the
last term can be compared with the hyperelastic stress in the small deformation model. In the
work of Di Leo et al. [131], only the last term was implemented for simplicity. However, since all
three terms contribute equally to the elastic chemical potential, they should be fully considered
in the numerical simulation.
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5.1.5 Concentration-dependent elastic moduli
To take the concentration-dependent elastic moduli into account, a linear dependence of the
shear modulus and the bulk modulus on concentration is proposed:
Kc = K0(cin − c), Gc = G0(cin − c), (5.33)
where G0, K0 and cin are constants, which can be determined by a linear fit of measurements
of the elastic moduli at different concentrations. Please note that cin is the intercept on the
axis of concentration in a Kc-c (or Gc-c) plot, with K0 and G0 being their corresponding slope.
In particular, cin > 1 indicates that the material softens as Li concentration increases, whereas
cin < 0 means that the material strengthens with an increasing Li concentration. For example,
for cathode materials such as LixMn2O4, the elastic moduli can reduce as much as 10% when
x , the mole proportion of Li, increases from 0 to 1 [132]. In this case, we get cin = 10. Another
example is the anode material Silicon, whose Young’s modulus can reduce as much as 75% as
the Li fraction increases from 0 to 1 [133], hence cin = 1.33. On the other hand, Qi et al [134]
reported that the Young’s modulus of a fully lithiated LiCoO2 is 4.5 times as much as that of the
fully delithiated CoO2, which gives cin = −0.3. In the following simulations, cin = 10 will be
used.
Inserting Eq. (5.33) into Eq. (5.15) yields
µeR =
Ω
2
 
I¯1 − 3

Gc − J
c
Ω∗G0

− Ω
2

Kc (J
e · J e − 1) + J c
Ω∗K0 (J
e − 1)2

. (5.34)
This equation implies that the phase-dependent elastic moduli can influence the phase separa-
tion behavior. This influence involves not only the volumetric part, but also the deviatoric part.
This issue is numerically and analytically demonstrated later in Section 5.3 using the example
of a bar.
5.2 Numerical treatment
5.2.1 Normalization
The dimensionless form is given by scaling each variable to its natural units. The relative
Li concentration c = cR/cmax has been already given. In addition, we introduce the non-
dimensional space and time coordinates as:
X¯=
X
L0
, t¯ =
D
L20
t. (5.35)
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Here, L0 is a characteristic length scale, and D is the constant diffusivity. Quantities such as free
energy density, chemical potential, flux, and stresses are given in the normalized form as:
ψ=
ψR
RTcmax
, µ=
µR
RT
, j=
L0
Dcmax
jR, S=
SR
RTcmax
. (5.36)
The normalized elastic moduli are:
K∗c =
Kc
RTcmax
, G∗c =
Gc
RTcmax
, K∗0 =
K0
RTcmax
, G∗0 =
G0
RTcmax
, (5.37)
along with the normalized interface parameter κ∗ = κ/(RTL20). We can then write the governing
equations in the dimensionless form as:
DivP= 0 in B ×  0, T¯  , (5.38)
c˙ = Div [c(1− c)∇µ] in B ×  0, T¯  , (5.39)
u¯= ˆ¯u on Su¯ ×
 
0, T¯  , (5.40)
P · n = ˆ¯t on St¯ ×
 
0, T¯  , (5.41)
j · n = jˆ on ∂ B×  0, T¯  , (5.42)
∇c · n = 0 on ∂ B×  0, T¯  , (5.43)
c
 
X¯, 0

= c0
 
X¯

in B, (5.44)
with temporal and spatial derivatives with respect to normalized time and coordinates, respec-
tively.
5.2.2 Implementation details
The model presented in Section 5.1 is implemented with the isogeometric finite element
method. In the model, there exists a fourth-order spatial derivative of the concentration to
account for the diffusive phase interface, and a third-order derivative of the displacements in
the chemo-mechanical coupling term. Both require C1-continuous shape functions if these high-
order operators are to be dealt with straightforwardly. IGA allows to employ a wide range
of smooth, higher-order basis functions, e.g., Non-uniform rational B-Splines (NURBS) or T-
Splines, whose continuity can be adapted both in geometric modeling and during discretization.
Moreover, during simulation we have observed that, in the spinodal region, the whole system is
sensitive to infinitesimal concentration fluctuation, either due to compositional inhomogeneity
or computational error. A discretization failing to give a solution with high precision will lead
to incorrect results on phase separation. Compared to traditional FEM, IGA has the advantage
of modeling curved boundary geometry precisely, even with coarse meshes. Thus, spurious
numerical effects of the boundary discretization on phase separation can be avoided.
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There are 5 DOFs at each node: the displacements ui (i = 1,2, 3), the concentration c, and
the Lagrange multiplier λ. A backward-Euler integration scheme has been applied together
with the Newton-Raphson iteration scheme at each time step. All the codes are implemented in
FEAP [61].
We employ the isoparametric/isogeometric concept. The displacements, concentration and
Lagrange multiplier are interpolated as
u= N IuI, c = N IcI, λ= N IλI (5.45)
where (·)I is the quantity at the I-th control point, and N I is the NURBS shape function associated
with the I-th control point. The repeated I invokes the Einstein summation, unless commented
otherwise. If the Green-Lagrangian strain tensor E= (C− I)/2 is given in Voigt notation,
E=

E11 E22 E33 2E12 2E23 2E13
T
, (5.46)
we can obtain
δE= BIuδu
I, ∇c = BIc cI, ∇λ= BIλλI, (5.47)
in which
BIc = B
I
λ =

N I,1 N
I
,2 N
I
,3
T
, (5.48)
BIu =

F11N
I
,1 F21N
I
,1 F31N
I
,1
F12N
I
,2 F22N
I
,2 F32N
I
,2
F13N
I
,3 F23N
I
,3 F33N
I
,3
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
. (5.49)
Here, N I,i denotes ∂ N
I/∂ X i, and Fi j are the components of the deformation gradient F.
Given these equations together with the construction details and the governing equations, as
well as the Lagrange multiplier method mentioned above, the weak form of the problem can be
written as
δΠ¯= (δuI)T RIu +δc
I RIc +δλ
I RIλ = 0, (5.50)
in which
RIu = −
∫
B
(BIu)
TSdV, (5.51)
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RIc =
∫
B
c˙ N I dV +
∫
B
[1− 2χc (1− c)] (BIc)T∇c dV
+
∫
B
c (1− c) ∂ µe
∂ c
(BIc)
T∇c dV +
∫
B
c (1− c) (GI)T 2∂ µe
∂ C
dV
+
∫
B
κ∗ (1− 2c)∆c (BIc)T∇c dV +
∫
B
κ∗c (1− c)∆c∆N I dV
+
∫
B
(BIc)
T∇λdV +
∫
B
λ∆N I dV, (5.52)
RIλ =
∫
B
∆c N I dV +
∫
B
(BIc)
T∇c dV− 1
α
∫
B
λN I dV. (5.53)
Here, S is the normalized second Piola–Kirchhoff stress tensor in Voigt notation. For more details
on ∂ µe/∂ c, 2∂ µe/∂ C, GI, and the tangent matrices, the reader is referred to Appendix A.
5.3 Benchmark test of a bar
A bar with the dimensions 2 µm × 2 µm × 10 µm, shown in the Fig. 5.1, is considered. The
flux is given at one end, while on the four sides, as well as at the bottom, a flux-free boundary
condition is defined. This flux is applied for a period of 400 s, and after its removal the system
will evolve to the equilibrium state. As for the mechanical part, apart from necessary boundary
conditions to prevent a rigid-body translation, we discuss two special cases: a free standing and
a fully constrained bar.
O
O′
A
A′
x
y
z
Flux
a
a
h
Current density (i) 0.1A/m
2
Flux duration (t) 400 s
Measurements (a× a× h) 1× 1× 10µm3
Initial conc. (c0) 0.25
Phase para. (χ) 2.5
Interface para. (κ) 1.0× 10−10 Jm2/mol
Bulk mod. slope (K0) 1GPa (Default)
Reference conc. (cref) 10.0
FIGURE 5.1. Geometry and parameters of the bar under incoming flux at one end. For symmetry reasons,
only one quarter of the bar is modeled. OO′ is the center line of the bar. All other parameters are given in
Table 5.1.
5.3.1 Free standing case
Fig. 5.2 shows the distribution of the concentration and stresses at different instants of time
when the bar is free to expand. After the flux comes in, phase separation initiates at the flux-end.
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FIGURE 5.2. Simulation results of the freestanding bar. (a) and (b) show snapshots of the contour plots
of concentration and stresses, respectively, at different points in time. (c) shows the field distribution along
outer edge AA′.
The interface moves towards the other end as the flux comes in continuously. The two-phase
system can also be recognized by its deformation, which can be identified as a swollen top and
a slim tail. The interface is slightly bent. The interior of each phase is stress-free. However, as
shown in Fig. 5.2(b), intensified stresses are present at the interface due to an uneven chemically
induced swelling. Along the center line OO′, the interface experiences tensile stresses near the
shrinking part and compressive stresses near the swelling part. Along the edge AA′, we observe
the opposite behavior: tensile stresses near the swelling part and compressive stresses near the
shrinking part. Furthermore, as we can see from Fig. 5.2(c), along the corner edge AA′, both
tensile and compressive stresses peak at the point where the interface begins/ends.
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5.3.2 Fully constrained case
In the free standing case, since stresses are only generated near the interface, mechanical
contribution to phase separation is negligible. However, when the mechanical constraints are
strong, phase separation can be diminished or even suppressed due to the high elastic energy.
The evolution of the species concentration is similar to that in the freestanding case. Here the
concern is given to the equilibrium concentrations. Although it is difficult to find an analytical
solution for the Cahn–Hilliard equation, especially when it is coupled with mechanical stresses,
it is possible to obtain the concentrations within two homogeneous phases in equilibrium by
solving Eqs. (B.1) and (B.10)–(B.13) in Appendix B, which are based on the common tangent
construction. For a material with varying bulk modulus Kc = K0(cin − c), with cin = 10.0, the
equilibrium concentrations under different bulk modulus are plotted as solid line in Fig. 5.3(a).
Note that the bulk modulus is concentration-dependent. The equilibrium concentrations are
 0
 2
 4
 6
 8
 10
 12
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9
B
u
lk
 m
o
d
u
lu
s
 (
G
P
a
)
Normalized concentration
K0 = 1 GPa, cref = 10
Kc = 9.63 GPa
cα = 0.37 cβ = 0.66
Model with phase-dependent Kc
Model with constant Kc
(a) (b)
 0  2  4  6  8  10
 0
 0.2
 0.4
 0.6
 0.8
 1
N
or
m
al
iz
ed
 c
on
ce
nt
ra
tio
n
z-coordinate(µm)
Model with phase-dependent Kc
Model with constant Kc
FIGURE 5.3. The influence of the bulk modulus on the phase separation under fixed displacement boundaries.
(a) the analytical predictions. (b) the IGA simulation results of the equilibrium concentration profile along
the longitude. The values of bulk concentrations in equilibrium reproduce the analytical predictions.
obtained at the intersection points of the green curve and the line of Kc = K0(10.0−c) instead of
a horizontal line. For comparison, the results are also given to the model when the bulk modulus
at all compositions remains constant. In both cases, the phase separation can be suppressed if Kc
is large enough. However, there is a difference between these two curves before the suppression,
which becomes more obvious as the bulk modulus increases. Particularly when K0 = 1GPa, the
model with varying elastic modulus leads to phase separation (cα = 0.37, cβ = 0.67). However,
when the phase-dependency of the modulus is ignored, no phase separation can happen for the
bulk modulus Kcα = Kcβ = 9.63GPa, which is the corresponding modulus at c = cα in the former
model.
Fig. 5.3(b) shows the corresponding IGA simulation results on the bar. It can be seen that the
numerical results of the equilibrium concentrations in the model with varying modulus agree
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very well with the analytical results. Meanwhile, phase separation was not observed in the
calculation results of the model with constant modulus, which agrees also with the analytical
prediction. These agreements validate the mechanically coupled diffusion model presented in
Section 5.1 and its IGA implementation. It also indicates that, for a more accurate study of
phase separation behavior, it is necessary to take the phase-dependency of the elastic moduli
into account.
5.3.3 Discussion of interface thickness
In Section 4.3, we have discussed the interface thickness in an uncoupled Cahn–Hilliard
model, where the mechanical stresses are absent. If the mechanical coupling is taken into
account, the interface thickness can be greatly influenced. Take the fully constrained bar as an
example. Fig. 5.4(b) shows the simulation results of interface thickness versus
p
κ for different
bulk moduli. It can be observed that in general, the interface thickness increases first linearly
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FIGURE 5.4. The influence of the bulk modulus on the thickness of the phase interface in a fully con-
strained bar. (a) the equilibrium concentration profile of materials with different bulk modulus when
κ = 6.0× 10−10 J m2 mol−1. (b) shows that the interface thickness in materials with larger bulk modu-
lus increases faster with increasing κ .
with
p
κ before the “surface effect” begins to slow down the growth. At a certain point, the
line breaks because the phase separation is suppressed. Moreover, it can also be observed that
the interface thickness in the materials with larger bulk modulus grows faster with increasing
κ, and consequently the phases separation is suppressed earlier. Since the effective range of
κ is smaller in those materials, we can conclude that it is easier for materials with larger bulk
modulus to reach the phase suppression. This can be seen in Fig. 5.4(a), where we plot the
concentration profile along the z-axis in equilibrium for different bulk moduli and a constant
κ= 6.0× 10−10 J m2 mol−1.
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A larger bulk modulus not only makes ∆c smaller, but also gives a more diffusive interface,
namely, a smaller slope. In other words, compared to those with smaller bulk modulus, materials
with larger bulk modulus will have a more diffusive and wider interface when κ is kept constant,
and phase separation in those materials will be suppressed more easily.
5.4 Simulation results of spheroidal particles and a circular plate
As more general 3D cases, three spheroidal particles are considered in this section: a spherical
particle with the radius 1 µm; an oblate spheroid with the semi-axes 1/2 µm,
p
2 µm,
p
2 µm;
and a prolate spheroid with the semi-axes 2 µm, 1/
p
2 µm, 1/
p
2 µm. All of them share the same
volume and boundary conditions as well as material law. Homogeneous normal flux is applied
on the surface during the first 3 seconds. After removal of the flux, the system evolves towards
its equilibrium. The particles are freestanding, therefore no further mechanical constraints are
applied on the particle apart from those due to symmetry and restrictions of rigid-body move-
ments. Parameters are given in Table 5.1. The mesh details are given in Chapter 4. Because
of symmetry, only 1/8 of the whole particles are modeled. Please note that this symmetry will
not always hold for a Cahn–Hilliard equation, even when a symmetric setup is given, as will
be explained later; for those situations, models of full spheroids are needed for the simulation.
Here we only focus on the symmetric solution.
TABLE 5.1. The parameters for the simulation of spherical and spheroidal particles.
Gas constant (R) 8.32J mol−1 K−1
Absolute temperature (T) 283K
Diffusivity (D) 7.08× 10−15 m2 s−1
Faraday’s constant (F) 96485 Cmol−1
Partial molar volume (Ω) 3.497× 10−6 m3 mol−1
Maximum concentration (cmax) 2.29× 104 mol m−3
Phase parameter (χ) 2.5
Interface parameter (κ) 1.0× 10−10 J mol−1 m2
Length scale (L0) 1 µm
Bulk modulus slope (K0) 100MPa
Shear modulus slope (G0) 100MPa
Reference concentration (cin) 10.0
Electric current density (i) 2.0A m−2
Charging duration (Tflux) 3.0 s
Initial concentration (c0) 0.25
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5.4.1 Spherical particle
The spherical particle is a special case of spheroids which possesses symmetries in all direc-
tions. Therefore, one may expect—for a symmetric setup of initial and boundary conditions—a
rotationally symmetric concentration profile, known as the “core-shell” structure. However,
Huttin [135] has shown that this symmetry can be destroyed at the equilibrium state since an
asymmetric concentration profile leads to a lower total free energy, and is thus more stable in
the long run. However, if the flux rate is homogeneous on the surface and large enough com-
pared to the diffusivity, the diffusion process is limited by the isotropic bulk transport and the
dynamics of the shrinking core are achieved. A more detailed discussion of anisotropic diffusion
and the transport in different limits is discussed in Chapter 6.
The simulation results of the spherical particle are shown in Fig. 5.5. When a homogeneous
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FIGURE 5.5. The snapshots of the simulation results of a sphere at different times. (a) shows the concentra-
tion and (b) the hydrostatic stress distribution. (c) is the corresponding plot along the radius.
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flux is applied on the surface, the Li-rich phase initiates homogeneously from the surface. Thus a
spherical core is formed, surrounded by a homogeneous shell. As the flux comes in continuously,
the interface approaches the center, and the core shrinks. The lithiated outer layer expands
stronger than the core, and a swelling of the outer layer is observed. Fig. 5.5(b) shows the
contour plots of the hydrostatic stress. Although, from an engineering point of view, stress
measures such as von Mises stress can give a better prediction of the failure of the material, the
hydrostatic stress is plotted in this section since it is more relevant to the diffusion process and
thus can be linked to the distribution of the concentration more easily. From Fig. 5.5(b) it can
be observed that although it is a freestanding particle, there are compressive stresses built up
in the outer layer and tensile stresses in the core region. The flux is only applied for 3 seconds,
the particle is not fully lithiated, and there are two phases in equilibrium. However, if more flux
is applied, the particle can be fully lithiated. As a consequence, in equilibrium there is only one
phase left, and no stresses remain.
5.4.2 Oblate spheroidal particle
In spheroids other than spheres, the core-shell phase separation may not occur due to the
geometric anisotropy. As shown in Fig. 5.6, the Li-rich phase initiates first around the particle’s
equator and subsequently appears around the semi-minor axis. The interface intersects with
the particle surface, which resembles the behavior in a plate. After two Li-rich regions emerge,
the interface on the surface vanishes and remains only within the particle. With further flux,
(a)
(b)
t = 0 s t = 0.9 s t = 2.5 s t = 4 s Equilibrium
FIGURE 5.6. The snapshots of the (a) concentration and (b) hydrostatic stress distribution of an oblate
spheroid particle at different time.
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the interface moves to the center of the particle and disappears. In other words, there exists
only the Li-rich phase. The particle is thus fully lithiated. In contrast, in the spherical particle
two phases still coexist after the same charging time under the same flux density, as is shown in
Fig. 5.5. This is due to the fact that the surface area of the oblate particle is larger than that of
the spherical particle with the same volume. That is, the oblate particle will be lithiated further
than the spherical particle of the same volume.
At the equator, the stresses are almost negligible. However, due to inhomogeneous defor-
mation, the stress generated in the center part of the oblate spheroidal particle is higher than
that in the spherical particle. After the single-phase stage is reached, the stress drops, and the
particle eventually becomes stress-free.
5.4.3 Prolate spheroidal particle
For a needle-like particle as shown in Fig. 5.7, the Li-rich phase occurs first at the particle’s tip,
and subsequently at the equator. The two Li-rich regions emerge at the surface, and the interface
leaves the surface. Thus, a core-shell type of phase separation appears. The shape of the core
resembles first that of the particle geometry, and then evolves to a spherical type in order to
minimize the interface area. After the same duration of the incoming flux, the equilibrium
state consists of still two phases, unlike in the oblate particle, but the volume fraction of the
Li-deficient phase is much smaller than that in the spherical particle. This can also be explained
by the fact that the surface area of this prolate particle is less than that of the oblate particle, but
larger than that of the spherical particle. In fact, for the particles with the indicated aspect ratios,
the surface areas of the sphere, oblate spheroid, and the prolate spheroid are 12.5664 µm2,
15.4212 µm2 and 14.6303 µm2, respectively.
Due to relaxation, the tip remains almost stress free throughout the whole process. At the
stage of the core-shell type of phase separation, the outer layer is compressed, while the inner
layer is stretched, similar to the situation in the spherical particle. Nevertheless, the stress level
is slightly higher than that in the spherical particle. Based on the comparison between the
results shown in Fig. 5.5 and Fig. 5.7, one can see that the highest hydrostatic tensile stress in
the prolate spheroid (26.44MPa) is slightly higher than that in the sphere (24.514 MPa). The
compression shows the same tendency (16.71 MPa v.s. 15.948 MPa). We also computed the
von Mises stress in the different particles, supporting this observation. In particular, we have
the maximum von Mises stress of 25.714MPa in the sphere, 35.817MPa in the oblate spheroid,
and 26.1MPa in the prolate spheroid. This is different from the results obtained by the dilute
solution model [111], where it was concluded that usually slender particles exhibit lower overall
stress levels. This discrepancy implies that the stress situation can be very different when phase
separation is considered.
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(a)
(b)
t = 0 s t = 0.9 s t = 2.5 s t = 4 s Equilibrium
FIGURE 5.7. The snapshots of (a) the concentration and (b) the hydrostatic stress distribution in a prolate
spheroidal particle at different times.
5.4.4 Circular disc
In this section, a disc shown in Fig. 5.8 is considered. Because of symmetry, only one eighth
of the plate is simulated. xOy , yOz, xOz are the three planes of symmetry. Homogeneous flux
comes into the disc from the side surface for a certain period. After removal of the flux, the
system evolves to the equilibrium state. As for the mechanical part, the plate is not constraint,
apart from necessary boundary conditions to prevent rigid-body translation and rotation, which
are applied at the planes of symmetry.
The parameters which are different from Table 5.1 are shown in Table 5.2.
Simulation results are shown in Fig. 5.9. When the homogeneous flux is applied on the side
surface, Li-rich phase initiates homogeneously from the curved surface. Thus a core-shell struc-
ture with a diffusive interface is formed. As the flux comes in continuously, phase interface
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FIGURE 5.8. Schematic of the simulated disc. Flux comes in homogeneously from the edge. Mechanical
constraints are applied at the planes of symmetry (xOy , yOz, xOz) to prevent rigid-body translation and
rotation.
TABLE 5.2. Parameters for the simulation of the disc. All other parameters are listed in Table 5.1.
Radius (r) 1 µm Thickness (h) 0.1 µm
Interface parameter (κ) 3× 10−12 J m2 mol−1 Initial concentration (c0) 0.27
Flux density ( jˆR) 1.6× 10−6 mol m−2 s−1 Flux duration (t) 2824 s
t = 0 s t = 349 s Equilibrium
FIGURE 5.9. Simulation results of the concentration and the von Mises stress distribution at different time
point in the disc.
approaches the center of the plate. From the deformation one can observe a circular depres-
sion surrounded by a ring plateau. The formation of these two plateaus is the result of phase
separation. The von Mises stress appears also from the edge, where the phase interface forms
initially. High von Mises stress moves along with the interface and locates between the phase
interface and the Li-rich phase. The highest von Mises stress of all time, however, occurs at t =
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349 s, when the interface is forming at the surface, and as the interface approaches the center,
the von Mises stress releases. This indicates that the plastic flow will most possibly occur during
the formation of two phases at the surface.
5.5 Summary
A phase-field model for the mechanical response and a Cahn–Hilliard-type diffusion in hy-
perelastic solids was developed and implemented with the isogeometric finite element method.
For the constitutive part, we took into account concentration-dependent elastic properties. Its
influence on the phase separation was demonstrated.
For the numerical part, we employed isogeometric analysis to achieve the C1-continuity re-
quired by the model. To deal with the additional boundary condition in the Cahn–Hilliard
equation, we introduced a perturbed Lagrange multiplier as a weak constraint.
The models were applied for the analysis of the phase separation and stress generation in bars,
spheroidal particles and a circular disc. The following conclusions are made. Firstly, phase sepa-
ration with coexistent Li-rich and Li-poor phases is achieved in particles of different geometries.
Secondly, phase separation can be suppressed by increasing elastic stresses and by reducing the
particle size. Thirdly, the Li-rich phase will generally experience compressive stresses while the
Li-poor phase is subject to tensile stresses. The stress state obtained by the phase-field model
is very much different from those obtained by a dilute model, since the coexistence of the two
phases will lead to inhomogeneous deformation and thus higher stresses. Lastly, given isotropy
of the geometry as well as of the initial and boundary conditions, together with a proper value of
flux versus diffusivity, the formation of a shrinking core in spherical particles can be achieved.
In plate- and needle-like particles, on the other hand, although the interface intersects with
the particle surface initially, it will leave the surface after a certain amount of flux and a core-
shell structure can be observed before a full lithiation, when the whole system stays at the
Li-rich phase. In the circular disc, similar phenomenon as in the sphere is observed, where the
core-shell structure is retained.
76 5. Chemo-mechanical behavior of an electrode particle
Chapter 6
Electro-chemo-mechanical behavior of an electrode
particle
As stated in Chapter 2, in the electrochemical system of a battery, the reaction rate is a key
issue since it is directly related to the charge/discharge performance of a battery. A faithful
mathematical description of the reaction process plays thus a key role in the modeling of
the charge/discharge process in an electrode. In Chapter 5, Neumann boundary conditions
are imposed to mimic the galvanostatic charge/discharge process. As for the potentiostatic
charge/discharge, the application is not that straightforward. An intuitive treatment is the im-
position of the Dirichlet boundary condition Eq. (4.17), as mentioned in Section 4.1, under the
assumption that the whole process is limited by bulk diffusion and that no phase separation
occurs during the insertion/extraction. As a more general description, the phenomenologi-
cal Butler–Volmer-type reaction equation is proposed. However, since it is based on a dilute
solution model, it may not be able to account for a separation of phases with different Li
concentrations in materials such as silicon and LiFePO4. In the work of Singh et al. [23], a
generalized Butler–Volmer kinetics model was proposed, which includes the influence of the
phase transition on the surface reaction in a 1D case. Based on this model, Bai et al. [24] dis-
cussed the suppression of phase separation under large reaction rate. The two dimensional case,
which also coupled the Cahn–Hilliard bulk diffusion was studied by Dargaville and Farrell [25].
Using different limits of the 1D case, they discussed when the orthotropic diffusivity becomes
more isotropic. More applications of Butler–Volmer equation in the coupled chemo-mechanical
problems can be found in [131, 136].
Further, the mechanical degradation of the electrode particle is widely believed to be closely
related to the failure of batteries. In the last chapter, it is concluded that intensified stresses
accumulate at phase interface. This is already very much different from dilute diffusion models,
where the concentration smoothly changes with the incoming/outgoing flux, accompanied by a
homogeneous “breathing-like” expansion and shrinkage of particles, which will hardly lead to
the failure of the electrode particles. Moreover, as Rohrer et al. [137, 138] pointed out from
first principle calculations, the anisotropic volumetric expansion in silicon will indeed initiate
cracking, especially in large particles, where the separation between amorphous and crystalline
silicon phases can not be suppressed. Apart from silicon, in positive electrode materials such
as LiFePO4, striped phase boundaries have been observed by Chen et al. [139, 140] because of
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(a) Phase separation and crack propagation in silicon
nanoparticles during lithiation [141].
(b) Schematics of electro-chemo-mechanical model of the
electrode active particle embedded in the composite elec-
trode depicted in Fig. 2.1. The lithium ions diffuse through
the electrolyte and insert into the electrode particle through
an electrochemical reaction, which occurs on the particle
surface and on the cracked surface.
FIGURE 6.1. Fracture, phase separation and the reaction of the electrode particles.
strong anisotropy and phase separation. It demonstrated the necessity to extend the chemo-
mechanical model in Chapter 5 to the model incorporating the anisotropic diffusion and phase
separation for describing the bulk behavior of the particle.
The cracks, as a result of chemo-mechanical interactions, initiate and propagate in the bat-
tery electrodes, leading to an irreversible capacity fade. In silicon nanoparticles, as shown in
Fig. 6.1(a), amorphous silicon forms around the crystalline silicon during lithiation; the crack
initiates from the surface and propagate into the core of the nanoparticle. The description of
the dynamics of crack propagation in lithium ion battery electrode particles has long been a
challenge. Only a few attempts are available in the literature, such as [142–144]. Recently, as
the concept of phase-field modeling found more applications in different disciplines, phase-field
methods have also been introduced to predict the crack propagation coupled with diffusion. In
phase-field fracture models, the damaged and undamaged parts of the material are considered
as two different phases, indicated by the distinct values of the order parameter. Schneider et
al. [145] proposed a model coupling the mechanics with a general multiphase and multicompo-
nent phase-field approach to describe the diffusion and crack propagation in brittle materials.
Liang et al. [146] developed a phase-field model to predict the crack evolution in LiFePO4 cath-
ode nanoparticles in of Li-ion batteries. The phase-field fracture simulation in silicon anodes
was also carried out by Zuo et al. [147] and Klinsmann et al. [148–150]. Recently, Miehe
et al. [151] conducted a comprehensive study on chemo-mechanical induced fracture in the
framework of phase-field fracture modeling, and considered the chemical reactions not only on
exterior surfaces but also on fracture surfaces.
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In this chapter, a phase-field model of the electrode particle illustrated in Fig. 6.1(b) is pro-
posed, which accounts for electrochemical reactions on different interior and exterior surfaces
of phases and crack surfaces based on the fully coupled Cahn–Hilliard diffusion–reaction model
proposed in the work of Bazant [152]. We base our model in this chapter on that from the last
chapter. Firstly, in Section 6.1, the electrochemical reactions on the particle surface is modeled
through the modified Butler–Volmer equation, considering orthotropic Cahn–Hilliard diffusion
and phase separation. Two corresponding examples with different particles are conducted in
Section 6.2 to discuss the interaction between the reaction rate and the phase separation be-
havior. In Section 6.3, the model is further extended to simulate and predict fracture in the
particle, by introducing a phase-field fracture order parameter ξ. The electrochemical reaction
on the crack surface is thus also considered as a source in the diffusion equation. Finally, three
examples are presented in Section 6.4 to discuss the crack propagation and branching during
delithiation in the cylindric particles and spherical particles.
6.1 Electro-chemo-mechanical model of the electrode particle
In this section, we formulate a mechanically coupled reaction–diffusion model, taking into
account orthotropic diffusion and phase separation. In this model, the flux that drives the
species is defined in the current configuration, which is more physically sound than the model
in Chapter 5, where the flux is defined in the undeformed configuration for numerical simplicity.
6.1.1 Free energy density and governing equations
The free energy density of this model is based on the one in Section 5.1, with an extension to
incorporate orthotropic phase separation. As a short summary, the free energy density is
ψR (cR,∇RcR,C) =ψcR (cR) +ψiR (∇RcR) +ψeR (cR,C) , (6.1)
where
ψcR (cR) = RTcmax [c ln c + (1− c) ln (1− c)] +RTcmaxχc (1− c) , (6.2)
ψiR (∇RcR) = 12cmax∇Rc ·K∇Rc, (6.3)
ψeR (cR,C) = J
cψeI (cR,C
e) = J c
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More details of this model please refer to Section 5.1. In Eq. (6.3), different from last chapter,
K is a diagonal tensor which is defined as
K=
 κx κy
κz
 (6.5)
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to exhibit the interfacial orthotropy. The parameters κx , κy and κz are related to the interfacial
thickness in the corresponding directions. Recall Eq. (4.12), we know that, for a 1D case, if
the elastic influence is absent, one have the following relation of the interfacial thickness s and
energy Ψ i
s∝
√√ κ
∆ψcmax
, Ψ i∝
∫ cβ
cα
Æ
κ∆ψc dc. (6.6)
It can be further concluded that, in the 3D case, if the interfacial parameter κ in one direction
is much smaller than those in the other two directions, the interfacial thickness and the energy
expended across the interface will be much smaller in this direction. For instance, κx  κy = κz
gives s1 s2 = s3 and Ψ i1 Ψ i2 = Ψ3. This relation will be used later to determine the mobility
tensor. The second Piola–Kirchhoff stress tensor and the chemical potential are
SR = J
c

KcJ
e (J e − 1)C−1 + GcJ− 23

1− 1
3
I1C
−1

, (6.7)
µR = RT [ln c − ln (1− c) +χ (1− 2c)]−∇R ·K∇Rc
+
ΩKc
2

1− (J e)2+ ΩGc
2
 
I¯1 − 3

+
J c
cmax

K ′c
2
(J e − 1)2 + G
′
c
2
 
I¯1 − 3

. (6.8)
As for the governing equations. The mechanical local force balance is the same as last chapter,
which reads
∇R · PR = 0 in BR× (0,T ) , (6.9)
where PR is the first Piola–Kirchhoff stress defined in Eqs. (5.17) and (6.7). And the correspond-
ing Dirichlet and Neumann boundary conditions are
u= uˆ on SRu× (0,T ) , (6.10)
PR · nR = tˆ on SRt× (0,T ) . (6.11)
The molar concentration cR is a conserved order parameter and subject to the Cahn–Hilliard-
type kinetics. In Eq. (5.19), the species are assumed to be driven by a flux defined in the
reference configuration which leads to a simplification in the finite element implementation. In
this chapter, a more physically based kinetics is employed which defines the flux by the gradient
of chemical potential at the current configuration. More specifically,
∂ cC
∂ t
= −∇C · jC in BC × (0,T ) , (6.12)
with
jC = −Mc∇CµR, (6.13)
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where the subscript C denotes quantities defined in the current configuration. The mobility
tensor Mc in Eq. (6.13) is defined as
Mc = c(1− c)
 Mx M y
Mz
= c(1− c)M, (6.14)
with c(1− c) representing a degenerated mobility towards c = 0 and c = 1. On the boundary
surface ∂ BC, the flux boundary condition is imposed
jC · nC = − jˆ s on ∂ BC × (0,T ) , (6.15)
where the flux jˆ s depends on the electrochemical reaction, described by a phenomenological
Butler–Volmer equation. This is different from Eq. (5.22), where a constant flux is given to
mimic the galvanostatic charge/discharge process. More details will follow in Section 6.1.2.
Based on density functional theory calculations, Rohrer et al. [138] have found that the
anisotropy of mobility is a consequence of orientation-dependent interface energies and that
high-energy interfaces are more mobile than low-energy interfaces. By recalling Eq. (6.6), it
can be concluded that a higher κ leads to a larger M . For simplicity, a proportional relation
is assumed, that is, Mx/κx = M y/κy = Mz/κz. The chemical potential µR expresses the free
energy change for adding/extracting one mole lithium to/from the system, thus being the same
for any configuration. The subscript R only indicates the fact that it is calculated by quantities
in the reference configuration. Given the condition that the total mass should be conserved in
different configurations, ∫
BC
∂ cC
∂ t
dB =
∫
BR
∂ cR
∂ t
dB, (6.16)
equation Eq. (6.12) can be pulled back straightforwardly to the reference configuration as
∂ cR
∂ t
=∇R ·

c(1− c)JF−1MF−T∇RµR

in BR× (0,T ) . (6.17)
The corresponding boundary conditions and initial conditions are
jR · nR = − jˆ s on ∂ BR× (0,T ) , (6.18)
K∇Rc · nR = 0 on ∂ BR× (0,T ) , (6.19)
cR (X, 0) = c0R (X) in BR, (6.20)
where
jR = −c(1− c)JF−1MF−T∇RµR. (6.21)
For later discussion, a dimensionless activity a is introduced by
RT ln a = µR, (6.22)
and an activity coefficient γ as the ratio γ = a/c. Note that, when a = c and thus γ = 1, this
model degenerates to an ideal dilute model.
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6.1.2 Reaction on particle surfaces
On the particle surface, a Faradaic reaction
Li+(ely) + e
− +H LiH (6.23)
takes place, where H denotes the host material, as shown in Fig. 6.2. The resultant lithium
inserts into the host material.
e−
Li
Li
+
φe φ
n
FIGURE 6.2. Illustration of the electrochemical reaction on the surface
The reaction rate is described by a phenomenological Butler–Volmer equation,
jˆ s = csRBV = cs
a1−β+ aβ
τ0γA

exp

−β Fη
s
R
RT

− exp

(1− β) Fη
s
R
RT

, (6.24)
in which cs with the unit of molm
−2 is the molar concentration of intercalation sites on the sur-
face and RBV is the reaction rate in unit s
−1. Moreover, τ0 is the mean time for a single reaction
step which will be set differently to mimic a slow or fast reaction process in the simulation.
The parameter γA denotes the chemical activity coefficient of the activated state which is taken
as (1 − c)−1, while β is a symmetry factor for a forward and backward reaction indicated in
Eq. (6.23) and which is set to be 0.5. The Faraday constant F describes the amount of electric
charge of one mole electrons. For more details on the coefficients of this model one can refer to
the work of Bai et al. [24] and Dargaville et al. [25]. The definition of a has been introduced in
Eq. (6.22). The parameters a+ and a are activities of lithium ion in the electrolyte and lithium in
the host material, respectively. Since lithium diffuses in the electrolyte much faster than in the
electrode [24], a+ is set to be unity for simplicity. For a similar reason, the activity of electrons
a− is also set to be 1. The surface overpotential ηsR is defined as the electrostatic potential of the
working electrode relative to a reference electrode of the same kind placed in the solution adja-
cent to the surface of the working electrode. It can be expressed in terms of the electrochemical
potentials as
FηsR = µLi −µLi+ −µe− , (6.25)
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where µLi, µLi+ , µe− are the electrochemical potentials of Li, Li+ and e−, respectively, which are
expressed as
µLi = RT ln a = µR, (6.26)
µLi+ = RT ln a+ + Fφe = Fφ, (6.27)
µe− = RT ln a− − Fφ = −Fφe. (6.28)
Here, φe denotes the electrostatic potential of the electrode and φ represents that of the elec-
trolyte. Insertion of the last three equations into the surface overpotential given in Eq. (6.25)
leads to
FηsR = µR + F (φe −φ) = µR + F∆φ, (6.29)
where ∆φ = φe−φ is the voltage drop across electrode/electrolyte interface. In the expression,
we assume the electrochemical potential of host material H remains unchanged. As mentioned,
the subscript R in η is only to indicate that it is expressed by quantities in the reference con-
figuration and it is free from the chosen configuration. On the other hand, the flux jˆ s is flow
rate per unit area and thus it is dependent on the configuration. However, this dependence is
fully described in the parameter cs. Therefore Eq. (6.24), with the corresponding cs, is valid for
both configurations. The same applies for the later in this chapter, where the reaction on newly
created crack surfaces is discussed.
By substituting Eq. (6.8) into Eq. (6.29), the normalized overpotential can be expressed as
ηs =
FηsR
RT
= ln
c
1− c +χ(1− 2c) +µ
e −∇ ·K∗∇c + ∆φ∗, (6.30)
where µe = (1/RT)∂ψeR/∂ cR is normalized elastic chemical potential, ∆φ
∗ = F∆φ/ (RT), K∗ =
K/
 
RTL20

and ∇= L0∇R. Here L0 is a characteristic length.
Note that, insertion of Li takes place on the surface when ηs < 0, while extraction of Li occurs
when ηs > 0. Thus, by choosing different voltage drop ∆φ∗, the reaction can be controlled
as forward and backward. In particular, when the interfacial and elastic chemical potential is
disregarded, ηs = µc + ∆φ∗. As shown in Fig. 6.3(a), when ∆φ∗ is negative and large enough,
electrode particles will take in Li until c = c1 is reached. On the other hand, as shown in
Fig. 6.3(c), when ∆φ∗ is positive and large enough, Li will be extracted from these particles
until c = c5. However, when −∆φ∗ stays between two spinodal points, as shown in Fig. 6.3(b),
it is highly probable that both insertion and extraction take place at the same time towards
c = c2 and c = c3, since the whole system is unstable and subject to spinodal decomposition.
Notice that c2 and c3 can be different from the concentrations in two phases cα and cβ , which are
the results of spinodal decomposition. The values of c2 and c3 depend not only on the chemical
state of lithium but also on the applied voltage potential drop ∆φ∗. Implementation of surface
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FIGURE 6.3. Insertion/extraction of Li under different normalized voltage drop ∆φ∗ = F∆φ/ (RT). The
chemical potential µc = ln c − ln(1− c) + 2.5 (1− 2c) .
reaction can automatically constrain the concentration in the simulation domain so that it stays
in the range from 0 to 1.
Substitution of Eq. (6.30) into Eq. (6.24) leads to
jˆ s =
cs
τ0
(1− c)exp

−1
2
∆φ∗

− cs
τ0
c exp

χ (1− 2c) +µe −∇ ·K∗∇c + 1
2
∆φ∗

, (6.31)
which gives the flux boundary condition in Eq. (6.18).
6.2 Simulation results: reaction on the particle surface and the phase interface
In this section, two numerical experiments based on the model presented in Section 6.1 are
conducted to discuss the interaction between reaction rate and phase separation: reaction rate
can influence the phase separation pattern; on the other hand, reaction rate is enhanced on
phase interfaces.
6.2.1 Reaction on the particle surface
To study phase separation with different diffusion–reaction relations, a spherical particle with
isotropic material is considered, where a homogeneous initial and boundary setup is further-
more given. Symmetric mechanical constraints are applied on the planes of symmetry, while the
spherical surface is set free from stresses. The electrochemical reaction takes place on the sur-
face of the sphere, across which a constant voltage drop ∆φ is prescribed. It drives the reaction,
such that the intercalating/intercalated lithium is produced/consumed until the particle is fully
(dis-)charged. The reaction rate is controlled by the single reaction step time τ0 which is given
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TABLE 6.1. Parameters for the simulation of the spherical particle.
Gas constant (R) 8.32J mol−1 K−1
Absolute temperature (T) 283K
Diffusivity (D) 7.08× 10−15 m2 s−1
Faraday’s constant (F) 96485 Cmol−1
Partial molar volume (Ω) 3.497× 10−6 m3 mol−1
Maximum concentration (cmax) 2.29× 104 mol m−3
Phase parameter (χ) 2.5
Interface parameter (κ) 1.0× 10−10 J mol−1 m2
Length scale (L0) 1 µm
Bulk modulus slope (K0) 100MPa
Shear modulus slope (G0) 100MPa
Concentration intercept (cin) 10.0
Surface site concentration (cs) 6.78× 10−6 molm−2
Single reaction step time (τ0) 0.01 s (fast)/1s (slow)
Voltage drop electrode/electrolyte (∆φ) −4.88mV
Initial normalized concentration (c0) 0.25
as 0.01 s for a fast reaction and 1s for a slow reaction. The parameters for the simulation are
given in Table 6.1.
The state of charge (SOC) with respect to time is measured in the simulation by integrating all
the lithium inside the particle at each current time compared with the amount in a full lithiation
(cR = cmax). The results are shown in Fig. 6.4. The solid lines describe the simulated SOC with
respect to time. Both curves show the same tendency of the reaction, which is fairly fast at the
beginning and slows down towards the end of the charge. Both of them show an acceleration of
reaction when the particle is charged at roughly 30 % (A, E), because in both cases the phases
start to form and the overpotential ηs increases rapidly as the concentration increases, which
can be seen in Fig. 6.3 (a).
However, the phase-separation behaviors are very different in the two cases. The green line
shows that, when the reaction is fast enough, a core-shell structure can be achieved. This is
in agreement with the predictions in the work of Singh et al. [89], which stated that in an
isotropic bulk-transport-limited case, where the bulk diffusion is much slower than the reaction,
the phase boundary is driven largely by the incoming flux, thus a shrinking-core profile being
formed. On the other hand, as shown by the red line, when the surface reaction is slow enough,
the species can be always equilibrated by the bulk transport. In this case, the spinodal decompo-
sition, or nucleation, initiates from the surface, where the dynamics of reaction can cause strong
fluctuations in the species concentration. They are very unstable inside the spinodal region. The
reaction in the core-shell structure slows down as the two phase region is finally formed (B, C),
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FIGURE 6.4. The SOC and the corresponding concentration profile of the particle at different charge rate. A
fast reaction (green line) can give a core-shell structure while a slow reaction (red line) will not preserve the
core-shell. However, the latter can give a more robust reaction after the phase separation occurs. The pseudo
plot is the curve when the core-shell structure is enforced when τ0 = 1 s.
because the outer shell approaches a full lithiation. However, in the other case, the reaction
maintains its rate (F, G) until the phase separation is suppressed. Based on the simulation re-
sults of the case τ0 = 0.01 s, one can predict the state of charge curve for τ0 = 1s when the
core-shell structure is enforced, simply by scaling the time of the fast case by a factor of 100.
For comparison, this predicted result is shown by the curve in blue color in Fig. 6.4. It shows
that if the core-shell structure is maintained, the lithiation process becomes slower than that in
the case when the particle is free to adjust the phase pattern for a more robust reaction. This
can be explained by the fact that the reaction rate is enhanced on the phase interface, which is
discussed in more detail in the next example.
6.2.2 Reaction on the phase interface
To investigate the reaction in different phases and in the phase interface, a square plate with
isotropic and anisotropic chemical properties is studied in this section. The geometry is given
in Fig. 6.5. In this model, the mechanical part is disregarded. No preferred direction for the
reaction is assumed. Therefore, in the simulation, the reaction will take place on all six surfaces
of the plate and the reaction rate is governed by the chemical state at each position on the
surface. The anisotropic interfacial parameter κ and diffusivity D in different directions are
given in Table 6.2. In the isotropic case, as shown in Fig. 6.6, the flux is marching towards the
interior from all four sides and the phase separation of a Li-rich frame and a Li-deficient center
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FIGURE 6.5. Sketch and measurements of the square
plate problem. All six surfaces of the plate are ex-
posed to the electrolyte. Therefore electrochemical
reaction can take place on all sides.
Interfacial
Parameter
κx 1.0× 10−10 J mol−1 m−2
κy 1000κx
κz 1000κx
Dx 7.08× 10−15 m2 s−1
Diffusivity Dy 1000 Dx
Dz 1000 Dx
Sing. reac. τ0 1 s
TABLE 6.2. Anisotropic interface and
diffusivity parameters for the plate
problem. For the isotropic case, the pa-
rameters for x direction are used for all
three directions. All other parameters
are given in Table 6.1.
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FIGURE 6.6. Contour plot of the reaction rate and the concentration SOC in an isotropic diffusion process.
The peak of the reaction will always take place near the interface.
forms. As more flux comes in, there arises an island of Li-rich phase in the middle of the Li-
poor phase. This can be explained by the dynamics of diffusion and reaction, where the whole
system is perturbed strongly and it is easy to achieve a phase separation once the magnitude
of fluctuation is large enough. As for the reaction, by comparing the concentration profile and
the reaction rate, one can observe that the reaction peaks at the interface front, where the
concentration gradient is very high. In the two homogeneous phases, the reaction is relatively
slow, especially in the Li-rich phase, where the reaction almost stops. This low efficiency of
reaction in the Li-rich phase explains again why the core-shell structure is lithiated much slower
than the other, studied in the last subsection.
Fig. 6.7 shows the case of an anisotropic diffusion. As explained in the Section 6.1.1, the
interfacial parameter is chosen in such a way that κx/Dx = κy/Dy = κz/Dz. In the simulation,
the diffusion in x direction is set to be slowest. Note that even though the diffusivity in y, z
direction is the same, in z-direction lithium sites are filled faster than in y-direction. This is due
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FIGURE 6.7. Contour plot of the concentration and plot of the reaction rate along the direction of the slowest
diffusion (x direction) at different SOC in an anisotropic diffusion process.
to the fact that the dimension in z-direction is smaller than that in y-direction. In contrast to the
isotropic case, phase separation initiates from the two ends although the reaction takes place
in all six sides of x axis. As time goes on, the phase interface marches towards the center. A
third Li-rich phase appears in the middle when SOC is approximately 50 %, thus the formation of
stripes appears. This result supports the domino-cascade model of LiFePO4, which was proposed
in the work of Delma et al. [10]
These two cases are extreme. However, with a proper implementation of crystal anisotropy,
by filling the diffusion matrix also in the off-diagonal entries, one can also achieve a core-shell
structure with a polygonal core, as observed in the work of Liu et al. [141].
6.3 Electro-chemo-mechanical model of the electrode particle with fracture
6.3.1 Free energy density and governing equations
To describe fracture of particles, we employ the phase-field method, introducing a damage
variable ξ, which bears the value of 1 where the material is unbroken and equals to 0 where
it is fully broken, as shown in Fig. 6.8. The free energy density in this model is then modified
from Eq. (6.1) as
ψR(cR,∇RcR,C,ξ,∇Rξ) =ψcR(cR) +ψiR(∇RcR) +ψ fR(ξ,∇Rξ) +ψe fR (cR,C,ξ), (6.32)
where the bulk chemical free energy ψcR and the phase interfacial free energy ψ
i
R are the same
as in Eq. (6.1). Therefore we only introduce the fracture free energyψ fR and the modified elastic
free energyψe fR here.
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FIGURE 6.8. Phase-field description of the fracture. The damage variable ξ has the value of 0 in the broken
region and 1 in the unbroken region.
According to Bourdin et al. [41], the fracture free energy density is given by,
ψ
f
R(ξ,∇Rξ) = Gc

ε|∇Rξ|2 + 14ε(1− ξ)
2

. (6.33)
Here, Gc is the critical energy release rate and ε is a length scale which determines the width of
the transition zone between the unbroken and the broken region.
For elastic energy density, we start from the material from Eq. (6.4) in the undamaged region,
which reads as
ψeR(cR,C) = J
c

Kc
2
(J e − 1)2 + Gc
2
 
I¯1 − 3

. (6.34)
Following Schneider et al. [145] and Zuo et al. [147], we ignore the direct influence of diffusion
on the crack propagation. That is, the chemical field will not directly lead to fracture, but
indirectly through the induced stress field. Moreover, to account for the fact that cracks will not
propagate under hydrostatic compression, the elastic free energy can be split into a positive part
ψe+R and a negative part ψ
e−
R . The latter will not be involved in the coupling with the fracture.
More specifically, the two parts take the form
ψe+R (cR,C) = J
c

Kc
2
 
J e+ − 12 + Gc
2
 
I¯1 − 3

, (6.35a)
ψe−R (cR, J) = J c
Kc
2
 
J e− − 12 (6.35b)
in which ¨
J e+ = J e, J e− = 1, if J e ≥ 1;
J e+ = 1, J e− = J e, if J e < 1. (6.36)
The elastic energy is defined as
ψ
e f
R (cR,C,ξ) = (ξ
2 +η)ψe+R +ψ
e−
R , (6.37)
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in which 0 < η  1 is a constant introduced to prevent a singularity inside the broken phase
when ξ = 0. This method has been successfully implemented in the works of Kuhn et al. [153,
154] and Schlüter et al. [155] with a careful choice of η.
In this model, there are three sets of field variables: a molar concentration cR, the displace-
ments u and a damage variable ξ. To derive the chemical potential, mechanical stresses and
the driving force for the damage variable ξ, we perform the variation of the total free energy
similar as Eq. (5.6)
δΨ =
∫
BR
SR : δEdB+
∫
BR
µRδcR dB+
∫
BR
ζδξdB, (6.38)
in which SR is the second Piola-Kirchhoff stress tensor, µR is the chemical potential and ζ is the
driving force for the fracture. Ψ is defined as the free energy over the whole body as
Ψ =
∫
BR
ψR(cR,∇RcR,C,ξ,∇ξ)dB. (6.39)
With ψR defined in Eq. (6.32), the variation of Ψ is given by
δΨ =
∫
BR

dψcR
dcR
δcR +
dψiR
d∇RcR ·δ∇RcR +
∂ψeR
∂ cR
δcR +
∂ψeR
∂ C
: δC
+
∂ψeR
∂ ξ
δξ+
∂ψ
f
R
∂ ξ
δξ+
∂ψ
f
R
∂∇ξ ·δ∇ξ

dB
=
∫
BR

dψcR
dcR
−∇R ·K∇RcR + ∂ψ
e
R
∂ cR

δcR +∇R · (K∇RcRδcR) + 2∂ψ
e
R
∂ C
: δE
+

2ξψe+R +
Gc
2ε
(ξ− 1)− 2Gcε∆Rξ

δξ+∇R · (∇Rξδξ)
ª
dB
=
∫
BR

dψcR
dcR
−∇R ·K∇RcR + ∂ψ
e
R
∂ cR

δcR dB+
∫
BR
2∂ψeR
∂ C
: δEdB
+
∫
BR

2ξψe+R +
Gc
2ε
(ξ− 1)− 2Gcε∆Rξ

δξdB
+
∫
∂ BR
K∇RcR · nRδcR dS+
∫
∂ BR
∇Rξ · nRδξdS. (6.40)
Comparing Eq. (6.38) and Eq. (6.40), SR, µR and ζ can be written as
SR =
2∂ψR
∂ C
=
 
ξ2 +η
 2∂ψe+R
∂ C
+
2∂ψe−R
∂ C
, (6.41)
µR =
dψcR
dcR
+
∂ψeR
∂ cR
−∇R ·K∇Rc, (6.42)
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ζ= 2ξψe+R − 2Gcε∆Rξ+ Gc2ε(ξ− 1), (6.43)
with two boundary conditions K∇RcR · nR = 0 and ∇Rξ · nR = 0 to be fulfilled on the boundary
surface in the reference configuration ∂ BR, in addition to the Dirichlet and Neumann boundary
conditions from physical constraints and fluxes.
The mechanical governing equations are the same as in Section 6.1
∇R · PR = 0 in BR × (0,T ) , (6.44)
u= uˆ on SRu× (0,T ) , (6.45)
PR · nR = tˆ on SRt× (0,T ) , (6.46)
where the first Piola–Kirchhoff stress P is defined by Eqs. (5.17) and (6.41).
As for the molar concentration cR, the Cahn–Hilliard-type diffusion applies in the unbroken
materials, while in the damaged region no diffusion is considered. It leads to a flux modified
from Eq. (6.13) that
jR = −ξ2c(1− c)JF−1MF−T∇RµR in BR. (6.47)
The diffusion equation defined in the reference configuration is thus
∂ cR
∂ t
=∇R ·

ξ2c(1− c)JF−1MF−T∇RµR

+ SR in BR× (0,T ) , (6.48)
where SR is the source term, representing the reaction on the cracked surface S f . The details of
S f will follow in Section 6.3.2. The boundary and initial conditions are
jR · nR = − jˆ s on ∂ BR× (0,T ) , (6.49)
K∇Rc · nR = 0 on ∂ BR× (0,T ) , (6.50)
cR (X, 0) = c0R (X) in BR, (6.51)
with js defined in Eq. (6.31).
As for a non-conserved order parameter ξ, the evolution equation follows an Allen–Cahn-type
equation
∂ ξ
∂ t
= −Mξζ= −Mξ

2ξψe+R − 2Gcε∆Rξ+ Gc2ε(ξ− 1)

(6.52)
with Mξ as the mobility for the evolution of ξ. Following Miehe et al. [156, 157] and Borden
et al. [158], to mimic the irreversibility of the crack, a strain-history fieldHR is introduced as a
substitution of ψe+R , which satisfies the Kuhn–Tucker conditions
HR ≥ψe+R , H˙R ≥ 0, H˙R
 
ψe+R −HR

= 0. (6.53)
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The governing for ξ then reads
∂ ξ
∂ t
= −Mξ

2ξHR− 2Gcε∆Rξ+ Gc2ε(ξ− 1)

in BR × (0,T ) , (6.54)
∇Rξ · nR = 0 on ∂ BR × (0,T ) , (6.55)
cR (X, 0) = 0 on S f , (6.56)
cR (X, 0) = 1 in BR\S f . (6.57)
For implementation details the readers are referred to Appendix C.
6.3.2 Reaction on crack surfaces
In the framework of phase-field fracture models, the crack interface can be tracked through
ξ(ξ− 1) 6= 0 or ∇ξ 6= 0. Therefore, the boundary flux can be weighted by functions containing
either or both of these two terms, in order to consider the reaction at the crack interface.
As shown in Fig. 6.8, we denote the idealized crack surface by S f (one crack will create two
surfaces facing towards each other), and by S′f the level surface in the phase-field model for a
constant ξ. The damage variable gradient ∇ξ remains thus perpendicular to S′f . Introduce a
vector s , which lies parallel to the damage variable gradient ∇ξ. The flux on the crack surface
can hence be approximated as the flux average across the interface∫
S f
jˆ s dS≈ 1ε
∫
s
∫
S′f
g(ξ,∇ξ) jˆ s dSds ≈ 1ε
∫
B
g(ξ,∇ξ) jˆ s dB, (6.58)
where ε is a length parameter which is related to the interface thickness. The weight function
g(ξ) contains either ξ(ξ− 1) or ∇ξ as a factor. In this way, the reaction on the crack surface
can be regarded as a bulk source term
SR =
1
ε
g(ξ,∇ξ) jˆ s (6.59)
in the diffusion equation Eq. (6.47). If the flux is kept constant across the interface or varies
very little along the direction of ∇ξ, we can observe the following relation
1
ε
∫
s
∫
S′f
g(ξ,∇ξ) jˆ s dSds ≈ 1ε
∫
s
g(ξ,∇ξ)ds
∫
S′f
jˆ sdS. (6.60)
It follows that the approximation of Eq. (6.58) is valid, if
1
ε
∫
s
g(ξ,∇ξ)ds = 1. (6.61)
It should be commented that there will be several factors that can influence the accuracy of
the approximation.
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• The phase-field approximation of the cracked phase interface will determine the choice of
g(ξ). Usually g(ξ) is chosen based on an uncoupled model for simplicity. However, when
mechanical stresses come into play, the ξ profile can be different. The error can be even
larger when ξ(ξ − 1) is used as its weighting term, since ξ might not be 0 and 1 in two
homogeneous phases, depending on the boundary condition given (the reader is referred
to [158] for more details). Therefore g(ξ) needs to be modified accordingly when the
influence of stresses is not negligible;
• The flux can vary strongly across phase interfaces, especially when diffusion is so slow that
concentration varies strongly along the direction of ∇ξ, making electrochemical reaction
in the interface highly fluctuating in a small range. In these cases, the equation Eq. (6.60)
may not be accurate enough. One can, for instance, increase the polynomial order of g(ξ),
so that the fluctuation of the reaction will become negligible compared to g(ξ).
As a simple case, we set g(ξ) = Aξ2(1− ξ)2 with A being a coefficient to be determined. To
this end, firstly, in the absence of stresses, the profile of ξ˜(x) across the interface on one side
can be obtained by solving the following uncoupled 1D problem at equilibrium
0 = 2Gcεξ˜′′ + 12
Gc
ε
 
1− ξ˜ , (0< x < L)
ξ˜|x=0 = 0,
ξ˜′|x=L = 0.
(6.62)
The solution reads
ξ˜(x) = 1− cosh
 x
2ε

+ tanh

L
2ε

sinh
 x
2ε

= 1− cosh−1

L
2ε

cosh

x − L
2ε

. (6.63)
With the influence of the stress state, the equilibrium solution is assumed to be ξ = ξ0ξ˜, where
ξ0 is the value of the damage variable in the homogeneous region after relaxation but before
charging process. Inserting Eq. (6.63) into g(ξ) and integrating over the whole length L, one
obtains
1 =
1
ε
A
∫ L
0
(ξ0ξ˜)
2
 
ξ0 − ξ0ξ˜
2
dx
=
ξ40
ε
A
∫ L
0

1− cosh−1

L
2ε

cosh

x − L
2ε
2 
cosh−1

L
2ε

cosh

x − L
2ε
2
dx
≈ ξ
4
0
ε
A · 1
6
ε=
A
6
ξ40, (6.64)
which gives A= 6/ξ40 and g(ξ) = 6ξ
2(ξ0 − ξ)2/ξ40. The evolution for concentration Eq. (6.48)
then can be written as
∂ cR
∂ t
=∇R ·

ξ2c(1− c)JF−1MF−T∇RµR

+
6
εξ40
ξ2 (ξ0 − ξ)2 jˆ s in BR× (0,T ) , (6.65)
in which jˆ s is given in Eq. (6.31) to account for the flux due to electrochemical reaction.
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6.4 Simulation results: crack propagation in different particles
6.4.1 Crack propagation in a cylindric particle
In this section, we simulate the model in Section 6.3 with an infinitely long cylinder with
different initial cracks. The first cylinder is with two initial parallel longitudinal cracks on its
exterior. The problem is illustrated in Fig. 6.9, and the corresponding parameters are given in
Table 6.3. The electrode/electrolyte voltage drop is given such that Li is extracted from the
x
y
z
1 µ
m
0.2 µm
FIGURE 6.9. Illustration and dimensions of an in-
finite cylinder with initial cracks. One quarter of
a disc with a thickness of 1 µm under plane strain
assumption is simulated.
Voltage drop eld./ely. (∆φ) 4.88mV
Single reac. step time (τ0) 0.01 s
Initial concentration (c0) 0.8
Fracture resistance (Gc) 6× 10−2 N m−1
Crack length scale (ε) 0.05 µm
Crack mobility (Mc) 1.3× 10−3 J m−3 s−1
TABLE 6.3. Simulation parameters for the
crack propagation problem. Others param-
eters can be found in Table 6.1.
cylinder. The reaction only takes place on the cylindrical surface and the crack surface. As
explained in Section 6.3.2, the reaction on the crack surface is approximated by the weighted
source in the phase-field theory. The initial crack is imposed through the strain history fieldHR
such that an initial fracture order parameter ξ is determined. HR is given at initialization as
HR
 
X¯, 0

= 103 × G
∗
c
4ε∗

1− d
ε∗

with d = min

dist(X¯, S f ),ε
∗	 (6.66)
where dist(X¯, S f ) is the closest distance of a material point X¯ to the crack S f . For more details
the readers are referred to the work of Borden et al. [158]. In order to reach the diffusive profile
for the initial crack, the reaction is set to be zero for the first 3 seconds.
The results of the crack propagation is shown in Fig. 6.10. Initially, the concentration field is
homogeneous. As the outer layer loses more lithium, a two-phase profile appears. It should be
noted that at the crack tip lithium can be supplied quickly from the unbroken material. In fact,
due to the large tensile stresses at the crack tip, the drift effect of the mechanical field towards
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FIGURE 6.10. Crack propagation under delithiation and phase separation. a) Initial homogeneous state.
b) Formation of phase separation initiates the crack propagation. c) Intermediate stage when the phase
interface catches up with the crack tip. d) Stage when the crack tip starts to branch at the phase interphase.
e) Stage when phase interface leaves crack tip and moves towards center, the crack is perpendicular to the
phase interface. d) Final stage when the reaction stops.
the crack tip becomes prominent. The phase interface overtakes the crack tip and the fracture
branching occurs at the interface, where there are intensified stresses. On the other hand, due
to the loss of lithium, the outer layer turns to shrink. Because of this mismatch with the interior
Li-rich phase, tensile circumferential stresses arise in the outer layer, which drive the crack to
propagate. At the first stage, the crack propagates faster than the interface. It then slows down,
until the phase interface runs over the crack tip. After the phase interface leaves the crack, the
crack stops propagating due to the decreased driving force. The phase interface continues to
move until the end of the simulation, when the whole material is almost fully delithiated and
the reaction stops.
The state of charge (SOC) during the delithiation process is plotted over the time in Fig. 6.11,
along with the reaction rate on a surface point away from the cracks. Immediately after the
chemical reaction is permitted at t¯ = 10, there is sharp increase at the reaction rate on the
surface. Note that the negative sign of the reaction rate indicates that lithium is distracted from
the particle. It can also be observed on the SOC curve, indicated by the increase of the slop.
After the phase interface is formed and moves into the particle interior, the reaction rate on
the surface decreases rapidly, due to the overpotential drop. As it can be seen in Fig. 6.12,
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FIGURE 6.11. State of charge (solid line, vertical label on r.h.s) during the simulated delithiation process.
The delithiation starts from the 10th normalized time second. Two distinct time points can be recognized:
the phase interface initiation along particle surface around t¯ = 10.48, and the crack branching around
t¯ = 11.78. Accordingly, at t¯ = 10.48 the reaction rate on the surface (dashed line, vertical label on l.h.s) is
significantly enhanced.
the reaction rate around the crack tip is much more prominent. At t¯ = 11.78 when the phase
interface induced crack bifurcates, the slop of the SOC curve is increased, because there are two
crack tips with enhanced reaction rate. In order to examine the chemical reaction on the fracture
surfaces in more details, snaps shots of the different fields are shown in Fig. 6.12 for the three
time instances, respectively. Particularly, the chemical reaction rate along three different radial
directions C1, C2 and C3 is depicted. The radial direction C1 lies in the horizontal direction,
along which the initial crack is located, while the direction C2 and C3 has an angle of 31
◦ and 45◦
against the horizontal direction, respectively. At t¯ = 10.48 when the phase interface is formed
along the particle surfaces, an increased reaction rate at the crack tip on C1 is noticeable, while
along the other two directions no reaction takes places. At t¯ = 11.78, phase interface eventually
reaches the crack tip and induces fracture branching. At crack front on the C1 direction, an
even more enhanced reaction is observed than that at t¯ = 10.48. Moreover, due to the presence
of crack branch, along the radial direction C2, two peaks of reaction rate appear. The reaction
along C2 is almost negligible. At t¯ = 12.40, phase interface has passed the fracture front, and
the crack branch approaches the radial line C3. Therefore, the reaction rate along C3 become
dominant, and two peaks can be observed. The radial line C2 goes across the fracture surfaces.
However, only one peak of the reaction rate is observed on the interior crack surface. This can
be explained by the fact that the chemical potential and thus the overpotential of the material
on the exterior side of the fracture surface decreases due to the presence of the Li-deficit phase.
Thus the chemical reaction at the exterior crack surface almost vanishes. Along C1, two peaks of
reaction rate are also observed, which are resulted from different reasons other than that along
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(e) t¯5 = 12.40
-0.05
-0.04
-0.03
-0.02
-0.01
 0
 0.01
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
R
ea
ct
io
n 
ra
te
Radius
Cross section C1Cross section C2Cross section C3
(f) t¯5 = 12.40
FIGURE 6.12. Left: Contour plots of the damage-like order parameter, the concentration, the reaction rate,
and the hydrostatic stress, for three different time instances. At t¯ = 10.48, phase interface is formed along
the particle surfaces. At t¯ = 11.78, phase interface reaches the crack tip and induces fracture branching. At
t¯ = 12.40, phase interface has passed the fracture front. Right: Plots of reaction rate along three different
cuts for the corresponding time instances. The position of the cuts are denoted in the contour plots on the
left side.
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C3. As shown in the corresponding contour plot of the reaction rate in Fig. 6.12, the first peak
on the interior side is due to the presence of phase interface, while the second peak is due to
the crack front. It should be mentioned that the interplay between the phase separation and the
crack propagation can strongly depend on the choice of the kinetic parameters.
As the second and third example, we consider the same cylinder, but with different initial
cracks and pores. The existence of interior pores in the materials is inevitable, which makes the
fracture behavior of the materials more complex. Two specimens with the same initial cracks
are considered, as shown in Fig. 6.13 and Fig. 6.14. The sample in Fig. 6.14 contains pores
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FIGURE 6.13. Crack propagation on the cross section of the cylinder with initial curved cracks. A relaxation
of 3 normalized seconds is applied before the reaction starts.
in front of the initial cracks, while the sample in Fig. 6.13 is free from pores. The delithiation
process and the accompanied phase and crack evolution of both samples are simulated, by using
the same parameters listed in Table 6.3. The pores are assumed to be rather small, and exposed
to electrolyte, since the electrolyte can diffuse into the pores through the ends of the considered
cylinders. The phase and crack evolution in the sample without pores are shown in Fig. 6.13.
Even though the initial cracks are placed pointing to each other, the electrochemical process
induces crack branching in the direction almost perpendicular to the original crack surface. In
the sample with pores, cracks form firstly from the prescribed pores during delithiation. These
cracks propagate along both radial directions outwards until they meet the initial cracks, tearing
the complete material apart.
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FIGURE 6.14. Crack propagation on the cross section of the cylinder with initial curved cracks and interior
pores in front. A relaxation of 3 normalized seconds is applied before the reaction starts.
6.4.2 Crack propagation in the spherical particle
The last example is a spherical particle with a radius of 1 µm, where an initial a cut with
a length of 0.2 µm through the equator is prescribed. All the material parameters remain the
same as the previous cylinder. Fig. 6.15 shows a time sequence of the crack propagation during
delithiation. The sphere shrinks during delithiation. The lithium-deficient phase initiates from
neighborhoods of the crack since the lithium flows out from both the surface and the crack
surface (Fig. 6.15 (a, b)). The phase interface initiates on the surface and soon overtakes
the crack tip, when the crack starts to propagate along with the phase interface (Fig. 6.15 (c,
d)). When the phase interface leaves the crack tip, propagation comes to an end (Fig. 6.15 (e,
f)). From the stress distribution it is observed that tensile stresses—which drive the crack to
propagate—follow the phase interface.
6.5 Summary
In this chapter, electrochemical reaction in lithium ion batteries was studied by using a phase-
field model of fracture coupled with anisotropic Cahn–Hilliard-type diffusion in the large defor-
mation regime.
6.5. Summary 99
(a) t = 0.0 (b) t =0.475 (c) t = 0.816
(d) t = 1.144 (e) t = 1.416 (f) t = 5.322
σz MPa
6.686
5
0
-5
-10
-15
-18.602
Concentration
0.878
0.8
0.6
0.4
0.3
0.1
0.099
Z
Y
X
FIGURE 6.15. Crack propagation in the sphere from an initial crack at the equator. A relaxation of 3
normalized seconds is applied before the reaction starts. The left hand side of the sphere shows the stress
evolution along z direction, while the right hand side of the sphere shows the concentration distribution.
The reaction on the surface is modeled through a modified Butler–Volmer equation, taking
into account the influence of phase separation on the surface. The reaction on the crack surface
is considered as a source term within the volume, regularized by a damage-variable-related
term to constrain the reaction to take place within the transition zone between the unbroken
and broken region.
Different numerical experiments were carried out to study different aspects. For the particles
without fracture, two examples were conducted to study the interaction between reaction rate
and phase separation. The first example of an isotropic sphere shows that the ratio of the re-
action rate to the transport rate strongly influences the phase separation of the material: a fast
reaction gives a “shrinking core”, while for a slow reaction two phases form on the surface early
on. In turn, phase separation also influences the real reaction rate through the electrochemical
potential on the surface. When a core-shell structure is formed, a homogeneous Li-rich phase
on the surface prevents lithium from further inserting into the particle. However, an unevenly
distributed concentration, although accompanied by a highly distorted surface, can give a much
more robust reaction. In the second example, the reaction on the interface between two phases
in isotropic and anisotropic materials is studied. The results show that, in both isotropic and
anisotropic materials, reaction rate peaks near the interface, where there exists a large concen-
tration gradient. Orthotropic diffusion as in the example has been observed in many cathode
materials such as LiFePO4 [10, 23].
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Finally, we studied the crack propagation with the particle with fracture. We conducted the
experiments in cylindric particles and a spherical particle. It is shown that crack evolution can
be driven by an outflow of species when the material exhibits a phase separation behavior.
The crack branches when the phase interface reaches the crack tip, since there are intensified
stresses around the crack tip. Different initial cracks and pores will greatly influence the final
crack pattern. Electrochemical reaction on particle surfaces and newly created crack surfaces
was also discussed. We can clearly see a decreased reaction rate on particle surfaces after the
formation of the core-shell phase separation since the outer layer is almost saturated; However,
in phase interfaces and around crack tips enhanced reaction rate is observed.
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Chapter 7
Modeling of composite electrode
Polymer binders and conductive additives, although not electrochemically active, provide me-
chanical and electronic support to active particles in composite electrodes [159–161]. Their
amount of content plays a crucial rule in the performance of lithium-ion batteries [162]. How-
ever, the study on chemo-mechanical interaction between particles and binders is still in its in-
fant, compared with the amount of study on single particles. The difficulty arises, when we want
to move one step forward from single-particle models to the composite-electrode models, that
the particle geometry varies greatly from one particle to another, the influence from binders is
not negligible, more mechanisms are involved in the charging/discharging processes, and more
importantly, the simulation scale is much larger than a single particle. Lu and Ni [163] discussed
the effects of particle shape on stresses with interconnected multi-particle configuration. Doyle
et al. [164] presented a cathode cell, which included a wide range of polymeric separator mate-
rials, lithium salts, and composite insertion cathodes. Bower et al. [20] formulated a continuum
electro-chemo-mechanical half-cell model in the large deformation framework with plastic flow.
Furthermore, there are also multi-scale models of the lithium-ion battery cells, where the par-
ticles embedded in polymer binders are taken care of at the micro-scale [165, 166]. For a fair
representation of geometric irregularity, Lee et al. [166] generated a random microstructure.
As a more faithful attempt, Roberts et al. [167] and Mendoza et al. [168] employed conformal
decomposition finite element method introduce by Noble et al. [169] for a reconstruction of the
microstructure. Orvananos et al. [170] considered the interaction among electrode nanoparti-
cles. The interface condition between a particle and the electrolyte is modeled by a smoothed
boundary method. However, all these models considered the electrode particles only without
phase transformation. The lithium diffusion inside particles is modeled by stress-assisted Fick’s
law of diffusion, which is not applicable for particles made of phase-separating materials, such
as crystalline silicon.
In this chapter, we present a chemo-mechanical model of the composite electrode, where
the embedded particle experiences phase separation and the binder does not. Moreover, the
numerical simulation is performed by the finite cell method, for a more flexible representation of
irregular particle geometry. The remainder of the chapter is organized as follows. The material
model is formulated in Section 7.1. Numerical details are given in Section 7.2, where the
Nitsche method is employed not only for the boundary condition of the Cahn–Hilliard equation,
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but also for the mechanical and chemical interfacial conditions between the binder and the
electrode particle. Examples of different embedding particles are presented in Section 7.3.
7.1 Material model
As a prototype, we consider a composite electrode shown in Fig. 7.1. The particle is embedded
Matrix B(2)
c(2), u(2)
Particle B(1)
c(1), u(1)
n∗
S∗
∂B(2)
j¯∗
FIGURE 7.1. Composite electrode configuration: the particle is constrained by a simply supported matrix.
Different conditions are prescribed weakly at the interface S∗ and the matrix boundary ∂ B(2).
in the matrix, each occupying the domains B(1) and B(2), respectively. The interface between the
two domains is denoted by S∗ = B(1) ∩ B(2). In each domain, there are two coupling fields:
the displacement field u(p) and the concentration field c(p). In this section, unless otherwise
indicated, the superscript p runs from 1 to 2. Unlike previous models, the model in this chapter
is in a small-deformation regime for simplicity. Therefore, an additive decomposition of the
strain tensor ε defined in Eq. (2.45) is assumed:
ε(p) = εe(p) + εc(p), (7.1)
with
εc(p) =
1
3
Ω(p)c(p)1. (7.2)
Here, Ω(p) is the partial molar volume of lithium in the corresponding material. The model is
presented in a normalized form. The chemical normalization can be found in Tables 4.1 and 4.2,
while the mechanical part is given in Tables 7.1 and 7.2.
Following the same procedure in the previous chapters, we first build the free energy. We
assume a regular solution model for both materials. Inside the particle, since there exists phase
separation, the free energy density is expressed as
ψ(1) = c(1) ln c(1) +
 
1− c(1) ln  1− c(1)+χ(1)c(1)  1− c(1)
+
1
2
κ(1)
∇c(1)2 + 1
2
εe(1) : C(1) : εe(1) (7.3)
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TABLE 7.1. Normalization of the mechanical quantities.
Physical quantities Normalization
Partial molar volume (Ω˜(p)) Ω(p) = Ω˜(p)cmax
Stress (σ˜(p)) σ(p) = σ˜(p)/E˜
Shear modulus (G˜(p)) G = G˜(p)/E˜
Bulk modulus (K˜(p)) K = K˜(p)/E˜
TABLE 7.2. Parameters used in the mechanical normalization.
Reference Young’s modulus (E˜) 1.0 MPa
Maximum concentration (cmax) 2.29× 104 molm−3
In the matrix, only one phase is present, therefore the free energy density has no interfacial
contribution
ψ(2) = c(2) ln c(2) +
 
1− c(2) ln  1− c(2)+χ(2)c(2)  1− c(2)+ 1
2
εe(2) : C(2) : εe(2) (7.4)
The parameters χ(1), χ(2) and κ(1) in the Eq. (7.3) and Eq. (7.4) have been introduced already
in Chapter 4. We take χ(1) = 2.5 and χ(2) = 1.0 to achieve the free energy allowing for two
phases and one phase, respectively. The fourth-order elastic tensor C(p) is given as
C(p) = 2G(p)I+

K(p) − 2
3
G(p)

1⊗ 1, (7.5)
with G(p) and K(p) being the shear and bulk moduli, respectively. I is the fourth-order and 1 is
the second-order unit tensor. The stress tensor and chemical potential can thus be derived from
the free energy as
σ(p) = C(p)ε(p) − K(p)Ω(p)1 (7.6)
µ(1) = ln c(1) − ln  1− c(1)+χ(1)  1− 2c(1)− κ(1)∆c(1) − 1
3
Ω(1)trσ(1) (7.7)
µ(2) = ln c(2) − ln  1− c(2)+χ(2)  1− 2c(2)− 1
3
Ω(2)trσ(2) (7.8)
Based on the stress tensor and the chemical potential, we can construct the governing equa-
tion. In each domain, there are two sets of governing equations: the mechanical and chemical.
For the mechanical part, the local force balance requires in each domain B(p)
∇ ·σ(p) =∇ ·  C(p)ε(p)− K(p)Ω(p)∇c(p) = 0 in B(p) × (0,T ) . (7.9)
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For the chemical part, inside the particle, the diffusion process is governed by the stress-assisted
Cahn–Hilliard equation
∂ c(1)
∂ t
=∇ · c(1)  1− c(1)∇µ(1)
=∇ · 1− 2χ(1)c(1)  1− c(1)∇c(1) − c(1)  1− c(1)κ(1)∇∆c(1)	
−∇ ·

c(1)
 
1− c(1) 1
3
Ω(1)∇  trσ(1) in B(1) × (0,T ) . (7.10)
In the matrix, the diffusion is driven by the gradient of the concentration and the hydrostatic
stress
∂ c(2)
∂ t
=∇ · c(2)  1− c(2)∇µ(2)
=∇ ·
§
1− 2χ(2)c(2)  1− c(2)∇c(2) − c(2)  1− c(2) 1
3
Ω(2)∇  trσ(2)ª
in B(2) × (0,T ) . (7.11)
The initial condition in two materials are
c(1) = c(1)0 in B
(1), (7.12)
c(2) = c(2)0 in B
(2). (7.13)
On the interface S∗ between two domains, traction equilibrium and displacement compatibility
require that
u(1) − u(2) = ¹uº= 0 on S∗ × (0,T ) , (7.14)
σ(1)n∗ −σ(2)n∗ = ¹σº= 0 on S∗ × (0,T ) . (7.15)
For the chemical part, mass conservation should also be fulfilled on the interface
− c(1)  1− c(1)∇µ(1) · n∗ = − j¯∗ on S∗ × (0,T ) , (7.16)
− c(2)  1− c(2)∇µ(2) · n∗ = − j¯∗ on S∗ × (0,T ) , (7.17)
κ(1)∇c(1) · n∗ = 0 on S∗ × (0,T ) , (7.18)
where j¯∗ is determined by reaction rate, which in this chapter is given as constant. The addi-
tional condition Eq. (7.18) arises due to the Cahn–Hilliard equation Eq. (7.10).
The boundary conditions on the surface ∂ B(2) consist of two parts. Mechanically, minimum
constraints as shown in Fig. 7.1 are applied to the matrix in order to prevent rigid-body move-
ment. Chemically, Dirichlet boundary conditions are imposed
c(2) = c¯ on ∂ B(2) × (0,T ) . (7.19)
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7.2 Numerical treatments
In this section, we first give a weak formulation of the aforementioned model based on
Nitsche’s method. Then a short introduction to the numerical implementation by the finite
cell method is illustrated.
The weak formulation of the problem is
0 =
∑
p=1,2
∫
B(p)
∂ c(p)
∂ t
δc(p) dV +
∑
p=1,2
∫
B(p)

1− 2χ(p)c(p)  1− c(p)∇c(p) ·∇δc(p) dV
−∑
p=1,2
∫
B(p)
1
3
Ω(p)c(p)
 
1− c(p)∇  trσ(p) ·∇δc(p)dV
+
∫
B(1)
 
1− 2c(1)κ(1)∆c(1)∇c(1) ·∇δc(1) dV
+
∫
B(1)
c(1)
 
1− c(1)κ(1)∆c(1)∆δc(1) dV− ∑
p=1,2
∫
B(p)
σ(p) : δε(p) dV
−
∫
S∗
j¯∗δc(1) dS+
∫
S∗
j¯∗δc(2) dS+
∫
S∗
〈σ〉 · ¹δuº dS−∫
S∗
¹uº · 〈δσ〉 dS
−
∫
S∗
c(1)
 
1− c(1)κ(1)∆c(1)n∗ ·∇δc(1) dS
−
∫
S∗
c(1)
 
1− c(1)∇c(1) · n∗κ(1)∆δc(1) dS+α∫
S∗
 ∇c(1) · n∗  ∇δc(1) · n∗ dS, (7.20)
where the additional mechanical coupling conditions Eq. (7.14) and Eq. (7.15) are imposed by
the form
0 = −∑
p=1,2
∫
B(p)
σ(p) : δε(p) dV +
∫
S∗
〈σ〉 · ¹δuº dS−∫
S∗
¹uº · 〈δσ〉 dS, (7.21)
proposed by Schillinger et al. [171] as the non-symmetric Nitsche method, offering a parameter-
free weak constraint.
Remark: The classical Nitsche formulation is symmetric, expressed for the linear elastic prob-
lem as
0 = −∑
p=1,2
∫
B(p)
σ(p) : δε(p) dV +
∫
S∗
〈σ〉 · ¹δuº dS+∫
S∗
¹uº · 〈δσ〉 dS−αS ∫
S∗
¹uº¹δuº dS,
(7.22)
which has been widely applied in the discontinuous Galerkin method. However, its performance
crucially depends on appropriate estimates of stabilization parameter αS. An excessive αS ad-
versely influences consistency, accuracy and robustness of the method; on the other hand, an
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insufficient αS can not guarantee the stability. In the non-symmetric Nitsche method, on the
contrary, no parameter αS is needed. Moreover, the non-symmetric contributions of our for-
mulation do not affect the symmetry of the stiffness matrix, since in the chemo-mechanically
coupled problem, the stiffness matrix is already non-symmetric.
Since there are two different materials in the problem, two background meshes are present,
which will be coupled at the interface S∗, as illustrated in Fig. 7.2. The field variables of the
particle and the matrix are stored in respective meshes. The two background meshes are not
necessarily identical. In this thesis, for simplicity, we make the two meshes exactly the same,
which requires only one mesh with information from both materials.
B(1)
B(2)
B(1)
B(2)
S∗
Coupling condition
(a) uI(1), cI(1) (b) uI(2), cI(2) (c) uI(1), cI(1), uI(2), cI(2)
+ =
FIGURE 7.2. Illustration of the coupling of two materials. The mesh (a) with the information of the particle
(u I(1), cI(1)) coincides with the mesh (b) with the information of the matrix (u I(2), cI(2)). The two meshes
couple at the interface S∗ in Figure (c). In this paper, the two meshes are identical.
The procedure for an adaptive generation of the quadrature points has been illustrated in
Chapter 2. Note that in this problem two sets of volume quadrature points need to be generated,
as shown in Fig. 7.3. We generate the volume quadrature points based on an adaptive sub-cell
division and the surface quadrature points based on a triangular mesh. Based on the spline
order we are employing, different quadrature rules are employed [83, 114].
7.3 Simulation results
7.3.1 Composite electrodes with interconnected spherical particles
Firstly, we investigate composite electrode with interconnected spherical particles, whose ge-
ometry can be expressed analytically. Simulation parameters are listed in Table 7.3. The matrix
is ten times softer than the particle. The flux across the interface is 0.01, flowing towards the
particle and being applied for 5 seconds before removal.
The codes are parallelized at the assembly level by OpenMP in the finite element tool
FEAP [61, 172]. To test the scalability of the parallelization, four Newton iterations during
first time step of the benchmark example shown in Fig. 7.5 were computed. Fig. 7.4 shows the
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(a) Geometry (b) Sub-cells
(c) Quadratures (V)
(d) Surface (e) Quadratures (S)
FIGURE 7.3. Work-flow of producing integration points for the volume and the interface of a composite
electrode. A spherical particle is embedded in a cubic matrix (a). Based on the geometry, an adaptive
subdivision of level 3 is performed for both the matrix and the particle (b). The corresponding Gaussian
quadrature points are then produced (c). For the interface (d), the surface quadrature points are produced
based on a surface mesh generated by NETGEN (e).
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TABLE 7.3. Materials parameters for the composite electrode. All the parameters are given in a dimensionless
form.
Particle (B(1)) Matrix (B(2))
Bulk modulus (K) 1 0.1
Shear modulus (G) 1 0.1
Molar volume (V) 0.08 0.0001
Phase parameter (χ) 2.5 1.0
Interface parameter (κ) 1.247× 10−3 -
Initial concentration (c0) 0.25 0.9
Boundary concentration (c¯) - 0.9
overall time spent on the assembly for different numbers of parallel processors. We observe that
a speedup ratio of 8 could be achieved with 12 processors.
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FIGURE 7.4. Speedup ratio of parallelization of the assembly of the global matrix by OpenMP. The compu-
tation was performed at the Lichtenberg cluster hpb-nodes at Technical University Darmstadt. Every node
consists of 2 processors, each with 12 cores.
Figs. 7.5–7.7 show the simulation results of composite electrodes with different embedding
particles. External mechanical constraints are applied on the matrix only to prevent rigid-body
movements (Fig. 7.5(a)). When lithium flows from the matrix to the particle, in the matrix only
a slight gradient of the concentration field is observed, while in the particles a more complex
phenomenon is exhibited. For a sphere-shaped particle shown in Fig. 7.5, as the flux comes
in, islands of Li-rich phase rise from the surface, surrounded by Li-deficit phase. Due to the
unevenly distributed lithium concentration, the deformation on the particle is also inhomoge-
neous. As flux comes in continuously, Li-rich phases merge into larger domains until removal
of the flux. For more geometrically complicated electrode particles such as merged two spheres
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(Fig. 7.6) and merged three spheres (Fig. 7.7), the FCM shows great advantage since it rep-
resents the geometry only with adaptive quadrature points. In both cases, the Li-rich phases
emerge from the ends, since the compressive stresses arising around the bottle necks drive the
species towards the ends with tensile stresses. The Li-rich phase then marches towards the
necks and join together. The remnant of Li-deficit phase is due to the incomplete charge. With
longer incoming flux the particle can be finally fully charged. Fig. 7.8 shows the concentra-
tion distribution and the deformation of the matrix in the above three examples at t = 3.0. A
homogeneous Dirichlet boundary was prescribed on the outer surface and a small flux is given.
The concentration variation is not large, very different from what has been observed in the par-
ticle, where the phase-separation occurs. The unevenly distributed concentration profile on the
interface is due to an uneven deformation and the consequent uneven stress distrubution.
7.3.2 Simulation based on scanned images
As a preliminary study, a model with particle geometries based on the scanned images is
simulated. Since the geometry cannot be analytically described, a preprocessing is necessary.
Fig. 7.9 illustrates the work-flow to identify each bulk and the interface between two bulk
materials from an original image data. These data are obtained from Dr. Benedikt Peter [173]
with scanning electron microscope (SEM). Images were taken along one direction with a fixed
distance. Combination of them can give the voxel representation of the particles. Based on the
voxel data, Allen–Cahn phase-field simulation is performed
∂ h
∂ t
= ε2∆h− ∂ F (h)
∂ h
in B× (0,T ) , (7.23)
∇h · n = 0 on ∂ B× (0,T ) , (7.24)
h (x , 0) = H0 (x ) in B, (7.25)
where h(x , t) is an order parameter, indicating if a position x is inside the particle or outside.
The initial condition H0 (x ) is from the image data. With the distribution of h in equilibrium,
one can perform the signed distance function
∂ d
∂ t
+ sgn
 
d0

n ·∇d = sgn (d0) in B× (0,T ) , (7.26)
d (x , 0) = d0 (x ) in B, (7.27)
where d0 (x ) is obtained from the equilibrium h(x ,T ). The equilibrium distribution of d is
passed to DistMesh [174] for a surface triangulation of interface between the particle and
the matrix. The abovementioned preprocessing is done by Lam Nguyen from University of
Minnesota.
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FIGURE 7.5. Concentration distribution of the composite electrode with one sphere embedded in a matrix
at different time. The mechanical constraints are only applied on the matrix to prevent the rigid body
movements (Figure (a)). After the flux flows into the particle, two phases emerged from the surface. As the
flux comes in continuously, islands of Li-rich phases merge together and reaches the final state.
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FIGURE 7.6. Concentration evolution of the composite electrode with two merged spheres embedded in the
matrix. The Li-rich phases emerge from the two ends and finally join at the neck.
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FIGURE 7.7. Concentration evolution of the composite electrode with three merged spheres embedded in the
matrix. Similar as the case with two particles in Fig. 7.6, the Li-rich phases emerge from the three ends and
finally integrate at the necks.
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Conc_matrix
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(a) Single sphere. (b) Two spheres. (c) Three spheres.
FIGURE 7.8. The concentration and deformation in the matrix at t = 3.00 with different-shaped embedding
particles. On the surface of the particle, a Dirichlet boundary c = 0.9 is prescribed, and only minimum
points are constraint to prevent mechanical rigid body movements. On the interface, an out-going flux is
given.
(a) Original image data (b) Phase-ﬁeld solution by Allen—Cahn equation (c) Signed distance function (d) Surface mesh by Distmesh
FIGURE 7.9. Workflow of image processing. From the original SEM scanned image [173] at each layer we
can perform a phase-field simulation in order to extract the interface between the particle and the polymer
surroundings (b). Afterwards the signed distance function is performed (c), whose results are passed to
DistMesh [174] for the triangulation of the surface mesh. This work is done by Lam H. Nguyen from
University of Minnesota.
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(a) Volume quadrature points and weights (b) Surface quadrature points, weights and normal vectors
FIGURE 7.10. Quadrature points in the volume and on the interface between the particle and the matrix.
The color denotes the weight of the quadrature points. The arrows denote the normal vectors of the surface.
Based on the phase-field result h (x ,T ), the volume integration points are produced, as shown
in Fig. 7.10(a). The surface quadrature points, weights and the corresponding normal vectors
are computed from the surface triangulation, as shown in Fig. 7.10(b). The preliminary re-
sults of the concentration distribution after the first several time steps is plotted in Fig. 7.11.
Lithium accumulates at particle tips, where the surface curvature is larger; In the flat area, the
concentration is lower.
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FIGURE 7.11. Preliminary results of the concentration distribution of the lithium in the particles.
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7.4 Summary
In this chapter, a chemical-mechanical coupled two-material composite electrode model in
lithium-ion batteries was formulated.
The model incorporates different chemical and mechanical properties in particles and ma-
trix. Particles experience phase transformation. Moreover, different mechanical properties are
allowed in two materials. Chemical and mechanical boundary conditions are applied on the
interface between the particle and the matrix, which enforces that between the two materials,
the mass is conserved, tractions equilibrate, and displacements are compatible.
The proposed model was simulated by the finite cell method. Different materials are repre-
sented by different sets of quadrature points, which are subject to different governing equations.
The interface conditions are imposed weakly on interfacial quadrature points. In particular, for
Dirichlet boundary conditions on the interface, non-symmetric Nitsche’s method is employed.
Volume quadrature points are computed through a recursive subdivision of the cells in each
element based on the geometry given. The particle geometry can be described by an analytical
expression, or by a voxel representation from scanned images. As examples of analytical ex-
pressed geometry, composites with different embedding interconnected spherical particles were
simulated. Results show that mechanical stresses influence the phase separation in particles.
The flux is driven by the compression towards regions with tensile stresses, which gives rise to
the phenomenon that flux flows from heads towards necks of merged spheres. Lastly, the voxel
representation based simulation was briefly introduced, the preliminary results were obtained.
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Chapter 8
Concluding remarks
This thesis is dedicated to a deeper understanding of the electro-chemo-mechanical behavior
of lithium-ion battery electrodes. Although there has been an everlasting interests and efforts on
modeling, which has fertilized a handful of excellent dissertations [135, 175–177], the present
thesis has its innovations in terms of both modeling and numerical treatments.
From the modeling point of view, we have formulated different mechanically coupled models
summarized as follows.
1) A chemo-mechanical model with phase separation is formulated in a large-deformation
regime. It is based on variational formulations, and proved to be consistent with the
model derived from a microforce balance.
2) Concentration-dependent elastic properties are taken into account, which, as revealed in
the thesis, can have significant influences on phase separation. In certain circumstances,
models with concentration-dependent elastic properties predict the occurrence of phase
separation while models without predict the opposite.
3) Electrochemical reaction is based on a modified Butler–Volmer equation, which involves
not only electrostatic potential, but also chemical and mechanical properties of reactants.
Concentration and mechanical stresses influence reaction rate and equilibrium states. In
this way, flux on a surface is controlled during simulations and reaction-diffusion process
stops when a desired equilibrium state is achieved.
4) Crack propagation in a particle is modeled by a phase-field approach. A fracture order
parameter with values 0 and 1 denotes a cracked region and an unbroken region, respec-
tively. The reaction on a crack surface is also considered in this model through a source
term in the diffusion equation regularized by the fracture order parameter.
5) A composite-electrode model is formulated, considering different chemical and mechanical
properties in particles and in matrix. In particles, phase separation occurs, while in matrix,
only one phase exists. The two materials couple at the interface, where both chemical and
mechanical conditions need to be imposed. Chemically, mass is conserved; Mechanically,
traction equilibrium and displacement compatibility are fulfilled.
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From the numerical point of view, different novel computational methods are explored in this
thesis to achieve desired simulation results for the aforementioned models.
1) Single-particle models are simulated by isogeometric analysis, which employs a wide range
of higher-order spline functions as basis functions. This can achieve higher continuity and
faster convergence.
2) The additional boundary term arising from the Cahn–Hilliard equation is dealt with weakly
by two methods: the Lagrange multiplier method and the Nitsche method. In contrast to
strong enforcement, the new boundary condition formulation can be naturally applied to
any mapped isogeometric parametrization of any polynomial degree.
3) The finite cell method is employed to simulate a composite-electrode model, because it has
high flexibility to perform simulations with almost any geometries, ranging from bound-
ary representations in computer aided geometric design to voxel representations obtained
from scanned images.
Examples in this thesis are designed to understand mechanisms in lithium ion battery elec-
trode particles with different geometry, charging rate, mechanical properties and phase inter-
faces properties. Following conclusions can be made from these numerical experiments:
1) Phase separation can be suppressed by reducing particle sizes, increasing stress level, or
making materials stiffer.
2) Core-shell structure can be observed in spherical and spheroidal particles made of phase-
separating materials, given that surface charging rate is fast compared with bulk diffusion.
If charging rate is slow, spinodal decomposition on the surface leads to an uneven swelling
already from the surface.
3) Even for rapid charge, if mechanical support from the matrix to the particle is unevenly
given, the core-shell structure can not be achieved.
4) Crack in freestanding particles with initial notches on the edge will propagate during
delithiation, when intensified tensile stresses accumulate at crack tips. Moreover, when
phase interfaces overtake crack tips, crack branching can occur.
5) Reaction rate is enhanced on phase interfaces due to high concentration gradient and
strain mismatch. Further, crack propagation and branching are also beneficial to a faster
reaction, if broken regions are still electronically connected to each other and exposed to
the electrolyte, since more surfaces are involved in electrochemical reaction.
Based on the work in this thesis, further efforts can be made to gain more understandings of
lithium-ion battery systems.
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1) The model in the present thesis can be adapted to describe electro-chemo-mechanical
behavior of electrodes made of different materials. Chemical energy density can take the
form from CALPHAD [56, 57]. Parameters such as diffusivity, interfacial energy, as well as
elastic moduli can be measured by first principle calculations or experiments.
2) The model of the electrode particles can be further developed to incorporate visco-plastic
and anisotropic behaviors of electrode materials. It is reported in materials such as silicon,
plastic deformation is crucial in explaining capacity fade [118]. Further, anisotropic de-
formation with phase separation is also very much likely to lead to crack and contact loss
in electrodes, which can result in an irreversible capacity fade.
3) The composite electrode model present in Chapter 7 has the potential to be carried out in
a larger scale to simulate lithium-ion battery composite electrodes based on real scanned
geometry, whose preliminary work has been already carried out.
4) This model is capable to describe the meso-scale behavior of a battery, which can fit in
a multi-scale study to simulate a complete functionality of a lithium-ion battery in a cell
phone or in an electric vehicle.
121

Appendix A
Tangent matrix for the chemo-mechanical model
The stiffness tangent matrices in Chapter 5 are (tensors with underlines denote those in Voigt
notation):
KIJuu =
∫
B
(∇N J)TS (∇N I)dV +
∫
B
(BIu)
T 2∂ S
∂ C
BJu dV, (A.1)
KIJuc =
∫
B
(BIu)
T ∂ S
∂ c
N JdV, (A.2)
KIJcu = −
∫
B
c (1− c) (BIc)T∇c2∂
2µe
∂ c ∂ C
BJu dV
−
∫
B
c (1− c) (GI)T 4∂ 2µe
∂ C∂ C
BJu dV−
∫
B
c (1− c) (2∂ µe
∂ C
)TGIJ dV, (A.3)
KIJcc =
∫
B
2χ (1− 2c)N J(BIc)T∇c dV−
∫
B
[1− 2χc (1− c)] (BIc)TBJc dV
−
∫
B
(1− 2c)N J ∂ µe
∂ c
(BIc)
T∇c dV−
∫
B
c (1− c) ∂ 2µe
∂ c ∂ c
N J(BIc)
T∇c dV
−
∫
B
c (1− c) ∂ µe
∂ c
(BIc)
TBJc dV
−
∫
B
(1− 2c)N J(GI)T 2∂ µe
∂ C
dV−
∫
B
c (1− c) (GI)T 2∂ 2µe
∂ C∂ c
N J dV
+
∫
B
κ∗ · 2N J∆c (BIc)T∇c dV−
∫
B
κ∗ (1− 2c)∆N J (BIc)T∇c dV
−
∫
B
κ∗ (1− 2c)∆c (BIc)TBJc dV
−
∫
B
κ∗ (1− 2c)N J∆c∆N I dV−
∫
B
κ∗c (1− c)∆N J∆N I dV, (A.4)
DIJcc = −
∫
B
N JN I dV, (A.5)
KIJcλ = −
∫
B
(BIc)
TBJc dV−
∫
B
N J∆N I dV, (A.6)
KIJλc = −
∫
B
(BIc)
TBJc dV−
∫
B
∆N JN I dV, (A.7)
123
KIJλc =
1
α
∫
B
N JN I dV, (A.8)
in which
∂ µe
∂ c
=
K∗c (Ω∗)2J2
(J c)3
+ K∗0Ω∗

(J e)2 − 1−G∗0Ω∗   I¯1 − 3 , (A.9)
2∂ µe
∂ C
= G∗cΩ∗J−
2
3

1− 1
3
I1C
−1

− K∗cΩ∗ (J e)2C−1
− J c

G∗0J−
2
3

1− 1
3
I1C
−1

+ K∗0J e (J e − 1)C−1

, (A.10)
∂ 2µe
∂ c ∂ c
= −3K
∗
c (Ω
∗)3 J2
(J c)4
− 3K
∗
0(Ω
∗)2J2
(J c)3
, (A.11)
2∂ 2µe
∂ c ∂ C
=
2K∗c (Ω∗)2J2
(J c)3
C−1 + 2K∗0Ω∗ (J e)
2C−1 − 2G∗0Ω∗J− 23

1− 1
3
I1C
−1

=
2∂ 2µe
∂ C∂ c
, (A.12)
4∂ 2µe
∂ C∂ C
= 2G∗cΩ∗J−
2
3

1
3
I1C
−1 C−1 − 1
3
C−1 ⊗ 1− 1
3
1⊗C−1 + 1
9
I1C
−1 ⊗C−1

− 2K∗cΩ∗(J e)2C−1 ⊗C−1 + 2K∗cΩ∗(J e)2C−1 C−1
− 2G∗0J cJ− 23

1
3
I1C
−1 C−1 − 1
3
C−1 ⊗ 1− 1
3
1⊗C−1 + 1
9
I1C
−1 ⊗C−1

− K∗0J (2J e − 1)C−1 ⊗C−1 + 2K∗0J (J e − 1)C−1 C−1, (A.13)
S= J c

G∗c J−
2
3

1− 1
3
I1C
−1

+ K∗c J e (J e − 1)C−1

, (A.14)
∂ S
∂ c
= G∗cΩ∗J−
2
3

1− 1
3
I1C
−1

− K∗cΩ∗(J e)2C−1, (A.15)
− J c

G∗0J−
2
3

1− 1
3
I1C
−1

+ K∗0J e (J e − 1)C−1

, (A.16)
2∂ S
∂ C
= 2G∗c J cJ−
2
3

1
3
I1C
−1 C−1 − 1
3
C−1 ⊗ 1− 1
3
1⊗C−1 + 1
9
I1C
−1 ⊗C−1

+ K∗c J (2J e − 1)C−1 ⊗C−1 − 2K∗c J (J e − 1)C−1 C−1. (A.17)
Here, ⊗ is the dyad tensor operator and  is defined as a tensor product following the rule
(AA)I JK L = 12 (A IKAJ L +A I LAJK) . (A.18)
GI = GrC ·BIc, in which BIc has been given in Eq. (5.48) and GrC is
GrC=

Fi1H2i1 Fi1H2i4 Fi1H2i6
Fi2H2i4 Fi2H2i2 Fi2H2i5
Fi3H2i6 Fi3H2i5 Fi3H2i3
Fi1H2i4 + Fi2H2i1 Fi1H2i2 + Fi2H2i4 Fi1H2i5 + Fi2H2i6
Fi2H2i6 + Fi3H2i4 Fi2H2i5 + Fi3H2i2 Fi2H2i3 + Fi3H2i5
Fi1H2i6 + Fi3H2i1 Fi1H2i5 + Fi3H2i4 Fi1H2i3 + Fi3H2i6

(A.19)
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with
H2=
 uI1N I,11 uI1N I,22 uI1N I,33 uI1N I,12 uI1N I,23 uI1N I,31uI2N I,11 uI2N I,22 uI2N I,33 uI2N I,12 uI2N I,23 uI2N I,31
uI3N
I
,11 u
I
3N
I
,22 u
I
3N
I
,33 u
I
3N
I
,12 u
I
3N
I
,23 u
I
3N
I
,31
 (A.20)
and F the deformation gradient.
As for GIJ, GIJMN j = 1/2

N J,MLF jN + u j,MLN
J
,N + N
J
,NLF jM + u j,NLN
J
,M

N I,L. In Voigt notation, each
component of the matrix is
GIJ(1, i) = N2(1, J)F(i, 1)N(1, I) + N2(4, J)F(i, 1)N(2, I) + N2(6, J)F(i, 1)N(3, I)
+ H2(i, 1)N(1, J)N(1, I) +H2(i, 4)N(1, J)N(2, I) +H2(i, 6)N(1, J)N(3, I),
GIJ(2, i) = N2(4, J)F(i, 2)N(1, I) + N2(2, J)F(i, 2)N(2, I) + N2(5, J)F(i, 2)N(3, I)
+ H2(i, 4)N(2, J)N(1, I) +H2(i, 2)N(2, J)N(2, I) +H2(i, 5)N(2, J)N(3, I),
GIJ(3, i) = N2(6, J)F(i, 3)N(1, I) + N2(5, J)F(i, 3)N(2, I) + N2(3, J)F(i, 3)N(3, I)
+ H2(i, 6)N(3, J)N(1, I) +H2(i, 5)N(3, J)N(2, I) +H2(i, 3)N(3, J)N(3, I),
GIJ(4, i) = N2(1, J)F(i, 2)N(1, I) + N2(4, J)F(i, 2)N(2, I) + N2(6, J)F(i, 2)N(3, I)
+ H2(i, 1)N(2, J)N(1, I) +H2(i, 4)N(2, J)N(2, I) +H2(i, 6)N(2, J)N(3, I)
+ N2(4, J)F(i, 1)N(1, I) + N2(2, J)F(i, 1)N(2, I) + N2(5, J)F(i, 1)N(3, I)
+ H2(i, 4)N(1, J)N(1, I) +H2(i, 2)N(1, J)N(2, I) +H2(i, 5)N(1, J)N(3, I),
GIJ(5, i) = N2(4, J)F(i, 3)N(1, I) + N2(2, J)F(i, 3)N(2, I) + N2(5, J)F(i, 3)N(3, I)
+ H2(i, 4)N(3, J)N(1, I) +H2(i, 2)N(3, J)N(2, I) +H2(i, 5)N(3, J)N(3, I)
+ N2(6, J)F(i, 2)N(1, I) + N2(5, J)F(i, 2)N(2, I) + N2(3, J)F(i, 2)N(3, I)
+ H2(i, 6)N(2, J)N(1, I) +H2(i, 5)N(2, J)N(2, I) +H2(i, 3)N(2, J)N(3, I),
GIJ(6, i) = N2(6, J)F(i, 1)N(1, I) + N2(5, J)F(i, 1)N(2, I) + N2(3, J)F(i, 1)N(3, I)
+ H2(i, 6)N(1, J)N(1, I) +H2(i, 5)N(1, J)N(2, I) +H2(i, 3)N(1, J)N(3, I)
+ N2(1, J)F(i, 3)N(1, I) + N2(4, J)F(i, 3)N(2, I) + N2(6, J)F(i, 3)N(3, I)
+ H2(i, 1)N(3, J)N(1, I) +H2(i, 4)N(3, J)N(2, I) +H2(i, 6)N(3, J)N(3, I),
(A.21)
with N2 the second derivative of the shape functions
N2(:, I) =

N I,11 N
I
,22 N
I
,33 N
I
,12 N
I
,23 N
I
,31
T
(A.22)
and N the first derivative
N(:, I) =

N I,1 N
I
,2 N
I
,3
T
. (A.23)
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Appendix B
Mechanical influence on the bulk phases
In this appendix, the analytical solution for the example presented in Section 5.3.2 is derived.
Now we focus our attention on the two homogeneous phases, α and β phase respectively. Then
the concentrations cα and cβ are constants and no gradient term comes into play at equilibrium.
At equilibrium, the chemical potential should be everywhere constant [31], and they follow
common tangent construction of the free energy functional, which means¨
µα −µβ = 0,
ψα −ψβ −µα
 
cα − cβ

= 0,
(B.1)
in which
µα = ln cα − ln (1− cα) +χ (1− 2cα) +
G∗cαΩ
∗
2
 
( I¯1)α − 3

− K
∗
cα
Ω∗
2
 
J eα
2 − 1− J cα G∗02  ( I¯1)α − 3+ K∗02  J eα − 12

, (B.2)
µβ = ln cβ − ln
 
1− cβ

+χ
 
1− 2cβ

+
G∗cβΩ
∗
2
 
( I¯1)β − 3

−
K∗cβΩ
∗
2
h
J eβ
2 − 1i− J cβ G∗02  ( I¯1)β − 3+ K∗02 J eβ − 12

, (B.3)
ψα = cα ln cα + (1− cα) ln (1− cα) +χcα (1− cα)
+ J cα
G∗cα
2
 
( I¯1)α − 3

+
K∗cα
2
 
J eα − 1
2
, (B.4)
ψβ = cβ ln cβ +
 
1− cβ

ln
 
1− cβ

+χcβ
 
1− cβ

+ J cβ
G∗cβ
2
 
( I¯1)β − 3

+
K∗cβ
2

J eβ − 1
2
. (B.5)
Note that if the stress state is different in two different phases, the cα and cβ will be different
from those obtained without mechanical coupling.
For a hydrostatic stress loading, the two phases are subject to uniformly distributed pressure,
which is only related to volumetric elastic deformation, given that pR = ∂ψ/∂ J = Kc(J
e − 1).
Substituting it into (B.2)-(B.5), we have
µα = ln
cα
1− cα +χ (1− 2cα)−
Ω∗p
2

p
K∗cα
+ 2

− J cα
K∗0
2

p
K∗cα
2
(B.6)
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µβ = ln
cβ
1− cβ +χ
 
1− 2cβ
− Ω∗p
2
 
p
K∗cβ
+ 2
!
− J cβ
K∗0
2
 
p
K∗cβ
!2
(B.7)
ψα = cα ln cα + (1− cα) ln (1− cα) +χcα (1− cα) + J cα
K∗cα
2

p
K∗cα
2
(B.8)
ψβ = cβ ln cβ +
 
1− cβ

ln
 
1− cβ

+χcβ
 
1− cβ

+ J cβ
K∗cβ
2
 
p
K∗cβ
!2
(B.9)
in which p = pR/RTcmax is the normalized pressure. For a free standing particle, p = 0 and there
is no mechanical contribution to the two homogeneous phases. However, as we can see from
Fig. 5.2, there is still stresses at the interface, and this will influence the interface behavior.
For particle subjected to the boundary condition that no displacement is allowed, F = I, and
the bulk chemical potential and free energy are:
µα = ln
cα
1− cα +χ (1− 2cα)−
K∗cαΩ
∗
2

1
(J cα)2
− 1

− J
c
αK
∗
0
2

1
J cα
− 1
2
(B.10)
µβ = ln
cβ
1− cβ +χ
 
1− 2cβ
− K∗cβΩ∗
2

1
(J c
β
)2
− 1

− J
c
β
K∗0
2

1
J c
β
− 1
2
(B.11)
ψα = cα ln cα + (1− cα) ln (1− cα) +χcα (1− cα) +
J cαK
∗
cα
2

1
J cα
− 1
2
(B.12)
ψβ = cβ ln cβ +
 
1− cβ

ln
 
1− cβ

+χcβ
 
1− cβ

+
J c
β
K∗cβ
2

1
J c
β
− 1
2
(B.13)
Substituting them into B.1 and solving it numerically using Newton iteration method, we
obtain and plot the results as shown in Figure 5.3.
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Appendix C
Numerical details for the coupled fracture model
This appendix gives the implementation details for the model presented in Section 6.3. For the
convenience of finite element implementation, the model presented above is normalized first.
The normalization is the same as in the last chapter. Here we only give the newly introduced
variables. In the fracture model, the normalized strain-history field, fracture length scale, energy
release rate and the mobility are
H = HR
RTcmax
, ε∗ = ε
L0
, G ∗c = GcL0RTcmax , M
∗
ξ =
MξL
2
0RTcmax
D
. (C.1)
For the reaction, the normalized surface site concentration c∗s and the single reaction time step
τ∗0 are
c∗s =
cs
cmaxL0
, τ∗0 =
D
L20
τ0. (C.2)
Thus, the normalized governing equations can be summarized as:
∇ · P= 0 in B ×  0, T¯  , (C.3)
c˙ =∇ · ξ2c(1− c)JF−1M∗F−T∇µ+ 6
ε∗ξ40
ξ2 (ξ0 − ξ)2 ¯ˆj s in B ×
 
0, T¯  , (C.4)
ξ˙= −M∗ξ

2ξH − 2G ∗c ε∗∆ξ+
G ∗c
2ε∗ (ξ− 1)

in B ×  0, T¯  , (C.5)
u¯= ˆ¯u on Su¯ ×
 
0, T¯  , (C.6)
P · n = ˆ¯t on St¯ ×
 
0, T¯  , (C.7)
j · n = −¯ˆj s on ∂ B ×
 
0, T¯  , (C.8)
K∇c · n = 0 on ∂ B ×  0, T¯  , (C.9)
∇ξ · n = 0 on ∂ B ×  0, T¯  , (C.10)
c
 
X¯, 0

= c0
 
X¯

in B, (C.11)
ξ
 
X¯, 0

= 0 on S f , (C.12)
ξ
 
X¯, 0

= 1 in B\S f , (C.13)
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with ¯ˆj s defined as
¯ˆj s =
c∗s
τ∗0
(1− c)exp

−1
2
∆φ∗

− c
∗
s
τ∗0
c exp

χ (1− 2c) +µe −∇ ·K∗∇c + 1
2
∆φ∗

. (C.14)
The model is implemented by using the finite element program FEAP [61] with Non-Uniform
Rational B-Splines (NURBS) as shape functions for the spatial discretization, which allow for
a straightforward treatment of the fourth-order Cahn–Hilliard equation. The displacements u,
the concentration c and the order parameter ξ are nodal degrees of freedom. In addition, as
in Chapter 5, to deal with the additional boundary condition K∇c · n = 0 arising along with
the Cahn–Hilliard equation, a Lagrange multiplier λ is introduced as an additional degree of
freedom for each node. A backward Euler method is employed for the time integration and the
Newton-Raphson iteration scheme is used for the nonlinear system of equations at each time
step.
The above mentioned 6 field variables are interpolated under an isoparametric/isogeometric
concept as
u = N Iu I, c = N IcI, ξ= N IξI, λ= N IλI. (C.15)
The gradient terms are thus given by
δE= BIuδu
I, ∇c = BIc cI, ∇ξ= BIξξI, ∇λ= BIλλI (C.16)
where E is the Green-Lagrangian strain tensor in Voigt notation,
BIc = B
I
ξ = B
I
λ =∇N I =

N I,1 N
I
,2 N
I
,3
T
, (C.17)
and Bu has been already introduced in Eq. (5.49).
Thus, the discretized weak form of Eqs. (C.3)–(C.13) reads
δΠ= (δuI)T RIu +δc
I RIc +δξ
I RIξ +δλ
I RIλ = 0, (C.18)
in which the residuals are
RIu = −
∫
B
(BIu)
T
 
ξ2 +η
 ∂ψe+
∂ E
+
∂ψe−
∂ E

dB, (C.19a)
RIc =
∫
B
c˙ N I dB+
∫
B
ξ2 [1− 2χc (1− c)] J (∇c · F−1M∗F−T∇N I)dB
+
∫
B
ξ2c (1− c) J (∇µe · F−1M∗F−T∇N I)dB
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+∫
B
2ξc (1− c) J(∇ ·K∗∇c) (∇ξ · F−1M∗F−T∇N I)dB
+
∫
B
ξ2 (1− 2c) J (∇ ·K∗∇c) (∇c · F−1M∗F−T∇N I)dB
+
∫
B
ξ2c (1− c) (∇ ·K∗∇c) (∇J · F−1M∗F−T∇N−1)dB
+
∫
B
ξ2c (1− c) (∇ ·K∗∇c)∆N I dB
+
∫
B
ξ2c (1− c) J (∇ ·K∗∇c)  ∇ · F−1M∗F−T ·∇N I dB
+
∫
B
ξ2c (1− c) J (∇ ·K∗∇c)  F−1M∗F−T :∇∇N I dB
−
∫
B
6ξ2 (ξ0 − ξ)2
ε∗ξ40
jˆ sN
I dB−
∫
∂ B
jˆ
s
N I dS
+
∫
B
∇λ ·K∗∇N I dB+
∫
B
λ∇ ·K∗∇N I dB, (C.19b)
RIξ =
∫
B
ξ˙N I dB−
∫
B
M∗ξ

2ξH + G
∗
c
2ε∗ (ξ− 1)

N I dB
−
∫
B
M∗ξ · 2G ∗c ε∗∇ξ ·∇N I dB (C.19c)
RIλ =
∫
B
∇ ·K∗∇c N I dB+
∫
B
K∗∇c ·∇N I dB− 1
α
∫
B
λN I dB. (C.19d)
The construction of the corresponding tangent matrices are obtained in the same manner as in
Appendix A.
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