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Abstract 
This paper discusses the influence of semantic 
computation in structural data such as XML for 
clustering similar data. We study how the semantic 
similarity at individual element level influences the 
overall similarity of documents. The empirical results 
indicate that the semantic measures do not play an 
important role in finding clusters in structural data 
such as XML.  
   
1.   Introduction 
 
Due to the increased popularity of XML, 
approaches exploiting the structural considerations of 
the information they access, are requiring more and 
more importance in a wide range of application 
contexts. Some of the examples are Web intelligence, 
XML document handling, schema matching and 
XML retrieval methods. They focus on the structural 
properties of the accessed information, which are 
represented adopting XML tree or graph based 
hierarchical data models. The structural aspects lie in 
the hierarchy of elements within a XML data.  
Majority of these techniques spend significant 
computational effort to consider semantic aspects of 
XML, e.g., checking whether there exists any 
semantic similarity between two elements names if 
they are not identical [7]. The semantic aspects lie in 
the names of elements and the contents within an 
element using in a XML document or schema.  The 
identification of similar or corresponding concepts 
forms one of the main steps when investigating 
different Web documents for the purpose of 
integration or retrieval. These techniques utilise the 
semantic knowledge by using dictionaries such as 
WordNet [5] or ontologies to deal with the conflicts 
or similarity of concepts.  
However, in XML, a strong hierarchical 
relationship exists in element of the documents. 
Element tags and their nesting therein dictate the 
structure of an XML document. Documents are 
considered similar for not only having elements 
similar in concepts, but also having similar 
relationships of elements existing between them. The 
relationships between elements are derived by 
aggregating the similarity between pairs of elements. 
The hierarchical relationships of elements may 
dominate the semantic relationship between two 
elements at individual levels. It is worth investigating 
how important is the semantic similarity computation 
in finding clusters while dealing with XML or 
semistructured documents.  Is there a trade off 
between accuracy and computation efforts?   
A few methods of XML clustering do not consider 
semantic measures to form the grouping. These 
methods only rely on exact match between two 
elements, in other words, only identical words are 
considered similar. These methods are 
computationally faster as compared to methods that 
take semantics into consideration. They have reported 
good accuracy as well. One such method is XCLS [9]. 
We also like to highlight that most of the methods to 
find common sub-tree patterns [11] within a set of 
trees (or XML data) do rely on exact match.  
In this paper we study, how the semantic 
similarity at individual element level influence the 
overall similarity of documents. Is the extensive 
computational effort to find individual element 
similarity justified?  We use an effective XML 
clustering algorithm (XCLS) [9] that only uses 
structures of XML data to group the similar 
document. We implement the semantic incorporation 
in this algorithm and check for the improvement.  
  
2. XCLS with Semantics at Element Level  
 
XCLS starts with inferring the structural 
information within the XML document represented as 
the ordered labelled tree.  XCLS ignores the semantic 
concepts by directly converting each distinct tag into 
a unique number according to their appearance order. 
The Level Similarity (LevelSim) in XCLS measures 
the structural similarity between two objects by 
considering their common items in each 
corresponding level and giving different weight in 
different levels. An object can be a tree or it can be a 
cluster containing many trees.  
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Where: 
iCN1 : Sum of the occurrences of every common 
element in the level i of the object 1. 
jCN2 : Sum of the occurrences of every common 
element in the level j of the object 2. 
kN : Number of elements in level k of the tree 
Z: Size of the cluster in terms of the number 
of trees within the cluster. 
r: The increasing factor of weight. This is 
usually larger than 1 to indicate that the 
higher level elements have more 
importance than the lower level elements. 
L: Number of levels in the tree. 
 
The XCLS clustering algorithm groups each XML 
document into an existing cluster that have the 
maximum LevelSim (greater than a user-defined 
threshold) or to a new cluster, instead of comparing 
against the individual objects. The number of cluster 
is generated progressively at run-time according to 
data. The original XCLS is based on a direct match of 
two (identical) elements without including any 
semantic measures in similarity calculation. We 
introduce the semantics in similarity calculation in 
XCLS as explained below. 
 
2.1 Pre-processing of element names 
 
With such a heterogeneous and flexible 
environment like the web, XML data element name 
often can be a combination of lexemes (e.g. 
SigmodRecord, Act_Number), a single letter word 
(e.g. P for person), a preposition or a verb (e.g. 
related, from, to) that makes them syntactically 
different. Therefore, to improve the matching 
between documents, pre-processing of element names 
is necessary.  Element names in tags are pre-
processed in two steps: 
1. Tokenization – the element name is parsed into a 
set of tokens using delimiters such as punctuation, 
uppercase, white space or special symbols.  E.g. 
PONumber Æ {P, O, Number} 
2. Elimination – tokens that are not letters or digits 
will be eliminated, as well as any extraneous 
punctuation.  E.g. Act_Number Æ {Act, Number} 
The tokens form a token set for each element. This 
phase also generates a synset for each element that 
includes the synonym set retrieved from WordNet [5]. 
The retrieval of the synonym set (e.g. movie → film) 
is done in the pre-processing phase because the cost 
of accessing the WordNet in the clustering phase is 
too expensive. The synset includes the synonyms of 
each token by only going down the first synset level 
of WordNet.  
 
2.2 Matching element names 
 
Due to the flexibility in the design of XML 
documents, similar but identical elements can 
represent the same notion. Element names can be 
synonymically similar (if they are in a semantic tag 
similarity relationship, e.g., person or people) or 
syntactically similar (if they are in a syntactic tag 
similarity relationship, e.g., edit or xedit).  
We use four measures to calculate the degree of 
similarity between a pair of names: prefix[6], 
suffix[6], semantic and syntactic. The Prefix measure 
checks whether one tag name starts with the other. 
The Suffix measure checks whether one input label 
ends with the other. The similarity formula is here: 
Sim(N1,N2) = length of N1 / length of N2 
The limit of similarity is set to 0.8. If two words 
in a token set are found in the vicinity of 0.8 
similarities, the smaller word replaces the larger word. 
Prefix and suffix are very efficient in matching 
cognate words and similar acronyms but often 
syntactic similarity does not imply semantic 
relatedness. For example, “hot” has large prefix 
similarity with “hotel”, but it’s wrong to say “hot” 
equals “hotel”. We use prefix and suffix prior to the 
semantic and syntactic measures.  
The Semantic measure determines the meaning of 
the nodes’ name, which includes information such as 
the synonym, hyponym etc. For this measure to be 
possible, WordNet [5] is used in the pre-processing 
phase to form a linguistic set (synset). In this phase, 
we find a common element in the synsets of two 
names. The Syntactic measure on the other hand, 
does not take the meaning of the node label into 
consideration but helps to identify abbreviation and 
acronym words that are commonly used in XML data.   
We use the average of string edit distance [10] 
and n-gram methods [6] to measure the syntactic 
relationship between token names to ensure the 
accuracy and to reduce the mismatches of element 
names.  String edit distance is a method used to 
calculate the cost of transforming one label into 
another label by using the editing operations 
(insertion, deletion, or substitution).  It is defined as: 
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where edit_distance (t1 , t2)  denotes the string edit 
distance function between the two strings t1 and t2 
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adopted from [10].  On the other hand, n-gram 
method counts the same sequences of n characters 
appearing between two word tokens [6].   
)(
2),( 21 BA
Cttsim +=  
where A is the number of unique n-grams in the first 
word, B the number of unique n-gram in the second 
word, and C is the number of unique n-grams 
common of the two words.   
In the pre-processing phase, each element name is 
tokenized into a set of tokens. Thus, each element 
name is defined as a set of element name tokens, T.  
The name similarity of each pair of element names is 
then calculated based on either the semantic 
relationships or the syntactic relationships.  When 
measuring the name similarity between two set of 
tokens, the semantic relationship is first applied to 
exploit the degree of similarity between two token 
sets of names.  If a pair of names is semantically 
matched then the semantic similarity is returned 0.8. 
If there exists a case where semantic relationship 
between two tokens can not be measured (no 
synonym find it for any tokens), syntactic relationship 
is then applied.  
The name similarity between a pair of element 
name is defined by name similarity coefficient (Nsim).  
Nsim between two token sets of names is defined by 
the average of the best similarity of each token with a 
token in the other set, same as Cupid [8].   
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where |T1| and |T2| are the length of the token sets for 
two words. The output of semantic and syntactic 
relationships is a coefficient in the range [0, 1] 
indicating the strength of the name similarity.  High 
values correspond to similar strings (i.e. 1 indicates 
identical strings), whereas low values correspond to 
different strings.   
 
2.3 Structure Matching  
 
The LevelSim measure is changed to adopt 
the semantic measure while matching two objects 
(tree – tree and tree – cluster). Instead of number of 
common elements, now we return the sum of the 
similarity coefficient  
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Where all other values are same except and 
.  
iNSim1
jNSim2
iNSim1
 
Sum of the similarity coefficient of every 
element that exceeds the threshold (0.7) in 
the level i of the object 1. 
jNSim2
 
Sum of the similarity coefficient of every 
element that exceeds the threshold (0.7) in 
the level j of the object 2. 
The rest of the clustering process is same as in XCLS. 
 
3. Experimental Evaluation and Discussion 
 
The data used in experiments are XMLFiles data 
set  [1-3] containing 460 XML documents from 
various domains. The number of tags varies form 10 
to 100 and the nesting level varies from 2 to 15 in 
these sources. We also performed the clustering with 
a pair-wise clustering method. To show the 
comparison, a similarity matrix is generated by 
measuring the similarity between each pair of 
documents in the database. The constrained hierarchal 
agglomerative clustering algorithm Wcluto [4] is used 
to group documents from this similarity matrix.  The 
pair-wise similarity matrix is generated in two ways: 
one without incorporating any semantic measure 
(labelled as Pair-wise) and another one with 
incorporating semantic measures as explained in 
Section 2 (labelled as Pair-wise(s)).   
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Figure 1. Scalability Performance  
 
The Figure 1 shows a comparison of time taken to 
cluster the XMLFiles data. The pair-wise 
computation time increases extremely large as the 
number of XML files increases, whereas the 
computation time of XCLSE only increases in a small 
amount with respect to the number of XML files. The 
extra time taken to compute the semantic similarity is 
quite clear from this figure.  
Table 1 reports the quality performance of a pair-
wise clustering method and of XCLS before and after 
incorporating semantic measures. In XCLSE, the 
structural similarity computation overplays the 
semantic similarity at element level, and the overall 
clustering is almost same as XCLS.  In XMLFiles 
dataset, movie and actor classes are from the same 
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domain “Movie”, but there is large difference 
between them from the semantic point of view. XCLS  
puts them in the same cluster so does XCLSE. Both 
XCLSE and XCLS do achieve almost same (and 
acceptable) entropy, purity and FScore values.  
 
Table 1. Quality Performance 
 
The result indicates that there is no significant 
improvement by adding semantic measures, except 
the degradation in time performance.  This points out 
that the semantic measures do not play an important 
role in XML data. We have also performed several 
experiments to test the sensitivity of XCLSE towards 
the input order. The clustering solutions do not 
significantly differ in quality and scalability, showing 
the input order independence of these methods. 
Going back to the motivation of this paper – 
answering the question whether the extensive 
computational effort to find individual element 
similarity is justified? Our answer is that the affect of 
semantic measure incorporation in clustering is not 
significant. The hierarchical structure and relationship 
between elements are sufficient to measure the 
similarity between XML documents. The detailed 
semantic analysis between two elements is not 
required while measuring the similarity between 
structured documents such as XML. There are some 
applications in which the documents are varied due to 
little semantic difference. Our analysis reveals that it 
may be wise to apply semantic computation after 
applying structural computation in those applications.  
 
4. Conclusions  
 
This paper conducted a study to explore the 
semantic and structural measures required for XML 
based Web intelligence methods of data retrieval and 
mining. We took an efficient clustering algorithm 
XCLS that is based on structural similarity.  We 
developed XCLSE that incorporates semantic 
measure at element level before the structural 
clustering. The experimental analysis reveals that a 
significant computation effort is required to 
incorporate the semantic computation in XML data. 
However, there is no corresponding improvement in 
clustering quality.  
We will like to conclude here that in structured 
data such as XML or XHTML, the semantic measures 
to determine the similarity between documents do not 
play an important role. The hierarchical structure and 
relationship between elements are sufficient to 
measure the similarity between XML documents. Method Entropy Purity FScore #  
Clusters 
Time 
(hrs) 
XCLSE 0.06 0.86 0.86 20 0.83 
XCLS 0.05 0.86 0.87 20 0.03 
Pair-wise 0.04 0.89 0.90 20 0.32  
Pair-wise (s) 0.02 0.93 0.93 22 5  
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