Abstract. We establish the relation of the potential function constructed by Gross-Hacking-Keel-Kontsevich's and BerensteinKazhdan's decoration function on the open double Bruhat cell in the base affine space G/N of a simple, simply connected, simply laced algebraic group G. As a byproduct we derive explicit identifications of polyhedral parametrization of canonical bases of the ring of regular functions on G/N arising from the tropicalizations of the potential and decoration function with the classical string and Lusztig parametrizations.
introduction Let G be a simple, simply connected, simply laced algebraic group over C, B ⊂ G a Borel subgroup with unipotent radical N .
There is a cluster space A ( [BFZ05] ) and a dual cluster space X ( [FG09] ) associated to the open double Bruhat cell in the base affine space G/N . We are interested in the following functions both playing a crucial role in the study of canonical vector space bases of the ring of regular functions H 0 (G/N , O G/N ) on G/N .
On the one hand Berenstein-Kazhdan's decoration function f B defined in [BK2] , a regular function on A. The decoration function is a crucial part of the construction of a decorated geometric crystal and thus intimately connected to the canonical basis B can of H 0 (G/N , O G/N ) independently constructed by Kashiwara and Lusztig's [L90, K94] .
On the other hand, a remarkable vector space basis B was recently constructed (up to a natural conjecture, see Remark 5.4) by GrossHacking-Keel-Kontsevich [GHKK14] using methods in mirror symmetry. An important ingredient in the construction of B is a regular function W on X which we call the GHKK-potential.
We relate the GHKK-potential to the decoration function as follows.
Theorem A. There exists a regular map ϕ ∶ A → X such that
The cluster spaces A and X are unions of open tori A = ⋃ Σ T Σ , X = ⋃ ΣTΣ , which are glued via certain birational transformations, called A-and X -cluster mutations, respectively. The elements Σ in the common index set of the two dual toric systems are called seeds. The families of charts equip A and X with the structure of a positive variety admitting tropicalization.
The functions f B and W lead to polyhedral parametrization of B can and B, respectively, one for each seed Σ. By [GHKK14] the integer polyhedral coneĈ
parametrizes B. By [BK2] the tropicalization of the decoration function f B cuts out an integer polyhedral cone
which parametrizes Lusztig's canonical basis of the base affine space of the Langlands dual group of G. Theorem A is deduced by studying the interplay of Gross-HackingKeel-Kontsevich's polyhedral parametrizationĈ Σ and the parametrization arising from the tropicalization of the Berenstein-Kazhdan decoration function C Σ with classical parametrizations of Lusztig's canonical basis obtained by Lusztig and Kashiwara. Both Lusztig's and Kashiwara's construction yield a family of polyhedral parametrizations, one for each reduced word i of the longest element w 0 of the Weyl group of G, by the graded string cone gr S i and the graded cone of Lusztig's parametrization gr L i , respectively. We related gr S i and gr L i to the functions f B and W by introducing regular maps s i and l i satisfying
We denote the corresponding objects for the Langlands dual group of G by s The interplay between the various parametrizations can be summarized in the following theorem.
Theorem B (Theorem 6.5, Theorem 7.5, Lemma 8.1). For every reduced word i there are toric charts T i andT i of A and X and explicit isomorphisms gr CA i , gr NA i , gr CA i and gr NA i with
Furthermore, we obtain the following family of commuative diagrams of linear maps indexed by reduced words
We obtain Theorem A using Theorem B and a result of Zelevinsky stating that A is covered by the tori associated to reduced words up to codimension 2. Note that there are two candidates for the map ϕ arising from Theorems B. We show that both candidates coincide.
Another consequence of Theorem B is a lattice isomorphism from the graded string cone to the graded cone of Lusztig's parametrization, recovering a result of Caldero-Marsh-Morier-Genoud.
There are two natural types of inequalities for both gr S i and gr L i : One type yields the inequalities for a polyhedral parametrization of a canonical basis of the ring H 0 (N , O N ) of regular functions on the unipotent radical. We call these inequalities the cone inequalities for the sake of this introduction. The other type of inequalities describe the graded lift of a polyhedral parametrization of H 0 (N , O N ) to a polyhedral parametrization of a canonical basis of H 0 (G/N , O G/N ), called here grading inequalities.
We show that under Caldero-Marsh-Morier-Genoud's map the cone inequalities of the graded cone of Lusztig's parametrization is mapped to the grading inequalities of the graded string cone and vise versa. We further give an affine unimodular map between the corresponding weight polytopes.
In certain cases, polyhedral parametrizations of canonical bases of rings of regular functions on a variety X by a cone lead to flat degenerations of X to the toric variety defined by the cone. In the case of flag varieties, an overview of many such cases is given in [FaFL17] .
Theorem B implies that, in the case of the base affine space, the toric fibers appearing in the degeneration construction by Caldero ([C02] ) and ) also appear in the degenerations constructed by Gross-Hacking-Keel-Kontsevich ( [GHKK14] ). In the special case of G = SL n (C) this was proven previously in [BF] .
Moreover, toric degenerations associated to the graded cone of Lusztig's parametrization and the graded string cone where constructed in [FFL17] . Hence Theorem B provides further evidence that there should be a natural connection between a subclass of Fang-Fourier-Littelmann's toric degenerations constructed in op. cit. and Gross-Hacking-KeelKontsevich's toric degenerations constructed by cluster duality (see [FaFL17, 10.1] ).
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Background and Notations
1.1. Simply-laced Lie algebras. Let g be simple, simply laced complex Lie algebra of rank n, I ∶= [n] ∶= {1, . . . , n}, C = (c i,j ) i,j∈I its Cartan matrix and h ⊂ g a Cartan subalgebra. We chose simple coroots {h a } a∈I ∈ h and simple roots ∆ + = {α a } a∈I ⊂ h * with α a (h b ) = c a,b and denote by ∆ + ⊂ h * the positive roots associated to {α a }.
The fundamental weights {ω a } a∈I ⊂ h * of g are given by ω a (h j ) = δ a,j . We denote by P = ⟨ω a a ∈ [n]⟩ Z the weight lattice of g and by P + = ⟨ω a a ∈ [n]⟩ N ⊂ P the set of dominant weights.
The Langlands dual Lie algebra L g of g is the simple, simply laced complex Lie algebra with Cartan matrix C, Cartan subalgebra h * , simple roots {h a } a∈I , simple coroots {α a } a∈I and h a (
1.2. Weyl groups and reduced words. The Weyl group W of g is a Coxeter group generated by the simple reflections s a (a ∈ I) with relations
The group W has a unique longest element w 0 of length N = #∆ + . For a reduced expression s i 1 ⋯s i N of w 0 we write i ∶= (i 1 , . . . , i N ) and call i a reduced word (for w 0 ). The set of reduced words for w 0 is denoted by W(w 0 ).
We have two operations on the set of reduced words W(w 0 ).
We call a total ordering ≤ on ∆ + convex if for β 1 , β 2 , β 1 + β 2 ∈ ∆ + either β 1 ≤ β 1 + β 2 ≤ β 2 holds or β 2 ≤ β 1 + β 2 ≤ β 1 . By [P94, Theorem p. 662] the set of total convex ordering is in natural bijection with the set of reduced words. Namely, for a reduced word i = (i 1 , . . . , i N ) ∈ W(w 0 ) the total ordering
on ∆ + is convex and every convex ordering on ∆ + arises that way. We write ∆ + i = {β 1 , β 2 , . . . , β N } for the set of positive roots ordered with respect to the convex ordering < i and throughout identify ∆
We make use of the following alternative labeling of ∆ + i throughout. Definition 1.2. For a ∈ I we write {β ℓ ∈ ∆ + i i ℓ = a} = {β a,1 , . . . , β a,ma } with m a = m a,i ∈ N and β a,1 < i ⋅ ⋅ ⋅ < i β a,ma .
The Weyl group W acts on h * via
For a ∈ I we denote by a * the element of I such that
1.3. Simply-connected algebraic groups. Let G be the simple simplyconnected complex algebraic group with Lie algebra g. Let T ⊂ G be a maximal torus with Lie algebra h. For a ∈ I, let ϕ a ∶ SL 2 → G be the embedding of SL 2 corresponding to the simple root α a . We embed the
We denote by N and N − the maximal unipotent subgroup of G generated by {ϕ a ( 1 t 0 1 ) a ∈ I, t ∈ C} and {ϕ a ( 1 0 t 1 ) a ∈ I, t ∈ C} respectively and set B = T N and B − = T N − .
1.4. Tropicalization. We start by recalling the notion of tropicalization. Let G m be the multiplicative group. For a torus T = G k m we denote
where ⟨⋅, ⋅⟩ is the standard inner product of Z k . We call [f ] trop the tropicalization of f . More generally, for a positive rational map
we define its tropicalization as 
is independent of the choice of reduced expression i, as is the induced basis
There exists a unique basis B of L whose image under π is B and which is stable under the Q-algebra automorphism preserving the generators of U − q and sending q to q −1 . We call B the canonical basis of U − q . Definition 2.1. For i ∈ W(w 0 ) and x = (x 1 , . . . , x N ) ∈ N N , we denote the element
by F x and call x its i-Lusztig datum. Using identification (1) we write
We call L i the cone of Lusztig's parametrization of the canonical basis.
Lusztig's canonical basis has favorable properties. In particular it projects to a basis of every irreducible finite dimensional U − q -representation. By specializing q = 1 one obtains a canonical basis for every irreducible finite-dimensional G-representation. We therefore obtain a canonical basis of the ring of regular function H 0 (G/N , O G/N ) which by Lemma 2.7 is parametrized by a graded version of N ∆ + i as defined in Section 2.3.
Transition maps and geometric lifting.
Using the identification (1) we associate to the cone L i of Lusztig's parametrization the torus
as the composition of the transition maps corresponding to a sequence of 2− and 3−moves transforming i into j.
Using Definition 1.2 and the identification (1) we define for a ∈ I and i ∈ W(w 0 ) the positive regular map l i,a on L i by
Lemma 2.3. For reduced words i, j ∈ W(w 0 ) we have:
Proof. Statement (1) is a straightforward computation and Statement (2) follows directly from the definition.
We emphasize that Lemma 2.3 is simply a reformulation, adapted to our setup, of well-known facts about Lusztig's parametrizations obtained in [L93] , [BZ01] .
2.3. Lusztig's graded parametrization. In this section we provide a geometric lift of the defining inequalities of the graded cone of Lusztig's parametrization of the canonical basis of the ring of regular function
the positive rational functions on gr L i satisfying:
We introduce the analogue of l i,a for L g as follows:
Definition 2.5. For i ∈ W(w 0 ) and a ∈ I we setľ i,a ∶= l i,a and define the positive rational functions {l i,-a } a∈[n] on gr L i by requiring:
Remark 2.6. In Corollary 6.6 we show that l i,-a andľ i,-a are regular.
Proposition 2.7.
(
Before giving the proof, lets us recall that by [L90] (see also [BZ01, Proposition 3.6. (i)]) L i has a crystal structure isomorphic to B(∞) in the sense of [K94] . We denote the Kashiwara involution defined in [K94] by * and define
whereẽ a is the Kashiwara crystal operator corresponding to the simple root α a .
Proof of Proposition 2.7. Statement (1) 
By (6) and [BZ01, Proposition 6.1 (i)] we obtain
From (7) and Definition 2.4 we deduce (5). 3. string parametrization 3.1. String parametrization of the canonical basis. Let B(∞) be the crystal of U − q in the sense of [K94] . Recall that the string parametrization of the canonical basis corresponding to the reduced word i = (i 1 , i 2 , . . . , i N ) ∈ W(w 0 ) is given by the set of i-string data of the elements in B(∞). Here the i-string datum str i (b) ∈ N N of b ∈ B(∞) is determined inductively by
Following [BZ01, L98] we call
the string cone associated to i.
Transition maps and geometric lifting.
Using the identification (1) we associate to the string cone S i the torus
gives the transition map between the string cones associated to reduced words i, j ∈ W(w 0 ):
. For arbitrary i, j ∈ W(w 0 ) we define Ψ i j ∶ S i → S j as the composition of the transition maps corresponding to a sequence of 2− and 3−moves transforming i into j.
In the remainder of this subsection we introduce certain positive functions s i,a on S i and show that the string cone
Definition 3.2. We denote by {s i,a } a∈I the positive rational functions on S i satisfying:
Remark 3.6. In general there is no closed explicit description of the function [s i,a ] trop . Explicit inequalities for the string cone S i are obtained in [L98] for a special class of reduced words and in [GP00] for all reduced words in type A (also in [BZ01] for arbitrary reduced words but in a less explicit form). In [GKS] we show that the functions [s i,a ] trop recovers the string cone inequalities from [GP00] .
Before proving Proposition 3.5 we recall from [K93, NZ97] that [S i ] trop has the structure of a free crystal in the sense of [DKK14] given as follows. For
By [NZ97] we have for
Proof of Proposition 3.5. Denoting the set on the right hand side of (8) by P i we have have S i ⊂ P i . Furthermore, for j ∈ W(w 0 ) and x ∈ P j one computes ε * j N (x) ≥ 0 and
Thus, by (10) and (11) for a ∈ I ε *
Let
as follows. By (13) we have for a ∈ I that ε * a (x) ≥ 0. If ε * a (x) > 0 then by (14) we obtain y ∶= (f * a ) −1 (x) ∈ P i . Since ε * a (y) = ε * a (x) − 1 we conclude from the minimality assumption on x that y ∈ S i . Using (12) we obtain the contradiction x = f * a (y) ∈ S i . Thus (15) holds. We conclude the proof by deducing x = 0 from (15) as follows. As-
By (15) we have
From x ∈ P i we conclude k < N. Thus, there exists j
such that j ′′ is obtained from j ′ either by a 2-move at position ℓ ′ = k or by a 3-move at position ℓ ′ ∈ {k, k + 1}. By (16), (17) and (18) we have ([Ψ i j ′′ ] trop (x)) ℓ ′ +1 < 0, which contradicts (16). Remark 3.7. In the special case that g is of type A, a proof of the equality S i = P i was obtained in [GP00] using explicit defining inequalities for S i derived in op. cit.
3.3. Graded string cones. Following [L98] , we define the graded string cone
Remark 3.8. By [K94, NZ97] the string cone S i has a crystal structure isomorphic to B(∞) with ε * a (x) given by (9). Furthermore, by [K94, Proposition 8.2] Lusztig's canonical basis of the irreducible representation V (∑ a∈I λ a ω a ) is parametrized by the set of x ∈ S i such that ε * a (x) ≤ λ a for all a ∈ I. This gives an alternative proof that gr S i parametrizes Lusztig's canonical basis of H 0 (G/N , O G/N ).
In the following we introduce positive functions on
Proposition 3.10. For reduced words i, j ∈ W(w 0 ) we have
Proof. Statement (1) is a straightforward computation. Statement (2) follows from Proposition 3.5.
We introduce the analogues of s i,a and gr S i for L g as follows.
Definition 3.11. For a ∈ I we specify on gr S i the positive functionš
Definition 3.12. We introduce the graded string cone of L g as 
Let γ, δ be extremal weights such that γ = w 1 λ, δ = w 2 λ for some w 1 , w 2 ∈ W , λ ∈ P + . Recall the embedding of sets (3) of W into Norm G (T ). The generalized minor associated to γ and δ is we add to µ k (Γ Σ ) an arrow from the source of h 1 to the target of h 2 . (iii) If a 2-cycles was obtained during (i) and (ii), the arrows of this 2-cycle get canceled in µ k (Γ Σ ). (iv) Finally we erase all arrows between frozen vertices. To a seed Σ = (Λ, ⟨⋅, ⋅⟩, {e k } k∈M , M 0 ) we assign the A-and X -cluster torus
We introduce birational A-cluster transformations µ k ∶ T Σ ⇢ T µ k Σ and X -cluster transformationsμ k ∶T Σ ⇢T µ k Σ :
For seeds Σ and Σ' obtained by a sequence of mutations we define µ
Seeds associated to reduced words. Following [BFZ05]
we associate to every reduced word i ∈ W(w 0 ) a seed Σ i . We throughout identify
i.e. we denote the seed Σ i also by i. The quiver Γ i can be described as follows. We denote the vertices of Γ i by {v k k ∈ M}, where M ∶= k ∈ {−1, . . . , −n} ∪ {1, . . . , N}.
Using Definition 1.2 we write v ℓ = v a,r if β ℓ = β a,r and set v a,0 ∶= v −a . The frozen vertices of
In order to define the arrows in Γ i we introduce the following notion. For k ∈ [−n] we set i k = −k. For k ∈ M we denote by k + = k + i the smallest ℓ ∈ M such that k < ℓ and i ℓ = i k . If no such ℓ exists, we set
, we further let k − be the largest index ℓ ∈ M with that ℓ < k and i ℓ = i k .
There is an edge connecting v k and v ℓ with k < ℓ if at least one of the two vertices is mutable and one of the following conditions is satisfied:
Edges of type (1) are called horizontal and are directed from k to ℓ. Edges of type (2) are called inclined and are directed from ℓ to k.
Remark 4.2. The quiver Γ i associated to a reduced word i has between any two vertices v, w at most 1 edge, which we denote by [v, w] . Example 4.3. Let g = sl 3 (C) and i = (1, 2, 1) . Then Γ i looks as follows:
Lemma 4.4. Let j ∈ W(w 0 ) be obtained from i ∈ W(w 0 ) by a 2-move or a 3-move in position k. Then the transposition (k, k + 1) is an isomorphism of quivers
Proof. The statement follows from the construction of Γ i and [SSVZ00, Theorem 3.5].
We consider the families (T Σ ) and (T Σ ) of all tori corresponding to seeds Σ which can be obtained from a seed Σ = i corresponding to a reduced word i ∈ W(w 0 ) by a sequence of mutations. By [BFZ05] the open double Bruhat cell G w 0 ,e is covered up to codimension 2 by (T Σ ) via
The associated gluing maps are given in (19).
Remark 4.5. We defer from the convention in [BFZ05] as follows. The seed we associate to a reduced word i ∈ W(w 0 ) coincides with the seed associated to − i in op. cit. obtained by reversing all arrows.
The cluster space A and the dual cluster space X associated to G w 0 ,e is the scheme obtained by gluing the tori (T Σ ) and (T Σ ) via (19) and (20), respectively. We call the pair (A, X ) the cluster ensemble associated G w 0 ,e .
We use the following fact later.
Lemma 4.6. For a ∈ I and reduced words i, j ∈ W(w 0 ) we have
Proof. Without loss of generality we can assume that j is obtained from i by a 3-move at position ℓ with v ℓ = v a,s . The claim then follows since we have for r ∈ [m 
where D a is the divisor given by the vanishing locus of the functions ∆ ωa,ωa for a < 0 and ∆ w 0 ωa,ωa for a > 0, corresponding to the frozen vertices of Γ i by (22).
In [GHKK14] a Landau-Ginzburg potential W on the dual cluster space X associated to G/N is defined as the sum W = ∑ ±a∈[n] W a of certain global monomials W a attached to the divisors D a . We are interested in W T i since the conê
cut out by the tropcialization of W T i , up to a natural conjecture (see Remark 5.4), parametrizes a canonical basis for the ring of regular functions on the partial compactification G/N of G w 0 ,e .
Using (21) we have the following definition of W a , which in [GHKK14, Corollary 9.17] is shown to be well-defined.
Definition 5.1. If there is no arrow in Γ Σ from the frozen vertex w a to a mutable vertex we call Σ optimized for w a and have
For certain toric charts we have a closed explicit description of W a T i :
Proposition 5.2. Every frozen vertex w a has an optimized seed. Furthermore, for a ∈ I and i = (i 1 , . . . , i N ) ∈ W(w 0 ) we have
Proof. By definition the quiver Σ i is optimized for the frozen vertex v i N and (23) follows. It remains to show (24) and that for a ∈ I the vertex w −a has an optimized seed.
be the resulting quiver after applying the sequence of mutations at the vertices v a,1 , v a,2 , . . . , v a,j to Γ i .
Between two vertices there is at most one arrow in Γ
We prove that [v 0,a , v a,j+1 ] is the only arrow in Γ
yielding a contradiction. Hence the seed Σ corresponding to Γ ma−1 i is optimized for v a,0 = w −a . Furthermore, from (25) we recursively compute (24).
Example 5.3. For g = sl 3 (C) and i = (1, 2, 1) we have 
For certain toric charts we have a closed explicit description of f B a :
Proposition 5.5. For a ∈ I and i = (i 1 , . . . , i N ) ∈ W(w 0 ) we have
Proof. Equality (26) follows from (22). Equality (27) follows from (22) and [BZ01, Equation (5.8)], which holds on G w 0 ,e .
Example 5.6. For g = sl 3 (C) and i = (1, 2, 1) we have
We denote by C Σ the cone cut out by the decoration function f B :
Lusztig parametrization via cluster varieties
In this section we relate the cone gr L i of Lusztig's graded parametrization to the coneĈ i cut out by the tropicalization of the Gross-HackingKeel-Kontsevich potential function W introduced in Section 5.1. Dually, we relate the cone gr L ∨ i associated to the Langlands dual Lie algebra L g to the cone C i cut out by the tropicalization of the decoration function f B due to Berenstein-Kazhdan defined in Section 5.2.
Motivated by the Chamber Ansatz due to Berenstein-Fomin-Zelevinsky [BFZ96] as well as by [BZ01, Equation (4.14)] and [GKS, Section 5] we introduce the following coordinate transformations using the notations of Section 4.2.2 and (2). First, we set for k, ℓ
Definition 6.1. We specify gr NA i ∈ Hom(gr L i ,T i ) and gr CA i ∈ Hom(T i , gr L i ):
Example 6.2. Let g = sl 3 (C) and i = (1, 2, 1 ). Then we have The families (gr NA i ) and (gr CA i ) have the following transformation behaviour.
Lemma 6.4. For i, j ∈ W(w 0 ) the following diagrams commutes.
Proof. Without loss of generality we can assume that j is obtained from i by a 3-move at position k with i k = a. Then by Lemma 4.4, the toriT j and T j are obtained fromT i and T i by X -cluster and Acluster transformation at the 4-valent vertex k − 1 of Γ i , respectively. The commutativity of the diagram then can be checked by direct computation.
We relate the GHKK-potential and the BK-decoration function to the functions l i,-a andľ i,-a introduced in Definition 2.4 and 2.5, respectively:
Theorem 6.5. For a ∈ ±I and i ∈ W(w 0 ) we have
Proof. For a < 0 equalities (29) and (30) follow directly from Proposition 5.2 and Proposition 5.5, respectively. For a > 0 equality (29) follows directly from Lemma 6.4 and Proposition 5.2. In order to show (30) we compute using Lemma 6.4 and Proposition 5.5 for a = i N :
As a direct corollary of Theorem 6.5 we obtain:
Corollary 6.6. For a ∈ I the functions l i,-a andľ i,-a are regular.
Theorem 6.5 has the following implications for the interplay of parametrizations of canonical bases.
Corollary 6.7. We have the following equality of cones:
Proof. The statement follows by tropicalization Theorem 6.5.
string parametrization via cluster varieties
In analogy to Section 6 we relate in this section the graded string cone gr S i to the coneĈ i cut out by the tropicalization of the GHKKpotential function W . Dually, we relate the cone gr S ∨ i associated to the Langlands dual Lie algebra L g to the cone C i cut out by the tropicalization of the BK-decoration function f B .
Motivated by the Chamber Ansatz due to Berenstein-Fomin-Zelevinsky [BFZ96] as well as by [BZ01, Equation (4.14)] and [GKS, Section 5] we introduce the following coordinate transformations using the notations of Section 4.2.2, (28) and (2).
Definition 7.1. We specify gr CA i ∈ Hom(gr S i ,T i ) and gr NA i ∈ Hom(T i , gr S i ):
x {k,ℓ} ℓ else, 
The families (gr CA i ) and (gr NA i ) have the following transformation behaviour.
Lemma 7.4. For i, j ∈ W(w 0 ) the following diagrams commutes.
Proof. Without loss of generality we can assume that j is obtained from i by a 3-move at position k with i k = a. Then by Lemma 4.4, the toriT j and T j are obtained fromT i and T i by X -cluster and Acluster transformation at the 4-valent vertex k − 1 of Γ i , respectively. The commutativity of the left diagram then can be checked by direct computation. The commutativity of the right diagram is obtained by direct computation using Lemma 4.6 and that for a ∈ I ma r=1 (gr CA i (λ, x)) a,r = λ −1 a .
We relate the GHKK-and the BK-decoration function to the functions s i,-a andš i,-a introduced in Definition 3.9 and 3.11, respectively: Theorem 7.5. For a ∈ ±I and i ∈ W(w 0 ) we have
Proof. To prove (32) we compute using Proposition 5.5
As a direct corollary of Theorem 7.5 we obtain:
Corollary 7.6. For a ∈ I the functions s i,a andš i,a are regular.
Theorem 7.5 has the following implications for the interplay of parametrizations of canonical bases.
Corollary 7.7. We have the following equality of cones:
gr
The statement follows by tropicalization Theorem 7.5 and Proposition 3.10.
Remark 7.8. For the special case that g is of type A, Equality (33) appeared in [M15] for the lexicographically minimal reduced word and in [BF] for an arbitrary reduced word.
unimodularity of cones and polytopes
In this section we view all cones as subsets of R n+N and will refer to them by the same name as their integral analogs.
Let m ∈ N and C 1 , C 2 ⊂ R m be two polyhedral cones. We call a bijection f ∶ C 1 → C 2 a unimodular isomorphism of C 1 and C 2 if there exists a lattice isomorphism g ∶ Z m → Z m such that f = g C 1 .
Lemma 8.1. We have the following unimodular isomorphisms: We call two polytopes P 1 , P 2 ⊂ R m affine unimodular isomorphic if there exists a lattice isomorphism g ∶ Z m → Z m and a vector v ∈ Z m such that g(P 1 ) + v = P 2 .
For λ ∈ N I the polytope
is called the string polytope of weight λ. For λ ∈ N I the polytope
is called Lusztig's polytope of weight λ.
Proposition 8.3. For λ = (λ 1 , . . . , λ n ) ∈ N N and λ * ∶= (λ 1 * , . . . , λ n * ), the polytopes P S i (λ) and P S i (λ * ) are affine unimodular isomorphic.
Proof. Note that (λ, P S i (λ)) = {(λ, x) x ∈ P S i (λ)} ⊂ gr S i and (λ * , P L i (λ * )) = {(λ * , x) x ∈ P L i (λ * )} ⊂ gr L i .
By Proposition 8.2, we have [(gr ι * i ) −1 ○ CA i ] trop (λ, P S i (λ)) = (λ * , P L i (λ * )) and the claim follows.
Proof of Theorem A
In this section we prove Theorem A describing explicitly the relation of the GHKK-potential and the decoration function. we obtain by Theorem 6.5 for i ∈ W(w 0 )
By [Z00, Lemma 3.6] the tori (T i ) i∈W(w 0 ) cover G w 0 ,e up to codimension 2. Consequently there is a regular map ϕ ∶ A → X with ϕ T i = ϕ i satisfying f B = W ○ ϕ.
Note that ϕ is not injective. By Theorem 7.5 we obtain that the map ϕ ′ ∶ A → X defined by 
