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Abstract: In the junction Ω of several semi-infinite cylindrical waveguides we
consider the Dirichlet Laplacian whose continuous spectrum is the ray [λ†,+∞)
with a positive cut-off value λ†. We give two different criteria for the threshold
resonance generated by nontrivial bounded solutions to the Dirichlet problem for
the Helmholtz equation −∆u = λ†u in Ω. The first criterion is quite simple
and is convenient to disprove the existence of bounded solutions. The second
criterion is rather involved but can help to detect concrete shapes supporting the
resonance. Moreover, the latter distinguishes in a natural way between stabilizing,
i.e., bounded but non-descending solutions and trapped modes with exponential
decay at infinity.
Keywords: junction of quantum waveguides, criteria for threshold resonances,
stabilizing solutions, trapped waves
1 Introduction
1.1 Motivation
In a domain with several cylindrical outlets to infinity, Fig. 1, we are inter-
ested in retrieving the threshold resonance generated by nontrivial bounded
solutions of the spectral Dirichlet problem for the Laplace operator when
the spectral parameter coincides with the lower bound λ† of the continuous
spectrum. This concern is caused by the dimension reduction procedure for
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Figure 1.1: The junction of semi-infinite quantum waveguides
lattices of thin waveguides, namely, according to [10, 15], transmission con-
ditions at the vertices of the graph skeleton in the one dimensional model
of the lattice crucially depend on whether the boundary-value problem in
the stretched node, Fig.2, admits stabilizing (bounded but not decaying)
solutions to the homogeneous Dirichlet problem. For acoustic waveguides
with hard walls, cf. [13, 9], the Neumann problem for the Laplace opera-
tor surely gets such solutions, namely constants (the threshold is null). For
quantum waveguides described by the Dirichlet problem, the existence and
absence questions are much more delicate because of the positive threshold
λ† > 0. Certain sufficient conditions [10, 23] and concrete canonical shapes
[19, 20, 2, 21] are known to assure the absence of bounded solutions at the
threshold. At the same time, as was indirectly verified in [19, 2, 21], bounded
solutions may emerge in parameter dependent junctions but only at isolated
values of the inserted geometrical parameter.
In this paper we present two quite different criteria for the threshold res-
onance and distinguish between them with the following reason. The first
criterion in Section 2 with rather simple formulation is convenient to verify
the absence of bounded solutions at the lower bound of the continuous spec-
trum but we do not see a way to apply this criterion to finding a particular
bounded solution in a specific geometry. On the contrary, the second cri-
terion in the Section 3 requiring for several definitions of auxiliary objects,
can be employed to develop analytical, in particular, asymptotic methods or
numerical schemes to detect and analyse concrete stabilizing (i.e. bounded
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Figure 1.2: Rectangular lattice (a) and the infinite cruciform waveguide (b)
to describe the boundary layer phenomenon
but non-decaying) solutions and trapped modes with the exponential decay
at infinity. At the same time, these methods and schemes may also help to
disprove the threshold resonance but the latter is much more expensive in
comparison with the first, absence, criterion.
Our proofs in Section 2 are conducted in such a way that they can be
easily adapted for other problems, e.g., for mixed boundary conditions [7].
Nevertheless, any generalization of the whole existence criterion in Section 3
is still a fully open question.
1.2 Statement of the spectral problem
Let Ω ⊂ Rd, d ≥ 2 be a domain, by definition an open connected set,
with several cylindrical outlets Q1, . . . , QN to infinity. We assume that
Ω = Ω(0) ∪ Q1 ∪ . . . ∪QN where Ω(0) is a bounded domain (shaded in Fig.
1) with Lipschitz boundary, and Qn ∩Qk = ∅ for n 6= k, Qn ∩ Ω(0) = ∅ for
n = 1, . . . , N . In each outlet Qn = ωn × [0,∞) we introduce the Cartesian
system (yn, zn) of local coordinates with yn ∈ ωn, zn ∈ [0,+∞), where the
cross-section ωn ⊂ Rd−1 is a bounded domain with Lipschitz boundary ∂ωn.
Note that the outlets Qn include their ends, i.e. ωn × {0} ⊂ ∂Ω(0) for
n = 1, . . . , N . We also will deal with the truncated waveguide
Ω(R) = Ω(0) ∪
N⋃
n=1
Qn(R), Qn(R) = {x ∈ Qn : zn ∈ [0, R)}, R > 0.
(1.1)
In what follows we use the notation
QRn = Qn \Qn(R) = {x ∈ Qn : zn > R}, R > 0,
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and the index n is usually omitted in proofs related to any outlet.
We consider the spectral problem for the Laplacian ∆ = ∇ · ∇
−∆u = λu in Ω, u = 0 on ∂Ω, (1.2)
where ∇ = grad, λ is a spectral parameter and ∂Ω is the boundary of Ω
which, for simplicity, is assumed to be Lipschitz.
The variational form of the problem (1.2) reads:
(∇u,∇ψ)Ω = λ(u, ψ)Ω ∀ψ ∈ H10 (Ω), (1.3)
where (·, ·)Ω is the natural scalar product in the Lebesgue space L2(Ω) and
H10 (Ω) stands for the Sobolev space of functions vanishing at the boundary
∂Ω. Since the bilinear form on the left-hand side of the integral identity
(1.3) is closed and positive definite, it gives rise [4, Ch.10], [25, Ch.VIII] to
an unbounded positive definite self-adjoint operator A in the Hilbert space
L2(Ω).
The Dirichlet problem on the cross-section
−∆yΦn(y) = ΛnΦn(y), y ∈ ωn, Φn(y) = 0, y ∈ ∂ωn, (1.4)
has the monotone and unbounded eigenvalue sequence
0 < Λn1 < Λ
n
2 ≤ Λn3 ≤ . . . ≤ Λnj ≤ . . .→ +∞
and the corresponding real eigenfunctions Φnj ∈ H10 (ωn), j ∈ N are subject
to the orthogonality and normalization conditions
(Φnj ,Φ
n
k)ωn = δj,k, j, k ∈ N, (1.5)
where δj,k is the Kronecker symbol and N = {1, 2, 3, . . .}.
It is known that the continuous spectrum σc of the operator A is the
ray [λ†,+∞) where the lower bound λ† = min{Λ11, . . . ,ΛN1 } > 0 coincides
with the smallest among all principal (minimal) eigenvalues Λn1 . The total
multiplicity κ := #σd of the discrete spectrum
0 < λ1 < λ2 ≤ . . . ≤ λκ < λ† (1.6)
of the operator A is known to be finite.
If a cranked waveguide belongs to Ω and is composed of two skewed semi-
infinite cylinders which have the cross-sections congruent to ω1 and meet
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each other under the angle α ∈ (0, pi), then κ ≥ 1 according to a result
in [1] and the max-min principle [4, Th 10.2.2]. Furthermore, the papers
[1, 18, 5, 6] and [3] give examples of arbitrary large κ in dimension 2 and 3,
respectively. We refer the book [8] for a completed review of results on the
discrete spectrum of quantum waveguides and their junctions.
1.3 Trapped modes and stabilizing solutions
Within the approach [10, 15], it is important to distinguish between stabi-
lizing solutions and trapped modes. To explain the main difference between
these kinds of bounded solutions, we consider a thin, of diameter ε ≪ 1,
finite lattice Υε of quantum waveguides and its fragment
Υε• = {x : ε−1(x− x•) ∈ Ω(1/ε)}
around the node υε• = {x : ε−1(x − x•) ∈ Ω(0)} with the center x•. To
simplify formulas, we suppose for a while that all cylinders Q1, . . . , QN have
the same cross-section ω of unit (d − 1)-dimensional area. If in addition to
the isolated eigenvalues (1.6), the operator A has the embedded eigenvalue
λ† of multiplicity k ≥ 0, then, according to [10], the Dirichlet problem in Υε
gets eigenvalues with the asymptotic forms
Mεj = ε
−2λj + o(e
−δj/ε), δj > 0, j = 1, . . . ,κ,
Mεk+κ = ε
−2λ† + o(e
−δ†/ε), δ† > 0, k = 1, . . . ,k.
(1.7)
The corresponding eigenfunctions are localized in the vicinity of the node υε•
and become exponentially small at a distance from it.
Stabilizing solutions in Ω at the threshold λ = λ† influence the spectrum
in Υε• in a quite different way. Indeed, eigenvalues above the rescaled, cf.
(1.7), threshold ε−2λ† are determined through ordinary differential equations
on edges of the skeleton Υ0 = ∩ε>0Υε linked by certain transmission condi-
tions at vertices of the graph Υ0. If the problem in the infinite waveguide
(1.1) has no stabilizing solutions at the threshold, then the transmission con-
ditions at the vertex x• are nothing but the Dirichlet ones, i.e. eigenfunctions
in the one-dimensional model must vanish at this vertex and, therefore, the
graph edges emerging from x• decouple. On the other hand, according to
[10, 15], the existence of stabilizing solutions changes the Dirichlet conditions
at x• for some other conditions, in particular, the Kirchhoff ones like in the
Pauling model [24] for the Neumann problem [13, 9]. Thereby, the main
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question in the framework of the dimension reduction procedure [10, 15] be-
comes to detect stabilizing solutions rather than all bounded solutions and
the corresponding threshold resonance. The existence criterion in Section 3
makes the necessary separation of two kinds of bounded solutions in a natu-
ral way, compare Proposition 3.4 and Proposition 3.1. However, the absence
criterion in Section 2 cannot directly select stabilizing solution and we pro-
vide in Section 2.4 a simple sufficient condition for absence of trapped modes
but do not know an appropriate necessary condition yet.
2 An absence criterion
2.1 Formulation of the first criterion
We consider the auxiliary spectral problem with mixed boundary conditions
−∆vR = µRvR in Ω(R), vR = 0 on Γ(R) := ∂Ω(R) ∩ ∂Ω,
∂νv
R = 0 on γ(R) = ∂Ω(R) \ ∂Ω, (2.1)
where R ≥ 0, ∂ν is the outward normal derivative, in particular, ∂ν = ∂zn =
∂/∂zn on the truncation surface γn(R) = {x : yn ∈ ωn, zn = R}.
The variational formulation of the problem (2.1) reads:
(∇vR,∇ψ)Ω(R) = µR(vR, ψ)Ω(R) ∀ψ ∈ H0R (2.2)
where H0R := H10 (Ω(R),Γ(R)) is a subspace of functions in H1(Ω(R)) van-
ishing at Γ(R). The problem (2.2) gives rise to unbounded positive definite
and self-adjoint operator AR in L2(Ω(R)). Since H0R is compactly embedded
into L2(Ω(R)), the spectrum of AR is discrete and composes the monotone
unbounded sequence of eigenvalues
0 < µR1 < µ
R
2 ≤ . . . ≤ µRκ ≤ µRκ+1 ≤ . . .→ +∞ , (2.3)
where their multiplicity is taken into account. We will prove the following
criterion for the threshold resonance.
Theorem 2.1. The problem (1.2) has no threshold resonance if and only if,
for some R ≥ 0, the eigenvalue µR
κ+1 of the problem (2.1) meets the inequality
µR
κ+1 > λ†. Here, κ is the total multiplicity of the discrete spectrum σd,
see (1.6).
6
2.2 Sufficiency
Proposition 2.2. If the eigenvalue µRκ+1 of the problem (2.1) meets the
inequality µR
κ+1 > λ† for some R ≥ 0, then the threshold resonance is absent
in the problem (1.2).
This result coincides with Theorem 3 in [23]. Here, we only provide a
short sketch of a proof. The proof is based on a simple observation, originally
used in [19, 20, 2, 21] for the case κ = 1: if the threshold resonance occurs,
one may construct a small compact perturbation B located in Ω(0), that is
Bu = 0 in Ω \Ω(0), with the following properties. First of all, the perturbed
eigenvalues µ̂R1 , . . . , µ̂
R
κ
and µ̂R
κ+1 of the operator ÂR = AR + B still stay,
respectively, below and above the threshold λ†, so that one gets the Poincare
inequality
(ÂRu0, u0)Ω(R) ≥ µ̂Rκ+1‖u0;L2(Ω(R))‖2 ≥ λ†‖u0;L2(Ω(R))‖2, (2.4)
where u0 is orthogonal in L
2(Ω(R)) to eigenfunctions of ÂR corresponding to
µ̂R1 , . . . , µ̂
R
κ
. Then in a standard way the max-min principle, cf. [4, Theorem
10.2.2], equipped with the inequalities (2.4) and
‖∇u;L2(QRn )‖2 ≥ Λn1‖u;L2(QRn )‖2 ≥ λ†‖u;L2(QRn )‖2, (2.5)
verifies that the total multiplicity of the discrete spectrum σ̂d of the operator
Â = A + B meats the inequality #σ̂d ≤ κ. Notice that (2.5) is a direct
consequence of the Friedrichs inequality in the cross-section ωn.
Finally, a special choice, see cf. [19, 20, 2, 21, 23], of the perturbation B
provides the existence of the eigenvalue µ̂κ+1 < λ† in the discrete spectrum
σ̂d of the perturbed operator Â. The latter contradiction completes the proof
of Proposition 2.2.
2.3 Necessity
We proceed with proving that eigenvalues in the sequence (2.3) below the
continuous spectrum are monotone increasing functions in R.
Lemma 2.3. If the eigenvalue µRk of the problem (2.1) meets the inequality
µRk < λ† for some R > 0, then there exists r0 > 0 such that
µRk < µ
R+r
k < λ† ∀r ∈ (0, r0) .
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Proof. We consider the operator AR+r in L2(Ω(R+ r)) for small r > 0 as a
perturbation of AR in a certain sense. For the simple eigenvalue µR (we omit
the index k), we denote by vR the corresponding eigenfunction normalized
in L2(Ω(R)). Let us accept the simplest asymptotic ansa¨tze
µR+r = µR + rµ′ + . . . , (2.6)
vR+r = vR + rv′ + . . . (2.7)
where the correction terms µ′ and v′ are to be determined and ellipses replace
small reminders to be estimated. The functions vR and v′ defined in Ω(R),
can be smoothly extended onto Ω ⊃ Ω(R + r). We use the same letters
for these extensions. Plugging formulas (2.6) and (2.7) into the equation for
vR+r on Ω(R) and collecting terms of the same order in r yield
∆v′(x) + µRv′(x) = −µ′vR(x), x ∈ Ω(R) . (2.8)
Imposing the Dirichlet condition
v′(x) = 0, x ∈ Γ(R),
is quite evident. The Neumann condition on γ(R+ r) can be formally trans-
ferred to γ(R) by the Taylor formula in the variable z, indeed,
∂zv
R+r
∣∣
z=R+r
= ∂zv
R
∣∣
z=R+r
+ r∂zv
′
∣∣
z=R+r
+ . . . =
= ∂zv
R
∣∣
z=R
+ r∂2zv
R
∣∣
z=R
+ r∂zv
′
∣∣
z=R
+ . . .
We recall the Helmholtz equation for vR and introduce the boundary condi-
tion
∂zv
′(x) = −∂2zvR(x) = ∆yvR(x) + µRvR(x), x ∈ γ(R) . (2.9)
The compatibility condition in the problem (2.8)-(2.9) reads:
µ′ = µ′(vR, vR)Ω(R) = −(∆yvR + µRvR, vR)γ(R) =
= ‖∇yvR;L2(γ(R))‖2 − µR‖vR;L2(γ(R))‖2 .
By the Friedrichs inequality on γ(R), we obtain
µ′ ≥
N∑
n=1
(Λn1 − µR)‖vR;L2(γn(R))‖2 ≥ (λ† − µR)‖vR;L2(γ(R))‖2 > 0.
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If the eigenvalue µR has multiplicity m, calculations mainly remain the
same. The leading term in the anzatz (2.7) becomes a linear combina-
tion of the corresponding eigenfunctions vR1 , v
R
2 , . . . , v
R
m orthonormalized
in L2(Ω(R)) with the coefficient column c = (c1, c2, . . . , cm)
⊤. Repeating the
above calculations with minor modifications, we observe that the correction
terms Λ′1, . . . , Λ
′
m in (2.6) are found from the system of linear algebraic
equations
Ac = Λ′c,
where the self-adjoint and positive definite matrix A of size m ×m has the
entries
Apq = (∇yvRp ,∇yvRq )γ(R) − µR(vRp , vRq )γ(R), p, q = 1, . . . , m.
The correction terms in the asymptotic formula (2.6) for the eigenvalues
µR+rk , . . . , µ
R+r
k+m−1 of the problem (2.1) in Ω(R + r) involve the eigenvalues
Λ′1,. . . , Λ
′
m of A and therefore become strictly positive as in the case of
simple eigenvalues. To conclude with the proof, we mention that the error
estimates |µR+rk − µRk − rµ′k| ≤ ckr2 for r ∈ (0, rk) are derived in a classical
way, see [12, Ch.7, §6.5], because one can readily construct “almost identical”
diffeomorphism between the domains Ω(R+ r) and Ω(R), which is identical
inside Ω(R − 1) and coincides with the shift operator near the faces γn(R).
We omit here the corresponding simple and routine computations. 
Now assume that the condition on µR
κ+1 in Theorem 2.1 is violated. This
means that, in particular, µR = µRκ+1 < λ† for all R > 2. We normalize the
corresponding eigenfunction vR as follows:
‖vR;L2(Ω(2))‖ = 1. (2.10)
We are going to verify that there exists a monotone unbounded sequence
{Rj}j∈N such that vRj converges in a certain sense to a non-trivial bounded
solution v∞ of the problem (1.2) with parameter µ∞ = limµRj as j → +∞.
To this end, we use the decomposition
χ1(x)v
R(x) = χ1(x)w
R
n (zn)Φ
n
1 (yn) + v
R
⊥(x) in Qn, n = 1, . . . , N (2.11)
and treat its ingredients wRn and v
R
⊥ in a different way.
Let us recall that Φn1 is the first eigenfunction of the Dirichlet Laplacian
in ωn and ‖Φn1 ;L2(ωn)‖ = 1. Furthermore,
wRn (zn) =
∫
ωn
vR(x)Φn1 (yn)dyn,
∫
ωn
vR⊥(yn, zn)Φ
n
1 (yn)dyn = 0. (2.12)
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The smooth cut-off function χs is chosen such that 0 ≤ χs ≤ 1 and
χs(x) = 0 if x ∈ Ω(s− 1), χs(x) = χ(zn − s) if zn ∈ [s− 1, s],
χs(x) = 1 if zn ≥ s,
with a fixed smooth function χ. We will also use the difference Xs(x) =
1− χs(x). We further define wR as follows:
χ1w
R = χ1w
R
nΦ
n
1 in Qn, w
R = 0 in Ω(0).
Note that that vR⊥ in (2.12) is assumed to be zero in Ω(0).
Lemma 2.4. There exists a positive constant c1(Ω) such that
‖∇xvR;L2(Ω(1))‖+
N∑
n=1
‖vR;L2(γn(1))‖ ≤ c1(Ω) . (2.13)
Proof. From the integral identity (2.2) we derive the relation
‖∇vR;L2(Ω(1))‖2 ≤ ‖∇(X2vR);L2(Ω(2))‖2 =
= µR‖X2vR;L2(Ω(2))‖2 + ‖vR∇X2;L2(Ω(2))‖2 ≤ c1(Ω) .
The last inequality follows from (2.10). The standard trace inequality pro-
vides the desired estimate of the norm ‖vR;L2(γn(1))‖ as well. 
Separation of variables gives
− ∂2znwRn (zn) = (µR − Λn1 )wRn (zn) for zn > 1, ∂znwRn (R) = 0 . (2.14)
Moreover, formulas (2.11) and (2.13) assure that |wRn (1)| ≤ c1(Ω). A solution
of the problem (2.14) takes the form
wRn (zn) = a
R
n (e
−αn(R)zj + e−2αn(R)Reαn(R)zn)
where αn(R) =
√
Λn1 − µR. Thus,
|aRn | ≤ c2(Ω), n = 1, . . . , N, R > 2. (2.15)
Now we examine the function vR⊥ in (2.11). First, the Poincare inequality
‖∇ynvR⊥(·, zn);L2(ωn)‖2 ≥ Λn2‖vR⊥(·, zn);L2(ωn)‖2, zn > 0, (2.16)
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is valid due to the orthogonality condition in (2.12). Furthermore, vR⊥ is a
solution of the problem
−∆vR⊥ − µRvR⊥ = [∆, χ1](vR − wR) =: fR in Ω(R), (2.17)
vR⊥ = 0 on Γ(R), ∂nv
R
⊥ = 0 on γ(R), (2.18)
where [∆, χ1] is the commutator of the Laplacian and the cut-off function χ1
(a first-order differential operator). Obviously,
supp fR ⊂ Ω(1) \ Ω(0), ‖fR;L2(Ω(R))‖ ≤ c3(Ω). (2.19)
We fix a parameter β = β(Ω) such that
0 < β <
1
2
(
min
1≤n≤N
Λn2 − λ†
)
(2.20)
and introduce the weight function Tβ,
Tβ(x) = 1 for x ∈ Ω(1), Tβ(x) = eβ(zn−1) for zn ≥ 1 .
We also need the weighted Sobolev and Lebesgue spaces W 1β (Ω) and L
2
β(Ω)
with the following norms:
‖v;W 1β (Ω)‖ = ‖Tβv;H1(Ω)‖ and ‖v;L2β(Ω)‖ = ‖Tβv;L2(Ω)‖.
If Ω is replaced with Ω(R) in these definitions, we obtain the spacesW 1β (Ω(R))
and L2β(Ω(R)) which coincide algebraically and topologically with H
1(Ω(R))
and L2(Ω(R)), respectively.
Lemma 2.5. For all R > 1, the function vR⊥ enjoys the estimate
‖vR⊥;W 1β (Ω(R))‖ ≤ c⊥(Ω). (2.21)
Proof. The function T 2βv
R
⊥ falls into the space H0R and can be inserted as a
test function into the integral identity for the problem (2.17)-(2.18). Thus,
we have
(∇vR⊥,∇(T 2βvR⊥))Ω(R) = µR‖TβvR⊥;L2(Ω(R))‖2 + (fR, T 2βvR⊥)Ω(R) . (2.22)
The left-hand side is equal to
(∇vR⊥,∇(T 2βvR⊥))Ω(R) = ‖∇(TβvR⊥);L2(Ω(R))‖2 − ‖vR⊥∇(Tβ);L2(Ω(R))‖2
(2.23)
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and, in view of (2.16) and (2.20), gets the below bound(
min
1≤n≤N
Λn2 − β
)
‖TβvR⊥;L2(Ω(R))‖2 ≥ (β + λ†)‖TβvR⊥;L2(Ω(R))‖2.
Hence, we deduce that
‖TβvR⊥;L2(Ω(R))‖2 ≤ β−1(T 2βfR, vR⊥)Ω(R) ≤
≤ β−1‖T 2βfR;L2(Ω(R))‖‖vR⊥;L2(Ω(1))‖ . (2.24)
Relations (2.19), (2.22)-(2.24) show that the product Tβv
R
⊥ also enjoys the
inequality
‖∇(TβvR⊥);L2(Ω(R))‖2 ≤ c4(Ω)
with some constant c4(Ω) and, therefore, the inequality (2.21) holds true. 
Now, for x ∈ Ω(R), we determine the function
v̂R = XR
(
vR − χ1wR
)
= X1vR + XRvR⊥ , (2.25)
and extend it by zero onto the whole domain Ω. First of all,
‖v̂R;W 1β (Ω)‖ ≤ ĉ(Ω). (2.26)
The equation
−∆v̂R − µRv̂R = [∆, χ1]wR + [∆,XR]v⊥ =: gR + hR (2.27)
in the variational form becomes
(∇v̂R,∇ψ)Ω − µR(v̂R, ψ)Ω = (gR, ψ)Ω + (hR, ψ)Ω ∀ψ ∈ C∞0 (Ω). (2.28)
We are going to perform the limit passage R → +∞ in (2.28). Since µR
is non-decreasing function in R, it has a limit,
lim
R→∞
µR = µ∞ ≤ λ†.
The relations (2.26) and (2.15) allows us to find a monotone unbounded
sequence {Rk} such that
v̂Rk → v̂∞ weakly in W 1β (Ω),
v̂Rk → v̂∞ strongly in L2(Ω(2)), (2.29)
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aRkn → a∞n , αn(R)→ α∞n , e−2αn(R)R → c∞n for n ≤ N. (2.30)
The function hRk from (2.27) converges to zero weakly in L2(Ω) because
supp hRk ⊂ Ω(Rk) \ Ω(Rk − 1) and ‖hRk ;L2(Ω)‖ ≤ c(Ω). The function gRk
is supported in Ω(1) \ Ω(0) and, in view of (2.30), uniformly converges to
[∆, χ1]w
∞ where
w∞(x) = a∞n (e
−α∞n zn + c∞n e
α∞n zn)Φn1 (yn) in Qn.
Note that there appear three options:
1) a∞n = 0 =⇒ w∞(x) = 0 for x ∈ Qn;
2) a∞n 6= 0 and α∞n 6= 0 =⇒ c∞n = 0 and w∞(x) = a∞n e−α∞n znΦn1 (yn) for
x ∈ Qn;
3) a∞n 6= 0 and α∞n = 0 =⇒ w∞(x) = a∞n (1 + c∞n )Φn1 (yn) for x ∈ Qn.
The function v̂∞ is a solution of the problem
(∇v̂∞,∇ψ)Ω − µ∞(v̂∞, ψ)Ω = ([∆, χ1]w∞, ψ)Ω ∀ψ ∈ C∞0 (Ω)
and, therefore, v∞ = v̂∞+χ1w
∞ becomes a bounded solution of the problem
(1.2) with the λ = µ∞. Taking into account formula (2.25) together with
relation (2.29) and using that XR = 1 on Ω(R) for R > 2, we obtain
‖v∞;L2(Ω(2))‖ = ‖v̂∞ + χ1w∞;L2(Ω(2))‖ =
= lim
Rk→+∞
‖v̂Rk + χ1wRk ;L2(Ω(2))‖ = lim
Rk→+∞
‖vRk ;L2(Ω(2))‖ = 1 .
Thus, v∞ 6= 0.
If µ∞ < λ†, then µ
∞ becomes (κ + 1)-th eigenvalue of the problem (1.2)
that contradicts our assumptions. If µ∞ = λ† we obtain the desired result.
Now we are in position to formulate the obtained assertion.
Proposition 2.6. If µR = µRκ+1 < λ† for all R ≥ 0, then there exists
threshold resonance in the problem (1.2).
Propositions 2.2 and 2.6 readily lead to Theorem 2.1.
2.4 A sufficient condition for the absence of trapped
modes
Let us assume that
λ† = Λ
1
1 = Λ
2
1 = . . . = Λ
n
1 < Λ
n+1
1 ≤ . . . ≤ ΛN1 . (2.31)
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A characteristic feature of a trapped mode u ∈ H10 (Ω) looks as follows:∫
ωn
u(yn, 0)Φ
n
1 (yn)dyn = 0, n = 1, . . . ,n. (2.32)
These equalities are supported by the orthogonality conditions in (1.5) and
the absence of the term CnΦ
n
1 (yn) in the Fourier series of the decaying solution
u in the outlet Qn.
Let us consider the spectral problem: to find an eigenpair {µ, v0} ∈
R×H10(Ω(0),Γ(0))⊥ such that
(∇v0,∇ψ)Ω(0) = µ(v0, ψ) ∀ψ ∈ H10 (Ω(0),Γ(0))⊥. (2.33)
Here, H10 (Ω(0),Γ(0))⊥ is a subspace of functions in H
1(Ω(0)) which vanish
at the surface Γ(0) = ∂Ω(0) ∩ ∂Ω and enjoy the orthogonality conditions
(2.32). The differential formulation of this problem involves the equations
(2.32) and
−∆v0(x) = µv0(x), x ∈ Ω(0), v0(x) = 0, x ∈ Γ(0),
∂νv
0(x) = 0, x ∈ γn(0), n = n+ 1, . . . , N,
∂νv
0(x) = CnΦ
n
1 (yn), x ∈ γn(0), n = 1, . . . ,n,
where the constants C1, . . . , Cn are unfixed.
Theorem 2.7. Let u be a bounded solution of the problem (1.2) at the
threshold λ = λ†. If the first eigenvalue of the problem (2.33) enjoys the
relation µ1 > λ†, then u does not decay at infinity and, therefore, is nothing
but a non-trivial stabilizing solution.
Proof. By the theorem on unique continuation, u cannot vanish everywhere
in Ω(0) and, hence, the Friedrichs inequality serving for the problem (2.33)
gives us the formula
‖∇u;L2(Ω(0)))‖2 ≥ µ1‖u;L2(Ω(0))‖2 > λ†‖u;L2(Ω(0))‖2.
Taking (2.5) with R = 0 into account, we come across a contradiction with
the integral identity (1.3) where ψ = u. 
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a)
b)
c)
Figure 2.1: T-, Y- and X-shaped waveguides
2.5 Remarks on some known examples
The papers [19] and [20] deal with the symmetric T- and Y-shaped planar
quantum waveguides where multiplicity of the discrete spectrum is 1 while
the second eigenvalue of the problem (2.1) in the smallest node Ω(0), the
unit square  and the equilateral triangle △ (shaded in Fig. 3, a and b),
respectively, is strictly bigger than λ† = pi
2. In this way, the simplest (κ = 1)
version of Proposition 2.2 applies.
Considering the cruciform waveguide composed from unit circular cylin-
ders, perpendicular to each other, the paper [2] demonstrate that κ = 1 and
the eigenvalue λR2 of the problem (2.1) with a big R satisfies the inequality
λR2 > λ†, cf. Proposition 2.2. However, for the planar cruciform waveguide
made from two perpendicular unit strips, the Neumann problem in the square
 (shaded in Fig. 3, c) has the eigenvalues λ01 = 0, λ
0
2 = λ
0
3 = pi
2 = λ†. In
[21, §4] and [23, §3] certain symmetrization tricks were proposed to reject the
threshold resonance. At the same time, Proposition 2.5 shows that λR2 > pi
2
when R > R2 > 0.
3 An existence criterion
3.1 The Steklov-Poincare operator
To turn the problem (1.2) with the threshold spectral parameter λ = λ† in
the infinite domain Ω into a problem posed in a finite domain, the Steklov–
Poincare1 operator, cf. [11, 26], is often used. It is expressed through solu-
1It is also called the Dirichlet-to-Neumann mapping due to its performance.
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tions of the Dirichlet problem in the semi-infinite cylinder
−∆Un = λ†Un in Qn, Un = 0 on Γn := ∂Qn ∩ ∂Ω, (3.1)
Un(y, 0) = F n(y) for y ∈ ωn.
Traditionally, this operator acts as follows: F n 7→ ∂zUn
∣∣
z=0
.
The Fourier method provides an explicit solution of (3.1) so that the
operator takes form
∞∑
p=1
anpΦ
n
p = F
n 7→ T nF n = −
∞∑
p=1
κnpa
n
pΦ
n
p , (3.2)
where κnp = (Λ
n
p − λ†)1/2 > 0 for Λnp > λ† but κn1 = −i for n = 1, . . . ,n, i.e.,
in the case Λn1 = λ† (see [16, §2] for the latter).
If n = n+1, . . . , N and λ† stays below the continuous spectrum [Λ
n
1 ,+∞)
of the problem in Qn, and
(T nF n)(y) = ∂zU
n(y, 0), (3.3)
where Un ∈ H1(Qn), is the unique solution of (3.1) with the finite Dirichlet
integral. In the case n = 1, . . . ,n formula (3.3) is still valid but Un is a
solution to the problem (3.1) with proper threshold radiation conditions, see
Remark 3.2.
The Fourier method shows that the mapping T n : H10 (ωn) → L2(ωn) is
continuous. At the same time,
(T nF n, Gn)ωn = −
∞∑
p=1
κnpa
n
pb
n
p , (3.4)
where {anp} and {bnp} are the Fourier coefficients of F n and Gn, respectively.
For n = n+1, . . . , N , the relation (3.4) recognizes T n as a negative operator
in the Hilbert space H
1/2
00 (ωn), see [14, §1.11], with the norm
‖Ψ;H1/200 (ωn)‖ = (‖Ψ;H1/2(ωn)‖2 + ‖ρ−1/2Ψ;L2(ωn)‖2)1/2, (3.5)
where ρ = dist(y, ∂ωn) and H
1/2(ωn) is the standard Sobolev-Slobodetskii
space. Notice that the last weighted norm in (3.5) originates in the Dirichlet
condition on ∂ωn for the eigenfunctions Φ
n
p . The operator T
n with n =
16
1, . . . ,n gets a skew-symmetric component on the one-dimensional subspace
Ln spanned over the first eigenfunction Φn1 of the problem (1.4).
Eventually, in the case of the source term f ∈ L2(Ω) with supp f ⊂ Ω(0)
a solution of the problem
−∆u0 − λ†u0 = f in Ω(0), u0 = 0 on Γ(0), (3.6)
∂zu
0 = T nu0 on ωn(0), n = 1, . . . , N.
is nothing but the restriction on Ω(0) of a solution of the problem
−∆u− λ†u = f in Ω, u = 0 on ∂Ω (3.7)
with the threshold radiation conditions (3.22).
3.2 Symmetrization of the Steklov-Poicare operator
As was mentioned above, the problem (3.6) inherits all properties of the
problem (3.7), in particular, it becomes uniquely solvable if and only if the
same property is attributed to (3.7). However, a convenient application of the
reduced problem in Ω(0) needs its unique solvability which is clearly absent
in the presence of the threshold resonance. In this way, it was proposed in
[16] to introduce the positive definite symmetric operator
F n 7→MnF n =
∞∑
p=1
|κnp |anpΦnp (3.8)
and consider the auxiliary problem
−∆w − λ†w = 0 in Ω(0), w = 0 on Γ(0), (3.9)
∂zw − iMnw = gn on ωn(0), n = 1, . . . , N.
The weak formulation of this problem reads: to find w ∈ H00, see Section 2.2,
such that
(∇w,∇v)Ω(0) − λ†(w, v)Ω(0) − i〈Mw, v〉 = 〈g, v〉 ∀v ∈ H00. (3.10)
Here, M = diag{M1,M2, . . . ,MN}, g = (g1, g2, . . . , gN) and 〈 , 〉 is the ex-
tension of the scalar product in L := L2(ω1(0))⊕ . . .⊕ L2(ωn(0)) up to the
duality between the space
H = H
1/2
00 (ω1(0))⊕ . . .⊕H1/200 (ωN(0))
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and its adjoint H∗ := H
−1/2
00 (ω1(0))⊕ . . .⊕H−1/200 (ωN(0)).
As was proved in [16, Lemma 2.2] and can be easily verified on the basis
of the theorem on unique continuation, in view of the presence of the skew-
symmetric sesquilinear form i〈Mw, v〉 the problem (3.10) with any g ∈ H∗
has a unique solution w ∈ H00 and the following estimate is valid:
‖w;H00‖ ≤ c‖g;H∗‖. (3.11)
3.3 The fictitious scattering operator.
Following [16], we introduce an artificial object, a unitary operator S in L
which can be directly constructed through solutions of the uniquely solvable
problem (3.9) and becomes an identificator of all bounded solutions at the
threshold, see Theorem 3.5.
Let M1/2 be the positive square root of the positive self-adjoint operator
M in (3.8). For any ψ ∈ L, we denote by w(ψ) ∈ H00 the (unique) solution
of the problem (3.10) with the specific right-hand side
g = −21/2iM1/2ψ ∈ H∗ (3.12)
and set
Sψ = iψ − 21/2iM1/2w(ψ)|ω(0) ∈ L , (3.13)
where ω(0) = ω1(0) × . . . × ωN(0). In view of the estimate (3.11) and the
properties of the operator M we see that (3.13) is a continuous operator in
L. Moreover, in [16, Theorem 2.1] it is verified that, owing to the special
choice (3.12) of the right-hand side in (3.9), S is a unitary operator in L.
3.4 The criterion for trapped modes
Let L0 be the subspace
{ψ ∈ L : ψ|ωn(0) = cnΦn1 , n = 1, . . . ,n, cn ∈ C, (3.14)
ψ|ωn(0) = 0, n = n+ 1, . . . , N}
and let L⊥ = L⊖ L0 be the orthogonal complement of (3.14). Denoting the
orthogonal projectors on L0 and L⊥ by P0 and P⊥, respectively, we define
the operator
S⊥ = P⊥SP⊥ : L⊥ → L⊥. (3.15)
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In [16, Theorem 3.1] it is verified that the mapping
Dtr ∋ u 7→ ψ = 2−1/2(1 + i)M1/2u|ω(0) ∈ ker(S⊥ − Id⊥)
is a bijection whereDtr is the subspace of trapped modes in the problem (1.2)
at the threshold λ = λ† and ker(S⊥ − Id⊥) is the eigenspace of the operator
(3.15) for its eigenvalue 1. This fact readily establishes the existence criterion
for trapped modes.
Proposition 3.1. There holds
dimDtr = dimker(S⊥ − Id⊥), (3.16)
i.e. a trapped mode exists if and only if the operator (3.15) has the eigen-
value 1.
It should be mentioned that
ψ ∈ ker(S⊥ − Id⊥) ⇒ ‖ψ;L‖2 = ‖Sψ;L‖2 = ‖P⊥Sψ;L‖2+
+‖P0Sψ;L‖2 = ‖ψ;L‖2 + ‖PSψ;L‖2 ⇒ PSψ = 0. (3.17)
In other words, ψ ∈ ker(S⊥− Id⊥) is an eigenfunction of the intact fictitious
scattering operator S corresponding to the eigenvalue 1.
3.5 Threshold radiation conditions and the threshold
scattering matrix
At the threshold λ† the standing Φ
n
1 (yn) and resonance ynΦ
n
1 (yn) waves occur
in the outlets Qn, n = 1, . . . ,n. These waves cannot be classified by classical
Sommerfeld radiation principle because of their null wave number. In order
to define a unitary and symmetric scattering matrix at the threshold, we
follow [22, Ch.5, §3], and introduce the couples of linear in zn waves
winn (x) = χ(zn)2
−1/2(zn + i)Φ
n
1 (yn), w
out
n (x) = χ(zn)2
−1/2(zn − i)Φn1 (yn)
(3.18)
where the superscripts mean “incoming” and “outgoing”. The linear combi-
nations (3.18) of the resonance and standing waves emerging at the threshold
possess the remarkable properties:
winn (x) = w
out
n (x) (3.19)
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and
qn(w
in
n , w
in
n ) = −i, qn(woutn , woutn ) = i,
qj(w
in
n , w
out
n ) = −qn(woutn , winn ) = 0
(3.20)
with the sesquilinear and anti-Hermitian form
qn(u, v) =
∫
ωn
(
v(x)∂znu(x)− u(x)∂znv(x)
)∣∣
zn=R
dyn (3.21)
which appears as a surface integral in the Green formula on the truncated
waveguide (1.1) and, therefore, is independent of R > 1 for waves (3.18) and
their linear combinations.
Remark 3.2. The threshold radiation condition for the problem (3.6) reads
u−
n∑
n=1
cnw
out
n ∈ H1(Ω) (3.22)
where n is defined in (2.31), woutn is the outgoing wave in (3.18) and c1, . . . , cn
are some coefficients. Conditions of type (3.22) have been introduced in [22,
Ch. 5], as well as their straight-forward modifications for the threshold inside
the continuous spectrum (the eigenvalues Λnp of the model problem (1.4) with
p ≥ 2). The corresponding problems always inherit all important properties
of the problems outside the thresholds.
As was demonstrated in [22, §3 Ch.5] and, e.g., [17], the relation (3.20)
and (3.19) are sufficient to guarantee the existence of the special solutions
Zn(x) = w
in
n (x) +
n∑
k=1
sknw
out
k (x) + Z˜n(x) (3.23)
to the problem (1.2) with λ = λ† as well as the unitary and symmetry prop-
erties of the threshold scattering matrix s composed of the coefficients skn,
k, n = 1, . . . ,n, in (3.23). Note that Zn(x) decays in the outlets Qn+1, . . . , QN
only but the reminder Z˜n does in all outlets.
Remark 3.3. The form (3.21) induces an indefinite metrics in the 2n-
dimensional subspace W of polynomial waves, and, of course, the above-
mentioned basis in W is not unique. For example, the waves
winn (x) = χ(zn)2
−1/2eiψ(1− izn)Φn1 (yn),
woutn (x) = χ(zn)2
−1/2e−iψ(1 + izn)Φ
n
1 (yn)
(3.24)
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with ψ ∈ R verify the same relations (3.19) and (3.20) as waves (3.18). The
threshold scattering matrix s initiated by incoming waves in (3.24) is equal to
e2iψs. This observation will allow us to formulate in Theorem 3.4 the common
criterion for the existence of trapped modes and stabilizing solutions.
3.6 The criterion for the existence of stabilizing solu-
tions.
The following assertion can be found in the paper [19] but its proof is very
simple and we reproduce it here for reader’s convenience. We also mention
that other arguments in [15] and [10] had let to similar assertions expressed
in different terms.
Proposition 3.4. Dimension of the subspace Dst of stabilizing solutions
coincides with multiplicity of the eigenvalue −1 of the threshold scattering
matrix s, i.e. dimDst = dimker(s+Id0), where Id0 is the unit matrix of size
n× n. If sc + c = 0 for a column c ∈ Cn \ {0}, then a nontrivial stabilizing
solution is given by the linear combination
Z = c1Z1 + . . .+ cnZn . (3.25)
Proof. The function (3.25) admits the decomposition
Z(x) =
n∑
n=1
(
cnw
in
n (x) +
n∑
k=1
cksknw
out
n (x)
)
+ Z˜(x) =
n∑
n=1
cn(w
in
n (x)− woutn (x)) + Z˜(x) = −
√
2i
n∑
n=1
cnχn(zn)Φ
n
1 (yn) + Z˜(x) .
(3.26)
Here, we used the equality sc + c = 0 ∈ Cn and formulas (3.18) to observe
that Z is bounded and does not decay at infinity. Reading the chain (3.26)
from right to left proves the equalities cn = −
∑
ckskn, n = 1, . . . ,n, and
concludes with the whole assertion. 
In other words, the threshold scattering matrix contain the complete in-
formation on stabilizing solutions of the problem (1.2) with λ = λ†.
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3.7 The fictitious scattering operator and stabilizing
solutions
The function −iZn, see (3.23), satisfies the problem (3.9) with the right-hand
side
gn = −i∂zZn −MnZn on ωn, n = 1, . . . ,n.
Since M1/2P0 = P0M
1/2 = P0 according to definitions (3.8) and (3.2), we
take (3.23) into account and obtain
P0g
n = −21/2ienΦn1 where en = (δ1,n, δ2,n, . . . , δN,n). (3.27)
Comparing (3.27) with (3.12) and recalling (3.14) yield
P0SP0ψ = iψ − 21/2M1/2P0Z|ω(0) = iψ − 21/2(i2−1/2ψ − i2−1/2sψ) = isψ
where Z is the linear combination (3.25) and
ψ = (c1Φ
1
1, . . . , cnΦ
n
1 , 0, . . . , 0), sψ =
n∑
k=1
ck(s1kΦ
1
1, . . . , snkΦ
n
1 , 0, . . . , 0).
In other words, the operator
S0 = P0SP0 : L0 → L0 (3.28)
realizes as the unitary matrix is that allows us to reformulate the criterion
in Proposition 3.3 in terms of the operator (3.28), namely
dimDst = dimker(S0 + i Id0). (3.29)
Repeating the calculations (3.17) we see that P⊥Sψ = 0 in the case
ψ ∈ ker(S0+i Id0) and, therefore, ψ ∈ ker(S+i Id). Thus, formulas (3.16) and
(3.29) lead to the following criterion for the existence of bounded solutions
of the problem (1.2) with λ = λ†, that is, for the threshold resonance.
Theorem 3.5. The subspace Dbd = Dtr ∪Dst of bounded solutions verifies
the relation
dimDbd = dim ker(Ŝ− Id),
where Id is the identify operator in L and
Ŝ = (P⊥ + 2
−1/2(1− i)P0)S(P⊥ + 2−1/2(1− i)P0). (3.30)
We emphasize that operator (3.30) is still unitary.
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