We introduce a Bayesian approach to conduct inferential analyses on dyadic data while accounting for interdependencies between observations through a set of additive and multiplicative effects (AME). The AME model is built on a generalized linear modeling framework and is thus flexible enough to be applied to a variety of contexts. We contrast the AME model to two prominent approaches in the literature: the latent space model (LSM) and the exponential random graph model (ERGM). Relative to these approaches, we show that the AME approach is a) to be easy to implement; b) interpretable in a general linear model framework; c) computationally straightforward; d) not prone to degeneracy; e) captures st, nd, and rd order network dependencies; and f) notably outperforms ERGMs and LSMs on a variety of metrics and in an out-ofsample context. In summary, AME offers a straightforward way to undertake nuanced, principled inferential network analysis for a wide range of social science questions.
Adjacency matrix representation of data in Table . Senders are represented by the rows and receivers by the columns.
When modeling these types of data, scholars typically employ a generalized linear model (GLM) estimated via maximum-likelihood. The stochastic component of this model reflects our assumptions about the probability distribution from which the data are generated: y ij ∼ P (Y |θ ij ), with a probability density or mass function such as the normal, binomial, or Poisson, and we assume that each dyad in the sample is independently drawn from that particular distribution, given θ ij . The systematic component characterizes the model for the parameters of that distribution and describes how θ ij varies as a function of a set of nodal and dyadic covariates, X ij : θ ij = β T X ij . The key assumption we make when applying this modeling technique is that given X ij and the Amen for LFM July , parameters of our distribution, each of the dyadic observations is conditionally independent. Specifically, we construct the joint density function over all dyads using the observations from Table as an example. P (y ij , y ik , . . . , y lk |θ ij , θ ik , . . . , θ lk ) = P (y ij |θ ij ) × P (y ik |θ ik ) × . . . × P (y lk |θ lk )
We next convert the joint probability into a likelihood: L(θ|Y) = n×(n−1) α=1 P (y α |θ α ).
The likelihood as defined above is only valid if we are able to make the assumption that, for example, y ij is independent of y ji and y ik given the set of covariates we specified. Assuming that the dyad y ij is conditionally independent of the dyad y ji asserts that there is no level of reciprocity in a dataset, an assumption that in many cases would seem quite untenable. A harder problem to handle is the assumption that y ij is conditionally independent of y ik , the difficulty here follows from the possibility that i's relationship with k is dependent on how i relates to j and how j relates to k, or more simply put the "enemy of my enemy [may be] my friend". Accordingly, inferences drawn from misspecified models that ignore potential interdependencies between dyadic observations are likely to have a number of issues including biased estimates of the effect of independent variables, uncalibrated confidence intervals, and poor predictive performance.
The difficulties of applying the GLM framework to data that have structural interdependencies between observations is a problem that has long been recognized. Beck and Katz ( ), for example, detail the issues with pooling observations in time-series cross-section datasets. ( ) µ here provides a baseline measure of the density mean of a network, and e ij represents residual variation. The residual variation decomposes into parts: a row/sender effect (a i ), a column/receiver effect (b j ), and a within-dyad effect ( ij ). The row and column effects are modeled jointly to account for correlation in how active an actor is in sending and receiving ties. Heterogeneity in the row and column means is captured by σ 2 a and σ 2 b , respectively, and σ ab describes the linear relationship between these two effects (i.e., whether actors who send a lot of ties also receive a lot of ties). Beyond these first-order dependencies, second-order dependencies are described by σ 2 and a within dyad correlation, or reciprocity, parameter ρ.
We incorporate the covariance structure described in Equation into the systematic Amen for LFM July , component of a GLM framework: β X ij + a i + b j + ij , where β X ij accommodates the inclusion of dyadic, sender, and receiver covariates. This approach incorporates row, column, and within-dyad dependence in way that is widely used and understood by applied researchers: a regression framework and additive random effects to accommodate variances and covariances often seen in relational data. Furthermore, this handles a diversity of outcome distributions.
Multiplicative Part of AME
Missing from the additive effects portion of the model is an accounting of thirdorder dependence patterns that can arise in relational data. A third-order dependency is defined as the dependency between triads, not dyads. The ubiquity of third-order effects in relational datasets can arise from the presence of some set of shared attributes between nodes that affects their probability of interacting with one another.
For example, finding common in the political economy literature is that democracies are more likely to form trade agreements with one another, and the shared attribute here is a country's political system. A binary network where actors tend to form ties with others based on some set of shared characteristics often leads to a network graph with a high number of "transitive triads" in which sets of actors {i, j, k} are each linked to one another. The left-most plot in Figure provides a representation of a network that exhibits this type of pattern. The relevant implication of this when it comes to conducting statistical inference is that-unless we are able to specify the list of exogenous variable that may explain this prevalence of triads-the probability of j and k forming a tie is not independent of the ties that already exist between those actors and i.
Another reason why we may see the emergence of third-order effects is the "sociology" explanation:
that individuals want to close triads because this is putatively a more stable or preferable social situation
Figure :
Graph on the left is a representation of an undirected network that exhibits a high degree of homophily (linkages forming because of shared attributes), while on the right we show an undirected network that exhibits stochastic equivalence. Another third-order dependence pattern that cannot be accounted for in the additive effects framework is stochastic equivalence. A pair of actors ij are stochastically equivalent if the probability of i relating to, and being related to, by every other actor is the same as the probability for j. This refers to the idea that there will be groups of nodes in a network with similar relational patterns. The occurrence of a dependence pattern such as this is not uncommon in the social science applications. Recent work estimates a stochastic equivalence structure to explain the formation of preferential trade agreements (PTAs) between countries Manger, Pickup and Snijders ( ).
Specifically, they suggest that PTA formation is related to differences in per capita income levels between countries. Countries falling into high, middle, and low income per capita levels will have patterns of PTA formation that are determined by the groups into which they fall. Such a structure is represented in the right-most panel of Figure , here the lightly shaded group of nodes at the top can represent high-income countries, nodes on the bottom-left middle-income, and the darkest shade of nodes low-income countries. The behavior of actors in a network can at times be governed by group level (Wasserman and Faust ).
July , dynamics, and failing to account for such dynamics leaves potentially important parts of the data generating process ignored.
We account for third order dependence patterns using a latent variable framework, and our goal in doing so is twofold: ) be able to adequately represent third order dependence patterns, ) improve our ability to conduct inference on exogenous covariates. Latent variable models assume that relationships between nodes are mediated by a small number (K) of node-specific unobserved latent variables. We contrast the approach that we utilize within AME, the latent factor model (LFM), to the latent space model, which is among the most widely used in the networks literature. For the sake of exposition, we consider the case where relations are symmetric to describe the differences between these approaches. These approaches can be incorporated into the framework that we have been constructing through the inclusion of an additional term, α(µ i , µ j ), that captures latent third order characteristics of a network. General definitions for how α(u i , u j ) are defined for these latent variable models are shown in
Equations :
An alternative approach with a similar latent variable formulation is known as the stochastic block model (Nowicki and Snijders, ), however, this approach is typically only used to model community structure in networks and not used to conduct inference on exogenous covariates.
Amen for LFM July , Latent space model
In the LSM approach, each node i has some unknown latent position in K dimensional space, u i ∈ R K , and the probability of a tie between a pair ij is a function of the negative Euclidean distance between them: −|u i − u j |. Because latent distances for a triple of actors obey the triangle inequality, this formulation models the tendencies toward homophily commonly found in social networks. This approach is implemented in the latentnet which is part of the statnet R package Krivitsky and Handcock ( ). However, this approach also comes with an important shortcoming: it confounds stochastic equivalence and homophily. Consider two nodes i and j that are proximate to one another in K dimensional Euclidean space, this suggests not only that |u i −u j | is small but also that |u i −u l | ≈ |u j −u l |, the result being that nodes i and j will by construction assumed to possess the same relational patterns with other actors such as l (i.e., that they are stochastically equivalent). Thus LSMs confound strong ties with stochastic equivalence. This approach cannot adequately model data with many ties between nodes that have different network roles. This is problematic as real-world networks exhibit varying degrees of stochastic equivalence and homophily. In these situations, using the LSM would end up representing only a part of the network strucAmen for LFM July , ture.
In the latent factor model, each actor has an unobserved vector of characteristics, u i = {u i,1 , . . . , u i,K }, which describe their behavior as an actor in the network. The probability of a tie from i to j depends on the extent to which u i and u j are "similar" (i.e., point in the same direction) and on whether the entries of Λ are greater or less than zero. More specifically, the similarity in the latent factors, u i ≈ u j , corresponds to how stochastically equivalent a pair of actors are and the eigenvalue determines whether the network exhibits positive or negative homophily. For example, say that we estimate a rank-one latent factor model (i.e., K = 1), in this case u i is represented by a scalar u i,1 , similarly, u j = u j,1 , and Λ will have just one diagonal element λ. The average effect this will have on y ij is simply λ × u i × u j , where a positive value of λ > 0 indicates homophily and λ < 0 heterophily. This approach can represent both varying degrees of homophily and stochastic equivalence.
In addition to summarizing dependence patterns in networks, scholars are often concerned with accounting for interdependencies so that they can better estimate the effects of exogenous covariates. Both the latent space and factor models attempt to do this as they are "conditional independence models" -in that they assume that ties are conditionally independent given all of the observed predictors and unknown nodespecific parameters: p(Y |X, U ) = i<j p(y i,j |x i,j , u i , u j ). Typical parametric models of this form relate y i,j to (x i,j , u i , u j ) via a link function:
In the directed version of this approach, we use the singular value decomposition, here actors in the network have a vector of latent characteristics to describe their behavior as a sender, denoted by u, and as a receiver, v: u i , v j ∈ R K . This can alter the probability of an interaction between ij additively:
Amen for LFM July ,
However, the structure of α(u i , u j ) can result in very different interpretations for any estimates of the regression coefficients β. For example, suppose the latent effects {u 1 , . . . , u n } are near zero on average (if not, their mean can be absorbed into an intercept parameter and row and column additive effects). Under the LFM, the average value of α(u i , u j ) = u i Λu j will be near zero and so we have
The implication of this is that the values of β can be interpreted as yielding the "average" value of η i,j . On the other hand, under the LSM
In this case, β x does not represent an "average" value of the predictor η i,j , it represents a maximal value as if all actors were zero distance from each other in the latent social space. For example, consider the simplest case of a normally distributed network outcome with an identity link:
Under the LSM,ȳ ≈ β x − |u i − u j | < β x, and so we no longer can interpret β as representing the linear relationship between y and x. Instead, it may be thought of as describing some sort of average hypothetical "maximal" relationship between y i,j and
Thus the LFM provides two important benefits. First, we are able to capture a wider assortment of dependence patterns that arise in relational data, and, second, parameter interpretation is more straightforward. The AME approach considers the regression model shown in Equation :
Using this framework, we are able to model the dyadic observations as conditionally independent given θ, where θ depends on the the unobserved random effects, e.
e is then modeled to account for the potential first, second, and third-order dependencies that we have discussed. As described in Equation , a i + b j + ij , are the additive random effects in this framework and account for sender, receiver, and within-dyad Amen for LFM July , dependence. The multiplicative effects, u i Dv j , are used to capture higher-order dependence patterns that are left over in θ after accounting for any known covariate information.
ERGMs
An alternative approach to accounting for third-order dependence patterns are ERGMs. Whereas AME seeks to estimate interdependencies in a network through a set of latent variables, ERGM approaches are useful when researchers are interested in the role that a specific network statistic(s) has in giving rise to an observed network.
These network statistics could include the number of transitive triads in a network, balanced triads, reciprocal pairs and so on. In the ERGM framework, a set of statistics, S(Y), define a model. Given the chosen set of statistics, the probability of observing a particular network dataset Y can be expressed as:
, y ∈ Y ( ) β represents a vector of model coefficients for the specified network statistics, Y denotes the set of all obtainable networks, and the denominator is used as a normalizing factor (Hunter et al., ) . This approach provides a way to state that the probability of observing a given network depends on the patterns that it exhibits, which are operationalized in the list of network statistics specified by the researcher. ERGM, it says nothing about the complexity of the sufficient statistics (S(y)) required to do so. Failure to properly account for higher-order dependence structures through an appropriate specification can at best lead to model degeneracy, which provides an obvious indication that the specification needs to be altered, and at worst deliver a result that converges but does not appropriately capture the interdependencies in the network. The consequence of the latter case is a set of inferences that will continue to be biased as a result of unmeasured heterogeneity, thus defeating the major motivation for pursuing an inferential network model in the first place.
In the following section we undertake a comparison of the latent distance model, ERGM, and the AME model using an application presented in Cranmer et al.
( ). In
For example, most of the probability may be placed on empty graphs, no edges between nodes, or nearly complete graphs, almost every node is connected by an edge. The reason we use the same dataset is because of the model specification issue that arises when using ERGMs. As Cranmer et al. ( , p. ) note, when using ERGMs scholars must model third-order effects and "must also specify them in a complete and correct manner" or the model will be misspecified.
Thus to avoid providing an incorrect specification when comparing ERGM with the AME we use the July , doing so, we are able to compare and contrast these various approaches.
Empirical Comparison
We utilize a cross-sectional network measuring whether an actor indicated that they collaborated with each other during the policy design of the Swiss CO 2 act (Ingold ).
This is a directed relational matrix as an actor i can indicate that they collaborated with j but j may not have stated that they collaborated with i. The LSM we fit on this network includes a two-dimensional Euclidean distance metric. The ERGM specification for this network includes the same exogenous variables as LSM, but also includes a number of endogenous characteristics of the network. The AME model we fit includes the same exogenous covariates and accounts for nodal and specification that they constructed. We do not review the specification in detail here, instead we just provide a summary of the variables to be included and the theoretical expectations of their effects in the Appendix.
July , dyadic heterogeneity using the SRM. Third-order effects are represented by the latent factor model with K = 2. Last, we also include a logistic model as that is still the standard in most of the field. Parameter estimates for these three approaches are shown in Table . The first point to note is that, in general, the parameter estimates returned by the AME while similar to those of ERGM are quite different from the LSM. For example, while the LSM returns a result for the Opposition/alliance variable that diverges from ERGM, the AME returns a result that is similar to Ingold & Fischer. Similar discrepancies appear for other parameters such as Influence attribution and Alter's influence degree. Each of these discrepancies are eliminated when using AME. As described previously, this is because the LSM approach complicates the interpretation of the effects of exogenous variables due to the construction of the latent variable term.
Convergence diagnostics for AME are provided in the Appendix.
In the Appendix, we show that these differences persist even when incorporating sender and receiver random effects into the LSM. There are also a few differences between the parameter estimates that result from the ERGM and AME. Using the AME we find evidence that Preference dissimilarity is associated with a reduced probability of collaboration between a pair of actors, which is in line with the theoretical expectations of Ingold & Fischer. Additionally, the AME results differ from ERGM for the nodal effects related to whether a receiver of a collaboration is a government actor, Alter=Government actor, and whether the sender is an environmental NGO, Ego=Environmental NGO.
Tie Formation Prediction
To test which model more accurately captures the data generating process for this network, we utilize a cross-validation procedure to assess the out-of-sample performance for each of the models presented in Table . Our cross-validation approach proceeds as follows:
• Randomly divide the n × (n − 1) data points into S sets of roughly equal size, letting s ij be the set to which pair {ij} is assigned.
• For each s ∈ {1, . . . , S}:
-Obtain estimates of the model parameters conditional on {y ij : s ij = s}, the data on pairs not in set s.
-For pairs {kl} in set s, letŷ kl = E[y kl |{y ij : s ij = s}], the predicted value of y kl obtained using data not in set s.
The procedure summarized in the steps above generates a sociomatrix of out-ofsample predictions of the observed data. Each entryŷ ij is a predicted value obtained from using a subset of the data that does not include y ij . In this application we set S See the Appendix for details. of visualization emphasizes that the AME and ERGM models perform better than the alternatives.
The last diagnostic we highlight to assess predictive performance are precisionrecall (PR) curves. In both ROC and PR space we utilize the TPR, also referred to as recall-though in the former it is plotted on the y-axis and the latter the x-axis. The
Such a low number of observations were excluded in every sample (denoted a fold) because excluding any more observations would cause the ERGM specification to result in a degenerate model that empirically can not be fit. This is an example of the computational difficulties associated with ERGMs.
Figure :
Assessments of out-of-sample predictive performance using ROC curves, separation plots, and PR curves. AUC statistics are also provided. is more interesting than simply predicting non-events (Davis and Goadrich ). This is especially relevant in the context of studying many relational datasets in political science such as conflict, because events in such data are extremely sparse and it is relatively easy to correctly predict non-events.
LSM
In the case of our application dataset, the vast majority of dyads, %, do not have a network linkage, which points to the relevance of assessing performance using the PR curves as we do in the right-most plot of Figure . We can see that the relative-ordering of the models remains similar but the differences in how well they perform become much more stark. Here we find that the AME approach performs notably better in Amen for LFM July , actually predicting network linkages than each of the alternatives. Area under the curve (AUC) statistics are provided in Figure and these also highlight AME's superior out-ofsample performance.
Capturing Network Attributes
We also assess which of these models best captures the network features of the dependent variable. To do this, we compare the observed network with a set of networks simulated from the estimated models. We simulate , networks from the three models and compare how well they align with the observed network in terms of four network statistics: ( ) the empirical standard deviation of the row means (i.e., heterogeneity of nodes in terms of the ties they send); ( ) the empirical standard deviation of the column means (i.e., heterogeneity of nodes in terms of the ties they receive); ( ) the empirical within-dyad correlation (i.e., measure of reciprocity in the network); and ( ) a normalized measure of triadic dependence. A comparison of the LSM, ERGM, and AME models among these four statistics is shown in Figure . We also test AME against the multiple regression quadratic assignment procedure (MRQAP). This approach also perform notably worse than AME in terms of predicting tie formation. Results are available upon request. We restrict our focus to the three approaches-LSM, ERGM, and AME-that explicitly seek to model network interdependencies.
In the Appendix, we compare the ability of these models to capture network attribute across a wider array of statistics (e.g., dyad-wise shared partners, incoming k-star, etc.), and the results are consistent with what we present below. 
AME ERGM LSM
Here it becomes quickly apparent that the LSM model fails to capture how active and popular actors are in the Swiss climate change mitigation network. The AME and ERGM specifications again both tend to do equally well. If when running this diagnostic, we found that the AME model did not adequately represent the observed network this would indicate that we might want to increase K to better account for network interdependencies. No changes to the model specification as described by the exogenous covariates a researcher has chosen would be necessary. If the ERGM results did not align with the diagnostic presented in Figure , then this would indicate that an incorrect set of endogenous dependencies have been specified.
Conclusion
The AME approach to estimation and inference in network data provides a number of benefits over extant alternatives in political science. Specifically, it provides a
Further even after incorporating random sender and receiver effects into the LSM framework this problem is not completely resolved, see the Appendix for details.
Amen for LFM July , modeling framework for dyadic data that is based on familiar statistical tools such as linear regression, GLM, random effects, and factor models. Further we have shown that alternatives such as the LSM complicate parameter interpretation due to the construction of the latent variable term. The benefit of AME is that its focus intersects with the interest of most IR scholars, which is primarily on the effects of exogenous covariates. For researchers in the social sciences this is of primary interest, as many studies that employ relational data still have conceptualizations that are monadic or dyadic in nature.
ERGMs are best suited for cases in which scholars are interested in studying the role that particular types of node-and dyad-based network configurations play in generating the network. Though valuable this is often orthogonal to the interest of most researchers who are focused on studying the affect of a particular exogenous variable, such as democracy, on a dyadic variable like conflict while simply accounting for network dependencies. Additionally, through the application dataset utilized herein we show that the AME approach outperforms both ERGM and LSM in out-of-sample prediction, and also is better able to capture network dependencies than the LSM.
More broadly, relational data structures are composed of actors that are part of a system. It is unlikely that this system can be viewed simply as a collection of isolated A number of related approaches have been developed that also stem from latent variable models:
Sewell and Chen ( ); Gollini and Murphy ( ); Durante, Dunson and Vogelstein ( ); Kao, Smith and Airoldi ( ). Each of these approaches differ in how they construct the latent variable term to account for third-order dependencies, but they each are based off of a similar framework as the model we present here. We hope that this paper motivates further interest in exploring the utility of latent variable models to studying networks in political science. Additionally, in most political science applications, we are interested in how actors behave towards each other over time. Accounting for repeated interaction within AME can be done by including timedependent regression terms such as lags of the dependent variable or simply time-varying regression July , actors or pairs of actors. The assumption that dependencies between observations occur can at the very least be examined. Failure to take into account interdependencies leads to biased parameter estimates and poor fitting models. By using standard diagnostics such as shown in Figure , one can easily assess whether an assumption of independence is reasonable. We stress this point because a common misunderstanding that seems to have emerged within the social science literature relying on dyadic data is that a network based approach is only necessary if one has theoretical explanations that extend beyond the dyadic. This is not at all the case and findings that continue to employ a dyadic design may misrepresent the effects of the very variables that they are interested in. The AME approach that we have detailed here provides a statistically familiar way for scholars to account for unobserved network structures in relational data.
parameters.
July ,
Additive and Multiplicative Effects Gibbs Sampler
To estimate, the effects of our exogenous variables and latent attributes we utilize a Bayesian probit model in which we sample from the posterior distribution of the full conditionals until convergence. Specifically, given observed data Y and X -where X is a design array that includes our sender, receiver, and dyadic covariates -we estimate our network of binary ties using a probit framework where: y ij,t = 1(θ ij,t > 0) and
The derivation of the full conditionals is described in detail in Hoff ( ) and Hoff ( ), thus here we only outline the Markov chain Monte Carlo (MCMC) algorithm for the AME model that we utilize in this paper.
• Given initial values of {β, a, b, U, V, Σ ab , ρ, and σ 2 }, the algorithm proceeds as follows: -update ρ using a Metropolis-Hastings step with proposal p * |p ∼ truncated
Subsequent to estimation, D matrix is absorbed into the calculation for V as we iterate through K.
Amen for LFM July , 
Ingold & Fischer Model Specification and Expected Effects

Endogenous dependencies: ERGM Specific Parameters
Mutuality Captures concept of reciprocity, if i indicates they collaborated with j then j likely collaborates with i. +
Outdegree popularity
Captures idea that actors sending more ties will be more popular targets themselves for collaboration. + Twopaths Counts the number of two-paths in the network, two-path is an instance where i is connected to j, j to k, but i is not connected to k. − GWIdegree ( . ) Takes into account how many ties a node sends in the network, used to capture network structures that result from some highly active nodes. +
GWESP ( . )
Counts the number of shared partners for each pair and sums across. + GWOdegree ( . ) Takes into account how many ties a node receives in the network, used to capture networks structures that result from some highly popular nodes. + Table A . : Summary of variables to be included in model specification.
AME Model Convergence
Trace plot for AME model presented in paper. Trace plot for AME model presented in paper. In this model, we utilize the SRM to account for first and second-order dependence. To account for third order dependencies we use the latent factor approach with K = 2.
Multiplicative Effects Visualization
When it comes to estimating higher-order effects, ERGM is able to provide explicit estimates of a variety of higher-order parameters, however, this comes with the caveat that these are the "right" set of endogenous dependencies. The AME approach, as shown in Equation of the manuscript, estimates network dependencies by examining patterns left over after taking into account the observed covariates. For the sake of space, we focus on examining the third-order dependencies left over after accounting for the observed covariates and network covariance structure modeled by the SRM. A visualization of remaining third-order dependencies is shown in Figure A . In Figure A , the directions ofû i 's andv i 's are noted in lighter and darker shades, respectively, of an actor's type. The size of actors is a function of the magnitude of the vectors, and dashed lines between actors indicate greater than expected levels of For example, actors from industry and business are assigned a color of blue and the direction ofû i for these actors is shown in light blue andv i in dark blue July , collaboration based on the regression term and additive effects. In the case of the application dataset that we are using here organization names have been anonymized and no additional covariate information is available. However, if we were to observe nodes sharing certain attributes clustering together in this circle plot that would mean such an attribute could be an important factor in helping us to understand collaborations among actors in this network. Given how actors of different types are distributed in almost a random fashion in this plot, we can at least be sure that it is unlikely other third-order patterns can be picked up by that factor.
Other Network Goodness of Fit Tests
Below we show a standard set of statistics upon which comparisons are usually conducted:
Variable Description
Dyad-wise shared partners Number of dyads in the network with exactly i shared partners.
Edge-wise shared partners Similar to above except this counts the number of dyads with the same number of edges.
Geodesic distances
The proportion of pairs of nodes whose shortest connecting path is of length k, for k = 1, 2, . . .. Also, pairs of nodes that are not connected are classified as k = ∞.
Incoming k-star Propensities for individuals to have connections with multiple network partners.
Indegree Proportion of nodes with the same value of the attribute as the receiving node.
Outdegree Proportion of nodes with the same value of the attribute as the sending node. We simulate , networks from the LSM, ERGM, and AME model and compare how well they align with the observed network in terms of the statistics described in Table A See Morris, Handcock and Hunter ( ) for details on each of these parameters. If one was to examine goodness of fit in the ergm package these parameters would be calculated by default. Calculation for the incoming k-star statistic is not currently supported by the latentnet package.
July ,
Comparison with other AME Parameterizations
Here we provide a comparison of the AME model we present in the paper that uses K = 2 for multiplicative effects and show how results change when we use K = {1, 3, 4}. Trace plots for K = {1, 3, 4} are available upon request. AME (k= ) AME (k= ) AME (k= ) AME (k= )
Intercept/Edges -.
-.
- Amen for LFM July , AME (k=1) AME (k=4) AME (k=2) AME ( AME (k=1) AME (k=2) AME (k=3) AME (k=4)
Figure A : Network goodness of fit summary using amen.
Comparison of amen & latentnet R Packages
Here we provide a comparison of the AME model we present in the paper with a variety of parameterizations from the latentnet package. Recall (True Positive Rate)
Precision
Figure A : Assessments of out-of-sample predictive performance using ROC curves, separation plots, and PR curves. AUC statistics are provided as well for both curves. Amen for LFM July ,
Simulation Based Comparison of amen & latentnet
We construct a simulation study to examine differences in the ability of LSM and LFM to capture network dependencies under varying scenarios of "egalitarianism". By egalitarianism here we refer to how equally balanced the nodes are in terms of their number of ties. We construct six simulation scenarios representing varying degrees of egalitarianism. Note that to provide as fair a test as possible to the LSM we focus on comparing to just the LFM, the multiplicative effects portion of AME (see Equation in the manuscript). This means that we exclude the additive effects described by the SRM portion of the model (see Equation in the manuscript).
For each scenario, we simulate fifty binary, directed networks with nodes each and then evaluate the performance of LFM and LSM to predict this network structure.
The results are shown in Figure indicates that the level of egalitarianism is changing.
We run a LFM and LSM on each of the simulated networks from each scenario, and compare the predictive performance based on AUC (ROC) and AUC (PR) statistics. We set K = 2 for both the LFM and LSM and estimate each model without any covariates.
The results of this analysis indicate that under these varying scenarios of egalitarianism LFM consistently outperforms the LSM. However, the performance of both models tends to decline as the structure of the simulated networks become less egalitarian Amen for LFM July , (i.e., the extent of tie formation among just a few nodes becomes much higher than the typical node in the network). If covariate information was provided to the model about which nodes were more likely to form ties, then the predictive performance of both models would obviously improve. Additionally, if we were to estimate the full AME model (SRM + LFM) then the additive effects would be able to capture the degree heterogeneity. Typically, in most applied scenarios one would always to include both the additive and multiplicative effects portions when using AME. Figure A : Predictive performance of LFM vs LSM for networks under five scenarios (the panels) that vary the extent to which the distribution of ties are egalitarian. We use a box plot to represent the performance of LFM and LSM across fifty simulations for each scenario. The set of network visualizations across the diagonal of the plot illustrate a representative network from one simulation under that scenario, and the size of nodes corresponds to their number of ties. The labels at the top of each panel indicate the standard deviation of the number of ties, which are averaged across the fifty simulations for that scenario.
When using the amen, the SRM portion of the model will be included by default. To compare LFM and LSM, we again utilize AUC (ROC) and AUC (PR) statistics. K is set to for both models and no covariate information is provided. Here again we find that the LFM consistently outpeforms the LSM, though at higher levels of reciprocity Amen for LFM July , the performance difference between the two approaches does shorten. If we were to estimate the full AME model, then we would be better able to capture reciprocity in the network, as dyadic reciprocity is estimated within the additive effects portion of AME.
. 
