Rainfall-runoff simulation and prediction in watersheds is one of the most important tasks in water resources management. In this research, an adaptive data analysis methodology, ensemble empirical mode decomposition (EEMD), is presented for decomposing annual rainfall series in a rainfall-runoff model based on a support vector machine (SVM). In addition, the particle swarm optimization (PSO) is used to determine free parameters of SVM. The study data from a large size catchment of the Yellow River in China are used to illustrate the performance of the proposed model.
INTRODUCTION
Runoff simulation and prediction in watersheds is a prerequisite for many practical applications involving conservation, environmental disposal and water resources management. Yet, the rainfall-runoff process is a complex, non-linear and dynamic hydrological phenomenon to simulate due to the spatial-temporal variability and interrelationships of underlying climatic and physiographic variables (Zhang & Govindaraju ) . The development of rainfall-runoff models has undergone substantial changes since Sherman pioneered the unit hydrograph theory in 1932 (Liong et al. ) . Based on the description of the governing processes, rainfall-runoff models can be classified as either physically based (knowledge-driven) or system theoretic (data-driven). Physically based models involve a detailed interaction of various physical processes controlling the hydrologic behavior of a system. However, system theoretic models are instead based primarily on observations (measured data) and seek to characterize the system response from those data using transfer functions (Wu & Chau ) . In recent years, data-driven modeling approaches are being widely used as surrogate for physically based models, as they overcome some limitations associated with physically based approaches.
As an example of data-driven models, artificial neural The empirical mode decomposition (EMD), as a new data-preprocessing technique, was first introduced by Huang et al. () . It is an empirical, intuitive, direct and self-adaptive data processing method, which was proposed especially for non-linear and non-stationary data.
EMD has been proven to be a quite effective method for extracting signals from data generated in noisy non-linear and non-stationary processes and was successfully applied in many areas, such as solar cycle, earthquake engineering, crude oil price analysis, biomedical signals, speaker identification system, and so on (Coughlin & The EEMD is used for decomposing annual rainfall series in a rainfall-runoff model based SVM and the PSO is employed to determine the free parameters of the SVMs. In addition, the development and performances of other models are also demonstrated with original annual rainfall series and decomposed annual rainfall series using EEMD before discussing the results and making concluding remarks.
The rest of the paper is organized as follows: the next section introduces the study area and data materials. This is followed by a brief introduction to the basic theory and algorithm of EEMD, SVM, PSO, ANNs and ordinary least- 
METHODOLOGY The ensemble empirical mode decomposition (EEMD)
The EMD technique was originally proposed for the study of The EMD algorithm extracts the IMF modes from a given time series through a shifting process (Huang et al. ) . It can be briefly described as follows. (1) Identify all local maxima and minima points for a given time series
(2) Connect all local maxima points to form an upper envelope e max (t) and all minima points to form a lower envelope e min (t) with spline interpolation. (3) Calculate the mean m(t) between two envelopes using
(4) Extract the mean from the time series and calculate the difference of x(t) and m(t) as h(t) 
(t) and 1 is its index], if h(t) is not an IMF, x(t) is
replaced with h(t) and iterate steps 1-4 until h(t) meets the two conditions of IMF. (6) The residue r 1 (t) ¼ x(t) À c 1 (t) is then treated as new data subjected to the same sifting process as described above for the next IMF from r 1 (t).
Finally, the whole decomposition is completed with a finite number of IMFs until the residual satisfies some stopping criteria.
The stopping criterion presented by Huang et al. () for extracting an IMF is: iterating predefined times after the residue satisfies the restriction that the number of zerocrossings and extrema do not differ by more than 1. The shifting procedure can be stopped when the residue r(t) becomes a monotonic function or at most has one local extreme point from which no more IMF can be extracted.
Having determined successively the different IMFs c 1 (t), c 2 (t),…, c n (t) and r n (t) and the original time series can be rewritten as the sum of some IMFs and a residue:
where n is the number of IMFs, r n (t) denotes the final resi- Given a set of training data {(x i , d i )} N i (x i is the input vector, d i is the actual value and N is the total number of data patterns), the general SVM regression function is:
where φ(x i ) represents the high dimensional feature spaces, which is non-linearly mapped from the input space x, and w and b are the weight vector and bias term, respectively (Vapnik ) . w and b can be estimated by minimizing the error function (Equation (5)) and introducing the positive slack variables ξ and ξ Ã .
Minimize:
subject to
where (1=2)jjwjj 2 is the weights vector norm and C is referred to as the regularized constant determining the tradeoff between the empirical error and the regularized term. Increasing the value of C will result in an increasing relative importance of the empirical risk with respect to the regularization term. ε is called the tube size and is equivalent to the approximation accuracy placed on the training data points. Both C and ε are user-determined parameters.
By introducing Lagrange multipliers α i and α Ã i , the above mentioned optimization problem is transformed into the dual quadratic optimization problem. After the quadratic optimization problem with inequality constraints is solved, the parameter vector w in Equation (4) can be obtained:
Therefore, the SVR regression function is obtained as Equation (7):
Here, K(x, x i ) is called the Kernel function. The value of the Kernel is inner product of the two vectors x and x i in the feature space φ(x) and φ( 
The RBF kernel has been reported as the best choice Some practical analytical approaches were described by Cherkassky & Ma () to the selection of C and ε based on a priori knowledge and experience, cross-validation, and asymptotical optimization. However, there is no structural method for efficiently and simultaneously confirming those parameters of SVR model. Therefore, a PSO is used to optimize the parameters of SVM model.
The particle swarm optimization (PSO)
The PSO In the PSO algorithm, each individual of the population is termed the particle and members of the population are termed the swarm. In order to solve an optimization problem, the initial position and velocity of each particle are generated randomly. During the solution process, each particle has an adaptable position and velocity according to which it moves in the search space. Moreover, each particle can remember the best position of the search space it has ever visited. A brief statement of the PSO algorithm can be given as follows.
Let the position and velocity of the ith particle in the mdimensional search space be represented as
, respectively. The best previous position of the ith particle is recorded and represented as P i ¼ (p i1 , p i2 , …, p im ). g is defined as the index of the best particle among all the particles in the group. The modified velocity and position of each particle can be calculated according to the following two equations:
where k is the iteration index, w is inertia weight, c 1 and c 2 are the acceleration coefficients which are used to determine how much the particle's personal best and the global best influence its movement, r 1 and r 2 are uniform random numbers between 0 and 1, v k im is the current velocity of the particle at iteration k, x k id is the current position of the particle at iteration k, v (kþ1) im is the modified velocity, x (kþ1) im is the position of the particle at iteration k þ 1, n is the number of particles in a population.
According to past experiences, the acceleration constants c 1 and c 2 were often set to be 2.0. A larger value of w leads to global exploration, whereas smaller values result in a fine search within the solution space. Therefore, suitable selection of inertia weight w provides a balance between global and local explorations. In general, the inertia weight w is set according to the following equation:
where iter max is the maximum number of iterations and iter is the current number of iterations.
Shi & Eberhart () found a significant improvement in the performance of PSO with the linearly decreasing inertia weight over the generations, given as the following:
where w max and w min are the higher and lower inertia weight values and the values of w will decrease from w max to w min . iter is the current iteration and iter max is the maximum number of iterations.
The artificial neural network
The ANN model is a flexible mathematical structure patterned after the biological nervous system (Yoon et al. duced. In the modeling process, all the data series were normalized using the minimum (X min ) and maximum (X max ) values as described in Equation (13), so that the variables value set ranged from 0 to 1. The tan-sigmoid transfer function is adopted in determining the neurons of the hidden layer whilst the LTF is used in determining the neurons of the output layer. The training epoch is set to 1,000.
The ordinary least-squares (OLS) regression 
OLS regression (Hutcheson & Sofroniou ) is a generalized linear modeling technique that is widely used to predict
where N is the number of ensemble members, ε denotes the amplitude of the added noise, and e n means the standard deviation of error, which is defined as the difference between the input signal and the corresponding IMFs Optimizing the SVM parameters with PSO Here, the particle is composed of the parameters C, ε and σ. Figure 10 presents the process of optimizing the SVM parameters with PSO algorithm, which is described as and an OLS regression (V) are used as the benchmark models.
PERFORMANCE EVALUATION
To measure the forecasting performance of the models, four main criteria are used for evaluation of level prediction and directional forecasting, respectively. First, the RMSE is selected as the performance criterion of level prediction.
As one of the commonly used error index statistics, the RMSE is defined as
Second, the average absolute relative error (AARE) is selected as the accuracy criterion of level prediction. It is an unbiased statistic for measuring the predictive capability of a model. The AARE is defined as
Third, the coefficient of correlation (R) is selected as the degree of collinearity criterion of level prediction. It is given
Finally, the Nash-Sutcliffe efficiency (NSE) is a very popular index to assess the predictive power of hydrological models. It is defined as (Nash & Sutcliffe )
where Q 0 (i) and Q f (i) are the observed and forecasted discharge, respectively, and Q 0 , Q f denote their means, and n is the number data points considered.
APPLICATION AND COMPARISON
For the same basis of comparison, the same training and testing sets are used for all the above five models developed, and the prediction results and relative errors obtained from those five models for the rainfall-runoff forecasting in Lanzhou station are presented in Table 1 . The four quantitative standard statistical performance evaluation measures RMSE, AARE, R and NSE are employed to evaluate the performances of the five models developed, and the statistical results of different models are summarized in Table 2 .
From Figure 11 illustrates the rainfall-runoff forecasting results using different models. It can be seen from Figure Thus the annual rainfall data decomposed using the EEMD technique as input data of models can improve the prediction performance. 
CONCLUSIONS
The study reported in this paper investigates the use of a new adaptive data analysis methodology, EEMD, for decomposing annual rainfall series in rainfall-runoff model based on SVM. The parameters of SVM are determined by PSO, which is not needed to consider the analytic property of the generalization performance measure and can avoid the occurrence of over-fitting or under-fitting of the SVM model due to improper determination of these parameters.
The proposed method and models were tested using real datasets from a large size catchment of the Yellow River in China. Using EEMD technique, the original annual rainfall series can be decomposed into four independent IMFs and one residue, which were used as input variables for 
