In this paper we propose a new appearance based system which consists of two stages: visual speech feature extraction and classification, followed by recognition of the extracted feature, thereby the result is a complete lip-reading system. This lip-reading system employs our Hyper Column Model (HCM) approach to extract and classify the visual features and uses the Hidden Markov Model (HMM) for recognition. This paper addresses mainly the first stage; i.e. feature extraction and classification. We investigate the HCM performance to achieve feature extraction and classification and then compare the performance when replacing HCM with Fast Discrete Cosine Transform (FDCT). Unlike FDCT, HCM could extract the entire features without any loss. Also the experiments have shown that HCM is generally better than FDCT and provides a good distribution of the phonemes in the feature space for recognition purposes. For fair comparison, two databases are exploited with three different sets of resolution for each database. One of these two databases is designed to include shifted and scaled objects. Experiments reveal that HCM is capable of recovering and dealing with such image restrictions whereas the effectiveness of FDCT drops drastically especially for new subjects.
Introduction
Recently, visual speech recognition (or automatic lip-reading) systems find their way to many application areas such as speaker verification, multimedia telephony for hearing impaired and interaction with terminals and machines for the handicapped and also the elderly in home health care systems. In principal, the visual speech recognition problem is comprised to two stages: (1) Visual speech feature extraction and classification and (2) Visual speech feature recognition. In other words, the pattern (word or sentence) to be recognized is first converted to some features, believed to carry the class identity of the pattern, and then the set of features is classified as one of the possible classes. Although significant advances have been made in visual speech recognition technology, it is still a difficult problem to design a speech recognition system that can generalize well without loss of features and image/subject restrictions.
1,2 In our opinion, this is due to the large appearance variability during lip movements. In addition, differences between the appearence of the subjects, lip size, face features, and in illumination conditions cause extra difficulty.
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This paper is concerned with the first task; feature extraction and classification. Different approaches have been reported in the literature to able to perform this task. These approaches can be broadly classified into three main categories:
1. Geometric-feature based. 2. Image transform based. 3. Appearance based.
Geometric-feature based approach obtains information from geometric features of the lip such as its height or width or color or shape or all of them. 4, 5 In the image transform based approach, the original gray level image containing the lip is transformed to a space of features by some image transform technique. 6, 7 Appearance based approach learns the decision boundary among different articulations from training data without any extraction of geometric features. In this approach, features depend on the intensity values of image pixels that include lip. 8 The approach presented for extraction of the visual features in this paper falls into the third category. Due to data reduction involved in the first and second categories, considerable amount of information related to features is lost, which may affect the recognition accuracy and results in relatively poor performance. 9 In contrast, the last category uses the entire available information about the object; as will be explained shortly, and so results in better recognition accuracy. Another advantage of this approach is that important features can be represented in a low-dimensional space and can often be made invariant to image transforms like translation, scaling, rotation and lighting whereas the second approach fails. 7, 10 The only disadvantage of the third category is that it needs a large amount of training data to learn the system so that it can extract faithfully the features from an arbitrary input data. Much effort has been put in to propose a lip reading system by combining any two or all the above categories to trade off the disadvantages of each individual approach.
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It follows in general, from a variety of contributions reported in the literature that the performance of appearance based approach is better than that of geometric based approach.
9,11-13 Essential target of this paper is to show that the performance of the appearance based approach is also better than that of the image transform based approach. Additionally, during the development of our system, we focus on another four issues. They are as follow:
1. What is the appropriate set of visual units (or features) around the mouth for representing the visual information? 2. The system should extract the entire of features without reduction. 3. Holding a parametric feature space with low dimensionality such that the distribution of each phoneme should be simple and approximated by normal distributions. 4. How is the generalization of the system and what about its performance if the subject is shifted or scaled?
We believe that these four issues represent fundamental requirements for any visual speech recognition system. The system proposed in this paper try to satisfy these requirements. To do the evaluation of our system away with any bias, we conducted several experiments replacing HCM 17 as a feature recognizer with each one from the three approaches. All the experiments of each combination are conducted under same conditions and using same databases.
Related works
Impaired and deaf people who are void of the hearing ability can understand speech by merely reading the speaker's lips without any acoustic information. Motivated by this ability of the impaired and the deaf people, the problem of automatic lipreading was studied and a lot of work has been established in this field. Recently with the development of computers there has been much research in trying to enable computers to perform the components of lip-reading using several approaches. The arrangement of the rest of this paper is as follow: the two databases employed in our experiments are described in Sec. 2. Section 3 gives an overview to SOM. HCM will be elaborated in Sec. 4. Feature recognition by HMM is described in Sec. 5. In Sec. 6, an overview of FDCT and its recognition results have been provided. Experimental results and comparison among the three systems will be presented in Sec. 7 with results analyses. Discussion of the paper's results is given in Sec. 8. Future work and the paper conclusion are given in Sec. 9.
Database
One of the most challenging problems in visual speech recognition domain is to cope with the large variation across speakers and individual appearance and features where sizes of lip vary greatly across different speakers. To accommodate this challenge, we designed our database according to speaker-independent-based rule using different speakers during training and testing phases. This rule enables us to investigate how well the proposed system generalizes to new speakers. Our database consists of two different sets concerning two different languages; Japanese and Arabic.
Sentences database
Both databases include nine sentences, each sentence consisting of two words in Japanese set and three words in Arabic set but one. subjects (male and female) uttered all sentences one time without repeating. In order not to miss any part of the uttered sentence, the subject was requested to begin and end each sentence with silence. Each Arabic sentence consists of three words represented by 80 visual frames whereas the Japanese one includes two words in 70 frames.
Image database
The Japanese database includes 5670 gray scale images subdivided into a training group and a test group. The training group consists of 3780 images for 6 different subjects. The test group has 1890 images for 3 Japanese subjects entirely different from those belongs to the training group. Similarly, the Arabic database includes 6480 gray scale images, of which 4320 images are reserved for the training phase and the remaining images are used for the test phase.
Images of both databases were captured in the Laboratory of Spoken Language and Image Processing, Fukuoka University, Japan, using an EVI-G20 Sony camera. However, although the capturing process was performed in a natural environment without using special lighting effects or lip markers or coloring, there are some differences between the two sets.
Position restriction:
In the Japanese set, the subject was restricted to centralize his/her mouth as he/she can, as shown in Fig. 1(a) . In contrast, the subject in Arabic set is free to shift his/her mouth or scale his/her face from the camera. In other words, the Arabic subject need not to center or put his/her mouth in a specific position in front of the camera. The only restriction was that the user' lip should lie inside the frame not outside. Figure 1 (b) shows samples for three different subjects and it is easy to remark the shifted and scaled object in each sample. 2. Background : In Japanese data set, the background was simple or plain while the Arabic set uses a complex or natural environment as shown in Figs. 1(a) and 1(b).
In order to obtain meaningful experimental results we conduct the experiments using 3 different resolution sets for each database. Definitely, we use the original size and another two sizes after cropping the region of interest (ROI) in the original image. These three sizes can be detailed as follow: 3. Image set 3: The resolution of each image is 128 × 128 pixels to include the ROI only such that the rest of the image pixels, region of interest (ROI), are gray; see Fig. 1 
(d).
The reason why we chose the latter two resolution sets is to be able to implement fast DCT; more details will be provided in Sec. 6. Also the reason that we use two colors (white and gray) for the area around the ROI is to test the capability of each approach to recover the big difference between the color of the subject's skin and the color of the area around ROI. Some experimental results will be provided in Sec. 7 explaining this issue clearly.
Self Organizing Map (SOM)
SOM is one of the most widely used artificial neural networks which uses unsupervised competitive learning. 18 It is a mathematical model that simulates the functioning of the hyper column in human brain. For simplicity, we assume twodimensional SOM map whose units, usually called neurons, become tuned to different input vectors I. A weight vector W u is associated with each neuron u. In each training step, one sample input vector I from the input data is considered and a similarity measure, usually taken as the Euclidian distance, is calculated between the input and all the weight vectors of the map's neurons. The best matching neuron c, usually specified as winner, is the one whose weight vector W c has the greatest similarity (or least distance) with the input sample I; i.e. which satisfies:
After deciding the winner neuron, the weight vectors of SOM sheet are updated according to the rule
where
h cu (t) is the neighborhood kernel around the winner c at time t. α(t) is the learning rate and is decreased gradually toward zero. σ 2 (t) is a factor used to control the neighborhood kernel. The term r c − r u is referring to the distance between the winner neuron c and neuron u. After the training data are exhausted, the neuron sheet is automatically organized into a meaningful two-dimensional order denoted by feature map (or codebook). The SOM codebook has the two following remarkable characteristics:
1. The Probability Distribution Function (PDF) of the codebook is a good approximation for the PDF of the training data. 2. The topographical order of the training data is preserved in the codebook, even if the dimensionality of the SOM is smaller than that of the training data.
The second characteristic means that similar speech features are mapped to nearby positions in the feature map; this will be explained later in Sec. 8. This ordering takes place automatically without external supervision based on only the internal relations in the structure of the input patterns and on the coordination of the neurons activities through the lateral connections among the neurons. In our opinion, this topological nature of SOM is key to the applicability of the SOM family (including HCM) to speech recognition domain. The following section addresses one of the SOM's family.
Hyper Column Model (HCM)
Like SOM, HCM is an unsupervised neural network model exploits competitive learning algorithm. Mainly it is designed as a pyramid of hierarchical layers in a the target of lip-reading system, we designed HCM with three hierarchical layers; two intra-layers and the most top layer is the output layer, besides the input layer which usually consists of an input image.
Structure of HCM
As it is depicted in Fig. 2 , each HCM intra-layer consists of multiple overlapped cells whose number is depending on a particular application and each cell is encoded by one HSOM. Each HSOM cell, as it is shown in the small box of Fig. 2 , consists of two hierarchical SOM layers beside the input field. In each HSOM cell, the lower SOM layer performs feature "extraction" by mapping the corresponding input layer to one neuron; so it is called feature extraction layer. The upper SOM gets the winner neuron index from the first SOM layer as input to perform optimum feature "integration", and then chooses the final winner neuron of this HSOM cell; thereby it is called the feature integration layer. As we mentioned before that the input field of each HSOM is shifted over a certain number of positions. It is shifted by certain number of pixels in X-and Y -directions, and for each input position, one winner neuron is obtained. The winner over all these winners is the final winner of this cell and treated as the input of the following intra-layer without any data manipulation among layers. In the context of current application, the advantage of using certain number of the overlapped positions of input field of each HSOM is that to ensure the recognition and covering all lip positions despite shifting and scaling the face.
As a result, shift invariant recognition is ensured by the second layer HSOM in a similar way of the Neocognitron. 
HCM advantages
Indeed, the fact of combining the structure of both NC and SOM approaches lets HCM inherit the advantages of both of them too. First, HCM is capable of reducing high-dimensional input space and generating ordered mapping of the input data onto some low-dimensional feature map. 26 Second, like SOM, HCM classifies the input data into clusters in such a way where similar input data items are grouped into one cluster and the clusters are kept close to each other according to the similarity of their data items, as it is explained later in this paper. Third, HCM can accept random initialization for the network weights. Finally, no preprocessing for input images is required.
HCM's experiment
For the target of lip-reading system, we designed HCM according to the following structure: first, HCM intra-layer includes 25 × 18 HSOM cells and for each cell the input layer of the corresponding HSOM is shifted 3 pixels 3 times in each of X and Y dimensions, i.e. to 9 overlapped positions. For this HCM layer, each of the first and second layers of each HSOM includes 10 and 5 neurons respectively. Second HCM intra-layer includes 10 × 6 HSOM cells and for each cell the input layer of the corresponding HSOM is shifted 2 pixels 2 times in each X and Y dimension, and each of the first and second layers of each HSOM contains 14 and 7 neurons respectively. The HCM output layer (top-layer) is selected as only one SOM with 64 neurons distributed in two dimensions, different from the earlier HCM's top layer. 17 Due to the competitive learning nature of HCM, only one unit (or neuron) from this layer is activated in correspondence to the category of the input pattern. The training process of HCM is carried out layer by layer starting at the bottom layer. To train each HSOM in each HCM intra-layer, the standard learning algorithm of SOM, which has been described by Eqs. (1)- (3), is used. The learning process of the first and second layers of each HSOM unit is carried out as it is given in Table 2 below.
The experiment starts with the training phase by showing the images, from a specific directory, including all the training images, to the HCM which starts to extract the features from this large number of images in a specific time (iteration). Then after the training trails are exhausted, HCM outputs the values of each neuron of the output layer; here they are 64, which we denoted it before as "codebook".
Later on in test phase, we use this codebook with HCM again in a classification stage for the new images (or test images) such that HCM classifies the input pattern to suitable class. HCM achieves this by providing a winner neuron index for each input image. These winner indices represent the input of HMM later in recognition stage. The following section addresses the recognition stage using HMM.
HMM-Based Visual Speech Feature Recognition
Needless to say that HMM holds the greatest promise among the various techniques used for visual speech recognition studied so far due to its capabilities to handling either the variability or the sequence of speech features. Visual speech features, extracted by HCM, is recognized using HMM where each HMM is trained using the HTK toolkit. 27 One HMM is constructed for each phoneme and continuous speech is recognized by joining the phonemes together to make any required word or sentence using pronunciation dictionary. As it is depicted in Fig. 3 , each HMM has five states from left to right and allows self-loops and sequential transitions between current state and next state. Recognition process using HMM is divided into two phases: training and testing. In training phase, a training set of features and their associated transcriptions for each sentence (or word) are used to estimate the HMM parameters of that sentence. In testing phase, unknown features are transcribed and then the probability of each model generating that sentence is calculated. Finally, the most likely model identifies the target sentence.
Visual speech features modeling
For modeling visual speech features, consider a visual observation O of an uttered sentence is represented by the following sequence of features vectors: o 2 , o 3 , . . . , o T , where o t is the feature vector extracted at time t. Each HMM is initialized using a uniform segmentation, followed by iterative segmentation using Viterbi alignment approach. Each model parameters are further re-estimated using Baum-Welch procedure.
It is demonstrated in HMM based approach that each HMM representing a particular utterance is defined by the parameter set: ω i = (A, B, π) is a matrix of state transition probabilities from state i to state j, B is vector of observation (or output) probabilities b j (o) for state j, and π is the vector with probabilities π i of entering the model at state i.
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HMM-based recognition is performed using Viterbi algorithm which calculates the most likely state sequence for each HMM of having generated the observed sequence. In other words, sentence recognition is performed by estimating the following maximum a posteriori probability; arg max i {P (ω i |O)}, which can obtain using Bayes rule:
where P (ω i ) represents the prior probability of a category i and it is supposed to be equal for all categories, and also P (O) is presumed to be constant for all categories, then, for simplicity, both P (ω i ) and P (O) are ignored. For a sequence of states x(1), x(2), . . . , x(T ) of any model, the most probable spoken sentence depends only on the likelihood P (O|ω i ) and can be estimated as the product of state transition probabilities a x and output probabilities b x (o) of the most likely state sequence. In other words,
This means that our system is concerned with the output probability: of Eq. (5) which we approximate it using Gaussian distribution as we mentioned above.
HMM-based phoneme recognition: Example
Here, we show example of speech recognition based HMM during a Japanese experiment. For instance, consider the Arabic utterance "RASI" included in the sentence "ALM FI RASI" which means a headache in head. Specifically, consider the phoneme S included in the word "RASI". In HMM structure in Fig. 3 , the first and the fifth node represents start and end status, respectively. The other three nodes, from node 2 to node 4, are representing the phoneme S. Namely, node 3 represents the stable state of the phoneme, while node 2 and node 4 are representing changing status from the previous phoneme A to the current and from the current to the following phoneme I, respectively. Since images have large dimensionality, then feature extraction process using HCM model is applied to draw a low-dimensional continuous space. In the recognition process, each node from 2 to 4 outputs one frame image at the transition space according to the output probability b x (o), as it is shown in Fig. 3 . These output probabilities are approximated by single Gaussian distribution. Finally, the most likely state sequence of each HMM is calculated using Viterbi algorithm to represent the phoneme S.
Discrete Cosine Transform (DCT)
Another approach, different than the appearance based one, is to transform the image pixels into frequency space instead of feature space. It is well known that DCT is the best orthogonal transform approach, achieving high compaction of the input signal energy onto a few coefficients. 22 By the same way of Fast Fourier Transform (FFT), DCT is also able to achieve a fast implementation. 7 In contrast, the main disadvantage of DCT is that it is not a shift invariant recognition approach, so a precise tracking for the ROI has to be done before the DCT coefficients selection.
7,10
Coefficients selection
The most important issue regarding the use of DCT is how to select the best DCT coefficients. It is demonstrated that the most important information of the input signal is included in the highest energy coefficients, which means that we should exploit them and neglect the other coefficients. 19, 22 Thus, in this paper, once we arranged the DCT coefficients in a descending order, according to the highest energy and then choose the required number of coefficients L. It is known that to implement fast DCT, the input field of DCT should be in the power of two; i.e. 2
x . Now, although the image size of this set is 140×140 pixels, we adjust the input field of DCT to be 128 × 128 pixels. Then, if we consider all the DCT coefficients are C i where 1 ≤ i ≤ (128 × 128), Table 3 provides the result of some experiments out from total 19 experiments such that C L , 2 ≤ L ≤ 20, is the selected number of coefficients. The results of Table 3 are using the image set two and according to the highest energy based rule. It is clear that the suitable number of coefficients which yield the high "test" accuracy is nine for Japanese and eight for Arabic using image set two.
Cumulative proportional
To investigate the amount of information has been given by each selected number of coefficients, we calculated the ratio of the sum of the selected coefficients to the sum of all coefficients, which denotes as cumulative proportional, 22 i.e.
where 1 ≤ i ≤ (128 × 128). The sixth column in Table 3 shows the CP for different numbers of selected coefficients for each database. As it is obvious that in the case of the best accuracy for the Japanese database, L = 9, the corresponding CP value is 73.5% and 65.4% for Arabic database at L = 8. The results in Table 3 indicated that FDCT accuracy is not so well if the number of selected coefficients are too small (2, 3, . . . , 6) or too large (13, 14, . . . , 20) . Also, we can easily observe the wide difference between training and test result, which is known as Hughes phenomenon. This wide difference shows that FDCT is not generalized well for both database sets. Furthermore, it is clear in Table 3 that both the CP and the accuracy increases as the number of selected coefficients are increased, starting from L = 2, and they attain the maximum value for L = 9 for Japanese and L = 8 for Arabic.
Later, if L increases beyond this, then CP will grow up slowly whereas the testing accuracy remains the same or gradually degrades. This means that, on average, FDCT uses almost 70% of the shown information using eight or nine coefficients only to give best accuracy for both data sets. If we use more coefficients (or more information), the training task becomes difficult and recognition accuracy remarkably deteriorates or does not improved. In fact, this phenomenon highlights a drawback of FDCT, or image transform based approaches in general, that it is shown data reduction. This data reduction may also reduce the number of features included in the input image. Figure 4 shows the relation between CP and number of coefficients. It is clear that CP monotonically increases and gradually saturated towards 100%.
Experimental Results and Analysis
We now proceed to report a number of lip-reading experiments on the two databases exploiting the three approaches discussed in the previous sections. For each database, we conducted three types of experiments each using an image set from the three sets detailed in Sec. 2.2. For fair evaluation, all experiments for each type are conducted under the same conditions, we just replace HCM with SOM and FDCT, where HMM is combined with each approach. All experiments are repeated many times and the results given below are corresponding to the highest accuracy for each combination and not the average. As HMM is combined with each approach under same word dictionary and phonemes book, then the comparison is based on how the three approaches extract features effectively. All the results given below are in case of using a full rank covariance matrix of a single Gaussian during recognition phase using HMM.
Experiments using image set 1
As it is given in Sec. 2, the resolution of the images of set 1 is 160 × 120 which means that it is not applicable in FDCT experiments; because the size is not as power of two. Therefore, for this image set, we conducted lip-reading experiments using HCM and SOM. The accuracy results are given in Table 4 for the training and testing phase for both the word and sentence unit. It is clear that HCM performs better than SOM especially in testing phase (new subjects). This improvement in HCM results over than SOM is due to the quantization in input image (input field of each HSOM cell in Fig. 2) which HCM does and then accomplishes two important tasks: extracting the feature of this input field and then recognizing the feature, such that each task is performed using one SOM. In our opinion, this strategy gives HCM superiority over SOM which deal with the whole image as one entity. For more details about this superiority, please refer to Ref. 26 . In Table 4 , comparing the Arabic accuracy rate with the Japanese one. It is easy to remark that the former is lower than the latter especially for the sentence unit. In other words, feature extraction for Arabic data is harder using image set 1. In our opinion, this is due to that each image in Arabic database includes complex background plus shifted and scaled object. In the contrary, Japanese database image has a centralized object with simple background.
Furthermore, we think that this degradation in Arabic results is also due to the nature of Arabic language itself. In Arabic language there are couples of letters have the same way of vocalization, such as ( and ), ( and ), ( and ), ( and ), ( and ), etc. When the speaker vocalizes any letter of each couple, the mouth takes the shape (or appearance) similar to the other one which also causes confusion for the system and degradation of the final results. Though, this property exists in most languages, we think that its appearance in the Arabic language is more significant.
Experiments using image sets 2 and 3
In the following, we show below the recognition accuracy of our lip-reading system exploiting HCM, SOM and FDCT in separate experiments for the Japanese and Arabic databases using image set 2 (140×140); Table 5 , and image set 3 (128×128); Table 6 , where the input field of FDCT for image set 2 is (128×128); to be as power of two. The final feature space of both HCM and SOM is in two dimensions. The FDCT results given below are the best results using eight coefficients for Arabic database and nine coefficients for Japanese database. Tables 5 and 6 , FDCT level of accuracy using image set 2 is lower than this using image set 3. In our opinion, this is due to the nature of each image set. In Fig. 1(c) , we see the area around the ROI in image set 2 is "white" which represents a wide difference between it and the subject's skin color. This wide difference (or gap) usually causes a high frequency in the frequency domain. In the context of DCT, high frequency signals result lower accuracies. On the contrary, in case of using image set 3 where the area around the ROI is gray, therefore the gap between it and the subject's skin color is small which causes low frequency and then higher accuracy.
Results analysis

Concerning the FDCT accuracy results included in
Concerning the results of HCM and FDCT in Tables 5 and 6 , though the performance of FDCT is close to optimum in the training phase for both databases, performance decreases drastically during test phase. In contrast, though HCM shows less accuracy during training phase of the two databases than that of FDCT, however, it generalizes better and shows higher accuracy during test phases than FDCT, except for the word unit in Arabic database using image set 3.
Regarding to the comparison between HCM and SOM in same Tables 5 and 6 , again HCM asserts its superiority over SOM in feature extraction task. Also FDCT, in general, performs better than SOM. Thus, it is fair to say that Tables 5 and 6 reveal that HCM could extract the visual features in the feature space in a better 16 and, finally, the 40% of Hazen for "word" accuracies in speaker independent experiments 8 similar to ours in this paper.
Data curvature
The larger degradations of the FDCT results compared to the HCM ones are also interpreted to the linearity of DCT approach. case here, the distance should not be measured linearly but should measure along the winding Geodesic on the manifold instead. Since DCT is a linear transform 19 it could not extract the good feature from such curved data. In contrast, as it is a nonlinear mapping, HCM is able to handle such bending and finally perform a continuous feature space.
Discussion
According to the results shown in this paper, it seems fair to say that the extraction of features is the most important step in the development of lip-reading or, in general, visual speech recognition systems. In this paper we addressed more than target and we guess that we satisfy them successfully. First of these targets is, as the title of this paper declares, that feature extraction using appearance based methods is more effective than using image transform based methods. This effectiveness is clear in the higher accuracy especially for new subjects, or test phases. In addition, in Tables 5 and 6 , it is easy to notice the big difference between FDCT results in training phase than this in testing phase especially in the sentence unit. In contrast for HCM, this difference between the two phase's results is natural and not so big. In other words, FDCT could not generalize well using these two databases while HCM, successfully, could. Furthermore, this effectiveness is also clear as HCM achieves the feature extraction without any need for a lip model, as in the case of the other systems, 12,14 or lips marker or lips coloring like other systems, 7, 10 where all of these systems are exploiting image transform based approaches like DCT and WT etc. We already declared, in the introduction of this paper, that during experiments we have highlighted four targets to consider with. First: What is the appropriate set of visual units (or features) around the mouth for representing the visual information? According to the results given in Table 4 for image set 1 and in Tables 5  and 6 for image sets 2 and 3, it is easy to remark the degradation of the HCM accuracy when we use the image set 1 than using image sets 2 and 3. This means that to design an effective and accurate lip-reading system based on the HCM it is recommended to crop the mouth area and enter it only to HCM such that the area around the mouth (rest of the image) is white, see Fig. 1(c) .
Second target we concerned with: The utilized feature extractor approach should extract the entire of the shown features without reduction. Experimentally, we did not find HCM, or even SOM, reduces the number of feature during extraction. This is because that HCM is an appearance based approach, which means that it relies on the intensity of image pixels that include all information or features of the shown object. In contrast, it is demonstrated that FDCT reduces the shown information which may lead to reducing the number of features as well. 6, 7, 21 There is no guarantee that the missed information is not important for recognition especially that the input image is cropped and the mouth only appears in the image. Which asserts at this point is that FDCT gives its best accuracies using around 70% from the shown information, as it is given in Table 3 .
Third, which is very important, to hold a parametric feature space with low dimensionality such that the distribution of each phoneme should be simple and approximated by normal distributions. In this paper, Sec. 5, we mentioned that our lip-reading system is concerned with the output probability included in "Eq. (6)". This output probability is approximated using Gaussian (normal) distribution. On the other hand, it is known that to figure out the feature space of DCT is not an easy task. However, in this paper we could figure out the feature space of HCM. It is in two dimensions, such that each dimension includes 8 neurons to represent finally a two dimensions, low dimensionality, feature space comprizing of 64 neurons. It is shown in Fig. 6 how are the Japanese phonemes distributed or classified in a simple manner through the HCM feature space. In the same figure we can also notice another aspect of HCM that, as there is a similarity between the couples (A and E) and (U and O) in pronunciation; HCM classified A close to E and classified O close to U in the feature space. This property is denoted as "topographic mapping" in self organizing methods like HCM.
Fourth, the system should generalize well and it still works if the subject is shifted or scaled. We already showed at the beginning of this discussion that HCM is generalized better than FDCT. Additionally, it is demonstrated that FDCT based method is not a shift invariant recognition method. 7, 10 This means that a precise tracking for the ROI should be done before starting experiment of FDCT. This is not the case while using HCM because HCM is mainly a shift invariant recognition method. 17 The question now is: why HCM is able to handle shift invariant objects?
This is due to HCM's structure. Definitely, the overlapping between the HSOM cells through HCM structure gives HCM full capability to deal with shifted and scaled objects similarly to the Neocognitron. 
Conclusion and Future Works
In this paper, we proposed a novel appearance based lip-reading system combines our approach HCM as feature extractor with HMM as feature recognizer. The system performance has been evaluated using multiple sentences from two databases for Japanese and Arabic languages. According to our knowledge, the system presented here is the first lip-reading system applied for Arabic language. Towards fair evaluation, we performed many experiments using same database sets and computation conditions; replacing HCM with SOM and fast DCT, in separate experiments. Fast DCT attains maximum accuracy using only eight and nine coefficients for the Arabic and Japanese databases respectively. Fair comparison revealed that HCM gives higher accuracy than both of FDCT and SOM. This means that HCM can extract the visual features in feature space in a better manner than FDCT and SOM. Additionally, we demonstrated, experimentally, for our database sets that FDCT is not well generalized and the Hughes phenomenon is apparent. Finally, we showed that HCM still works well in case of shifted and scaled lip positions and in case of data bending in the input space, whereas FDCT based method drops drastically in these situations because it requires a precise tracking for the mouth area before experiments. It is worthy to highlight that the disadvantage of SOM family, including HCM, is the recognition time. Though higher accuracy, HCM consumes longer time than fast DCT in recognition stage. This time is consumed because that HCM structure includes multiple SOM distributed in three hierarchical layers. One of our considerations now is developing a fast SOM algorithm that consumes less time and keeps the other SOM qualities.
