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The combinatorial-motivic nature of F1-schemes
Koen Thas
Abstract. We review Deitmar’s theory of monoidal schemes to start with, and have
a detailed look at the standard examples. It is explained how one can combinatorially
study such schemes through a generalization of graph theory. In a more general setting
we then introduce the author’s version of F1-schemes (called Υ-schemes here), after which
we study Grothendieck’s motives in some detail in order to pass to “absolute motives”.
Throughout several considerations about absolute zeta functions are written. In a final
part of the chapter, we describe the approach of Connes and Consani to understand the
ade`le class space through hyperring extension theory, in which a marvelous connection
is revealed with certain group actions on projective spaces, and brand new results in
the latter context are described. Many questions are posed, conjectures are stated and
speculations are made.
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1. Introduction
In the category of commutative unital rings, the tensor product Z⊗ZZ is isomorphic
to Z, so in the opposite category of affine Grothendieck schemes,
Spec(Z)× Spec(Z) ∼= Spec(Z). (1)
It has been speculated that there might be larger sites than that of Z-schemes,
in which Spec(Z) is not a final object anymore, such that this tensor product (over
a deeper base) could become a fundamental object which behaves as a surface over
the new base.
1.1. Numbers and polynomials. There are many striking and deep analogies
between numbers (integers) and polynomials over finite fields in one variable. One
of the main questions we want to address in this chapter is, after passing to geom-
etry, as to whether there exists a large site containing Grothendieck schemes, in
which one can define “absolute Descartes powers”
Spec(Z) ×Υ Spec(Z) ×Υ · · · ×Υ Spec(Z), (2)
which would give a geometric interpretation through a generalization of the afore-
mentioned analogy between these Cartesian powers and polynomials in multiple
variables over finite fields. We want to give a meaning to this expression in such a
way that Spec(Z) behaves as a curve over some deeper base “Υ” than Z
Υ −→ Z (3)
so that Spec(Z) ×Υ Spec(Z) becomes a surface, etc. (In much the same way as
a commutative ring is an algebra over Z, the latter must become an algebra over Υ.)
To be more precise (or rather, more concrete), let C be a nonsingular absolutely
irreducible algebraic curve over the finite field Fq; its zeta function is
ζC (s) =
∏
p
1
1−N(p)−s
, (4)
where p runs through the closed points of C and N(·) is the norm map. Fix an
algebraic closure Fq of Fq and letm 6= 0 be a positive integer; we have the following
Lefschetz formula for the number |C (Fqm)| of rational points over Fqm :
|C (Fqm)| =
2∑
ω=0
(−1)ωTr(Frm
∣∣∣Hω(C )) = 1− 2g∑
j=0
λmj + q
f , (5)
where Fr is the Frobenius endomorphism acting on the e´tale ℓ-adic cohomology of
C , the λjs are the eigenvalues of this action, and g is the genus of the curve. It is
not hard to show that we then have a “weight decomposition”
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ζC (s) =
2∏
ω=0
ζhω(C )(s)
(−1)ω−1 =
∏2g
j=1(1− λjq
−s)
(1− q−s)(1− q1−s)
=
Det
(
(s · 1− q−s · Fr)
∣∣∣H1(C ))
Det
(
(s · 1− q−1 · Fr)
∣∣∣H0(C ))Det((s · 1− q−s · Fr)∣∣∣H2(C )) . (6)
Here the ω-weight component is the zeta function of the pure weight ω motive
hω(C ) of C .
Recalling the analogy between integers and polynomials in one variable over
finite fields, Deninger gave a description of conditions on a conjectural category of
motives that would admit a translation of Weil’s proof of the Riemann Hypothesis
for function fields of projective curves over finite fields Fq to the hypothetical curve
Spec(Z). In particular, he showed that the following formula would hold:
ζ
Spec(Z)
(s) = 2−1/2π−s/2Γ(
s
2
)ζ(s) =
∏∐
ρ
s−ρ
2π
s
2π
s−1
2π
?
=
Det
(
1
2π (s · 1−Θ)
∣∣∣H1(Spec(Z), ∗abs))
Det
(
1
2π (s · 1−Θ)
∣∣∣H0(Spec(Z), ∗abs))Det( 12π (s · 1−Θ)∣∣∣H2(Spec(Z), ∗abs)) , (7)
where
∏∐
is the infinite regularized product, similarly Det denotes the regularized
determinant (a determinant-like function of operators on infinite dimensional vec-
tor spaces), Θ is an “absolute” Frobenius endomorphism, and theHi(Spec(Z), ∗abs)
are certain proposed cohomology groups. The ρs run through the set of critical
zeroes of the classical Riemann zeta. (In the formula displayed above, Spec(Z) is
compactified to Spec(Z) in order to see it as a projective curve.) This description
combines with Kurokawa’s work on multiple zeta functions ([26]) from 1992 to the
hope that there are motives h0 (“the absolute point”), h1 and h2 (“the absolute
Lefschetz motive”) with zeta functions
ζhw (s) = Det
( 1
2π
(s · 1−Θ)
∣∣∣Hw(Spec(Z), ∗abs)) (8)
for w = 0, 1, 2. Deninger computed that
ζh0(s) = s/2π and ζh2(s) = (s− 1)/2π. (9)
Manin proposed in [30] to interpret h0 as Spec(F1) and h2 as the affine line over
F1. The search for a proof of the Riemann Hypothesis became a main motivation
to look for a geometric theory over F1.
And on the other hand, in this larger Grothendieck site of Deninger, the Carte-
sian product
Spec(Z)×Υ Spec(Z) ×Υ · · · ×Υ Spec(Z) (10)
now should make sense.
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1.2. In search of a symbol. So we are in search of the symbol Υ, which we
imagine to be, as Manin suggests in [30], the field with one element. In fact,
we are in search of Algebraic Geometry over F1 (“absolute” Algebraic Geometry),
having already developed several interesting theories over F1, as well as an initial
realization of F1 itself as the multiplicative monoid ({0, 1}, ·) (cf. the first chapter
of this monograph).
In this chapter we will meet Deitmar’s fundamental theory of monoidal schemes
[10, 11, 12], inspired by work of Kato [25], in which the main algebraic objects —
“F1-rings” so to speak — are unital monoids (usually foreseen with an absorbing
element 0). This theory works remarkably well, and several central objects such as
projective spaces confirm Tits’s earlier predictions of how such structures should
look like when interpreted over F1. Also, zeta functions of Deitmar schemes of finite
type appear to be very promising in the context of Deninger’s proposed formula.
Still, it is clear that rather than being the definite scheme theory over F1,
Deitmar schemes are a starting point. Several other absolute scheme theories have
been defined, and in one way or the other, there always seems some functor present
which descends the schemes to Deitmar schemes. One of these scheme theories is
the one initiated by the author [40] (called Υ-schemes), and which associates with
any Deitmar scheme S a category of Z-schemes which descend to S. Some features
about Υ-schemes will be handled in the present chapter.
We will also indicate how one can naturally construct Deitmar schemes from
a generalization of graphs called “loose graphs”, and read several properties of
Deitmar schemes from these loose graphs. For a number of important examples of
Deitmar schemes, the associated loose graphs are exactly what Tits had in mind.
(For instance, the loose graph of a Deitmar projective space scheme is the complete
graph, and the loose graph of a Deitmar affine space scheme is a single point with
a number of vertices through it which correspond to the directions of the space.)
1.3. Realization through zeta functions. Although at present we do not have
the right tools at hand to see Spec(Z) as an F1-curve and Spec(Z)×F1 Spec(Z) as
a surface (let alone having an intersection theory at hand on the latter object), it
is at least possible to define zeta functions of such objects. In this chapter we will
consider in some detail results of Kurokawa and Deitmar on zeta funtions in the
F1-context. It is interesting to see that the examples of the absolute point and flag
meet the Deninger-Manin predictions!
Also, we will elaborate on Manin’s vision on absolute zeta functions and ab-
solute motives to make the story more complete. To make these considerations
self-contained, we introduce the theory of motives in some detail.
1.4. Back to buildings. In a final part of the chapter, we will describe obser-
vations of Connes and Consani which link F1-theory to certain action of groups
on combinatorial geometries through the theory of hyperfield extensions (of the
so-called “Krasner hyperfield”). The idea is that a hyperfield extension E of the
Krasner hyperfield K yields a sharply transitive action of a certain group G(E,K)
on the point set of some projective space (which could be axiomatic). And the
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converse is also true: from such an action on a space one can construct a hyperfield
extension of K.
Many deep and intruiging questions arise, some of which go back to as far as
the 1920s.
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2. Deitmar schemes
Several interesting attempts have been made to define schemes “defined over F1”,
and often the approaches only differ in subtle variations. We will describe some
of these viewpoints in this text. We start with the most basic one, which is
the “monoidal scheme theory” of Anton Deitmar [11]. Deitmar’s theory is very
important for global F1-theory and plays a crucial role in the present chapter, we
will explain it in some detail (and add additional comments and observations that
will serve us later on).
2.1. Rings over F1. A monoid is a set A with a binary operation · : A×A −→ A
which is associative, and has a unit element (1). Homomorphisms of monoids
preserve units, and for a monoid A, A× will denote the group of invertible elements
(so that if A is a group, A× = A).
Theorem 2.1 (First Isomorphism Theorem for monoids). Let Φ : M −→ N be a
homomorphism of monoids. Then
M/ker(Φ) ∼= Φ(M). (11)
Here, by M/ker(Φ) we mean the monoid naturally induced on M by the equivalence
relation ker(Φ) = {(m,m′) ∈M ×M |Φ(m) = Φ(m′)}.
In [10], Deitmar defines the category of rings over F1 to be the category of
monoids (as thus ignoring additive structure).
Given an F1-ring A, Deitmar base extension to Z is defined by
A⊗ Z = A⊗F1 Z = Z[A]. (12)
(Here, Z[A] is a “monoidal ring” — it is naturally defined similarly to a group
ring.) Denote the functor of base extension by F (·,⊗F1Z).
Conversely, we have a forgetful functor F which maps any (commutative) ring
(with unit) to its (commutative) multiplicative monoid.
Theorem 2.2 (Deitmar [10]). The functor F (·,⊗F1Z) is left adjoint to F , that
is, for every ring R and every F1-ring A we have that
HomRings(A⊗F1 Z, R) ∼= HomF1(A,F (R)). (13)
2.2. Algebraic extensions. Let A be a submonoid of the monoidB. An element
b ∈ B is algebraic over A if there exists n ∈ N for which bn ∈ A. The extension
B/A is algebraic if every b ∈ B is algebraic over A. If B/A is algebraic, then
Z[B]/Z[A] is an algebraic ring extension, but the converse is not necessarily true.
An algebraic extension B/A is strictly algebraic if for every a ∈ A the equation
xn = a has at most n solutions in B.
A monoid A is algebraically closed if every equation of the form xn = a with
a ∈ A and n ∈ N has a solution in A. Every monoid can be embedded into an
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algebraically closed monoid, and if A is a group, then there exists a “smallest”
such embedding which is called the algebraic closure of A.
2.3. Important example. The algebraic closure F1 of F1 is the group µ∞ of
all complex roots of unity; it is the torsion group of the circle group T = {eiθ|θ ∈
[0, 2π)},× ∼= R ⊕ Q/Z, so it is isomorphic to Q/Z. Note that the multiplicative
group Fp
×
of the algebraic closure Fp of the prime field Fp is isomorphic to the
group of all complex roots of unity of order prime to p, so that the definition of F1
is in accordance with the finite field case.
2.4. Localization. Let S be a submonoid of the monoidA. We define the monoid
S−1A, the localization of A by S, to be A × S/ ∼, where the equivalence relation
“∼” is given by
(a, s) ∼ (a′, s′) if and only if s′′s′a = s′′sa′ for some s′′ ∈ S. (14)
Multiplication in S−1A is componentwise, and one suggestively writes as for
the element in S−1A corresponding to (a, s) (as
a′
s′ =
aa′
ss′ ).
2.5. Ideal and spectrum. If C and D are subsets of the monoid A, CD denotes
the set of products cd, with c ∈ C and d ∈ D.
In this paragraph, and in fact throughout, a ring is always commutative with
unit and any monoid is also supposed to be abelian.
An ideal a of a monoid M is a subset such that Ma ⊆ a. For any ideal a in
M , Z[a] is an ideal in Z[M ]. Note that if A and B are monoids and α : A −→ B
is a morphism, then α−1(a) is an ideal in A if a is an ideal in B. If S is a subset
of the monoid A, 〈S〉 denotes the ideal generated by S (i.e., it is the smallest ideal
containing S).
An ideal p is called a prime ideal if Sp :=M \ p is a monoid (that is, if uv ∈ p,
then u ∈ p or v ∈ p). For any prime ideal p in M , denote by
Mp = S
−1
p M (15)
the localization of M at p.
Proposition 2.3 ([11]). The natural map
M −→Mp, m −→
m
1
(16)
with p =M \M× is an isomorphism.
Let M be a monoid. The spectrum Spec(M) of M is the set of prime ideals
endowed with the obvious Zariski topology. (Note that the spectrum cannot be
empty since M \M× is a prime ideal.) The closed subsets are the empty set and
all sets of the form
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V (a) := {p ∈ Spec(M)|a ⊆ p}, (17)
where a is any ideal. The point η = ∅ is contained in every nonempty open set
and the point M \M× is closed and contained in every nonempty closed set. Note
also that for every m ∈ M the set V (m) := {p ∈ Spec(M)|m ∈ p} is closed (as
V (m) = V (Mm)).
Proposition 2.4. M \M× is the unique maximal ideal for any monoid M , so
any such M is a local F1-ring.
2.6. Structure sheaf. Let A be a ring over F1. For any open set U ⊆ Spec(A),
one defines OSpec(A)(U) = O(U) to be the set of functions (called sections)
s : U −→
∐
p∈U
Ap (18)
for which s(p) ∈ Ap for each p ∈ U , and such that there exists a neighborhood V
of p in U , and elements a, b ∈ A, for which b 6∈ q for every q ∈ V , and s(q) = ab in
Aq. The map
OSpec(A) : Spec(A) −→ monoids : U −→ O(U) (19)
is the structure sheaf of Spec(A).
Proposition 2.5 ([11]). (i) For each p ∈ Spec(A), the stalk Op of the structure
sheaf is isomorphic to the localization of A at p.
(ii) for global sections, we have Γ(Spec(A),O) := O(Spec(A)) ∼= A.
2.7. Monoidal spaces. A monoidal space is a topological space X together with
a sheaf of monoidsOX . Call a morphism of monoids β : A −→ B local if β−1(B×) =
A×. In particular, monoidal epimorphisms and isomorphisms and automorphisms
are always local. A morphism between monoidal spaces (X,OX) and (Y,OY ) is
defined naturally: it is a pair (f, f#) with f : X −→ Y a continuous function, and
f# : OY −→ f∗OX (20)
a morphism between sheaves of monoids on Y . (Here, f∗OX , the direct image sheaf
on Y induced by f , is defined by f∗OX(U) := OX(f
−1(U)) for all open U ⊆ Y .)
The morphism is local if each of the induced morphisms f#x : OY,f(x) −→ OX,x is
local.
Proposition 2.6 ([11]). (i) For an F1-ring A, we have that (Spec(A),OA) is a
monoidal space.
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(ii) If α : A −→ B is a morphism of monoids, then α induces a morphism of
monoidal spaces
(f, f#) : Spec(B) −→ Spec(A), (21)
yielding a functorial bijection
Hom(A,B) ∼= Homloc(Spec(B), Spec(A)), (22)
where on the right hand side we only consider local morphisms (hence the
notation).
We will need the following converse of (ii):
Proposition 2.7. Any local morphism of monoidal spaces (f, f#): Spec(B) −→
Spec(A) is induced by a monoidal morphism α = α(f,f#) as in Proposition 2.6(ii).
Proof. Let (f, f#) be as in the statement of the theorem; then taking global sec-
tions, f# induces a morphism φ : Γ(Spec(A),O) −→ Γ(Spec(B),O), which by
Proposition 2.5 is a morphism φ : A −→ B. For any p ∈ Spec(B), we have a local
morphism f#p : Af(p) −→ Bp such that the following diagram commutes:
A
φ
−→ B
↓ ↓
Af(p)
f#
p
−−→ Bp
(23)
As f# is a local homomorphism, we have that φ−1(p) = f(p), so that f coincides
with the map Spec(B) −→ Spec(A) induced by φ. It follows readily that the
monoid homomorphism φ = α(f,f#) induces (f, f
#).
Since any automorphism is local, we have the following implication.
Corollary 2.8. If (f, f#) ∈ Aut(Spec(A)) is such that f = 1 implies that
α(f,f#) = 1, then f
# also is trivial.
So if the topology of Spec(A) is sufficiently fine, the only element in its auto-
morphism group Aut(Spec(A)) with trivial component f , is the trivial one.
2.8. Deitmar’s F1-schemes. As in the theory of rings, we have defined a struc-
ture sheaf OX on the topological space X = Spec(M). One then defines a scheme
over F1 to be a topological space together with a sheaf of monoids, locally isomor-
phic to spectra of monoids in the above sense. The details are below.
An affine scheme over F1 is a monoidal space which is isomorphic to Spec(A)
for some monoid A. For the rest of the chapter, we will call such schemes affine
Deitmar schemes or also D-schemes or D0-schemes. (The “D” obviously stands for
“Deitmar”; sometimes we add the sub-index 0 to stress that monoids have a zero
in this context.) A monoidal space X is a scheme over F1 if for every point x ∈ X
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there is an open neighborhood U ⊆ X such that (U,OX|U ) is an affine scheme
over F1. As in the affine case, we also speak of D-schemes and D0-schemes. A
morphism of D(0)-schemes is a local morphism of monoidal spaces.
Recall that a point η of a topological space is a generic point if it is contained
in every nonempty open set.
Proposition 2.9 ([11]). Any connected D0-scheme has a unique generic point ∅,
and morphisms between connected schemes map generic points to generic points.
As a corollary we have:
Proposition 2.10 ([11]). For an arbitrary D0-scheme X, Hom(Spec(F1), X) can
be identified with the set of connected components of X.
2.9. Schemes of finite type. One obtains a functor
X −→ XZ (24)
from D0-schemes to Z-schemes, thus extending the base change functor F (·,⊗F1Z),
in the following way. One writes a scheme X over F1 as a union of affine D0-
schemes, X = ∪iSpec(Ai), and then map it to ∪iSpec(Ai ⊗F1 Z) (glued via the
gluing maps from X).
We say that the D0-scheme X is of finite type if it has a finite covering by affine
schemes Ui = Spec(Ai) such that the Ai are finitely generated.
Proposition 2.11 ([11]). X is of finite type over F1 if and only if XZ is a Z-
scheme of finite type.
Conversely, as mentioned in the previous section, one has a functor from
monoids to rings, and it is left adjoint to the forgetful functor that sends a ring
R to the multiplicative monoid (R,×). A scheme X over Z can be written as a
union of affine schemes
X = ∪iSpec(Ai) (25)
for some set of rings {Ai}. Then map X to ∪iSpec(Ai,×) (using the gluing maps
from X) to obtain a functor from schemes over Z to schemes over F1 which extends
the aforementioned forgetful functor.
2.10. Structure of D0-schemes (of finite type). Let A be a monoid (abelian,
with unit), and Quot(A) its quotient group or Grothendieck group — namely the
localization of A by A. So Quot(A) coincides with the stalk of Aη of Spec(A) at
the generic point η = ∅. Every morphism from A to a group factorizes uniquely
over the natural morphism
A −→ Quot(A). (26)
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If A is a finitely generated monoid, the point set of its spectrum is a finite set.
So the underlying D0-scheme X (which is of finite type) is a finite set.
A monoid A is integral if it has the cancellation property, that is, if ab = ac
implies b = c. (This is equivalent to requiring that A injects into Quot(A).)
2.11. Modules. A module of a monoid A is a set S together with a map (action)
A× S −→ S : (a, s) −→ as (27)
such that 1s = s for all s and (ab)s = a(bs). A point of a module is stationary if
it is invariant under the aforementioned map for any a ∈ A. A pointed module is
a pair (S, s0) consisting of an A-module S and a stationary point s0 ∈ S.
The tensor product M ⊗N of two A-modules M,N is
M ⊗N =M ⊗A N =M ×N/ ∼, (28)
where “∼” is the equivalence relation generated by (am, n) ∼ (m, an), for every
a ∈ A, m ∈ M , n ∈ N . The class of (m,n) is written as m ⊗ n. It then is clear
that M ⊗N becomes an A-module via
a(m⊗ n) = (am)⊗ n = m⊗ (an). (29)
Example. The A-module A⊗M is isomorphic to the A-module M through the
map A⊗M −→M : a⊗m −→ am.
If (M,m0) and (N,n0) are pointed A-modules, the “pointed tensor product”
is (M ⊗N,m0 ⊗ n0).
A pointed module is flat if and only if for every injection M →֒ N of pointed
modules the induced map
F ⊗M −→ F ⊗N (30)
is also an injection. A morphism of monoids φ : A −→ B is flat if B is flat as an
A-module. A morphism of D0-schemes f : X −→ Y is flat if for every x ∈ X the
morphism of monoids f# : OY,f(x) −→ OX,x is flat.
Proposition 2.12 ([12]). • A morphism of monoids φ : A −→ B is flat if and
only if the induced morphism of D0-schemes Spec(B) −→ Spec(A) is flat.
• The composition of flat morphisms is flat.
• Base change of flat morphisms by an arbitrary morphism is flat.
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2.12. Cohomology. In [12], the author states that (sheaf) cohomology over F1
is not defined. He provides an example of a topological space consisting of three
points, endowed with sheaves of abelian groups F and G , and a “flip” map, such
that if the sheaves were defined over F1 (which they are), the flip also should be as
such, which is not the case. In that same example, there even are different injective
resolutions which produce different cohomology groups.
This indicates that at least on the level of cohomology, one needs a different
approach. We refer to Anton Deitmar’s chapter in the present volume for (much)
more on this matter.
2.13. Fibre products. Let S be a scheme over F1. Then the D0-scheme X is a
scheme over S if there exists a morphism X −→ S.
Proposition 2.13. Let X and Y be D0-schemes over the D0-scheme S. Then
there exists a scheme X ×S Y over S, the fibre product of X −→ S and Y −→ S,
unique up to S-isomorphism, and morphisms from X ×S Y to X and Y such that
the diagram below is commutative:
X ×S Y −→ X
↓ ց ↓
Y −→ S
(31)
and such that these morphisms induce a bijection
HomS(Z,X)×HomS(Z, Y ) −→ HomS(Z,X ×S Y ) (32)
for every scheme Z over S. Moreover, the fibre product is compatible with extension
to Z and the usual fibre product for schemes:
(X ×S Y )⊗F1 Z ∼= (X ⊗F1 Z)×S⊗F1Z (Y ⊗F1 Z). (33)
2.14. E´tale morphisms. Let A be a monoid, and mA = A \ A× its maximal
ideal. Then a homomorphism φ : A −→ B is local if and only if mφA ⊆ mB. Such a
local homomorphism is unramified if both of the following conditions are satisfied
(i) mφAB = mB, and
(ii) φ injects A× into B×, and B/Aφ is a finite strictly algebraic extension.
If φ is unramified, then so are all localizations φp : Apφ−1 −→ Bp for p ∈
Spec(B).
A morphism f : X −→ Y of D0-schemes is called unramified if for every x ∈ X
the local morphism
f# : OY,f(x) −→ OX,x (34)
The combinatorial-motivic nature of F1-schemes 101
is unramified.
A morphism f : X −→ Y of D0-schemes is locally of finite type if every point
y ∈ Y has an open affine neighborhood V = Spec(A) such that f−1(V ) is a union
of open affine Spec(Bi)s with Bi finitely generated as a monoid over A. The
morphism is then of finite type if for every point y ∈ Y the number of Bis can be
chosen to be finite. A morphism f : X −→ Y of finite type is e´tale if f is flat and
unramified. It is an e´tale covering if it is also finite.
Theorem 2.14 ([12]). The e´tale coverings of Spec(F1) are the morphisms of the
form Spec(A) −→ Spec(F1), where A is a finite cyclic group.
Theorem 2.15 ([12]). The scheme Spec(F1) has no nontrivial e´tale coverings.
A connected scheme over F1 which has only the trivial e´tale covering is said to
be simply connected.
2.15. Toric varieties. A toric variety is an irreducible variety V over the field
of complex numbers C together with an algebraic action of the r-dimensional torus
GLr1, such that V contains an open orbit. Every toric variety is the lift XC of a
D0-scheme X .
The next theorem, which is due to Deitmar, obtains the converse; essentially it
shows that integral D0-schemes of finite type are the same as toric varieties.
Theorem 2.16 ([12]). Let X be a connected integral D0-scheme of finite type.
Then every irreducible component of XC is a toric variety. The components of XC
are mutually isomorphic as toric varieties.
This means that Deitmar’s base extension to Z is basically too tight: the
addition which appears after applying the functor F (·,⊗F1Z) leads us to toric
varieties, and we want to have a much bigger set of schemes at hand after base
extension. Later in this chapter, we will define the category of Υ-schemes to fulfil
this desire; we also refer to Lorscheid’s chapter for his theory of “blueprints”.
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3. Fundamental examples — affine and projective spaces
3.1. Spec(F1) — The absolute point. The spectrum of Spec(F1) consists of
precisely one point, namely, the unique prime ideal {0}, which coincides with the
unique closed point. The stalk at {0} is equal to F1. The base D0-extension to
Z is Spec(Z). The D0-scheme Spec(F1) is a terminal object in the category of
D0-schemes.
3.2. Polynomial rings. Define
F1[X1, . . . , Xn] = {0} ∪ {X
u1
1 . . .X
un
n |uj ∈ N}, (35)
that is, the union of {0} and the (abelian) monoid generated by the Xj . In other
words,
F1[X1, . . . , Xn] = F1[〈X1, . . . , Xn〉ab], (36)
where 〈X1, . . . , Xn〉ab is the free abelian group generated by the letters X1, . . . , Xn.
3.3. Groups. Let G be a group and put A = F1[G] := {0} ∪ G. Then Spec(A)
consists of the unique prime ideal {0} of A and the stalk at {0} is A. Base D0-
extension to Z is
Spec(A)Z = Spec(Z[G]). (37)
In particular, if G is a free abelian group on n generators X1, . . . , Xn, then
A = F1[X
±1
1 , . . . , X
±1
n ], AZ = Z[X
±1
1 , . . . , X
±1
n ], (38)
and thus Spec(A)Z ∼= Gnm. So in accordance, in this case we will denote Spec(A)
by Gnm|F1. (If n = 1, we omit the supscript.)
3.4. Affine space. Let A = F1[X1, . . . , Xn]; then AZ = Z[X1, . . . , Xn] and thus
Spec(A)Z ≡ An. Denote Spec(F1[X1, . . . ,Xn]) by AnF1 and call it the n-dimensional
affine space over F1. The 6= (0) prime ideals of A are of the form
pI =
⋃
i∈I
XiA, (39)
where I is a subset of {1, . . . , n} and XiA = {Xia | a ∈ A}. The stalk of the struc-
ture sheaf at pI is the localization of A at the multiplicative set S that contains
all products of elements Xj where j /∈ I.
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3.5. The absolute flag. An example which deserves separate mention (certainly
in a context of combinatorial geometry) is the absolute flag — the D0-scheme
Spec(F1[X ]); it consists of one closed point and one (different) generic point.
(X)(0)
The absolute flag
At the D0-level, all affine varieties will consist of a number of absolute flags
(while the much more complex projective varieties will be built up out of projec-
tive lines over F1 — cf. the next paragraph, and the next section).
3.6. Proj-schemes. In [40] we introduced the Proj-scheme construction for Deit-
mar schemes. We quickly repeat this procedure.
3.6.1. Monoid quotients. Let M be a commutative unital monoid (with 0),
and I an ideal of M . We define the monoidal quotient M/I to be the set {[m] ∈
M |m ∈ M}/([m] = [0]if m ∈ I). (When R is a commutative ring and J an ideal,
then the ring quotient R/J induces the monoidal quotient on R,×.)
3.6.2. The Proj-construction. Consider the F1-ring F1[X0, X1, . . . , Xm], where
m ∈ N. Since any polynomial is homogeneous in this ring, we have a natural
grading
F1[X0, . . . , Xm] =
⊕
i≥0
Ri, (40)
where Ri consists of the elements of F1[X0, X1, . . . , Xm] of total degree i, for i ∈ N.
The irrelevant ideal is
Irr = {0} ∪
⊕
i≥1
Ri. (41)
Now Proj(F1[X0, . . . , Xm]) =: Proj(F1[X]) consists, as a set, of the prime
ideals of F1[X0, X1, . . . , Xm] which do not contain Irr (so only Irr is left out of the
complete set of prime ideals). The closed sets of the (Zariski) topology on this set
are defined as usual: for any ideal I of F1[X0, X1, . . . , Xm], we define
V (I) := {p|p ∈ Proj(F1[X)], I ⊆ p}, (42)
where V (I) = ∅ if I = Irr and V ({0}) = Proj(F1(X)), the open sets then being of
the form
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D(I) := {p|p ∈ Proj(F1[X)], I 6⊆ p}. (43)
It is obvious that Proj(F1[X]) is a D0-scheme. (The structure sheaf is described
below in a more general setting.) Each ideal (Xi) defines an open set D((Xi)) such
that the restriction of the scheme to this set is isomorphic to Spec(F1[X(i)]), where
X(i) is X0, X1, . . . , Xm with Xi left out.
Suppose M is a commutative unital monoid (with 0) with a grading
M =
⊕
i≥0
Mi, (44)
where the Mi are the sets with elements of total degree i, for i ∈ N, and let, as
above, the irrelevant ideal be Irr = {0}∪
⊕
i≥1Mi. Define the topology Proj(M) as
before (noting that homogeneous (prime) ideals are the same as ordinary monoidal
(prime) ideals here). For an open U , define OM (U) as consisting of all functions
f : U −→
∐
p∈U
M(p), (45)
where M(p) is the subset of Mp of fractions of elements with the same degree, for
which f(p) ∈M(p) for each p ∈ U , and such that there exists a neighborhood V of
p in U , and elements u, v ∈ M , for which v 6∈ q for every q ∈ V , and f(q) = uv in
M(q).
In this way we obtain a sheaf of F1-rings on Proj(M) making it a D0-scheme.
3.7. Notes on dimension. We will need the definition of inifinite dimensional
projective spaces (over F1) for later purposes. From the incidence geometrical point
of view, these can be seen as complete graphs on a set Ω, with |Ω| the required
dimension, endowed with the natural induced subspace structure. Here Ω need not
be countable. We want to formally see this in schematic language, in the spirit of
the previous paragraphs. The definition boils down to an Ind-scheme construction.
So let Ω be any infinite set of cardinality ω; we define projective space of di-
mension ω to be
Proj(F1[Xi]i∈Ω). (46)
Again, we have a natural grading
F1[Xi]i∈Ω =
⊕
i≥0
Ri, (47)
where Ri consists of the elements of F1[Xi]i∈Ω of total degree i, for i ∈ N, and the
irrelevant ideal is by definition
Irr =
⊕
i≥1
Ri. (48)
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As a set, Proj(F1[Xi]i∈Ω) consists of the prime ideals of F1[Xi]i∈Ω which do
not contain Irr, and the closed/open sets are analogous to those described in the
finite dimensional case. In F1[Xi]i∈Ω = R, prime ideals are ideals p for which R \ p
are multiplicative, so they are of the form
p = ∪j∈JRXj (49)
with J ⊆ Ω. In Proj(F1[Xi]i∈Ω) we do not allow the prime ideal R \R× = Irr.
The closed points of Proj(F1[X]) correspond to the next-to-maximal ideals
which are of the form
∪i∈J RXi =: R(j), (50)
where |I \ J | = 1. More generally, linear subspaces can again be seen as follows.
Let S be any set of closed points, corresponding to the elements of the set K ⊆ Ω.
The ideal
∪i6∈K MXi = D (51)
corresponds to a closed set V (D) of the topology on which the coordinate ring is
F1[Xi]i∈Ω/D, (52)
which can be identified with F1[Xi]i∈I\K . Now the induced scheme is the projective
space over F1 of dimension |K|.
Remark 3.1 (On dimension). Essentially, there is no problem with having |I \K|
infinite: in infinite dimensional combinatorial projective space (over any field), the
linear spaces of infinite dimension and infinite co-dimension can only be defined by
an infinite number of linear equations over that field. From the point of Algebraic
Geometry however, one only considers a finite number of linear equations in this
context (due to the fact many basic properties are lost if one allows the more
general approach). Still, in the F1 context, one wants that the dimension of the
space coincides with the number of closed points, so in the Algebraic Geometry
way of defining closed linear subspaces, one could have an obstruction in the usual
Krull dimension definition (as the supremum over finite chains of ideals) if the
number of closed points of the space is “too large”. (No such problems arise when
the number of closed points is countable.) We propose to use the more general
definition, and live with the exotic phenomena which will occur by the existence
of linear subspaces of infinite dimension and infinite co-dimension.
Note that we have assumed in the above approach of Proj-schemes, that poly-
nomials have finite degree. On the other hand, it also makes sense to consider
the notion of Proj(F1[Xi]i∈P) where polynomials of infinite degree in F1[Xi]i∈P
are allowed; the situation corresponds to infinite dimensional vector spaces, say of
the form KΩ with K a field and Ω some infinite set, where vectors not necessarily
have a finite number of nonzero entries. One could define elements of F1[Xi]i∈P as
elements of the infinite cartesian product
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∏
ν∈P
χν , (53)
where each χν is a copy of ∪ǫ∈PXǫ, and where we agree that two elements (Yℓ)P
and (Y ′ℓ )P are the same if there exists some permutation σ of P such that
(Yσ(ℓ))ℓ∈P = (Y
′
ℓ )ℓ∈P. (54)
(Formally, one denotes such an element by
∏
µ∈PX
e(µ)
µ , where e(µ) is the car-
dinality of the number of times Xµ occurs.) By this definition, the degree of a
polynomial is then at most the cardinality of P.
Of course the form of the prime ideals changes in this approach. For let p be a
prime ideal, and take µ ∈ P. Then either Xµ ∈ p and so RXµ ⊆ p, or the countable
cyclic monoid 〈Xµ〉 (which only contains elements with finite exponents) is in R\p.
Whence a set of the form
R \ 〈Xµ〉 (55)
is a prime ideal, while it contains polynomials Xωµ , where ω 6∈ N. We have an
injection
ψ : 2P −→ Spec(R) : J −→ R \ 〈Xj |j ∈ J〉, (56)
where for once Spec(R) denotes the prime spectrum of R. It easily follows that
we have chains of prime ideals
(pℓ)ℓ∈Ω such that µ < µ
′ =⇒ pµ ⊂ pµ′ for µ, µ
′ ∈ Ω, (57)
where card(Ω) = card(2P).
Remark 3.2 (Krull dimension). We do not work with this definition of Proj-
schemes since the Krull dimension is not equal to the cardinality of P anymore,
and this is a feature we really want to enjoy in F1-theory (having Tits’s definition of
spherical F1-buildings in mind, cf. the first chapter). In some sense, this notion of
projective space (vector space) does not reflect the motivic nature of its F1/Weyl-
theory.
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4. Loose graphs and D0-schemes
Define a loose graph (“L-graph”) to be a rank 2 incidence geometry (V,E, I) with
the additional property that each line is incident with at most two distinct points.
(In other words, it relaxes the definition of graphs, in that an edge can now also
have one, or even no, point(s). Also, since we introduce loose graphs as incidence
geometries, we do not allow loops, and the geometry is undirected.) In this sec-
tion, we usually suppose that loose graphs are always connected unless otherwise
mentioned — so isolated points/vertices or lines/edges do not exist.
4.1. Embedding theorem. Let Γ = (V,E, I) be a loose graph. We define a
projective space P(Γ) over F1 as follows. Let E′ ⊆ E be the set of “loose edges” —
edges with only a single point. On each of these edges, we add a new point, as such
creating a point set V ′ which is in bijective correspondence with E′. Now P(Γ) is
the complete graph on the vertex set V ∪ V ′. As such, we have an embedding of
geometries
ψ : Γ →֒ P(Γ) = P, (58)
where we see P as the combinatorial projective space over F1 of dimension |V | +
|V ′| − 1. If Γ is a graph, then E′ = 0 and the dimension of P is |V | − 1.
Theorem 4.1. The following properties clearly hold.
DIM P has minimal dimenson |V |+ |V ′|−1 with respect to the embedding property
(that is, there is no projective space over F1 of smaller dimension in which
Γ embeds).
AUT Each automorphism of Γ is faithfully induced by an automorphism of P. (So
that in particular, only the identity automorphism of P can fix any element
of E ∪ V .)
4.2. Example: Projective completion. Note that if one starts with a combi-
natorial affine space A over F1, considered as a loose graph, P(A) is precisely the
projective completion of A.
4.3. Patching and the functor Θ. Now let Γ = (V,E, I) be a not necessarily
finite graph. We will give a ”dual patching” argument as follows.
Consider P = P(Γ), and note that since Γ is a graph, P \ Γ — when P is
considered as a graph — is just a set S of edges. Let µ be arbitrary in S, and
let z be one of the two (closed) points on µ. Suppose that in the projective space
P = Proj(F1[Xi]i∈V ), z is defined by the ideal generated by the polynomials
Xi, i ∈ V, i 6= j = j(z). (59)
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Let P(z) be the complement in P of z; it is a hyperplane defined by Xj = 0
(and it forms a complete graph on all the points but z). Denote the corresponding
closed subset of Proj(F1[Xi]i∈V ) by C(z). Let z′ 6= z be the other point of the edge
µ corresponding to the index j′ = j(z′) ∈ V . Define the subset P(z′) = P \ {z′} of
V , and denote the corresponding closed subset by C(z′). Finally, define
C(µ) = C(z) ∪C(z′). (60)
It is also closed in Proj(F1[Xi]i∈V ), and the corresponding closed subscheme is
the projective space P “without the edge µ”; the coordinate ring is F1[Xi]i∈V /Iµ
(where (XjXl) =: Iµ) and its scheme is the Proj-scheme defined by this ring. Now
introduce the closed subset
C(Γ) = ∩µ∈SC(µ). (61)
Then C(Γ) defines a closed subscheme S(Γ) which corresponds to the graph Γ.
We have
S(Γ) = Proj(F1[Xi]i∈V / ∪µ∈S Iµ). (62)
In this presentation, an edge corresponds to a relation, and we construct a
coordinate ring for Θ(Γ) = S(Γ) by deleting all relations of the ambient space
P(Γ) which are defined by edges in the complement of Γ. We call a D0-scheme
S(Γ) constructed from a graph Γ a G-scheme.
A similar construction can be done for loose graphs, cf. §§4.5.
4.4. Automorphism groups. The following theorem, using the notation of the
introductory paragraph of this section, is easy to obtain.
Theorem 4.2. For any element Γ ∈ G, we have that
Aut(Γ) ∼= Aut(S(Γ)). (63)
4.5. Extension to loose graphs. Let Γ = (V,E) be a connected loose graph.
We distinguish three types:
type I graphs;
type II complements of graphs ∆ ⊆ C (where C is some complete graph in which ∆
is embedded);
type III loose graphs not of type I nor II.
If Γ is of type I, we have seen how to associate a closed D0-subscheme S(Γ) of
P(Γ) to Γ. If Γ is of type II, then we define the D0-scheme S(Γ) naturally on the
open set of P(Γ) which is the complement of the (closed) point set of the graph Γc
(the complement of Γ in P(Γ)). If Γ is of type III, S(Γ) is the D0-scheme defined by
the intersection of the closed subscheme defined on its graph theoretical completion
Γ 6= Γ, and the open set which is the complement of the complete graph defined
on the vertices of Γ \ Γ. As such we have:
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Proposition 4.3. Each loose graph Γ defines a D0-scheme S(Γ).
Denote the category of loose (undirected, loopless) graphs and natural mor-
phisms by LG. The following theorem is obtained in a similar way as Theorem
4.2.
Theorem 4.4. For any element Γ ∈ LG, we have that
Aut(Γ) ∼= Aut(S(Γ)). (64)
4.6. Connectedness. Elements of the category of loose schemes have many im-
portant properties which can easily be read off from the corresponding loose graph
— recall for instance Theorem 4.2. Another one is:
Theorem 4.5. A loose scheme S(Γ) is connected if and only if the loose graph Γ
is connected.
Proofs and more details can be found in [40].
Remark 4.6 (Weighted incidence geometries). One could go a step further and
associate a D0-scheme to a weighted incidence geometry (that is, an incidence
geometry coming with a weight function on the point set) in a similar way as one
does for loose graphs (of course, one should do this by by-passing the embedding
theorem). As such, all D0-schemes could be constructed from a combinatorial
geometry, and they could be studied through these geometries.
110 Koen Thas
5. Another approach — Υ-schemes
In this section we present yet another approach to F1-schemes, taken from the
sketch in [40].
5.1. F1-Descent. Let R be any commutative ring with unit, and let G = {gi|i ∈
I} be a minimal generating set. Define a surjective homomorphism
Φ : Z[Xi]I −→ R : Xj −→ gj ∀j ∈ I, (65)
so that R ∼= Z[Xi]I/J with J the kernel of Φ. For an element P of J , write P (1)
for the set of “F1-polynomials” defined by P ; if
P =
k∑
i=0
kiX
ni0
0 . . . X
nim
m , (66)
then
P (1) := {Xni00 . . . X
nim
m |i = 0, . . . , k}. (67)
Then Spec(F1[X0, . . . , Xm]/〈P (1)|P ∈ J〉) =: Y is an F1-descent of the affine
scheme Spec(R) =: Y , and we write
Y ❀ Y or Y
δ
❀ Y . (68)
We also use the same notation for the opposite operation between rings (by
mapping Z[Xi]I to F1[Xi]I and J to {P (1)|P ∈ J}. For the sake of convenience,
define J(1) := {P (1)|P ∈ J}. Associate to a commutative unital ring R the
set Ω(R) := {(G, J)|〈G〉
min
= R,R ∼= Z[Xi]i∈G/J} (= the category of minimal
generating sets of R, together with explicit kernels of the natural morphism φ :
Z[Xi]i∈G 7→ R : Xg 7→ g).
Remark 5.1. Note that the operation “❀” is very different than the forgetful
functor which Deitmar applies to descend from Gro to D0.
The category Y is defined by having as objects all F1-descents, and the mor-
phisms consist of D0-scheme morphisms f : A −→ B making the diagram below
commute
Y → A
❀ ↓ f
B
(69)
Note that the diagrams
Spec(k[X0, . . . , Xn])→ Spec(F1[X0, . . . , Xn]), and (70)
The combinatorial-motivic nature of F1-schemes 111
Proj(k[X0, . . . , Xn])→ Proj(F1[X0, . . . , Xn]) (71)
are unique and in accordance with the theory seen so far. In fact, using the analogy
between the integers and polynomial rings, we als could write
Z→ F1. (72)
It is clear why these diagrams are unique — the more relations are needed to
describe a commutative ring inside the polynomial ring corresponding to a given
generating set (that is, the more “complex” the kernel ideal), the more Z-extensions
exist and the “less natural” the presentation.
5.2. Geometric interpretation. Note that the choice of representing a com-
mutative ring by a generating set is not canonical (with respect to F1-descent)
whatsoever: consider for instance the two rings
Z[X1, . . . , Xn]/(X1) and Z[X1, . . . , Xn]/(X1 −X2) (73)
with n ∈ N \ {0, 1}; they are isomorphic (by X1 −→ X1 −X2 and Xi −→ Xi for
i 6= 1) and give the same Z-schemes, but have nonisomorphic F1-descents (affine
spaces Spec(F1[X3, . . . , Xn]) and Spec(F1[X2, . . . , Xn])) in the theory sketched
above. This is simply because from below one cannot see addition. Although
Krull dimension is not preserved in this viewpoint, this is not so important since
we are looking at a category which represents all F1-pieces of a variety relative to
its generating sets. In fact, what we do when descending to F1, for instance for
a projective Z-variety, is intersecting it with the canonical base, as points over F1
can have at most one nonzero coordinate. So isomorphic varieties over Z can be
nonisomorphic over F1 (which is also true when considering varieties over fields in
comparison to Z). (The intersection of Z-varieties with the canonical base could
be compared with considering the fixed points of an “absolute Frobenius map”.)
5.3. The category X. For each X ∈ D0 we also consider the category X = CX
with objects
X ∈ Gro for which X ❀ X, (74)
and where the morphisms are those scheme theoretical morphisms commuting with
the δ-map — in other words, for Y, Z ∈ X, we have that Hom
X
(Y, Z) consists of
Z-scheme morphisms α : Y −→ Z for which the following diagram commutes:
Y → Z
❀ ❀
X
(75)
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5.4. Ideals and prime ideals. Let R ∼= Z[Xi]I/U be a commutative ring, and
let A = δ(Z[Xi]I/U), A = F1[Xi]I/V . Then if e ∪ V is an element of F1[Xi]I/V ,
we have that the inverse image through δ is the element
Z[e ∪ V ] + U ∈ Z[Xi]I/U. (76)
Note that ideals in R are mapped by δ to ideals of A, and that vice versa,
inverse images of ideals in A are again ideals in R.
Let P be a prime ideal in A; then
δ−1(P ) = Z[P ∪ V ]/U. (77)
Let f+U, g+U 6∈ δ−1(P ); then some terms of f and g, say for example f∗(+U)
and g∗(+U) are not in Z[P ∪ V ]/U . So δ(f∗ + U) and δ(g∗ + U) are not in P ,
implying that Zf∗g∗ 6⊆ δ−1(P ). Whence fg+U is not in δ−1(P ), and so the latter
is a prime ideal in R.
The converse is not true; consider for instance R ∼= Z[X,Y ] and the prime ideal
(X2 + Y ). After applying δ, we get F1[X,Y ] and the ideal (X2, Y ) which is not
prime anymore. (Another interesting example is Z[X ] with (X2 + 1).)
In the particular case of P being the maximal ideal (F1[Xi]I/V ) \ {1 ∪ V }, we
have that δ−1(P ) = (Z[Xi]I \Z
×)/U . Over a field k, this becomes (k[Xi]I \k
×)/U .
Summarizing, we obtain the following proposition.
Proposition 5.2. (i) We have that δ and δ−1 preserve ideals, δ−1 sends prime
ideals of F1-rings to prime ideals of commutative rings, but the converse is
not true.
(ii) As a corollary, we have that δ induces a continuous function between the
Zariski topologies of commutative rings and their F1-descents.
(iii) For all fields, the unique closed point of an affine D0-scheme S corresponds
to a closed point of any element of δ−1(S).
Remark 5.3 (Comparison with Deitmar). Let A and R be represented as earlier.
Then δ−1(V ) = Z[V ] +U , so that U ⊆ δ−1(V ). In Deitmar’s first version of scalar
extension, U := Z[V ] by definition, so is
Spec(R) = Spec(A)Z (78)
(Spec(A)Z = Spec(Z[A]/Z[V ])). This endowes Z-lifts of D0-schemes with a toric
structure (all elements of V are lifted to the same monics, so no extra relations
are introduced while lifting V to an ideal in Z[Xi]I), while in the version described
above, the structure of U endowes the scheme with a nontrivial gluing, governed
by the relations generated by U .
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5.5. Base extension to Z, F1-schemes revisited. For an affine D0-scheme S,
X = CS can be seen as the category of Z-schemes which arise by imposing all
possible additions on the F1-ring of S.
An element (X,X) inGro×D0 for which X ∈ X could be called an F1-scheme;
X = (X,X)⊗F1 Z (79)
is its base change to Z.
Remark 5.4. Note that Deitmar’s XZ is in X.
Observe the following.
Proposition 5.5. Let M = F1[Xi]I , and let J be an ideal in M . Then there is
a unique set S ⊆ J such that J = ∪s∈SMs, and such that any other set S′ with
this property contains S (in other words, S = ∩〈S′〉=JS
′). We write S = S(J) to
denote this set.
Proof. Let S be a minimal generating set of J (that is, no subset of S generates
J), and let S′ be another generating set. Let s ∈ S; then there is an m ∈ M and
s′ ∈ S′ such that s = ms′. On the other hand, there is an s′′ ∈ S and m′ ∈ M
such that s′ = m′s′′, or s = mm′s′′. By minimality this is only possible when
m′ = m′′ = 1.
Let A = F1[Xi]I/V and R = Z[Xi]I/U be as before. Let S = S(V ). Then U is
generated by polynomials {fj}J such that ∪Jfj(1) = S. So CV can be canonically
described relative to S. So given an affine D0-scheme A = Spec(A), the objects in
CS are defined as the Spec(R) for which there is a representation R ∼= Z[Xi]I/U
such that A ∼= F1[Xi]I/V with U(1) = V .
5.6. General F1-descent, etc. Let X be a Z-scheme, and let X = ∪i∈IXi be
an open cover of X , with Xi = Spec(Ai) and Ai a commutative ring. Then we say
that X is a base descent to F1 of X , and write
X ❀ X (80)
as before, if X ∼= ∪i∈ISpec(Ai), where
Spec(Aj)→ Spec(Aj) (81)
for all j ∈ J , and where the δ (that is, the representations of the rings Ai) are
chosen such that the gluing is well defined.
Base ascent, the categories X and X, etc. are defined similarly.
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5.7. Υ-Schemes. It might be handy to consider a class of objects which has
a richer structure than the ones we encountered till now in the present section.
Instead of merely working with objects (Y , Y,❀), we also could consider triples
(CY , Y,❀) (82)
in which the first argument consists of all Z-schemes which descend to Y , and study
all these objects at once. We call all these instances of F1-schemes “Υ-schemes”.
Two natural questions arise:
(a) What is the zeta function of an object (CX , X,❀)?
(b) Is there a zeta function associated to Υ-schemes (CX , X,❀)?
In the next section, we will make a conjecture on the zeta function of these
Υ-schemes which gives crucial information about a possible answer to (a).
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6. Zeta functions and absolute zeta functions
Various F1-objects are defined through their (F1-) zeta functions. We review some
parts of this theory in the present section.
6.1. Arithmetic zeta functions. Let X be a scheme of finite type over Z — a
Z-variety. (So X has a finite covering of affine Z-schemes Spec(Ai) with the Ai
finitely generated over Z.) Recall that if X˜ is an F-scheme, F a field, a point x ∈ X˜
is F-rational if the natural morphism
F →֒ k(x) (83)
is an isomorphism. A morphism
Spec(F) −→ X˜ (84)
is completely determined by the choice of a point x ∈ X˜ and a field extension
F/k(x) (so once one has such a field extension, the morphism is constructed by
sending the unique point of Spec(F) to x). Whence the set of F-rational points of
X˜ can be identified with
Hom(Spec(F), X˜). (85)
(If X˜ ∼= Spec(A) is affine, A being a commutative ring, one also has the identifi-
cation with Hom(A,F).)
Proposition 6.1 (Closed and rational points). (1) A point x of X is closed if
and only if its residue field k(x) is finite. (Note that |k(x)| = dim({x}) as a
closed subscheme.)
(2) Let k = k be algebraically closed, and let X˜ −→ Spec(k) be a k-scheme which
is locally of finite type. Then a point x is closed if and only if it is k-rational.
(3) More generally, let F be any field. Then a point x of the F-scheme X˜ −→
Spec(F), which is again assumed to be locally of finite type, is closed if and
only if the field extension k(x)/F is finite. A closed point is F-rational if and
only if k(x) = F.
Assume again that X is an arithmetic scheme. Let X be the “atomization” of
X ; it is the set of closed points, equipped with the discrete topology and the sheaf
of fields {k(x)|x}. For x ∈ X, let N(x) be the cardinality of the finite field k(x),
that is, the norm of x. Define the arithmetic zeta function ζX(s) as
ζX(s) :=
∏
x∈X
1
1−N(x)−s
. (86)
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Lemma 6.2 (Reduction Lemma). (1) If X is a (possibly infinite) disjoint union
of subschemes Xi, we have
ζX(s) =
∏
i
ζXi(s). (87)
(It is enough that the atomization of X is the disjoint union of the atomiza-
tions of the Xi, since ζX(·) only depends on X.)
(2) Application of (1): If f : X −→ Y is a scheme morphism, and if Xy :=
f−1(y) for y ∈ Y , one has
ζX(s) =
∏
y∈Y
ζXy (s). (88)
(The Xy are schemes over the finite fields k(y).)
6.2. Four standard examples — affine and projective space, Dedekind
and classical Riemann. # Let X = Spec(A), where A is the ring of integers of
an number field K; then ζX(s) is the Dedekind zeta function of K.
# Put X = Spec(Z); then ζX(s) becomes the classical Riemann zeta function.
# With An(X) being the affine n-space over a scheme X , n ∈ N, one has
ζAn(X) = ζX(s− n). (89)
# And with Pn(X) being the projective n-space over a scheme X , n ∈ N, one
has
ζPn(X) =
n∏
j=0
ζX(s− j). (90)
The latter can be obtained inductively (applying Lemma 6.2) by using the
expression for the zeta function of affine spaces.
6.3. Finite fields. Let X be a scheme of finite type over F = Fq; if x ∈ X,
the residue field k(x) is a finite extension of Fq. With deg(x) the degree of the
extension, we have
N(x) = qdeg(x). (91)
Then ζX(s) = Z(X, q
−s), where Z(X,T ) is the power series defined by the
product
Z(X,T ) =
∏
x∈X
1
1− T deg(x)
. (92)
The combinatorial-motivic nature of F1-schemes 117
Denote by Fd the extension Fqd/Fq, and let Xd = X(Fd) be the Fd-rational
points of X . We have
X(F) =
⋃
d∈N×
Xd, (93)
F denoting the algebraic closure of F.
Now considere the Frobenius map
Fr : X(F) −→ X(F) : x −→ Fr(x) = xq, (94)
where x = (x1, . . . , xn) and x
q = (xq1, . . . , x
q
n). Then we can alternatively describe
Xd by
Xd = {x ∈ X(F)|Fr
d(x) = x}, (95)
as the elements of F =
⋃
i∈N× Fi in Fd are characterized by the fact that they are
fixed by Frd.
Remark 6.3. Note that for an arithmetic scheme X , we have that
ζX(s) =
∏
p prime
ζX|Fp(s), (96)
where ζX|Fp(s) = Z(X, p
−s).
6.4. Lefschetz fixed points formula and ℓ-adic cohomology. Let Fq be a
finite field and Fq an algebraic closure. Let X be an Fq-variety (a scheme of finite
type over Fq), and let X be the scheme obtained by base extension Fq −→ Fq.
Finally, let ℓ be a prime number different from the characteristic of Fq. For every
i ≥ 0 there is an e´tale ℓ-adic cohomology groupHiet(X,Qℓ); it is a finite dimensional
Qℓ-vector space, and it vanishes if i > 2dim(X). Note that
Hi(X,Zℓ) := lim
←
Hi(X,Z/ℓnZ) (97)
and
Hiet(X,Qℓ) := H
i(X,Zℓ)⊗Zℓ Qℓ = H
i(X,Zℓ)[1/ℓ]. (98)
Let Fr : X −→ X be as above (it is the identity on the underlying topological
space, and acts on the structure sheaf OX by f −→ f q). It can be shown that the
morphism Fr : X −→ X acts by functoriality on the spaces Hiet(X,Qℓ); denote the
trace of this endomorphism by Tri(Fr), and put
Tr(Fr) :=
∑
i
(−1)iTri(Fr). (99)
This quantity is the Lefschetz number of Fr and is independent of the choice of ℓ,
as the following result by Grothendieck shows:
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Theorem 6.4 (Lefschetz Formula [8, 19]). Tr(Fr) = |X(Fq)|.
So for any field extension Fqm |Fq (m ∈ N×) the Lefschetz formula reads
|X(Fqm)| = Tr(Fr
m) =
∑
i
(−1)iTr(Frm|Hiet(X,Qℓ)). (100)
For the case that X is a curve of genus g (which will be of special interest later
on), one derives the following formula for the zeta function in terms of the action
of the Frobenius operator:
ζX(s) =
∏2g
j=1(1− λjq
−s)
(1− q−s)(1 − q1−s)
=
Det
(
(s · 1− q−s · Fr)
∣∣∣H1et(X,Qℓ))
Det
(
(s · 1− q−1 · Fr)
∣∣∣H0et(X,Qℓ))Det((s · 1− q−s · Fr)∣∣∣H2et(X,Qℓ)) , (101)
where the λjs are the eigenvalues of the Frobenius acting on e´tale cohomology.
(“Det(·)” is the usual determinant.)
6.5. Absolute Frobenius endomorphisms. Consider the algebraic closure F1
of F1. We define the absolute Frobenius endomorphism of degree n ∈ N, denoted
Frn1 to be the map
Fn1 : F1 −→ F1 : x −→ x
n. (102)
Elements of Fd1 ∼= µd ∪{0} ≤ F1 are characterized by the fact that they are the
solutions of
xFr
d+1
1 = x, (103)
which is analogous to the fact that elements of finite fields Fqd ≤ Fq are singled
out as fixed points of Frd.
6.6. Projective spaces over extensions. Let m ∈ N× ∪ {∞}, n ∈ N, and let
A be the F1-ring Fm1 [X0, X1, . . . , Xn]. Here, we put F
∞
1 = F1. Rather than looking
at Spec(A), we want to consider the Proj-scheme P(n,m) := Proj(Spec(A)). The
following is simple, yet it illustrates a different behavior of F1-schemes than schemes
over “real fields”.
Proposition 6.5. Topologically, the structure of P(n,m) is independent of the
choice of m.
Proof. It suffices to observe that for any ν ∈ µm and any i ∈ {0, 1, . . . , n}, we have
(Xi) = (νXi). (104)
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If X is a K-scheme, where K is a field, then the closed points of X represent
orbits of the Galois group Gal(K/K), and all K-rational points of X ×K K are
contained in the union of these orbits. So there is a natural map
α : X(K) −→ X, (105)
sending closed points of X(K) to closed points of X , which is neither injective nor
surjective.
Going back to the spaces P(n,m) of above, we see the closed points of P(n,m)
(for anym) as orbits of Gal(F1/Fm1 ). A stalk at an arbitrary closed point of P(n,m)
is isomorphic to
{0} ∪ (µm × F
ab(X0, X1, . . . , Xn)), (106)
where Fab(X0, X1, . . . , Xn) is the free abelian group generated by X0, X1, . . . , Xn.
So on the algebraic level we can see the extension of the ground field — we consider
the stalk as consisting, besides 0, of m distinct copies of Fab(X0, X1, . . . , Xn)
equipped with a sharply transitive µm-action, which is in accordance with the
classical picture.1
The stalks at any given closed point of P(n,∞) are given by
{0} ∪ (F1
×
× Fab(X0, X1, . . . , Xn)), (107)
and the absolute Frobenius map Frd+11 with d ∈ N
× (which acts on the scheme by
acting trivially on the topology and as Frd+11 on the structure scheaf) singles out
the (“ordinary” and invisible) Fd1-points.
6.7. Deitmar zeta functions. In [36], C. Soule´, inspired by Manin’s paper [30],
associated a zeta function to any sufficiently regular counting-type function N(q)
by considering the limit
ζN (s) := lim
q→1
Z(q, q−s)(q − 1)N(1), s ∈ R. (108)
(See also the next paragraph for more on this definition.) Here Z(q, q−s) is the
evaluation at T = q−s of the Hasse-Weil zeta function
Z(q, T ) = exp(
∑
r≥1
N(qr)
T r
r
). (109)
One computes that if N(X) = a0 + a1X + · · ·+ anXn, then
ζX|F1(s) =
n∏
i=0
1
(s− i)ai
, (110)
which is in accordance with the aforementioned example for projective F1-spaces.
In [11], the following theorem is obtained.
1The m “points” are invisible points which do not occur in Z-schemes.
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Proposition 6.6. Let X be a D0-scheme and XZ = X ⊗F1 Z be the Deitmar base
extension to the integers. Then there exists a natural number e and a polynomial
N(T ) with integer coefficients such that for every prime power q one has
(q − 1, e) = 1 =⇒ #XZ(Fq) = N(q). (111)
The polynomial N is uniquely determined, and independent of the choice of e.
Deitmar calls this the “zeta polynomial” of X .
If NX(T ) = a0 + a1T + . . . + anT
n is the zeta polynomial of an arbitrary
D0-scheme X , we can thus define the zeta function of X as
ζX|F1(s) =
1
sa0(s− 1)a1 · · · (s− n)an
. (112)
The Euler characteristic of X is then defined as
χ(X) := NX(1) = a0 + · · ·+ an. (113)
6.8. Kurokawa zeta functions. In [28], Kurokawa says a schemeX is of F1-type
if its arithmetic zeta function ζX(s) can be expressed in the form
ζX(s) =
n∏
k=0
ζ(s− k)ak (114)
with the aks in Z. A very interesting result in [28] reads as follows:
Theorem 6.7. Let X be a Z-scheme. The following are equivalent.
(i)
ζX(s) =
n∏
k=0
ζ(s− k)ak (115)
with the aks in Z.
(ii) For all primes p we have
ζX|Fp(s) =
n∏
k=0
(1 − pk−s)−ak (116)
with the aks in Z.
(iii) There exists a polynomial PX(Y ) =
∑n
i=0 akY
k such that
#X(Fpm) = NX(p
m) (117)
for all finite fields Fpm .
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Kurokawa defines the F1-zeta function of a Z-scheme X which is defined over
F1 as
ζX|F1(s) :=
n∏
k=0
(s− k)−ak (118)
with the aks as above. Define, again as above, the Euler characteristic
#X(F1) :=
n∑
k=0
ak. (119)
The connection between F1-zeta functions and arithmetic zeta functions is ex-
plained in the following theorem, taken from [28].
Theorem 6.8. Let X be a Z-scheme which is defined over F1. Then
ζX|F1(s) = limp−→1
ζX|Fp(s)(p− 1)
#X(F1). (120)
Here, p is seen as a complex variable (so that the left hand term is the leading
coefficient of the Laurent expansion of ζX|F1(s) around p = 1).
We will give a brief sketch of the proof here.
Proof. We have
ζX|F1(s)(p− 1)
#X(F1) =
n∏
k=0
(1− pk−s
p− 1
)−ak (121)
so that for the limit we get
lim
p−→1
ζX|F1(s)(p− 1)
#X(F1) =
n∏
k=0
(
lim
p−→1
1− pk−s
p− 1
)−ak
=
n∏
k=0
(s− k)−ak
= ζX|F1(s). (122)
For affine and projective spaces, we obtain the following zeta functions (over
Z, Fp and F1, with n ∈ N×):
ζAn|Z(s) = ζ(s− n);
ζAn|Fp(s) =
1
1− pn−s
;
ζAn|F1(s) =
1
s− n
, (123)
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and
ζPn|Z(s) = ζ(s)ζ(s − 1) · · · ζ(s− n);
ζPn|Fp(s) =
1
(1− p−s)(1 − p1−s) · · · (1− pn−s)
;
ζPn|F1(s) =
1
s(s− 1) · · · (s− n)
. (124)
6.9. Appendix: Toric varieties and zeta functions. Suppose N is a lattice
— a group isomorphic to Zn for some natural number n. A fan ∆ in N is a
finite collection of proper convex rational polyhedral cones in the real vector space
NR = N⊗R such that every face of a cone in ∆ is in ∆, and the intersection of two
cones in ∆ is a face of each of these cones. Recall that a convex cone is a convex
subset σ of NR with R+σ = σ. Such a cone is polyhedral if it is finitely generated,
and proper if it does not contain a nonzero subvector space of NR.
Suppose ∆ is a fan in the lattice N , and let ND := Hom(N,Z) be the dual
lattice of N . For a cone c ∈ ∆, the dual cone cD is the cone in the dual space NDR
consisting of all α ∈ NDR for which α(c) ≥ 0. As such one has defined a monoid
Ac = c
D ∩ND. Now put Uc = Spec(C[Ac]); if τ is a face of c, then Aτ ⊇ Ac, and
the latter inclusion gives rise to an open embedding
Uτ →֒ Uc. (125)
Along these embeddings the affine varieties Ac can be glued to obtain a variety
X∆ over C, which has been given an F1-structure [12]. Then X∆ is a toric variety,
and the torus is U0 ∼= GL
n
1 . Every toric variety can be obtained in this way.
The next proposition, which is used in the proof of the theorem following it, is
of independent interest.
Proposition 6.9 ([12]). Let B be a submonoid of the monoid A of finite index.
Then the map
ϕ : Spec(A) −→ Spec(B) (126)
defined by ϕ(p) = p ∩B is a bijection.
In [12] Deitmar then obtains the next theorem, which supports Manin’s pre-
dictions (in Deitmar’s theory).
Theorem 6.10 ([12]). Let ∆ be a fan in a lattice of dimension n. For j ∈
{0, 1, . . . , n}, let fj be the number of cones in ∆ of dimension j. Set
cj =
n∑
k=j
fn−k(−1)
k+j
(
k
j
)
. (127)
Let X be the corresponding toric variety. Then the F1-zeta function of X equals
ζX(s) = s
c0(s− 1)c1 · · · (s− n)cn . (128)
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6.10. Zeta functions of categories. In several versions of F1-geometry (such
as in Υ-schemes), it appears that many Z-schemes can descend to one and the
same D0-scheme. As we want to see these data as one object, it is desirable that
one can attach a zeta function to such an object. In [27], Kurokawa introduces
such an approach.
Let C be a category with a zero object (that is, an object which is both initial
and terminal). An object X of C is simple if for every object Y , Hom(X,Y )
only consists of monomorphisms and zero-morphisms. The norm of an object Z is
defined as
N(Z) = |End(Z,Z)| = |Hom(Z,Z)|. (129)
An object is finite if its norm is. We denote the category of isomorphism classes
of finite simple objects of C by P(C). The zeta function of C is
ζ(C, s) =
∏
P∈P(C)
1
(1 −N(P )−s)
. (130)
Note that if two categories are equivalent, then their zeta functions are the same.
Following Kurokawa [27], we indicate some important examples.
6.10.1. Abelian groups. Let C = Ab, the category of abelian groups (or Z-
modules). Then obviously P(C) coincides with the set of cyclic groups of prime
order, so that ζ(Ab, s) is nothing else than the classical Riemann zeta ζ(s):
ζ(Ab, s) = ζ(s). (131)
6.10.2. Groups. If C is the category of groups, then P(C) runs through the
finite simple groups. Kurokawa shows that the associated zeta function is mero-
morphic when Re(s) > 3.
6.10.3. Commutative rings. Let R be a finitely generated commutative ring,
and let C be the category Mod(R) of R-modules. Then
ζ(Mod(R), s) =
∏
m
1
1−N(m)−s
, (132)
where m runs over all maximal ideals of R and where N(m) = |(R/m)|. (A
Kurokawa-simple R-module is also simple in the usual sense — there are no proper
nonzero R-submodules — and so such a module is isomorphic to R/m where m is
maximal. And one can identify Hom(R/m, R/m) with R/m.)
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6.11. Υ-Schemes and a conjecture on zeta functions. In the incidence ge-
ometry over F1, we have seen (cf. the first chapter of this volume) that if W ∈ A ,
any element of A −1(W ) has many isomorphic copies of W , and W is the most
general incidence geometry which satisfies the axioms of the class A −1(W ), and
which is contained in any element of the latter class. In fact, our proposal of base
extension (for Υ-schemes) is quite in agreement with this idea. Perhaps this could
also be an approach to define zeta functions of F1-schemes. Although we state the
precise formulation as conjectures, the reader may regard them as ideas, rather
then precise predictions.
Conjecture 6.11 (Zeta 1). The (inverse) zeta function of a D0-scheme S should
be a divisor of the inverse of any Soule´ zeta function of a Z-scheme S which
descends to S, if the latter is a scheme which has a counting polynomial X such
that
#(S ⊗Z Fq) = X(q) (133)
for any prime power q.
Conjecture 6.12 (Zeta 2). The zeta function of an Υ-scheme is the greatest
common divisor of these polynomials.
In any case, we predict that there is an “absolute zeta polynomial” which is
independent of the choice of S in CS , which only depends on S, and which has
similar properties. A Kurokawa-type approach such as in §6.10 seems promising
to attack these conjectures.
Consider the loose graph Γ determined by an ordinary quadrangle; then S(Γ)
is isomorphic to the scheme
Proj(F1[X0, X1, X2, X3]/(X0X1, X2X3)), (134)
and a general element of S(Γ) has the form
Proj(Z[X0, X1, X2, X3]/(κX0X1 + κ
′X2X3)), (135)
for κ, κ′ ∈ Z×, so any such scheme has a counting polynomial, and obviously the
function χ(s) = s(s − 1)(s − 2) is a divisor of all associated inversed Soule´-zeta
functions. The “degenerate cases” are schemes of type
Proj(Z[X0, X1, X2, X3]/(κX0X1, κ
′X2X3), (136)
which are isomorphic to S(Γ)Z in Deitmar’s language.
6.11.1. Special case: L-schemes. Let Γ be a loose graph, and S(Γ) be the
associated D0-scheme. Can the zeta function of S(Γ), in the vein of the previous
paragraph, be read from Γ?
The combinatorial-motivic nature of F1-schemes 125
7. Motives, absolute motives and regularized determinants
Parmi toutes les chose mathe´matiques que j’avais eu
le privile`ge de de´couvrir et d’amener au jour,
cette re´alite´ des motifs m’apparaˆıt encore comme la plus fascinante,
la plus charge´e de myste`re — au coeur meˆme
de l’identite´ profonde entre la “ge´ome´trie” et l’ “arithme´tique”.
Et le “yoga des motifs” auquel m’a conduit cette re´alite´
longtemps ignore´e est peut-eˆtre
le plus puissant instrument de de´courverte que j’aie de´gage´
dans cette premie`re pe´riode de ma vie de mathe´maticien
A. Grothendieck, Re´coltes et Semailles
It is hard to see Absolute Arithmetic not deeply connected to Grothendieck’s
theory of motives, which is a universal cohomology theory h for “good” cohomol-
ogy theories of (say) varieties over fields.
The functor h must satisfy:
(M1) the Ku¨nneth formula
h(V ×W ) = h(V )⊗ h(W ); (137)
(M2) translate disjoint unions into direct sums;
(M3) certain additional axioms to obtain the Lefschetz formula.
Let k be a field. The universal cohomology theory h should take values in a cat-
egory of motivesMot(k) which should look like the category of finite-dimensional
Q-vector spaces — more precisely:
(M′1) homomorphism groups should be Q-vector spaces;
(M′2) Mot(k) should be an abelian category (or even better a “tannakian” cate-
gory, cf. [9]).
Every Weil (= “good”) cohomology theory H with coefficients in some field
F (such as the e´tale ℓ-adic one of before) should fit (uniquely) into the following
diagram
H : Var(Fq)
h
−→Mot(Fq)
ωH−→ {graded F− vector spaces}. (138)
(We denote the category of nonsingular projective varieties over Fq by Var(Fq).)
Here, ωH is a functor which comes with the cohomology theory H, such that
ωH(h(X)) = H
∗(X) =
2dim(X)⊕
i=0
Hi(X). (139)
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7.1. Algebraic cycles and the category Motnum. An algebraic cycle of a
scheme S is an element in the free abelian group C(S) generated by the closed
irreducible reduced subschemes of S. The generators, so the closed irreducible
reduced subschemes, are called the prime cycles of S. We assume in this section
that the scheme has finite dimension n. We then have a natural grading of C(S)
by the codimension, by putting Cd(S) equal to the free abelian group generated
by the closed irreducible reduced subschemes Z of codimension d = n − dim(Z).
By mapping a closed irreducible reduced subscheme to its generic point, and vice
versa, by mapping a point of S to its closure, we see that prime cycles can be
identified with points of S, so that C(S) is the free abelian group generated by the
points of S.
Two cycles γ and γ′ (on X) are rationally equivalent if there is an algebraic
cycle on X × P1 having γ − γ′ as its fibre over one point of P1 and 0 as its fibre
over a second point; any two algebraic cycles are rationally equivalent to algebraic
cycles that intersect properly, and so the “intersection product” is well defined.
The latter (on passing to quotients by rational equivalence ∼) yields a bi-additive
map
(Cn(X,Y )/ ∼)× (Cm(X,Y )/ ∼) −→ Cn+m(X,Y )/ ∼ . (140)
The group of correspondences of degree n from a k-variety X to a k-variety Y
is now defined as
Corrn(X,Y ) := Cn+dim(X)(X × Y ). (141)
We further define
˜Corrn(X,Y ) := Corrn(X,Y )/ ∼ and ˜Corrn(X,Y )Q := ˜Corr
nX,Y )⊗ZQ. (142)
Another type of equivalence relation we want to consider is numerical equiva-
lence: two cycles γ and γ′ are said to be numerically equivalent if for any other
algebraic cycle γ′′,
deg(γ · γ′′) = deg(γ′ · γ′′), (143)
where “deg” denotes the degree map.
7.2. Two standard conjectures.
Conjecture 7.1 ((D)). If an algebraic cycle is numerically equivalent to zero, then
its cohomology class is zero.
Assuming Conjecture 7.1, every Weil cohomology theoryH does factor uniquely
through X −→ h(X). The next step is wanting more: one desires a decomposition
of h(X) that underlies the decomposition of H∗(X) =
⊕2dim(X)
i=0 H
i(X).
Conjecture 7.2 ((C)). In End(h(X)) = C
dim(X)
num (X ×X), the diagonal ∆X has
a canonical decomposition into a sum of mutually orthogonal idempotents:
∆X = π0 + · · ·+ π2dim(X). (144)
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There would follow an expression
h(X) = h0(X) + · · ·+ h2dim(X)(X), (145)
where hj(X) = h(X, πj , 0). (The latter is to be defined in the next paragraph.)
Remark 7.3. Conjecture 7.2 is known to be true for nonsingular projective va-
rieties over finite fields (where certain polynomials related to the Frobenius map
can be used to decompose the motive), and to abelian varieties in characteristic
0 (where the power maps m : X −→ X , m ∈ Z are used to decompose). We will
come back to this in more detail later in this section.
Assume Conjecture 7.2. We say that the motive hj(X) has weight j, and that
h(X, πj ,m) has weight i− 2m.
7.3. Defining motives. Usually one defines motives in three simple steps (the
fact that they do define motives is less simple). In this section, let k be a fixed field.
# Step 1 - The category and morphisms DefineMot(k) to be a category
whose objects are one object h(X) per (nonsingular, projective) k-variety X , and
where, for k-varieties X and Y , we define
Hom(h(X), h(Y )) := ˜Corr0(X,Y )Q. (146)
Due to the existence of idempotents, this definition is not sufficient for our goals
(the category contains morphisms that do not correspond to the direct decompo-
sition of an object, so it is far from abelian). One way to fix this is the following.
An additive category is pseudo-abelian if we have the next property:
PA For any idempotent (=projector) p ∈ Hom(X,X), where X is any object,
there exists a kernel ker(p), and the canonical homomorphism
ker(p)⊕ ker(1X − p) −→ X (147)
is an isomorphism.
Given an additive category C, its pseudo-abelian completion is the category C˜
where objects are pairs (X, p) (in the obvious notation); homomorphisms are de-
fined by
Hom((X, p), (Y, r)) := {f ∈ HomC(X,Y )|f ◦ p = r ◦ f}/Z, (148)
where Z is the subgroup consisting of elements µ for which µ ◦ p = r ◦ µ = 0. So
Hom((X, p), (Y, r)) = {r ◦ f ◦ p|f ∈ HomC(X,Y )}. (149)
# Step 2 - Adding idempotents Define Mot(k) to be the pseudo-abelian
completion of Mot(k).
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As such we have introduced the category of effective motives (where we some-
times specify the sub-index “rat” or “num” depending on whether the equivalence
relation “∼” is rational equivalence, or numerical equivalence).
The contravariant functor h associates with X the element (X,1); a general
element (X, e) then corresponds to the motive e(h(X)) that is chopped off from
h(X) by the projector e. For any Weil cohomology theory H, e then singles out a
sub vector space e(H(X)) of H∗(X).
Define L := h2(P1); it is the so-called Lefschetz motive.
# Step 3 - Adding duals We define Mot(k) by inverting L; the objects
are h(X, e,m) with X a k-variety, e an idempotent in the ring ˜Corr0(X,X)Q and
m ∈ Z, and morphisms are defined by
Hom(h(X, e,m), h(Y, f, n)) = f ◦ ˜Corrn−m(X,Y )Q ◦ e. (150)
This is what one calls the category of motives; if ∼ is rational equivalence, one
also speaks of Chow motives, while if ∼ is numerical equivalence, we call them
Grothendieck motives. Other equivalences are also in use, and we keep applying
the term “motive” to each of these theories.
7.4. Grothendieck ring, the Lefschetz motive and virtual Tate motives.
Let k be a field. Consider the category V̂ar(k) of algebraic k-varieties, and let
K0(V̂ar(k)) be its Grothendieck ring. This is the free abelian group with generators
[X ], [X ] being the isomorphism class of the object X of V̂ar(k), moding out the
subgroup generated by the relations of the form
[X ] = [Y ] + [X \ Y ], (151)
where Y is a closed subvariety of X . The group is made into a ring by defining
the product of classes [X ] and [Y ] as
[X ] · [Y ] := [X ×Spec(k) Y ], (152)
extended by linearity. One often calles the generators in K0(V̂ar(k)) “virtual mo-
tives”. We define in a similar manner the Grothendieck ring K0(Mot(k)) of the
numerical pure k-motives.
Denoting the class [A0(k)] by 1, as an example we have
[Pn(k)] = 1+ [A1(k)] + [A2(k)] + · · ·+ [An(k)], (153)
for n ∈ N, since [Pn(k)] = [Pn−1(k)] + [An(k)].
Let R be a commutative ring. An additive invariant χ : V̂ar(k) −→ R is a map
with the following properties (where X,Y are objects in V̂ar(k)):
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# Isomorphism Invariance χ(X) = χ(Y ) if X ∼= Y
# Multiplicativity χ(X × Y ) = χ(X)χ(Y );
# Inclusion-Exclusion χ(X) = χ(Y ) + χ(X \ Y ) for Y closed in X .
A standard example is the topological Euler characteristic. It is clear that giving
an additive invariant χ is the same as giving a ring morphism
χ : K0(V̂ar(k)) −→ R. (154)
Remark 7.4. Note that there is an additive invariant
χmot : V̂ar(k) −→ K0(Mot(k)) (155)
which assigns to a k-variety X the object [(h(X), id, 0)] (and is generated by these
assignments).
Let L be the class [A1(k)] in K0(V̂ar(k));2 it is called the virtual Lefschetz
motive. The subring Z[L] ⊂ K0(V̂ar(k)) is the subring of virtual mixed Tate
motives. So a k-variety X has a mixed Tate motive if [X ] ∈ Z[L].
7.5. Mixed Tate motives and counting polynomials. IfX is a Z-variety, and
X corresponds to a mixed Tate motive (over k), it has class [X×Spec(Z) Spec(k)] ∈
Z[L] in K0(V̂ar(k)). Up to a finite number of primes (where bad reduction phe-
nomena could occur), it follows that
Npm(X) := #(X ×Spec(Z) Spec(Fpm)) (156)
(with p a prime and m a nonzero integer) is a polynomial in pm since the counting
function Npm(·) is an additive invariant and since Npm(A1(Fpm)) = pm.
There is more: polynomial countability at all but finitely many primes is con-
jecturally equivalent to the motive of the variety being mixed Tate — the Tate
conjecture predicts that determining Np(X) for almost all primes p would deter-
mine the motive of X ×Z Fpm [1]! So:
Theorem 7.5. Under the assumption of the Tate conjecture, the Z-schemes in CS
which were addressed in Conjecture 6.12 are those which have mixed Tate motives.
Recalling Kurokawa’s F1-zeta functions, and assuming the Tate conjecture,
it follows that schemes of F1-type (slightly modifying Kurokawa’s definition by
allowing bad reduction up to a finite number of primes) are precisely those which
have a mixed Tate motive.
2It is suggestively denoted in the same way as the Lefschetz motive, since in K0(V̂ar(k)) we
have the identity [P1(k)] = 1+ [A1(k)].
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7.6. Artin-Tate motives. A motive M is called an Artin-Tate motive if there
exists a finite collection of motives {Mi|i ∈ I} such that each tensor power of M
is a direct sum of Tate twists of the Mis. The category of Artin-Tate motives
contains the Tate motives.
7.7. Zeta functions of motives. In any tannakian category, endomorphisms of
objects have characteristic polynomials. We define the zeta function Z(M,T ) of a
pure motive M over the finite field Fp (p a prime) of weight i as the characteristic
polynomial of the Frobenius map of M if i is odd, or its reciprocal if i is even.
(This polynomial has rational coefficients.) For pure motives M and M ′ of the
same weight we have
Z(M ⊕M ′, T ) = Z(M,T )Z(M ′, T ), (157)
which one extends naturally to all motives.
Let X be an Fp-variety, and H e´tale ℓ-adic cohomology (ℓ 6= p). We know by
the positive solution of the first Weil conjecture (see [18]) that
Z(X,T ) =
P1(T ) · · ·P2n−1(T )
P0(T ) · · ·P2n(T )
(158)
with the Pi(T ) being the characteristic polynomials of the Frobenius map of X
acting on e´tale ℓ-adic cohomology Hiet(X,Qℓ).
Assume Conjecture 7.1. As the functor ωH preserves characteristic polynomials,
we have that
Z(hi(X), T ) = Pi(X,T )
(−1)i+1 (159)
so that
Z(X,T ) = Z(h0(X), T ) · · ·Z(h2n(X), T ). (160)
7.8. Regularized determinants. Let c ∈ C×, and suppose c = |c|eiγ . Put, for
z a complex number,
c−z := e−(log |c|+iγ)z . (161)
Then
exp
(
−
d
dz
c−z
∣∣∣∣
z=0
)
= exp(log |c|+ iγ) = c. (162)
(Note that the right hand side is independent of the choice of the argument up to
an integer multiple of 2πi.) For a finite set of nonzero complex numbers cν (and
an arbitrary choice of their arguments), we then get
exp
(
−
d
dz
∑
ν
c−zν
∣∣∣∣∣
z=0
)
=
∏
ν
cν . (163)
Based on this observation, we want to introduce an infinite product, as follows.
Let (cν) be an infinite family of nonzero complex numbers, let for each ν, γν be a
corresponding argument, and assume that
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•
∑
ν c
−z
ν converges for sufficiently large Re(z);
• the function
∑
ν c
−z
ν admits a meromorphic continuation and z is regular in
a neighborhoud of z = 0.
Then, by definition,
∏∐
ν
cν :=
∏∐
ν
(cν , γν) = exp
(
−
d
dz
∑
ν
c−zν
∣∣∣∣∣
z=0
)
. (164)
This product does not change if a finite number of arguments are chozen differently,
but it may change otherwise.
Let X be a vector space, and Φ an operator of X with spectrum {cν}. We
define the regularized determinant of Φ|X as
Det(s · 1− Φ|X) =
∏∐
ν
(s− cν). (165)
Note that for finite products,
∏∐
and
∏
coincide.
7.9. Deninger’s formula. Let C be a nonsingular absolutely irreducible alge-
braic curve over the finite field Fq. Fix an algebraic closure Fq of Fq and let m 6= 0
be a positive integer; as we noted in the introduction of this chapter, we have the
following Lefschetz formula for the number |C (Fqm)| of rational points over Fqm :
|C (Fqm)| =
2∑
ω=0
(−1)ωTr(Frm
∣∣∣Hω(C )) = 1− 2g∑
j=0
λmj + q
f , (166)
where Fr is the Frobenius endomorphism acting on the e´tale ℓ-adic cohomology of
C , the λjs are the eigenvalues of this action, and g is the genus of the curve. We
then have a motivic weight decomposition
ζC (s) =
2∏
ω=0
ζhω(C )(s)
(−1)ω−1 =
∏2g
j=1(1− λjq
−s)
(1− q−s)(1− q1−s)
=
Det
(
(s · 1− q−s · Fr)
∣∣∣H1(C ))
Det
(
(s · 1− q−1 · Fr)
∣∣∣H0(C ))Det((s · 1− q−s · Fr)∣∣∣H2(C )) . (167)
Here the ω-weight component is the zeta function of the pure weight ω motive
hω(C ) of C .
In the early nineties, Christopher Deninger published his studies ([14], [15], [16])
on motives and regularized determinants. In [15], Deninger gave a description of
conditions on a category of motives that would admit a translation of Weil’s proof
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of the Riemann Hypothesis for function fields of projective curves over finite fields
Fq to the hypothetical curve Spec(Z). In particular, he showed that the following
analogous formula would hold:
ζ
Spec(Z)(s) = 2
−1/2π−s/2Γ(
s
2
)ζ(s) =
∏∐
ρ
s−ρ
2π
s
2π
s−1
2π
?
=
Det
(
1
2π (s · 1−Θ)
∣∣∣H1(Spec(Z), ∗abs))
Det
(
1
2π (s · 1−Θ)
∣∣∣H0(Spec(Z), ∗abs))Det( 12π (s · 1−Θ)∣∣∣H2(Spec(Z), ∗abs)) ,(168)
where
∏∐
is the regularized product, Det denotes the regularized determinant, Θ
is an absolute Frobenius endomorphism that comes with the category of motives,
and the Hi(Spec(Z), ∗abs) are certain proposed cohomology groups. The ρs run
through the set of critical zeroes of the classical Riemann zeta.
Note that in the first equation of (167) we can re-write the factors of type
(1 − q−sλ) as
1− q−sλ =
∏∐
α|qα=λ
log q
2πi
(s− α). (169)
The expression (168) combined with Kurokawa’s work on multiple zeta func-
tions ([26]) from 1992 subliminated to the hope that there are motives h0 (“the
absolute point”), h1 and h2 (“the absolute Tate motive”) with zeta functions
ζhw(s) = Det
( 1
2π
(s · 1−Θ)
∣∣∣Hw(Spec(Z), ∗abs)) (170)
for w = 0, 1, 2. Deninger computed that
ζh0(s) = s/2π and ζh2(s) = (s− 1)/2π. (171)
Manin proposed in [30] the interpretation of h0 as Spec(F1) and the interpre-
tation of h2 as the affine line over F1. Since these observations were made, the
search for a proof of the Riemann Hypothesis became a main motivation to look
for a geometric theory over F1.
7.10. Absolute motives. At present, we do not have a construction available
of the object
Spec(Z)×F1 Spec(Z) (172)
which suits our needs, but what we can do at least is to image how its zeta function
looks like. Here, following Manin [30], we will consider zeta functions of absolute
motives.
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7.10.1. Structure. Imagine that “natural factors” of zeta functions of Z-schemes
of finite type (think of the decompostions in the previous paragraphs for the in-
tuition behind natural factors), correspond to absolute motives M that can be
reconstructed from the zeroes of ζM(s) in some way. We want to have addition
and (sometimes) multiplication at hand, which satisfies the natural rules below.
We denote the composition of absolute motives by “×
◦
”, and the dual of an absolute
motive M by MT . The rules are:
ζM+N(s) = ζM(s)ζN(s); (173)
ζM×
◦
N(s) = ζM(s)⊗ ζN(s); (174)
ζMT (s) = ζM(−s). (175)
Proposition 7.6. Every motive must define an absolute motive with the same
zeta function.
Denote the functor which associated to a motive its absolute motive, again, by
A (and its “i-th factor” by A i).
7.10.2. The absolute Lefschetz motive. Manin defines the zeta function of
the absolute Lefschetz motive L as
ζL(s) :=
s− 1
2π
. (176)
We then want that
ζ
L
×
◦
n(s) =
s− n
2π
. (177)
Remark 7.7. Sometimes the factor (2π)−1 is ignored.
It is imagined that L is the motive of the affine line Spec(F1[X ]) over F1, and
L0 corresponds to the absolute point Spec(F1). So the decomposition of (168)
corresponds to the following expression:
A (Spec(Z)) = L0 ⊕A 1(Spec(Z))⊕ L. (178)
Remark 7.8. In [30], Manin calls L the absolute Tate motive and denotes it by T.
We prefer to name it “Lefschetz” instead of “Tate”, in accordance with the usual
nomenclature for motives. (The inverse of L then is the absolute Tate motive.)
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7.11. Conjecture C, motivic decomposition and motives for incidence
geometries. Let X be scheme of finite type over Z. As X is Noetherian, there
exists a decreasing sequence of closed subschemes
X = X0 ⊃ X1 ⊃ · · · ⊃ Xn = ∅ (179)
such that each Xi \Xi+1 is an affine scheme of finite type over Z. If we define Y to
be the disjoint union of these affine schemes Xi \Xi+1, then Y is an affine scheme
for which
NX(p
m) = NY (p
m) (180)
for any prime p, and any positive nonzero integer m. (Note that it follows that
there exists a family of polynomials P = {Pν(X1, . . . , Xu)|ν} in Z[X1, . . . , Xu] for
some positive integer u, such that the number NP(p
m) of solutions of this family
for any such pm coincides with NX(p
m).)
7.11.1. Flag varieties and motivic decomposition. Recall the notion of
“maximal flag” from the first chapter of this monograph, and let F = (P0, . . . ,Pn)
be a maximal flag of the n-dimensional projective space (scheme) P = Pn(k) (over
the field k). So
∅ ⊂ P0 ⊂ · · · ⊂ Pn = P, (181)
where Pj is j-dimensional. Note that as a building, Pn can be defined through its
set of maximal flags. Then each Pi\Pi−1 is an affine scheme, and the above applies.
This decomposition corresponds in a precise way to the motivic decomposition
[Pn(k)] = 1+ L+ L2 + · · ·+ Ln (182)
we met earlier.
The way that a projective space (or vector space) can be represented by its
flags, is, for example, through its flag variety. Let V be a vector space, and
let F (V ) be its set of maximal flags (defined similarly as for projective spaces).
Let χ = (χ0, χ1, . . . , χn) be in F (V ), where V is an n-dimensional k-space (k a
field, n a positive integer), and where each χj has dimension j. (Note that the
extremities of the flag are not important for this discussion.) For each integer d
with 1 ≤ d ≤ n− 1, the Grasmannian Grass(d, V ) admits a natural embedding
Grass(d, V ) →֒ ∧d(V ) (183)
which sends an element W to a line of ∧d(V ). So each Grass(d, V ) carries the
structure of a projective variety. It also follows that F (V ) is a projective variety
through its embedding in P(∧1(V )×· · ·×∧n(V )). The flag χ becomes a projective
point in this variety.
One is tempted to consider more general varieties which, in some way, can be
defined through their set of maximal flags, and try to obtain Conjecture C in the
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same way as for projective spaces. Put more generally:
Motivic Decomposition. One wants to deduce similar decompositions of
motives for any variety X which admits a filtration
∅ ⊂ X0 ⊂ · · · ⊂ Xn = X, (184)
of closed subvarieties such that each difference Ui = Xi \Xi−1 behaves “sufficiently
well”.
7.11.2. Abelian varieties. For abelian varieties, Conjecture C has a neat solu-
tion, which we tersely describe here.
In [34] Shermenev gave a decomposition of the Chow motive of an arbitrary
abelian variety A over an algebraically closed field
h(A ) =
2dim(A )⊕
i=0
hi(A ) (185)
such that the ℓ-adic realization of each hi(A ) is Hiet(A ,Qℓ).
It should be remarked that such a decomposition is by no means unique (and
in this particular case, Shermenev’s decomposition is not canonical). In a paper
by Deninger and Murre [17], a canonical functorial decomposition is given for the
more general category of abelian schemes over a smooth quasi-projective scheme
defined over a field. In this paragraph we will restrict ourselve to the case of
abelian varieties for the sake of convenience. The crucial observation of [17] is that
˜Corr(X,X) ⊗ Q has a decomposition into the eigenspaces of the endomorphism
(1A × n)∗ where n is an integer. And for |n| > 1 the components of the diagonal
with respect to this decomposition are pairwise orthogonal idempotents in the ring
of correspondences inducing a motivic decomposition.
Let k be a field, and let Var(k) be the category of nonsingular projective
varieties X −→ Spec(k) over k. Let ˜Corr(X,X) =: CH(X) be the Chow ring of
algebraic cycles of X modulo rational equivalence, and let
CH(X,Q) := CH(X)⊗Q. (186)
Let A be an abelian variety as above (of fibre dimension g), and let T ∈ Var(k).
For n ∈ Z define the map nT : T ×k A −→ T ×k A to be 1T × n; for all p we put
CHps(T ×k A ,Q) := {γ ∈ CH
p(T ×k A ,Q)|n
∗
T (γ) = n
2p−sγ ∀ n ∈ Z}. (187)
Then Deninger and Murre show that there is a decomposition
CHp(T ×k A ,Q) =
l′⊕
s=l
CHps(T ×k A ,Q), (188)
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with l = max(p− g, 2p− 2g) and l′ = min(2p, p+ dim(T )).
Letting T = A and p = g we get that
CHg(A ×k A ,Q) =
2g⊕
s=0
CHgs(A ×k A ,Q), (189)
and in particular we have
∆A = ∆ =
2g∑
i=0
ρi (190)
for elements ρi ∈ CH
g
i (A ×k A ,Q). Putting πj := ρ2g−j , we obtain the next
theorem.
Theorem 7.9 ([17]). There is a unique decomposition
∆ =
2g⊕
i=0
πi (191)
in CHg(A ×kA ,Q) such that (1×n)∗πi = niπi and πi ◦πi = πi for i = 0, 1, . . . , 2g
and n ∈ Z.
7.11.3. Reductive groups. This is indeed possible for those varieties that come
with a “BN-pair structure” (which we met in some detail in the first chapter).
For the convenience of the reader, we quickly recall some basic notions.
A group G is said to have a BN-pair (B,N), where B,N are subgroups of G,
if:
(BN1) 〈B,N〉 = G;
(BN2) H = B ∩N ✁N and N/H = W is a Coxeter group with distinct generator
set of involutions S = {sj|j ∈ J};
(BN3) BsBwB ⊆ BwB ∪BswB whenever w ∈W and s ∈ S;
(BN4) sBs 6= B for all s ∈ S.
The group B, respectivelyW , is a Borel subgroup, respectively the Weyl group,
of G. The quantity |S| is called the rank of the BN-pair. If W is a finite group,
the BN-pair is spherical. It is irreducible if the corresponding Coxeter system is.
Sometimes we call (G,B,N) also a Tits system.
Note that S is uniquely determined as the set of elements in W× for which
B ∪BsB (192)
is a group.
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For w ∈ W , let ℓ(w) be the length (obviously defined) of w in W with respect
to the generating set S.
To each Tits system (G,B,N) one can associate a building B(G,B,N) in a nat-
ural way, through a group coset construction. We introduce the standard parabolic
subgroups — these are just the proper subgroups of G which properly contain B.
Let I ⊂ J , and define
WI := 〈si|i ∈ I〉 ≤W. (193)
Then
PI := BWIB (194)
is a subgroup of G which obviously contains B, and vice versa it can be shown
that any standard parabolic subgroup has this form.
Now define B(G,B,N) as follows.
(B1) Elements: are elements of the left coset spaces G/PI , ∅ 6= I ⊂ J 6= I.
(B2) Incidence: gPI is incident with hPL, I 6= L, if these cosets intersect non-
trivially.
The rank of B(G,B,N) is the rank of the BN-pair. The building B(G,B,N) is
spherical when the BN-pair (B,N) is. It is irreducible when (B,N) is irreducible.
More details can be found in the first chapter of the author.
By work of Karpenko [23] (relying on results of Rost [32]), and of Chernousov,
Gille and Merkurjev [4], we have the following general decomposition result.
Theorem 7.10 ([23, 32, 4]). Let X be a nonsingular projective k-variety (k a
field), and suppose that X admits a filtration
∅ = X−1 ⊂ X0 ⊂ · · · ⊂ Xn = X, (195)
of closed subvarieties, coming with flat morphisms
fi : Xi \Xi−1 −→ Yi (196)
of constant relative dimension n for i = 0, 1, . . . , n, where the Yi are smooth pro-
jective k-varieties. Suppose furthermore that the fiber of every fi over any point
y ∈ Yi is isomorphic to A
ai
κ(y). Then we have an isomorphism
h(X) ∼=
n⊕
i=1
h(Yi)(ai). (197)
In the latter theorem, the Yi are anistropic spaces over some finite separable
field extension of k.
Split k-reductive algebraic groups G have a natural BN-pair structure: let T
be any maximal torus; N is the normalizer NG(T ) of T in G, W = NG(T )/CG(T )
where CG(T ) is the centralizer, and B is any miminal parabolic containing T .
We have the following application.
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Corollary 7.11. Let G be a split k-reductive algebraic group (k a field), let (B,N)
be a standard BN-pair as above, and put W = N/(B ∩N). Let I ⊆ S and P = PI
(where S is the distinguished set of generating involutions of W ). Then we have
an isomorphism
h(G/P ) ∼=
⊕
w′∈W/WI
Lℓ(w
′). (198)
(Where each ℓ(w′) is the length of some representative.)
Remark 7.12 (Krull-Schmidt theorem). LetA be an additive category. An object
A of A is indecomposable if it is not isomorphic to the direct sum of two nonzero
objects. If A is pseudo-abelian, A is indecomposable if and only if the endomor-
phism ring of A in A has no nontrivial idempotents. Let again A be an additive
category. We say that A satisfies the Krull-Schmidt Theorem if any two direct
sum decompositions of an object into indecomposable objects are isomorphic.
7.12. More general frameworks — back to F1 and absolute motives. As
any reductive group has the structure of a BN-pair, it is natural to wonder whether
any variety which comes from a group with a BN-pair has a canonical motivic de-
composition in much the same way as for reductive groups. On the other hand,
since to each Tits system (G,B,N) we can associate a building, maybe there is a
synthetic way to derive a canonical motivic decompostion of such a variety. One
suggestion would be to extract the decomposition directly from the associated dia-
gram. Recall that groups with a spherical BN-pair of rank at least 3 were classified
by Tits in [46]. Also, irreducible, spherical Coxeter diagrams were classified by H.
S. M. Coxeter [6], and the complete list is the following.
An: . . . (n ≥ 1)
Cn: . . . (n ≥ 2)
Dn: . . . (n ≥ 4)
En: . . . (n = 6, 7, 8)
F4:
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H3:
5
H4:
5
I2(m):
m
(m ≥ 5)
Conjecture 7.13. Any variety which comes as a homogeneous space from a Tits
sytem (G,B,N) as V (G/P ) with P a parabolic, has a canonical decomposition
which can be directly derived from its Coxeter diagram.
If this conjecture were true, there would be a short cut to derive such a de-
composition from below, since A (B(G,B,N)) has the same diagram as B(G,B,N),
cf. the first chapter of this monograph:
Conjecture 7.14. Any variety which comes as a homogeneous space from a Tits
sytem (G,B,N) as V (G/P ) with P a parabolic, has a canonical decomposition
which can be directly derived from its Weyl geometry.
Since groups with a BN-pair are not necessarily associated to varieties (there
exist such groups which are not “classical” in any sense, by free constructions), it
seems natural to ask for a theory of motives which are associated to (sufficiently
structured) synthetic geometries, such as the F1-incidence geometries we considered
in the first chapter (since all these objects come with a diagram), or the loose graphs
of the present chapter which yield Deitmar schemes, and hence Υ-schemes. This
could lead to the theory of absolute motives alluded to several times before in the
cases when varieties are associated to the incidence geometries in question.
More precisely, let Γ be a loose graph, let SΓ be the corresponding Deitmar
scheme, and let CSΓ be as before (so (CSΓ , SΓ, d) is an Υ-scheme).
♮ Question. Can the motives of the objects in CSΓ be canonically decom-
posed just by the data of SΓ, or Γ? (As a motivating example, let Γ be a complete
graph, let (CSΓ , SΓ, d) be the corresponding projective space Υ-scheme, etc.)
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8. Back to buildings — The hyperring of ade`le classes, and
Singer fields
In [5], Connes and Consani relate hyperstructures to the geometry of F1, giving
rise to an interesting connection between hyperfield extensions of the so-called
“Krasner hyperfield”, and sharply transitive actions (on points) of automorphism
groups of combinatorial projective planes (see e.g. [20, 31, 42] for strongly related
discussions). (One is also referred to the paper [38] by the author for far more
details on the Connes-Consani connection, sketched in the framework of “prime
power conjectures”.) The Krasner hyperfield K is the hyperfield ({0, 1},+, ·) with
additive neutral element 0, usual multiplication with identity 1, and satisfying the
“hyperrule”
1 + 1 = {0, 1}. (199)
In the category of hyperrings, K can be seen as the natural extension of the
commutative pointed monoid F1, that is, (K, ·) = F1.
Spec(K) ← Spec(Z)
↓ ւ
Spec(F1)
(200)
It is precisely a number of foundational questions that arise in [5] in the context
of classifying hyperfield extensions of K, and that can be traced back to Hall [20]
in 1947, which we want to consider in this section. Formulated in a rather general
form, one set of problems we want to study is:
♮ Question(s). For which fields K can classical planes PG(2,K) admit
sharply transitive automorphism groups?
The precise connection with the field of characteristic one is explained in the
next section. Very roughly, we will see that a group is in some sense “defined over
the field with one element” if there exists a projective plane such that this group
acts sharply transitively, as an automorphism group, on its points.
And on the other hand, we also want to know
♮ Question(s). Which groups G act as sharply transitive automorphism
groups of projective planes?
Here, the sharply transitive action is taken on the points. Groups with this
action are called Singer groups (of the planes) throughout.
The reader recalls a basic classical result for finite projective planes which states
that if a finite projective plane Γ of order n admits the projective general linear
group PGL3(n) as an automorphism group (so n is already assumed to be a prime
power), then Γ comes from a vector space over Fq, i.e., is coordinatized over Fq,
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and the group acts doubly transitively on both points and lines. In fact, similar
results can be obtained when we ask that the group is abstract and acts doubly
transitively on points or lines, or even by merely assuming it is big enough. In
other words, once an automorphism group is assumed to be big or classical enough
or acts classically enough, this can only work for a classical plane, and the group
contains the information of only the classical plane (which can be reconstructed
from the group) for this action. So we ask ourselves the following
♮ Question. Can one group act as a Singer group on nonisomorphic pro-
jective planes?
(Whereas one and the same classical plane could admit nonisomorphic Singer
groups.)3
The sharply transitive action on points (or lines) is much more rigid than the
“linear actions”, but in the finite case no examples of nonclassical planes are known
which admit sharply transitive automorphism groups. Even when the groups are
assumed to be:
• abelian, or even
• cyclic
we do not know that the planes are classical, or even have a prime power order! In
fact, we will see that by a result of Karzel, “abelian” implies “cyclic”. And as we
will also see, this is not true at all in the infinite case: Karzel showed that infinite
finitely generated abelian groups can never act sharply transitively on classical
projective planes, and we shall prove that virtually all infinite abelian groups can
act as Singer groups on certain projective planes, but those will never be classical.
Eventually, one of the things we want to understand is what the relation is
between the structure of a Singer group of a classical plane, and the field over
which the plane is coordinatized. In particular, at the moment we do not know
whether, if such a field is algebraically closed or real-closed, such groups exist (in all
the other field cases, we will construct Singer groups explicitly). For the algebraic
closures of finite fields, however, we will prove indeed that Singer groups cannot
exist.
It seems that some general principle is present: the farther away a field F is
from being algebraically closed, the easier it is to construct (isomorphism classes
of) Singer groups for planes of type PG(2,F). It would be extremely interesting
to find a precise formulation for this principle.
Finally, we want to consider not just planes, but any (also infinite dimensional)
projective space for this problem.
3It should be noted that for affine Singer actions, such as sharply transitive actions on the
point set of an affine plane, many examples exist of nonisomorphic planes that admit the same
Singer group. Even for buildings of higher rank such affine actions are known.
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8.1. The hyperring of ade`le classes. In a recent paper [5], the authors dis-
covered unexpected connections between hyperrings and (axiomatic) projective
geometry, foreseen with certain group actions. Denoting the profinite completion
of Z by Ẑ (and noting that it is isomorphic to the product
∏
p Zp of all p-adic
integer rings), the integral ade`le ring is defined as
AZ = R× Ẑ, (201)
endowed with a suitable topology. Let K be a global field (that is, a finite extension
of Q or the function field of an algebraic curve over Fq — the latter is a finite field
extension of the field of rational functions Fq(X)). The ade`le ring of K is given by
the expression
AK =
∏
ν
′
Kν , (202)
which is the restricted product of local fields Kν , labeled by the places of K. If K
is a number field, the ade`le ring of K can also be defined as the tensor product
AK = K⊗Z AZ. (203)
We need a few more definitions.
8.2. Hyperrings and hyperfields. Let H be a set, and “+” be a “hyperoper-
ation” on H , namely a map
+ : H ×H → (2H)×, (204)
where (2H)× = 2H \{∅}. For U, V ⊆ H , denote {∪(u+v)|u ∈ U, v ∈ V } by U +V .
(Here, we identify an element h ∈ H with the singleton {h} ⊂ H .) Then (H,+) is
an abelian hypergroup provided the following properties are satisfied:
• x+ y = y + x for all x, y ∈ H ;
• (x+ y) + z = x+ (y + z) for all x, y, z ∈ H ;
• there is an element 0 ∈ H such that x+ 0 = 0 + x for all x ∈ H ;
• for all x ∈ H there is a unique y ∈ H (=: −x) such that 0 ∈ x+ y;
• x ∈ y + z =⇒ z ∈ x− y.
Proposition 8.1 ([5]). Let (G, ·) be an abelian group, and let K ⊆ Aut(G). Then
the following operation defines a hypergroup structure on H = {gK |g ∈ G}:
gK1 · g
K
2 := (g
K
1 · g
K
2 )/K. (205)
A hyperring (R,+, ·) is a nonempty set R endowed with a hyperaddition + and
the usual multiplication · such that:
• (R,+) is an abelian hypergroup with neutral element 0;
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• (R, ·) is a monoid with multiplicative identity 1;
• for all u, v, w ∈ R we have that u·(v+w) = u·v+u·w and (v+w)·u = v·u+w·u;
• for all u ∈ R we have that u · 0 = 0 = 0 · u;
• 0 6= 1.
A hyperring (R,+, ·) is a hyperfield if (R \ {0}, ·) is a group.
8.3. The Krasner hyperfield and its extensions. The Krasner hyperfield K
is the hyperfield
({0, 1},+, ·) (206)
with additive neutral element 0, usual multiplication with identity 1, and satisfying
the hyperrule
1 + 1 = {0, 1}. (207)
In the category of hyperrings, K can be seen as the natural extension of the
commutative pointed monoid F1, that is, (K, ·) = F1. As remarked in [?], the
Krasner hyperfield encodes the arithmetic of zero and nonzero numbers, just as
F2 does for even and odd numbers. From this viewpoint, it is of no surprise that
projective geometry will come into play.
Let R be a commutative ring, and let G be a subgroup of its multiplicative
group. The following operations define a hyperring on the set R/G of G-orbits in
R under multiplication.
• Hyperaddition. x + y := (xG + yG)/G = {xg + yh|g, h ∈ G}/G for
x, y ∈ R/G.
• Multiplication. xG · yG := xyG for x, y ∈ R/G.
Important Example. Let R be the finite field Fqm , where q is a prime
power and m ∈ N×, and let G be the multiplicative group F×q ≤ F
×
qm . Then we
can see R naturally as an m-dimensional Fq-vector space, or better: as an (m−1)-
dimensional Fq-projective space. In the latter case, projective points are the cosets
xG with x 6= 0. And lines, for instance, are of the form (xG + yG)/G. Once one
lets m go to 1, one naturally constructs the Krasner hyperfield K. These examples
will be very important in what is to come.
Proposition 8.2 ([5]). Let K be a field with at least three elements. Then the
hyperring K/K× is isomorphic to the Krasner hyperfield. If, in general, R is a
commutative ring and G ⊂ K× is a proper subgroup of the group of units of R,
then the hyperring R/G defined as above contains K as a subhyperfield if and only
if {0} ∪G is a subfield of R.
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Remark 8.3. Consider a global field K. Its ade`le class space HK = AK/K× is
the quotient of a commutative ring AK by G = K×, and {0} ∪ G = K, so it is a
hyperring extension of K.
A K-vector space is a hypergroup E provided with a compatible action of K.
As 0 ∈ K acts by retraction (to {0} ⊂ E) and id ∈ K acts as the identity on E, the
K-vector space structure is completely determined by the hypergroup structure.
It follows that a hypergroup E is a K-vector space if and only if
x+ x = {0, x} for x 6= 0. (208)
Let E be a K-vector space, and define P := E \ {0}. For x, y 6= x ∈ P, define
the line L(x, y) as
x+ y ∪ {x, y}. (209)
It can be easily shown— see [31] — that (P, {L(x, y)|x, y 6= x ∈ P}) is a projective
space. Conversely, if (P,L ) is the point-line geometry of a projective space with
at least 4 points per line, then a hyperaddition on E := P ∪ {0} can be defined
as follows:
x+ y = xy \ {x, y} for x 6= y, and x+ x = {0, x}. (210)
Now let H be a hyperfield extension of K, and let (P,L ) be the point-line
geometry of the associated projective space; then Connes and Consani [5] show
that H× induces a so-called “two-sided incidence group” (and conversely, starting
from such a group G, there is a unique hyperfield extension H of K such that
H = G ∪ {0}). By the Veblen-Young result (cf. the introductory chapter of this
book), this connection is reflected by the next theorem for the finite case.
Proposition 8.4 ([5]). Let H ⊃ K be a finite commutative hyperfield extension of
K. Then one of the following cases occurs:
(i) H = K[G] for a finite abelian group G.
(ii) There exists a finite field extension Fq ⊆ Fqm such that H = Fqm/F×q .
(iii) There exists a finite nonDesarguesian projective plane admitting a sharply
point-transitive automorphism group G, and G is the abelian incidence group
associated to H.
In case (i), there is only one line (otherwise we have to be in the other cases),
so for all x, y, x′, y′ ∈ H \ {0} with x 6= y and x′ 6= y′, we must have
L(x, y) = (x+ y) ∪ {x, y} = (x′ + y′) ∪ {x′, y′} = L(x′ + y′) = H \ {0}. (211)
In other words, hyperaddition is completely determined:
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
x+ 0 = x for x ∈ H
x+ x = {0, x} for x ∈ H×
x+ y = H \ {0, x, y} for x 6= y ∈ H×
(212)
8.4. Recent developments. There exist infinite hyperfield extensions H ⊃ K
for which H× ∼= Z and not coming from Desarguesian projective spaces in the
above sense, see M. Hall [20], and the next section. This remark, together with the
following general version of Theorem 8.4 (see the remark before that theorem), is
the starting point of the paper [41].
Proposition 8.5 ([5]). Let H ⊃ K be a hyperfield extension of the Krasner hyper-
field K. Then there exists a projective space admitting a sharply point-transitive
automorphism group A, and A is the incidence group associated to H.
The space could be nonDesarguesian if its dimension is two. If the dimension
of the space is at least three, we know the space is coordinatized over a skew
field by the Veblen-Young result, but when one does not assume the group to be
commutative for these spaces, not much seems to be known about such actions.
And in the planar case, we can have axiomatic projective planes which are not
associated to vector 3-spaces (over some skew field), and by Hall’s result, such
planes could admit extremely strange sharply transitive automorphism groups,
such as the infinite cyclic group Z,+.
8.5. What is known. Karzel proves the following (answering a more general
version of a question of Hall [20]):
Theorem 8.6 (H. Karzel [24]). Let S be a finitely generated commutative Singer
group of PG(m,F), with m ∈ N× and different from 1, and F a field. Then F is
finite, and S is cyclic.
So Desarguesian projective spaces (different from projective lines) can only
allow commutative Singer groups which are infinitely generated. Later, we will
construct commutative Singer groups with this property for spaces PG(m,F) for
many values of (m,F).
On the other hand, we will show in the next section that virtually any infinite
commutative group (those that do not have involutions) can act as a Singer group
on an appropriate projective plane — so also the finitely generated examples —
but the planes are not Desarguesian by Karzel’s result. Our result is a corollary
of a theorem which generalizes the next result of Hughes:
Theorem 8.7 (D. R. Hughes [21]). Let H be a countably infinite group, and
assume the following properties for H:
(h1) h
2 6= 1 ∀h ∈ H×
(h2) |hH | = ∞ ∀h ∈ H \ Z(H)
(h3) #{x|x
2 = h′} < ∞ ∀h′ ∈ H
(213)
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Here, Z(H) is the center of H. Then H acts as a Singer group on some projective
plane.
Hughes applied Theorem 8.7 to show that free groups with a finite number n
of generators (n ≥ 2) act as Singer groups of certain projective planes. Later, we
will obtain this result for any free group.
For vector spaces, one could also consider the related problem of studying
sharply transitive automorphism groups of the nonzero vectors. We recall the
following nice result.
Theorem 8.8 ([2]). Let K be an algebraically closed field and G a subgroup of
GLn(K) which acts sharply transitively on the set of nonzero vectors in Kn, where
n ∈ N×. Then either n = 1 and G = K×, or n = 2, and G can be precisely
described.
The vector space problem relates to our problem as follows. Let V be an F-
vector space over the field F, and let PG(V ) be the corresponding projective space.
If K is a Singer group of PG(V ), then if K is the corresponding automorphism
group of PG(V ) (that is, K contains the full scalar group S and K/S = K), the
latter acts sharply transitively on the nonzero vectors. And if K is linear, K is
linear as well. (Of course, if F is algebraically closed, Singer groups cannot exist
due to the fact that all polynomials over F have roots in F, cf. later sections.)
Conversely, if H acts sharply transitively on the nonzero vectors of the vector
space V , and H is abelian, then H contains all scalar automorphisms S,4 and H/S
induces an abelian Singer group of the associated projective space.
As we will construct Singer groups for “most” projective spaces, we will get the
sharply transitive groups of the vector space for free.
8.6. Construction of Singer groups. In this section, we slightly generalize
the result of Hughes on planar difference sets in not necessarily abelian groups, by
removing the assumption on countability. The results are taken from [41].
8.6.1. Partial difference sets. If G is a group (written multiplicatively) and
C ⊆ G, denote by D(C) the set of “differences” {cc′−1|c, c′ ∈ C}. Now assume
that K is a group, and S a subset such that for any k ∈ K×, there is precisely one
couple (a, b) ∈ S × S such that k = ab−1 — in other words, the map
φ : S × S \ diagonal −→ K× : (a, b) −→ ab−1 (214)
is a bijection (and as a consequence, D(C) = K). We call S a difference set in G.
If the map φ merely is injective, we call S a partial difference set. Then defining a
4If an element of H fixes some vector line, it must fix all vector lines as H is abelian and
transitive on vector lines, so due to the transitivity on nonzero vectors, H contains all scalar
automorphisms.
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“point set” P = G and “line set” B = G, where a point x is incident with a line
y (and we write xIy) if and only if xy−1 ∈ S, we obtain a projective plane Γ(G,S)
with the special property that G acts (by right translation) as a sharply point
transitive automorphism group (= Singer group).5 And conversely, a projective
plane admitting a Singer group G can always be constructed in this way from a
difference set S ⊂ G.
We will use the following easy lemma without reference.
Lemma 8.9. If (Sω)ω∈Ω is a chain of partial difference sets in a group K (so Ω is
well ordered and from ν < µ follows that Sν ⊆ Sµ), then ∪ω∈ΩSω also is a partial
difference set.
8.6.2. Ordinals. Each ordinal is the well-ordered set of all smaller ordinals. The
smallest ordinal is 0 = ∅, the next-smallest ordinal is 1 = {0} = {∅}, followed
by 2 = {0, 1} = {∅, {∅}}, etc. After all finite ordinals have been constructed, we
continue with ω = {0, 1, 2, . . .}, ω+1 = {0, 1, 2, . . .}∪{ω}, and so on, and eventually
2ω = {0, 1, 2, . . .}∪{ω, ω+1, ω+2, . . .}. This is followed by 2ω+1, 2ω+2, . . . , ω2.
And so on. All the ordinals we have mentioned so far are countably infinite. After
all countable ordinals have been defined, we meet the first uncountable ordinal,
denoted ω1; later we reach ω2, etc. Let γ be an ordinal. Then the successor of γ is
γ + 1 = γ ∪ {γ}, (215)
this being the smallest ordinal exceeding γ. Every ordinal is either a successor
ordinal or a limit ordinal, but never both. A limit ordinal is an ordinal α such that
α =
⋃
β<α
β. (216)
Now an arbitrary set S may be indexed as S = {sa|a ∈ A}, where A is an ordinal.
Moreover we may assume A to be minimal among all ordinals of cardinality |A| —
otherwise we may simply re-index suitably.
8.6.3. Construction. Let H be an infinite group, and let |H | = A be the small-
est ordinal of cardinality |H |; write H = {hα|α ∈ A} (A is well ordened).
Define for each γ ∈ A a set Sγ such that
(i) |Sγ | ≤ |γ| < |A|;
(ii) hγ ∈ D(Sγ) for γ ∈ A;
(iii) Sγ is a partial difference set of H ;
(iv) Sγ ⊆ Sβ for γ < β and β ∈ A.
5For g ∈ G, we have aIb if and only if ab−1 ∈ S if and only if (ag)(g−1b−1) ∈ S if and only if
agIbg.
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If α is a limit ordinal, define Sα = ∪β<αSβ. (Note that |Sα| ≤ |α| · |α|.) Now
let α be a successor ordinal α = β + 1; if hα ∈ D(Sβ), put Sα = Sβ. Otherwise,
we construct Sα by adding two new elements to Sβ such that hα ∈ D(Sα).
We seek properties for H such that this particular step (and then the whole
construction) can be carried out. Let Sβ = {si|i ∈ I} with |I| < |A|. (We suppose
without loss of generality that |I| 6∈ N.) Suppose d = hα 6∈ D(Sβ).
Assume the following properties for H :
(d1) h
2 6= 1 ∀h ∈ H×
(d2) |hH | = |H | ∀h ∈ H \ Z(H)
(d3) #{x|x2 = h′} < |H | ∀h′ ∈ H
(217)
Note that a planar Singer group never can have involutions (if σ would be such
an involution and L is a line of the plane, L ∩ Lσ would be a fixed point), so the
first property is necessary.
We have the following theorem:
Theorem 8.10 (Construction, [41]). If an infinite group H satisfies the following
properties, then H acts as a Singer group on some projective plane.
(d1) h
2 6= 1 ∀h ∈ H×
(d2) |hH | = |H | ∀h ∈ H \ Z(H)
(d3) #{x|x
2 = h′} < |H | ∀h′ ∈ H
(218)
8.6.4. An example: general free groups. In [21], Hughes showed that free
groups on a finite number of generators satisfy the properties (h1)-(h2)-(h3) of
Theorem 8.7, so that they act on certain projective planes as Singer groups. Now
let F(Ω) be a free group with generator set Ω, where Ω is any infinite alphabet.
For any reduced element f ∈ F(Ω), let π(f) be the subset of Ω ∪ Ω−1 of letters
used in f .
First of all, note that F(Ω) cannot have involutions since if x would be an
involution, it also would be an involution in F(π(x)), which contradicts Hughes’s
result.
Next, let h be any nontrivial element in F(Ω), and consider the equation
x2 = h. (219)
Hughes shows in [21] that this equation has a unique solution in a free group F(S)
where π(h) ⊆ S and S is finite, so it follows easily that it also has a unique solution
in F(Ω).
Next we want to consider orbits gF(Ω). Define Ω′ := Ω \ π(g), and define the
set
ξ(g) := {gω := ω−1gω|ω ∈ Ω′} ⊂ gF(Ω). (220)
It follows that
|ξ(g)| = |Ω′| = |Ω| = |F(Ω)|. (221)
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So indeed (d1)-(d2)-(d3) are satisfied, and whence F(Ω) acts as a Singer group
on some plane.
8.7. Construction of difference sets — Abelian case. By (d2), one would
expect that the previous section would not apply to the abelian case, but this is,
in fact, not entirely true.
For suppose H is abelian now, without involutions (cf. (d1)). If, as above, we
want to add x and d−1x to Sβ to obtain a partial difference set Sβ ∪ {x, d−1x} for
which d is a difference, we need to find an x for which dx 6= s−1j si; but from d
x =
sj
−1si we would have d
x = d = s−1j si = sis
−1
j since H is abelian, contradiction
since d 6∈ D(Sβ). So (d2) is not needed here. Secondly, suppose
#{x 6∈ Sβ |s
−1
j dsi = (s
−1
j x)
2 for some si, sj ∈ Sβ} > |Sβ |. (222)
Then obviously we can find an sℓ ∈ Sβ and different z, z
′ 6∈ Sβ such that (s
−1
ℓ z)
2 =
(s−1ℓ z
′)2, implying that zz′
−1
is an involution, contradiction. So for abelian groups,
(d3) need not be assumed since it follows (in the context that we need it) from
(d1).
So for the abelian case, we obtain the most general constructive result as pos-
sible:
Theorem 8.11 (Abelian Singer groups — Characterization, [41]). An infinite
abelian group acts as a Singer group on some projective plane if and only if it
contains no involutions.
8.8. Singer groups for classical spaces. Let F be any field, and suppose F′/F
is a proper field extension. Then F′ can be naturally seen as an F-vector space
V (F′) as before. Now F′× acts by multiplication on V (F′), and clearly this induces
a subgroup of GL(V (F′)) which acts sharply transitively on the nonzero vectors.
The subgroup F× ≤ F′× acts as scalars, and F′×/F× induces a sharply transitive
group on the points of the projective space PG(V (F′)). If the degree of F′/F is a
natural nonzero number m (which is at least 2), then PG(V (F′)) = PG(m−1,F).
We have
Theorem 8.12 ([41]). If ω = [F′ : F] is the not necessarily finite degree of the field
extension F′/F, then PG(ω − 1,F) allows a linear Singer group. In particular, if
ω = 3, this applies to the Desarguesian plane PG(2,F).
Corollary 8.13 (Singer—Algebraic closure principle, [41]). The farther away a
field F is from its algebraic closure, the more Desarguesian projective spaces over
F allow a (linear) Singer group in this construction. And the more isomorphism
classes of such groups arise.
Corollary 8.14 ([41]). If a field F is not real-closed or algebraically closed, then
PG(2,F) admits a (linear) Singer group.
150 Koen Thas
Proof. If any polynomial of degree 3 over F has a root in F, then F is either
real-closed or algebraically closed.
(In the next section, one can find more formal information about real-closed
fields.)
8.9. Structural theorems and nonexistence. For some fields F, it is rather
easy to exclude the existence of Singer groups for PG(n− 1,F), n ∈ N \ {0, 1, 2},
n odd.
Theorem 8.15 ([41]). Suppose F is such that [F : F] is finite of degree m 6= 1.
Suppose furthermore that
|Aut(F)| < |F| (223)
(where | · | denotes cardinality and Aut(·) the automorphism group). Then PG(n−
1,F) does not admit a Singer group, where n ∈ N \ {0, 1, 2}, n odd.
(In the above, it makes no sense to allow the extension [F : F] = 1, since
|Aut(F)| = #2F.) As |Aut(R)| = 1, we have the following corollary.
Corollary 8.16 ([41]). If F is real-closed and the positive odd integer n is at
least 3, PG(n− 1,F) cannot admit Singer groups if |Aut(F)| < |F|. In particular,
PG(2,R) has no Singer groups.
Now let F be a real-closed field. Then for any k ∈ F, either k or −k is in F2
(the set of squares). There is a unique total order ≤ on F defined by:
0 ≤ y if and only if y ∈ F2. (224)
(The order is unique as squares must be positive with respect to a total order.)
Let α ∈ Aut(F); as α(k2) = α(k)2 for any k ∈ F, α preserves the order (as a < b
if and only if there is a nonzero square c2 such that a+ c2 = b).
The next result detects certain real-closed fields with trivial automorphism
groups.
Theorem 8.17 ([41]). Let F be a real-closed field which is a subfield of R. Then
Aut(F) is trivial.
Proof. Let β ∈ Aut(F); then Q ≤ F is fixed elementwise, and β preserves the
unique total order ≤ on F (which is the one inherited by R). For κ ∈ F, define
Q+(κ) := {q ∈ Q|q ≥ κ} and Q−(κ) := {q ∈ Q|q ≤ κ}. Note that both Q+(κ)
and Q−(κ) are uniquely defined by κ; if κ 6= κ′ are elements of F and κ < κ′, then
there is a rational number q such that κ < q < κ′. Whence q ∈ Q+(κ) ∩ Q−(κ′).
It follows that all κ ∈ F must be fixed by β.
Corollary 8.18 ([41]). For the positive odd integer n which is at least 3, PG(n−
1,F) cannot admit Singer groups if F is either the field of real algebraic numbers, the
field of computable numbers or the field of (real) definable numbers. In particular,
PG(2,F) has no Singer groups in these cases.
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Proof. Each of these fields is real-closed and a subfield of the reals. By the previous
theorem, Aut(F) is always trivial. The statement then follows from Theorem
8.15.
8.10. Possible strategy for classification?. One is tempted to study the fol-
lowing property (which we formulate for planes, but which is easily generalized to
other spaces):
(E) Let F be a field and K|F a field extension. If S is a Singer group of
PG(2,F), then PG(2,K) also allows a Singer group S′ such that S′|F = S.
In a category E of fields for which (E) is true (completed by the appropriate
fields), we have:
(AC) If F is an object in E, then PG(2,∪F′∈E,F≤F′F′) also allows a Singer
group.
(Consider an arbitrary filtration
F = F(0) ≤ F(1) ≤ · · · (225)
such that ∪i∈NF(i) = ∪F≤F′∈EF′, and take a direct limit of the induced directed
system of Singer groups.)
Let us for instance define a category E as having as objects a fixed finite field
Fp, p a prime, and all finite extensions Fpi with (i, 3) = 1. (Morphisms are nat-
ural.) Then by §8.8, we can construct a canonical Singer group S(PG(2, q)) for
each object Fq in E. As we will later see, the property (3, i) = 1 translates in
the fact that if m divides n, m,n ∈ N \ 3N, then S(PG(2, pm)) ≤ S(PG(2, pn)).
Taking the direct limit of the naturally defined directed system of groups, we ob-
tain a Singer group of PG(2,∪F∈EF). Of course, this specific Singer group can also
be obtained directly by using §8.8 (since this limit has field extensions of degree 3).
If (E) would be true for a sufficiently large category of field extensions of a fixed
field K, and K is an algebraically closed field for which PG(2,K) does not have
a Singer group, then PG(2,K) also does not have a Singer group. Unfortunately,
even for the category for finite fields (with completions) (E) is not satisfied, al-
though almost. Still, all categories E of field extensions of some fixed field F that
enjoy (E) also enjoy (AC), so that Singer groups for the “E-closures” also exist.
8.11. Algebraically closed fields. In the case of algebraically closed fields, we
can say the following.
Theorem 8.19 ([41]). Let S be a Singer group of PG(m,F), m ∈ N×, m+1 odd,
F algebraically closed. Then S is torsion-free if char(F) 6= 0. If char(F) = 0, then
S is torsion-free if m = 2.
152 Koen Thas
Remark 8.20. Note that if an involution σ of some projective space in charac-
teristic 0 does not fix any point, it must fix a parallel class of lines elementwise.
8.11.1. Singer groups of PG(2, Fp) do not exist. Put N× =: I, and make
the latter into a directed set, by writing that n  m if n|m and (m/n, 3) = 1.
We will first explain the motivation for this definition. Let p be a prime, and
consider Fi := Fpi ≤ Fj := Fpj with i  j 6= i. Let F
′
j = Fj [X ]/(f(X)) be an
extension of degree 3 of Fj (f(X) having degree 3), and define F′i := Fi[X ]/(f(X))
— this extension is also of degree 3, and is a subfield of F′j . Then Fj ∩ F
′
i = Fi as
(j/i, 3) = 1. We have that
F′i
×
/F×i = F
′
i
×
/(F′i
×
∩ F×j )
∼= F′i
×
F×j /F
×
j ≤ F
′
j
×
/F×j . (226)
In other words, we have an inclusion of cyclic groups Cp2i+pi+1 ≤ Cp2j+pj+1.
6
This is exactly what we need for having a good definition for the directed system
above — for the infinite case, we will use the form of (226). Unfortunately, our
system is not directed anymore due to the divisibility constraint: if i, j ∈ I and 3n|i
but not 3n+1, and 3m|j but not 3m+1 and n 6= m, then there is no k ∈ I such that
i  k and j  k. (Similar obstructions arise when going to higher dimensions.)
The next theorem explains that we can not adapt the construction.
Theorem 8.22 (Nonexistence for the fields Fp, [41]). For any prime p and any
positive integer m ≥ 1 with m+1 odd, the space PG(m,Fp) does not admit Singer
groups. In particular, this result applies to the planar case.
Proof. Let p,m and PG(m,Fp) be as in the statement, and suppose that S is
a Singer group. We represent an element γ of S by a couple (A, σ), where A ∈
GLm+1(Fp) and σ ∈ Aut(Fp). If σ = 1, we know that γ has fixed points, so σ 6= 1
and by Theorem 8.19 we have that 〈γ〉 ∼= Z,+. Write Fp as ∪∞i=1Fpi . As A has
a finite number of entries, and as each element of Fp is contained in some finite
subfield, there is a finite subfield Fq such that A ∈ GLm+1(q). For each i ∈ N×,
Fp contains a unique subfield of size Fpi , so σ stabilizes all these subfields — in
particular, it stabilizes Fq. So γ fixes PG(m, q) ⊆ PG(m,Fp). As 〈γ〉 is not finite,
some power of γ fixes points (and even all points) of PG(m, q), contradiction.
(Another way of finishing the proof, knowing that A ∈ GLm+1(Fq), is to use the
remark after Theorem 8.19.)
8.11.2. More on structure. Recalling the result of Karzel stated in the begin-
ning of this section, we deduce the following now.
6Notice that this formula gives an easy, calculation-free, proof of the following property:
Lemma 8.21. If j ≡ 0 mod i, i and j being positive nonzero integers, and (j/i, 3) = 1, then
p2i + pi + 1 divides p2j + pj + 1 for any prime p.
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Theorem 8.23 ([41]). Let F be a field which is not finite. Let S be a Singer group
of PG(r,F), r ∈ N\{0, 1}, and suppose X ⊆ S is an independent set of generators
of S of minimal size ω. Then either ω = |F|, or F is countably infinite. If in the
latter case w 6= |F| (so if ω is finite), F is not isomorphic to Q.
The proof also leads to the following general formulation.
Theorem 8.24 ([41]). Let S be a Singer group of PG(r,F), r ∈ N \ {0, 1}, and
suppose X ⊆ S is an arbitrary subset. Suppose X = {(Ai, σi)|i ∈ I} (Ai ∈
GLr+1(F), σi ∈ Aut(F)). Let Ω and Σ be as above, and let F(X) be the subfield
of F generated by P(Ω)Σ, where P is the prime field of F. Then the subspace
PG(r,F(X)) is stabilized by 〈X〉.
8.11.3. Infinite dimension. When ω is any infinite cardinal number, then for
PG(ω,F), with F either real-closed or algebraically closed, there are Singer groups.
For, let χ be a set of indeterminates such that F(χ)/F has degree ω. Then as in
§8.8, F(χ)× acts naturally, linearly and sharply transitively on the vector space
Fω. Passing to the corresponding projective spave yields the construction.
8.12. Virtual Singer groups and virtual fields. Let Γ be a projective plane,
and Y ≤ Aut(Γ). We say that Y is virtually Singer (or Y is a virtual Singer group)
if Y acts freely on the points of the plane, and if the number of Y -orbits on the
point set is finite. (One could also relax this condition by asking that the cardi-
nality of Y and of the point set are the same.) We say that Γ is virtually Singer
if Γ admits a virtual Singer group. We also say that a field K is (virtually) Singer
in degree m (m ∈ N×) if the space PG(m,K) is (virtually) Singer. If we do not
mention the degree, we mean the planar case.
Theorem 8.25 (Examples, [41]). We have the following for virtual Singer groups.
• All Singer groups are virtually Singer.
• All groups acting freely on finite planes are virtually Singer.
• All planes PG(2,F) with F not real-closed or algebraically closed are virtually
Singer.
• No plane of the statement of Corollary 8.18 can be virtually Singer.
Two questions which arise are: (1) do there exist real-closed or algebraically
closed fields which are virtually Singer ?; (2) do there exist real-closed or alge-
braically closed fields which are virtually Singer but not Singer ?
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8.13. Singer groups of Fm
1
-spaces. Let P be an m-dimensional projective
space over F1n , where (n,m) ∈ N× × N×. It is a set of m + 1 sets Xi of size n,
each endowed with a free action of the multiplicative group µin
∼= Cn, together
with the induced subspace structure. The linear automorphism group of P is
Sm+1 ≀ (Cn)m+1 (elements consist of (m + 1) × (m + 1)-matrices with only one
nonzero entry per row and column, and each such entry is an element of Cn).
8.13.1. First construction. It is clear that once we fix a sharply transitive
subgroup S of Sm+1, we can construct a Singer group S(n) of P by taking the
direct product with a diagonal group 〈(ν1, ν2, . . . , νm+1)〉 ∼= Cn = 〈ν〉, where each
νi is a copy of ν (acting on Xi), all Xj being fixed. Now note that
i | j implies S(i) ≤ S(j). (227)
(For each S(j), we use the same group S.) So we obtain a directed system of Singer
groups of projective m-spaces over all finite extensions of F1, and after passing to
the limit we obtain a Singer group S(∞) of PG(m,F1).
As we fix S in the construction above, passing to the direct limit amounts to
constructing F1 by taking unions of all the cyclic groups Cn in the appropriate way.
As we have seen, there is no way this approach can be pulled to other finite fields
(due to the fact that at the F1-level, we cannot see the extra needed divisibility
condition “(j/i, 3) = 1”).
8.13.2. General construction. There is a more generic construction, which
in fact captures all possible Singer groups of the spaces PG(m,Fd1). Let P be an
abstract set (say suggestively ofm+1 elements withm ∈ N×), and let S ≤ Sym(P)
be a transitive group. We require that
(CY) For some element x ∈ P (and then all elements), Sx is cyclic.
Let Sx ∼= Cn; then clearly S has a natural action as a Singer group on PG(m,Fn1 ),
and all Singer groups of this space arise in this way.
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Krull-Schmidt Theorem, 138
lattice, 122
Lefschetz
formula, 118
motive, 128
number, 117
length, 137
limit ordinal, 147
local
morphism, 100
local morphism, 96
localization, 95
loose
edge, 107
graph, 107
module, 99
monoid, 94
monoidal space, 96
morphism
locally of finite type, 101
of D(0)-schemes, 98
of finite type, 101
of monoidal spaces, 96
motive, 125
norm, 115, 123
numerically equivalent, 126
ordinal, 147
parabolic subgroup, 137
partial difference set, 146
pointed module, 99
polyhedral, 122
prime
cycle, 126
ideal, 95
projective space, 104
proper cone, 122
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pseudo-abelian
category, 127
completion, 127
quotient group, 98
rank
of a building, 137
of BN-pair, 136
rationally equivalent, 126
regularized determinant, 131
Riemann zeta function, 116
scheme of F1-type, 120
section, 96
simple object, 123
simply connected, 101
Singer
field, 153
plane, 140
spectrum, 95
spherical
BN-pair, 136
building, 137
stationary point, 99
structure sheaf, 96
successor, 147
tensor product, 99
Tits system, 136
toric variety, 101
unramified, 100
virtual
Lefschetz motive, 129
mixed Tate motive, 129
motive, 128
Singer field, 153
Singer group, 153
Singer plane, 153
weight, 127
decomposition, 131
weighted incidence geometry, 109
Weyl group, 136
zeta
function
of a category, 123
of motive, 130
polynomial, 120
The combinatorial-motivic nature of F1-schemes 161
162 Koen Thas
Koen Thas, Department of Mathematics, Ghent University, Krijgslaan 281 — S25,
Ghent, Belgium
E-mail: koen.thas@gmail.com
