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Resumen La evaluacio´n de cuestiones de respuesta abierta en MOOCS
es un reto hoy en d´ıa en el marco de Big Data. Recientemente, la evalua-
cio´n por pares es un me´todo que esta siendo explorado para resolver este
problema. Un aspecto clave en el e´xito de este me´todo para la evaluacio´n
masiva es que los estudiantes que actu´an de evaluadores este´n motivados
para llevar a cabo la tarea. En este trabajo, se propone un me´todo tanto
para calcular las notas a partir de las evaluaciones que los estudiantes
asignan a cada respuesta como para evaluar a los propios evaluadores.
As´ı, cada estudiante obtiene al final del proceso dos notas, una como
autor y una como evaluador, y su nota final es una combinacio´n lineal
de ambas. Finalmente, se incluye tambie´n un estudio experimental del
me´todo a partir de datos reales de tres universidades pu´blicas del Sistema
Universitario Espan˜ol.
Keywords: MOOCs, Evaluacio´n por Pares, Factorizacio´n, Aprendizaje de Pre-
ferencias, Evaluacio´n de Evaluadores
1. Introduccio´n
El te´rmino MOOC (acro´nimo en ingle´s de Massive Open Online Course), que
podemos traducir como curso en l´ınea masivo y abierto, fue acun˜ado en 2008,
cuando en un curso abierto se registraron 2300 estudiantes. Desde entonces, el
nu´mero de MOOCs ofertados ha continuado creciendo, atrayendo a miles de
estudiantes de diferentes procedencias geogra´ficas y sociales e implicando a las
mejores universidades del mundo a trave´s de plataformas como Coursera, edX o
Udacity. Con los MOOCs asistimos tambie´n a la aparicio´n de varios retos. Uno
de ellos es la evaluacio´n de exa´menes con respuestas abiertas, que en numerosas
ocasiones son necesarias para medir con precisio´n la adquisicio´n de ciertos cono-
cimientos. Obviamente, el me´todo tradicional de correccio´n por parte de uno o
varios instructores no es viable por el elevado nu´mero de trabajos a evaluar, y
es necesario buscar alguna alternativa.
Una de las soluciones ma´s utilizadas consiste en emplear la llamada evalua-
cio´n por pares (peer assessment en ingle´s). Esto supone que a cada estudiante se
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le asigna un pequen˜o subconjunto de pruebas realizadas por otros compan˜eros
del mismo curso como en [9,2,5,10,6,1,4]. Es importante destacar que para inten-
tar garantizar la calidad de la correccio´n, as´ı como para intentar dar una mayor
uniformidad a las evaluaciones, los criterios que se deben emplear tienen que es-
tar claramente establecidos en un documento de reglas de evaluacio´n detalladas,
que en este contexto se llama ru´brica. Tambie´n es conveniente que las respuestas
sean ano´nimas para quien las califica.
La evaluacio´n por pares tiene como ventaja, adema´s de aliviar la carga de
los instructores, el que supone por parte de los estudiantes una nueva lectura del
material objeto de evaluacio´n. Esta lectura se realiza con ojos cr´ıticos, tratando
de medir los trabajos de otros compan˜eros con arreglo a los criterios de la ru´brica.
Este proceso hace que los estudiantes-calificadores adquieran un conocimiento
ma´s profundo de la materia de la que trate el examen.
Por otra parte, la principal desventaja de la evaluacio´n por pares es que los
estudiantes no son evaluadores profesionales y sus calificaciones deben ser filtra-
das usando algu´n me´todo de que nos permita agregar las evaluaciones recibidas
para cada una de las respuestas. Un me´todo estad´ıstico sencillo consistir´ıa en
utilizar la media o la mediana de las notas recibidas por cada respuesta como
nota final, [2]. Se ha demostrado que la inconsistencia de las calificaciones de
los estudiantes se puede paliar con un nu´mero elevado de calificaciones por res-
puesta [5]. Pero solamente es viable disponer de unas pocas calificaciones para
cada respuesta; de otra forma sobrecargar´ıamos en exceso a los estudiantes. Por
tanto, es necesario buscar una funcio´n de agregacio´n ma´s alla´ de las medidas de
centralidad estad´ısticas. Esta bu´squeda es precisamente una de las aplicaciones
ma´s interesantes y complejas de Big Data en el campo de la Educacio´n.
En este art´ıculo presentamos un sistema para calificar a los calificadores en
un procedimiento de evaluacio´n por pares. Esto es importante para motivar a
los estudiantes-calificadores a realizar su trabajo correctamente. Por tanto, an-
tes de comenzar todo el proceso se ha de anunciar que la calificacio´n final de un
estudiante se calculara´ como una combinacio´n lineal de sus notas como autor y
como calificador de un grupo de respuestas de otros compan˜eros. El procedimien-
to de calificacio´n, como veremos, sera´ el resultado de una tarea de aprendizaje
automa´tico ı´ntimamente ligada a la de la agregacio´n de las calificaciones que
recibe una respuesta.
Como los estudiantes dan calificaciones que no son consistentes, utilizaremos
no sus notas sino el orden en que colocan las respuestas que califican. As´ı, cada
par de respuestas con notas diferentes lo vamos a interpretar como una indicacio´n
de que una de ellas es preferible a otra a juicio del calificador. La agregacio´n de
calificaciones sera´ un algoritmo de extensio´n de los rankings de cada calificador
para obtener un ranking de todos los estudiantes con el mayor consenso posible.
En otras palabras, la agregacio´n se presentara´ como una tarea de aprendizaje de
preferencias.
El planteamiento de este art´ıculo sera´ el de un sistema de factorizacio´n de
matrices, como los empleados en otras tareas de complecio´n de tablas de datos
como son los Sistemas de Recomendacio´n. Usaremos el planteamiento ba´sico de
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[1,4] que se trata de un procedimiento escalable a grandes volu´menes de datos
pues supone resolver un problema de optimizacio´n convexa con un algoritmo de
descenso de gradiente. Finalmente, la calificacio´n de los calificadores sera´ una
medida de la similitud del ranking que construir´ıa un calificador con todos las
respuestas y el ranking de consenso de todos los calificadores.
Tras presentar el trabajo relacionado y la descripcio´n formal del me´todo
de calificacio´n, en este art´ıculo presentamos los resultados de un experimento
real. A los alumnos de la asignatura de Sistemas Inteligentes de 3 universidades
espan˜olas, A Corun˜a, Pablo de Olavide en Sevilla y Oviedo en Gijo´n, se les puso
la misma prueba que calificaron tanto los estudiantes como los instructores de las
tres universidades. En la seccio´n de resultados experimentales mostramos que las
discrepancias entre el ranking del sistema y la instructora de Sevilla (considerada
la mejor calificadora por los dema´s instructores) es menor que la discrepancia
entre esta instructora y las calificaciones de los instructores de las otras dos
universidades. Tambie´n mostramos que las calificaciones de los calificadores por
el me´todo que aqu´ı se presenta son comparables a los que se obtienen en caso
de comparar sus rankings con el de la instructora andaluza.
2. Trabajo Relacionado
Para abordar el reto de la evaluacio´n de respuestas abiertas hay otras alter-
nativas a la evaluacio´n por pares desde el Aprendizaje Automa´tico en Big Data.
La ma´s directa consiste en tratar la calificacio´n de una prueba como una tarea
de clasificacio´n o regresio´n (ordinal o me´trica). Para esto debemos disponer de
una descripcio´n de las respuestas como un vector de caracter´ısticas y tambie´n de
un subconjunto de respuestas evaluadas por el instructor que sean generalizables
por un algoritmo de aprendizaje. Para el caso de cursos de programacio´n, en [12]
se plantea una descripcio´n de los programas de los estudiantes que esta´ basada
en la sintaxis de sus co´digos.
En este art´ıculo usamos evaluacio´n por pares. En la introduccio´n se citaron
algunas referencias en las que no profundizaremos aqu´ı por falta de espacio. Sin
embargo, glosaremos a continuacio´n algunas referencias bibliogra´ficas relevantes
sobre la calificacio´n de calificadores que es el foco de este art´ıculo. La evaluacio´n
por pares se usa intensamente en los procesos de seleccio´n de art´ıculos en revistas
o congresos y tambie´n en los proyectos de investigacio´n. En cada uno de estos
campos hay precedentes de me´todos que tratan de calificar a los calificadores.
En [11] se propone un modelo probabil´ıstico para los revisores de art´ıculos
que se aprende con un algoritmo EM (Expectation-Maximization) que estima la
media y la varianza de cierta distribucio´n para cada revisor. Se usa expl´ıcitamen-
te la hipo´tesis de que el sesgo de cada revisor es independiente de los art´ıculos
que revisa, lo cual no es siempre exacto pues las revisiones dependera´n del co-
nocimiento que los revisores tengan sobre la materia del art´ıculo que evalu´an.
Aunque el objetivo fundamental de [11] es mejorar la evaluacio´n de los art´ıculos,
se establece impl´ıcitamente un ranking de los revisores en funcio´n de sus sesgos.
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Sobre la evaluacio´n de proyectos encontramos el trabajo de Kurokawa y otros
[3]. El art´ıculo esta´ motivado por una experiencia piloto que recientemente ha
llevado a cabo el NSF (National Science Foundation) estadounidense. En ella
se ped´ıa a los Investigadores Principales de las propuestas de una convocatoria
que evaluasen otras propuestas. Este mecanismo se presta a comportamientos
poco e´ticos que podr´ıan producir un importante sesgo en la seleccio´n de pro-
puestas. En [3] sus autores proponen un me´todo imparcial en este contexto. La
propuesta se basa en la seleccio´n de proyectos espec´ıficos para cada evaluador
cuyas caracter´ısticas entran por tanto en juego de manera crucial.
Dentro del mundo acade´mico, en [13] se propone un me´todo de evaluacio´n por
pares que considera la calidad de los calificadores para hacer las asignaciones de
nuevos trabajos a evaluar. Cada calificacio´n es calificada por el estudiante que la
recibe y esto modifica las calificaciones como calificadores, la cual inicialmente
es un valor arbitrario pero alto. La eleccio´n de estas calificaciones iniciales es
fundamental en todo el proceso, no resultando sencillo encontrar los valores
o´ptimos, lo que es una debilidad de esta propuesta.
Una propuesta ma´s similar a la que aqu´ı presentamos es la de Joachims y
otros en [6,7]. En estos art´ıculos se usan distintos modelos probabil´ısticos que
permiten estimar, adema´s del ranking de las respuestas, una calificacio´n de los
calificadores. La diferencia con nuestro art´ıculo esta´ en el me´todo de estimacio´n
de esta calificacio´n y en que nosotros medimos experimentalmente la precisio´n
de estas calificaciones.
3. Marco Formal y Procedimiento de Aprendizaje
Sea G un conjunto de calificadores y A un conjunto de respuestas a calificar.
A cada calificador se le asignara´ un subconjunto de respuestas para que las
califique. Recogeremos en una matriz de calificaciones M los resultados: las filas
tendra´n ı´ndices en G y columnas en A. La componente M(g, a) ∈ [0, 10] es la
nota que el calificador g ∈ G le asigna a la respuesta a ∈ A. Es importante
destacar que M es una matriz muy poco densa pues cada calificador califica
solo un nu´mero reducido de respuestas. El objetivo es rellenar las componentes
de M de la misma forma que se hace en los Sistemas de Recomendacio´n. Con
la matriz completa tomaremos como nota final de cada respuesta la media de
las calificaciones que le hayan correspondido. Al mismo tiempo buscaremos la
manera de calificar a los calificadores. La estrategia que usaremos se conoce como
factorizacio´n de matrices.
El primer paso consiste en proyectar tanto los calificadores como las res-
puestas a un mismo espacio Eucl´ıdeo. Para esto usaremos una representacio´n
vectorial. Caben distintas alternativas en este punto, por ejemplo usar carac-
ter´ısticas de los calificadores y de los exa´menes. En este art´ıculo, emplearemos
la versio´n ma´s sencilla, que usa vectores binarios que tienen por conjuntos de
ı´ndices G y A, como en las l´ıneas de M ; cada elemento tendra´ asociado un vec-
tor con todas las componentes nulas salvo la que corresponde con su ı´ndice que
valdra´ 1. Usaremos el s´ımbolo g (respectivamente a) tanto para un calificador
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(respectivamente una respuesta) como para su representacio´n vectorial. Con es-
ta codificacio´n, las proyecciones (embebimiento) de las que partimos sera´n de la
forma
R|G| → Rk, g 7→Wg; R|A| → Rk, a 7→ V a. (1)
El objetivo es estimar la calificacio´n individual del calificador g a la respuesta a
como
f(g,a) = 〈Wg,V a〉 . (2)
Como hab´ıamos adelantado, la estimacio´n de la calificacio´n final de una respues-
ta a sera´ la media de las estimaciones de las calificaciones individuales,
1
|G|
∑
g∈G
f(g,a) =
1
|G|
∑
g∈G
〈Wg,V a〉 =
〈
1
|G|
∑
g∈G
Wg,V a
〉
= 〈Wg¯,V a〉 = f(g¯, a), (3)
donde, evidentemente g¯ es el vector media de todos los calificadores,
g¯ =
1
|G|
∑
g∈G
g.
Con estas estimaciones definimos la calificacio´n del calificador g como la simi-
litud entre el modelo de sus calificaciones individuales y las finales. Observamos
que el orden que induce g (2) en las respuestas solo depende de la orientacio´n
de su vector asociado en Rk, es decir, Wg. Lo mismo sucede con el vector me-
dia para las calificaciones finales, Wg¯. Entonces definimos la calificacio´n de un
calificador (CC) como el coseno del a´ngulo que forman en el espacio Eucl´ıdeo
comu´n,
CC(g) = cos(Wg,Wg¯) =
〈Wg,Wg¯〉
‖Wg‖ · ‖Wg¯‖ . (4)
Por tanto, para estimar la calidad de los calificadores, necesitamos las ma-
trices de proyeccio´n (desde luego W , pero va ligada a V ). La propuesta clave
de este art´ıculo consiste en obtener las matrices de proyecciones optimizando la
funcio´n suma de las calificaciones individual (2) y final (3),
f(g¯,a) + f(g,a) = 〈Wg¯,V a〉+ 〈Wg,V a〉 =
〈W (g¯ + g),V a〉 = f(g¯ + g,a). (5)
La optimizacio´n de esta funcio´n la entendemos en el sentido de que ordene tanto
las respuestas como los calificadores en la medida de lo posible. La formaliza-
cio´n de esta idea se consigue utilizando el conjunto de juicios de preferencias D
definido como los triples formados por un calificador g, y un par de respuestas
(am,ap) a las que califico´ en ese orden,
M(g,am) >M(g,ap)⇒ [g,am,ap] ∈ D. (6)
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No´tese que solo se consideran los pares de respuestas con calificaciones diferentes
de cada calificador; los empates se descartan al generar el conjunto de juicios de
preferencias.
En varias ocasiones vamos a necesitar comparar dos o´rdenes de un mismo
conjunto de objetos. El grado en que coinciden dos o´rdenes se puede medir
como la proporcio´n de veces que coincide el orden de cada par de objetos. Esta
proporcio´n es el a´rea bajo la curva ROC (AUC ), que tambie´n se conoce por otros
nombres como ı´ndice de concordancia (C-index ) o el ı´ndice de τ de Kendall.
Por ejemplo, la coincidencia entre el orden dado por una funcio´n de ordena-
cio´n h y el dado por los calificadores en D se puede calcular como
AUC(f,D) = 1|D|
∑
(g,am,ap)∈D
Ih(g,am)>h(g,ap) +
1
2
Ih(g,am)=h(g,ap). (7)
Este ı´ndice no es una medida sime´trica. Por tanto, cuando se comparan dos o´rde-
nes, debe considerarse a uno de ellos como el verdadero. En la fo´rmula anterior
se considera como verdadero el orden que los calificadores dan a las respuestas.
Teniendo en cuenta lo anterior, buscamos una funcio´n de pe´rdida que sea
derivable y convexa y que pueda sustituir al complementario del AUC (que no lo
es). Usaremos el planteamiento de maximizar el margen, como en las Ma´quinas
de Vectores Soporte (SVM) de clasificacio´n. As´ı, para cada (g,am,ap) ∈ D,
tratamos de asegurar que la diferencia de valoraciones por f para las respues-
tas sea de al menos un punto. De esta forma buscamos matrices W y V que
minimicen
err(W ,V ) =
∑
(g,am,ap)∈D
ma´x(0, 1− f(g¯ + g,am) + f(g¯ + g,ap)). (8)
La solucio´n puede encontrarse usando un algoritmo de Descenso Estoca´stico del
Gradiente (SGD) que iterativamente modifica
Θ ← Θ − γ · ∂err(Θ)
∂Θ
, (9)
donde Θ es alternativamente W y V , mientras que γ es la tasa de aprendizaje
que se va modificando en cada iteracio´n.
La derivada parcial con respecto aW , cuando (1−f(g¯+g,am)+f(g¯+g,ap) >
0) (en otro caso es 0), es
∂err(W ,V )
∂W
= V ap(g¯ + g)
T − V am(g¯ + g)T = V (ap − am)(g¯ + g)T. (10)
Una ecuacio´n ana´loga se tiene para la derivada parcial con respecto a V .
4. Evaluacio´n Experimental
En esta seccio´n mostramos los resultados obtenidos en un experimento piloto
disen˜ado para estimar la precisio´n de los algoritmos descritos en los apartados
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anteriores. En el experimento participaron estudiantes de 3 universidades es-
pan˜olas: A Corun˜a (UDC), Pablo de Olavide en Sevilla (UPO) y Oviedo (Uniovi)
en Gijo´n; los acro´nimos que aparecen tras el nombre de cada universidad sera´n
utilizados en la Figura 1 de esta seccio´n. A todos los estudiantes matriculados
en la asignatura Sistemas Inteligentes en estas tres universidades se les ped´ıa
que formalizasen tres problemas de bu´squeda cla´sicos tomados del libro [8]. Es
decir, estamos ante una pregunta con respuesta abierta.
Cada alumno tuvo que subir su trabajo a un evento registrado en EasyChair
con el nombre JRLO2014 (Joint Research in Learning to Order 2014). Los tra-
bajos eran documentos de texto ano´nimos. Utilizamos para la experimentacio´n
los trabajos entregados por 175 alumnos de las tres universidades, 160 de los
cuales tambie´n actuaron como calificadores. Cada calificador recibio´ una media
de 8.29 respuestas para calificar repartidos de forma aleatoria, cuidando que no
se calificase la propia respuesta. Para tratar de hacer uniformes las calificaciones
se les proporciono´ a los estudiantes-calificadores una ru´brica detallada donde se
especificaban las reglas a aplicar en la calificacio´n. Cada respuesta fue califica-
da una media de 7.58 veces. Las notas eran enteros entre 0 y 10 y registramos
1326; es decir, dispon´ıamos u´nicamente de un 4.74 % de las 28000 (160 × 175)
calificaciones posibles.
Por otra parte, en el SGD empleado en el experimento para optimizar la (8) se
utilizo´ una tasa de aprendizaje γ (9) que se actualiza en funcio´n de la iteracio´n i
mediante la expresio´n γ ← 1
(γs · i) + 1. Los valores de los para´metros finalmente
utilizados fueron los resultantes de una bu´squeda (separando ejemplos para test)
en los siguientes rangos de valores: k ∈ {2, 50, 100}, γs ∈ {10e : e = −7, . . . , 0}.
Recue´rdese que k es la dimensio´n del espacio Eucl´ıdeo comu´n donde se proyectan
tanto los calificadores como las respuestas (1).
Para poder establecer una comparacio´n, los instructores que imparten los
cursos de Sistemas Inteligentes de las universidades participantes calificaron las
respuestas de todos los estudiantes.
4.1. Resultados del Experimento
El rendimiento de los modelos aprendidos fue evaluado en te´rminos de AUC (7).
En todos los casos consideramos como ranking de referencia el suministrado por
la profesora de la UPO, que fue la que mejor se ajusto´ a la ru´brica suministrada
a los estudiantes a juicio de los otros instructores.
Para poder apreciar los resultados obtenidos por el me´todo propuesto en
este art´ıculo, hemos an˜adido los resultados que se obtendr´ıan con un me´todo
simple y que, en general es inadecuado: el ranking que se obtiene con la media
de las notas recibidas por cada respuesta. Tambie´n analizamos la sensibilidad
del me´todo propuesto en relacio´n con el nu´mero de evaluaciones efectuadas por
cada evaluador. Para ello, construimos nuevos conjuntos muestreando a partir
del conjunto original, simulando que a los calificadores se les pidio´ que evaluaran
un ma´ximo de n respuestas (n = 5, . . . , 11).
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Los resultados se muestran en la Figura 1. El AUC respecto la profesora
de la UPO (referencia) var´ıa entre 0.622 y 0.677 para la media y entre 0.683 y
0.715 para las valoraciones de (3). En la figura se aprecia que cuando se tiene
un nu´mero reducido de evaluaciones por respuesta el rendimiento de la media
y de nuestro sistema empeora. En cualquier caso, los modelos aprendidos por
nuestra propuesta tienen un rendimiento siempre mejor que el de la media y,
sorprendentemente, mejor que el de los instructores de Gijo´n y A Corun˜a.
Modelos
Medias
Uniovi
UDC
AU
C
0.60
0.62
0.64
0.66
0.68
0.70
0.72
0.74
0.76
0.78
0.80
máximo número de evaluaciones por evaluador
5 6 7 8 9 10 11
Figura 1. AUCs tomando como referencia a la instructora de la UPO. En el eje hori-
zontal se representa el nu´mero ma´ximo de respuestas evaluadas por cada estudiante-
calificador. Estas calificaciones se muestrearon aleatoriamente dentro del conjunto de
calificaciones reales que los estudiantes hicieron
Finalmente, evaluamos el rendimiento de la medida CC definida en (4) para
calificar a los calificadores. Esencialmente, debemos comprobar cua´nto se parece
el ranking de calificadores dado por esta medida de evaluacio´n, RCC, frente al
orden que establecer´ıamos si pudie´semos comparar cada calificador con un ca-
lificador de referencia, del que no dispondremos en un sistema en produccio´n.
En nuestro experimento la profesora de la UPO actu´a como referencia, as´ı que
ordenaremos los calificadores atendiendo al AUC entre las calificaciones otorga-
das por ese calificador segu´n el modelo, f(g, ·), y las otorgadas por la profesora.
Si denominamos Rref al ranking de calificadores as´ı obtenido entonces podemos
medir la calidad de RCC como AUC(RCC, Rref).
La Tabla 1 muestra la calidad del ranking RCC (en te´rminos de AUC respecto
a Rref). Podemos apreciar que hay una gran coincidencia, con valores de AUC por
encima de 0.70, en ambos o´rdenes cuando el nu´mero de respuestas calificadas
por estudiante es mayor que 7. Obviamente, cuanto menor sea el nu´mero de
evaluaciones efectuadas por un calificador ma´s dif´ıcil sera´ determinar su calidad.
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Tabla 1. Calificacio´n de calificadores. La primera columna indica el ma´ximo nu´mero de
evaluaciones por evaluador, la segunda es el AUC del ranking de calificadores dado por
CC (4) y el ranking obtenido comparando las calificaciones de los calificadores con la
profesora de la UPO. Las tres u´ltimas columnas muestran el porcentaje de coincidencia
de calificadores en ambos rankings en cada tercil
Max. % de coincidencias en
eval. AUC(RCC, Rref) T1 T2 T3
5 0.617 47.6 45.8 49.6
6 0.649 45.3 43.6 55.5
7 0.687 52.4 50.4 58.0
8 0.730 54.9 50.9 69.8
9 0.728 52.7 48.9 68.4
10 0.742 57.5 53.3 69.6
11 0.808 65.5 60.7 80.2
Para dar otra perspectiva de los rankings de calificadores, hemos calculado
el porcentaje de calificadores que coinciden en el mismo tercil en los rankings
RCC y Rref. Los resultados esta´n en las 3 u´ltimas columnas de la Tabla 1.
5. Conclusiones
En este trabajo hemos presentado un mecanismo de evaluacio´n de respuestas
abiertas mediante la aplicacio´n de te´cnicas de factorizacio´n de matrices a los da-
tos obtenidos a partir de las calificaciones otorgadas en un proceso de evaluacio´n
por pares. Nuestro me´todo aprende una funcio´n de calificacio´n a partir de jui-
cios de preferencias, o´rdenes parciales de ejercicios segu´n cada calificador. En los
juicios de preferencias se descarta el valor absoluto de la calificacio´n para anular
el efecto subjetivo del proceso. La funcio´n de calificacio´n se obtiene mediante la
optimizacio´n de una aproximacio´n convexa del AUC que utiliza el descenso de
gradiente estoca´stico (SGD). Por tanto, el algoritmo que presentamos es perfec-
tamente escalable a grandes volu´menes de datos, como los que se generan en los
MOOCs, donde el nu´mero de alumnos puede ascender a decenas de miles.
Los resultados obtenidos sobre datos recogidos en un experimento de evalua-
cio´n por pares realizado en tres universidades espan˜olas muestran que el me´todo
ordena los ejercicios evaluados mejor que un procedimiento que calcula la media
de las calificaciones dadas por los calificadores. Incluso vemos que los resultados
son comparables a los de los instructores profesionales.
Por todo lo anterior, podemos concluir que es posible desarrollar me´todos
escalables para producir un ranking fiable de respuestas abiertas a partir de un
reducido nu´mero de calificaciones dadas por evaluadores no expertos. Nuestro
me´todo permite, adema´s, calificar a los calificadores en funcio´n de la calidad de
sus evaluaciones. Esto es importante puesto que los alumnos, que participan en
el proceso con el doble rol de estudiante y evaluador, pueden ser calificados por
ambos aspectos. Este hecho resulta ser un buen incentivo para que los estudiantes
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realicen su labor de evaluacio´n con intere´s, puesto que su nota final dependera´
en parte de su calidad como evaluador.
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