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Abstract
Let =|Se|/|Se +Sh|, where Sh and Se are independently distributed asWishart distributions Wp(q,)
andWp(n,), respectively. Then hasWilks’ lambda distributionp,q,n which appears as the distributions
of variousmultivariate likelihood ratio tests. This paper is concernedwith theoretical accuracy for asymptotic
expansions of the distribution of T =−n log.We derive error bounds for the approximations. It is necessary
to underline that our error bounds are given in explicit and computable forms.
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1. Introduction
This paper is concerned with theoretical accuracy for asymptotic expansions of the distribution
of
T = −n log, (1.1)
where  = |Se|/|Se + Sh|, and Sh and Se are independently distributed as Wishart distributions
Wp(q,) and Wp(n,), respectively. Note that  is distributed as Wilks’ lambda distribution
p,q,n which appears (see, e.g., [1, p. 305]) as the null distributions of various multivariate
likelihood ratio tests.
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The limiting distribution ofTwhen n tends to inﬁnity is a 2 distributionwith r = pq degrees of
freedom. Further, it is well known ([3;1, p. 323; 13, p. 250], etc.) that for example, the distribution
of T can be expanded as
P(T x) = Gr(x) + R1,
P (T x) = Gr(x) + 12n (q − p − 1)xgr(x) + R2, (1.2)
where Gr and gr(x) are the distribution and the density functions of a 2 variate with r degrees of
freedom. These expansions were obtained [3] by expanding the characteristic function of T and
formally inverting it. After that, it was shown by Chandra and Ghosh [4] that the remainder terms
R1 and R2 satisfy
R1 = O(n−1) and R2 = O(n−2), (1.3)
respectively. It may be noted that most results on accuracy of asymptotic expansions state their
orders as in (1.3) for remainder terms. Unfortunately, the estimates of this kind do not give actual
errors even when the unknown parameters are given. For example, the statement “R2 = O(n−2)”
is equivalent to the following: there exist constants N and A such that for all nN we have
|R2|An−2.
However, the constants N and A are unknown. Therefore, we do not know how large are the errors
for given p, q and n. In order to overcome the weak point of such error estimates, we construct
computable error bounds for two asymptotic approximations of P(T x):
(i) Gr(x), and (ii) Gr(x) + r4n (q − p − 1){Gr(x) − Gr+2(x)}. (1.4)
More precisely, we shall give a method to get error bounds Bi,p(q, n) (i = 1, 2) such that
|Ri |Bi,p(q, n) and
(1) Bi,p(q, n) = O(n−i ),
(2) Bi,p(q, n) are given in explicit and computable forms.
There are some results on error bounds for asymptotic approximations satisfying the above
properties. The classical example is the well known and widely referred Berry–Esseen bound for
approximations of distribution of sum of independent and identically distributed (i.i.d.) random
variables [2,6]. There are considerable works (see, e.g., [10]) on improving the Berry–Esseen
bound. Shimizu [11] and Dobric´ and Ghosh [5] have given error bounds for ﬁrst order asymptotic
expansion of the distribution of sum of i.i.d. random variables. Some results have been given
for asymptotic expansions of the statistics expressed as scale mixtures and location and scale
mixtures, see, e.g., Fujikoshi [7], Shimizu and Fujikoshi [12], Fujikoshi [8]. Recently, Fujikoshi
et al. [9] obtained the error bounds for asymptotic expansions of Hotelling’s generalized T 20
statistic.
The main purpose of the present paper is to derive error bounds with the properties (1) and (2)
for two asymptotic expansions (1.4) of T in (1.1). In Section 2, ﬁrst we note the fact that T can
be regarded as a function of p independent scale mixture variables. Then we give L1-norm error
bound for an asymptotic expression of the distribution of T which involves the integrals, based
on L1-norm error bound for a multivariate scale mixture due to Fujikoshi et al. [9]. The ﬁnal
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results are obtained by getting error bounds for the integral terms in asymptotic expansions. In
Section 3 we discuss the univariate case. An extension to the multivariate case is considered in
Section 4.
2. L1-norm error bounds for some integral expressions
In our problem we use the fact that the statistic T in (1.1) can be regarded (see, e.g., [2, p. 307])
as a function
T = n log
(
1 + 1
n
X1
)
+ · · · + n log
(
1 + 1
n
Xp
)
, (2.1)
of p independent variables X1, . . . , Xp such that for i = 1, . . . , p,
Xi = SiZi, Zi ∼ 2q, Si = Y−1i , nYi ∼ 2mi , (2.2)
wheremi = n−(i−1), and all the variablesSi andZi are independent. LettingX = (X1, . . . , Xp)′
and Z = (Z1, . . . , Zp), we can write
X = diag(S1, . . . , Sp)Z, (2.3)
whichmay be called amultivariate scale mixture of Z, since diag(S1, . . . , Sp) is a positive deﬁnite
matrix independent of Z.
Using (2.1) we can write the distribution function of T in (1.1) as
P(T u) =
∫
A˜u,p
f˜p(x) dx,
where f˜p(x) is the density function of X and
A˜u,p =
{
(x1, . . . , xp) ∈ Rp : n
p∑
i=1
log(1 + xi/n)u
}
. (2.4)
Therefore, we can get error bounds for an asymptotic approximation involving some integration
expressions, along the line as in Fujikoshi et al. [9], as follows. Let gq(x) be the density function
of 2q -variable given by
gq(x) =
{
2q/2(q/2)
}−1
xq/2−1e−x/2, x > 0
and gq(x) = 0 for x0. The density function of Z is expressed as gq;p(z) = ∏pi=1 gq(zi). We
consider the following asymptotic approximation
gk,q;p(x) = gq;p(x) +
k−1∑
j=1
∑
(j)
1
j1! . . . jp! bj1(x1) . . . bjp (xp)gq;p(x)
×E
[
(Y1 − 1)j1 . . . (Yp − 1)jp
]
,
where the sum
∑
(j) is taken over all p-tuples of nonnegative integers such that j1 +· · ·+ jp = j .
The function bj (x) is deﬁned as follows. For j1 we put bj (x) = 0 for x < 0 and
j
yj
(
ygq(xy)
) = y−j ybj (xy)gq(xy) or jxj
(
xgq(x)
) = x1−j bj (x)gq(x), (2.5)
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for x > 0. Further, we put b0(x) = 1 for j = 0. For the functions bj (x) for x > 0 and j =
1, 2, 3, see Fujikoshi et al. [9]. For any set A in Rp, we consider an asymptotic approximation for
P(X ∈ A) given by
Pk,p(A) =
∫
A
gk,q;p(x) dx =
k−1∑
j=0
P
(j)
p (A), (2.6)
where
P (0)p (A) =
∫
A
gq;p(x) dx = I0,p(A),
P
(j)
p (A) =
∑
(j)
1
j1! . . . jp!
∫
A
bj1(x1) . . . bjp (xp)gq;p(x) dx
×E
[
(Y1 − 1)j1 . . . (Yp − 1)jp
]
, j1.
Under the assumption that A is symmetric with respect to x1, . . . , xp, we can write P (j)p , j =
1, 2, 3 as
P (1)p (A) = I1,p(A)M1,p,
P (2)p (A) = 12 I2,p(A)M2,p + 12 I11,p(A)M11,p,
P (3)p (A) = 16 I3,p(A)M3,p + 12 I21,p(A)M12,p + 16 I111,p(A)M111,p, (2.7)
where
Ii,p(A) =
∫
A
bi(x1)gq,p(x) dx,
Iij,p(A) =
∫
A
bi(x1)bj (x2)gq,p(x) dx,
Iijk,p(A) =
∫
A
bi(x1)bj (x2)bj (x3)gq,p(x) dx, (2.8)
and
M,p = E
[
p∑
i=1
(Yi − 1)
]
,
M,p = E
⎡
⎣ p∑
i =j
(Yi − 1)(Yj − 1)
⎤
⎦ ,
M,p = E
⎡
⎣ p∑
i =j =k
(Yi − 1)(Yj − 1)(Yj − 1)
⎤
⎦ , etc. (2.9)
In the casep = 1 the error bound for approximation ofP(X ∈ A) byPk,p(A) shall be expressed
in terms of
j (q) = 1
j !
∥∥bj (x)gq(x)∥∥1 (2.10)
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and
k(q) =
⎧⎪⎨
⎪⎩k(q)1/k +
⎛
⎝2 + k−1∑
j=1
j (q)
⎞
⎠
1/k
⎫⎪⎬
⎪⎭
k
, (2.11)
where for any integrable function h(x) we put ‖h(x)‖1 =
∫∞
−∞ |h(x)| dx.
For p > 1, the quantity k(q) is extended in two ways as follows. One extension is deﬁned by
1,p(q) = 2 + v1,p(q) and for k2
k,p(q) =
⎧⎪⎨
⎪⎩vk,p(q)1/k +
⎛
⎝2 + p k−1∑
j=1
vj,p(q)
⎞
⎠
1/k
⎫⎪⎬
⎪⎭
k
, (2.12)
where
vj,p(q) =
∑
[j ]
(p − 1)!
i1! . . . im! j1(q) . . . jp (q), (2.13)
and the summation is taken over all p-tuples of non-negative integers 0j1 · · · jp such that
j1 + · · · + jp = j , and the constants m, i1, . . . , im are positive integers such that
0j1 = · · · = ji1 < ji1+1 = · · · = ji1+i2
< · · · < ji1+···+im−1+1 = · · · = ji1+···+im(= jp)j.
The other extension is denoted by k,p(q). The quantity is determined recursively by the relation:
k,p = p−1
(
k(q) + (p − 1)
k−1∑
=0
k−,p−1(q)(q)
)
for k2, (2.14)
with 1,p(q) = 1(q), k,0(q) = 0 and k,1(q) = k(q) for all k1. Using a general result from
Fujikoshi et al. [9], we get the following result.
Theorem 2.1. Let  have Wilks’ lambda distribution p,q,n. Then
|P(−n logu) − Pk,p(A˜u,p)| 12 min{k,p(q), k,p(q)}
p∑
i=1
E[|Yi − 1|k], (2.15)
where Pk,p(A) is deﬁned in (2.6) and A˜u,p, gk,q;p(x), k,p(q) and k,p(q) are deﬁned in (2.4),
(2.6), (2.12) and (2.14), respectively. Further, Y1, . . . , Yp are independent and nYi ∼ 2mi with
mi = n − (i − 1).
Note that
1,p(q) = 1,p(q), 2,p(q)2,p(q).
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Fujikoshi et al. [9] have given explicit expressions for k,p(q) and k,p(q) with k = 1, 2, 3, 4 and
their numerical values for some selected values of p and q.
3. The univariate case
The statistic T in (1.1) for the case p = 1 can be expressed as
T = n log (1 + X/n) ,
where X = SZ = Y−1Z, Y = 2n/n, Z = 2q , and 2n and 2q are independent. Then from
Theorem 2.1 we have the following result, dropping the subscript “p”:∣∣∣∣P
(
n log
(
1 + 1
n
X
)
u
)
− Pk(A˜u)
∣∣∣∣  12 k(q)E[|Y − 1|k], (3.1)
where A˜u = {x : n log(1 + x/n)u},
Pk(A˜u) =
∫
A˜u
gk,q(x) dx = I0(A˜u) +
k−1∑
j=1
1
j ! Ij (A˜u)Mj ,
Ij (A˜u) =
∫
A˜u
bj (y)gq(y) dy, Mj = E[(Y − 1)j ].
Now we use two asymptotic approximations Pk(A˜u) in terms of 2-variates for k = 2, 4 and
obtain their error bounds. Note that
M1 = 0, M2 = 2
n
, M3 = 8
n2
, M4 = 12
n2
(
1 + 4
n
)
. (3.2)
Furthermore, P2(A˜u) and P4(A˜u) can be written as
P2(A˜u) = I0(A˜u),
P4(A˜u) = I0(A˜u) + 1
n
I2(A˜u) + 43n2 I3(A˜u).
It is easy to see that
I0(A˜u) = Gq(u) + O(n−1),
I0(A˜u) = Gq(u) + 14n q(q + 2){Gq+2(x) − Gq+4(x)} + O(n
−2).
In fact, the results are obtained by considering asymptotic expansions of the distribution of
T0 = n log
(
1 + 1
n
2q
)
. (3.3)
In order to get error bounds for these asymptotic expansions, let fq be the density function of T0,
and we obtain L1-norm error bounds for
1(x) = fq(x) − gq(x),
2(x) = fq(x) − gq(x) − 14n q(q + 2){gq+2(x) − gq+4(x)}. (3.4)
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At ﬁrst we introduce a function
hq(y, z) =
{
y
z
(exp(z) − 1)
}q/2−1
exp
{
z − y
2z
(exp(z) − 1)
}
, (3.5)
for any integer q > 0 and positive real y, z. Note that
lim
z↓0 hq(y, z) = y
q/2−1 exp(−y/2), (3.6)
and hence, let us deﬁne the value of hq(y, z) at z = 0 by hq(y, 0) = limz↓0 hq(y, z). The density
functions of T0 and Z can be written in terms of hq as
fq(x) =
{
2q/2(q/2)
}−1
hq(x, n
−1x) and gq(x) =
{
2q/2(q/2)
}−1
hq(x, 0),
respectively. It is easy to check that
hq(y, z)
z
=
(
1 − y
2
· ze
z − ez + 1
z2
)
hq(y, z)
+
(q
2
− 1
)
· y · ze
z − ez + 1
z2
· hq−2(y, z), (3.7)
2hq(y, z)
z2
=
[
y
2
· 2 − 2e
z + 2zez − z2ez
z3
+
(
1 − y
2
· ze
z − ez + 1
z2
)2]
hq(y, z)
+
(q
2
− 1
)
y
[
2
(
1 − y
2
· ze
z − ez + 1
z2
)
· ze
z − ez + 1
z2
+ 2 − 2e
z + 2zez − z2ez
z3
]
hq−2(y, z)
+
(q
2
− 1
) (q
2
− 2
)(zez − ez + 1
z2
)2
hq−4(y, z). (3.8)
Similarly we can deﬁne the value of hq(y, z)/z at z = 0 as
hq(y, z)
z
∣∣∣∣
z=0
= lim
z↓0
hq(y, z)
z
= 1
4
(q + 2 − y)yq/2−1 exp(−y/2). (3.9)
Lemma 3.1. For all z > 0 the following inequalities hold:
(i) 1 <
ez − 1
z
< ez,
(ii)
|zez − ez + 1|
z2
<
ez
2
,
(iii)
|z2ez − 2zez + 2ez − 2|
z3
<
ez
3
.
Proof. The ﬁrst inequality is well known. All inequalities can be obtained by dividing both
sides by ez, and then considering Taylor expansion for e−z at 0 up to orders z, z2 and z3,
respectively. 
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Lemma 3.2. Let 2q be a random variable having a chi-square distribution with q degrees of
freedom. Let fq and gq be the density functions of T0 = n log(1 + 1n 2q) and 2q , respectively,
and
1(y) = fq(y) − gq(y),
2(y) = fq(y) − gq(y) − 14n q(q + 2){gq+2(y) − gq+4(y)}.
Then for y > 0 we have
|i (y)|¯i (y), i = 1, 2, (3.10)
where
¯1(y) = 14n y
{
4 + |q − 2| + yey/n} gq(y)eqy/(2n),
¯2(y) = 196n2
[
48 + 32|q − 2| + |(q − 2)(q − 4)|
+ 2(16 + 3|q − 2|)yey/n + 3y2e2y/n
]
gq(y)e
qy/(2n).
Proof. Note that
fq(y) − gq(y) =
{
2q/2(q/2)
}−1 {hq(y, n−1y) − hq(y, 0)}.
Considering Taylor expansion of h(y, z) with respect to z and using (3.5), (3.7) and (3.9) we have
for all y > 0 and z > 0
∣∣hq(y, z) − hq(y, 0)∣∣ z
∣∣∣∣hq(y, z¯)z¯
∣∣∣∣
z¯=z
∣∣∣∣ ,
where  = (y, z) and 0 <  < 1. Then we can get
|hq(y, z) − hq(y, 0)|  zyq/2−1e−y/2
{(
1 + y
4
ez
)
eqz/2 + 1
2
|q/2 − 1|eqz/2
}
= z
4
yq/2−1e−y/2eqz/2
(
yez + 4 + |q − 2|) .
Taking z = y/n we get the ﬁrst result. Using (3.5), (3.6), (3.9), Taylor expansion of h(y, z) at
z = 0 and the form of density function gq(x) we have
|2(y)| 1
(q/2)2q/2
y2
2n2
sup
∈(0,1)
∣∣∣∣∣
(
2hq(y, z)
z2
)∣∣∣∣∣
z=y/n
∣∣∣∣∣∣ .
Similarly by (3.8) and Lemma 3.1 we can get the second result. 
Lemma 3.3. Let ¯1(y) and ¯2(y) be the quantities deﬁned in (3.10). Then, for n > q + 2i, i =
1, 2, we have∫ ∞
0
¯i (y) dy = 1
ni
di(q, n),
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and hence
(i) |P(T0x) − Gq(x)| 1
n
d1(q, n),
(ii)
∣∣∣∣P(T0x) − Gq(x) − 14n q(q + 2)
{
Gq+2(x) − Gq+4(x)
}∣∣∣∣  1n2 d2(q, n),
where
d1(q, n) = 14 q(q + 2)
[{
1 − 1
n
q
}−(q+2)/2
+
{
1 − 1
n
(q + 2)
}−(q+4)/2]
,
d2(q, n) = 196 q(q + 2)(q + 4)
[
(3q + 2)
{
1 − 1
n
q
}−(q+4)/2
+ 2(3q + 10)
×
{
1 − 1
n
(q + 2)
}−(q+6)/2
+ 3(q + 6)
{
1 − 1
n
(q + 4)
}−(q+8)/2]
.
Proof. The ﬁrst results are obtained by direct computation. We require that n > q + 2 and
n > q + 4 in order to have convergent integrals. The second result follows from Lemma 3.2. 
Lemma 3.4. Let Ii(A) =
∫
A
bi(x)gq(x) dx, i = 1, 2, Au = (−∞, u], and A˜u = {x; n log(1+
x/n)u}. Then it holds that
I1(Au) = 12 q{Gq(u) − Gq+2(u)},
I2(Au) = 14 q
{
(q − 2)Gq(x) − 2qGq+2(x) + (q + 2)Gq+4(x)
}
,
and for i = 1, 2,
|Ii(A˜u) − Ii(Au)| 1
n
hi(q, n),
where
h1(q, n) = q2 {d1(q, n) + d1(q + 2, n)} ,
h2(q, n) = q4 {|q − 2|d1(q, n) + 2qd1(q + 2, n) + (q + 2)d1(q + 4, n)} ,
and d1(q, n) are given in Lemma 3.3.
Proof. The ﬁrst equalities follow from
b1(x)gq(x) = 12 q
{
gq(x) − gq+2(x)
}
,
b2(x)gq(x) = 14 q
{
(q − 2)gq(x) − 2qgq+2(x) + (q + 2)gq+4(x)
}
. (3.11)
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Let fq(x) be the density function of T0 = n log(1+2q/n). We consider the case i = 2. By (3.11)
we have
|I2(A˜u) − I2(Au)|  q4
∣∣∣∣
∫ u
0
{
(q − 2)(fq(x) − gq(x))
− 2q(fq+2(x) − gq+2(x)) + (q + 2)(fq+4(x) − gq+4(x))
}
dx
∣∣∣∣
 q
4
∫ ∞
0
{|q − 2||fq(x) − gq(x)|
+ 2q|fq+2(x) − gq+2(x)| + (q + 2)|fq+4(x) − gq+4(x)|
}
dx.
Therefore, the desired result follows from Lemmas 3.2 and 3.3. 
Lemma 3.5. Let ci(x) be deﬁned by a relationship of {ci(x)gq(x)}′ = bi(x)gq(x). For Ii(A˜u),
i = 1, 2, 3, we have two types of upper bounds:
(i) |Ii(A˜u)| i!i (q),
(ii) |Ii(A˜u)|	i (q),
where
i (q) = (1/i!) sup
x
|ci(x)gq(x)|,
c1(x) = x, c2(x) = − 14
{
x2 − (q − 2)x
}
,
c3(x) = 14
{
x3 − 2(q − 2)x2 + (q − 2)(q − 4)x
}
, (3.12)
and
	1(q) = 12 q, 	2(q) = 14 q {|q − 2| + q + 2} ,
	3(q) = 18 q {|(q − 2)(q − 4)| + 2|q − 2|(q + 2) + (q + 2)(q + 4)} . (3.13)
Proof. The ﬁrst bound is obtained from the deﬁnition of ci(x). To prove the second bound, we
use the relations for bi(x)gq(x), i = 1, 2 given in the proof of Lemma 3.4 and
b3(x)gq(x) = 18 q
[
(q − 2)(q − 4) {gq(x) − gq+2(x)}− 2(q − 2)(q + 2)
× {gq+2(x) − gq+4(x)}+ (q + 2)(q + 4) {gq+4(x) − gq+6(x)}] .
Since supA
∣∣∫
A
(f (x) − g(x)) dx∣∣ 1 for any density functions f (x) and g(x), we get the second
result. 
Theorem 3.1. Let T be the statistic deﬁned in (1.1) with p = 1 or
T = n log(1 + X/n); X = Y−1Z, nY ∼ 2n, Z ∼ 2q,
where Y is independent of Z. Then
(i) for n > q + 2 we have
|P(T x) − Gq(x)|B1(q, n),
(ii) for n > q + 4 we have∣∣∣∣P(T x) − Gq(x) − 14n q(q − 2)
{
Gq(x) − Gq+2(x)
}∣∣∣∣ B2(q, n),
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Table 1
Values of Bi(q, n) = n−idi (q, n)
q n B1(q, n) B2(q, n)
2 50 0.2090 0.1322
75 0.1357 0.0522
120 0.0832 0.0189
3 50 0.3298 0.3131
75 0.2082 0.1146
120 0.1253 0.0394
4 50 0.5064 0.7207
75 0.3074 0.2424
120 0.1801 0.0788
where
B1(q, n) = 1
n
{
2(q) + d1(q, n)
}
,
B2(q, n) = 1
n2
{
64(q)(1 + 4n−1) + d2(q, n) + h2(q, n) + 83(q)
}
,
i (q), di(q, n), hi(q, n) and 3(q) are given in (2.11), Lemmas 3.3, 3.4 and 3.5, respectively.
Proof. Note that
|P(T u) − Gq(u)|  |P(T u) − I0(A˜u)| + |I0(A˜u) − Gq(u)|
= |P(T u) − P2(A˜u)| + |I0(A˜u) − I0(Au)|.
Therefore, the ﬁrst result follows from (3.1) and Lemma 3.3. To prove the second result we use
the following inequalities:∣∣∣∣P(T u) − Gq(u) − 14n q(q − 2)
{
Gq(u) − Gq+2(u)
}∣∣∣∣
=
∣∣∣∣P(T u) − Gq(u) − 14n q(q + 2)
{
Gq+2(u) − Gq+4(u)
}
− 1
4n
q
{
(q − 2)Gq(u) − 2qGq+2(u) + (q + 2)Gq+4(u)
}∣∣∣∣

∣∣∣∣P(T u) − I0(A˜u) − 1n I2(A˜u) − 43n2 I3(A˜u)
∣∣∣∣+ 43n2 |I3(A˜u)|
+
∣∣∣∣I0(A˜u) − Gq(u) − 14n q(q + 2)
{
Gq+2(u) − Gq+4(u)
}∣∣∣∣
+
∣∣∣∣1n I2(A˜u) − 14n q
{
(q − 2)Gq(u) − 2qGq+2(u) + (q + 2)Gq+4(u)
}∣∣∣∣ .
Applying (3.1) with k = 4, Lemmas 3.3, 3.4 and 3.5 to the last expression we get the second
result. 
The values ofBi(q, n) in Theorem 3.1 are given in Table 1 for q = 2, 3, 4 and n = 50, 75, 120.
The useful bounds are obtained if q/n is small.
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4. Wilks’ lambda distribution
Weuse the general inequality (2.15) in Theorem 2.1 with k = 2 and 4. Then our crucial problem
is to estimate the quantities
Ii,p(A˜u,p) for i = 1, 2, 3, I11,p(A˜u), I21,p(A˜u,p), I111,p(A˜u,p) (4.1)
with appropriate error bounds. Note that Y1, . . . , Yp are independent, and nYi ∼ 2mi with mi =
n − (i − 1). Then we use the following moment formulas:
M2,p = 2
n
p
{
1 + 1
12n
(p − 1)(2p − 7)
}
,
M4,p = 1
n2
p
{
12+ 2
n
(2p2−17p+39)+ 1
10n2
(p − 1)(2p3 − 33p2 + 177p−313)
}
,
M1,p = − 12n p(p − 1), M11,p =
1
12n2
p(p − 1)(3p2 − 7p + 2),
M3,p = − 1
n2
p
{
3p − 11 + 1
4n
(p − 1)(p − 4)(p − 5)
}
,
M21,p = − 1
n2
p(p − 1)2
{
1 + 1
6n
(p − 1)(p − 4)
}
,
M111,p = − 18n3 p
2(p − 1)2(p − 2)(p − 3). (4.2)
Now we consider asymptotic approximations for
I0,p(A˜u,p) =
∫
A˜u,p
gq,p(x) dx = P(T0u)
and their error bounds, where
T0 =
p∑
i=1
n log
(
1 + 1
n
Zi
)
, Z1, . . . , Zp ∼ i.i.d.2q .
We can extend Lemma 3.3 to the multivariate case as follows.
Lemma 4.1. Let I0,p(A˜u,p) = P(T0u), where T0 = ∑pi=1 n log(1 + Zi/n) and Z1, . . . , Zp
are i.i.d. random variables and Z1 ∼ 2q . Then we have
(i) |P(T0x) − Gr(x)| 1
n
d1,p(q, n),
(ii)
∣∣∣∣P(T0x) − Gr(x) − 14n pq(q + 2) {Gr+2(x) − Gr+4(x)}
∣∣∣∣  1n2 d2,p(q, n),
where r = pq,
d1,p(q, n) = pd1(q, n),
d2,p(q, n) =
{
pd2(q, n) + 14 p(p − 1)q(q + 2)d1(q, n)
}
, (4.3)
and d1(q, n) and d2(q, n) are given in Lemma 3.3.
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Proof. Note that
Gr(x) = P(Z1 + · · · + Zpx) =
∫
Ax,p
p∏
i=1
gq(yi) dy,
where Ax,p = {(x1, . . . , xp) ∈ Rp : x1 + · · · + xpx}. Let fq(x) be the density function of
n log(1 + 2q/n). Then we have
|P(T0x) − Gr(x)| =
∣∣∣I0,p(A˜x,p) − Gr(x)∣∣∣ =
∣∣∣∣∣
∫
Ax,p
{
p∏
i=1
fq(yi) −
p∏
i=1
gq(yi)
}
dy
∣∣∣∣∣

∫ ∞
0
· · ·
∫ ∞
0
∣∣∣∣∣
p∏
i=1
fq(yi) −
p∏
i=1
gq(yi)
∣∣∣∣∣ dy1 · · · dyp. (4.4)
Note that
p∏
i=1
fq(yi) −
p∏
i=1
gq(yi) =
p∑
i=1
i−1∏
j=1
gq(yj )(fq(yi) − gq(yi))
p∏
k=i+1
fq(yk). (4.5)
This will be obtained by decomposing fq(x1)fq(x2) · · · fq(xp) as follows. First we decompose
fq(x1) as (fq(x1) − gq(x1)) + gq(x1). Hence, we can write
fq(x1)fq(x2) · · · fq(xp)= (fq(x1)−gq(x1))fq(x2) · · · fq(xp)+ gq(x1)fq(x2) · · · fq(xp).
Next, we decompose fq(x2) in the last term. Continuing this procedure, we get (4.5). By substi-
tuting (4.5) into (4.4) and using Lemmas 3.2 and 3.3, we obtain part (i) of the theorem.
In order to prove (ii), we use two expressions (see Lemma 3.2):
fq(x) = gq(x) + 1(x)
= gq(x) + g(1)q (x) + 2(x),
where g(1)q (x) = (4n)−1q(q+2){gq+2(x)−gq+4(x)}. Constructing short asymptotic expansions
for I0,p(A˜x,p) we argue similarly to the proof of (i): at ﬁrst we consider expansion for fq(x1),
then for fq(x2) and so on. In the beginning we get
fq(x1) . . . fq(xp) =
(
gq(x1) + g(1)q (x1) + 2(x1)
)
fq(x2) . . . fq(xp)
= gq(x1)fq(x2) . . . fq(xp) + g(1)q (x1)fq(x2) . . . fq(xp)
+2(x1)fq(x2) . . . fq(xp).
Then
fq(x1) · · · fq(xp) = gq(x1)
(
gq(x2) + g(1)q (x2) + 2(x2)
)
fq(x3) . . . fq(xp)
+ g(1)q (x1)
(
gq(x2) + 1(x2)
)
fq(x3) . . . fq(xp)
+2(x1)g(x2)fq(x3) . . . fq(xp)
and so on. Using Lemmas 3.2 and 3.3 we get part (ii) of the theorem. 
Lemma 4.2. Let
T0i = n log(1 + Zi/n), Zi ∼ 2qi ,
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where Z′i s are independent. Then∣∣∣∣∣P
(
p∑
i=1
T0ix
)
− Gr(x)
∣∣∣∣∣  1n
p∑
i=1
d1(qi, n),
where r = ∑pi=1 qi , and d1(q, n) is given in Lemma 3.3.
Proof. The result can be proved by the same method as in the proof of Lemma 4.1(i). In fact, we
have ∣∣∣∣∣P
(
p∑
i=1
T0ix
)
− Gr(x)
∣∣∣∣∣ =
∣∣∣∣∣
∫
Ax,p
{
p∏
i=1
fqi (yi) −
p∏
i=1
gqi (yi)
}
dy
∣∣∣∣∣

∫ ∞
0
· · ·
∫ ∞
0
∣∣∣∣∣
p∏
i=1
fqi (yi) −
p∏
i=1
gqi (yi)
∣∣∣∣∣ dy1 · · · dyp.
The ﬁnal result can be obtained by using (4.5) and Lemma 3.3. 
Lemma 4.3. Let A˜u,p the set deﬁned by (2.4), and let Au,p = {x = (x1, . . . , xp);∑pi=1 xiu}.
Then we have
I1,p(Au,p) = 12 q{Gr(u) − Gr+2(u)},
I2,p(Au,p) = 14 q {(q − 2)Gr(x) − 2qGr+2(x) + (q + 2)Gr+4(x)} ,
and for i = 1, 2,
|Ii,p(A˜u,p) − Ii,p(Au,p)| 1
n
hi,p(q, n),
where
h1,p(q, n) = q2 {(2p − 1)d1(q, n) + d1(q + 2, n)} ,
h2,p(q, n) = q4 [|q − 2|pd1(q, n) + 2q {(p − 1)d1(q, n) + d1(q + 2, n)}
+ (q + 2) {(p − 1)d1(q, n) + d1(q + 4, n)}] , (4.6)
and d1(q, n) are given in Lemma 3.3.
Proof. The ﬁrst two equalities can be obtained by using (3.11). Further, the inequalities are proved
in the same way as in the proof of Lemma 3.4 with help of Lemma 4.1. 
Lemma 4.4. The following inequalities hold.
(i) |Ii,p(A˜u,p)| i!i (q),
(ii) |Iij,p(A˜u,p)| i!i (q)	j (q),
(iii) |Iijk,p(A˜u,p)| i!i (q)	j (q)	k(q),
where i (q) = (1/i!) supx |ci(x)gq(x)| and 	i (q) are given in Lemma 3.5. These results hold for
Ii,p(Au,p), Iij,p(Au,p) and Iijk,p(Au,p) as well.
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Proof. We shall derive (ii) only since the similar arguments could be applied for (i) and (iii). It
is easy to see that
|Iij,p(A˜u,p)| =
∣∣∣∣∣
∫
A˜u,p
bi(x1)gq(x1)bj (x2)
p∏
i=2
gq(xi) dx
∣∣∣∣∣∣∣∣∣∣
∫
a(x2,...,xp)0
{∫ a(x2,...,xp)
0
bi(x1)gq(x1) dx1
}
bj (x2)
p∏
i=2
gq(xi) dx2 . . . dxp
∣∣∣∣∣
 i!i (q)
∫ ∞
0
|bj (x2)|gq(x2) dx2 i!i (q)	j (q),
where
a(x2, . . . , xp) = n
[
exp
{
1
n
(
u −
p∑
i=2
n log(1 + xi/n)
)}
− 1
]
. 
Combining (2.15) and Lemmas 4.1–4.4 we get the following main theorem.
Theorem 4.1. Let T be the statistic deﬁned by (1.1). Then
(i) for n > max(p − 1, q + 2), we have
|P(T x) − Gr(x)|B1,p(q, n),
(ii) for n > max(p − 1, q + 4), we have∣∣∣P(T x) − Gr(x) − r4n (q − p − 1){Gr(x) − Gr+2(x)}
∣∣∣ B2,p(q, n),
where
B1,p(q, n) = 12 2,p(q)M2,p +
1
n
d1,p(q, n) + 1(q)|M1,p|,
B2,p(q, n) = 12 min{4,p(q), 4,p(q)}M4,p +
1
n2
d2,p(q, n) + 1
n
h1,p(q, n)|M1,p|
+ 1
2n
h2,p(q, n)M2,p + 12 1(q)	1(q)|M11,p| + 3(q)|M3,p|
+ 2(q)	1(q)|M21,p| + 16 1(q){	1(q)}
2|M111,p|
+ 1
6n2
p(p − 1)|2p − 7|2(q),
and the quantities k,p(q), k,p(q), di,p(q, n), hi,p(q, n), i (q), 	1(q) and Mi,p, etc. are deﬁned
in (2.12), (2.14), (4.3), (4.6), (3.12), (3.13), and (4.2), respectively.
Proof. In order to prove (i) it is sufﬁcient to consider the following decomposition,
P(T x)−Gr(x)=
{
P(T x) − P2,p(A˜x,p)
}
+
{
I0,p(A˜x,p)−Gr(x)
}
+I1,p(A˜x,p)M1,p,
which follows from (2.6) with k = 2. Therefore, we have
|P(T x)−Gr(x)| |P(T x)−P2,p(x)|+|I0,p(A˜x,p)−Gr(x)|+|I1,p(A˜x,p)M1,p|.
The required result follows from Theorem 2.1 with k = 2 and Lemmas 4.1 and 4.3.
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In order to prove (ii) we decompose a main term and remainder term deﬁned by
P2,p(A˜x,p) = H1(x) + R1(x),
where
H1(x) = I0,p(A˜x,p) + I1,p(A˜x,p)M1,p + 12 I2,p(A˜x,p)M2,p,
R1(x) = 12 I11,p(A˜x,p)M11,p + 16 I3,p(A˜x,p)M3,p
+ 12 I21,p(A˜x,p)M21,p + 16 I111,p(A˜x,p)M111,p.
Further, let H1(x) be decomposed as
H1(x) = H2(x) + R2(x),
where
H2(x) = G¯r (x) + I1,p(Ax,p)M1,p + 12 I2,p(Ax,p)M2,p,
R2(x) = {I0,p(A˜x,p) − G¯r (x)} + {I1,p(A˜x,p) − I1,p(Ax,p)}M1,p
+ 12 {I2,p(A˜x,p) − I2,p(Ax,p)}M2,p,
G¯r (x) = Gr(x) + 14n pq{Gr+2(x) − Gr+4(x)}.
Noting that M2,p = 2pn−1 + p(p − 1)(2p − 7)(6n2)−1, we decompose H2(x) as
H2(x) = H3(x) + R3(x),
where
H3(x) = G¯r (x) + I1,p(Ax,p)M1,p + p
n
I2,p(Ax,p),
R3(x) = 112n2 p(p − 1)(2p − 7)I2,p(Ax,p).
It is easy to see that
H3(x) = Gr(x) + r4n (q − p − 1){Gr(x) − Gr+2(x)},
P4,p(A˜x,p) = H3(x) + R1(x) + R2(x) + R3(x).
Therefore, we have
|P(T x) − H3(x)| = |P(T x) − P4,p(A˜x,p) + R1(x) + R2(x) + R3(x)|
 |P(T x) − P4,p(A˜x,p)| + |R1(x)| + |R2(x)| + |R3(x)|.
The result (ii) follows from Theorem 2.1 with k = 4 and Lemmas 4.1(i) and 4.3. 
Some numerical results of Bi,p(q, n) in Theorem 4.1 are given in Table 2. From Table 2 we see
that in order to get useful bounds the values of n should be large in comparison with values of p
and q. It seems that in the case when p or q is large, we have to construct another approximations.
In particular, it would be interesting to study approximations under high dimensional asymptotic
framework when both p and n tend to inﬁnity. We consider this case in separate paper.
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Table 2
Values of Bi,p(q, n) in Theorem 4.1; p = 2
q n B1,2(q, n) B2,2(q, n)
2 120 0.1862 0.0475
200 0.1106 0.0164
3 120 0.2768 0.1044
200 0.1626 0.0352
4 120 0.3923 0.2165
200 0.2269 0.0709
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