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Kivonat: Jelen munkánkban egy, a szófaji kódok és a névelemek meghatározá-
sára szolgáló gépi tanulási modellt mutatunk be. Az általános véletlen mezkön 
alapuló módszer segítségével több címkesorozat együttesen tanulható, valamint 
az osztályozás során a címkesorozatok legjobb kombinációját együttesen keres-
sük. A magyarlanc szófaji elemz és az SZTENER névelem-felismer jel-
lemzkészletét használva olyan rendszert építettünk, amely a címkék együttes 
osztályozásának segítségével felülmúlta a kiindulási rendszereket az általunk 
használt teszthalmazon. A névelem-felismer F-mértékben mért teljesítménye 
87,75-rl 89,87-re, a szófaji címkéz pontossága 97,11%-ról 97,99%-ra ntt, 
úgy, hogy a kódok meghatározásának más minségi tényezi is javultak.  
1   Bevezetés 
Szintaktikai szempontból a tulajdonnevek fnévként viselkednek: a Láttad az Interjú
a vámpírral-t? mondatban a film címe ugyanúgy ragozható, mint bármely más ma-
gyar fnév (vö. Láttad a filmet?). Emiatt a tulajdonneveket gyakran a fnevek egyik 
alosztályának tekintik: bizonyos morfológiai kódrendszerek külön tulajdonnévi kódot 
tulajdonítanak nekik (például az MSD-kódrendszerben Np-s*, a PENN Treebankben 
pedig NNP az egyes számú tulajdonnevek kódja). 
Azonban valójában nemcsak fnevek, hanem bármelyik szófajhoz tartozó elemek 
is lehetnek tulajdonnevek (vagy azok részei), például Tesz-Vesz Kft. A fenti kódrend-
szerek használatával a Tesz-Vesz-t is tulajdonnévnek kellene kódolni, ami azonban a 
kódok megsokszorozódásával jár, hiszen voltaképpen bármely szónak lehet tulajdon-
névi kódja is. Ez egyrészt megnöveli a szófaji egyértelmsítés költségeit (sokkal több 
szó válik morfológiailag többértelmvé), továbbá megkívánja azt is, hogy a morfoló-
giai elemzbe beépüljön egy tulajdonnév-felismer rendszer. Úgy véljük azonban, 
hogy a tulajdonnév-felismerés nem a morfológiai elemz feladata, így az általunk 
alkalmazott megoldásban a két feladatot párhuzamosan hajtjuk végre. Megközelíté-
sünkben a tulajdonnévi jelölés tehát nem a morfológiai kód része, hanem külön tulaj-
donnévi címkékkel látjuk el a tulajdonnév-felismer által NE-nek ítélt elemeket, füg-
getlenül attól, hogy milyen szófajú az adott elem. 
Munkánkban megmutatjuk, hogy a szófaji címkézés és a névelem-felismerés telje-
sítménye kölcsönösen javítható a tanulás során a másik feladat által szolgáltatott jelö-
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lésekkel. Hogy ez lehetvé váljon, olyan gépi tanuló megközelítést alkalmaztunk, 
amelynek segítségével a két probléma együtt, egy gépi tanulási faladatként kezelhet. 
Az általunk fejlesztett rendszer hatékonyan alkalmazható magyar nyelv szövegek 
egyidej szófaji címkézésére és a bennük található névelemek felismerésére, és a 
használt tanító és kiértékel halmazokat figyelembe véve teljesítményében felülmúlja 
az eddigi különálló statisztikai alapú szófaji címkézket, valamint névelem-felismer 
rendszereket. A módszer könnyen adaptálható más nyelvekre is, amennyiben rendel-
kezésre áll az adott nyelven morfológiai elemz és megfelel annotált szövegkorpusz, 
mivel nem alkalmaz nyelvspecifikus jellemzket. 
2   Morfológia és tulajdonnevek 
A tulajdonnevek nyílt szóosztályt alkotnak, azaz nem alkotnak véges elem halmazt, 
számuk állandóan bvül a nyelvben. Ez maga után vonja, hogy nem is sorolhatók fel 
maradéktalanul egy szótárban sem. A nyelvfeldolgozás számára azonban kiemelke-
den fontos a tulajdonnevek megfelel kezelése, így például a morfológiai elemzkbe 
nagyméret tulajdonnévszótárak épülnek be azok elemzésének megkönnyítésére. 
Azonban a fenti okok miatt egy morfológiai elemz sem ismerhet fel minden szóala-
kot, így az ismeretlen szavak (melyek nagy része tulajdonnév vagy annak származé-
ka) kezelésére különféle, úgynevezett guessing módszereket érdemes kidolgozni [20]. 
A tulajdonneveket a nyelvészeti szakirodalom többnyire merev jelölnek tekinti, 
mely konstans módon ugyanazt az egyedet azonosítja [7]. A fenti definícióban a „me-
revség” arra vonatkozik, hogy nem változik a jelöl és jelölt közti kapcsolat, azonban 
elgondolásunk szerint a „merevség” fogalma a tulajdonnevek morfológiájában is ér-
telmezhet. A tulajdonnevek ugyan ragozhatók, st alkalmanként képzk is csatla-
kozhatnak hozzájuk (New York – New York-i), azonban a lemmájuk változatlan for-
mában fordul el a toldalék eltt (Fodor – fodoros). (A kisbet-nagybet változások-
tól most eltekintünk.) Ez különösen akkor nyilvánvaló, amikor egy morfológiailag 
sajátos viselkedés fnév fordul el tulajdonnévi használatban. Vegyük az alábbi 
példákat. 
 
Fodort Kovács, míg Bokort Szabó váltotta az elnöki székben. 
Panni átugrotta a bokrot, és egy kiálló ág elszakította a szoknyája alján lev fod-
rot. 
 
A fodor és bokor hangkivet fnevek, vagyis bizonyos toldalékok eltt kiesik a 
lemma utolsó magánhangzója. Ez a jelenség azonban nem figyelhet meg akkor, 
amikor személynévként használatos a két szó. E tulajdonság kihasználható a név-
elem-felismerésben: a morfológiai elemz a fodrot és bokrot alakokat várná fodr+ot 
és bokr+ot morfémákkal, ám a fenti szóalakokat csak a guesser segítségével lehet 
elemezni a beépített toldaléklista segítségével fodor+t, illetve bokor+t morfémákra 
való felbontással. Amennyiben az így kapott lemma megtalálható a morfológiai adat-
bázisban, viszont eltérést tapasztalunk az ott található és a guesser által adott elemzés 
között (vagyis jelen esetben a fodor és bokor tárgyeset alakja nem fodrot és bokrot, 
hanem fodort és bokort), valószínsíthetjük, hogy tulajdonnévrl van szó. 
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Bizonyos tulajdonnévtípusok – mcímek, intézménynevek (különösen ha többta-
gúak) – gyakran tartalmaznak már eleve ragozott alakokat, például Interjú a vámpír-
ral, Bolyai Farkas Alapítvány a Magyarul Tanuló Tehetségekért. Azonban ezek is 
ragozhatók: 
 
Megnéztem az Interjú a vámpírral-t. 
Köszönetet mondott a Bolyai Farkas Alapítvány a Magyarul Tanuló Tehetsége-
kért-nek. 
 
A helyesírási szabályok szerint ilyenkor kötjellel kell kapcsolni az újabb toldalé-
kot a tulajdonnévhez. Utóbbi sajátosság is kihasználható a névelem-felismerésben: a 
kötjelet tartalmazó szóalakot a guesser segítségével elemezzük, majd az így kapott 
lemmát ismét elemezzük. Amennyiben a szóalak a második elemzés során is toldalé-
koltnak bizonyul, ismét valószínsíthet, hogy tulajdonnévvel találkoztunk. 
A gyakorlatban sokszor elfordul, hogy a toldalék nem kötjellel kapcsolódik a tu-
lajdonnévhez (akár a helyesírási szabályok ellenében). Ezekben az esetekben is a 
guesser nyújthat segítséget: a lehetséges végzdéseket le kell vágni a szó végérl, 
majd a maradékot lemmaként visszaadni, és a toldaléknak megfelel fnévi elemzést 
társítani a szóhoz (pl. Agrobankhoz – Agrobank illativusi eset fnév). 
A morfológiai elemz oldaláról nézve a vele párhuzamosan zajló tulajdonnév-
felismerés abban segíthet, hogy a NER-rendszer által tulajdonnévnek minsített ele-
meket nem feltétlenül próbálja meg hagyományos módon elemezni, hanem egybl a 
beépített guessert hívja segítségül, ezzel gyorsítva a folyamatot. 
3   Együttes címkézési módszerek 
Hagyományosan a különböz szekvenciajelölési feladatokat (szófaji címkék, felszíni 
elemzés, névelemek) külön-külön gépi tanulási feladatként definiálják, és a szövegek 
feldolgozása során az elemzket egymás után futtatják. Így azonban az egyes alrend-
szerek hibái összeadódnak, valamint csak a feldolgozási láncban hátrébb álló kompo-
nenseknek van lehetsége felhasználni az eltte állók címkéit jellemzként. 
3.1   A címketerek kombinálása 
Több jelölési lépés egyesíthet a címkék kombinálásával is, de így kezelhetetlen mér-
tékben megnhet a címketér, illetve elfordulhat, hogy bizonyos címkekombinációk 
csak kevésszer fordulnak el a tanuló adatok között, így felismerésük bizonytalan 
lesz. A feladatok ilyen jelleg kombinálásánál a közös jellemzkészlet is problémát 
jelenthet, mert elfordulhat, hogy a különböz címkézési feladatok eltér jellemz-
készlet mellett adnak optimális eredményt. 
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3.2   Gráfalapú valószínségi modellek 
Kísérleteinkben a szövegek párhuzamos címkézésére a MALLET GRMM [9][15] és 
a FactorIE [11]  csomagban található általános feltételes véletlen mezk módszerét 
alkalmaztuk. A módszerek lehetvé teszik a hagyományos lineáris láncolású véletlen 
mezk módszeréhez képest, hogy tetszleges valószínségi függségeket ábrázoló 
modelleket alkalmazzunk, így egy token akár egynél több címkével is rendelkezhet. 
A címkék közötti feltételes valószínségi kapcsolatok modellezésével a névelem-
felismerés és a szófaji címkézés egymástól független jellemzkészlet segítségével 
valósítható meg, de olyan módon, hogy a szófajcímkék és a névelemcímkék együttes 
legjobb eloszlását tanuljuk, majd keressük a jelölés során. Természetesen a módszer 
kiterjeszthet más feladatokra, vagy akár kettnél több egyidej címkesorozat megha-
tározására is. 
3.3   Elzetes vizsgálatok 
Angol nyelv szövegeken végzett kísérletek [10] azt mutatták, hogy a szófaji kódok 
és a felszíni elemzés címkéinek együttes gépi tanulásával jobb eredményt lehet elérni, 
mint ha ezeket a feladatokat külön tanított modellekkel egymás után szekvenciálisan 
végeznék el. Az általunk végzett ilyen irányú kísérletek azt mutatták, hogy a szófaji 
kódok meghatározásának pontossága 62,45%-ról 72,89%-ra, a felszíni elemzés pon-
tossága pedig 83,95%-ról 85,76%-ra ntt azonos jellemzkészlet használata mellett, 
abban az esetben, ha a címkesorozatokat független osztályozása helyett azokat együt-
tes osztályozással határozzuk meg. A két címkesorozat az osztályozás során így di-
namikus jellemzként hathat egymásra, kölcsönösen javítva a címkék meghatározá-
sának pontosságát. A mérésekhez a CoNLL-2000 Shared Task tanító és kiértékel 
halmazának ezer-ezer tokenes mintáját használtuk. 
A CoNLL-2003 Shared Task [18] nyelvfüggetlen névelem-felismerési feladatán 
végzett kísérletek azt mutatták, hogy minimális jellemzkészletet használva, mind a 
szófaji kódok címkézése, mind a névelemek felismerése javítható az együttes címké-
zés használatával. A verseny spanyol szövegeket tartalmazó részkorpuszából szárma-
zó mintán elvégzett vizsgálatok azt mutatták, hogy míg a szófaji kódok címkézésének 
pontosságát csak mérsékelten 88,6%-ról 88,7%-ra, addig a névelem-felismerés F-
mértékét jelents mértékben, 39,5-rl 42,2-re növelte az együttes címkézés. 
4   Névelem-felismerés 
A névelem-felismerés alapvet fontosságú az információkinyer rendszerek mködé-
se szempontjából. A felismert és különböz típusokba sorolt névelemek nem csak 
önmagukban érdekesek, de sok rendszerben a névelemek jelentik azokat az alapegy-
ségeket, amelyekbl események épülnek fel, illetve amelyek között relációkat azono-
sítanak. A névelemek azonosításánál általában sokkal nagyobb kihívást jelent azok 
megfelel osztályba sorolása. Az osztályozás általában környezeti jellemzk alapján 
lehetséges. 
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4.1   Kapcsolódó munkák 
A névelemek felismerésének két alapvet módját különböztethetjük meg. A 
tokenalapú rendszerek szavankénti osztályozással döntik el, hogy az adott token ré-
sze-e vagy sem egy névelemnek. Az osztályozó rendszerint szupportvektorgép [8], 
vagy maximum entrópia osztályozó [1][5]. Gyakran több akár különböz típusú tanu-
lót is kombinálnak [13]. A névelem-felismerk másik, elterjedtebb csoportja a 
szekvenciatanulást alkalmazó módszerek. A Markov-mezket [14] egyre inkább a 
feltételes véletlen mezk váltják fel a szekvenciajelöl rendszerekben. A CoNLL-
2002 és a CoNLL-2003 névelem-felismerési feladatainak eredményei azt mutatták 
hogy a tokenenkénti osztályozást végz rendszereket többnyire felülmúlják a több 
token feletti címkeeloszlást tanuló megközelítések a névelem-felismerési feladatok-
ban. [17][18] 
Az általunk fejlesztett névelem-felismer módszer az SZTENER [3] 
nyelvfüggetlen névelem-felismer rendszer magyar nyelvre adaptált változatából in-
dul ki. A szoftver a feltételes véletlen mezk módszerének MALLET [9] program-
csomagban található verzióján alapszik. Elsrend láncolást alkalmaz, a jellemzk 
között ortografikus, szófrekvencia alapú, valamint szótár jellemzk találhatóak. A 
tanító és teszthalmaz mondataiból és szavaiból ennek a rendszernek a jellemzkinye-
r modulja segítségével készítettünk a gépi tanuló algoritmusok számára feldolgozha-
tó jellemzvektorokat. 
4.2   A névelemfelismer rendszer modellje 
1. ábra: A névelemek felismeréséhez használt elsrend modell. A fehér körök a címkék rej-
tett változóit, a szürkék a jellemzk megfigyelhet változóit, a fekete négyzetek a változók 
közötti faktorokat jelölik. 
A névelem-felismer architektúráját megtartva a FactorIE feltételes valószínségi 
programozási környezetben az [11] ábrán látható elsrend feltételes valószínségi 
modellt definiáltunk. A modell a szó jellemzi (w0,w1,...,wn) és címkéi (z0,z1,...,zn) , 
valamint az egymást követ címkék között definiál faktorokat. Az egyetlen különbség 
az eredeti és az általunk fejlesztett rendszer között, hogy a feltételes valószínségek 
pontos kiszámítása helyett közelít módszereket alkalmaztunk, ugyanis az együttes 
címkézési feladat során elálló bonyolult modell kiszámítása csak közelít módsze-
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5   Szófaji kódok meghatározása 
A szófaji kódok fontos szerepet töltenek be a szöveg további nyelvészeti elemzése 
során, illetve sok megközelítés közvetlenül jellemzként is használja. A kódok hozzá-
rendelése tokenalapon történik. Jelen munkában az MSD-kódrendszer egy egyszer-
sített, gépi tanulási módszerekkel könnyebben kezelhet változatát használjuk. 
5.1   Kapcsolódó munkák 
Korábban több szófaji címkéz rendszer is készült a magyar nyelvre, mint például a 
szabály alapú RGLearn, illetve más, rejtett Markov-modellekre épül statisztikai 
módszereket alkalmazó algoritmusok [4][6][12]. A szófaji címkézési feladat szerves 
része – különösen ersen agglutináló nyelvek esetében, mint például a magyar – a 
szavak morfológiai elemzése. A korábban említett magyar szófaji egyértelmsítk a 
HuMOR1, illetve MetaMorpho2 rendszereket, valamint a NooJ magyarra átültetett 
verzióját3 alkalmazták. 
A szófaji címkéz jellemzkészlete és felépítése a magyarlanc nev [20], a 
Stanford POSTagger [19] módosításával létrehozott szófaji címkézn alapszik, amely 
körkörös függség véletlen mezket alkalmazó maximum entrópia osztályozót 
használ. A magyar nyelvre kifejlesztett jellemzkészlet az 1-3 hosszú 
karakterprefixeket és suffixeket, a szavakat és azok szómintáját tartalmazza. Ezen 
kívül környezeti jellemzként a szó eltte és utána álló szavakkal alkotott bigramjait, 
valamint a szavak és a környezetében található szavak szófaji címkéinek kombináció-
it használja. A szófaji kódok, illetve azok bi- és trigramjai a címkézés során dinami-
kusan állnak el, a rendszer a lehetséges kombinációkat elemezve dönt a címkékrl, 
így a módszer a tokenosztályozás és a szekvenciaosztályozási módszerek jegyeit is 
magán hordozza. Az adott szóhoz rendelhet szófaji kódokat a morfológiai elemz 
által megadott lehetséges kódok halmazából veszi a címkéz, ezzel is csökkentve a 
keresési teret [4].  
5.2   A szófaji címkéz modellje 
Mivel a szófaji címkéz ciklikus helyi függségeket tartalmazó maximum entrópia 
osztályozót használó modellje egy az egyben nem ültethet át a FactorIE feltételes 
valószínségi programozási környezetbe, a 2. ábrán látható, az eredeti módszer ötle-
teit felhasználó másodrend véletlen mezs modellt definiáltunk. A modell a név-
elem-felismer szerkezetéhez hasonló, de a szó jellemzi (x0,x1,...,xn) és címkéi 
(y0,y1,...,yn), valamint az egymást követ címkék közötti faktorokon kívül a nem köz-
vetlenül egymást követ címkék között is létrehoz feltételes kapcsolatokat. Ez azért 
                                                          
1 http://www.morphologic.hu/Morfologiai-elemzes.html  
2 http://www.morphologic.hu/MetaMorpho-technologia/menuazonosito-256.html  
3 http://corpus.nytud.hu/nooj/  
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fontos, mert a szófaji kódok ersen függenek nem csak az ket közvetlenül megelz, 
hanem az azt megelz címkétl is. 
 
2. ábra: A szófaji címkéz által alkalmazott másodrend modell. 
A szavak felszíni jellemzi mellett a morfológiai elemz által megadott lehetséges 
szófaji kódok is külön vektorváltozóba kerültek. Az eredeti magyarlanctól való 
eltérés, hogy a keresés nem korlátozódik csak ezekre a címkékre, emiatt számos eset-
ben olyan címkéket is helyesen meghatározott, amiket a morfológiai elemz – hibá-
san – nem ajánlott fel. 
3. ábra: A két különálló valószínségi modell egyesítése. A világos és sötétszürke színnel 















138 VIII. Magyar Számítógépes Nyelvészeti Konferencia 
6   Névelemek és szófaji kódok együttes címkézése 
A szófaji címkézés és a névelem-felismerés valószínségi modelljeit a 3. ábrán látha-
tó modellben egyesítettük. A két címkesorozat elemei között, valamint a névelem 
címkéjének változója és a megelz szó szófaji kódjának változója között új faktoro-
kat alkalmaztunk a modellek összekapcsolására. Ezen faktorok paraméterei lesznek 
azok, amelyek a tanulás után leírják a két címkesorozat közötti összefüggéseket. 
7   Eredmények 
Módszerünket a Szeged Korpusz üzleti híreket tartalmazó alkorpuszán értékeltük ki, 
melyben be vannak jelölve az etalon tulajdonnevek [2][16]. Az eredeti MSD-
annotációban a tulajdonnevek Np-s* kóddal rendelkeztek, továbbá a többtagú tulaj-
donnevek össze voltak vonva. A kiértékelést megelzen szétdaraboltuk a többtagú 
tulajdonneveket, és tagjaikat újraannotáltuk, a fnevek esetében pedig nem tettünk 
különbséget a köznévi és tulajdonnévi használat között (azaz a köznév és tulajdonnév 
kódokat felváltotta a fnév kód). Így tehát a Magyar Nemzeti Bank új kódja A A N 
lett. A magyar nyelven végzett kísérleteink azt mutatják, hogy – az angolhoz hasonló-
an – eredményeink meghaladják a szekvenciálisan tanított modellek hatékonyságát. 
A tanításhoz és a kiértékeléshez a rendelkezésre álló több mint 221 ezer tokent és 
9400 mondatot tartalmazó korpuszt két részre osztottuk a mondatok véletlenszer 
halmazba sorolásával. A tanító halmazba így a mondatok megközelítleg 60%-a ke-
rült, a maradékot kiértékelésre használtuk. 
7.1   A névelem-felismerés kiértékelése 
A jelen munkában szerepl névelem-felismerésre vonatkozó eredmények mind frá-
zisalapú kiértékelésbl származnak. Ez azt jelenti, hogy többszavas névelemek esetén 
csak az a jelölés számított helyesnek, ahol a névelem minden szava helyesen volt je-
lölve, és további szavak nem kerültek jelölésre. Az összehasonlíthatóság érdekében 
az összes rendszert ugyanazokon a halmazokon tanítottuk és értékeltük ki, azonos 
metrikákat alkalmazva. Ezt a frázisalapú F-mértéket alkalmazták a CoNLL-2003 név-
elem-felismerési feladat kiértékelése során is, az itt közölt eredmények azonos mód-
szerrel lettek megállapítva. 
A kiindulási rendszer teljesítménye mellett az általunk fejlesztett rendszerek ered-
ményeit a tanuló algoritmus 2 és 5 iterációig tartó futtatása mellett is megadjuk mind 
a szófaji címkézéstl függetlenül tanított névelem-felismer, mind az együttesen taní-
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1. táblázat: Névelem-felismerés eredményei. 
It.  Rendszer Precízió Fedés   F=1 
 SZTENER névelem-felismer 86,81 88,71 87,75 
2 Független osztályozás 86,81 81,11 83,86 Együttes osztályozás 88,57 89,27 88,93 
5 
Független osztályozás 84,73 81,60 83,13 
Együttes osztályozás 89,71 90,04 89,87 
 
Az 1. táblázatban található eredmények megersítik, hogy a névelemek szófaji 
kódokkal való együttes osztályozása azonos jellemztér esetében jelentsen javítja a 
címkézés teljesítményét a függetlenül tanított modellhez képest. A független modell a 
kiindulási rendszernél is gyengébb teljesítményét 83,86-ról 88,93-ra növeli. A jellem-
ztér ábrázolásának gyengeségét sejteti, hogy az eredetileg is gyengébb eredményt 
csak csökkenti a tanuló iterációs számának növelése, vélheten túltanulja a jellemz-
ket. Ezt az információhiányt kompenzálhatja az együttes tanuláskor a szófaji kódok 
jelenléte. 
7.2   A szófaji címkézés kiértékelése 
A szófaji címkézést a csökkentett MSD szófaji kódok alapján tanítottuk és 
predikáltuk [20]. Ez az MSD-kódoknak egy szkített készlete (42 kód), ahol csak 
azok a szófaji kódok vannak megkülönböztetve, ahol a szóalakból nem dönthet el 
egyértelmen a szó eredeti MSD-kódja. Erre a címketér csökkentése miatt van szük-
ség, mert az eredeti több száz címkét tartalmazó kódrendszer gépi tanuló módszerek-
kel kezelhetetlen lett volna. 
A csökkentett MSD-kódokat tovább redukálva csak a szófajt jelöl els karaktert 
megtarva is elvégeztük a szófaji címkézk kiértékelését, így láthatóvá vált, hogy a 
csökkentett MSD-kódokon szinte azonos eredményt elért rendszerek által hibásan 
jelölt MSD-kódok mennyire térnek el egymástól, azaz mennyire súlyos hibákat vét a 
két címkéz. 
A szófaji címkézést a névelem-felismeréshez hasonlóan a kiindulási rendszerhez 
hasonlítottuk, és megmértük a csak szófaji címkézést végrehajtó modell és az együt-
tes osztályozás közötti különbségeket is. A rendszerünket ebben az esetben is kett, 
illetve öt iterációig tanítottuk. 
A névelem-felismeréstl eltéren nem F-mértéket, hanem pontosságot alkalmaz-
tunk a rendszerek teljesítményének elsdleges méréséhez. A pontosság mellett az 
egyes MSD/szófaji osztályokon elért F-mértékek átlagát (makroátlag, 1. képlet) is 
megadtuk a rendszerekhez. Míg a pontosság a szöveg szavainak átlagos osztályozási 
pontosságát írja le, a makroátlag azt mutatja meg, hogy a ritkán elforduló címkék 
osztályait mennyire jól ismeri a rendszer. Ha ugyanis csak a gyakori szófajcímkéket 
osztályozza helyesen, akkor az osztályonkénti F-mértékek átlaga alacsony lesz a sok 
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2. táblázat: Szófaji címkézés eredményei. 
  Redukált MSD-kód Csak szófaj 
It. Rendszer Pontos-
ság 
F=1 macro Pontosság F=1 macro 
 magyarlanc 97,11 67,81 97,98 85,18 
2 Független oszt. 97,75 71,03 98,60 84,12 Együttes oszt. 97,78 72,48 98,68 86,32 
5 
Független oszt. 98,00 71,33 98,78 86,44 
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A szófaji egyértelmsítés terén azt tapasztaltuk, hogy eredményeink javulása els-
sorban a nagybetvel kezdd alakok helyes elemzésének köszönhet. Ez nem meg-
lep, hiszen a magyarban általában a tulajdonnevek és a mondatkezd szavak kez-
ddnek nagybetvel. A tulajdonnevek és szófaji kódok együttes jelölésével a mon-
datkezd tulajdonneveket könnyebb volt azonosítani, így a „maradék” mondatkezd 
elemek szófaját is nagyobb hatékonysággal lehetett megállapítani: például a Szerinte 
mondatkezd elem fnévi kódot kapott a szekvenciális jelölésben, azonban az együt-
tes jelölés során már a helyes határozószói kódot kapta. 
Kiemelked javulást figyelhettünk meg a rövidítések esetében is. Noha ez a szó-
osztály kevés elemet tartalmaz, felismerésük 17,86%-kal javult, ami fleg a tulajdon-
név részét képez Jr. és Dr. el-, illetve utótagoknak pontosabb azonosításának volt 
köszönhet. Az indulatszavak kategóriájába lettek sorolva olyan tulajdonnevek is, 
amelyeket a morfológiai elemz – helytelenül – olyan összetételként értelmezett, 
amelynek utótagja indulatszó, például Palotainé. Ezek tulajdonnévként való felisme-
rése javított a rendszer teljesítményén. 
Összességében azt figyelhettük meg, hogy a rendszer különösen a ritkán elfordu-
ló szófajok felismerésében volt képes javulni, míg a nagyobb szóosztályok esetében 
minimális különbségeket vehettünk észre. Utóbbiak felismerési pontossága azonban 
már a szekvenciális modell esetében is kiemelked volt (97% feletti), így a tulajdon-
nevek hozzáadott értéke nem befolyásolta érdemben az eredményeket.  
Az elhanyagolható pontosságbeli eltérés ellenére a jelölés minsége javult az 
együttes osztályozástól. A 2. táblázatban található makroátlagok azt mutatják, hogy 
közel azonos pontosság mellett az együttesen tanított rendszer a kis elemszámú szófa-
ji kódok osztályozásában jobb, ezzel összességében kiegyensúlyozottabb teljesít-
ményt nyújt. A hibaelemzéshez alkalmazott, csak a szófajt figyelembe vev kiértéke-
lés pedig azt mutatja, hogy az együttesen tanított rendszer hibás címkézéskor több 
esetben rendel olyan szófaji kódot a szavakhoz, amelyek szófaja megegyezik a helyes 
szófajjal, azaz az elkövetett hibáinak kisebb hányada súlyos tévesztés, mint a függet-
lenül tanított szófaji kódcímkéznek. 
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8   Konklúzió 
Cikkünkben a szófaji kódok és a névelemek együttes címkézéséhez használható rend-
szert mutattunk be. Megmutattuk, hogy a hagyományos, szeparáltan tanuló módsze-
rekhez képest mindkét címkézési feladat teljesítménye ntt. Bár a szófaji címkézés 
esetében a változás nem olyan jelents, de javultak az egyéb minségi tulajdonságai. 
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