Abstract-Improved solar cell models and control methods using synergies of soft-computing techniques are used to demonstrate increased energy efficiencies of photovoltaic (PV) power plants connected to the electricity grid via space-vector-modulated threephase inverters. The models and control strategies are combined to form two new model-based controllers that are more accurate and resilient than existing solutions resulting in increased power production. A radial-basis-function-network (RBFN) model with a neuro-fuzzy regulator applied to a plant well characterized by the conventional solar cell model provided an estimated 1.5% increase in power production over an existing conventional model proportional integral (PI)-regulator combination. A neuro-fuzzy model with a neuro-fuzzy controller applied to a plant poorly characterized by the conventional solar cell model gave an 8.6% increase in power. An analysis of the net contributions to the increased efficiencies shows that the improved models had the most effect on power gains.
I. INTRODUCTION
Many approaches to reducing energy costs by increasing the efficiency of photovoltaic (PV) power generating plants are possible. Although the performance of individual components has greatly improved, opportunities still exist to increase the overall unit efficiencies of PV power plants by maximizing their operational energy outputs. One such opportunity is to improve the accuracy of solar cell models used in plant design and control via the use of advanced modeling techniques; another is the use of intelligent techniques to control PV power plants in an optimal manner; and yet another is to use advanced power-conditioning techniques such as space-vector modulation (SVM). Combining these approaches in a synergetic manner should lead to greater efficiency gains than adopting each in isolation.
Various soft-computing techniques have been applied to the modeling and control of PV power generating systems. Examples include neural network solar cell models [1] - [4] ; tracking controllers that use neural network solar cell models to identify the optimum operating point of proportional integral (PI) regulators [5] , [6] ; and their converse, neural network and fuzzy logic [7] - [16] regulators with reference set points supplied by conventional solar cell models. Model-based control systems have two principal components: a model and a regulator. The study of these individual components was the subject of [17] - [19] , in which new approaches to modeling and controlling solar cells were investigated. In [17] , a radial-basis-function network (RBFN) solar cell model with a grid interpolation data preprocessor was developed to address the challenges of noisy and ill-conditioned data. The model allowed the network to be trained with real solar cell data and provided greater accuracy compared to the industry standard four-parameter single-diode (conventional) model [20] . In [18] , 2-dimensional coordinate translation of measured solar cell characteristics was incorporated into a neuro-fuzzy model [see [23] for adaptive neuro-fuzzy inference system (ANFIS)]. The technique enabled the neural network models of PV plants to be trained with significantly fewer data and with greater resilience to model imperfections than had hitherto been possible. Both the RBFN and neuro-fuzzy models overcame the problem of variations between the actual characteristics of solar cells and those obtained from manufacturers' data. Hybrid soft-computing regulators for grid-connected SVM solar cells were developed in [19] , and their responses to step inputs evaluated. They provided improved transient and steady-state behavior over the existing PI regulator [4] , and removed the need for expert knowledge in parameter tuning.
In what follows, the soft-computing models from [17] and [18] , and the neuro-fuzzy regulator from [19] , are used to form new model-based controllers. These are then applied in a system context to two plants connected via SVM three-phase inverters to the grid. Comparisons are made between the new soft-computing approaches and the conventional approach for each plant, and the efficiency gains attributable to both the model and regulator are calculated. It is shown that although system improvements can be obtained by improving both the model and the regulator, model deficiencies will ultimately limit the accuracy that can be obtained by the overall control system.
II. SIMULATION SETUP
The systems simulated are described by the simplified system block diagram shown in Fig. 1 . The basic system is a PV plant connected to the electricity grid with a three-phase SVM power converter and transformer. SVM is an advanced type of pulsewidth modulation with the advantages of easier microprocessor implementation, lower harmonic content, and an increased output fundamental voltage of nearly 15% [21] , [22] . The control signals for the SVM are generated by a regulator with the set point provided by a model of the PV plant. The inputs to both the PV array and the PV model are solar radiation (G) and cell temperature (T c ).
Two PV plants are simulated, plant A and plant B, each with a soft-computing approach and a conventional approach.
Plant A, located in southern Germany, has the following characteristics.
1) It consists of 120 modules arranged in four parallel strings of 30 series-connected modules; each module has 40 solar cells.
2) The manufacturer-provided maximum power point (MPP) data under standard test conditions (STC: 1000 W/m 2 at 25
• C) for each module are 2.2 A at 17.45 V.
3) The modules are well characterized by their manufacturer's data. 4) Many measured data over a wide range of operating conditions are available. 5) The data are ill conditioned (noisy, nonuniformly distributed) and lead to numerical problems when used for system identification. Plant B, located in central Saudi Arabia, has the following characteristics.
1) It consists of a single string of 36 series-connected modules; each module has 36 cells. Selected weather data and associated current-voltage (I-V ) curves are shown in Fig. 2 . Each set of input conditions is applied for 50 grid cycles (i.e., for 1 s on a 50 Hz system), as this was found to be sufficient to reach steady state.
III. EFFECT OF MODELING ERROR ON SYSTEM OUTPUT
A common approach in PV plant simulation and emulation studies is either to derive the regulator set point (V ref ) and the I-V curve from measured data, or to calculate both by the same method. This has proven effective in developing tracking techniques, but is deficient for simulating the response of real plant.
The implementation in Fig. 1 is a more realistic method. Measured weather conditions are applied as inputs to the system; a model provides the set points, and the PV outputs are found from the measured I-V data of the actual arrays recorded under the applied input conditions.
Since the model component of a model-based controller provides the set point for the regulator to track, it is axiomatic that the overall accuracy of the control function, and hence, efficiency of the system, fundamentally depends on the accuracy of the model. Accurate and fast tracking response cannot compensate for inaccurate set-point generation.
The importance of the modeling component in PV applications is illustrated in Fig. 3 using P -V curves from two PV plants. The purpose is to show how the magnitude of modeling error affects the predicted and the actual output powers. To best illustrate this, a low-error plant is contrasted with a high-error plant. Plant A has lower modeling errors than plant B, and is used as the low-error example. However, although plant B has higher modeling errors, they are not sufficiently different from plant A distinctively to illustrate the effect of high prediction errors. Therefore, the high-error example is provided by another plant, designated plant C, a stand-alone PV plant in central Saudi Arabia, with particularly severe conventional modeling errors. The plant has two parallel strings of 12 series-connected modules of 36 cells. The modeled P -V curve was generated by the conventional model using data supplied by the manufacturer. Note that plant C is only introduced at this point to serve as the high-error example, and is not used in the simulation studies that follow this section.
Each chart in Fig. 3 shows two P -V curves; the dashed curve is that predicted by the model P mod (V ), and the solid curve is from measured data P meas (V ) and so represents the actual plant. The label MPP represents the maximum power P max that can be obtained from the actual plant. The label MPP represents the maximum power P max that the model predicts can be obtained, and the voltage at that point V (P max ) is the regulator reference voltage V ref ( Fig. 1 and Fig. 3 ). The measured power corresponding to V ref is P ref (i.e., P (V ref ), or more verbosely, P (V (P max ))). It is found by projecting a line parallel to the power axis from the modeled curve P mod (V ) onto the measured curve P meas (V ), and is the "maximum power point" that the system strives to maintain. The actual output power P out (t) obtained (derived from V and I in Fig. 1 ) will vary on P meas (V ) around P ref as a result of the regulator's tracking action in following Fig. 3(b) , the actual system output power P out (t) will be very much less than the maximum obtainable output power P max . Fig. 3(a) shows the measured and the conventionally modeled P -V curves for plant A. The MPP projection shows that an error exists between the voltages at the measured and modeled maximum power points V (P max ) − V (P max ), but once V (P max ), has been projected onto the measured data, only a small error in system output power results, i.e., P max − P ref .
In Fig. 3(b) , the P -V curves for plant C are shown. Plant C is a real-life example of the errors that can result from inaccurate modeling. The predicted voltage V (P max ) at MPP does not project onto the measured data until well away from V (P max ), resulting in a large system output error P max − P ref .
The examples given here, highlight the disproportionately large role the models can play in the overall accuracy of a controller. As long as the modeled voltage projects onto the plateau of the measured P -V curve, then although the corresponding difference between the modeled and measured powers is important for system design purposes, it plays little or no role in tracking the MPP.
In this paper, the error in the predicted control voltage set point is given by
The corresponding error in the predicted output power is given by
The tracking error induced by imperfections in the regulator is given by System output power using conventional control. P m ax (t) (dash) is measured maximum possible power, P m ax (t) (dot) is predicted maximum power, P ou t (t) (solid) is the actual output power, and V (P ) are the corresponding voltages where P ref (t) is the reference voltage V (P max ) at MPP projected from the predicted curve P mod (V ), parallel to the power axis, onto the actual array output P meas (V ) (see Fig. 3 ). Analysis of the above three error terms provides information on the relative contributions of the model and regulator to the overall errors.
Similarly, the all-important efficiency of the PV plant with respect to its maximum possible operating power can be estimated from the simulation results, and is given by
where P max (t) is the maximum available power from the solar cell as a function of time, and P out (t) is the actual power output (see Figs. 1 and 3) . The simulations described in Section IV, use actual outputs of PV arrays as provided by real measurement data, and the predicted output from PV models (Figs. 1 and 3 ). This is distinct from simulations in which the same simulated data are used for both the model and plant and are, therefore, not exposed to the possibility of inaccurate characterization data. Fig. 4 shows the soft-computing results for plant A. In Fig. 4(a) , the predicted voltage set points V (P max ) match the measured voltages V (P max ) at the MPP very closely. The regulator accurately tracks the predicted set points; the overshoots are very small, steady-state values are achieved quickly, and oscillations around the operating point are negligible. Fig. 4(b) shows that the predicted system maximum output P max (t) closely matches the measured MPP, and the actual system output power P out (t) has negligible offset from the measured maximum possible output power P max (t). Fig. 4(c) shows the conventional predicted voltage set-points V (P max ) are consistently higher than the measured MPP voltage V (P max ). The PI regulator tracks the set points accurately; however, there are large overshoots and long settling times to reach steady state. In Fig. 4(d) , the predicted maximum output powers P max (t) are much higher than the measured MPP values P max (t), but the actual output powers P out (t) are slightly lower. This indicates that the modeled MPP voltages are projected from the modeled P -V curve P mod (V ) onto the measured data P meas (V ) slightly off the P -V curve plateau [ Fig. 3(a) ], and that the prediction errors P max (t) − P max (t) are large enough to influence the output powers. The errors from (1)- (4) are compiled in Table I . The mean soft-computing set-point error (δV ) of 0.16%, leads to a 0.51% mean predicted power error (δP ) and a 99.9% mean output efficiency (ε). This shows that for plant A, very accurate design decisions can be made using the RBFN model, and that this accuracy can be reflected operationally. Compared to these, the mean conventional model errors show that, although the set-point error (δV ) of 2.5% is fairly low, the resulting power-output error (δP ) of 5% is arguably too high for design purposes. The final output efficiency (ε) at 99.5% is much higher than predicted, but is not significantly different from the soft-computing result. Fig. 5 shows the soft-computing results for plant B. In Fig. 5(a) , the predicted voltage set points V (P max ) accurately match the measured voltages V (P max ) at the MPP. There is however, a less accurate, but adequate prediction for weather condition 5, a period of very high temperature, and solar radiation. Overall, the regulator tracks the set points very accurately with small overshoots, fast settling times, and minimal oscillations around the steady-state values. In Fig. 5(b) , the model predicts the measured output power accurately, including that for condition 5. The actual system output power P out (t) is only marginally less than the measured maximum possible output power P max (t). Fig. 5(c) shows that the voltage set points results V (P max ), predicted by the conventional model, are at the approximate magnitude of the measured data V (P max ), but fail to follow the rise and fall of the measured data. The regulator tracks its set point accurately; however, it has large overshoots and long times to achieve steady state. In Fig. 5(d) , the predicted maximum output powers P max (t) are consistently higher than the measured values P max (t). The actual system output P out (t) varies between large power shortfalls and acceptable accuracy. This indicates that the modeled MPP voltages project from the modeled P -V curve P mod (V ) below the plateau of the measured P -V curve P meas (V ) (as illustrated in Fig. 3) , and that the size of the resultant prediction errors P max (t) − P max (t) are large enough to have a significant influence on the actual output powers P out (t). Errors from (1)-(4) are compiled in Table II. The regulator set points generated by the ANFIS model had a mean δV of 1.9%. This was more accurate than the conventional model δV of 5.9%. Likewise, a δP of 3.9%, as against 21.5%, shows that the ANFIS model was significantly more accurate at predicting the power output than the conventional model. These results suggest that useful design decisions can be made for plant B using the ANFIS model, but that under certain conditions, the conventional model can produce unacceptably high overestimations of power generation, resulting in a significant under performance of the system.
IV. SIMULATION RESULTS

A. Plant A-RBFN Model With Neuro-Fuzzy Regulator
B. Plant B-ANFIS Model With Neuro-Fuzzy Regulator
The final output efficiency (ε) of the soft-computing setup (99.7%) appears to be comparable to the conventional setup (96.3%); however, Section V shows that the 3.4% difference has a significant operational impact.
V. ENERGY GAINS FROM THE NEW MODEL-BASED CONTROLLERS
The real-world impact of using the new model-based controllers can be quantified from the total energy generated.
The difference between the actual output powers and the measured maximum possible powers for plant A, using the softcomputing approach, resulted in an increased power output of around 25 W at the sunniest time of the day compared to the conventional approach (Fig. 4) , and for plant B the increased power output was approximately 230 W (Fig. 5) .
These increased power outputs were almost entirely due to the better set points achieved with the soft-computing models. The contribution of the soft-computing regulators was minimal; they did not provide any significant improvement in power output over the conventional regulators.
The significance of the improved modeling is probably best illustrated by comparing the total integrated power output during a typical day.
An estimate is made for plant A by integrating the increased power outputs over a typical day. This suggests the plant would have provided approximately 0.1 kWh increased energy output, representing an increase of 1.5% over the conventional model. Scaling this up to a 1 MW plant gives a saving of 21.7 kWh/day, which at US$ 0.65/kWh [24] represents US$ 5 150/year, or a projected US$ 154 500 over a 30-year design life.
For plant B, the models have been run for a typical autumn day using 5-min weather and I-V data collected on site. The results shown in Fig. 6 show the model predictions and the measured maximum possible power as functions of time. The results reveal that plant B was capable of generating a maximum of 11.23 kWh during the course of the day. With set points generated by the conventional model, the plant could have produced 10.14 kWh, and with the soft-computing model 11.1 kWh. This represents an additional 0.96 kWh or 8.58% of the plant's available output obtainable over the course of the day by using the soft-computing model instead of the conventional Plant B is a real grid-connected system in operation in Riyadh. The I-V curve measurements represent real data that were collected at the same time as the weather data. Thus, the improvements shown here are not simulations based upon theoretical predictions. On the contrary, they represent a true estimate of the real efficiency increases obtainable from operating an existing plant with the soft-computing modeling methods used in this paper; methods that are employable without expert knowledge.
VI. DISCUSSION
Advanced soft-computing models and regulators were combined to form two new soft-computing model-based controllers. The controllers were used to connect two PV plants in simulation to the grid via an SVM three-phase inverter and transformer. The grid interpolation RBFN model with the neuro-fuzzy regulator was used to simulate the control of plant A (many data, well characterized by manufacturer's data), and the 2-D coordinate translation ANFIS model with the neuro-fuzzy regulator was used to simulate the control of plant B (few data, poorly characterized by manufacturer's data).
It was shown that when the models and regulators are applied in a system context in PV applications, the model plays the dominant role. The poorer performance of the conventional model-based controllers was found to be almost entirely due to their inability to predict accurate MPP of the two plants.
The dominant role of the model in model-based controllers was further emphasized by introducing a third plant, plant C. The example of this plant served to highlight how the conventional model can lead to a drastic overestimation of a PV plant's output, while at the same time, because of the mapping process that occurs in a system context, showed how its actual output can be severely reduced.
The simulation results for both plants A and B, showed that both soft-computing model-based controllers could very accurately predict the MPP of PV plant, and so, generate accurate set points for the control stage. Set-point modeling errors for the RBFN model used in plant A were of an order of magnitude less than those of the conventional model, and in plant B, the modeling errors for the ANFIS model were on average less than 30% those for the conventional model. The neuro-fuzzy regulator was used in both plants; while its overall tracking error (δP c ) was less than 50% that of the conventional PI regulator, both regulators had very small tracking errors; and the neuro-fuzzy regulator's overall contribution to the improved performance was minimal.
A measure of the true impact of using the new model-based controllers was achieved by calculating their outputs in a typical day from real data obtained by simultaneous measurements of I-V curves, temperature, and solar radiation. Although a whole day's data was not available for plant A, an estimate showed 0.1 kWh, or an improvement of approximately 1.5%, was obtainable using the RBFN model over the conventional model.
Greater gains were obtainable for array B. The additional 0.96 kWh or 8.58% improved energy output obtainable by using the ANFIS model is significant, as scaled to a 1 MW plant, it represents an annual saving of 130 MWh or in financial terms, US$ 85 thousand per year, which is in excess of US$ 2.5 million over a 30-year design life. These improvements are believed to be the result of the conventional model being a poor fit with plant B. Interestingly, the conventional model is even worse for plant C [ Fig. 3(b) ]. There is an open question as to whether this is a result of poor manufacturing tolerance of the solar modules, variations introduced when constructing the PV arrays from the modules, or degradation of the modules over time.
Whatever the cause, if the conventional model does not characterize a solar cell array adequately, then either of the softcomputing models will provide significant performance improvements. The choice of model will be dictated by the quality and quantity of data. The RBFN model should be chosen when the quantity of data is sufficient, and it is anticipated that the AN-FIS model should be chosen for new plant. Significantly, both soft-computing models provide the ability to run PV plants close to maximum operating efficiency without recourse to manufacturer's data or experts to tune either the models or the regulators. The results are expected to provide a more straightforward route for operating plants at higher efficiencies, and are believed to be important for application in developing countries because of the ability to design and install systems without expensive resources.
