


















VARIE´TE´S CR POLARISE´ES ET G-POLARISE´ES, PARTIE I
Laurent Meersseman
8 fe´vrier 2013
A` la me´moire de Marco Brunella.
Abstract. Polarized and G-polarized CR manifolds are smooth manifolds endowed
with a double structure: a real foliation F (given by the action of a Lie group G in
the G-polarized case) and a transverse CR distribution (E, J). Polarized means that
(E, J) is roughly speaking invariant by F . Both structures are therefore linked up.
The interplay between them gives to polarized CR-manifolds a very rich geometry.
In this paper, we study the properties of polarized and G-polarized manifolds,
putting special emphasis on the existence of a local moduli space.
Introduction.
Les varie´te´s CR polarise´es et les varie´te´s CR G-polarise´es sont des varie´te´s lisses
munies d’une double structure : un feuilletage re´el F et une distribution CR trans-
verse (E, J) (par CR nous entendons CR inte´grable). On suppose la distribution
polarise´e par le feuilletage, autrement dit posse´dant une proprie´te´ d’invariance par
le feuilletage. Ceci lie intimement la composante re´elle et la composante complexe
de ces objets mixtes C∞/holomorphe. L’interaction re´el/complexe leur donne une
ge´ome´trie tre`s riche et des proprie´te´s de de´formations remarquables.
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Dans le cas G-polarise´, F est donne´ par l’action d’un groupe de Lie re´el G
et la proprie´te´ de polarisation signifie que G pre´serve (E, J). On obtient ainsi
une notion a priori a` mi-chemin entre varie´te´ complexe (lorsque la dimension de
G est nulle) et varie´te´ re´elle homoge`ne (lorsqu’elle est maximale). Toutefois, une
analyse plus approfondie de la situation montre que ces objets sont beaucoup plus
proches de la ge´ome´trie complexe que de la ge´ome´trie re´elle. D’une part, si G
est compact de dimension paire, alors une varie´te´ CR G-polarise´e X est complexe
avec F holomorphe (ce qui forme un cas peu inte´ressant). D’autre part, si G
est abe´lien, le produit X × G posse`de un atlas de varie´te´ complexe pour lequel
les translations sur les fibres de X × G → X sont holomorphes et ces fibres sont
totalement re´elles. Cette proprie´te´ fondamentale, qui signifie que le feuilletage re´el
F peut eˆtre complexifie´ au sens de [H-S], rapproche les varie´te´s Rm-polarise´es des
varie´te´s sasakiennes dont, rappelons-le, le produit avec R>0 admet une structure
complexe ka¨hle´rienne invariante par dilatations ; mais sans aspect me´trique ni forme
de contact. Mais elle les relie e´galement a` la ge´ome´trie complexe non ka¨hle´rienne.
En particulier, on obtient des exemples triviaux de structures Rm-polarise´es en
conside´rant une somme de Whitney de fibre´s unitaires associe´e a` une somme de
Whitney de m fibre´s en droites sur une varie´te´ compacte complexe. Et, ce qui
est beaucoup plus inte´ressant, on obtient des exemples non-triviaux en conside´rant
des quotients de certaines varie´te´s LVM (cf. [LdM-V], [Me1] et [M-V] pour une
pre´sentation de cette classe de varie´te´s non ka¨hle´riennes).
Dans le cas plus ge´ne´ral des varie´te´s polarise´es, il n’y a pas d’action de groupe. La
distribution CR transverse est invariante par holonomie, au sens ou` elle induit une
structure transverse holomorphe pour le feuilletage. Cette proprie´te´ de polarisation
entraˆıne une proprie´te´ de rigidite´ : ces structures posse`de un espace de modules lo-
cal1 (au sens de Kuranishi) de dimension finie. La finitude est un quasi-miracle pour
un espace de structures CR (on consultera a` ce propos l’introduction de [Me2]). Elle
refle`te bien suˆr l’existence d’un feuilletage transversalement holomorphe associe´ a` la
structure polarise´e ; cependant, ce re´sultat ne se rame`ne pas aux e´nonce´s classiques
de [EK-N] et [Gi] (qui d’ailleurs ne´cessitent des hypothe`ses supple´mentaires) et sa
preuve ne les utilise pas. De surcroˆıt, cet espace est ge´ome´trique. Les submersions a`
base complexe fournissent le meilleur exemple de ce phe´nome`ne. Ici la distribution
CR donne naissance a` un feuilletage Levi-plat. En tant que structure polarise´e, leur
espace de modules local s’identifie a` l’espace de Kuranishi de la base et ne de´pend
donc pas de la repre´sentation de´finissant la suspension. En tant que structure CR,
leur espace de modules2 est ge´ne´ralement de dimension infinie, mais des variations
infimes de la repre´sentation peuvent induire un espace de modules de dimension
finie, et ce sans que la ge´ome´trie du feuilletage Levi-plat ne soit affecte´e. Ainsi,
il n’y a pas moyen de lire la finitude de l’espace des modules sur la ge´ome´trie du
feuilletage Levi-plat.
Il y a cependant un prix a` payer pour obtenir cette finitude. Il faut identi-
fier deux structures non pas modulo CR isomorphisme, mais modulo une rela-
tion d’e´quivalence plus grossie`re, qui, grosso modo, signifie que deux structures
1On parle ici d’espace de modules a` type constant, pour reprendre la terminologie introduite
en section 2, c’est-a`-dire qu’on fixe la distribution et qu’on de´forme uniquement l’ope´rateur CR
sur cette distribution.
2Si tant est qu’on arrive a` donner un sens pre´cis a` ce terme.
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e´quivalentes sont CR isomorphes a` l’ordre un. Agre´ablement, sous une condi-
tion me´trique classique, on identifie les structures si elles induisent la meˆme struc-
ture transverse holomorphe sur F . Enfin pour les submersions a` base complexe,
l’identification se fait modulo CR isomorphisme.
L’article comprend trois parties. La premie`re contient une description infinite´si-
male des structures CR polarise´es, les premiers exemples et tous les pre´liminaires
ne´cessaires a` la construction d’un espace de modules a` la Kuranishi. La deuxie`me
construit cet espace de modules, culminant avec les the´ore`mes 10.1, 13.1 et leurs
corollaires ; et finit par la description du cas Levi-plat, et de celui des submersions
a` base complexe (the´ore`me 15.2). La troisie`me de´finit et e´tudie les varie´te´s CR
G-polarise´es. On montre en section 17 que, dans le cas abe´lien, le produit par G
d’une telle varie´te´, et plus ge´ne´ralement tout G-fibre´ plat au-dessus d’elle, admet
une structure complexe invariante par les translations du groupe et pour laquelle
les fibres sont totalement re´elles. Et on prouve en section 18 que, dans le cas G
compact de dimension paire, une varie´te´ CR G-polarise´e est une varie´te´ complexe
munie d’un feuilletage holomorphe. On finit l’article par l’exemple non-trivial des
structures Rm-polarise´es issues des varie´te´s LVM.
Sur le plan technique, les preuves des the´ore`mes 10.1 et 13.1 suivent le sche´ma
classique de [Ku3] (espace de modules local de structures complexes) ou de [Do-K]
(espace de modules local de connexions anti autoduales). Il faut toutefois noter que
l’ope´rateur que nous utilisons (et dont le noyau est tangent a` l’espace de modules
construit) n’est pas un ope´rateur diffe´rentiel, mais simplement un ope´rateur line´aire
entre Banach. En conse´quence, il n’y a pas de re´solution elliptique ni de faisceau de
champs de vecteurs naturellement associe´ a` notre situation. Cette diffe´rence d’outils
ne modifie pas la structure de l’argument (au lieu de montrer qu’un ope´rateur
diffe´rentiel est elliptique, on montre qu’un ope´rateur line´aire est Fredholm), mais
s’ave`re cruciale pour gagner en flexibilite´ et obtenir les the´ore`mes dans toute leur
ge´ne´ralite´ (cf. le de´but du paragraphe 11).
Un deuxie`me article, incluant une e´tude plus pousse´e des varie´te´s G-polarise´es,
ainsi que l’analyse des de´formations a` polarisation constante (c’est-a`-dire sans fixer
le fibre´ tangent de la structure CR), est pre´vu.
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I. Ge´ne´ralite´s.
1. Structures presque CR polarise´es.
Soit X une varie´te´ re´elle lisse (i.e. C∞), compacte, connexe de dimension n.
Soit TX son fibre´ tangent et soit
TCX = TX ⊗R C
son fibre´ tangent complexifie´.
Remarque. Nous insistons sur le fait que la dimension de X est arbitraire. En
particulier, X peut eˆtre de dimension impaire.
Soit (E, J) une structure presque CR de classe C∞ de X.
De´finition. Une polarisation of (E, J) est un supple´mentaire N de E dans TX.
Une structure presque CR munie d’une polarisation est dite polarise´e par N ou plus
simplement polarise´e lorsqu’il n’y a pas d’ambigu¨ıte´.
Soit EC le complexifie´ du sous-fibre´ E. Soit JC l’extension de l’ope´rateur J a`
EC. On a une de´composition
(1.1) EC = E
0,1 ⊕ E1,0
ou` E0,1, respectivement E1,0, est le sous-fibre´ propre associe´ a` la valeur propre −i,
respectivement i. En tenant compte de la polarisation, ceci donne
(1.2)
TCX =E
0,1 ⊕E1,0 ⊕N ⊕ iN
=(E0,1 ⊕ iN)⊕ i(E0,1 ⊕ iN )
:=T ⊕ iT
Soit G → X le fibre´ re´el lisse dont la fibre en x ∈ X est la grassmannienne des
n-plans re´els de l’espace vectoriel complexe (TCX)x. Dans (1.2), le fibre´ T est une
section lisse de G.
Remarquons que T de´finit comple`tement la structure presque CR polarise´e as-
socie´e (E, J,N). En effet, on a
(1.3) E0,1 = T ∩ iT E1,0 = E0,1
ce qui de´finit EC via (1.1) et donc E. Mais on de´finit alors JC comme la multipli-
cation par i sur E1,0 et par −i sur E0,1. En restriction a` E, l’ope´rateur JC devient
J . Enfin, un calcul imme´diat montre que
(1.4) N = iT ∩ TX.
On vient de montrer
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Proposition 1.1. Les structures presque CR polarise´es (lisses) sont en bijection
avec les sections (lisses) T de G telles que
(i) T ⊕ iT = TCX
(ii) T ∩ iT est un sous-fibre´ complexe de TCX
(iii) TX ∩ iT est un sous-fibre´ re´el de TX
(iv) T = E0,1 ⊕ iN
2. Structures proches.
On munit Σ(G), l’espace des distributions de G, c’est-a`-dire des sections lisses
de G, d’une norme Sobolev L2l (pour l > 0 un entier donne´) de la manie`re classique
(cf. [Ku2, §IX]).
Soit T une structure presque CR polarise´e. Soit T ′ une distribution proche de
T en norme l. On peut voir T ′ comme un graphe de T dans iT , i.e. il existe
(2.1) ω ∈ HomR(T, iT )
telle que
(2.2) T ′ = {v − ω(v) | v ∈ T}
Cependant, une distribution (2.2) ou, de fac¸on e´quivalente, un morphisme (2.1),
ne code pas force´ment une structure presque CR polarise´e. Le sous-fibre´ (2.2) doit
ve´rifier les conditions (i), (ii), (iii) et (iv) de la proposition 1.1.
En fait, nous allons conside´rer deux cas particuliers distincts de structures pro-
ches, pour lesquelles on peut caracte´riser agre´ablement le morphisme (2.1) associe´.
Soit T une structure presque CR polarise´e. Soit T ′ une structure presque CR
polarise´e proche de T en norme l. Soit ω le morphisme associe´ a` T ′ via (2.2).
Appelons E′, E′
C
, (E0,1)′ et N ′ les sous-fibre´s associe´s a` T ′.
De´finitions. On dira que T ′ est une de´formation de T a` type constant si l’on a
E′ ≡ E et N ′ ≡ N .
On dira que T ′ est une de´formation de T a` polarisation constante si l’on a
simplement N ′ ≡ N .
Ainsi dans les deux cas, on laisse la polarisation fixe. Mais dans le premier, on
se contente de modifier l’ope´rateur presque complexe J le long de E, qui, lui, reste
fixe ; tandis que dans le second, on modifie E et J .
Plac¸ons-nous a` type constant. Alors le morphisme ω donne´ par (2.1) est nul sur




(2.3) ω ∈ HomC(E
0,1, E1,0)
tel que l’e´galite´ (2.2) se re´e´crive
(2.4) T ′ = (E0,1)′ ⊕ iN = {v − ω(v) | v ∈ E0,1} ⊕ iN.
Et, ce qui est beaucoup plus inte´ressant, on obtient cette fois une caracte´risation
comple`te des de´formations a` type constant.
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Proposition 2.1. L’espace des de´formations de T a` type constant est en bijection
avec l’espace des morphismes complexes de E0,1 dans E1,0 via l’identite´ (2.4).
Preuve. Tout de´coule de la formule (2.4) couple´e a` la proposition 1.1. 
Fixons E et N . Soit Etc l’ensemble des structures presque CR lisses polarise´es
(E, J,N). Il s’agit d’un sous-ensemble de Σ(G) que nous munissons de la topologie
induite.
Comple´tons Σ(G) en Σl(G) pour la norme l ; l’espace Etc se comple`te en E
l
tc. La
proposition 2.1 a l’inte´ressant corollaire suivant.
Corollaire 2.2. L’espace E ltc est une varie´te´ de Banach C-analytique.
Preuve. On observe que la proposition 2.1 donne des cartes de varie´te´ de Banach
C-analytique. En effet, la bijection annonce´e est en fait un home´omorphisme pour
la topologie L2l . Autrement dit, E
l
tc a pour carte locale en
T = E0,1 ⊕ iN
un voisinage de 0 dans l’espace de Banach Homl
C
(E0,1, E1,0) pour la norme l.
Par ailleurs, les changements de cartes de cet atlas sont simplement des change-
ments de cartes de G. Qui plus est, ces changements de cartes ne touchent pas a`
la polarisation N et peuvent donc eˆtre choisis C-analytiques. 
Nous conside´rons maintenant les de´formations a` polarisation constante. Comme
pre´ce´demment, le morphisme ω donne´ par (2.1) est nul sur N , qui ne varie pas.
Ceci permet de prendre
ω ∈ HomR(E
0,1, iT )




ω = ω1,0 + ωN
avec ω1,0 ∈ HomR(E
0,1, E1,0) et ωN ∈ HomR(E
0,1,N)
Soit w ∈ (E0,1)′. Par (2.3), il existe v ∈ E0,1 et n ∈ N tels que
w = v ⊕ ω1,0(−v)⊕ ωN (−v)⊕ in ∈ E
0,1 ⊕ E1,0 ⊕N ⊕ iN
De`s lors,
(2.6) iw = iv ⊕ iω1,0(−v)⊕ (−n)⊕ iωN (−v) ∈ E
0,1 ⊕E1,0 ⊕N ⊕ iN = TCX
Mais iw ∈ (E0,1)′ et il existe donc u ∈ E0,1 et p ∈ N tels que
(2.7) iw = u⊕ ω1,0(−u)⊕ ωN (−u)⊕ ip ∈ E
0,1 ⊕E1,0 ⊕N ⊕ iN
En comparant (2.7) et (2.6), et en notant que la projection
w ∈ (E′)0,1 7−→ v ∈ E0,1
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est un isomorphisme, on conclut que ω1,0 est en fait une forme complexe ; et que
(2.8) ωNC(v) := ωN (v) + iωN (iv) pour v ∈ E
0,1
est elle aussi une forme complexe.
En somme, nous voyons qu’on peut re´e´crire (2.2) comme





ωC := ω1,0 + ωNC
avec ω1,0 ∈ HomC(E
0,1, E1,0) et ωNC ∈ HomC(E
0,1,NC)
Ce sont les formules e´quivalentes, pour une de´formation a` polarisation constante,
aux formules (2.3) et (2.4).
Nous pouvons maintenant e´noncer
Proposition 2.3. L’espace des de´formations de T a` polarisation constante est
en bijection avec l’espace des morphismes complexes de E0,1 dans E1,0 ⊕ NC via
l’identite´ (2.9).
Preuve. Tout de´coule de la formule (2.9) couple´e a` la proposition 1.1. 
Fixons N et de´finissons Epc comme l’ensemble des structures presque CR lisses
polarise´es (E, J,N). Comple´tons-le en E lpc pour la norme l. On montre de la
manie`re que le corollaire 2.2 le
Corollaire 2.4. L’espace E lpc est une varie´te´ de Banach C-analytique.
3. Structures et varie´te´s CR polarise´es.
Soit T une structure presque CR polarise´e. On note TC la distribution de TCX
e´gale en x ∈ X au plus petit sous-espace vectoriel complexe de (TCX)x contenant
le sous-espace re´el Tx. Et on note TC la distribution de TCX e´gale en x ∈ X au
plus grand sous-espace vectoriel complexe de (TCX)x contenu dans le sous-espace
re´el Tx.
Il est imme´diat que ces deux distributions sont en fait des sous-fibre´s complexes
de TCX et qu’on a
(3.1) TC = E0,1 ⊕NC et TC = E
0,1
De´finition. On dit que T est une structure presque CR polarise´e comple`tement
inte´grable, ou, plus brie`vement, une structure CR polarise´e si TC et TC sont invo-
lutifs, i.e. si
[TC, TC] ⊂ TC et [TC, TC] ⊂ TC
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De´finition. Une varie´te´ re´elle X munie d’une structure CR polarise´e sera appele´e
varie´te´ CR polarise´e.
Compte-tenu de (3.1), l’involutivite´ de TC signifie exactement l’inte´grabilite´ de
la structure presque CR (E, J). La comple`te inte´grabilite´ est donc, comme son nom
le sugge`re, plus forte que l’inte´grabilite´.
Observons que, T e´tant une distribution re´elle de TCX, elle ne peut eˆtre involu-
tive. Le mieux que l’on puisse demander est
[T, T ] ⊂ TC
qui entraˆıne l’involutivite´ de TC. C’est la condition supple´mentaire contenue dans
la comple`te inte´grabilite´ par rapport a` l’inte´grabilite´ classique.
Convenons de dire que (E, J,N) est transversalement inte´grable si elle ve´rifie
uniquement cette deuxie`me condition, a` savoir l’involutivite´ de TC. Voici le sens
de l’inte´grabilite´ transverse.
Proposition 3.1. Soit T une structure presque CR polarise´e. Supposons T trans-
versalement inte´grable. Alors la polarisation N est tangente a` un feuilletage trans-
versalement holomorphe F dont le fibre´ normal NF est C-isomorphe au fibre´ com-
plexe (E, J).
Preuve. Posons F = TC. On remarque que F est involutif et ve´rifie, d’apre`s (3.1)
F + F = TCX et F ∩ F = N
Par [Nir], on a imme´diatement que N est le fibre´ tangent a` un feuilletage transver-
salement holomorphe F dont la structure transverse est donne´e ainsi : la projection
naturelle
(3.2) pi : TX −→ NF := TX/TF
est un isomorphisme entre E et le fibre´ normal NF , qui permet de pousser la
structure presque CR de E en une structure CR de NF . Plus pre´cise´ment, on
e´tend pi en une projection de TCX a` valeurs dans NCF := NF ⊗ C et on obtient
une de´composition
(3.3) NCF = NF
0,1 ⊕NF1,0
en posant
(3.4) NF0,1 = pi∗E
0,1 et NF1,0 = pi∗E
1,0.
Observons que l’involutivite´ de TC entraˆıne, par passage au quotient, l’involutivite´
de NF0,1. Ce qui ache`ve la preuve. 
Ainsi, a` toute structure presque CR polarise´e transversalement inte´grable (et
donc a fortiori a` toute structure CR polarise´e), on associe un feuilletage transver-
salement holomorphe. Le lecteur non averti pourra se reporter a` [Ni] pour plus de
de´tails sur ces feuilletages.
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Re´ciproquement, e´tant donne´ un feuilletage transversalement holomorphe F de
fibre´ tangent N et de fibre´ normal NF , on peut associer une structure presque CR
polarise´e par N transversalement inte´grable. En effet, comme F est transversale-
ment holomorphe, il existe une structure complexe sur NF . Autrement dit, on a
une de´composition (3.3) du fibre´ normal complexifie´ qui ve´rifie de plus
(3.5) [NF0,1,NF0,1] ⊂ NF0,1.
Dans (3.5), le crochet utilise´ est le crochet ”quotient” sur NF . Autrement dit,
(3.5) signifie que, pour tous champs locaux ξ et η de TCX dont la projection (3.2)
appartient a` NF0,1, on a
(3.6) [pi∗ξ, pi∗η] := pi∗[ξ, η] ∈ NF
0,1.
Il suffit de choisir un sous-fibre´ E de TX qui soit une re´alisation de NF . La
projection (3.2) induit un isomorphisme entre E et NF si bien que la de´composition
(3.3) induit une de´composition
(3.7) EC = E
0,1 ⊕ E1,0
et l’involutivite´ (3.6) implique
(3.8) [E0,1, E0,1] ⊂ E0,1 mod NC.
Maintenant, (3.8) entraˆıne l’inte´grabilite´ transverse de E, en prenant en compte
(3.1) et le fait que NC est involutif, puisque tangent a` un feuilletage.
Le choix d’une re´alisation E n’est cependant pas unique. On peut bien entendu
rigidifier les choses en munissant X d’une me´trique riemannienne et en prenant
pour E le supple´mentaire orthogonal de N dans TX, mais il n’existe pas de choix
canonique de E.
Pour re´sumer ce que nous venons de dire, soit g une me´trique riemannienne sur
X. De´finissons
(3.9) Eg = {(E, J,N) structure presque CR polarise´e lisse | E ⊥ N}
C’est un sous-ensemble de Epc. On vient de prouver
Corollaire 3.2. Fixons E et N . Alors il existe une bijection entre le sous-espace
des e´le´ments transversalement inte´grables de Etc et l’ensemble des feuilletages trans-
versalement holomorphes tangents a` N .
De plus, il existe une bijection entre le sous-ensemble des e´le´ments transversale-
ment inte´grables de Eg et l’ensemble des feuilletages transversalement holomorphes
sur X.
Ainsi, une fois choisie une me´trique riemannienne sur X, et a` condition de
prendre syste´matiquement la polarisation orthogonale, on peut identifier structure
presque CR polarise´e transversalement inte´grable et feuilletage transversalement
holomorphe.
Cependant, il n’est pas possible en ge´ne´ral d’associer une structure presque CR
polarise´e comple`tement inte´grable a` un feuilletage transversalement holomorphe F
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donne´. En effet, cela suppose en plus que la re´alisation E choisie de NF soit
involutive dans TX, ce qui n’a aucune raison d’eˆtre vrai.
Il s’agit la` d’un point fondamental, sur lequel nous souhaitons insister. Il suffit
pour se convaincre de cette diffe´rence de comparer (3.8) avec
[E0,1, E0,1] ⊂ E0,1
qui est la condition d’inte´grabilite´ requise pour passer de l’inte´grabilite´ transverse
a` la comple`te inte´grabilite´.
Finissons cette section en tirant quelques conse´quences pratiques de la proposi-
tion 3.1. Soit T une structure presque CR transversalement inte´grable. L’existence
du feuilletage transversalement holomorphe F signifie qu’il existe au voisinage de
tout point des coordonne´es feuillete´es (z, t) telles que
(3.10) N = TF =loc VectR(∂/∂t1, . . . , ∂/∂td)
et
(3.11) NCF =loc VectC(∂/∂z1, . . . , ∂/∂zp, ∂/∂z¯1, . . . , ∂/∂z¯p)
formules qui utilisent implicitement les e´galite´s
(3.12) d = dimF = dimN et 2p = dimE = codim F .
Comme la projection (3.2) est un isomorphisme entre EC et NCF qui, de plus,
pre´serve (3.7) et (3.3), on en conclut qu’il existe, pour tout i entre 1 et p un
unique vecteur ei de E
0,1 dont la projection par pi est e´gale a` ∂/∂z¯i. Ecrivons plus
pre´cise´ment
(3.13) ei = ∂/∂z¯i + a
j
i∂/∂tj
ou` les aji sont des fonctions lisses en (z, t) a` valeurs complexes.
Notation. Dans la formule (3.13), et puis syste´matiquement dans la suite du texte,
nous utilisons la convention d’Einstein : un indice re´pe´te´ deux fois est somme´ (et
ce d’ailleurs, qu’il soit place´ en haut, en bas, ou alterne´).
On peut en fait montrer un peu plus, lorsqu’on est en pre´sence d’une structure
CR polarise´e.
Lemme 3.3. Soit T une structure presque CR polarise´e transversalement inte´gra-
ble et soit (z, t) un syste`me local de coordonne´es feuillete´es. Alors il existe un unique
p-uplet de vecteurs ei de type (3.13) formant une base locale de E
0,1.
Qui plus est, si T est comple`tement inte´grable, les ei ve´rifient la relation
(3.14) [ei, ej ] = 0 pour tout i, j entre 1 et p.
Preuve. Il suffit de montrer la nullite´ des crochets. Soient donc i et j deux entiers
entre 1 et p. On de´compose dans la base locale (ek, e¯k, ∂/∂tk) de TCX
(3.15) [ei, ej ] = αkek + βke¯k + γk∂/∂tk.
Par comple`te inte´grabilite´, le crochet [ei, ej ] appartient a` E
0,1, donc tous les βk et
les γk sont nuls. Mais la formule (3.13) implique que ce crochet est dirige´ le long de
NC. Finalement, les αk aussi doivent eˆtre nuls, et (3.15) se transforme en (3.14).

Dans toute la suite, nous utiliserons syste´matiquement pour faire des calculs les
coordonne´es feuillete´es et la base locale (ek, e¯k, ∂/∂tk) de TCX associe´e. Par abus
de notation, on e´crira (z, t) ∈ X pour M ∈ X et M est repre´sente´ par (z, t) dans
un syste`me de coordonne´es feuillete´es.
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Proposition 3.4. Soit T une structure CR polarise´e. Soit (z, t) ∈ X. Alors la




[e¯1, e1] . . . [e¯1, ep]
...
...
[e¯p, e1] . . . [e¯p, ep]

 (z, t).
Preuve. Par de´finition, la forme de Levi est (a` normalisation pre`s)
(v,w) ∈ E1,0 ×E1,0 7−→ pNC [v, w¯] ∈ NC.
Dans la base locale e¯i de E
1,0, cela donne exactement l’expression (3.16). 
Nous verrons dans la section suivante des exemples non Levi-plats.
4. Exemples de varie´te´s CR polarise´es.
Varie´te´s sasakiennes. Rappelons qu’une varie´te´ lisse compacte riemannienne
(X, g) est sasakienne si son coˆne riemannien
(4.1) C(X) = (X × R>0, r
2g + dr2)
(ou` r est la coordonne´e de R>0) admet une structure complexe J invariante par
dilatations
(4.2) (x, r) ∈ C(X) 7−→ (x, λr) ∈ C(X)
et ka¨hle´rienne pour sa me´trique.
En identifiant X a` l’hypersurface X ×{1} de C(X), on la munit d’une structure
CR (E, J|E) de codimension un. Par ailleurs, si l’on de´finit
(4.3) ξ = Jr
∂
∂r
on ve´rifie facilement (cf. [B-G] et [Sp]) que ξ est un champ tangent a` X dont le flot
est transverse a` E et pre´serve la structure CR. Autrement dit, si Φt de´signe le flot




(4.5) VectR ξ ⊕E = TX.
Mais la version infinite´simale de (4.4) est
(4.6) [ξ,E0,1] ⊂ E0,1
c’est-a`-dire exactement l’inte´grabilite´ transverse de E pour la polarisation
(4.7) N = VectR ξ.
Combine´e a` l’inte´grabilite´ de E0,1, on obtient ainsi qu’une varie´te´ sasakienne est
une varie´te´ CR polarise´e.
Observons que cela donne de nombreux exemples non Levi-plats.
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Structures CR de codimension re´elle une invariantes sous l’action d’un
flot transverse. Il s’agit d’une ge´ne´ralisation - sans me´trique ka¨hle´rienne trans-
verse - de l’exemple pre´ce´dent. On part de (E, J) structure CR de codimension
re´elle une sur X et on suppose que (E, J) est invariante sous l’action d’un flot
transverse. Autrement dit, il existe un champ ξ sur X de flot Φt ve´rifiant (4.4) et
(4.5).
On voit alors par (4.6) que (E, J) est polarise´e pour (4.7).
Feuilletages transversalement holomorphes de codimension complexe u-
ne. Soit F un feuilletage transversalement holomorphe de codimension complexe
une sur X. Choisissons une distribution E de TX isomorphe a` NF . Le corollaire
3.2 entraˆıne que E munie de la structure CR he´rite´e de NF est transversalement
inte´grable, et donc polarise´e par raison de dimension.
Dans le cas particulier d’un flot transversalement holomorphe sur une varie´te´ de
dimension 3, on dispose d’une classification comple`te d’apre`s M. Brunella et E. Ghys
[Br], [Gh] : fibrations de Seifert, feuilletages line´aires du tore T 3, feuilletage stable
associe´ a` une suspension d’un diffe´omorphisme hyperbolique de T 2, suspension
d’un automorphisme de P1, feuilletages transversalement affines sur S2 × S1 et
enfin feuilletages de S3 induits par un champ de vecteurs holomorphe de C2 dans
le domaine de Poincare´ et quotients.
Suspensions a` base complexe. Soit B une varie´te´ compacte complexe. Soit B
un reveˆtement galoisien de B de groupe Γ et soit
(4.8) ρ : Γ −→ Diff(F )
une repre´sentation de Γ dans les diffe´omorphismes d’une varie´te´ lisse compacte F .
L’action fibre´e
(4.9) (z, t) ∈ B × F 7−→ (g · z, (ρ(g)−1(t)) ∈ B × F
ou` g ∈ Γ agit par translations sur B, de´finit par passage au quotient une varie´te´
(4.10) X := B × F/〈Γ〉
qui fibre sur B de fibre F .
Comme B est complexe, le feuilletage vertical de B×F par copies de F descend
en un feuilletage transversalement holomorphe F sur X. De surcroˆıt, le feuilletage
horizontal par copies de B descend en un feuilletage par varie´te´s complexes G sur
X. Toutes les feuilles sont des reveˆtements holomorphes de B. Notant E le fibre´
tangent de G, on voit aise´ment que E est une structure CR polarise´e. En fait, pour





Ces exemples de structures CR polarise´es sont toutes Levi-plates.
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5. Action d’un diffe´omorphisme proche de l’identite´.
Dans cet article, ainsi que nous l’avons signale´ dans l’introduction et au vu des
de´finitions de la section 2, nous travaillons toujours a` polarisation fixe´e. De ce fait,
e´tant donne´e une structure presque polarise´e T , les diffe´omorphismes f que nous
utiliserons en priorite´ vont pre´server la polarisation N de T , i.e. vont ve´rifier
(5.1) (f∗N)x = Nf(x) pour tout x ∈ X.
Cependant, afin d’avoir un the´ore`me d’existence d’espace local de modules dans le
cadre le plus ge´ne´ral possible (cf. sections 7 et 10), nous serons e´galement amene´s
a` conside´rer des diffe´omorphismes quelconques.
On notera DiffN (X) le groupe des diffe´omorphismes C
∞ de X pre´servant N , et
DifflN (X) le groupes des diffe´omorphismes de classe L
2
l qui comple`te DiffN (X) pour
la norme l.
Supposons T comple`tement inte´grable. Dans ce cas, DiffN (X) est le groupe des
diffe´omorphismes F -feuillete´s, c’est-a`-dire envoyant une feuille de F sur une feuille
de F . En coordonne´es (z, t), on a alors
(5.2) f(z, t) = (h(z), g(z, t)).
Soit T ′ une de´formation de T a` polarisation constante code´e par ωC (au sens de
(2.9)). Soit f un e´le´ment de DiffN (X). Conside´rons la distribution f∗T
′ de TCX.
Tenant compte de la de´composition





En particulier, il ressort de (5.4) que f∗T
′ est une structure presque CR polarise´e
par N .
Dans le cas ou` f est quelconque, la composante h de (5.2) de´pend aussi de t et
la distribution f∗N n’est plus e´gale a` N . Cependant, si f est suffisamment proche
de l’identite´, la distribution iN sera encore transverse a` f∗(E
0,1)′, si bien qu’on
de´finira f∗T
′ par la formule (5.4).
Supposons f suffisamment proche de l’identite´ pour que f∗T
′ soit une de´forma-
tion a` polarisation constante de T . Codons-la par le morphisme αC. Notre objectif
est de relier αC a` ωC.
On se place comme d’habitude dans une carte locale feuillete´e et on suppose que
f est suffisamment proche de l’identite´ pour eˆtre a` valeurs dans cette meˆme carte.
On peut donc e´crire
(5.5) ωC = ω1,0 ⊕ ωNC = ωije
∗
i ⊗ e¯j ⊕ nije
∗
i ⊗ ∂/∂tj
pour ωij et nij des fonctions lisses en (z, t) a` valeurs complexes et
(5.6) αC = α1,0 ⊕ αNC := αije
∗
i ⊗ e¯j ⊕ pije
∗
i ⊗ ∂/∂tj
pour αij et pij des fonctions lisses en (z, t) a` valeurs complexes.
Posons
(5.7) ∂i = ∂/∂zi ∂¯i = ∂/∂z¯i ∂ti = ∂/∂ti
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Proposition 5.1. Sous les hypothe`ses et notations pre´ce´dentes, on a
(i) Si f ∈DiffN (X),
(5.8) αlj(∂¯kh¯l − ωki∂ih¯l) = ωki∂ihj − ∂¯khj




plj(∂¯kh¯l − ωki∂ih¯l) = nki∂tigj − ∂¯kgj − a
l
k∂tlgj












pour j = 1, . . . , d et k = 1, . . . , p.





k ∂tm h¯l − ωki(∂ih¯l + a¯
m
i ∂tm h¯l)) =
ωki(∂ihj + a¯
m
i ∂tmhj)− (∂¯khj + a
m
k ∂tmhj)
pour j, k = 1, . . . , p.
Remarque. Dans le cas f quelconque, on peut bien suˆr pousser les calculs pour
donner la formule des pjk ainsi que les formules lorsque les nij ne sont plus nuls.
Nous n’avons pas juge´ utile de les donner, car nous n’en aurons pas besoin dans cet
article.
Preuve. (i) C’est un calcul fastidieux mais direct. De (3.13) et (5.2), on de´duit les
formules








(5.12) f∗∂/∂tj = ∂tigj∂/∂tj .
Soit k un entier compris entre 1 et p. On va calculer
(5.13) f∗(ek − ωC(ek))
de deux fac¸ons diffe´rentes. Tout d’abord, a` partir de (5.5), on a imme´diatement
que (5.13) vaut
(5.14) f∗ek − ωklf∗e¯l − nklf∗∂/∂tl
et on utilise ensuite (5.11) et (5.12) pour obtenir une premie`re expression explicite
de (5.13), a` savoir
(5.15)




















Mais par ailleurs, par de´finition de αC, et en appliquant (5.4) et (5.6), il doit exister
v = viei tel que (5.13) vaille
(5.16) viei − viαile¯l − vipil∂/∂tl.
Voila` la deuxie`me expression de (5.13). En comparant (5.15) et (5.16), on tombe
sur (5.8) et (5.9).
(ii) La de´marche est strictement la meˆme et les calculs donnent directement (5.10).
Nous omettons les de´tails. 
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II. De´formations a` type constant.
Dans toute cette partie, on fixe une structure polarise´e T , et on utilise librement
les notations associe´es, comme (1.2), (2.3), (2.4).
6. Equations d’inte´grabilite´.
Soit T ′ une de´formation a` type constant de T . On la code par
(6.1) ω = ωije
∗
i ⊗ e¯j
La proposition suivante exprime en fonction des ωij les diffe´rentes inte´grabilite´s de
T ′.
Proposition 6.1. La structure presque CR polarise´e T ′ est
(i) transversalement inte´grable si et seulement si, pour tout i et j entiers compris
entre 1 et p, et tout k compris entre 1 et d, on a
(6.2) ((∂¯j + a
l
j∂tl)ωil − (∂¯i + a
l
i∂tl)ωjl)e¯l + [ωile¯l, ωjle¯l] = 0
et
(6.3) ∂tkωij = 0.
(ii) inte´grable si et seulement si, pour tout i et j entre 1 et p, on a (6.2) et
(6.4) ωik[ej , e¯k] = ωjk[ei, e¯k].
Ainsi T ′ est polarise´e si et seulement si elle ve´rifie (6.2), (6.3) et (6.4).
Preuve. (i) Il faut ve´rifier l’involutivite´ de (T ′)C. A partir de (2.4), de (3.1) et du
lemme (3.3), on voit qu’il suffit de ve´rifier que
(6.5) Lij = [ei − ω(ei), ej − ω(ej)] ∈ (T
′)C
et
(6.6) Mik = [ei − ω(ei), ∂/∂tk] ∈ NC.




ce qui, en utilisant (3.14), donne
(6.7) L1,0ij = (ej · (ω(ei))− ei · (ω(ej)) + [ω(ei), ω(ej)] = 0
Il suffit maintenant de de´velopper (6.7) en tenant compte de (3.13) et (6.1) pour
obtenir (6.2).
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soit, apre`s de´veloppement, exactement (6.3).
(ii) On veut maintenant que
(6.8) Lij = [ei − ω(ei), ej − ω(ej)] ∈ (E
′)0,1
ce qui entraˆıne (6.7), et donc (6.2) ; mais aussi
(6.9) LNCij = 0.
Un calcul direct donne alors
(6.10)
LNCij = [ej , ω(ei)]
NC − [ei, ω(ej)]
NC
= ωik(ej · e¯k)− ω(ei) · ej − ωjk(ei · e¯k) + ω(ej) · ei
= ωik[ej , e¯k]− ωjk[ei, e¯k]
et finalement (6.4). 
7. Formes isochrones.
Compte-tenu de (7.3), il est tentant de travailler avec des formes ω inde´pendantes
de t. Le lemme suivant montre que c’est possible.
Lemme 7.1. Soient (z, t) des coordonne´es locales de´finies sur U ⊂ X. Soit ω une
1-forme complexe sur E0,1 a` valeurs dans E1,0. On suppose que les coefficients de
ω dans la base e∗i ⊗ e¯j (cf. (7.1)) sont inde´pendants de t.
Alors, dans tout autre syste`me de coordonne´es locales feuillete´es (w, s) sur U ,
les coefficients de ω dans la base f∗i ⊗ f¯j associe´e sont inde´pendants de s.
Preuve. C’est un calcul sans difficulte´. Les deux syste`mes de coordonne´es sont
relie´s par
(7.1) (w, s) = (h(z), g(z, t))
avec h holomorphe et g de classe C∞. Partant de l’e´criture (3.13) des ei, et appli-
quant la jacobienne du changement de cartes (7.1), on obtient
(7.2) ei = ∂¯ih¯j∂/∂w¯j + (∂¯igj + a
k
i ∂gj/∂tk)∂/∂sj .
Mais l’unicite´ du lemme 3.3 entraˆıne que l’on a
(7.3) ei = ∂¯ih¯jfj
d’ou`, par dualite´,
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et finalement
(7.5) ω = ωije
∗





Comme h ne de´pend pas de t, ni h−1 de s, on voit que les coefficients de ω dans la
base e∗i ⊗ e¯j sont inde´pendants de t si et seulement si ses coefficients dans la base
f∗k ⊗ fl sont inde´pendants de s. 
Remarque. Insistons sur le fait que ce sont les coefficients de ω dans la base e∗i ⊗ e¯j
qui sont inde´pendants de t, pas les e∗i ⊗ e¯j eux-meˆmes, qui de´pendent en ge´ne´ral de
t via les coefficients aji de (3.13).
Plus ge´ne´ralement, si ω est cette fois une q-forme sur E0,1 a` valeurs dans E1,0,
on a localement
(7.6) ω = ωi1...iq ,je
∗
i1
∧ . . . ∧ e∗iq ⊗ e¯j
et dans un autre syste`me de coordonne´es (7.1),
(7.7) ω = ωi1...iq,j ∂¯k1 h¯
−1
i1





k1 ∧ . . . ∧ f
∗
kq ⊗ f¯l.
De meˆme que dans la preuve du lemme 7.1, comme h ne de´pend pas de t, ni h−1
de s, on voit que les coefficients de ω dans la base e sont inde´pendants de t si et
seulement si ses coefficients dans la base f sont inde´pendants de s.
De´finition. Soit ω une q-forme sur E0,1 a` valeurs dans E1,0. On dira que ω est
isochrone si, dans toute e´criture locale (7.6), les coefficients ωi1...iq,j sont inde´pen-
dants de t.
On notera Aq le C-espace vectoriel des q-formes isochrones lisses sur E0,1 a`
valeurs dans E1,0 et, comme d’habitude, Aql son comple´te´ pour la norme l.
Ainsi l’espaceA1 repre´sente l’espace des de´formations isochrones de T a` type con-
stant, c’est-a`-dire qui ve´rifient l’e´quation (6.3). L’espace A0, l’espace des champs
isochrones de E1,0, va quant a` lui jouer un roˆle particulier, puisqu’il va nous per-
mettre de coder les diffe´omorphismes dont nous allons nous servir.
Dans la preuve classique de Kuranishi de construction d’un espace versel de
de´formations pour les varie´te´s compactes complexes, on utilise le fait que le groupe
Diffl(X) est une varie´te´ de Banach modele´e sur l’espace des champs de vecteurs
de classe L2l de X. De plus, si exp de´signe l’exponentielle d’une connexion line´aire
fixe´e sur X, l’application
(7.8) e : ξ ∈Wl ⊂ Ω
0
l (T ) 7−→ exp(ℜξ) ∈ Diff
l(X)
est une carte locale explicite en l’identite´ pour Wl voisinage suffisamment petit de
0.
Dans notre cas, le plus naturel serait de travailler avec les diffe´omorphismes fixant
E et N . Mais c’est beaucoup trop restrictif en ge´ne´ral et la relation d’e´quivalence
induite sur les structures CR est beaucoup trop fine pour espe´rer un espace de
modules de dimension finie.
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Le deuxie`me choix naturel est de travailler avec les diffe´omorphismes pre´servant
la polarisation N . Mais pour cela, nous avons besoin d’une application (7.8) qui en
plus ve´rifie
(7.9) e(A0l ∩Wl) ⊂ Diff
l
N (X).
Nous ne savons pas si une telle application existe en ge´ne´ral. Ceci est relie´ au
proble`me de savoir si DifflN (X) est une varie´te´ Banachique.
Nous allons au contraire utiliser une connexion line´aire quelconque surX. L’ima-
ge de A0l ∩Wl par e va de´finir un sous-ensemble de diffe´omorphismes qui ne re-
spectent ni E ni N au sens strict, mais les pre´servent a` l’ordre 1. On voit en effet
que les champs de A0 sont tangents a` E et pre´servent N . Une fois qu’on applique
e, le de´faut de pre´servation de ces distributions provient donc uniquement de la
”non-invariance transverse” de la connexion line´aire. Toutefois, nous verrons au
chapitre 12 que, pour χ ∈ A0l et s ∈ R, le terme d’ordre 1 en s de e(sχ) pre´serve E
et N .
Soit ω une de´formation a` type constant de T . A` un diffe´omorphisme f , on associe
la de´formation a` type constant
(7.10) f · ω := Piso(f∗ω)
1,0
i.e. on fait agir f sur ω comme dans la proposition 5.1 (notre f∗ω n’est rien d’autre
que le αC de la proposition 5.1) ; mais nous ne gardons que la partie (1, 0) de f∗ω,
puis nous projetons orthogonalement sur le sous-espace des formes isochrones afin
de retomber sur une de´formation a` type constant isochrone.
Le proble`me de cette de´finition est qu’elle ne pre´serve ni la condition d’inte´grabi-
lite´ (6.2) ni la condition (6.4). Nous verrons en section 10 comment y reme´dier.
Avant d’aller plus loin, conside´rons un cas particulier classique important, ou`
nous pourrons donner une interpre´tation plus ge´ome´trique des choses.
De´finition. Nous dirons que E posse`de une connexion invariante par holonomie
(CIH) si E posse`de une connexion line´aire qui induit sur NF , via l’isomorphisme
(3.2), une connexion line´aire invariante par le pseudo-groupe d’holonomie de F .
Dans ces conditions, conside´rons une connexion obtenue sur TX en sommant une
CIH sur E et une connexion line´aire quelconque sur TF . L’exponentielle associe´e
a` une telle connexion permet de de´finir une application e qui ve´rifie (7.9).
Remarque. Le premier et le dernier exemple de la section 4 posse`dent une CIH.
Dans le deuxie`me, c’est aussi le cas si les orbites du flot sont ferme´es.
Il est toutefois important de noter que, contrairement au cas classique de [Ku2],
les diffe´omorphismes obtenus ainsi ne recouvrent pas un voisinage de l’identite´ dans
DiffN (X). En effet, dans l’e´criture locale
(7.11) e(χ)(z, t) = (h(z), g(z, t))
la partie g ne de´pend pas de χ mais uniquement des coefficients aji .
Sous cette hypothe`se, la formule (7.10) se simplifie. On a en effet
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Lemme 7.2. Soit f ∈ DiffN (X) et soit ω ∈ A
1. Alors la de´formation a` type
constant (f∗ω)
1,0 est isochrone.
Preuve. La forme (f∗ω)
1,0 est donne´e localement par la formule (5.8). Comme ω
est isochrone et que h (une des composantes de f , cf. (5.2)) est inde´pendante de t,
on voit que les coefficients de f · ω sont inde´pendants de t, i.e. que cette forme est
isochrone. 
Ainsi la projection Piso dans la formule (7.10) est inutile. Ge´ome´triquement, cela
signifie la chose suivante. Nous ne regardons pas l’action de f sur E, puisqu’elle ne
pre´serve pas en ge´ne´ral E (il faudrait sinon travailler avec le groupe des diffe´omor-
phismes pre´servant N et E ce qui poserait bien des proble`mes dans la suite - en
particulier car il est souvent trop petit) ; nous regardons l’action de f sur le fibre´
quotient TX/N , identifie´ a` E via la projection naturelle (3.2). En d’autres termes,
meˆme si f ne pre´serve pas E, il pre´serve NF et modifie la structure complexe sur
NF . Mais comme nous avons une identification fixe entre E et NF , tout cela
permet de de´finir sans ambigu¨ıte´ la de´formation a` type constant induite par f .
Revenons maintenant au cadre ge´ne´ral. En combinant (7.10) et (7.8), on obtient
une application C-analytique
(7.12) (χ, ω) ∈ A0l+1 ∩Wl+1 × A
1
l 7−→ e(χ) · ω = Piso(e(χ)∗ω)
1,0 ∈ A1l .
On remarque en effet que l’application e est C-analytique de meˆme que l’application
∗ (cf. [Ku2]), la projection sur A1l et celle sur les formes isochrones.
8. L’ope´rateur ∂¯.
Soit T ′ une de´formation a` type constant de T code´e par ω. Supposons que T ′
soit transversalement inte´grable. Alors ω est isochrone. De plus l’e´quation (6.2) se
simplifie en
(8.1) (∂¯jωil − ∂¯iωjl)e¯l + [ωile¯l, ωjle¯l] = 0
qu’il est tentant, par comparaison avec le cas classique, de simplifier en
(8.2) ∂¯ω + [ω, ω] = 0.
Ceci signifie d’abord que l’on pose





j ⊗ [ω(ei), α(ej)]
Ainsi (8.3) applique´e a` la paire de vecteurs (ej, ei) donne (8.2).
Remarque. Ce crochet est e´gal a` −1/2-fois celui de Kuranishi, d’ou` la diffe´rence
dans les formules d’inte´grabilite´.
Ceci suppose ensuite qu’on ait en coordonne´es locales (en utilisant (6.1))





On peut e´tendre facilement cette formule a` tout
(8.5) χ = χie¯i ∈ A
0
en e´crivant en coordonne´es locales
(8.6) ∂¯χ := ∂¯jχie
∗
j ⊗ e¯i
et a` tout ω ∈ Aq, de´compose´ selon (8.6)





∧ . . . ∧ e∗iq ⊗ e¯l.
On a
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Lemme 8.1. Les e´quations (8.4), (8.6) et (8.7) de´finissent globalement des ope´ra-
teurs
(8.8) ∂¯ : Aq −→ Aq+1.
De plus, ces ope´rateurs forment une suite exacte




−→ . . .
∂¯
−→ Ap −→ 0
ou` H0 est l’espace vectoriel des champs holomorphes de E1,0.
Preuve. Ve´rifions par calcul que ∂¯ est globalement de´fini pour les champs. Pour
cela, on se place dans un nouveau syste`me de coordonne´es (7.1). Soit χ un e´le´ment
de A0. On tire de (8.5) et (7.3) la formule











en utilisant le fait que h est holomorphe. Mais (7.5) implique que cette formule
co¨ıncide avec (8.6). Ceci montre que ∂¯ est globalement de´fini de A0 dans A1.
Pour e´tendre la de´finition de ∂¯ a` Aq pour q > 0, il suffit d’utiliser la formule de
Cartan. Ainsi, pour une 1-forme ω, on peut de´finir globalement ∂¯ en posant, pour
ξ et η des champs de E0,1,
(8.12) ∂¯ω(ξ, η) = −(∂¯(ω(ξ)))η+ (∂¯(ω(η)))ξ − ω([ξ, η])
Mais on ve´rifie imme´diatement que cette formule, applique´ localement a` (ei, ej)
donne exactement (8.4) (a` cause de (3.14)). Autrement dit, les de´finitions locale
(8.4) et globale (8.12) sont identiques, donc le ∂¯ de (8.4) est bien un ope´rateur
global de A1 dans A2.
Par induction, en comparant la formule de Cartan au rang q a` la formule (8.7),
on montre de meˆme que (8.7) est bien un ope´rateur global de Aq dans Aq+1.
Enfin, puisque ∂¯ ve´rifie la formule de Cartan, on a automatiquement
(8.13) ∂¯ ◦ ∂¯ ≡ 0
et on en de´duit aise´ment la suite exacte (8.9). 
Observons que les ope´rateurs (8.8), de par leur de´finition locale, s’e´tendent en
des ope´rateurs continus
(8.14) ∂¯ : Aql −→ A
q+1
l−1 .
Rappelons maintenant que les espaces Aql sont des espaces de Hilbert. On peut
donc associer a` ∂¯ son adjoint de Hilbert
(8.15) ∂¯∗ : Aq+1l−1 −→ A
q
l
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de´fini par
(8.16) (∂¯ω, α)l−1 = (ω, ∂¯
∗α)l
pour tout ω ∈ Aql et α ∈ A
q+1
l−1 .
Remarque. Nous voulons insister sur le fait que nous utilisons ici, et dans toute la
suite, l’adjoint de Hilbert, et non pas l’adjoint des ope´rateurs diffe´rentiels. D’ail-
leurs, tel que nous l’avons de´fini, ∂¯ n’est meˆme pas un ope´rateur diffe´rentiel,
puisqu’il est de´fini sur Aq qui n’est pas l’espace des sections lisses d’un fibre´ vecto-
riel sur X, mais l’espace des sections lisses isochrones d’un tel fibre´, cf. la discussion
en de´but de section 9.
9. L’ope´rateur D¯.
Les espaces Aq de´finis en section 8 ne sont pas des espaces de sections d’un fibre´
vectoriel. En fait, soit
(9.1) Ωq(E0,1)⊗E1,0
le fibre´ des q-formes sur E0,1 a` valeurs dans E1,0. On voit que Aq est un sous-
espace strict de l’espace des sections de Ωq(E0,1)⊗E1,0. Plus pre´cise´ment, il s’agit
du sous-espace des sections isochrones.
De ce fait, l’ope´rateur ∂¯ de la section 8, de´fini sur les Aq n’est pas un ope´rateur
diffe´rentiel. On peut toutefois reme´dier a` ce proble`me en l’e´tendant en un ope´rateur
diffe´rentiel agissant sur les sections de Ωq(E0,1) ⊗ E1,0. Pour cela, on de´note par
Aq(t) ces espaces de sections et on pose pour
(9.2) χ = χie¯i ∈ A
0(t)
l’ope´rateur
(9.3) ∂¯χ = (ej · χi)e
∗
j ⊗ e¯i ∈ A
1(t)
qu’on e´tend par la formule de Cartan (8.12) aux p-formes. Observons que (9.3)
redonne (8.6) lorsque χ est isochrone.
Lemme 9.1. L’ope´rateur de´fini en (9.3) est globalement de´fini et induit une suite
exacte




−→ . . .
∂¯
−→ Ap(t) −→ 0
ou` H0(t) est l’espace vectoriel des champs C∞ de E1,0 holomorphes en la variable
z.
Preuve. C’est une adaptation directe du lemme 8.1. 
L’ope´rateur ainsi e´tendu est alors un ope´rateur diffe´rentiel d’ordre 1. Toutefois,
il n’est pas elliptique, et le complexe (9.4) n’est pas non plus elliptique.
On peut pourtant associer a` ∂¯ un ope´rateur induisant un complexe elliptique.
Pour cela, on conside`re le fibre´ Ωq(TC) ⊗ E1,0 des q-formes sur TC a` valeurs dans
E1,0. Soit Aq l’espace des sections globales lisses de Ωq(TC) ⊗ E1,0. On de´finit
localement, pour
(9.5) χ = χie¯i ∈ A
0 = A0(t)
l’ope´rateur
(9.6) D¯χ := ∂¯kχie
∗
k ⊗ e¯i + ∂tkχidtk ⊗ e¯i.
Le premier terme du membre de droite n’est rien d’autre que le ∂¯ de´fini en (9.3).
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Lemme 9.2. L’ope´rateur local D¯ de la formule (9.6) est un ope´rateur globalement
de´fini.
Preuve. Elle est tout-a`-fait similaire a` celle du lemme 8.1. On se place dans un
nouveau syste`me de coordonne´es (8.1). Soit χ un e´le´ment de A0 de´compose´ comme
en (9.5). En utilisant le fait que f¯∗j est nulle sur T
C, on trouve que








(9.8) (z, t) = (h−1(w), ginv(w, s)).





















ce qui donne, en tenant compte de (7.3), (7.4) et (9.7), exactement la de´finition
(9.6). 
Comme dans la preuve du lemme 8.1, on e´tend ensuite D¯ aux autres Aq en
utilisant la formule de Cartan et on obtient une suite exacte




−→ . . .
D¯
−→ Ap −→ 0.
Lemme 9.3. Le complexe (9.10) est un complexe elliptique.
Preuve. On calcule la suite associe´e de symboles. Soit (z, t, v) ∈ T ∗X. En utilisant
la de´composition
(9.11) v = v1,0 ⊕ v0,1 ⊕ vNC ∈ E1,0 ⊕E0,1 ⊕NC = TCX
on ve´rifie que le symbole de D¯ applique´ a` un e´le´ment ω de Ωq(TC)⊗E1,0 en (z, t, v)
vaut
(9.12) (v1,0 + vNC) ∧ ω.
On ve´rifie facilement, a` partir de (9.12), l’exactitude de la suite (9.10). 
On notera que l’ope´rateur D¯ restreint a` Aq est exactement l’ope´rateur ∂¯.
Remarque. On notera par contre que l’ope´rateur local ∂t = D¯ − ∂¯ n’est pas bien
de´fini globalement. Ceci est lie´ au fait qu’on n’a pas en ge´ne´ral de de´composition
locale d = ∂ + ∂¯ + ∂t.
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10. Mode`le local de l’espace des de´formations a` type constant trans-
versalement inte´grables et de l’espace des feuilletages transversalement
holomorphes a` type diffe´rentiable fixe´.
Nous sommes maintenant en mesure de de´crire localement l’espace des de´forma-
tions a` type constant transversalement inte´grables et celui des feuilletages transver-
salement holomorphes a` type diffe´rentiable fixe´.
Soit T ltc l’ensemble des structures presque CR polarise´es transversalement inte´-
grables de classe L2l a` E et a`N fixe´s. C’est un sous-espace C-analytique de la varie´te´
de Banach E ltc. Via le corollaire 2.2 et la proposition 6.1, il s’identifie localement
en T a` un voisinage de 0 dans
(10.1) {ω ∈ A1l | ∂¯ω + [ω, ω] = 0}.
De´composons
(10.2) A0l = H















(10.4) Kl = P1 ◦ Φ
−1
l (0, 0)
ou` P1 est la projection naturelle de (A
0
l+1)
⊥ × A1l sur le facteur A
1
l . Posons enfin
(10.5) Ξl : (χ, ω) ∈ (A
0
l+1)
⊥ ∩Wl+1 ×Kl 7−→ e(χ) · ω ∈ T
l
tc.
Nous pouvons e´noncer le the´ore`me de structure locale de T ltc.
The´ore`me 10.1. On se place sous les hypothe`ses et les notations pre´ce´dentes.
Alors,
(i) Au voisinage de 0, l’espace Kl est un ensemble analytique de dimension finie.
(ii) L’application Ξl est un isomorphisme C-analytique local en (0, 0).
Ainsi un voisinage de 0 dans T ltc, c’est-a`-dire un voisinage de T dans l’espace
analytique des de´formations a` type constant de T transversalement inte´grables,
est isomorphe analytiquement a` un voisinage de (0, 0) dans le produit de Kl par
l’espace vectoriel (A0l )
⊥.
On remarquera que nous ne pouvons pas donner des e´quations plus pre´cises pour
Kl en ge´ne´ral. En effet, nous sommes oblige´s d’utiliser la pre´sentation indirecte
(10.4) car l’action (7.10) ne pre´serve pas l’inte´grabilite´ transverse. Cela ne change
rien sur le plan the´orique mais rend beaucoup plus de´licat le calcul d’exemples.
Dans le cas particulier ou` T posse`de une CIH, on peut eˆtre plus pre´cis.
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Corollaire 10.2. Supposons de plus que T posse`de une CIH. Alors on a
(10.6) Kl = {ω ∈ A
1
l | ∂¯
∗ω = ∂¯ω + [ω, ω] = 0}.
De surcroˆıt, rappelons que Diffl+1(X) agit analytiquement sur T ltc par (7.10) et
que, si ω est un point de Kl, l’image Ξl((A
0
l+1)
⊥∩Wl+1, ω) est incluse dans l’orbite
de ω pour cette action. On a donc
Corollaire 10.3. L’espace analytique Kl est une section locale analytique en T de
l’action de Diffl+1(X) sur T ltc
Par section locale analytique en T , nous entendons un espace analytique plonge´
qui rencontre toutes les orbites de l’action passant suffisamment pre`s de T en au
moins un point (mais pas force´ment unique).
Ainsi toute structure CR transversalement inte´grable proche de 0 est isomorphe
(au sens de (7.10)) a` un point de Kl. Plus encore,
Corollaire 10.4. Soit L un espace analytique et soit (ωt)t∈L une famille analy-
tique de de´formations L2l transversalement inte´grables a` type constant de T , i.e.
l’application




Alors il existe un germe d’application analytique en 0 ∈ L (point tel que ω0 = 0)
(10.8) f : (L, 0) −→ (Kl, 0)
telle que les germes de L en 0 d’une part et du pull-back f∗Kl en 0 d’autre part
soient isomorphes.
Preuve. C’est une conse´quence imme´diate du the´ore`me 10.1 et du fait que Ξl est
analytique. 
Il faut voir ce corollaire comme un e´quivalent de la proprie´te´ classique de com-
ple´tude de la the´orie des de´formations de Kodaira-Spencer. Toutefois, il y a ici
une diffe´rence fondamentale. Dans la the´orie de Kodaira-Spencer, on de´finit une
de´formation comme un morphisme plat entre espaces analytiques. La base est
l’espace de parame`tres et les fibres repre´sentent la meˆme varie´te´ lisse munie de
structures complexes diffe´rentes. On montre ensuite - et cela occupe, par exemple,
une bonne partie du livre [Ku3] - que cette de´finition est e´quivalente a` une de´finition
de de´formation type (10.7). Autrement dit, pour que le corollaire 10.4 soit vraiment
un re´sultat de comple´tude au sens de Kodaira-Spencer, il faudrait de´velopper une
notion de de´formations type morphisme transplat (cf. [Me2]) et en faire une e´tude
approfondie.
Une telle e´tude est peut eˆtre possible, mais nous remarquons que personne n’a
pu la re´aliser bien que quarante ans soient passe´s depuis les travaux de Kodaira-
Spencer... Notre point de vue est justement qu’on peut obtenir un re´sultat de
comple´tude sans avoir a` de´velopper toute la machinerie technique inhe´rente a` l’ap-
proche de Kodaira-Spencer.
VARIE´TE´S CR POLARISE´ES I 25
La preuve du the´ore`me 10.1 est donne´e en section 12, a` l’aide des pre´liminaires
de la section 11.
Enfin, notons que le contenu du the´ore`me 10.1 peut eˆtre transpose´ au cas des
feuilletages transversalement holomorphes. En effet, d’apre`s le corollaire 3.2, il
existe une bijection entre Ttc et l’ensemble des feuilletages transversalement holo-
morphes tangents a` N . Convenons de dire qu’un tel feuilletage est de classe L2l si la
structure transverse est de classe L2l (le feuilletage e´tant quant a` lui suppose´ C
∞).
Ainsi l’ensemble des feuilletages L2l s’identifie a` T
l
tc.
On peut maintenant e´noncer
The´ore`me 10.5.
(i) Soit F un feuilletage transversalement holomorphe de classe L2l sur X. On
suppose qu’il existe une structure CR polarise´e T sur X de feuilletage associe´ F .
Alors l’ensemble des feuilletages transversalement holomorphes de classe L2l sur
X proches de F et diffe´omorphes a` F forme un C-espace analytique localement




(ii) Si, de plus, T admet une CIH, alors deux points ayant meˆme projection sur Kl
sont isomorphes en tant que feuilletages transversalement holomorphes.
Preuve. Le corollaire 3.2 affirme que l’ensemble des feuilletages transversalement
holomorphes de classe L2l sur X diffe´omorphes a` F est en bijection avec T
2
tc. On
applique le the´ore`me 10.1. Enfin la partie (ii) est simplement une reformulation
des conside´rations du paragraphe 7. 
Qui plus est, on retrouve la proprie´te´ de comple´tude 10.4. Ainsi Kl est un espace
”complet” pour le feuilletage transversalement holomorphe F .
Il est inte´ressant de comparer ce the´ore`me avec les re´sultats classiques de [EK-
N] et [Gi] sur les de´formations de feuilletages transversalement holomorphes a` type
diffe´rentiable fixe. Dans [Gi] - qui contient les e´nonce´s les plus ge´ne´raux -, on
montre un the´ore`me de versalite´ sous les hypothe`ses suivantes :
i) Il existe une CIH sur le fibre´ normal.
ii) Un certain ope´rateur diffe´rentiel est a` image ferme´e.
On voit donc que notre the´ore`me peut eˆtre conside´re´ comme un analogue du
re´sultat de versalite´ cite´. D’une part, nous pouvons nous passer des hypothe`ses i)
et ii), mais au prix de l’utilisation d’une relation d’e´quivalence sur les feuilletages
qui n’est pas la plus naturelle. Et meˆme dans le cas plus ge´ome´trique ou` il existe
une CIH, nous pouvons nous passer de l’hypothe`se ii), ce qui repre´sente un gain
inde´niable, ce type d’hypothe`se e´tant tre`s difficile a` ve´rifier en pratique. Mais
d’autre part, nous n’avons pas la versalite´, simplement la comple´tude, et nous
devons supposer que le feuilletage base admette une structure CR polarise´e.
En ce sens, les deux e´nonce´s ne sont pas exactement comparables. Les preuves,
bien que suivant le meˆme sche´ma ge´ne´ral, sont d’ailleurs assez diffe´rentes et ne
peuvent s’obtenir l’une de l’autre.
L’absence de versalite´ n’est en outre pas sans conse´quence. Il en re´sulte que nous
ne savons pas si le germe de Kl est unique. Ainsi la de´pendance de Kl en l n’est
pas claire (voir cependant le corollaire 15.3), de meˆme que la de´pendance en T de
l’e´nonce´ 10.5.
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Pour re´sumer, il faut donc comprendre les the´ore`mes 10.1 et 10.5 comme des
e´nonce´s affirmant l’existence d’un espace complet de dimension finie, c’est-a`-dire
comme des e´nonce´s de rigidite´.
11. L’ope´rateur ∆.
Classiquement, les constructions d’espaces de modules locaux ”a` la Kuranishi”
ne´cessite l’introduction d’un ope´rateur elliptique dont le noyau est l’espace tangent
a` l’espace en question, sa dimension finie provenant ainsi directement de l’ellipticite´
de l’ope´rateur.
Dans notre cas, cela supposerait d’utiliser le laplacien associe´ a` D¯. Cependant,
ce choix entraˆıne beaucoup de proble`mes. En effet, ce laplacien ne va pas en ge´ne´ral
respecter les espaces Aq. Cela provient du fait qu’il faut pour le construire choisir
une me´trique riemannienne sur X ; et qu’il faudrait pour qu’il pre´serve les formes
isochrones, que la me´trique soit elle-meˆme isochrone, c’est-a`-dire invariante par
l’holonomie du feuilletage transversalement holomorphe. Mais une telle me´trique
n’existe pas force´ment, il faut supposer le feuilletage riemannien. C’est l’hypothe`se
faite par exemple dans [EK-N] ou` le meˆme proble`me se pose (cf. section 10).
Pour se passer de cette hypothe`se supple´mentaire, nous allons travailler avec
l’ope´rateur
(11.1) ∆ := ∂¯∂¯∗ + ∂¯∗∂¯ : Aql −→ A
q
l
qui, rappelons-le, est construit a` partir de l’adjoint hilbertien de ∂¯. Ce n’est
pas un ope´rateur diffe´rentiel, juste un ope´rateur line´aire entre espaces de Hilbert.
Nous allons montrer qu’il est Fredholm, notion bien connue pour eˆtre en quelque
sorte l’e´quivalent pour les ope´rateurs line´aires de l’ellipticite´ pour les ope´rateurs
diffe´rentiels. Bien suˆr, cela va nous priver des re´sultats de re´gularite´ des ope´rateurs
diffe´rentiels elliptiques, ce qui n’est pas sans conse´quence pour passer des structures
de classe L2l aux structures C
∞, mais globalement cela ne va changer grand chose.
Proposition 11.1. L’ope´rateur ∆ est un ope´rateur de Fredholm auto-adjoint.
Preuve. L’ope´rateur ∆ est de fac¸on e´vidente auto-adjoint, si bien qu’il suffit de
montrer que son noyau est de dimension finie. Ceci implique en effet que son
conoyau est de dimension finie, et donc que son image est ferme´e (cf. [Pa]).
Maintenant, ω ∈ Aql est dans le noyau de ∆ si et seulement si
(11.2) ∂¯ω = ∂¯∗ω = 0.
Soit Ωqinv le faisceau des germes de q-formes sur E
0,1 a` valeurs dans E1,0, qui soient
isochrones et ∂¯-ferme´es. L’e´quation (11.2) entraˆıne
(11.3) Ker ∆ ⊂ H0(X,Ωqinv).
Il suffit donc de montrer que ce groupe est de dimension finie. Ce qui est le contenu
du lemme 11.2 suivant, qui conclut donc la preuve. 
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Lemme 11.2. Les groupes de cohomologie H0(X,Ωqinv) sont de dimension finie.
Preuve. C’est un re´sultat classique, qu’on peut trouver dans [D-K] ou [G-M]. Al-
ternativement, on le retrouve facilement en notant que, si Ωq de´signe le faisceau des
germes de q-formes sur TC a` valeurs dans E1,0, qui sont isochrones et ∂¯-ferme´es,
alors l’inclusion naturelle
(11.4) Ωqinv ⊂ Ω
q
induit une inclusion des groupes de cohomologie
(11.5) H0(X,Ωqinv) ⊂ H
0(X,Ωq).
Or, on obtient, a` partir de (9.10), une re´solution




−→ . . .
qui est elliptique par le lemme 9.2. 
Remarque. Il est bien connu que les groupesHi(X,Ωqinv) peuvent eˆtre de dimension
infinie pour i > 0.
Comme conse´quence de la proposition 11.1, il existe un ope´rateur
(11.7) G : Aql = Ker ∆⊕ Im ∆ −→ Im ∆
tel que l’on ait
(11.8) G∆(ω) = ∆G(ω) = ω1 pour ω = ω0 ⊕ ω1 ∈ Ker ∆⊕ Im ∆.
12. Preuve du the´ore`me 10.1.
Nous prouvons d’abord le (ii). L’action de Diffl+1N (X) sur la varie´te´ de Banach A
1
l
est analytique (cf. [Do1]). De plus l’application e de´finie en (7.8) - essentiellement
l’exponentielle pour une me´trique riemannienne sur X - est analytique. Il en est
donc de meˆme de Ξl. Etendons Ξl a`
(12.1) Ξ˜l : (χ, ω) ∈ (A
0
l+1)
⊥ ∩Wl+1 ×Ker ∂¯
∗ 7−→ e(χ) · ω ∈ A1l .
Calculons sa diffe´rentielle en (0, 0). On a
Lemme 12.1. La diffe´rentielle de Ξ˜l en (0, 0) est e´gale a`
(12.2) d(0,0)Ξ˜l(ξ, ω) = ω − ∂¯ξ
Preuve. On se place en cartes locales. Sachant que, d’apre`s (3.13) et (7.8), on a,
pour s petit,
(12.3) e(sχiei)(z, t) ≃ (z1 + sχ1, . . . , zp + sχp, t1 + sχia¯i1, . . . , td + sχia¯id)
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ou` le signe ≃ signifie e´galite´ a` l’ordre un en s, on en de´duit que la formule (5.10),
sous l’hypothe`se
(12.4) αs := (e(sχ)∗sω)
1,0
s’e´crit en cartes locales a` l’ordre 1 en s
(12.5) (e(sχ)∗sω)
1,0 ≃ sω − s∂¯χ .
Comme Piso est line´aire, elle pre´serve la partie d’ordre un en s et on a
(12.6) e(sχ) · sω ≃ Piso(sω − s∂¯χ) .
Mais ω et χ sont isochrones donc Piso agit ici comme l’identite´. En prenant s = 1,
on obtient donc bien que la diffe´rentielle de Ξl en (0, 0) est (12.2). 
Il suffit maintenant de montrer que (12.2) est inversible. Il s’ensuivra que Ξ˜l est
un isomorphisme analytique local, d’apre`s la version du the´ore`me d’inversion locale
de [Do2]. Et par restriction aux structures transversalement inte´grables, il en sera
de meˆme de Ξl. La preuve du the´ore`me 10.1, (ii) se termine donc avec le
Lemme 12.2. La diffe´rentielle (12.2) est inversible.
Preuve. Conside´rons l’application
(12.7) Γ : α ∈ A1l 7−→ (−G∂¯
∗α,α − ∂¯G∂¯∗α) ∈ A0l+1 × A
1
l .
On voit que la premie`re composante appartient en fait a` Im ∆, c’est-a`-dire a`
(A0l+1)




car Im ∂¯∗ est orthogonal au noyau de ∆ (qui n’est autre que le noyau de ∂¯ puisque
nous sommes sur les 0-formes), donc inclus dans l’image de ∆, ce qui conclut par
(11.8).
De`s lors, la deuxie`me composante de Γ est a` valeurs dans Ker ∂¯∗. Enfin, on a
(12.9)
Γ ◦ d(0,0)Ξ˜l(ξ, α) =Γ(α− ∂¯ξ)
=(G∆ξ, α− ∂¯ξ + ∂¯G∆ξ)
=(ξ, α)
ce qui ache`ve la preuve. 
Nous prouvons maintenant le (i). Il ne reste plus qu’a` montrer que Kl est de
dimension finie. Il re´sulte du lemme 12.1 que la diffe´rentielle de l’application Φl en
(0, 0) est e´gale a`
(12.10) (χ, ω) ∈ (A0l+1)
⊥ ×A1l 7−→ (−∂¯ω, ∂¯
∗ω) ∈ A2l−1 ×A
0
l+1.
On observe que cette diffe´rentielle ne de´pend pas de χ. De`s lors, en projetant par
P1 on obtient que l’espace tangent de Zariski de Kl en 0 est le noyau de l’ope´rateur
∆ applique´ aux 1-formes, qui est de dimension finie par la proposition 11.1.
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13. Mode`le local de l’espace des de´formations a` type constant comple`-
tement inte´grables.
Soit Cltc l’ensemble des structures CR polarise´es de classe L
2
l a` E et a` N fixe´s.
C’est un sous-espace C-analytique de la varie´te´ de Banach Etc. Via le corollaire 2.2
et la proposition 6.1, il s’identifie localement en T a` un voisinage de 0 dans
(13.1) {ω ∈ A1l | ∂¯ω + [ω, ω] = 0 et ve´rifie (6.4)}.
Remarquons que, si l’on pose
(13.2) Fl = {ω ∈ A
1
l | ω satisfait (6.4)}
on de´finit ainsi un sous-espace vectoriel ferme´ de A1l tel que, via les identifications
(13.1) et (10.1),




(13.4) K0l := piKl ◦ Ξ
−1





ou` piKl de´signe la projection sur Kl ; et
(13.5) Ξ0l := (Ξl)|((A0l )⊥×K0l ).
Le the´ore`me de structure locale de T ltc s’obtient alors comme conse´quence directe
du the´ore`me 10.1.
The´ore`me 13.1.
(i) Au voisinage de 0, l’espace K0l est un ensemble analytique de dimension finie.
(ii) L’application Ξ0l est un isomorphisme C-analytique local en (0, 0).
Preuve. Par (10.5), l’espace K0l est la projection sur le facteur Kl de l’espace ana-
lytique Ξ−1l (Fl). Il s’agit donc d’un sous-espace analytique de Kl. 
Remarque. Il n’est pas vrai que K0l soit donne´ comme l’intersection de Kl et de
Fl. Ceci vient de ce que l’action des diffe´omorphismes que nous avons de´finie
ne pre´serve pas l’inte´grabilite´ comple`te, mais simplement l’inte´grabilite´ transverse.
Une fois encore, ceci ne change pas grand chose au niveau the´orique, mais pose
des proble`mes pratiques : cela rend tre`s difficile le calcul explicite de K0l sur des
exemples.
On dispose aussi des deux meˆmes corollaires qu’en section 10.
Corollaire 13.2. L’espace analytique K0l est une section locale analytique en T de
l’action de Diffl+1N (X) sur C
l
tc
Ainsi toute structure CR polarise´e proche de 0 est isomorphe a` un point de Kl.
Plus encore,
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Corollaire 13.3. Soit L un espace analytique et soit (ωt)t∈L une famille analytique
de de´formations L2l comple`tement inte´grables a` type constant de T , i.e. l’application




Alors il existe un germe d’application analytique en 0 ∈ L (point tel que ω0 = 0)
(13.7) f : (L, 0) −→ (K0l , 0)
telle que les germes de L en 0 d’une part et du pull-back f∗K0l en 0 d’autre part
soient isomorphes.
Preuve. C’est une conse´quence imme´diate du the´ore`me 13.1 et du fait que Ξ0l est
analytique. 
La` encore, il faut voir ce corollaire comme un e´quivalent de la proprie´te´ classique
de comple´tude de la the´orie des de´formations de Kodaira-Spencer, avec les re´serves
explique´es au paragraphe 10.
14. Le cas Levi-plat.
Dans cette section, nous supposons que T est Levi-plate. On peut alors simplifier
les re´sultats pre´ce´dents. En effet, d’une part, l’e´quation d’inte´grabilite´ (6.4) est
automatiquement ve´rifie´e par application de la proposition 3.4. On a donc
Lemme 14.1. Soit T ′ une de´formation a` type constant de T . Alors T ′ est transver-
salement inte´grable si et seulement si T ′ est comple`tement inte´grable.




Proposition 14.2. Supposons T Levi-plate. Alors les mode`les locaux Kl des
de´formations a` type constant transversalement inte´grables et K0l des de´formations
a` type constant polarise´es sont identiques.
Ainsi le the´ore`me 13.1 se re´duit au the´ore`me 10.1 dans le cas Levi-plat. Si l’on
regarde de plus pre`s la de´finition des diffe´omorphismes au paragraphe 7, on voit
que, si l’on suppose que la connexion line´aire utilise´e est somme d’une connexion
sur E et d’une connexion sur N , alors les diffe´omorphismes de e(A0l ) appartiennent
a` la varie´te´ banachique Diff0,lE (X) des diffe´omorphismes de classe L
l
2 qui pre´servent
E et fixent chaque feuille de E. De`s lors, les formules (7.10) et (7.12) se simplifient
en
(14.1) e(χ) · ω = Piso(e(χ)∗ω).
Allons plus loin. La pre´sence de deux feuilletages transverses entraˆıne l’existence
d’un atlas produit.
Proposition 14.3. Supposons T Levi-plate. Soit G le feuilletage Levi-plat. Alors
on peut trouver un atlas feuillete´ pour F et G simultane´ment, i.e. un atlas dont les
changements de cartes sont du type
(14.2) (w, s) = (h(z), g(t))
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Preuve. On de´finit F par une collection de submersions
(14.3) fi : Ui −→ C
p
telles qu’il existe des biholomorphismes
(14.4) φij : fi(Ui ∩ Uj) ⊂ C
p −→ fj(Ui ∩ Uj) ⊂ C
p
ve´rifiant
(14.5) fj ≡ φij ◦ fi sur Ui ∩ Uj .
De meˆme, de´finissons G par une collection de submersions
(14.6) gi : Ui −→ R
d
ve´rifiant
(14.7) gj ≡ ψij ◦ gi sur Ui ∩ Uj .
pour des diffe´omorphismes ψij bien choisis.
Il suffit maintenant de prendre comme cartes feuillete´es
(14.8) x ∈ Ui 7−→ (fi(x), gi(x)) = (z, t) ∈ C
p × Rd
et on voit que les changements de cartes seront du type
(14.9) (w, s) = (φij(z), ψij(t))
donc du type (14.2). 
De´finition. On appellera un atlas ve´rifiant (14.2) un atlas isochrone. Les cartes
qu’il contient seront aussi dites isochrones.
Maintenant ceci implique imme´diatement le





Supposons maintenant que T posse`de une CIH. Alors, pour χ ∈ A0 suffisamment
petit, on de´duit de (14.10) que, dans une carte feuillete´e isochrone,
(14.11) e(χ)(z, t) = (h(z), t).
Ceci a pour conse´quence que (7.9) devient
(14.12) e(A0l ∩Wl) ⊂ Diff
0,l
E,N(X)
ou` Diff0,lE,N de´signe le groupe des diffe´omorphismes de X de classe L
l
2 qui pre´servent
E et N et fixent les feuilles de E (c’est le sens de l’exposant 0 dans la notation).
Donc (7.10) est en fait
(14.13) e(χ) · ω = e(χ)∗ω
pour ω dans A1.
En re´sume´,
32 LAURENT MEERSSEMAN
Corollaire 14.5. Supposons T Levi-plate et admettant une CIH. Alors
(i) L’application e est a` valeurs dans les diffe´omorphismes de X fixant E et N et
chaque feuille de E.
(ii) L’action (7.10) co¨ıncide avec l’action standard des diffe´omorphismes.
Ainsi, dans le cas Levi-plat avec CIH, on identifie deux structures polarise´es
proches si elles sont CR-isomorphes et non pas si elles induisent le meˆme feuilletage
transversalement holomorphe.
15. Le cas des suspensions a` base complexe.
Dans cette situation, on va pouvoir donner une tre`s jolie description de l’espace
Kl. Commenc¸ons par observer le
Lemme 15.1. Soit X une suspension a` base complexe B. Alors la structure po-
larise´e induite admet une CIH.
Preuve. Notons pi la submersion de X sur B. Il de´coule de la construction rappele´e
en section 4 que
(15.1) E ≃ pi∗TB.
Il suffit maintenant de prendre une connexion quelconque sur TB et de la relever
a` E via (15.1). 
Enonc¸ons le
The´ore`me 15.2. Soit X une submersion a` base complexe. Soit Kl l’espace local
de structures polarise´es proches de T .
Alors Kl s’identifie naturellement a` l’espace de Kuranishi de la base B.
Le mot ”naturellement” prendra tout son sens dans la preuve. Mais avant de
passer a` celle-ci, donnons un exemple frappant d’application du the´ore`me.
Feuilletages line´aires sur le tore T 3. Soit Eτ la courbe elliptique de module
τ ∈ H. Soit Γ le groupe d’automorphismes du reveˆtement
(15.2) C∗ −→ Eτ .
Fixons un re´el α et de´finissons la repre´sentation
(15.3) ρ : p ∈ Z ≃ Γ 7−→
(




(15.4) X = Eτ ×ρ S
1
est un tore re´el T 3 muni d’un feuilletage F par cercles et d’un feuilletage transverse
G dit line´aire. Si α est un rationnel p/q, alors les feuilles de G sont toutes compactes
et isomorphes a` la meˆme courbe elliptique Eσ, un reveˆtement de degre´ q de Eτ . Si
α est irrationnel, toutes les feuilles de G sont denses et isomorphes a` C∗.
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Par application du the´ore`me 15.2, l’espace Kl de de´formations a` type constant
s’identifie a` l’espace de Kuranishi de Eτ , c’est-a`-dire a` un voisinage de τ dans le
demi-plan de Poincare´ H.
Le point remarquable est que cet espace de de´formations est totalement inde´pen-
dant de la pente α.
Il est instructif de comparer cet espace avec celui des de´formations de la structure
CR E a` type diffe´rentiable fixe´, i.e. de l’ensemble des structures CR Levi-plates
proches de E et induisant le meˆme feuilletage.
Lorsque α est rationnel, alors cet espace s’identifie a` l’espace des lacets C∞ a`
valeurs dans H proches du lacet constant e´gal a` σ (cf. [Me2]).
On trouve dans [Sl] des calculs de cohomologie qui montrent que, dans le cas
irrationnel, cet espace de´pend des proprie´te´s arithme´tiques de α. Il est de dimension
1 lorsque α ve´rifie une condition diophantienne. Lorsque cette condition n’est pas
ve´rifie´e, on ne connaˆıt pas cet espace, mais les calculs de [Sl] effectue´s dans un cas
tre`s proche sugge`rent fortement qu’il est de dimension infinie.
Pour comprendre le lien entre [Sl] et le the´ore`me 15.2, il suffit de se rappeler que
nous ne conside´rons que les structures CR polarise´es proches de E et induisant le
meˆme feuilletage. Ainsi l’espace des structures polarise´es est un sous-espace parfois
strict de l’espace des structures CR Levi-plates proches a` type diffe´rentiable fixe´.
Plus pre´cise´ment, tenant compte de la proposition 3.1, on voit que, dans le cas
rationnel, le fait d’eˆtre polarise´e implique que toutes les feuilles de G doivent eˆtre
isomorphes a` la meˆme courbe elliptique. Dans l’espace des lacets pre´ce´demment
de´crit, on ne voit donc que les lacets constants proches de σ. Plus encore, le fait
d’eˆtre polarise´ entraˆıne que la feuille doit admettre un quotient fini d’ordre q (le
de´nominateur de la pente α). En d’autres termes, on ne de´forme pas la feuille Eσ
arbitrairement, mais on de´forme le reveˆtement Eσ → Eτ de degre´ q. Voila` pourquoi
l’on tombe a` la fin sur un voisinage de τ dans H.
Enfin, dans le cas irrationnel, les structures polarise´es sont e´galement les struc-
tures CR qui sont invariantes par le groupe Γ, donc descendent a` la courbe Eτ .
Preuve du the´ore`me 15.2. Appelons comme d’habitude J l’ope´rateur CR et ap-
pelons JB l’ope´rateur complexe de B. La submersion pi est une submersion CR au
sens ou` elle envoie chaque feuille de G holomorphiquement sur B. On peut donc






ce qu’on peut reformuler en
(15.6) pi∗E0,1B = E
0,1
ou` E0,1B est le sous-fibre´ des champs (0, 1) de JB.
On note ApB l’espace des p-formes sur E
0,1
B a` valeurs dans E
1,0
B . Il re´sulte de
(15.6) que
(15.7) Ap = pi∗ApB .
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En effet, une p-forme isochrone surX se rele`ve en une p-forme isochrone Γ-invariante
sur B × F . Mais sur un tel produit, le caracte`re isochrone signifie la constance sur
les fibres F . Et une p-forme Γ-invariante et constante sur les fibres F n’est rien
d’autre que le releve´ d’une p-forme sur B.
Par ailleurs l’ope´rateur ∂¯ descend lui aussi comme ope´rateur ∂¯ de B ; et son dual
fait de meˆme.
On voit donc au final que
(15.8) pi∗(Kl) = {ω ∈ A
1
B,l | ∂¯ω + [ω, ω] = ∂¯
∗ω = 0}.
On serait alors tente´s de conclure directement qu’il s’agit de l’espace de Kuranishi
de B en comparant (15.8) avec les de´finitions formellement identiques de [Ku2] et
[Ku3].
Il y a toutefois un petit proble`me. Dans la de´finition de l’espace de Kuranishi
l’ope´rateur ∂¯∗ est le dual de l’ope´rateur ∂¯ en tant qu’ope´rateur diffe´rentiel. Or dans
notre cas, nous avons utilise´ (cf. (8.15), (8.16) et la remarque qui suit) l’adjoint de
Hilbert. Ce ne sont pas du tout les meˆmes ope´rateurs!
Pour surmonter ce proble`me, notons tout d’abord que la formule (14.10) montre
que les diffe´omorphismes employe´s se projettent sur Diffl(B). En tenant compte des
corollaires 13.3 et 14.5, on en de´duit que l’espace pi∗Kl est un espace de de´formations
de B complet en JB.
Mais alors la the´orie classique de Kodaira-Spencer permet de conclure que pi∗Kl
est isomorphe a` l’espace de Kuranishi de B si nous arrivons a` montrer que la
dimension de son espace tangent de Zariski en JB est e´gale a` la dimension du
premier groupe de cohomologie H1(B,Θ) de B a` valeurs dans le faisceau Θ des
champs holomorphes.
Ce groupe peut se calculer, via les isomorphismes de Dolbeault et en tenant
compte de (15.7), en prenant le quotient du noyau de l’ope´rateur ∂¯ sur A1 par
l’image de ∂¯ sur A0 ; ou encore, ce qui ne change rien, par le quotient du noyau de
l’ope´rateur ∂¯ sur A1l par l’image de ∂¯ sur A
0
l+1.
Maintenant, on montre facilement, graˆce a` (11.8) et (11.2), que le noyau de
l’ope´rateur ∆ sur A1l co¨ıncide exactement avec ce quotient. Or d’apre`s (12.10), le
noyau de ∆ est la dimension de Zariski de Kl. Ce qui termine la preuve. 
Corollaire 15.3. Sous les hypothe`ses du the´ore`me 15.2, l’espace Kl est inde´pen-
dant de l.
Preuve. Soient l 6= l′. Il suffit de composer les deux isomorphismes naturels de la
preuve du the´ore`me 15.2 pour obtenir un isomorphisme entre Kl et Kl′ . 
Corollaire 15.4. Dans le cas particulier ou` T est une structure CR polarise´e de
codimension ze´ro, l’espace Kl (et l’espace K
0
l qui lui est e´gal) s’identifient a` l’espace
de Kuranishi de la varie´te´ complexe compacte (X,T ).
Ainsi les the´ore`mes 10.1 et 13.1 sont bien des ge´ne´ralisations du the´ore`me de
Kuranishi.
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III. Varie´te´s CR G-polarise´es.
Dans toute cette partie, G est un groupe de Lie re´el connexe de dimension d.
On notera G son alge`bre de Lie et expG son application exponentielle.
16. Varie´te´s CR G-polarise´es.
De´finition. Une varie´te´ lisse compacte X de dimension 2p+ d est une varie´te´ CR
G-polarise´e si elle est munie
(i) d’une action localement libre de G.
(ii) d’une distribution CR E de dimension 2p transverse aux orbites de G et res-
pecte´e par l’action.
Lorsque d vaut 0, le groupe G est re´duit a` un point et une varie´te´ CR G-polarise´e
n’est rien d’autre qu’une varie´te´ complexe.
Lorsque p vaut 0, le groupe G a meˆme dimension que X, si bien qu’une varie´te´
CR G-polarise´e est alors une varie´te´ homoge`ne (re´elle) G/Γ avec Γ re´seau de G.
Ainsi cette notion est en quelque sorte une interpolation entre varie´te´ complexe
et varie´te´ homoge`ne. Nous verrons cependant dans les sections suivantes qu’elle est
en fait plus proche des varie´te´s complexes.
L’action localement libre de G induit un feuilletage re´el F sur X et on a une
de´composition du fibre´ tangent
(16.1) TX = TF ⊕E.
De plus, la G-invariance du point (ii) signifie que
(16.2) (g·)∗E
0,1 = E0,1 pour tout g ∈ G
ou` g· de´signe l’action de g sur X.
Proposition 16.1. Une varie´te´ CR G-polarise´e est une varie´te´ CR polarise´e par
N = TF .
Preuve. Le pseudo-groupe d’holonomie de F est constitue´ d’e´le´ments de G agissant
sur le fibre´ normal. Il re´sulte donc de (16.2) que F est transversalement holomorphe
et que E est une re´alisation inte´grable de sa structure holomorphe transverse. On
conclut par le corollaire 3.2. 
On peut construire sur X des cartes feuillete´es de la manie`re classique suivante.
Etant donne´ x ∈ X on se donne une section locale transverse au feuilletage
(16.3) i : (Cp, 0) −→ (X,x)
et on pose
(16.4) (z, t) ∈ U ×G 7−→ (expG t) · i(z) ∈ X.
Nous appellerons de telles cartes G-adapte´es.
Finissons cette section en indiquant quels exemples de la section 4 sont G-
polarise´s.
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Varie´te´s sasakiennes. C’est l’exemple standard de structure CR G-polarise´e. Ici,
le groupe G est R qui agit sur X via le flot du champ de Reeb de´fini en (4.3). Nous
avons de´ja` vu en section 4 que ce flot pre´serve la structure CR.
Structures CR de codimension re´elle une invariantes sous l’action d’un
flot transverse. Elles sont, elles aussi et pour les meˆmes raisons, automatique-
ment R-polarise´es, cf. section 4. Ces structures apparaissent dans la litte´rature
sasakienne sous le nom de structures presque de contact normales, cf. [Bl], [B-G].
Feuilletages transversalement holomorphes de codimension complexe u-
ne. Nous avons vu en section 4 qu’un tel feuilletage donnait automatiquement une
structure CR polarise´e sur X, en choisissant une distribution E transverse. Mais
cette fois une telle structure n’est pas force´ment G-polarise´e. D’une part, il faut que
ce feuilletage provienne d’une action localement libre d’un groupe G. D’autre part,
meˆme en supposant une telle action, il faut encore que G pre´serve la structure
CR sur E, condition qui va de´pendre fortement du choix de cette distribution
transverse.
Dans le cas particulier des flots transversalement holomorphes sur les 3-varie´te´s,
on voit dans la classification de Brunella-Ghys que tous les exemples posse`dent, par
construction, une structure CR transverse naturelle. On peut pre´ciser lesquelles
sont R-polarise´es. Ce travail est fait dans [Ma] (voir aussi [Ge] qui n’utilise pas
la classification de Brunella-Ghys, mais directement le fait qu’une structure R-
polarise´e admet une complexification, cf. la section suivante). On trouve que
tous les exemples sont R-polarise´s sauf les feuilletages stables des suspensions d’un
diffe´omorphisme hyperbolique de T 2 et les feuilletages transversalement affines de
S
2 × S1.
Suspensions a` base complexe. Elles deviennent G-polarise´es lorsque la fibre F
est un groupe de Lie G, force´ment compact, et que la repre´sentation ρ est a` valeurs
dans les translations du groupe.
17. Le G-coˆne et les G-fibre´s plats.
Ainsi que nous l’avons rappele´ en section 4, une varie´te´ riemannienne est sasaki-
enne si son coˆne riemannien (4.1) admet une structure ka¨hle´rienne invariante par
dilatations. Dans le cas abe´lien, les varie´te´s CR G-polarise´es admettent une carac-
te´risation analogue. Pour l’e´noncer, nous avons besoin de quelques de´finitions.
De´finition. Soit X une varie´te´ lisse. On appelle G-coˆne de X le fibre´ trivial
G×X → X. On le notera CG(X).
Pour faire court, on appellera G-fibre´ un fibre´ principal de fibre et de groupe
structural G. On rappelle qu’un G-fibre´ est plat s’il posse`de une connexion de
courbure nulle. Un G-fibre´ plat sur une base simplement connexe est trivial [No,
Ch. II, §8]. Tout G-fibre´ plat sur X est donc quotient du G-coˆne de son reveˆtement
universel X˜.
De´finition. Soit pi : P → X un G-fibre´ plat sur une varie´te´ lisse X et soit H ⊂ TP
une connexion de courbure nulle. Soit J une structure complexe sur P . On dira
que
(i) J est invariante par translations si J est invariante par l’action naturelle de G
sur les fibres de P .
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(ii) J est orthogonale aux fibres si
(17.1) v ∈ Ker dpi =⇒ Jv ∈ H.
Observons que, si P posse`de une structure complexe orthogonale aux fibres, les
fibres de P sont totalement re´elles dans P , i.e. pour tout x ∈ X, le fibre´ tangent
complexe de la fibre en x est re´duit a` ze´ro:
(17.2) Tpi−1(x) ∩ JTpi−1(x) = {0}.
Lorsque P est le G-coˆne de X, la condition d’orthogonalite´ aux fibres se re´e´crit
plus simplement. Ecrivant abusivement
(17.3) TCG(X) = TX ⊕G
on demande que
(17.4) J(G) ⊂ TX.
La proprie´te´ fondamentale des varie´te´s G-polarise´es abe´liennes est la suivante.
The´ore`me 17.1. Soit X varie´te´ lisse compacte. On identifie X a` l’hypersurface
X × {e} de son G-coˆne. Soit G un groupe de Lie connexe.
i) Supposons G abe´lien et supposons que X admette une structure CR G-polarise´e
(E, J). Alors J s’e´tend en une structure complexe invariante par translations et
orthogonale aux fibres sur CG(X).
ii) Re´ciproquement, supposons que CG(X) admette une structure complexe invari-
ante par translations et orthogonale aux fibres. Alors la structure CR induite sur
X est G-polarise´e et G est abe´lien.
Plus ge´ne´ralement, on a le
The´ore`me 17.2. Soit X une varie´te´ CR G-polarise´e. On suppose G abe´lien. Soit
P un G-fibre´ plat sur X et H une connexion plate.
Alors il existe une structure complexe J sur P munie de H invariante par trans-
lations et orthogonale aux fibres. De surcroˆıt, la projection naturelle
(17.5) pi∗ : H −→ X
projette J sur la structure CR de X.
et le
The´ore`me 17.3. Soit X varie´te´ lisse compacte. Supposons qu’il existe un G-fibre´
plat P sur X de connexion plate H admettant une structure complexe J invariante
par translations et orthogonale aux fibres.
Alors la projection pi∗J (cf. (17.5)) de´finit une structure G-polarise´e sur X. De
plus, G est abe´lien.
Preuve des the´ore`mes 17.1, 17.2 et 17.3. Le the´ore`me 17.1 est une application
directe des the´ore`mes 17.2 (pour la partie i)) et 17.3 (pour la partie ii)) en utilisant
la connexion triviale (17.3).
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Commenc¸ons donc par prouver le the´ore`me 17.2. Soit P un G-fibre´ plat etH une
connexion plate sur G. Nous allons construire deux types de champs fondamentaux.
Soit ξ ∈ G. On pose d’une part







ou` H(x,g)(w) est le releve´ horizontal en (x, g) du vecteur w ∈ TxX; et d’autre part,





x, expG(sξ) · g
)
∈ T(x,g)P.
Par de´finition, ξ∗ est un champ horizontal, tandis que ξ
∗ est un champ vertical.
Appelons comme d’habitude J la structure CR. On e´tend J a` P de la manie`re
suivante. On pose d’une part
(17.8) J(x,g)v := H(x,g) (Jx(pi∗v))
pour v ∈ H(x,g) ve´rifiant pi∗v ∈ E ; et d’autre part
(17.9) Jξ∗ = ξ
∗ et Jξ∗ = −ξ∗
pour ξ ∈ G. On obtient ainsi un ope´rateur presque complexe sur P .
Montrons qu’il est inte´grable. Pour cela, notons que
(17.10) TP 0,1 = H0,1 ⊕ VectC{ξ∗ + iξ
∗ | ξ ∈ G}
ou` H0,1 est le releve´ horizontal de E0,1.
Observons que H0,1 est involutif puisque E0,1 l’est et que la connexion est plate.
Plac¸ons-nous localement et utilisons les champs ei. Soit ξ ∈ G. Comme l’action de
G pre´serve E0,1, on a la proprie´te´ infinite´simale (cf. (4.4) et (4.6))
(17.11) [ej , pi∗ξ∗] ∈ E
0,1
et comme par de´finition pi∗ξ∗ est dans N , on a de plus
(17.12) [ej , pi∗ξ∗] ∈ E
0,1 ∩N = {0}.
d’ou`
(17.13) [Hej , ξ∗] = 0.
Maintenant, la de´finition (17.7) montre que ξ∗ ne de´pend pas des coordonne´es en
X. En fait, c’est imme´diat si le fibre´ est trivial ; et c’est une proprie´te´ qui passe
aux quotients par un groupe discret, donc c’est vrai pour tout fibre´ plat. Ainsi
(17.14) [Hej , ξ
∗] = 0.
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Enfin, on a, pour tout ξ ∈ G, et tout η ∈ G,
(17.15) [ξ∗, η
∗] = 0.
On conclut de (17.15), (17.14) et (17.13) et de la commutativite´ de G que TP 0,1
est involutif.
Les de´finitions (17.6) et (17.7) impliquent imme´diatement que la structure com-
plexe ainsi de´finie est orthogonale aux fibres. Enfin, on de´duit de (17.14) et (17.15)
et de la commutativite´ de G que
(17.16) [ξ∗, TP 0,1] ⊂ TP 0,1
pour tout ξ ∈ G, donc que la structure J est invariante par translations. Le
the´ore`me 17.2 est de´montre´.
Montrons maintenant le the´ore`me 17.3. Soit X varie´te´ lisse compacte. Sup-
posons qu’il existe un G-fibre´ plat P sur X de connexion plate H admettant une
structure complexe J invariante par translations et orthogonale aux fibres.
Pour tout ξ ∈ G, on de´finit ξ∗ comme en (17.7), et on pose
(17.17) ξ∗ := Jξ
∗.
La proprie´te´ d’orthogonalite´ aux fibres signifie que ξ∗ est un champ horizontal.




puis, en e´crivant la nullite´ du tenseur de Niejenhuis,
(17.19) [ξ∗, η∗] = −[ξ∗, η∗].
Mais, le premier crochet est vertical, et par platitude le deuxie`me horizontal, donc
ils sont en fait nuls. Ceci prouve que G est abe´lien, mais aussi que l’ensemble des
champs pi∗ξ∗ lorsque ξ varie dans G forme une sous-alge`bre de Lie des champs de
vecteurs de X isomorphe a` G. Autrement dit, on de´finit ainsi une action de G sur
X. Comme ces champs ne s’annulent pas, cette action est localement libre.
En outre, on ve´rifie aise´ment que, si l’on pose
(17.20) CH := H ∩ JH
alors d’une part on a
(17.21) CH = {v + JV (Jv) | v ∈ H}
pour V projection verticale de H ⊕G sur G ; et d’autre part, on en de´duit que
(17.22) H = CH ⊕ JG.
On peut donc de´finir
(17.23) H0,1 := {v + iJv | v ∈ CH}
et la projection
(17.24) E0,1 = pi∗H
0,1
munit X d’une structure CR transverse au feuilletage de´fini par l’action de G.
La proprie´te´ d’invariance par translations signifie que cette structure est invari-
ante par l’action de G. Il s’agit donc bien d’une structure CR G-polarise´e et le
the´ore`me 17.3 est de´montre´. 
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18. Varie´te´s CR G-polarise´es et varie´te´s compactes complexe.
Le but de cette section est d’associer a` une varie´te´ CR G-polarise´e des varie´te´s
compactes complexes.
Le premier re´sultat est le
The´ore`me 18.1. Soit X une varie´te´ CR G-polarise´e. On suppose G compact de
dimension paire. Alors X est une varie´te´ compacte complexe, la structure CR sur
E est induite de X et le feuilletage F est holomorphe.
Preuve. Par le fameux the´ore`me de Samelson [Sa], G posse`de une structure com-
plexe J invariante par les translations a` gauche. Comme l’action de G sur X est







pour ξ ∈ G, x ∈ X
ne s’annulent pas si bien que l’on peut de´finir une structure presque complexe le
long des feuilles de F par
(18.2) JFξ∗ := (Jξ)∗.
Comme par ailleurs,
(18.3) [ξ∗, η∗] = [ξ, η]∗
cette structure est inte´grable et on munit ainsi F d’une structure complexe. Main-
tenant, on a
(18.4) TX = E ⊕ TF
si bien qu’on peut de´finir
(18.5) JX := J ⊕ JF
sur X. Il reste a` ve´rifier que cette structure presque complexe est inte´grable. Mais
localement les champs (0, 1) de E sont engendre´s par les ei et les champs (0, 1) de
F par les
(18.6) ξ∗ + i(Jξ)∗ ξ ∈ G.
Or, les premiers sont stables par crochet par inte´grabilite´ de la structure CR de E,
et on vient de montrer que les seconds le sont. Enfin, les crochets
(18.7) [ei, ξ∗ + i(Jξ)∗]
restent (0, 1) par G-invariance de E0,1 (cf. (17.11)). Par de´finition cette structure
est feuillete´e et F est donc holomorphe. Enfin, par de´finition, elle induit la structure
J sur E. 
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Corollaire 18.2. Si G est compact, alors X ou X × S1 admet une structure com-
plexe telle que la structure CR sur E soit induite de X et telle que le G-feuilletage
F de X, respectivement le G× S1-feuilletage de X × S1 soit holomorphe.
Preuve. Pour G de dimension paire, c’est exactement le the´ore`me 18.1. Si G est
de dimension impaire, alors G× S1 agit localement librement sur X × S1. Il suffit
maintenant de transporter la structure CR de X sur X × S1 en faisant agit G× S1
sur X ×{e} ⊂ X × S1 pour obtenir une G× S1-polarisation de X × S1. On conclut
de nouveau par le the´ore`me 18.1. 
Remarquons que la preuve du the´ore`me 18.1 n’utilise pas la compacite´ et s’e´tend
au cas ou` G est non compact mais admet une structure de groupe de Lie complexe,
ou tout au moins une structure complexe invariante par translations a` gauche. On
a donc
Corollaire 18.3. Soit X une varie´te´ CR G-polarise´e. On suppose que G ad-
met une structure complexe invariante par translations a` gauche. Notons GC cette
varie´te´ complexe. Alors,
(i) La varie´te´ X est une varie´te´ compacte complexe XC, la structure CR sur E est
induite de XC et le feuilletage F est holomorphe.
(ii) Soit P un G-fibre´ principal plat sur X. Alors il existe une structure complexe
sur P telle que la projection naturelle sur X soit un fibre´ holomorphe localement
trivial de base XC, de fibre GC et de groupe structural G.
Remarque. Pour que le (ii) soit valable, il faut supposer que le groupe structural
de P agisse a` gauche sur les fibres de P .
Preuve. Il nous reste uniquement a` montrer le (ii). Recouvrons P de cartes locales
de fibre´, i.e. localement diffe´omorphes a` X×G. Comme le fibre´ P est plat, on peut
supposer les changements de cartes du type
(18.8) (x, g) 7−→ (φ(x), ψ(x) · g)
avec ψ localement constante. On munit P localement de la structure complexe
produit des cartes. Les changements de cartes (18.8) pre´servent cette structure
complexe, puisqu’ils sont constitue´s d’une part de changements de cartes holomor-
phes de X, d’autre part de translations a` gauche de G localement constantes. 
En particulier, le corollaire 18.3 s’applique au cas G abe´lien de dimension paire
et permet de munir tout G-fibre´ plat sur X d’une structure complexe. Il est parti-
culie`rement inte´ressant de comparer cette structure a` celle donne´e par le the´ore`me
17.2.
Proposition 18.4. Soit X une varie´te´ CR Rm-polarise´e. Supposons m pair. Soit
P un G-fibre´ plat sur X. Alors, la structure complexe de P donne´e par le the´ore`me
17.2 n’est pas biholomorphe a` celle donne´e par le corollaire 18.3.
Preuve. On constate que la structure complexe du the´ore`me 17.1, i) est orthogonale
aux fibres de CRm(X) → X; alors que celle du corollaire 18.3 est une structure de
fibre´ holomorphe principal sur cette projection. 
Remarque. Lorsque G vaut R, il existe e´galement deux structures complexes sur le
R-coˆne de X : celle donne´e par le the´ore`me 17.1, i) et celle donne´e par le corollaire
42 LAURENT MEERSSEMAN
18.2 (en passant au reveˆtement X × R → X × S1). Mais une lecture attentive des
preuves de ces deux re´sultats montre qu’elles sont biholomorphes.
Dans certains cas, on peut associer a` X une autre varie´te´ compacte complexe.
La de´finition suivante est consistante avec [Sp] et [B-G].
De´finition. Une varie´te´ CR G-polarise´eX est dite re´gulie`re lorsque l’action locale-
ment libre de G sur X provient d’une action libre d’un groupe compact H = G/Γ
pour Γ re´seau de G. On appellera quotient re´gulier de G un tel groupe.
Elle est dite quasi-re´gulie`re si l’action provient d’une action avec stabilisateurs
finis d’un groupe compact H = G/Γ pour Γ re´seau de G. On appellera quotient
quasi-re´gulier de G un tel groupe.
Enfin, elle est dite irre´gulie`re si elle n’est pas quasi-re´gulie`re.
Proposition 18.5. Soit X une varie´te´ CR G-polarise´e re´gulie`re. Soit H un quo-
tient re´gulier de G. Alors,
(i) le quotient X/H est une varie´te´ compacte complexe Y .
(ii) Si de plus G est de dimension paire, alors la projection X → Y est un fibre´
holomorphe H-principal.
Preuve. L’action de H est libre et propre par de´finition, donc le quotient Y est
une varie´te´ lisse. Par ailleurs, par de´finition, H engendre la meˆme action que G, et
donc le feuilletage qu’il induit sur X est exactement le feuilletage F . Le quotient
Y s’identifie donc a` l’espace des feuilles de F , et la structure CR transverse G-
invariante descend en une structure complexe.
Pour le (ii), on applique le the´ore`me 18.1 a`H et on note que la structure complexe
ainsi obtenue sur X est pre´serve´e par l’action de H. On conclut par le the´ore`me
de Holmann. 
Ceci motive la
De´finition. On appellera varie´te´ quotient de X une varie´te´ compacte complexe
construite de cette manie`re.
Remarque. Lorsque X est quasi-re´gulie`re, on obtient un quotient Y qui est une
orbifold. On peut facilement adapter tous les re´sultats qui suivent au cas quasi-
re´gulier.
19. Le cas abe´lien.
Supposons G abe´lien. Soit X une varie´te´ CR G-polarise´e. Le the´ore`me 17.2
entraˆıne que tout G-fibre´ plat P sur X admet une structure complexe invariante
par translations. Soit Γ un re´seau cocompact. Le quotient
(19.1) Z = P/Γ
ou` Γ agit sur les fibres de P via son inclusion dans G, est une varie´te´ compacte
complexe.
De´finition. On appellera varie´te´ associe´e a` P une varie´te´ compacte complexe
construite de cette manie`re.
Par de´finition, une varie´te´ associe´e a` P est un fibre´ re´el G/Γ-principal sur X.
Mais ce n’est pas un fibre´ holomorphe sur X, puisque les fibres G/Γ sont totalement
re´elles dans P (cf. Proposition 18.4).
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Plac¸ons-nous dans le cas ou` l’action de G est re´gulie`re. Soit H le groupe quo-
tient associe´. Nous pouvons donc de´finir la varie´te´ quotient Y . Nous souhaitons
maintenant e´claircir la relation entre P et Y . Le feuilletage de X peut eˆtre remonte´
a` P en utilisant la connexion plate. Ce feuilletage de P est lui aussi donne´ par une
action dont les champs fondamentaux sont les images par J des champs fondamen-
taux de l’action de G sur les fibres de P (cf. (17.6), (17.7)). Appelons horizontale
cette action et verticale l’action sur les fibres de P .
On peut donc faire agir G×G sur P , le premier facteur agissant horizontalement
et le deuxie`me verticalement. Appelons comple`te cette action de G×G sur P .
Notons que le groupe abe´lien G×G a une structure de groupe de Lie complexe
obtenue en de´cre´tant que dans la de´composition de son alge`bre de Lie
(19.2) K = G⊕G
le premier terme est la partie re´elle et le second la partie imaginaire. On notera
(G×G)C ce groupe de Lie complexe.
Observons que la structure complexe de (G×G)C descend en une structure de
groupe de Lie complexe sur G × H et sur G/Γ × H. On les notera (G × H)C et
(G/Γ×H)C.
Proposition 19.2. Soit X une varie´te´ CR G-polarise´e re´gulie`re avec G abe´lien.
Soit H un quotient re´gulier de G. Soit enfin P un G-fibre´ plat sur X. On munit
P de la structure complexe donne´e par le the´ore`me 17.2. Alors
(i) L’action comple`te de (G×G)C sur la varie´te´ complexe P est holomorphe.
(ii) La varie´te´ quotient Y est le quotient de P par l’action comple`te de G×G.
(iii) La varie´te´ P est un fibre´ holomorphe principal sur Y de groupe (G×H)C.










dont les fle`ches verticales sont des fibre´s holomorphes principaux.
Preuve. On observe que dans la preuve du the´ore`me 17.2, la structure complexe
des orbites de l’action comple`te co¨ıncide avec celle de (G× G)C. De plus, chaque
e´le´ment de G agissant verticalement agit holomorphiquement, par invariance par
translations de la structure complexe de P . De meˆme, comme l’action horizon-
tale de G sur P est infinite´simalement J fois la verticale, chaque e´le´ment agissant
horizontalement agit holomorphiquement. Ceci prouve le (i).
Prenons le quotient de P par l’action comple`te en deux temps. D’une part,
par de´finition, le quotient de P par l’action verticale est X et l’action horizontale
descend en l’action de G sur X. D’autre part, par re´gularite´, cette action se re´duit
a` une action effective de H dont le quotient est Y . On obtient ainsi un diagramme
commutatif (18.3), mais pour l’instant sans savoir qu’il s’agit d’un diagramme de
fibre´s.
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L’action comple`te de G×H sur P est une action libre, propre et d’apre`s le (i),
holomorphe avec orbites qui s’identifie a` (G ×H)C. Il est alors facile de terminer
la preuve. 
Finissons cette section avec l’exemple suivant.
Varie´te´s sasakiennes. Faisons un petit tour d’horizon des notions pre´ce´dentes
lorsque X est une varie´te´ sasakienne. On a alors G = R et le R-coˆne s’identifie
au coˆne riemannien (diffe´rentiablement, le R-coˆne n’e´tant pas muni d’une me´trique
particulie`re) par
(19.4) (x, t) ∈ CR(X) 7−→ (x, exp t) ∈ C(X).
Il n’y a pas d’autre fibre´s plats, tout R-fibre´ plat e´tant automatiquement trivial.
Le cas re´gulier (cf. [Sp]) correspond au cas ou` le flot provient d’une action libre
de S1. Il est alors bien connu que la varie´te´ quotient Y est une varie´te´ projective et
que X est un fibre´ unitaire d’un fibre´ en droites sur Y . Enfin le coˆne riemannien
muni de sa structure complexe est le C∗-fibre´ principal associe´ sur Y (cf. [Sp] pour
des e´nonce´s plus pre´cis).
20. Varie´te´s CR Rm-polarise´es et varie´te´s LVM.
Le but de cette section est de relier les varie´te´s CR Rm-polarise´es et les varie´te´s
LVM. On renvoie a` [LdM-V], [Me1] et [M-V] pour une pre´sentation de ces varie´te´s
compactes complexes non ka¨hle´riennes. Nous utiliserons directement les notations
et re´sultats de [M-V].
Pour prendre la mesure du the´ore`me 20.2 e´nonce´ ci-dessous, remarquons qu’on
de´duit facilement de la section 17 le re´sultat suivant.
Proposition 20.1. Soit Y une varie´te´ compacte complexe. Soit m un entier na-
turel et soient L1, . . . , Lm des fibre´s en droites sur Y . Munissons-les de me´triques
riemanniennes et appelons C1, . . . , Cm les fibre´s en cercles unitaires associe´s. Ap-
pelons X la varie´te´ C1 ⊕ . . . ⊕ Cm.
Alors X est une varie´te´ CR Rm-polarise´e re´gulie`re pour H = (S1)m. Son Rm-
coˆne est le (C∗)m fibre´ principal
(20.1) P := L1 \ {0} ⊕ . . .⊕ Lm \ {0}
et sa varie´te´ quotient est Y .
Preuve. Choisissons un flot engendrant chaque action circulaire sur X. On obtient
ainsi une Rm-action sur X dont le quotient est Y . On voit imme´diatement que
P est diffe´rentiablement le Rm-coˆne de X et que la structure complexe de P est
invariante par translations et orthogonale aux fibres. On conclut par le the´ore`me
17.1, ii). 
On a meˆme mieux. Un fibre´ en cercles sur une varie´te´ complexe Y est R-polarise´
si et seulement si c’est le fibre´ unitaire d’un fibre´ en droites sur Y . Il s’agit d’une
conse´quence directe de [H-S].
Ceci montre qu’il est tre`s facile de construire des varie´te´s CR Rn-polarise´es
re´gulie`res. Comme dans le cas sasakien, il est beaucoup plus difficile de construire
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des exemples irre´guliers. Pour y arriver, nous allons utiliser les varie´te´s LVM. Rap-
pelons que ces varie´te´s non ka¨hle´riennes posse`dent toujours un feuilletage transver-
salement ka¨hle´rien donne´ par une action de Cm. Qui plus est, sous une condition
de rationalite´ dite condition (K), ce feuilletage est a` feuilles compactes (voir [M-V,
Theorem A]).
De´finition. Soit N une varie´te´ LVM. On dira qu’elle ve´rifie la condition (K0) si
(i) L’action transversalement ka¨hle´rienne de [M-V, Theorem A] se re´duit a` une
action de (C∗)m.
(ii) L’action de (S1)m induite du point (i) est libre.
Nous appellerons action (K0) l’action de (S1)m sur une varie´te´ LVM ve´rifiant la
condition (K0).
Remarquons que cette condition est loin d’eˆtre vide. En effet, si N ve´rifie la
condition (K) de [M-V], le point (i) de la condition (K0) est ve´rifie´ ; et si N ve´rifie
la condition de non-singularite´ de [M-V, Corollary B, (ii)], elle satisfera de plus au
point (ii). Le corollaire H de [M-V] montre que de tels exemples existent au-dessus
de n’importe quelle varie´te´ torique projective lisse, et ce avec un nombre de points
indispensables arbitrairement grand (voir [M-V, Definition 1.8]. Mais remarquons
e´galement, et c’est fondamental pour la suite, qu’il y a aussi de nombreux exemples
ou` N ve´rifie la condition (K0) mais pas la condition (K), puisque cette dernie`re
implique que l’action transversalement ka¨hle´rienne se re´duit a` une action de (S1)2m.
On a le
The´ore`me 20.2. Soit N une varie´te´ LVM ve´rifiant la condition (K0). On suppose
que N posse`de au moins un point indispensable. Alors
(i) Le quotient de N par l’action (K0) est une varie´te´ CR Rm-polarise´e X.
(ii) La varie´te´ X est quasi-re´gulie`re si et seulement si N ve´rifie la condition (K).
Ce the´ore`me donne ainsi de nombreux exemples de varie´te´s CR Rm-polarise´es
irre´gulie`res.
Preuve. Le quotient de N par l’action libre et propre (K0) est une varie´te´ lisse X
munie d’une action de Rm. En effet, l’action holomorphe commutative initiale de
Cm sur N est, de par la condition (K0), une action commutative de (C∗)m. Cette
action se de´compose naturellement en l’action (K0) d’une part et une action de Rm
d’autre part. Ces deux actions commutant, la Rm-action descend a` X.
Lemme 20.3. La Rm-action sur X est localement libre.
Preuve du lemme 20.3. Elle est induite de la Cm-action transversalement ka¨hle´rien-
ne qui est localement libre [M-V,§2]. 
Le quotient X est donc muni d’un feuilletage re´el de dimension m. La struc-
ture transversalement ka¨hle´rienne de N descend en une structure transversalement
ka¨hle´rienne sur ce feuilletage.
Conside´rons alors la 2-forme transversalement ka¨hle´rienne ω deN (appele´e forme
d’Euler canonique dans [M-V]). Lorsqu’on identifie N diffe´rentiablement avec la
sous-varie´te´ re´elle N de l’espace projectif complexe Pn−1 (cf. [M-V, formule (8)]),
il s’agit simplement de la restriction a` N de la forme de Fubini-Study du projectif.
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L’hypothe`se de l’existence d’un point indispensable entraˆıne que N vit en fait
dans un ouvert affine du projectif, et donc que ω est exacte. Soit α une 1-forme de
N dont la diffe´rentielle est ω. On a maintenant le
Lemme 20.4. On peut prendre α invariante par l’action (K0).
Preuve du lemme 20.4. En fait, si l’on suppose que N est incluse dans la carte
affine (w1, . . . , wn−1) de P
n−1 correspondant a` z1 = 1, elle s’e´crit













Par ailleurs, nous affirmons que l’action (K0) se fait par multiplication des coor-
donne´es par des nombres complexes de module 1, donc pre´serve α.
Pour montrer cela, il faut revenir a` la construction des varie´te´s LVM et de l’action
transversalement ka¨hle´rienne. Par de´finition, N est la projectivisation de l’espace
des feuilles de Siegel (i.e. ferme´es et ne contenant pas l’origine) du feuilletage de
Cn donne´ par l’action
(20.4) (T, z) ∈ Cm × Cn 7−→
(




Nous renvoyons a` [M-V, §1] pour plus de de´tails. En tenant compte du fait que
z1 est une coordonne´e indispensable, on peut re´e´crire N comme le quotient d’un
ouvert U de Cn−1 (correspondant aux feuilles de Siegel) par l’action
(20.5) (T,w) ∈ Cm × U 7−→ AT (w) :=
(




De plus, N s’identifie au mode`le C∞ (20.2).
Ensuite, l’action transversalement ka¨hle´rienne est l’action induite sur N par
l’action
(20.6) (S,w) ∈ Cm × U 7−→ BS(w) :=
(




et l’action (K0) est la projection a` N de (20.6) pour S ∈ (S1)m ⊂ Cm.
Cette action ne pre´serve pas directement le mode`le (20.2). Toutefois, e´tant donne´
w ∈ N et S ∈ (S1)m, un calcul direct montre que la feuille de l’action A passant
par BS(w) coupe N en un point unique e´gal a`
(20.7) A−S ◦BS(w).
Autrement dit, l’action (K0) transpose´e au mode`le (20.2) s’e´crit
(20.8) (w,S) ∈ N × (S1)m 7−→
(
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Ces formules prouvent ce que nous affirmions : l’action (K0) pre´serve la forme
(20.3). 
La 1-forme α descend donc en une 1-forme β sur X. Cette forme n’est, par
contre, pas invariante par le feuilletage de X. Appelons p la projection de N sur
X. La diffe´rentielle p∗ de´finit un morphisme surjectif
(20.9) p∗ : Ker α ⊂ TN −→ Ker β ⊂ TX.
Le point-clef est que ce morphisme envoie la distribution CR de codimension un de
N
(20.10) (E¯, J¯) = Ker α ∩ iKer α
en la distribution CR de codimension m de X
(20.11) (E, J) = p∗(Ker α ∩ iKer α)
invariante par l’action de Rm, et transverse aux orbites de cette action. Ainsi X
est munie d’une structure CR Rm-polarise´e. Ceci montre le (i).
Maintenant X est quasi-re´gulie`re si et seulement si la Rm-action sur X provient
d’une (S1)m-action ; c’est-a`-dire, tenant compte de la condition (K0) si et seulement
si l’action transversalement ka¨hle´rienne sur N est donne´e par une action de tores.
Or d’apre`s le the´ore`me A de [M-V], c’est le cas si et seulement si la condition (K)
est ve´rifie´e. Ceci montre le (ii). 
Notons pour finir le
Corollaire 20.5. Sous les hypothe`ses du the´ore`me 20.2, si de plus m vaut 1, alors
X est sasakienne.
Preuve. En suivant de pre`s la preuve du the´ore`me 20.2, on voit que la forme
transversalement ka¨hle´rienne ω descend a` X ; et que sa projection est la diffe´-
rentielle d’une forme de contact. 
Remarque. Contrairement au cas de la proposition 20.1, la varie´te´ LVM N n’est
pas en ge´ne´ral une varie´te´ associe´e au Rm-coˆne de X, car le fibre´ en tores N → X
n’est pas un fibre´ trivial.
Remarque. Ainsi que nous l’avons signale´ plus haut, on peut facilement e´tablir une
version orbifold du the´ore`me 20.2, (i) en relaxant l’hypothe`se (ii) dans la de´finition
de la condition (K0). Tous les re´sultats de [M-V] sont en effet e´nonce´s pour le cas
orbifold. Bien que plus technique, une telle version a l’avantage de correspondre a`
une condition (K0) plus facile a` manier.
Remarque. Il n’est pas clair que le meˆme type de re´sultat soit vrai pour les varie´te´s
de [Bo], qui ge´ne´ralisent les varie´te´s LVM. En effet, il n’y a pas d’e´quivalent connu
a` la forme ω, car il n’y a pas force´ment de feuilletage transversalement ka¨hle´rien
sur un tel objet, cf. [CF-Z].
48 LAURENT MEERSSEMAN
References
[Bl] D. Blair, Riemannian geometry of contact and symplectic manifolds, Progress in Math-
ematics, 203, Birkhuser, Boston, MA, 2010.
[Bo] F. Bosio, Varie´te´s complexes compactes : une ge´ne´ralisation de la construction de
Meersseman et de Lo´pez de Medrano-Verjovsky, Ann. Inst. Fourier 51 (2001), 1259–
1297.
[B-G] C. P. Boyer, K. Galicki, Sasakian Geometry, Oxford Mathematical Monographs, Oxford
University Press, Oxford, 2007.
[Br] M. Brunella, On transversely holomorphic flows I, Invent. math. 126 (1996), 265–279.
[CF-Z] S. Cupit-Foutou, D. Zaffran, Non-ka¨hler manifolds and GIT-quotients, Math. Z. 257
(2007), 783–797.
[Do1] A. Douady, Le proble`me des modules pour les varie´te´s analytiques complexes, Se´m.
Bourbaki 277 (1964/65).
[Do2] A. Douady, Le proble`me des modules pour les sous-espaces analytiques compacts d’un
espace analytique donne´, Ann. Inst. Fourier 16 (1966), 1-95.
[Do-K] S. Donaldson, P. Kronheimer, The geometry of four-Manifolds, Oxford Mathematical
monographs, Oxford Science publication, 1990.
[D-K] T. Duchamp, M. Kalka, Deformation theory for holomorphic foliations, J. Differential
Geom. 14, 3 (1979), 317-337.
[EK-N] A. El Kacimi, M. Nicolau, De´formations des feuilletages transversalement holomorphes
type diffe´rentiable fixe, Publ. Mat. 33, 3 (1989), 485-500.
[Ge] H. Geiges, Normal contact structures on 3-manifolds, Tohoku Math. J. 49 (1997),
415-422.
[Gh] E. Ghys, On transversely holomorphic flows II, Invent. math. 126 (1996), 281–286.
[Gi] J. Girbau, A versality theorem for transversely holomorphic foliations of fixed differ-
entiable type, Ill. Jour. Math. 36, 3 (1992), 428–446.
[G-H-S] J. Girbau, A. Haefliger, D. Sundararaman, On deformations of transversely holomor-
phic foliations, J. Reine Angew. Math. 345 (1983), 122–147.
[G-M] X. Go´mez-Mont, Transversal holomorphic structures, J. Differential Geom. 15 (1980),
161–185.
[H-S] A. Haefliger, D. Sundararaman, Complexifications of Transversely Holomorphic Folia-
tions, Math. Ann. 272 (1985), 23–27.
[K-S1] K. Kodaira, D.C. Spencer, On deformations of complex analytic structures I, Ann. of
Math. 67 (1958), 328–402.
[K-S2] K. Kodaira, D.C. Spencer, On deformations of complex analytic structures II, Ann. of
Math. 67 (1958), 403–466.
[Ku1] M. Kuranishi, On the locally complete families of complex analytic structures, Ann. of
Math. 75 (1962), 536–577.
[Ku2] M. Kuranishi, New Proof for the Existence of Locally Complete Families of Complex
Structures, Proc. Conf. Complex Analysis (Minneapolis, 1964), Springer, Berlin, 1965,
pp. 142–154.
[Ku3] M. Kuranishi, Deformations of Compact Complex Manifolds, Les presses de l’universite´
de Montre´al, Montre´al, 1971.
[LdM-V] S. Lo´pez de Medrano, A. Verjovsky, A new family of complex, compact, non symplectic
manifolds, Bol. Soc. Mat. Bra. 28, 2 (1997), 253–269.
[Ma] M. Manjar´ın, Normal almost contact structures and non-Khler compact complex man-
ifolds, Indiana Univ. Math. J. 57 (2008), 481–507.
[Me] L. Meersseman, A new geometric construction of compact complex manifolds in any
dimension, Math. Ann. 317 (2000), 79–115.
[Me2] L. Meersseman, Kuranishi type moduli spaces for proper CR submersions fibering over
the circle, arXiv:1210.1244v1 (2012).
[M-V] L. Meersseman, A. Verjovsky, Holomorphic principal bundles over projective toric va-
rieties, J. Reine Angew. Math. 572 (2004), 57–96.
[Ni] M. Nicolau, Deformations of Holomorphic and Transversely Holomorphic Foliations,
Panoramas & Synthe`ses (2012) (to appear).
[Nir] L. Nirenberg, A complex Frobenius theorem, Seminar of Analytic Functions, Institute
for Advanced Studies, Princeton, (1957), 172–189.
VARIE´TE´S CR POLARISE´ES I 49
[No] K. Nomizu, Lie groups and differential geometry, The mathematical Society of Japan,
1956.
[Pa] R. Palais, Seminar on the Atiyah-Singer Index Theorem, Annals of Mathematics Stud-
ies, vol. 57, Princeton University Press, Princeton, N.J., 1965.
[Sa] H. Samelson, A class of complex-analytic manifolds, Portugaliae Math. 12 (1953), 129-
132.
[Sl] J. Slime`ne, Deux exemples de calcul explicite de cohomologie de Dolbeault feuillete´e,
Proyecciones 27 (2008), 63–80.
[Sp] J. Sparks, Sasaki-Einstein manifolds, Surveys in differential geometry. Volume XVI.
Geometry of special holonomy and related topics, Surv. Differ. Geom., vol. 16, Int.
Press, Somerville, MA, 2011, pp. 265-324.
Institut de Mathe´matiques de Bourgogne, Baˆtiment Mirande, B.P. 47870, 21078
DIJON Cedex, FRANCE
Current address: Centre de Recerca Matema`tica, Edifici C, Campus de Bellaterra, 08193
BELLATERRA, ESPAN˜A
E-mail address: laurent.meersseman@u-bourgogne.fr and Lmeersseman@crm.cat
