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Abstract
We present a detailed microscopic study of the structure-dynamics relationship of
both regio-regular (RR) and regio-random (RRa) poly(3-hexylthiophene) (P3HT) us-
ing synergistically different elastic, quasi-elastic and inelastic neutron scattering tech-
niques. Deuteration is employed to modulate the coherent and incoherent cross-sections
of the materials, beyond a contrast variation purpose, allowing particularly to access
both self-motions and collective dynamics of the materials. The neutron scattering
measurements are underpinned by extensive quantitative numerical simulations using
large-scale classical molecular dynamics (MD) simulations, as well as molecular and
periodic first principles quantum chemical (QC) calculations. MD simulations repro-
duced well the main structural features and slow motions, and shed light on differences
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in collective dynamics between Q-values linked with the pi−pi stacking and the lamellar
stacking of the polymer, with the crystalline phase being the most impacted. On the
other hand MD led to a limited description of molecular vibrations. In this context,
first principles molecular QC calculations described well the high-energy vibrational
features ( > 900 cm−1 ), while periodic QC allowed to describe the low- and mid-energy
vibrational range ( 200-900 cm−1 ). The mid-energy range is predominantly associated
with both intra-molecular and inter-molecular mode coupling, which encloses informa-
tion about both the polymer conformation and the polymer packing at short range.
We show that the presented combined approach of neutron-based measurements and
multi-computational calculations allows to fully map out the structural dynamics of
conjugated polymers such as P3HT. One of the outcomes of this study is the valida-
tion of the common assumption made that RRa-P3HT is a good approximation for
the amorphous phase of RR-P3HT at the macroscopic level, although some differences
are shown at the molecular level. The present work helps to clarify unambiguously
the latter point which has been largely overlooked in the literature. By comparing
the neutron vibrational results with available Raman and IR data in the literature,
we highlight the importance to complement such optical spectroscopy techniques with
inelastic neutron scattering. The latter offering the advantage of being insensitive to
the delocalized pi-electron system, and thus enabling to infer relevant quantities like
conjugation lengths, for instance, impacting properties of conjugated polymer.
Introduction
Conjugated polymers have attracted keen interest over the past decade for their potential
applications as semiconductors in various types of devices: organic light emitting diodes,
organic solar-cells, organic field-effect transistors, etc. Because polymers are soft materials,
a range of dynamics occurs over an extended time scale, from femtosecond to millisecond,
and are likely to impact the optoelectronic properties of the material.
Femtosecond dynamical processes like vibrations have been evidenced to impact absorp-
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tion,1 inner reorganization energy,2 charge transfer between molecules of the same types3
and between different molecules at an heterojunction,4 delocalization,5 and so more gener-
ally charge transport6 and charge separation processes.7 Slower dynamics, on the picosecond
to nanosecond time-scale, include side-chain reorientation and backbone torsion.8 These dy-
namics are correlated with the conformations of the chains and thus, impact the efficiency of
the optoelectronic processes. It has been shown for instance that the global charge transport
network changes over a timescale competing with the charge carrier lifetime.9 Furthermore,
these slow dynamics are temperature-dependent and therefore, can be activated during device
operation. For instance, molecular diffusion becomes predominant above the glass transition
of the material and is a known degradation mechanism.10
While lot of efforts have been invested in studying the microstructure of organic semicon-
ductors at different length-scale, with a focus on understanding the relationship between the
microstructure and optoelectronic properties, little has however been done to fully character-
ize the structural dynamics of organic semiconductors, in order to understand its impact on
this relationship. By structural dynamics, we refer to vibrational as well as local (diffusive
and rotational) dynamics in such materials. In this paper, we attempt to fully map the
structural dynamics of semi-crystalline conjugated polymers. To increase solubility, alkyl
side chains are added to the conjugated backbones of the polymers. The side chains are not
involved in the frontier molecular orbitals and thus, do not impact directly optoelectronic
properties. However, they do impact the polymer conformation and the polymer packing,
which in turn impact the optoelectronic processes and the subsequent emergent macroscopic
properties of the material. We aim, more specifically, at understanding and decoupling the
effects of the backbone, the side chains as well as their conformational distribution in the
solid state, on the structural dynamics of the crystalline and amorphous phases of semi-
crystalline polymeric semiconductors. We consider the model systems regio-regular P3HT
(RR-P3HT).
Although RR-P3HT is one of the most studied conjugated polymers, there is no general
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consensus on the degree of crystallinity of RR-P3HT. This is mainly due to the disorder
in the crystalline phase, the possible order in the amorphous phase, and the impact of re-
gioregularity, molecular weight and processing. Wide-angle X-Ray diffraction has often been
used to characterize the crystallinity of RR-P3HT. Disorder in polymer crystals caused by
thermal vibrations and lattice imperfections lead in general to an underestimation of the
degree of crystallinity. Further challenges arise in assessing accurately and correctly the
contributions to diffraction of the incoherent scattering of the crystalline and the amorphous
components. Regio-random P3HT (RRa-P3HT) is often used as a model of the amorphous
phase of RR-P3HT as it has been shown that macroscopic properties such as absorption,
photoluminescence11 and charge transport12 are varying with the percentage of regioregu-
larity of P3HT. Therefore, we also interrogate the validity of this approximation, which to
the best of our knowledge is not discussed in the literature.
Table 1: Bound scattering length (fm) of hydrogen (1H) and deuterium (2H).
coherent incoherent
1H -3.7406 25.274
2H 6.671 4.04
Neutron scattering offers the possibility of modulating the coherent and incoherent cross-
sections of materials by deuteration (Tables 1). In a previous work, done within the frame-
work of organic photovoltaics, we have evidenced a host-guest property exchange in the
well studied system poly(3-hexylthiophene) (P3HT):phenyl-C61-butyric acid methyl ester
(PCBM) by combining quasi-elastic neutron scattering (QENS)13 and classical molecular
dynamics simulation (MD).14 The QENS measurements highlighted that P3HT is vitrified
upon blending with PCBM, while PCBM is plasticized upon the same blending process with
P3HT.13 MD allowed us to study the different phases of the blend microstructure separately.
We showed that this host-guest property exchange occurs within the amorphous phase of
the blend and is favoured by partial wrapping of P3HT around PCBM with the thiophene
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rings co-facial to PCBM cage. The side chains are pushed away to accommodate PCBM.14
We suggested that this was beneficial for charge transfer from P3HT to PCBM. This has
been since studied in details using DFT by Zheng et al.15 This highlights the need to fully
characterize, down to the molecular level, the amorphous phase of such conjugated polymers.
While small-angle neutron scattering technique (SANS) has largely been used to characterize
the conformation of conjugated polymers in solution or gels,16–20 only a few works report
on SANS measurements in the solid-state.21,22 Neutron diffraction requires deuterated ma-
terials that can be challenging to synthesize, in addition to their prohibitive cost. QENS
has been used to primarily characterize the self-motion dynamics of conjugated polymers
side chains as it takes advantages of the large number of hydrogens and their pronounced
neutron scattering power.8,23–27 However, QENS is still underused as it also requires a suf-
ficient amount of materials. Although inelastic neutron scattering (INS) is also dominated
by the hydrogen contribution, it has only been recently used for conjugated polymers28,29 as
the signal is largely reduced in comparison with the elastic component and its neighboring
QENS signal.30
To fully characterize the structural dynamics of our systems, we combined synergistically
various neutron scattering techniques, covering a Q-range of 0.04 A˚−1 to 2.4 A˚−1 (equivalent
to distances of a couple A˚ to 10s of A˚), and a femtosecond to nanosecond time-scale, to
probe both fast local vibrational dynamics and slow rotational, transitional and diffusive
motions. We used neutron diffraction to probe the wide angle structure, as well as extending
the measurements down to the small angle limit. Local and vibrational dynamics are probed
using synergistically different neutron spectroscopic techniques. Cold-neutron time-of-flight
and spin-echo measurements are performed to probe local and relaxation dynamics by cover-
ing both the picosecond and nanosecond time scales. Hot-neutron vibrational spectroscopy
is carried out to map out the full vibrational spectrum, including both the external/lattice
modes and the internal/molecular degrees-of-freedom (Scheme 1). Note that most charge
transfer processes in conjugated polymers occur on the femtosecond to picosecond timescale.
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On the other hand, charge transport occurs through a hopping process, and is characterized
by a longer timescale of hundreds of picoseconds to tens of nanoseconds, and resulting from
charge transfer involving local energy sites. Thus, we cover largely the relevant timescale to
optoelectronic processes. We also make use of one of the most powerful advantages of neu-
tron scattering, consisting of adopting the deuteration technique; deuteration can be used
for contrast variation on one hand to ”hide” or ”enhance” the signal of part of a molecule in
the context of this work, but also to study independently coherent and incoherent processes.
We particularly present QENS and INS measurements on deuterated samples in order to
link microstructure and collective motions or lattice vibrations. Presently, measurements
are underpinned by extensive ab-initio and classical MD simulations. We utilized molecu-
lar and periodic quantum chemistry methods to model individual defects and monitor their
influence on the behavior of the molecule in the solid state. MD is used to monitor the tem-
poral and thermodynamical evolution of the polymer conformations, in the different phases;
amorphous or crystalline. By comparing various calculated quantities with neutron scatter-
ing experiments, we were able to assess (i) the goodness of RRa-P3HT as a model of the
amorphous phase of RR-P3HT, (ii) the efficiency of the computational molecular approach
with respect to the periodic solid-state approach, and (iii) various models of RR-P3HT. We
place a specific emphasis on the impact of disorder, degrees of freedom and packing, and
on investigating the adequacy of the theory needed to describe and to capture the essential
structural and dynamical features of these conjugated polymers.
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Scheme 1: Map representing the Q-E space of the instruments used in this work with the
S(Q,E) map, shown as an inset, of deuterated RR-P3HT taken at 250K from IN6. Are
depicted on the the S(Q,E) the elastic scattering at E=0 meV, a quasielastic (QENS) com-
ponent between ∼ -1 and 1 meV, and the INS for energy below -1 meV. Negative and positive
signs of the energy axis indicate the anti-Stokes (neutron energy gain) and Stokes (neutron
energy loss) sides. The elastic signal, S(Q), of deuterated RR-P3HT (d-RR-P3HT) taken
from D16 at 296K is shown on the left-hand side. The Q-averaged QENS signal, S(E), of d-
RR-P3HT from IN6 is depicted on the bottom left-hand side, and the inelastic (INS) signal,
S(E), of d-RR-P3HT taken on IN1-Lagrange at 10K, is depicted on the bottom right-hand
side.
Results and discussion
In the following, hydrogenated and deuterated RR/RRa-P3HT are labelled by a prefix h-
and d-, respectively. We study both hydrogenated and deuterated RR-P3HT and RRa-P3HT
(Table 2).
7
Table 2: Molecular weight (Mw) and polydispersity (PDI) as measured by gel permeation
chromatography, regioregularity (RR) as measured by NMR (Figure S7 in Supporting Infor-
mation) and scattering length density (SLD) calculated assuming a density of 1 g/cm3.
Mw (in kDa) PDI RR (%) SLD (in 10−6 A˚−2)
h-RR-P3HT 34.1 1.74 94.7 0.61417
d-RR-P3HT 30 1.5 95 5.4344
h-RRa-P3HT 304 3.2 56 0.61417
d-RRa-P3HT 53 1.95 73 5.4053
Investigating the Structure
As shown in Figure S8 (a), and in agreement with reference,31 the diffraction pattern as
measured by X-Ray scattering as well as the absorption spectrum is almost not affected
by deuteration. We assign the diffraction peaks observed for d-RR-P3HT and h-RR-P3HT
following the refined crystal structure by Kayunkid et al..32 The unit cell is displayed in
Figure 1 (a). The usual (100), (200) and (300) reflections located at ∼ 0.37 A˚−1, ∼ 0.75
A˚−1, ∼ 1.21 A˚−1, respectively, correspond to the lamellar stacking. The (020) reflection at
∼ 1.67 A˚−1 is related to the pi−pi stacking. All these reflections are observed for both h- and
d-RR-P3HT. On the other hand, in this Q-range, d- and h-RRa-P3HT exhibit two diffuse
amorphous halos at ∼ 0.4 A˚−1 and 1.5 A˚−1, corresponding to the average separation between
adjacent alkyl chains and between thiophene backbones, respectively.33 It is worth to notice
that d-RRa-P3HT exhibits some structural reminiscence in terms of some diffraction peaks
observed for h-/d-RR-P3HT, which is not surprising given that d-RRa-P3HT is not fully
random (RR=73%) (Table 2).
We performed wide-angle neutron scattering (WANS) using the high-resolution diffractome-
ter D16 at the ILL on d-RR-P3HT, d-RRa-P3HT, h-RR-P3HT and h-RRa-P3HT (Figure 1
(e)). The flat background results from the incoherent scattering of the molecules; thus, the
hydrogenated samples have a higher background than the deuterated samples. The (100)
reflection is strongly suppressed for d-RR-P3HT in comparison with the X-Ray data. In
contrast, the (100) reflection for h-RR-P3HT is very strong while (111) and (211) reflections
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are completely suppressed. The modulation of the intensities is due to the scattering length
density (SLD) of the side chains increasing from -0.39867.10−6 A˚−2 to 5.0073.10−6 A˚−2 upon
deuteration, while the SLD of the backbones is varying from 1.0265.10−6 A˚−2 to 1.4248.10−6
A˚−2 (Table 2). The partial contribution to the neutron structure factor related to the cross-
correlation between backbones and side chains is therefore negative for the hydrogenated
samples. Thus, it can be concluded that the (111) and (211) reflections are due to the
cross-correlation between backbones and side chains, while (100), (200), (300) and (020)
are due to backbone-backbone or side chain-side chain correlations. A broad peak around
1.5 A˚−1 is observed in d-RRa-P3HT, although some reminiscence of the diffraction peaks of
d-RR-P3HT, as observed by X-Ray diffraction, are present due to a reduced regioregularity
character. Only two broad peaks around 0.4 and 1.5 A˚−1 are exhibited by h-RRa-P3HT,
which is in agreement with the X-Ray diffraction data (Figure 1 (d)).
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Figure 1: (a) Unit cell of the proposed refined crystal structure for RR-P3HT.32 (b) MD
simulation box of crystalline RR-P3HT after a simulation time of 20 ns at 300K. (c) MD
simulation box of amorphous RR-P3HT after a simulation time of 20 ns at 300K. (d) In-
tegrated diffraction intensity from WAXS taken in transmission (solid line) of h-RR-P3HT
with peaks assignment following the crystal structure depicted in (a) and calculated XRay
spectrum from MD simulation at 300K (dashed line). (e) WANS spectra of d-RR-P3HT,
d-RRa-P3HT, h-RR-P3HT and h-RRa-P3HT at 300K from D16 (squares) with peaks as-
signment following the crystal structure depicted in (a) and calculated neutron spectra from
MD simulation at 300K (solid lines). The dashed lines are the calculated neutron spectra
from MD simulation on the amorphous mode of RR-P3HT and are thus, compared with
RRa-P3HT measurements and calculations. The inset compares the difference in intensity
of the (100) reflection calculated from MD simulation for crystalline d-RR-P3HT (black)
and h-RR-P3HT (green). Temperature evolution of the neutron diffraction patterns of (f)
d-RR-P3HT and d-RRa-P3HT, and (g) h-RR-P3HT and h-RRa-P3HT, extracted from IN6
measurements (squares), compared to calculated patterns from MD simulations (solid lines).
The experimental and calculated diffractograms of d-RR-P3HT and h-RR-P3HT have been
shifted vertically, with respect to d-RRa-P3HT and h-RRa-P3HT, for clarity.
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We calculated the WAXS and WANS spectra of different crystalline and amorphous
models from MD simulations using the Debye scattering formula (see Figure 1 (b-c)):34
I(Q) =
∑
i
∑
j
fifj
sin(Qrij)
Qrij
(1)
where rij is the distance between two atoms and fi is the atomic form factor of atom i. Note
that for X-Ray, the atomic form factor is Q-dependent while for neutron, the atomic form
factor can be assumed to be Q-independent.
The calculated WAXS (Figure 1 (d)) and WANS (Figure 1 (e)) agree reasonably well with
the experimental data. The modulation of the (100) peak intensity by deuteration is repro-
duced by the simulation, although unlike in the experiment, the peak is not fully suppressed
upon deuteration. The simulation captures the suppression of the (111) and (211) peaks
in the hydrogenated samples. Note that the Debye scattering formula assumes an isotropic
character of the material, which is not the case for the crystalline form of P3HT. Also,
although the MD simulations are of a large scale nature, the modelling boxes are of a fi-
nite size. This leads to an increase of the background at low momentum transfers if the
periodic boundary conditions are not taking into consideration. In this context the back-
ground has been subtracted in the presented calculations (Figure 1 (d-e)), or interference
peaks are present when periodic boundary conditions are applied for the calculation of the
patterns (Figure 1 (f-g)). Interestingly, no differences are observed between RR-P3HT and
RRa-P3HT models created from the melt. The end-to-end distance and radius of gyration
for RR-P3HT and RRa-P3HT in the samples created from the melt are of the same order of
magnitude with a ratio of the mean-square end-to-end distance and mean-square radius of
gyration approaching 6; the ratio approaches 10 for the crystalline RR-P3HT sample (Table
S1 in the SI). Thus, in the amorphous sample, both RR-P3HT and RRa-P3HT chains can
be seen as coils, while in the crystalline phase, RR-P3HT chains can be seen as rigid rods.
However, the dihedral distribution for RR-P3HT and RRa-P3HT in the samples created
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from the melt are different (Figure S16 in the SI) and the simulation box is anisotropic for
RR-P3HT, pointing towards a preferential alignment.
Diffraction measurements using D16 capture the high-Q part of the small-angle neutron scat-
tering profiles (Figure S9 in the SI). The incoherent background exceeds the coherent signal
from the hydrogenated samples, while Porod’s scattering is observed for both the RR and
RRa deuterated samples, with a derived fractal exponent around 2.4. A fractal exponent of
2 is indicative of Gaussian chains, while a fractal exponent of 3 is indicative of clustered net-
works within the framework of the mass fractal model. Note that a fractal exponent between
3 and 4 could point toward an interface (rough if 3 and smooth if 4), within the framework
of the surface fractal model. We therefore suggest that, given the complex microstructure of
this semi-crystalline polymer, there is likely a presence of Gaussian chains, with a contribu-
tion from the interface between the crystalline phase and the amorphous matrix, which in
turn would be a rough interface with a fractal exponent of 3.
We also extracted the temperature-dependent diffractograms of all the polymers, from the
elastic component of the measurements carried out using the neutron time-of-flight spec-
trometer IN6 at the ILL (Figure 1 f-g). For d-RR-P3HT, upon heating, the intensity of the
(100) reflection decreases, while the intensity of the (200) and (300) reflection increases. The
(002) reflection decreases in intensity (Figure 1 (f)). As expected, the peaks are shifted to
lower Q values with increased temperature due to thermal expansion. For d-RRa-P3HT, a
similar trend is observed (Figure 1 (f)). For h-RR-P3HT, (100) reflection slightly increases
in intensity and shifts towards lower Q values above room temperature, consistent with a
thermal expansion of the lamellar stacking (Figure 1 (g)). On the other hand, h-RRa-P3HT
remains featureless as temperature changes (Figure 1 (g)).
The calculated temperature-dependent WANS spectra agree well with the measurements.
There seems to be a transition between 300K and 360K for RR-P3HT, where the peaks
reflecting a cross-correlation between backbones and side chains are becoming more pro-
nounced but also less defined. This may be due to a temperature-induced amorphisation
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of the side chains. In the simulation, the ratio between the mean-square of the end-to-end
distance and the mean-square of the radius of gyration increases between 300K and 360K,
without reaching the high values observed in the melt.
Having probed the temperature dependence of the microstructural aspects of the RR and
RRa P3HT, and characterized their signature using elastic scattering techniques (neutrons
and x-rays), we move a step further and extend the static picture by exploring dynamics.
First, we investigated the time-dependent microscopic behavior of the systems by performing
various spectroscopic measurements based on different time/energy-resolved neutron tech-
niques, and we used deuteration to link collective motions to structural features. Second,
we used vibrational spectroscopy, in combination with deuteration, allowing us to provide
further information on the long-range order, coherent lattice modes, as well as incoherent
molecular scattering and short-range order; like segmental orientations.
Investigating the Dynamics
Quasi-Elastic Neutron Scattering and Neutron Spin-Echo Dynamics of polymeric
systems spans a large time scale. Therefore in the present study we combine Quasi-Elastic
Neutron Scattering (QENS) and Neutron Spin-Echo (NSE) to cover both the picosecond and
nanosecond time domains. As neutron based techniques, and in addition to the unique fea-
ture allowing to use deuteration for a contrast variation purpose against other techniques of
probe, QENS and NSE offer the possibility to cover suitably the dynamical space in terms of
Q-resolution as well as the energy resolution, in comparison for instance with dielectric spec-
troscopy or solid-state nuclear magnetic resonance. Thus, enabling to correlate efficiently
structure (Q-resolution) and dynamics (energy resolution).
Slow dynamics of polymers such as rotation and reorientation of the side chains, and back-
bone torsion, can be expressed in terms of the density correlation function, which depends
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on both space and time:
ρG(r, r′, t) =< ρ(r+ r′, t)ρ(r′, 0) > (2)
For a homogeneous system, equation 2 can be rewritten as:
G(r, t) =
1
N
<
n∑
i=0
n∑
j=0
δ(r− ri(t) + rj(0))
=
1
N
<
n∑
i=0
δ(r− ri(t) + ri(0) > +
1
N
<
n∑
i=0
n∑
j 6=i
δ(r− ri(t) + rj(0) >
= Gs(r, t) +Gd(r, t)
(3)
Where G(r, t) is the Van Hove function. It can be expressed in terms of two terms; a self-part
contribution, denoted Gs(r, t), and a distinct part contribution, denoted Gd(r, t). Gs(r, t)
is the probability density of finding a particle i at a position r, at a time t, knowing that
this particle was in the same position at the reference time t=0. Gd(r, t) is the probability
density of finding a particle i at a position r, at time t knowing that a second particle j was
at r, at the origin t=0. Gd(r, 0) is proportional to the pair distribution function. Gs(r, t) is
related to the self-motions while Gd(r, t) is related to the collective motions. Since neutron
measurements are carried out in the reciprocal space, it is therefore of interest to introduce
the intermediate scattering function, expressed in the time domain, F (Q, t):
F (Q, t) =
∫
drG(r, t)e−iQ.r = Fs(Q, t) + Fd(Q, t) (4)
The physical interest of writing down the intermediate scattering function, F (Q, t), in terms
of the self part and the distinct part, is that samples with a larger and dominant incoherent
neutron cross-section than coherent cross-section, i.e. hydrogenated samples, give access to
the self part of the intermediate scattering function. While deuterated samples lead to a
comparable coherent and incoherent contribution of the self part and thus give access to
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the total intermediate scattering function, F (Q, t). Therefore, knowing Fd(Q, t) requires a
knowledge of F (Q, t) and Fs(Q, t).
Intermediate scattering function can be directly accessed by NSE technique, or indirectly
via QENS measurements. QENS provides a direct measurement of the dynamical structure
factor S(Q, ω), convoluted with an instrumental resolution R(Q, ω). S(Q, ω) and F (Q, t)
are related to each other by a FT, as:
S(Q, ω) =
∫
dtF (Q, t)e−iωt (5)
In the following, we present neutron scattering measurements using (i) the time-of-flight
spectrometer IN6, whose time window covers the picosecond time-scale, (ii) the backscatter-
ing spectrometer IN16B, to reach the nanosecond time-scale, and (iii) the NSE IN11 allowing
a direct probe of the relaxation in the time domain, from the picosecond to the nanosecond
time-scale. QENS is primarily used with hydrogenated samples as the incoherent signal is
much stronger than the coherent signal, thus also relevant to better optimize the acquisi-
tion time (Figure 2a). However, since in hydrogenated samples the scattering is dominated
by the incoherent scattering (Figure 2b), we went a step further by extending our neutron
measurements to deuterated samples, in order to also probe the collective motions of P3HT.
15
(a) (b)
Figure 2: (a) QENS signal of h-RR-P3HT. h-RRa-P3HT, d-RR-P3HT and d-RRa-P3HT at
296K, from the time-of-flight measurements using IN6, illustrating the difference in signal
amplitude for coherent (deuterated) and incoherent (hydrogenated) samples. (b) Spin-echo
coherent/incoherent signal ratio for h-RR-P3HT highlighting the dominant character of the
incoherent signal, against the coherent one, stemming from neutron scattering of hydro-
genated samples.
The TOF measurements on IN6 were performed using an incident neutron wavelength of
5.12 A˚, leading to an elastic resolution of about 70 µeV, as determined by a vanadium stan-
dard, which allows to probe dynamics with relaxation times of the order of the picosecond.
Figures 3a, 3c and 3e present the outcome of the TOF-based QENS measurements using
IN6.
The temperature range 250K-360K was targeted for the measurements since it covers the
glass transition of the P3HT polymers. No differences in dynamics is observed between h-RR-
P3HT and h-RRa-P3HT. The strong incoherent scattering of the hydrogen atoms located
mainly on the side chains dominates the QENS signal. Thus, on the measured time scale,
the self-motion of the hydrogens is not impacted by the difference in microstructure (semi-
crystallinity or backbone conformation). However, d-RR-P3HT spectra appears broader
than d-RRa-P3HT, pointing towards a faster dynamics. Note that it is not straightforward
to interpret deuterated QENS signals, as the purely elastic line is impacted by the Bragg
peaks. Within the temperature range 250-360K, the hydrogenated samples exhibit broader
peaks, reflecting a faster dynamics, within the accessible picosecond time window of the IN6
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measurements, than the deuterated samples, although at higher temperature, this differ-
ence is reduced (Figure 3a, 3c and 3e). It is important to note that different dynamics are
probed. In the case of the hydrogenated samples, the self-motions of the hydrogen atoms is
dominant and therefore mostly measured, while in the case of the deuterated samples, both
the self-motions of all the atoms - as deuterium has a incoherent neutron cross-section close
to carbon and sulfur - as well as the collective motions are measured. In the hydrogenated
samples, a clear increase of the broadening of the elastic peak is observed as Q increases
(Figure 3b). Note that h-RR-P3HT and h-RRa-P3HT exhibit nearly the same behavior,
within the error bars. For the deuterated samples, the Q-dependence is less pronounced,
especially within the Q-range 1.0-1.4 A˚−1.
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Figure 3: Left panels: the Q-averaged TOF-based QENS spectra from IN6 measurements,
for h-RR-P3HT, h-RRa-P3HT, d-RR-P3HT and d-RRa-P3HT at (a) 250K, (c) 296K and (e)
360K. The instrumental resolution was determined from a vanadium sample at 296K. Right
panels: Q-dependent QENS spectra of (b) h-RR-P3HT and h-RRa-P3HT, (d) d-RR-P3HT
and (f) d-RRa-P3HT at 296K. Note that h-RR-P3HT and h-RRa-P3HT exhibit nearly the
same behavior, within the error bars.
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The QENS spectra of the hydrogenated samples were fitted using the following model:
S ′(Q, ω) = R(Q, ω)⊗ {A0(Q)δ(ω) + A1(Q)L(Q, ω) + background(Q)} (6)
where A0(Q) is the intensity of the elastic peak, L(Q, ω) is a Lorentzian of intensity A1(Q)
and width Γ(Q), describing the dynamics captured by the spectrometer, and the background
describes the dynamics that are too fast for the instrumental time window. The resolution
of the spectrometer, R(Q, ω), was determined using a vanadium standard at 296K.
The elastic incoherent structure factor (EISF) (Figure S11 in the SI), A0, decreases as a
function of Q, and this behavior is more pronounced with temperature. Both the contribution
of the Lorentzian and the background increase with temperature and Q (Figure S11 in the
SI). More dynamics are captured within the energy/time window of IN6 as the momentum
transfer, Q, and temperature increase. This is evidenced by the decrease in the EISF and
the increase of A1. On the other hand, other dynamics, becoming too fast, exceed the
instrumental energy window and contribute to the background, as demonstrated by the
increase of the background.
The width of the Lorentzian, Γ, characterizes the relaxation time of the dynamics captured
within the energy window of the instrument. Interestingly, Γ decreases with Q values (Figure
S12 in the SI). The temperature dependence is not pronounced. If considered separately, this
would mean that there is a confinement effect, i.e. pointing toward faster dynamics at shorter
distances. However, given the range of the dynamics of P3HT and the increase in both the
Lorentzian and background components with Q value, it is more likely that the distribution
of the dynamics is broader than the instrumental energy window. Thus, depending on the
Q values, the part of the continuous distribution captured by the spectrometer is not the
same. Therefore, we propose that a better approach for these materials is to perform the
probe directly in the time-space by measuring the dynamics using a NSE spectrometer. The
NSE technique has a two-fold merit, allowing to measure directly F (q, t) and to extend the
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accessible time scale from picosecond to the nanosecond time domain. This was accomplished
using the NSE spectrometer IN11 to probe h-RR-P3HT (Figures 4a and 4c), as well as
the backscattering spectrometer IN16B to carry out QENS measurements of d-RR-P3HT
(Figures 4b and 4d). IN16B has an elastic resolution of 0.75 µeV at the used neutron
incident wavelength 6.271 A˚, which extends the above measured TOF-based time scale from
the picosecond to the nanosecond here.
(a)
-20 -10 0 10 20
1E-4
0.001
0.01
0.1
1
Q (Å-1):  0.3
             0.7
             1.1
             1.4
             1.7
             1.9
S(
E)
 (m
eV
-1
)
E ( eV)
(b)
(c)
-20 -10 0 10 20
1E-4
0.001
0.01
0.1
1
Q (Å-1):  0.3
             0.7
             1.1
             1.4
             1.7
             1.9
S(
E)
 (m
eV
-1
)
E ( eV)
(d)
Figure 4: Left panels: intermediate scattering function of h-RR-P3HT from spin-echo mea-
surement using IN11, at (a) 200K and (c) 330K. Right panels: the Q-dependent QENS
spectra of d-RR-P3HT measured on IN16B at (b) 180K and (d) 360K.
To analyze all the acquired spectra in a consistent way, F (Q, t) was derived from the IN6
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spectra of h-RR-P3HT using the following equation:
F (Q, t) =
∫
dωS ′(Q, ω)eiωt∫
dωR(Q, ω)eiωt
(7)
At shorter time-scales, TOF-based F (Q, t) from IN6, and NSE-based F (Q, t) from IN11, are
in a good agreement (Figure S14 in the SI). Note that we are comparing data collected at
250K and 360K on IN6 with measurements carried out at 200K and 330K on IN11, which can
account for the small discrepancies, especially at higher Q-values. The NSE-based F (q, t)
are also in good agreement with our previous work.8 At 200K, some dynamics are observed
but they are still slow in comparison with the experimental time-scales. At 330K, F (q, t)
can be fitted using a simple Kohlrausch-Williams-Watts (KWW) relaxation function with
the stretched exponent equal to 0.5 (Table 3 and Figure 4c):
F (Q, t) = (1− y0)exp
−(t/τ)0.5 + y0 (8)
where τ is the relaxation time. The exponent 0.5 is reasonable for polymeric systems.35
This strengthens further the above mentioned statement that these polymers are subject to
a continuous distribution of dynamics taking place over a larger time scale.
Table 3: Parameters and the related standard errors from the fit of F (q, t) from NSE mea-
surements at 330K (Figures 4c), using the KWW model, with a stretched exponent of 0.5.
Q (A˚−1) y0 τ (ps)
0.1 0.94 >100
0.51 0.67 70±26
0.63 0.52 65±17
0.85 0.42 52±8
0.96 0.37 31±4
1.18 0.21 22±4
The Q-dependence of the QENS signal for (deuterated) d-RR-P3HT, from the backscat-
tering measurements using IN16B (Figures 4b and 4d) show slower dynamics than the NSE
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measurements of (hydrogenated) h-RR-P3HT. This is due to the fact that collective motions
(incoherent signal is not dominating) are expected to be slower than the self-motions (inco-
herent signal dominating). The broadening of the peaks increase with temperature, however,
although a dependence on Q is observed, it is again less marked than for h-RR-P3HT, espe-
cially within the range 1.0-1.4 A˚−1.
The MD simulations allowed us to calculate the time-evolution of both the distinct and the
self-part of the van Hove function as a function of temperature (Figure 5). This is in order
to estimate the coherent and incoherent intermediate scattering functions (Figure 6) by per-
forming a proper neutron weighting of their contributions, and combining Equations 3 and
4.
For the crystalline RR-P3HT sample, simulations up to 300K reveal clear peaks in Gd(r,t),
especially at shorter distances, while two distributions are needed to fit Gs(r,t). At 360K,
the time dependence is pronounced, the short distance peaks from Gd(r,t) vanish, and only
one distribution is observed for Gs(r,t). Note that this distribution is non-Gaussian, which
is in a good agreement with the KWW model used above to describe the relaxation. This
change in behaviour is in good agreement with the observed changes in diffractograms for
RR-P3HT at higher temperatures.
Fcoh(q,t) reflects slower dynamics than Finc(q,t) for all the studied temperatures. The self-
motion relaxation times decrease with Q and temperatures. Almost no differences between
the different models are observed for the self-motions, except at high Q-values and tem-
peratures up to 300K, where the crystalline sample appears to exhibit a slightly slower
dynamics. Looking at Fcoh(q,t), a difference in dynamics is observed between the low Q-
values and higher Q-values than about 1.4 A˚−1. For higher Q-values, the dynamics seems to
be damped with the effect most visible at lower temperatures for the crystalline RR-P3HT
model. At 360K, almost no differences are observed between the different MD simulation
models. These changes in dynamics at high Q-values can be linked with the microstructure
of the polymers; the dynamics at higher Q-values linked with the pi − pi stacking is different
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than the dynamics at lower Q-values linked with the lamellar stacking. Crystalline models
seem more impacted at higher Q-values than amorphous models while no differences between
the models can be observed at lower Q-values reinforcing the idea that the side chains are
amorphous and that their dynamics is marginally impacted by the backbone conformation
and arrangement.
(a) (b)
Figure 5: Time-evolution of the neutron-weighted (a) distinct Gd(r,t) and (b) self-part Gs(r,t)
of the Van Hove function as a function of temperature for crystalline (a) d-RR-P3HT (co-
herent scattering dominating) and (b) h-RR-P3HT (incoherent scattering dominating).
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(a) (b)
Figure 6: The coherent Fcoh(q, t) (a), and incoherent Finc(q, t) (b) intermediate scattering
function as a function of temperature and Q, calculated from MD simulations for the different
studied models.
To summarize, we observed no differences in self-relaxation between h-RR-P3HT and
h-RRa-P3HT on the picosecond time-scale and no significant differences were calculated on
the nanosecond timescale between amorphous and crystalline models. However, collective
motions appear different at low and high-Q values with the crystalline models and the d-
RR-P3HT most impacted. The differences in motions can be linked with motions taking
place in the pi − pi direction, and in the lamellar direction.
Inelastic neutron scattering Diffraction, or elastic scattering, probes primarily struc-
tural long-range order based on the coherent scattering, and incoherent scattering is present
as a background. Quasi-elastic scattering probes a combination of ”slow” self-motions and
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collective motions on picosecond to nanosecond time scale. Vibrational spectroscopy probes
”fast” vibrational motions on the femtosecond time scale and provides further information
about both long-range order, for instance acoustic modes, as well as short-range order, for
instance optical modes, such as segmental orientation and conformational distribution. Neu-
tron vibrational spectroscopy explores both the coherent (phonons or external modes) as well
as the incoherent (molecular or internal modes) scattering. Thus, to thoroughly characterize
the structural dynamics of our polymers, we explored the lattice/phononic and molecular
vibrational sides (discrete excitations, while QENS allows to probe quasielastic continuous
energy exchange) by performing inelastic neutron scattering (INS). An INS spectrometer
performs an accurate measurement of the dynamical scattering function, S(Q,E), where the
evolution of the system is encoded. Vibrationally, the advantage offered by neutrons in com-
parison with the more widely used Raman and IR spectroscopy, is an appropriate Brillouin
zone coverage, the use of deuteration for contrast variation, the absence of selection rules
and the absence of photoluminescence from the conjugated polymers. Both the lattice and
molecular degrees-of-freedom can be probed using complementary neutron spectrometers -
in terms of accessible energy ranges - to cover suitably the associated energy transfer within
specific temperature domains.
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(a) (b)
Figure 7: INS spectra of h-RR-P3HT: (a) spectral range overlap and coverage from mea-
surements using IN6, at 250K, and IN1-Lagrange, at 10K, and (b) color shaded illustration
highlighting the different molecular mode regimes from measurements on IN1-Lagrange, at
10K.
Presently, we used the cold-neutron, direct geometry, time-of-flight spectrometer IN6, and
the hot-neutron, inverted geometry, IN1-Lagrange. IN6 allows to measure the low-energy
modes in the up-scattering regime (anti-Stokes spectra) around room temperature, while
IN1-Lagrange is dedicated to probe higher-energy modes covering all the molecular degrees-
of-freedom in the down-scattering regime (Stokes spectrum) at low (base) temperature. In
both cases the extracted spectrum is a neutron-weighted36 energy-distributed density of
vibrational (lattice or molecular) modes. Figure 7 illustrates this, and shows the vibrational
spectrum of h-RR-P3HT using IN6, at 250K, and IN1-Lagrange, at 10K. The energy transfer
overlap between the two spectrometers is highlighted in the range 200-500 cm−1. IN1-
Lagrange covers the whole high-energy molecular vibrational part of the spectrum. The peaks
become less defined and broaden as temperature rises, due to the Debye-Waller effect. For h-
RR-P3HT, the C-H stretch band can be observed around 3000 cm−1. The energy range 1150-
1600 cm−1 is associated with the C=C stretching modes, as well as CH3 umbrella motion and
CH2/CH3 bending modes in the frequency domain 1350-1500 cm
−1. The C-H bending mode
is observed around 1200 cm−1. The range 850-1150 cm−1 is associated with mode coupling
between the thiophene ring and the side-chains.37 The peak around 730 and 820 cm−1 are
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associated with the C-S-C deformation,38 and C=H out-of-plane deformation modes,37,39
respectively. The range 400-730 cm−1 is associated with C=C out-of-plane deformation
modes. The frequency region below 400 cm−1 concerns mainly the lattice or external modes.
The symmetric C=C stretch mode around 1460 cm−1 is predominant in Raman spectra
and is often used as a marker of the planarity of the backbone. The medium-weak Raman
features centered around 1000 cm−1 has been shown to be linked with the conformation of
the hexyl side chains. The =C-H out-of-plane deformation mode (820 cm−1) is an IR active
transition and has been related to both the backbone and side chains conformation.39 It is
worth to note the good match between our INS spectra and the available Raman/IR data
in literature.37–39
(a) (b)
Figure 8: INS spectra of h-RR-P3HT and h-RRa-P3HT measured on (a) IN6 at different
temperatures around Tg, and on (b) IN1-Lagrange at 10K.
Figure 8 presents the INS spectra of h-RR-P3HT and h-RRa-P3HT from measurements
using both the cold-neutron IN6 and hot-neutron IN1-Lagrange spectrometers. Only subtle
differences can be observed between both materials when comparing their vibrational spectra.
On IN6 (Figure 8a), data were collected around Tg, at 250, 300 and 360K, at the anti-Stokes
side, and covers the low-energy part, mostly related to lattice degrees-of-freedom (external
modes). Upon heating from 250 to 360K, across the Tg, the spectra become less defined. For
instance the phonon band around ∼ 250 cm−1 broadens and mergers with the band at ∼ 150
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cm−1 as temperature rises. Spectra are broad given the soft nature of the systems, the large
volume of amorphous material and the broad numbers of conformations that can be explored
by the materials at those temperature. The lattice component of both the samples is found
to exhibit a closely similar vibrational behavior. This leads to assume that the considered
amount of regioregularity has no pronounced effect on the description of the external modes
of hydrogenated P3HT in the amorphous phase dominating the INS signal.
The main interest resides in the molecular description of both RR-P3HT and RRa-P3HT.
IN1-Lagrange (Figure 8b) allows to map out fully all the internal (molecular) modes of both
the materials. The peak at ∼ 250 cm−1 and 800 cm−1 are slightly shifted towards low-
energy for h-RR-P3HT. The intensity of the peaks at 330 cm−1 and 800 cm−1 is larger for
h-RRa-P3HT while the intensity of the peaks at 400, 1200, 1280, and 1350 cm−1 is higher
for h-RR-P3HT. The peak around 1080 cm−1 is more intense for h-RR-P3HT and a shoulder
at lower energy ( 1030 cm−1) is present for h-RR-P3HT. The changes in the intensity of
the peaks in the range 1200-1400 cm−1 and in the feature around 1080 cm−1 and 800 cm−1
can be interpreted as slightly more planar backbones and a slight ordering of the hexyl side
chains for h-RR-P3HT, predominantly in the crystalline phase. The changes observed below
700 cm−1 are thus likely linked with h-RR-P3HT being slightly stiffer than h-RRa-P3HT.
Note that neutron spectroscopy is very sensitive to hydrogen and thus, the Raman active
symmetric C=C stretch mode is likely to be covered here by the CH2/CH3 bending mode.
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(a) (b)
(c) (d)
Figure 9: Top panel: INS spectra of h-RR-P3HT and d-RR-P3HT from measurements on
(a) IN6, at 250K, and (b) IN1-Lagrange, at 10K. Bottom panel: INS spectra of d-RR-P3HT
and d-RRa-P3HT measured on (c) IN6 at different temperatures, around Tg and (d) IN1-
Lagrange, at 10K.
Deuteration allows to better highlight vibrational features not dominated by, or, not in-
volving dynamics of hydrogen atoms. Figure 9a compares measured GDOS of h-RR-P3HT
and d-RR-P3HT, at 250K, using IN6. The spectrum of the deuterated sample (d-RR-P3HT)
is better defined, highlighting features around 70, 200 and 1000 cm−1, which were not clearly
observed in the hydrogenated sample (h-RR-P3HT). Considering this contrast variation of-
fered by deuteration, the effect of regioregularity can be investigated. The temperature
evolution of GDOS of d-RR-P3HT and d-RRa-P3HT, using IN6, is presented in Figure
9c. Similarly to the GDOS of the hydrogenated samples, h-RR-P3HT and h-RRa-P3HT,
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discussed above (Figure 8a), vibrational spectra of d-RR-P3HT and d-RRa-P3HT do not
exhibit noticeable differences that can be associated with the difference in regioregularity.
However, a temperature dependence is observed upon heating from 250 to 360K, across the
Tg. The phonon band around 70 cm
−1 sharpens, and its intensity increases in comparison
with the feature around 200 cm−1. The sharp vibrational band at ∼ 1000 cm−1 becomes
more pronounced and broadens as temperature rises, due to population increase and Debye-
Waller effect, respectively.
Deeper insights are gained by mapping out the full energy range of the internal modes, cov-
ering the vibrational molecular degrees-of-freedom. Deuterated samples were also probed
using IN1-Lagrange. Upon deuteration, a mass effect can clearly be observed (Figure 9b).
This is due to the mass of the deuterium being the double of that of the hydrogen. In this
context it can be seen that most peaks of d-RR-P3HT are red-shifted when comparing to
h-RR-P3HT (Figure 9b). This effect is not linear.i.e it is much pronounced at higher ener-
gies where the C-H and C-D stretch modes are contributing the most. Note that modes not
involving directly H/D will only be slightly impacted. A shift to lower energies of ∼ 800
cm−1 is observed when going from fully hydrogenated to almost fully deuterated samples.
In fact, a reminiscent of C-H stretch is observed for both deuterated samples (Figure 9d).
This is due to end-group of polymers as well as defect in the exchange of hydrogen with
deuterium on the backbone (Figure S1-S7 in Supporting Information). The large difference
in intensity for the peaks at 800 cm−1 and 1200 cm−1 is due to the hydrogen defects present
on the backbones of h-RRa-P3HT. This confirms that these peaks can be assigned to the
=C-H out-of-plane deformation mode and the C-H bending mode, respectively. It also high-
lights the potential of using partially-deuterated materials. Although the intensities of all
the peaks are modulated by the presence of these hydrogen defects, the most noticeable
changes are the presence of additional peaks at 490 cm−1 and 590 cm−1 for d-RR-P3HT. A
further finding worth of noting, as made to be easily observed by deuteration, is the peak
splitting seen in some of the peaks in deuterated samples. This splitting was of a weak
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nature or masked in the hydrogenated samples. It concerns mainly vibrational bands below
1000 cm−1, and mostly due to specific motions not involving hydrogen atoms, like the C-S-C
deformation (∼ 730 cm−1), and could also be due to inter-molecular interactions induced by
or coupled to the lattice degrees-of-freedom.
Note that the predominant Raman-active peak is hardly visible in the INS spectra for the
deuterated materials, and if it would be present, it would largely be masked by the CH2/CH3
bending mode in the hydrogenated samples. This observation points towards the idea that
this predominant Raman-active peak is linked with collective skeletal stretching, and is
strongly affected by pi-electrons delocalization.37 Thus, highlighting the appropriate comple-
mentarity of INS and optical spectroscopy techniques such as Raman.
To summarize, the effect of regio-regularity is not pronounced experimentally, when com-
paring RR-P3HT and RRa-P3HT. From both IN6 and IN1-Lagrange measurements (Figure
11c), the spectra of the h-RR-P3HT and h-RRa-P3HT resemble each other, but subtle dif-
ferences are captured, although being of a weak nature. This points towards equivalent
intra-molecular modes, and a closely similar lattice dynamical behavior. This is also the
case when the strong incoherent scattering from hydrogen atoms is strongly reduced via
deuteration (Figure 11d), where some differences are better marked. The INS measurements
indicate a dominant averaged dynamics of the atomic arrangements of the amorphous phase
in both RR-P3HT and RRa-P3HT.
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Figure 10: (a) Comparison between measured and calculated INS spectra of d-RR-P3HT.
The measured spectra are from IN6 at 250K, and IN1-Lagrange at 10K. The calculated
spectra are obtained adopting a combined computational approach, using different numeri-
cal techniques, applied to a 8-monomer-based model system (8-mers). These approaches are
single molecule DFT (Γ-point) and periodic DFT. Crystal periodic DFT was also carried
out (crystal). Further classical MD was performed at 250K, on both crystal and amorphous
models, where boxes of 100 chains of 20 monomers (20-mers) were considered. (b) Calculated
INS spectrum of the hydrogenated 8-mers from periodic DFT calculations. The calculated
total spectrum (black) is presented as the sum of the (main) fundamental vibrational tran-
sition (red), and other contributions (brown shaded area). The other contributions include
higher order transitions and multi-phonons.
In order to get a deeper insight into the vibrational signature of the polymers, we adopted
a combined computational approach for the sake of complementarity, to better describe the
complex structural and dynamical nature of RR-P3HT and RRa-P3HT. Computationally,
the aim is to unravel the impact of the polymer conformation, the crystallinity and the
impact of the environment on the calculations to better describe the measurements (Figure
10a).
The computational techniques include density functional theory (DFT) and classical molec-
ular dynamics (MD) calculations. Both the single or isolated molecule and periodic calcula-
tions were carried out within the framework of DFT. The single or isolated molecule approx-
imation allowed to focus mainly on the intra-molecular vibrational degrees-of-freedom. On
the other hand, DFT-based periodic calculations include the lattice dynamical component
(external modes), and eventually, its possible interplay and/or coupling with the molecu-
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lar vibrations (internal modes). Both the approaches allow also to investigate the strength
of intra-molecular with respect to inter-molecular vibrational degrees-of-freedom, which is
important, for instance, when dealing with correlated peak splitting. Classical MD simu-
lations are also relevant to the present study as MD allows to perform finite-temperature
calculations, on larger models, to follow properly both the time and thermodynamical evolu-
tion of the systems, offering the advantage to map out appropriately the different structural
configurations and conformations, whose dynamics possess similar energies. This averaged
description is important in order to reproduce specific characteristics, like the experimental
occurrence of a broadening of some features.
From the classical MD simulation we extracted the velocity autocorrelation function (VACF)
to derive vibrational spectra. Whereas, From DFT-based isolated-molecule and periodic sim-
ulations, these were obtained from normal modes and phonon calculations, respectively. In
order to compare directly with the measured INS spectra, the calculated partial vibrational
contributions of the different atoms were neutron weighted.36 In addition to estimating the
fundamental vibrational transition, higher harmonics as well as phonon wings were also
calculated (Figure 10b), to better reproduce and describe the measured INS spectra using
IN1-Lagrange.
Figure 10a shows that the DFT-based molecular, Γ-point, approach reproduces reasonably
well the intra-molecular modes (high energy regime). It is found to be a quick and efficient
method to qualitatively describe the molecular internal modes (Figure 11). However, this
isolated molecule approximation does not include the lattice or external degrees-of-freedom,
thus not accounting for a possible coupling of the internal molecular modes with external lat-
tice modes, or any eventual short distance, inter-molecular, interaction, i.e. modes coupling
or interplay between molecules within the same unit cell. The latter, termed as correlation
field splitting, can in principle be studied as a marker for crystallinity of a sample. DFT-
based periodic approach allows to correct some of those issues and the main improvement
while comparing with INS spectra (Figure 11) occurs in the mid-energy range when the
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molecular modes are couple with nearby molecules. However, this approach still suffer from
the fact that the calculation is done on one possible conformation of the molecule and that
this conformation is repeated using periodic boundary conditions. Finally, MD simulations
allow to probe the evolution of various conformations in time in the solid-state, leading to an
improvement of the low-energy range where the broad peak around 100 cm−1 is reproduced
(Figure 11). However, MD does not describe well the high-energy range largely because
it relies on a classical description (simple oscillators) of all the degrees-of-freedom of the
molecules. Note that the MD crystalline model does not reproduce the small features ob-
served at low energy but the periodic DFT approach gives an insight into these features.
Thus, by using a combination of these methods, we can describe the entire energy range of
the spectra.
Indeed, basically all our DFT computational approaches reproduce well the intra-molecular
high-energy region (from ∼ 800 cm−1 and from ∼ 500 cm−1 for for the protonated and
deuterated samples, respectively) of the spectra of both protonated and deuterated poly-
mers (Figure 11a and Figure 11b). The lower energy-range is more complex due to the
occurrence of inter-molecular coupling and impact of the environment and some features
such as the low-energy peak (< 170 cm−1) is best reproduced by MD simulation with a clear
shift to lower energies and a narrowing of the peak with deuteration (Figure 11a and Figure
11b). The peak between 170 cm−1 to ∼ 500 cm−1, especially the peak at 250 cm−1 for the
protonated samples are relatively well reproduced by the periodic DFT approach, although
the smaller peaks in the region between ∼ 400 cm−1 to ∼ 500 cm−1 are also captured by MD
simulations, highlighting the importance of averaging over a large number of conformations.
The model calculations help to shed some light on the averaged picture behind the subtle
differences observed from the INS measurements between RR-P3HT and RRa-P3HT. For
the protonated calculations, the high-energy modes are more defined for h-RR-P3HT in both
DFT approaches. The intensity of the C-S-C deformation mode at ∼ 730 cm−1 with respect
to the intensity of higher-energies mode is better captured by the periodic approach though.
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The calculated peak at ∼ 820 cm−1 in the case of h-RR-P3HT is shifted to 800 cm−1 when
calculating h-RRa-P3HT, and is assigned to modes predominantly linked with the backbones.
The molecular approach seems to reproduce better the broadening of the peaks at energies
higher than 900 cm−1, especially the more intense features at ∼ 1000 cm−1 in h-RR-P3HT
is reproduced. We assign the latter to mode coupling between the thiophene ring modes and
the side chains modes. At lower energies, the features below 150 cm−1 and at 235 cm−1 are
well reproduced by the MD calculations and the periodic DFT approach, respectively. The
150 cm−1 is not affected by regio-regularity nor by the choice of the models (amorphous or
crystalline) in line with the INS measurements. Although the energy range above 170 cm−1
is better described by the periodic DFT approach, the features at 450-500 cm−1 calculated
by MD are shifted towards lower energies for the crystalline model, and similar changes
are observed in the INS measurements pointing towards the impact of crystallinity in this
energy region. Concerning the high-energy modes in the deuterated calculations, the main
differences between RR-P3HT and RRa-P3HT can be observed around 550, 650 and 800
cm−1, where the peaks are more intense for d-RR-P3HT. The first two peaks are assigned
to coupling between thiophene modes and side chains modes. The last peak is calculated
at 820 cm−1 for h-RR-P3HT is shifted to 800 cm−1 for calculations on h-RRa-P3HT, and is
assigned to modes predominantly linked with the backbones. Note we see the same in the
protonated samples. The coupling between modes involving both thiophenes and side chains
are calculated for the deuterated samples at lower energies (∼ 400 cm−1) than the proto-
nated samples as these modes involved directly the hydrogens/deuteriums and are therefore
directly impacted by the mass effect, although to a lesser extend than the C-H stretch. At
lower energies, the MD calculations reproduce well the broad peak below 170 cm−1, and the
peak around 170 cm−1 is well reproduced by the DFT with the periodic approach. The main
differences between d-RR-P3HT and d-RRa-P3HT in the low-energy range occurs at 250,
300, 350 and 390 cm−1 where the peaks are broader for d-RRa-P3HT in the periodic DFT
calculations. These peaks are also present in the MD calculations and are more intense for
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the crystalline model, which is in good agreement with the INS measurements.
To summarise, the effect of regio-regularity on the vibrational spectra is not pronounced
experimentally. Deuteration highlights better some subtle differences. The MD simulations
show no noticeable effect of regioregularity, in line with the INS measurements, hence pro-
viding a further support of the closely similar averaged conformational motions of both RR
and RRa P3HT. Focusing on specific conformational models helps to better spot differences,
especially these are well pronounced in the low-energy region, where the lattice and inter-
molecular degrees-of-freedom are dominating. The lattice component is not present in the
isolated molecule approach, and allows to see that periodic calculations, including the lattice
part, lead to a better monitoring of the different phases of the polymer. However, subtle
changes in conformation are assigned to changes in intra-molecular modes at higher energies
i.e. peaks around 800 cm1 assigned to modes linked with the backbones as well as peaks
around 1000 cm1 for the protonated samples and around 600 cm1 for the deuterated samples
that are assigned to coupling between thiophene and side chains modes. Therefore, the use
of these different computational approaches, in a complementary way, are essential to un-
derstand the complex phase-averaged dynamical behavior of the studied conjugated polymer.
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(a) (b)
(c) (d)
(e) (f)
Figure 11: INS spectra measured using IN6, at 250K, and IN1-Lagrange, at 10K of (a) h-
RR-P3HT and d-RR-P3HT, (c) h-RR-P3HT and h-RRa-P3HT and, (d) d-RR-P3HT and
d-RRa-P3HT. Calculated INS spectra from relaxed 8-mers model using DFT-based peri-
odic and isolated molecular approaches, as well as classical MD simulations performed on
crystalline and amorphous boxes of (b) h-RR-P3HT and d-RR-P3HT, (e) h-RR-P3HT and
h-RRa-P3HT and, (f) d-RR-P3HT and d-RRa-P3HT. The presentation of the energy range
is restricted to show the low-energy external lattice modes, in the case of the MD simula-
tion, followed by the high-energy range of the internal molecular modes, in the case of the
molecular simulations. 37
Conclusions
We have fully mapped out the structural dynamics of RR-P3HT on a length scale up to 10s
of A˚, and on the femtosecond to nanosecond time scale. We used a combination of elastic
and spectroscopic neutron scattering techniques, and we went a step further with respect
to previously reported works in the literature, which were focused on using neutron spec-
troscopy to predominantly study incoherent self-relaxations and vibrations. Presently, by
using deuteration, we gained access to the collective motions and coherent lattice vibrations
of the polymers. Thus, we were able to link directly structural features probed by neutron
diffraction, mainly the pi − pi stacking and lamellar stacking, with different dynamics.
Quasi-elastic neutron scattering (QENS) evidenced different slow collective dynamics on an
extended picosecond-nanosecond timescale, associated to the pi − pi stacking and lamellar
stacking. On the picosecond timescale, no differences in terms of self-motions were observed
between RR-P3HT and RRa-P3HT. On the other hand, small differences in terms of collec-
tive motions were observed, especially for the low Q-values where diffraction features were
observed only for RR-P3HT.
Inelastic neutron scattering (INS) allowed to bridge the gap between molecular conforma-
tions and microstructure. Only small differences are observed between h-RR-P3HT and
h-RRa-P3HT, and we ascribed them to a slight increase in backbone planarity, and hexyl
side chains ordering in the crystalline phase of h-RR-P3HT. The large differences observed
between d-RR-P3HT and d-RRa-P3HT were assigned to hydrogen defects present on the
backbones, hence highlighting the robustness of partial deuteration. Comparing INS with
available Raman and IR spectra from the literature,37–39 it can be emphasized that the in-
tense Raman peak around 1460 cm−1 (C=C stretch) is linked with pi-electrons delocalization,
as it is not observed in the INS spectra of deuterated P3HT. This strengthens further the ad-
equacy of the use of the INS technique as to also complement efficiently optical spectroscopy
techniques like Raman and IR, especially when dealing with semiconducting materials.
In order to disentangle coherent and incoherent contributions to the measured neutron scat-
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tering spectra, as well as to study the various phases of RR-P3HT, we made various crys-
talline and amorphous models of RR-P3HT and RRa-P3HT, and used a combination of
classical MD simulations and DFT-based quantum chemical calculations. The diffraction
patterns as well as the slow relaxations calculated from the relaxed crystalline and amor-
phous MD models were in a good agreement with the measurements. The simulations
point towards small differences on a length scale related to the pi − pi stacking, and on the
picosecond-nanosecond time scale between amorphous RR-P3HT and RRa-P3HT, as RR-
P3HT chains seems to exhibit a preferred orientation, and the dihedral distribution between
the monomers is different, resulting in a slightly larger radius of gyration for RRa-P3HT.
These small changes of conformations are captured by the INS measurements and can to
some extent be captured by quantum chemical calculations. Molecular quantum chemical
(QC) calculations give accurate reproduction of the internal modes at high energies, where
we found that stretching and bending modes are dominating. In the mid-energy range,
periodic QC calculations produced a broadening of the peaks obtained using the isolated
molecule QC approximation. These vibrational bands are predominantly associated with
coupled modes between side chains and monomers, as well as between adjacent monomers
along the backbone (intra-chain) or between nearby chains (inter-chain). The lowest energy
part of the spectra is best reproduced by MD simulations, although no noticeable differences
are observed between the different models, and the features linked with crystallinity could
not be reproduced. The combined neutron-based experimental and multi-computational ap-
proaches were found to complement synergistically each other, by covering appropriately
different length scales and time scales, and by describing adequately the different phases and
energy landscapes of RR-P3HT and RR-P3HT.
We conclude that microscopically - via diffraction measurements and by probing slow relax-
ations - RRa-P3HT is a good approximation for the amorphous phase of RR-P3HT, although
at the molecular level - via molecular vibrations and vibrational coupling - some differences
between regio-regular and regio-random P3HT are observed even in the amorphous phase.
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Experimental
Sample preparation
h-RR-P3HT was obtained from Merck Chemicals and h-RRa-P3HT was obtained from
Sigma-Aldrich. d-RR-P3HT was synthesized as previously described,13 while d-RRa-P3HT
was synthesized by an iron(III) chloride mediated oxidative polymerisation of 4-d1-3-d13-
hexylthiophene in chloroform at room temperature as further detailed in the Supporting
Information.
The molecular weights, polydispersities and regioregularities are summarised in Table 2.
Regioregularities of deuterated polymers were estimated from 1H-NMR analysis of hydro-
genated polymers synthesized under identical conditions as further detailed in the Supporting
Information.
The as-received materials were dissolved in chloroform (40mg/mL) and drop-cast on a glass
slide on a hot plate at 60C for an hour. The drop-cast films were then scratched from the
glass substrates and stacked in aluminum. Each measured samples were about 400 mg.
Neutron Diffraction
Neutron diffraction on the scratched drop-cast films was performed using the D16 diffrac-
tometer at the Institut Laue Langevin (ILL) in France. A neutron incident wavelength of
4.52 A˚ with a wavelength spread of ∆λ/λ = 0.01 was selected to ensure a good compromise
between d-spacing range and angular resolution. The beam was collimated by a pair of slits
fitting the beam size on the sample and reducing the background. The sample was loaded in
a sealed Vanadium cell. The diffracted beam was measured over an angular range of 2-120◦
to have a q range of 0.04 2.4 A˚−1. The neutron data were corrected for the empty cell,
the ambient room background and the non-uniform detector response, and the transmission
and the thickness of the sample were also taken into account. The scattering intensity were
normalized in absolute unit with a standard calibration.
40
Quasielastic Neutron Scattering
The QENS measurements on hydrogenated and deuterated RR and RRa P3HT (prepared as
described above) were performed on the direct geometry cold neutron, time-of-flight, time-
focusing spectrometer IN6, and on the backscattering spectrometer IN16B, at the Institut
Laue Langevin (Grenoble, France). A small sample thickness of 0.2 mm was used, as it is
relevant to the minimization of effects like multiple scattering and absorption.
On IN6, data were collected at 250, 300 and 360 K, in such way to cover suitably the glass
transition temperature region of the polymer. An incident neutron wavelength λi = 5.12
A˚(Ei = 3.12 meV) was used, offering an energy resolution at the elastic line of ∼ 0.07 meV.
Standard corrections including detector efficiency calibration and background subtraction
were performed. A standard vanadium sample was used to calibrate the detectors and for
an instrumental resolution purpose. The data analysis was done using ILL software tools.
At the used wavelength, the IN6 angular detector coverage (∼ 10-114◦) corresponds to a
Q-range of ∼ 0.2-2.1 A˚−1. Different data sets were extracted either by performing a full Q-
average in the (Q,E) space to get the scattering function S(E,T), or by considering Q-slices
to study the S(Q,E,T).
On IN16B, the standard configuration with Si(111) backscattering crystals was applied. A
neutron incident wavelength of 6.271 A˚was used, with an energy resolution of ∼ 0.7 µeV,
and Q-range ∼ 0.2 - 2 A˚−1. Elastic fixed window scans followed by inelastic scans, at 2 µeV,
were performed.
The QENS measurements were extended to probe directly the time domain, in the ns range,
on the neutron spin-echo spectrometer IN11. The IN11C 30◦ detector option was used, with
a neutron incident wavelength of 5.5 A˚. The instrumental resolution was measured at the
base temperature of about 2 K.
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Vibrational Neutron Spectroscopy
The neutron vibrational spectra presented in this work were obtained using both IN6 and
IN1-Lagrange spectrometers (Institut Laue-Langevin, Grenoble).
On IN6, the INS spectra were collected up to 100 meV in the up-scattering, neutron energy-
gain mode, at 250, 300 and 360 K, in the same way and under the same conditions as the
QENS measurements, described above. The Q-averaged, one-phonon generalized phonon
density of states (GDOS),36 g(n)(E), was obtained using the incoherent approximation.40,41
In the incoherent, one-phonon approximation, g(n)(E) is related to the measured scattering
function S(Q,E) from INS by,
g(n)(E) = A
〈e2W (Q)
Q2
E
n(E, T ) + 1
2
± 1
2
〉
(9)
g(n)(E) = B
∑
i
(4pib2i
mi
)
xigi(E) (10)
where A and B are normalisation constant. The + or - signs correspond to neutron
energy loss or gain respectively. 2W(Q) is the Debye-Waller factor, and n(E,T) is the thermal
occupation factor equal to [exp( E
kBT
−1)]−1. The bra-kets indicate an average over the whole
Q-range [28]. The neutron scattering length, mass, atomic fraction, and partial density
of states of the ith atom in the unit cell are expressed in terms of bi, mi, xi, and gi(E),
respectively. The weighting factors for various atoms in the units of barns.amu−1 are:42 H:
81.37, D: 3.8, C: 0.46 and S: 0.032.
On the hot-neutron, inverted geometry spectrometer IN1-Lagrange, spectra were collected in
the down-scattering, neutron energy-less mode at 10 K, with the fixed final analyzers energy
of 4.5 meV. The incident energy was varied in a stepwise manner via Bragg scattering from
copper or silicon monochromator crystals. In this work, using the doubly focused Cu(220)
monochromator setting, the incident energy was ∼ 210 - 3500 cm−1, leading after subtraction
of the fixed final energy value (4.5 meV) to an accessible energy transfer range of ∼ 180 -
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3500 cm−1. The low-energy part of the spectra was probed using the Si(111) and Si(311)
monochromator settings, allowing to probe an energy transfer range up to 200 cm−1.
Molecular Dynamics Simulations
MD simulations were performed using Gromacs-5.1.4 package,43–49 where a leapfrog algo-
rithm was adopted. Periodic boundary conditions are applied in all directions. The Particle-
mesh Ewald (PME) method is used for the electrostatic. Depending on the ensemble NVT
or NPT, we used a velocity-rescaling thermostat50(varying temperature, time constant 0.1
ps for equilibration and 0.5 ps for collection runs) and a Berendsen barostat (1 bar, com-
pressibility 4.5.10−5bar−1, time constant 5 ps for equilibration and 2 ps for collection runs),
respectively. We used the P3HT force field developed by Moreno et al.51 100 chains of 20-
mers RRa-P3HT were build with each dimer configuration chosen randomly according to
the experimental regioregularity. The crystalline samples of RR-P3HT was build following
the protocol explained in reference52 in a 10x10 supercell. The energy was minimised using
the steepest descent algorithm; through energy minimisation using the steepest descent al-
gorithm the convergence criterion was set such that the maximum force is smaller than 10
kJ.mol−1.nm−1. The temperature was stabilized by a NVT run for 5 ns and the pressure was
stabilized by a NPT run for 50 ns. The amorphous samples were prepared from the melt as
follow:
• 100 chains were loosely and randomly packed using Packmol53
• the structures are relaxed through energy minimisation using the steepest descent
algorithm. The convergence criterion was set such that the maximum force is smaller
than 10 kJ.mol−1.nm−1.
• NVT run at T=600K for 5 ns
• NPT run at T=600K and P=1bar for 50 ns
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• NPT run at T=550K and P=1bar for 50 ns
• NPT run at T=500K and P=1bar for 50 ns
• ...
• NPT run at T=250K and P=1bar for 50 ns
• NPT run at T=200K and P=1bar for 50 ns
The size of the final boxes were checked to be larger than the length of an elongated 20mers
of P3HT (about 7 nm) plus the cut-off radius used for the van der Waals forces (1.2 nm).
For all the samples (crystalline or amorphous), a collection run was produced in NPT for 15
ns, and only the last 10 ns were used for the analysis.
The partial atomistic density of states were extracted from the MD by performing a FT of
the velocity autocorrelation function (VACF), which were subsequently neutron-weighted36
to compare with the INS data.
Quantum Chemical Molecular and Periodic Calculations
Both DFT-based isolated molecule and periodic quantum chemical calculations were per-
formed, using Gaussian 1654 and Castep,55 respectively, on different protonated and deuter-
ated model structures of P3HT.
The model calculation in Gaussian consisted in applying the combined functional/basis-set
b3lyp/6-311g(d,p)56 for the geometry optimization and the subsequent frequency and nor-
mal modes calculations.
Periodic calculations in Castep were performed using the plane-wave, norm-conserving57
pseudopotentials, with a reciprocal space representation, within the generalized gradient
approximation (GGA). The GGA was formulated by the Perdew-Burke-Ernzerhof (PBE)
density functional.58 The Tkatchenko-Scheffler scheme59 was used to approximate a van der
Waals dispersion correction. The break conditions for the self-consistent field (SCF) and
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ionic loops, for the relaxation of the atomic coordinates, were set to 10−6 eV and 10−2 eV/A˚,
respectively. Phonon spectra were calculated within the framework of the linear response,
density-functional perturbation theory.60
The simulated vibrational quantities, in terms the modes and their associated frequencies,
were subsequently processed using aClimax61 to facilitate a direct comparison with the mea-
sured INS spectra.
Acknowledgement
The ILL is acknowledged for beamtime allocation on the spectrometers IN1-Lagrange, IN6,
IN11 and IN16B, and on the diffractometer D16. A. A. Y. G. acknowledges EPSRC for the
award of an EPSRC Postdoctoral Fellowship (EP/P00928X/1). J.N. acknowledges EPSRC
for the grants EP/P005543/1, EP/K029843/1, and EP/J017361/1.
Supporting Information Available
Synthesis procedure of h-RRa-P3HT and d-RRa-P3HT and associated NMR characteriza-
tion. Quantitative NMR, XRay and UV-VIs absorption of all the samples. SANS data
from D16, Q-dependent QENS data of IN6, fitting parameters of IN6 data, elastic and
inelastic window scans from IN16B, EISF from IN11. Models of MD simulations. End-to-
end distances, radius of gyrations, dihedral distributions as extracted from MD. Models for
molecular and periodic DFT calculations.
References
(1) Clark, J.; Silva, C.; Friend, R. H.; Spano, F. C. Physical Review Letters 2007, 98,
206406 .
(2) Shuai, Z.; Geng, H.; Xu, W.; Liao, Y.; Andre´, J. M. Chemical Society Reviews 2014,
43, 2662–2679 .
45
(3) Barbara, P. F.; Meyer, T. J.; Ratner, M. A. Journal of Physical Chemistry 1996, 100,
13148–13168 .
(4) Falke, S. M.; Rozzi, C. A.; Brida, D.; Maiuri, M.; Amato, M.; Sommer, E.; De Sio, A.;
Rubio, A.; Cerullo, G.; Molinari, E.; Lienau, C. Science 2014, 344, 1001–1005 .
(5) Nelson, T.; Fernandez-Alberti, S.; Roitberg, A. E.; Tretiak, S. Journal of Physical
Chemistry Letters 2017, 8, 3020–3031 .
(6) Oberhofer, H.; Reuter, K.; Blumberger, J. Chemical Reviews 2017, 117, 10319–10357 .
(7) De Sio, A.; Lienau, C. Physical Chemistry Chemical Physics 2017, 19, 18813–18830.
(8) Guilbert, A.; Urbina, A.; Abad, J.; Dı´az-Paniagua, C.; Batalla´n, F.; Seydel, T.;
Zbiri, M.; Garc´ıa-Sakai, V.; Nelson, J. Chemistry of Materials 2015, 27, 7652–7661
.
(9) Jackson, N. E.; Chen, L. X.; Ratner, M. A. Proceedings of the National Academy of
Sciences 2016, 113, 8595–8600 .
(10) Bertho, S.; Janssen, G.; Cleij, T. J.; Conings, B.; Moons, W.; Gadisa, A.; D’Haen, J.;
Goovaerts, E.; Lutsen, L.; Manca, J.; Vanderzande, D. Solar Energy Materials and
Solar Cells 2008, 92, 753–760 .
(11) Brown, P. J.; Thomas, D. S.; Ko¨hler, A.; Wilson, J. S.; Kim, J.-S.; Ramsdale, C. M.;
Sirringhaus, H.; Friend, R. H. Physical Review B 2003, 67, 064203.
(12) Sirringhaus, H.; Brown, P. J.; Friend, R. H.; Nielsen, M. M.; Bechgaard, K.; Langeveld-
Voss, B. M. W.; Spiering, A. J. H.; Janssen, R. A. J.; Meijer, E. W.; Herwig, P.;
de Leeuw, D. M. Nature 1999, 401, 685–688.
(13) Guilbert, A. A. Y.; Zbiri, M.; Jenart, M. V. C.; Nielsen, C. B.; Nelson, J. The Journal
of Physical Chemistry Letters 2016, 7, 2252–2257.
46
(14) Guilbert, A. A. Y.; Zbiri, M.; Dunbar, A. D. F.; Nelson, J. The Journal of Physical
Chemistry B 2017, 121, 9073–9080 .
(15) Zheng, Z.; Tummala, N. R.; Wang, T.; Coropceanu, V.; Bre´das, J. L. Advanced Energy
Materials 2019, 9, 1803926 .
(16) Huang, Y.; Cheng, H.; Han, C. C. Macromolecules 2010, 43, 10031–10037.
(17) McCulloch, B.; Ho, V.; Hoarfrost, M.; Stanley, C.; Do, C.; Heller, W. T.; Segal-
man, R. A. Macromolecules 2013, 46, 1899–1907 .
(18) Li, Y.-C.; Chen, C.-Y.; Chang, Y.-x.; Chuang, P.-Y.; Chen, J.-h.; Chen, H.-L.; Hsu, C.-
s.; Ivanov, V. A.; Khalatur, P. G.; Chen, S.-A. Langmuir : the ACS journal of surfaces
and colloids 2009, 25, 4668–77 .
(19) Sobkowicz, M. J.; Jones, R. L.; Kline, R. J.; DeLongchamp, D. M. Macromolecules
2012, 45, 1046–1055 .
(20) Newbloom, G. M.; Kim, F. S.; Jenekhe, S. A.; Pozzo, D. C. Macromolecules 2011, 44,
3801–3809.
(21) Yin, W.; Dadmun, M. ACS Nano 2011, 5, 4756–4768 .
(22) Olds, D. P.; Duxbury, P. M.; Kiel, J. W.; MacKay, M. E. Physical Review E - Statistical,
Nonlinear, and Soft Matter Physics 2012, 86, 061803.
(23) Etampawala, T.; Ratnaweera, D.; Morgan, B.; Diallo, S.; Mamontov, E.; Dadmun, M.
Polymer 2015, 61, 155–162 .
(24) Paterno`, G. M.; Stewart, J. R.; Wildes, A.; Cacialli, F.; Sakai, V. G. Polymer 2016,
105, 407–413 .
(25) Paterno´, G.; Cacialli, F.; Garc´ıa-Sakai, V. Chemical Physics 2013, 427, 142–146 .
47
(26) Zhan, P.; Zhang, W.; Jacobs, I. E.; Nisson, D. M.; Xie, R.; Weissen, A. R.; Colby, R. H.;
Moule´, A. J.; Milner, S. T.; Maranas, J. K.; Gomez, E. D. Journal of Polymer Science
Part B: Polymer Physics 2018, 56, 1193–1202.
(27) Wolf, C. M.; Kanekal, K. H.; Yimer, Y. Y.; Tyagi, M.; Omar-Diallo, S.; Pakhnyuk, V.;
Luscombe, C. K.; Pfaendtner, J.; Pozzo, L. D. Soft Matter 2019.
(28) Van Eijck, L.; Siebbeles, L. D.; Grozema, F. C.; De Schepper, I. M.; Kearley, G. J.
Applied Physics A: Materials Science and Processing 2002, 74, S496–S498.
(29) Harrelson, T. F.; Cheng, Y. Q.; Li, J.; Jacobs, I. E.; Ramirez-Cuesta, A. J.; Faller, R.;
Moule´, A. J. Macromolecules 2017, 50, 2424–2435.
(30) Cavaye, H. Angewandte Chemie International Edition 2019, 58, 2–11.
(31) Shao, M.; Keum, J.; Chen, J.; He, Y.; Chen, W.; Browning, J. F.; Jakowski, J.;
Sumpter, B. G.; Ivanov, I. N.; Ma, Y. Z.; Rouleau, C. M.; Smith, S. C.; Geohegan, D. B.;
Hong, K.; Xiao, K. Nature Communications 2014, 5, 3180.
(32) Kayunkid, N.; Uttiya, S.; Brinkmann, M. Macromolecules 2010, 43, 4961–4967.
(33) Shen, X.; Hu, W.; Russell, T. P. Macromolecules 2016, 49, 4501–4509.
(34) Debye, P. Annalen der Physik 1915, 351, 809–823 .
(35) Richter, D.; Monkenbusch, M.; Arbe, A.; Colmenero, J. Neutron Spin Echo in Polymer
Systems ; Springer Berlin Heidelberg: Berlin, Heidelberg, 2005 .
(36) The measured vibrational spectrum from INS is called a generalized density of states
(GDOS). In contrast to the vibrational density of states,62 the GDOS involves a weight-
ing of the scatterers (ions) with their scattering powers σ/M.
(37) Brambilla, L.; Tommasini, M.; Botiz, I.; Rahimi, K.; Agumba, J. O.; Stingelin, N.;
Zerbi, G. Macromolecules 2014, 47, 6730–6739.
48
(38) Tsoi, W. C.; James, D. T.; Kim, J. S.; Nicholson, P. G.; Murphy, C. E.; Bradley, D.
D. C.; Nelson, J.; Kim, J.-S. Journal of the American Chemical Society 2011, 133,
9834–9843 .
(39) Brambilla, L.; Capel Ferro´n, C.; Tommasini, M.; Hong, K.; Lo´pez Navarrete, J.;
Herna´ndez, V.; Zerbi, G. Journal of Raman Spectroscopy 2018, 49, 569–580 .
(40) Carpenter, J. M.; Price, D. L. Phys. Rev. Lett. 1985, 54, 441–443.
(41) Price, D. L.; Skold, K. Neutron Scattering ; Academic Press, Orlando, 1986.
(42) Dianoux, A. J.; Lander, G. Neutron Data Booklet ; Institut Laue-Langevin, Grenoble,
France, 2002.
(43) Berendsen, H.; van der Spoel, D.; van Drunen, R. Computer Physics Communications
1995, 91, 43–56 .
(44) Lindahl, E.; Hess, B.; van der Spoel, D. Journal of Molecular Modeling 2001, 7, 306–
317.
(45) Van Der Spoel, D.; Lindahl, E.; Hess, B.; Groenhof, G.; Mark, A. E.; Berendsen, H.
J. C. Journal of Computational Chemistry 2005, 26, 1701–1718.
(46) Hess, B.; Kutzner, C.; van der Spoel, D.; Lindahl, E. 2008, 4, 435–447.
(47) Pronk, S.; Pa´ll, S.; Schulz, R.; Larsson, P.; Bjelkmar, P.; Apostolov, R.; Shirts, M. R.;
Smith, J. C.; Kasson, P. M.; van der Spoel, D.; Hess, B.; Lindahl, E. Bioinformatics
2013, 29, 845–854.
(48) Pa´ll, S.; Abraham, M. J.; Kutzner, C.; Hess, B.; Lindahl, E. Tackling Exascale Soft-
ware Challenges in Molecular Dynamics Simulations with GROMACS ; Springer, Cham,
2015; pp 3–27 .
49
(49) Abraham, M. J.; Murtola, T.; Schulz, R.; Pa´ll, S.; Smith, J. C.; Hess, B.; Lindahl, E.
SoftwareX 2015, 1-2, 19–25 .
(50) Bussi, G.; Donadio, D.; Parrinello, M. Journal of Chemical Physics 2007, 126, 014101.
(51) Moreno, M.; Casalegno, M.; Raos, G.; Meille, S. V.; Po, R. The journal of physical
chemistry. B 2010, 114, 1591–602 .
(52) Poelking, C.; Daoulas, K.; Troisi, A.; Andrienko, D. 2014, 1–42 .
(53) Mart´ınez, L.; Andrade, R.; Birgin, E. G.; Mart´ınez, J. M. Journal of Computational
Chemistry 2009, 30, 2157–2164.
(54) Frisch, M. J. et al. Gaussian16 Revision A.03. 2016.
(55) Clark, S. J.; Segall, M. D.; Pickard, C. J.; Hasnip, P. J.; Probert, M. I. J.; Refson, K.;
Payne, M. C. Zeitschrift fu¨r Kristallographie - Crystalline Materials 2005, 220, 567–570
.
(56) Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J. J. Phys. Chem. 1994,
98, 11623–11627.
(57) Hamann, D. R.; Schlu¨ter, M.; Chiang, C. Phys. Rev. Lett. 1979, 43, 1494–1497 .
(58) Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1996, 77, 3865–3868.
(59) Tkatchenko, A.; Scheffler, M. Phys. Rev. Lett. 2009, 102, 073005.
(60) Baroni, S.; de Gironcoli, S.; Dal Corso, A.; Giannozzi, P. Rev. Mod. Phys. 2001, 73,
515–562 .
(61) Ramirez-Cuesta, A. J. Computer Physics Communications 2004, 157, 226 – 238.
(62) Taraskin, S. N.; Elliott, S. R. Phys. Rev. B 1997, 55, 117–123.
50
