Introduction
Protein-DNA binding plays a key role in both gene regulation -through highly specific transcription factor-DNA interactions -and in chromatin organization, through the largely non-specific interactions of histones and other architectural proteins with DNA. 1 This biological importance has inspired the rapid expansion in structural knowledge of protein-DNA binding, derived from X-ray crystallographic and NMR spectroscopic data, 2 the first crystal structures of protein-DNA complexes were solved. 3, 4 Several comprehensive reviews have summarized the experimental structural data on protein-DNA complexes. 1, [5] [6] [7] [8] [9] [10] While many of these reviews concentrated on the structure of the protein in the complex, others have examined the importance of DNA structure. [11] [12] [13] [14] For several decades, the complementarity between both the shape and the electrostatic surface potential of the binding partners has been noted, 15, 16 but the influence of the structure of DNA on its electrostatic surface potential has only recently been discovered. Regions with a narrow minor groove are associated with enhanced negative electrostatic potential and greater numbers of bound arginines. 17 Therefore, to thoroughly understand protein-DNA binding both partners need to be examined in conjunction, rather than in isolation. This chapter extends the approach presented in an earlier review 1 and examines the roles of shape and electrostatic complementarity in protein-DNA complexes.
Shape and Electrostatic Complementarity
Globular DNA-binding domains of proteins usually have a convex shape complementary to the concave shape of the DNA major groove, and specific protein residues on the protein surface form hydrogen bonds with DNA bases. In addition to those major groove contacts, the protein often 'hugs' the DNA, forming hydrogen bonds and salt bridges with the phosphodiester backbone, and uses flexible linkers and tails to form contacts between protein residues and the minor groove. 17, 18 Proteins and DNA adopt complementary shapes to optimize the contacts between both partners. For example, the sequencedependent shape of a transcription factor-DNA binding site optimizes its contacts with the protein. 17 The ability of DNA to adopt complementary shapes is assisted by the remarkable flexibility of the double helix. 2 DNA can, for instance, wrap around histone octamers and form nucleosomes, which are the basic building blocks of chromatin fibers. 19, 20 The complementary shapes of proteins and DNA are therefore ostensibly important for binding, but this observation must be explained by reference to the underlying forces, such as electrostatic, van der Waals, and hydrophobic forces, that stabilize these complexes. The enrichment of the two basic side chains, arginine and lysine, among the residues contacting DNA 17 causes the binding interfaces of DNA-binding proteins to be predominantly positively charged. On the other hand, DNA is a polyanion with a negative net charge. 21 This negative charge is primarily located on the phosphate groups, which contain the bulk of the charge, while the deoxyribose moieties slightly counter this negative charge and provide an opportunity for hydrophobic interactions in addition to the hydrophobic functional groups of the bases, such as the thymine methyl group.
Although most research has examined shape and electrostatic complementarity in isolation, recent studies have revealed that they are actually closely related. 17 The shape of the dielectric boundary between the low dielectric medium within the protein or DNA molecule and the high dielectric medium of the solvent enhances differences in electrostatic potential. 22 This effect was previously observed for cavities, first for the enzyme superoxide dismutase 23 and later for transfer RNA, 24 but it was only recently shown to play an important role for the enhancement of negative electrostatic potential in the narrow minor groove. 17 Emphasizing this connection between DNA shape and electrostatic potential and illustrating its role in protein-DNA binding is a goal of this book chapter.
Biological Examples for Shape and Electrostatic
Complementarity in Protein-DNA Complexes A thorough understanding of how shape and electrostatic potential control specificity in protein-DNA binding is expected to provide insights into many biological processes. Transcription factors, for example, differentiate between their in vivo DNA binding sites and similar sequences with high precision to activate their target genes. Hox proteins are such transcription factors, which play an important role in the embryonic development across species. These are homeodomain proteins that bind as heterodimers in complex with a cofactor differentiating between very similar target sites. For the Drosophila Hox protein Scr (Sex combs reduced), it was shown that nuances in shape and electrostatic potential of its specific DNA target site are recognized through minor groove contacts, enhancing binding specificity. 18 A key arginine of the Scr protein is attracted by the shape and electrostatic potential in a specific region of the DNA, which is slightly altered in minor groove width as a function of base sequence. As a result, the additional arginine-minor groove contact, which is not observed when Scr binds to a Hox consensus site, enhances the interaction of Scr with its in vivo specificity site. 18 High-resolution electrostatic potential maps, provided in this book chapter, allow for the exploration of such subtle differences in the electrostatic potential and its effect on protein-DNA binding specificity.
An additional mechanism for DNA to adopt a complementary form to its binding partner is through the deviation from the Watson-Crick double helix through the formation of Hoogsteen base pairs, which effectively extends the four-letter genomic alphabet. 25 In the past, Hoogsteen base pairing has only been observed in complexes with strongly deformed DNA structures, such as complexes with the TATA box binding protein 26 and the integration host factor (IHF). 27 More recently, for the first time, a single Hoogsteen base pair occurred in the context of undistorted B-DNA in a MATa2-DNA complex. 28 Another example is the binding of the tumor suppressor p53 to its various response elements. High-resolution crystal structures have revealed that certain base pairs in the p53 binding site assume Watson-Crick geometry for one sequence 29 and Hoogsteen geometry for a slightly different sequence. 30 The different base-pairing geometry affects the shape of the DNA-binding site, its electrostatic potential and, in turn, the strength of key p53-DNA interactions. 30 
Base and Shape Readout
The terms direct and indirect readout were coined to describe one of the first crystal structures of a protein-DNA complex, the binding of the tryptophan (trp) repressor to DNA. 4 However, over time and usage, the original meanings of these terms have been expanded to the point where their utility is questionable. To better understand the thousands of available X-ray and NMR structures, 2 we propose to use the more precise terms base readout when a protein recognizes a particular base pair, and shape readout when a protein recognizes a particular DNA shape. 1 These terms appear to be more useful and can be further subdivided to capture various protein-DNA readout modes.
Electrostatic Features of DNA

B-DNA
Watson-Crick Base Pairs
The electrostatic features of B-DNA (Figure 3.1[b] , [e], [f]) are created both by the large negative potential surrounding the phosphate groups of the DNA backbone, which guarantee the overall negative potential on the molecular surface of DNA, and by sequence-dependent effects given by both the local base pair identity and conformation (Figure 3.2) . 31 A decomposition of electrostatic potential, based on the chemical groups forming a nucleotide, was previously used to dissect these different contributions. 17 The electrostatic potential contributions from phosphates, bases, and sugar moieties are additive only for solutions of the linear Poisson-Boltzmann equation (LPBE). While the law of superposition does not hold for solutions of the non-linear PoissonBoltzmann equation (NLPBE), the total potential still appears to be approximately the sum of these contributions. Examining the potential given only by the phosphate groups illustrates some of the electrostatic features of DNA. A further simplification is the model of formal charges where a charge of À0.5e is assigned to each of the two exocyclic phosphate oxygen atoms.
As can be seen from Figures 3.1(a-c), based on formal charges, the phosphate groups on the backbone of B-DNA create a negative potential in both the major and minor grooves of the DNA, but the potential in the minor groove is slightly more negative than that in the major groove because of the closer proximity of the phosphate groups, and, as will be discussed below, due to the shape of the dielectric boundary. 17 Although the minor groove has a more negative potential than the major groove, some debate remains about whether the minor groove has a more negative potential than the phosphate backbone itself. Clearly, the contribution to the potential in the minor groove by the phosphate groups is not sufficient to make the minor groove more negative than the phosphate groups. When the base pairs' contribution is added, some results have indicated that the minor groove is more negative than Figure 3 .1 Electrostatic potential at the solvent-excluded surface, computed with a probe radius of 1.4 Å , of three ideal DNA double helices (a-c) with a simplified charge distribution of formal charges where all charges on the DNA are set to zero except those on the O1P and O2P atoms, which were set to À0.5e, and four additional ideal DNA double helices (d-g) with an all-atom charge distribution based on the Amber94 force field. 136 The electrostatic potential surface maps were computed with the adaptive Cartesian grid (ACG) nonlinear Poisson-Boltzmann equation solver 57 and the ideal DNA structures are based on fiber diffraction data. The electrostatic potential for the DNA modeled with the all-atom charge model is colored from the most negative to the most positive and ranges from À5 kT/e to þ5 kT/e: yellow-red, negative; white, neutral; and bluegreen, positive. On the other hand, the electrostatic potential for the DNA modeled with the 'formal charge' model is colored from the most negative to neutral and ranges from À5 kT/e to 0 kT/e: yellow-red, negative; white, the phosphate groups, 32 and other results have not. 33 Potentially, this could be due to the use of different molecular mechanics force fields. For example, NLPBE calculations based on the Poltev et al. force field indicate that the potential on the phosphate backbone is stronger than the potential in the minor groove, 33 while the results presented here show a minor groove more negative than the phosphate backbone (Figure 3.1) . In a more recent study, it was shown that the focusing of field lines in the minor groove, due to the shape of the dielectric boundary, causes enhanced negative electrostatic potential in the center of the groove. 17 By removing the dielectric boundary, it was demonstrated that the position of the phosphate groups alone cannot explain this effect.
When the contributions of the bases and sugar moieties to the potential are added, sequence-dependent effects become apparent. For ideal B-DNA helices shown in Figures 3.1(e) and (f), the potential in the minor groove of the ATcontaining helix is about 0.5 kT/e more negative than in the GC helix. This change is caused by the presence of different electronegative and electropositive atoms in A/T and G/C base pairs, as is evident from Figures 3.2(c) and (f) where the potential at the minor groove edge of the G/C base pair is more positive than that at the minor groove edge of the A/T base pair, due to the presence of the electropositive amino N2 group of guanine and because A/T The electrostatic potential is colored from the most negative to the most positive and ranges from À2 kT/e to þ2 kT/e: yellow-red, negative; white, neutral; and bluegreen, positive. The glycosidic bonds of the bases are represented by black lines. These electrostatic potential surface maps were generated with an ACG-based nonlinear Poisson-Boltzmann equation solver. 57 The top three images show views of the electrostatic potentials on the major groove edges of the three base pairs, the middle three images are schematic representations of the three base pairs, and the bottom three images show views of the electrostatic potentials on the minor groove edges of the three base pairs.
base pairs typically are located in regions of narrower minor grooves than G/C base pairs. These electrostatic features of B-DNA have been observed in many previous studies. [34] [35] [36] [37] [38] In turn, the enhanced negative potential in the AT minor groove is associated with a higher incidence of bound metal ions, cationic protein side chains, and cationic drugs. 17, [39] [40] [41] The actual difference in potential between the minor groove of AT vs. GC-rich sequences varies based on the Poisson-Boltzmann solver used and was reported as 1-1.5 kT/e based on DelPhi calculations. 36 Many reasons can cause this difference in actual value, including the B-DNA model used, the definition of the molecular surface, and the location of the probe where the potential is measured. Importantly, however, the order of magnitude is similar and the electrostatic potential in the minor groove of AT-rich DNA is consistently more negative.
Sequence-dependent effects due to different functional groups at the base edges are also visible in the major groove of B-DNA, as seen in In AT sequences, they are created by the amino N6 and carbonyl O4 groups, and in GC sequences, they are created by the striking asymmetry in the electrostatic potential of the G/C base pair. The guanine of the G/C base pair is strongly negative, while the cytosine contains the electropositive N4 atom, leading to a positive electrostatic potential. This asymmetric potential is also biologically relevant, as studies have shown that metal ions and the cationic side chains of proteins preferentially bind the guanine of the G/C base pair, while small anionic inorganic species 42 (e.g. bisulfites) and anionic residues of proteins preferentially bind the cytosine. 43 Additionally, arginines select for guanines in the major groove through the formation of bidentate hydrogen bonds between their guanidinium group and the guanine. Such a bidentate hydrogen bond conveys a high degree of specificity and is, for instance, responsible for the conservation of both G/C base pairs in the CATG core element of the p53 binding site. 29, 30, 44 
Hoogsteen Base Pairs
Interestingly, not all protein-DNA complexes exclusively include canonical Watson-Crick base pairs. A few structures contain Hoogsteen base pairs, which provide an alternative hydrogen bonding geometry ( Figure 3 
.2[h]).
Although both A/T and G/C base pairs can assume a Hoogsteen conformation, A/T base pairs have been observed in several structures, like the TATA-box binding protein complex, 26 certain p53-DNA complexes, 30 complexes of DNA with intercalating drugs, and the MATa2-DNA complex, 28 while a Hoogsteen G/C base pair has only been observed in the DNA complex with polymerase iota. 45, 46 This difference in frequency probably arises from the necessity of protonating the cytosine base at its N3 position to form the G/C Hoogsteen base pair, while no similar modification is required to form the A/T Hoogsteen base pair. 47 Regardless, our discussion here will be restricted to the A/T Hoogsteen base pair because of its greater biological relevance.
Figures 3.2(d) and (g) indicate that the major groove of the A/T Hoogsteen base pair presents a similar electrostatic profile to that of the Watson-Crick A/T base pair but the N3 atom generates a negative patch of the adenine base facing the sugar moiety, which is not visible in the figure. As a consequence, the minor groove is significantly less negative ( Figure 3 .2[ i ]) because the electronegative N3 atom is no longer present. Since only a few structures have been identified yet with Hoogsteen A/T base pairs, more research is merited so as to determine whether this variation in electrostatic potential is employed in the specific recognition of Hoogsteen A/T base pairs.
One question that has been asked repeatedly in the study of Hoogsteen base pairs is whether these alternative conformations are induced by the presence of their binding partner or whether they co-exist transiently in solution and are identified by their binding partner. The current experimental evidence addressing this important question has provided different answers. For the MATa2-DNA complex, for example, no Hoogsteen base pairs were found in the unbound DNA. 28 A more recent NMR study, however, has found that unbound DNA containing certain base sequences, like CA and TA dinucleotides, can leave its Watson-Crick ground state and adopt Hoogsteen base pairing, at least transiently. 48 If unbound DNA does adopt Hoogsteen base pairing, then perhaps the differences in electrostatic potential noted above could play a role in recognition during the formation of protein-DNA complexes.
A-DNA
Although A-DNA is much less common than its B-form counterpart, A-DNA and its unique electrostatic properties appear to be important for the formation of certain protein-DNA complexes. 49 GC-rich DNA sequences can be induced to form A-DNA helices at low humidity, and GC-rich sequences have also been observed forming A-form or A/B intermediate conformations. 42, [50] [51] [52] Apparently, the existence of local A-DNA regions is vital for the formation of certain protein-DNA complexes.
1 Since A-DNA typically contains Watson-Crick base pairs, in analogy to B-DNA, the differences in its electrostatic potential are primarily due to the different locations of the phosphate groups and the different shape of both grooves. While in B-DNA the minor groove is narrow and the major groove is wide, in A-DNA the major groove is extremely narrow and the minor groove is very wide and shallow. 1 This larger asymmetry in groove size brings the phosphate groups much closer together and the shape of the dielectric boundary causes a strong electrostatic focusing effect, which in turn generates a strong negative potential in the major groove (Figures 3.1[a] and [d] ). On the other hand, the minor groove almost becomes a flattened surface, and parts of the minor groove are so far removed from the phosphates that they even display regions with neutral or positive electrostatic potential. Apparently, the very negative potential in the major groove of A-DNA is associated with a higher density of bound cations, as X-ray studies have demonstrated that both magnesium and cobalt hexamine often occur in large quantities within the major groove, in some cases bridging the phosphate groups of both DNA strands across the major groove. [53] [54] [55] These observations agree with other computational studies, 56 which demonstrate that the density of counterions around A-DNA is highest in the major groove.
Additionally, many complexes require the formation of A-DNA, such as regions in GC-rich stretches of DNA, while mostly preserving the B-form of the remainder of the DNA. When this happens, the DNA bends around the GC region, and the major groove opens up, providing additional hydrogen bonding sites that can contribute to the binding specificity of a protein.
One example of such a complex is the N-terminal DNA-binding domain of the Tc3 transposase of C. elegans and its transposon DNA. The bound DNA in the Tc3 transposase-DNA complex has a distinct and extensive electronegative potential patch on the G-side of its more A-like major groove, where cationic residues from the alpha helices bind. 57 Apparently, these unique features of the electrostatic potential around A-DNA are very relevant to biological processes. Another example where A-DNA plays a role in protein-DNA recognition is the family of zinc finger proteins, which bind to GC-rich DNA binding sites that exhibit conformations with some characteristics of A-DNA in their unbound state. 49 
Z-DNA
Z-DNA is a left-handed double-helix with a dinucleotide repeat, a smaller helical diameter compared to its B-and A-DNA counterparts, and a peculiar zig-zag arrangement of its sugar-phosphate backbone, which gave Z-DNA its name. 58 As can be seen in Figures 3.1(c) and (g), Z-DNA has a region of very close approach of the phosphate groups and associated narrow minor groove, which in turn generates enhanced negative electrostatic potential in its minor groove compared to the other two forms of DNA. Additionally, while the minor groove of A-DNA has an exceptionally small curvature, the major groove of Z-DNA almost becomes convex, yielding a structure very different from canonical B-DNA. 1 The formation of Z-DNA is usually unfavorable, but under certain conditions, like high salt concentration, the presence of multivalent ions (e.g., spermine), alternating purine-pyrimidine sequences (usually d(GC) 2 ), and negative DNA supercoiling, it can be stabilized, at least transiently, to perform certain biological functions, like the regulation of gene expression and DNA processing. Although this form of DNA is much less common than B-and A-form DNA, several examples of proteins that bind Z-DNA have been discovered. For example, proteins with the helix-turn-helix Za domain 59 appear to select for the left-handed helical arrangement of phosphates in Z-DNA, as will be discussed in the section on the electrostatic complementarity of protein-DNA complexes.
Structural Complementarity in Protein-DNA Complexes
The requirement that a protein be able to bind DNA places certain constraints upon its shape. These constraints, in turn, lead to the widespread incorporation of common DNA-binding motifs, like zinc-finger binding domains, helix-turnhelix motifs, and leucine zippers in proteins with widely varying functions. 7 Furthermore, during the formation of protein-DNA complexes, both partners can alter their conformation to accommodate the other binding partner. These allosteric transitions allow for the formation of hydrogen bonds and van der Waals contacts between the binding partners, as well as optimize hydrophobic packing and electrostatic interactions at the binding interface. Collectively, these structural adaptations enhance protein-DNA binding affinity and specificity, yielding striking complementarity between the binding partners. Frequently, DNA must bend to form a complex because the protein requires either a wider major groove into which a DNA-binding domain can be inserted 60 or a narrow minor groove that an unstructured strand can recognize. 1 Additionally, many proteins bind DNA as dimers, and DNA bending is required to enhance interactions at the protein-protein interface. A widely studied example is the papillomavirus E2 protein. DNA is bent in complex with the E2 dimer, 61,62 which is a rare case where high-resolution crystal structures are available for the bound and unbound DNA of both high-and low affinity binding sites. 63, 64 As also seen in computational predictions, the high-affinity site already assumes a bent conformation in its free state while the lowaffinity site is essentially straight in its unbound form and needs to be bent upon binding. 65 Proteins that bind this way preferentially target AT-rich stretches and A-tracts because these regions of DNA are readily bent. In other complexes, adjacent base pairs of the DNA can become unstacked, which introduces a kink in the helix. Such a kink can allow a hydrophobic side chain of the protein to intercalate into the helix. 66 Still some protein-DNA complexes might require Hoogsteen base pairs while others demand even more radical alterations of the DNA structure.
In addition to the DNA, the protein also undergoes conformational changes upon binding. Many of the cationic side chains of DNA-binding proteins simply reposition themselves to create specific hydrogen bonds and van der Waals contacts and to engage in interactions with the attractive negative electrostatic potential that surrounds DNA. 1 Furthermore, many proteins undergo more global reorganizations upon binding. These changes can include allosteric transitions of loop conformations, as observed for the Runt domain-DNA complex. 67, 68 More drastic examples include small peptides that are unstructured in solvent but form alpha helices upon binding, 69 and many larger proteins that contain recognition domains that are unstructured in solution.
Electrostatic Complementarity at the Interface
of Protein-DNA Complexes
Complementarity of Electrostatic Potential Surface Maps
For several decades, researchers have observed that binding interfaces of DNAbinding proteins typically present strong positive electrostatic potential at the interface with their DNA binding partner. [70] [71] [72] Even the subset of DNA-binding proteins that possess a negative net charge, like the trp repressor and the Klenow fragment of E. coli DNA polymerase I, are typically highly dipolar, with a concentrated patch of positive potential near the DNA-binding interface. In the Klenow fragment of DNA polymerase I, the DNA sits in a deep cleft that has enhanced positive electrostatic potential while other neighboring regions have larger negative potential. 73, 74 The idea that the interfaces of DNA-binding proteins should have good electrostatic potential complementarity with the DNA is attractive because of the DNA's high negative charge density, and the introduction of the GRASP software 22, 75 has made an analysis of the electrostatic potential complementarity a routine step in the description of a DNA-binding protein. Indeed, analyzing the electrostatic potential complementarity has led to several successful predictions of the location of the protein-DNA interface for complexes whose structures had not yet been solved, and the size of the largest positive potential patch on a protein has been combined with physicochemical and geometric metrics in learning algorithms that predict whether or not a protein is a candidate for binding to DNA.
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The DNA-binding proteins discussed in this study also present a high degree of electrostatic potential complementarity (Figure 3.3) . Large concentrations of cationic side chains at the binding interface of these complexes create strongly positive electrostatic patches. The electrostatic potential complementarity is particularly evident in the helix-turn-helix motifs that bind Z-DNA, 79 as can be seen in Figure 3.3(i) , where the positive electrostatic potential follows the trace of the Z-DNA backbone.
Of course, making predictions of DNA-binding sites from electrostatic potential surface maps requires that the electrostatic potential surface map is numerically accurate. In particular, although using the LPBE to generate such surface potential depictions of electrostatic potential, as has been done for many biological molecules, may offer numerical advantages, the high charge densities of DNA can cause large deviations between the predictions of the LPBE and those of the NLPBE. 57 Additionally, great care must be taken to use a sufficiently fine mesh near the surface because the large charge densities at the protein-DNA interface can lead to rapid changes in potential near the molecular surface. In the present study, the fine mesh spacing near the molecular surface permitted in the ACG PB solver 57 allows for the computation of electrostatic surface potential maps at high resolution.
In addition to numerical approximations, insufficiently detailed knowledge of the binding partners can lead to poor predictions. For example, a protein-DNA complex was reported in the literature that did not appear to have a significant patch of positive potential near the binding interface. However, when the histidines near the interface were protonated, a positive patch appeared. 72 Therefore, obtaining accurate protonation states for titratable residues at protein-DNA interfaces is necessary to obtain a correct electrostatic potential map.
The electrostatic complementarity at protein-DNA interfaces can also be observed at the molecular surface of the DNA. Figure 3 .4 illustrates that basic side chains preferentially contact DNA where the electrostatic potential is particularly negative. As was shown for narrow minor groove regions, 17 the negative electrostatic potential can be further enhanced due to the shape of the dielectric boundary through electrostatic focusing. 22 The presence of this effect is clearly visible when the electrostatic potential is compared in the presence of the dielectric boundary vs. a situation in which the boundary has been removed. 17 Thus, summarizing our observations, shape complementarity further enhances electrostatic complementarity. 57 These figures show the complementarity between the positive potential at the protein interface and the location of the DNA. The electrostatic potential is colored from the most negative to the most positive and ranges from À5 kT/e to þ5 kT/e: yellow-red, negative; white, neutral; and blue-green, positive.
Approaches using Electrostatic Complementarity in Predictions of Binding Free Energy Changes
Historically, much of the interest in investigating the electrostatic potential complementarity between DNA, proteins, or ligands has been driven by the desire to predict the electrostatic component of the binding free energy. [80] [81] [82] [83] [84] [85] If this energy could be obtained, then it could be combined with other approaches for deriving non-electrostatic components in order to compute the total binding 108 and visualized using GRASP2, 75 of nine DNA structures that are bound to the following proteins or protein complexes: (a) the MATa1-MATa2 dimer (PDB id: 1AKH), (b) the UBX-EXD dimer (PDB id: 1B8I), (c) the OCT1-PORE complex (PDB id: 1HF0), (d) the Tc3 transposase (PDB id: 1U78), (e) the phage 434 repressor (PDB id: 2OR1), (f) the MogR repressor (PDB id: 3FDQ), (g) the histone octamer of the nucleosome (PDB id: 1KX5), (h) the integration host factor (IHF) (PDB id: 2NP2), and (i) the Za domain of ADAR1 (PDB id: 1QBJ). The arginine residues contacting the minor groove within a distance of 6 Å from the base edges are shown in stick representations, and the red mesh represents the À5.0 kT/e isopotential surface calculated with the PB solver DelPhi 108 at physiologic ionic strength. The shape of the solvent accessibility surface is shown in GRASP2 75 surface representations where green represents convex surfaces and dark gray concave surfaces. free energy. If such predictions could be made quickly and easily, then the binding energy of biomolecules and drugs could be optimized computationally, saving substantial time and effort in drug development. Of course, if the electrostatic potential complementarity of a complex is to be used to predict binding free energies, then the degree of electrostatic complementarity in that complex must be quantified. Several studies have therefore attempted to relate the binding free energy to the number of ion pairs, or close ionic contacts in the complex because of the observation that most cationic side chains that interact with DNA bind to the phosphate backbone. 86, 87 Based on this model, an arginine or lysine residue is said to form an ion pair if the head group of its side chain lies within a certain cutoff distance to the nearest phosphate group. This model was the basis for the hypothesis that a measure of the salt dependence of the binding free energy (SK ¼ ÀdK/dlog [NaCl] , where K is the binding constant and log[NaCl] is the logarithm of the 1:1 salt concentration) correlates with the number of ion pairs for small cationic organic drugs and small cationic oligopeptides. [88] [89] [90] [91] In turn, drawing from theories derived from simple and elegant electrostatic models 92 that neglect dielectric discontinuity and all-atom details of the biopolyelectrolyte charge distribution, some studies have assumed that larger magnitudes of SK are associated with larger electrostatic components of the binding free energy. 87, 93 Early studies on protein-DNA association showed that the NLPBE accurately reproduces the salt dependence of the binding free energies of wild type and mutant proteins but these free energies do not consistently correlate with the number of ion pairs (e.g., short-range phosphate contacts with cationic residues) that are formed upon complex formation. 81 Indeed, it was recently shown that cationic side chains do not preferentially bind to phosphate groups but also intrude the minor groove due to its enhanced negative electrostatic potential. 17 A clustering of cationic side chains near the phosphates, as observed in some complexes, 94 may reflect the smaller desolvation penalty for cationic side chains that contact the phosphate backbone. Additionally, while the NLPBE predicts that SK is correlated with the number of ionic contacts for small proteins and drugs, 90, 91 this relationship does not hold for large proteins with either a significant number of anionic residues or a large number of charged residues distant from the binding interface. [95] [96] [97] Indeed, the proper way to extend the idea of using ion pairs, which was derived from small proteins and drugs binding to ideal and infinitely long DNA, to predict the electrostatic binding free energy of complexes with large proteins and deformed or finite DNA is unclear. Even the appropriate value of the cutoff distance, which is set at 6 Å in solution to match the Debye length in physiological salt conditions, is ill-defined, and a variety of values for this cutoff distance have been used in an effort to match SK with the structural data. 87 Additionally, many studies have shown that the electrostatic binding free energy is not correlated with SK in the presence of a dielectric discontinuity. 90, 91 Although the Coulombic contribution to the electrostatic binding free energy is correlated with SK in the NLPBE for certain complexes, 98 this component is opposed by the desolvation penalty incurred by moving charged hydrophilic groups from the solvent into the low dielectric environment of the interior of the biomolecular complex. Whether a given electrostatic interaction is favorable or unfavorable to binding is therefore a delicate balance between these two contributions to the energy, and thus the electrostatic binding free energy must be computed from a rigorous physics-based theory, like the NLPBE, 32,99,100 which can calculate these two energy components in a correlated manner. In fact, for most protein-DNA complexes the NLPBE and the generalized Born approach predict that the electrostatic binding free energy is actually unfavorable, 81, 90, 101, 102 as opposed to the predictions of the simpler electrostatic models described above. Unfortunately, the NLPBE contains many free parameters, like the interior dielectric constant and the choice of molecular surface that must be determined by reference to pertinent experimental data. As the relationship between SK and the electrostatic binding free energy does not appear to hold (results not shown), the traditional experimental thermodynamic data for binding free energies, which are used to parameterize these theories, are not useful for this purpose. More theoretical and experimental work is therefore required to solve these difficult problems.
Relationship between Electrostatic Complementarity and Association/Dissociation Constants
If enhanced electrostatic complementarity is not necessarily associated with a more favorable binding free energy and if electrostatic interactions between the two components of the complex are generally unfavorable, the question then arises as to why proteins and DNA exhibit charge and/or electrostatic potential complementarity. One potential explanation is that the electrostatic complementarity between the two binding components provides a steering effect, which enhances their association rate. 103 This explanation receives some support from experimental data, 104 which indicates that the association rate of a protein-protein complex could be enhanced by increasing the electrostatic complementarity of the interface. However, although these changes typically increase the association constant, they also increase the corresponding dissociation constant. This finding also supports the NLPBE's prediction that determining whether or not an electrostatic interaction is favorable requires the correct inclusion of the desolvation penalty. Furthermore, several studies have shown that if the protein is slowly moved away from the DNA, a local electrostatic minimum is located in some distance from the bound conformation. 102, 105 This indicates that electrostatics could create a transient encounter complex that would then merge to create the final bound complex. 106 Whether this model does indeed describe how actual protein-DNA complexes form should be further investigated by experimental and computational studies.
Minor Groove Shape Readout in Protein-DNA Complexes
As discussed in several studies, shape and electrostatics play an important role in protein-DNA binding based on the mechanism of minor groove shape readout. 1, 17, 107 It was shown that electrostatic potential in the minor groove is correlated with groove width. Narrower grooves contain stronger negative electrostatic potential and are associated with a larger number of bound arginine residues. 17 These studies, therefore, proposed that arginine binding sites could be predicted by either measuring the minor groove width or computing the electrostatic potential in the minor groove as given by the NLPBE. Here, this work is revisited with an NLPBE solver that contains an adaptive Cartesian grid (ACG), allowing the use of fine mesh spacing near the molecular surface. Additionally, a new method was used for computing the potential at reference points in the minor groove (see Methods section) that eliminates the handful of anomalous potential spikes observed in previous data, which were due to clashes of reference points with the molecular surface in regions of DNA bending.
The data presented here confirm the basic findings of these previous studies, 17, 18, 107 while the finer mesh spacing employed by the ACG PBE solver reveals additional features in the potential not visible in the analogous figures in Rohs et al.
17 (Figures 3.5 and 3.6) . In addition to the dependence of the potential on the width of the groove, the potential also appears to contain sequence-dependent effects due to the different chemical composition of the bases. The potential in the minor groove of the ideal B-form DNA with AT sequence was about 0.5 kT/e more negative than that of a GC sequence. This potential difference is smaller than that caused by the width of the minor groove (about 1.5 kT/e), but it is still large enough to be visible in the potential profiles. The minor groove potential presented here appears to display two sequence-dependent effects, the one caused by variations in minor groove width, and the ones due to different functional groups of the bases. The actual absolute values disagree with calculations based on the DelPhi program, [108] [109] [110] which was used in studies reporting that minor groove width generated fluctuations in the potential of up to 8 kT/e, 17,107 while the effects due to different functional groups of the bases were much smaller (about 1-1.5 kT/e). 36 This difference might be caused by a number of reasons discussed in earlier sections. The important result, however, is that the effect of DNA shape on electrostatic potential is now shown based on two independent methods. Whereas the effect of different functional groups of the bases does play a role, the impact of shape is larger than the sequence effect, based on DelPhi and ACG calculations. While some experimental measures of the electrostatic potential near the surface of DNA have reported values that are in better accordance with the ones reported here using ACG, 111 we caution to take the actual values of electrostatic potential too literally. Additional experimental measurements of electrostatic potential around nucleic acids in conjunction with different numerical PBE solvers are necessary to determine the origin of the observed discrepancies in absolute values derived from DelPhi and ACG calculations.
Interestingly, the correlation between the potential and the width of the minor groove does not appear to depend on the details of the local charge distribution, as can be seen from used; all of the charges on the DNA were set to zero except for the O1P and O2P atoms, which were assigned a charge of À0.5e, where e is the fundamental charge. The sequence-dependent effects are not visible in these figures, indicating that the sequence-dependent effects can be attributed to the dipoles neglected in these calculations.
Additionally, the important observation that the dielectric boundary increases the fluctuations in the potential caused by the minor groove is confirmed by the results presented here. Figure 3 .6 shows the potential in the minor groove of a nucleosome (PDB id: 1KX5) with a formal charge distribution plotted as a function of sequence for the DNA conformation in two complexes with non-specific binding: (a) the nucleosome core particle (PDB id: 1KX5) and (b) the integration host factor (IHF) (PDB id: 2NP2). While we plot minor groove width and electrostatic potential as a function of base sequence, we are aware of the fact that the electrostatic potential is calculated in approximately the plane of a base pair but minor groove width, especially in 3DNA, 139 as phosphate-phosphate distance, which should actually be plotted between base pairs. Following this more stringent definition, the minor groove profile would shift by one half of a base pair in 3' direction, which would lead to an approximate symmetry of both the electrostatic potential and minor groove profile for the IHFbound DNA. The electrostatic potential was computed using the ACG nonlinear PBE solver 57 and the parameters described in the Methods section. plotted as a function of base sequence without the dielectric boundary between solute and solvent present. The potentials from the calculations with removed dielectric boundary contained fluctuations of only about 0.5 kT/e compared to about 1.5 kT/e when the dielectric boundary is considered. Again, the actual numbers for electrostatic potential based on DelPhi calculations are different from ACG results, and report a difference of about 8 kT/e between troughs and peaks when the dielectric boundary is present vs. only about 2 kT/e when the dielectric boundary is removed. This result demonstrates that the focusing of electrostatic field lines due to the shape of the dielectric boundary plays a major role in nucleosome formation. 17, 107 
Summary and Outlook
This chapter revisits structural and biophysical aspects of protein-DNA recognition. While the presented principles are not novel findings, the effects Figure 3 .8 Electrostatic potential in the minor groove and minor groove width plotted as a function of sequence for the DNA conformation (a) in the nucleosome core particle (PDB id: 1KX5) and (b) the IHF-DNA complex (PDB id: 2NP2). The electrostatic potential was calculated after setting all partial charges on the DNA to zero except for the O1P and O2P atoms, which were each assigned a charge of À0.5e. As for the symmetry of the data for the IHF-DNA complex data see comment in the caption of Figure 3 .6 (b). The electrostatic potential was computed using the ACG nonlinear PBE solver 57 and the parameters described in the Methods section.
have been studied here at higher resolution and with an independent method, which allows a detailed analysis of the shape and electrostatic complementarity in protein-DNA binding. The approaches presented here are of course tools that are valid for the analysis of much more complex systems. One such complex system is when several transcription factors bind to adjacent sites and cooperative effects influence binding specificity. A prominent example, for which structural information is available, is the enhanceosome where several transcription factors interact with each other while binding to adjacent sites. 112, 113 Co-factors that bind DNA, as for instance Extradenticle in the discussed case of Hox proteins, 18 or that do not form contacts with DNA but still affect protein-DNA binding specificity, as observed for CBF-b that enhances the binding of the Runt domain to its DNA target, 67 also contribute through protein-protein interactions to protein-DNA readout. Yet another form of cooperativity is the formation of dimers, as in the case of nuclear receptors such as the well-studied glucocorticoid receptor, 114, 115 or tetramers, as discussed for p53. 29, 30, 44 These dimers and tetramers form biologically relevant assemblies necessary for recognizing DNA in vivo sites. In addition, DNA can bind proteins either as a double-helix or in its single-stranded form. 1 In analogy to a recent comparison of protein binding to RNA and DNA, 116 electrostatics is expected to play a much different role in binding of single-stranded vs. double-helical DNA to a protein. Double-stranded DNA is characterized by a much higher charge density than single-stranded DNA, while in the latter case bases are much better accessible for stacking interactions with hydrophobic residues. 117 Finally, the interaction of proteins with DNA might interfere or be assisted by the packaging of DNA in nucleosomes. 14, 118, 119 The structural information on such complexes that combine various levels of interactions is still sparse, but as all these examples demonstrate, there is still much to be learned that goes beyond the scope of this book chapter.
In addition, the genomic era presents a challenge for structural studies of protein-DNA interactions. The amount of available sequence information is ever growing. Whole genomes have been sequenced for several species and transcription factor-DNA binding sequence preferences have been studied with high-throughput methods, such as protein-binding microarrays 120 and the bacterial-one hybrid system. 121 Protein-DNA binding data has been derived at high-resolution from ChIP-seq [122] [123] [124] and SELEX-seq 125 experiments, and nucleosome-occupied sequences have been determined based on micrococcal nuclease digestion studies for various organisms. [126] [127] [128] [129] [130] [131] The challenge is to connect such sequence information with high-resolution structural data and deduct the general principles for protein-DNA recognition. This has been partially achieved by providing high-throughput tools for the analysis of DNA sequence information for shape. 125, [132] [133] [134] Forming the connection between high-throughput sequence information on one side and DNA shape and electrostatic potential features on the other side will be an important contribution to be made in the future, which is likely to have a large impact on biological and biomedical research.
Methods
All structures were either downloaded from the Protein Data Bank or created using the 3DNA package. 135 Unless otherwise noted, charges and radii were taken from the Amber94 force field 136 and assigned using the pdb2pqr server. 137 The minor groove widths were calculated as inter-phosphate distances using the finddist and analyze programs of the 3DNA package, and 5.8 Å was subtracted from the P-P distance to account for the van der Waals radii of the phosphate groups. Midpoints in the minor grooves were calculated as described previously. 17 To avoid reporting anomalously large potentials for midpoints that fall interior to the solvent-excluded molecular surface in regions of deformed DNA, 0.5 Å spheres centered at each midpoint were constructed. The reported potentials are the average over the portions of these spheres exterior to the molecular surface, in addition to the original midpoints if they were also exterior. Electrostatic potentials were computed from the NLPBE with the ACG program developed by Boschitsch and Fenley. 57 The isopotential meshes were generated with the NLPBE using the DelPhi program as described in 17 and visualized using Grasp2. 75 Unless otherwise noted, all electrostatic potential calculations were performed at 0.145 M physiologic salt concentration, with a solvent-excluded molecular surface defined based on a 1.4 Å probe, an interior dielectric constant of 2.0, an exterior dielectric constant of 80.0, a temperature of 298.15 K, a minimum grid spacing of 0.30 Å , a boundary conforming mesh, and a grid that was set to three-times the largest dimension of the molecule. For those calculations that were described as being performed without a dielectric boundary, the interior dielectric constant was 79.9, and the exterior dielectric constant was 80. 138 All other Poisson-Boltzmann parameters remained the same.
