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PRONOSTICO DEL INDICE GENERAL DE LA BOLSA DE VALORES DE COLOMBIA 
USANDO REDES NEURONALES 
 






Una de las formas de medir el comportamiento de la economía de un país, es a 
través de las bolsas de valores locales. En Colombia el comportamiento 
económico de la Bolsa de valores se mide a través de tres indicadores 
principalmente: el Colcap, el Col20 y el Igbc, este último es el más antiguo y 
más utilizado por los agentes que intervienen en el mercado bursátil. En el 
presente documento se expone como pronosticar el comportamiento del índice 
bursátil  Igbc a través de la metodología de las redes neuronales, brindando al 
inversionista la posibilidad de proyectar el comportamiento del mercado bursátil 
colombiano de forma eficiente. 
 
PALABRAS CLAVES: redes neuronales, índice bursátil, rentabilidad, 
topología, tendencia, mercado accionario. 
 
 ABSTRACT 
One in the ways of measuring the behavior of the economy of a country, is 
through the local stock exchanges. In Colombia the economic behavior of the 
Stock exchange is measured mainly through three indicators: the Colcap, the 
Col20 and the Igbc, this last one is the oldest and more used by the agents that 
intervene in the market market. Presently document is exposed as predicting the 
behavior of the market index Igbc through the methodology of the nets 
neuronales, offering the investor the possibility to project the behavior of the 
market market Colombian in an efficient way. 
. 
 
KEYWORDS: nets neuronales, market index, profitability, topology, tendency, 
stock market. 
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Los inversionistas de mercados financieros se enfrentan a 
los diferentes movimientos de los precios de los activos 
financieros ocasionados por agentes externos como los 
precios del petróleo y la tasa de cambio (TRM) del peso 
frente al dólar, y a situaciones incontrolables de la 
economía de Colombia como son el riesgo país riesgo 
soberano, la política fiscal y monetaria, generando caos e 
incertidumbre a los inversionistas nacionales y 
extranjeros. Se han desarrollado diferentes trabajos 
investigativos que orienten al inversor y le faciliten la 
toma de decisiones en mercados altamente especulativos 
como son los de las economías emergentes. Entre los 
trabajos que se apoya la presente investigación, vale la 
pena resaltar los trabajos de Markowitz (1952), con el 
modelo de varianza/ covarianza para determinar la 
frontera eficiente, los modelos teóricos presentados por 
Black (1972), Merton (1973) ymás tarde por Levy y 
Sarnat (1982), Elton (1995) y Gruber (1997), el resumen 
de elaborado por Alexander, Sharp y Balley (2003), 
conduce a que el portafolio optimo se puede encontrar 
utilizando principalmente la línea de mercado de 
capitales  para  seleccionar en la frontera eficiente la 
conformación de portafolios de títulos financieros que 
generen la prima por riesgo máxima.  
La mayoría de los operadores en los mercados bursátiles 
buscan a través del tiempo encontrar algún método o 
criterio que les facilite predecir de la manera más cercana 
posible la evolución futura de las acciones, los bonos, los 
contratos derivativos y el mercado de divisas, en la 
medida que ese punto se logre se obtendrían altos 
márgenes de ganancia y disminuir el riesgo y las 
perdidas. 
  
En el presente trabajo, se presenta una metodología que 
facilita la predicción del índice Igbc a través de las redes 
neuronales  





2. LAS REDES NEURONALES 
 
El origen de esta tecnología puede datarse en las primeras 
décadas del siglo XX. El primer modelo de este tipo fue 
un dispositivo hidráulico diseñado por Russell[1] en 
1913, aunque fue en la década de los cuarenta cuando se 
crearon modelos que tuvieron gran repercusión y que son 
considerados hoy en día como los precursores de las 
actuales redes neuronales artificiales (ANN). 
En 1943, Warren McCulloch y Walter Pitts [2] 
construyeron el primer modelo matemático de ANN. 
Aunque este modelo causó gran impacto inicial, adolecía 
de un factor clave, la capacidad de aprendizaje. 
Posteriormente, en 1949, Donald Hebb a partir de sus 
estudios sobre la neurona y el aprendizaje, desarrolló un 
algoritmo de aprendizaje al que se le dio su nombre: 
Aprendizaje Hebbiano 
 
Las redes neuronales se componen de muchas neuronas 
interconectadas de cierta manera (ver figura 1), formando 
diferentes arquitecturas (denominadas topología de la 
red), las cuales procesan información sobre la base de un 
proceso bien definido. Se pueden distinguir redes de una 
sola capa (single layer) y multicapa (multilayer). 
Normalmente, la capa donde la información es 
suministrada a la red es la capa de entrada (o input layer), 
la capa donde la salida es obtenida es la capa de salida (o 
output layer) y las capas entre la capa de entrada y la de 
salida son las capas ocultas (o hidden layers). Puede 
haber una o más capas ocultas, las cuales se llaman así 
porque su salida no es directamente observable [3]. 
 
 
Figura 1. Imagen de una Neurona 
 
Las redes neuronales artificiales (RNA) presentan las 
siguientes características. Ver figura 2. 
 
Figura 2. Estructura de una red neuronal artificial. 
 
• Recibe diferentes entradas X1, X2…X3de otras 
neuronas o ambientes. 
• Las entradas alimentan la red a través de conexiones y 
pesos. 
• El total de entradas es igual a la suma de los pesos de 
todas las entradas y fuentes. 
• La función de transferencia convierte las entradas en 
salidas 
• Las salidas van a otras neuronas o ambientes. 
 
La forma en que se enlazan las diferentes capas que 





Figura 3. Capas que conforman una neurona. 
 
2.1 RNA COMO MODELO NO LINEAL  
 
Una Red de neuronas artificiales (RNA), sin capas 
ocultas es similar a un modelo lineal generalizado. 
Mientras que las RNA con alimentación hacia adelante 
son un subconjunto de una clase más grande de modelos 
de regresión y discriminación no lineales. Los modelos 
económicos lineales no son capaces de capturar patrones 
no lineales y tendencias en las relaciones de la mayoría 
de las variables de predicción econométricas usadas en 
economía y finanzas. 
 
2.2 MODELO MATEMATICO DE LAS REDES 
NEURONALES 
Los elementos que constituyen a la red neuronal con una 
capa oculta para este caso son los siguientes: 
• s es una función de valores reales, conocida 
como la función de transferencia. 
• es la capa de entrada 
. es 
la capa oculta, el vector extendido de 
. 
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• es la capa de salida, 
considerado como el vector que aproxima al 
valor deseado . 
• es una matriz de tamaño 
cuyos valores son los 
pesos de la conexión entre las unidades y 
. 
• es una matriz de tamaño 
cuyos valores son los 
pesos de la conexión entre las unidades y 
. 
De estos elementos, únicamente las matrices son 
consideradas como los parámetros de la red, ya que los 
valores son el resultado de cálculos que dependen 
de las matrices de pesos, del valor de entrada y de la 
función de transferencia s. 
La función de transferencia s considerada es conocida 
como función sigmoidal, y esta definida como 
 
Esta función además de ser diferenciable, tiene la 
particularidad de que su derivada se puede expresar en 
términos de sí misma: 
 
3. PROCESO METODOLOGICO APLICADO EN 
LA INVESTIGACION 
 
Se seleccionan las acciones con alta bursatilidad  durante 
un determinado periodo de tiempo y que integran la 
conformación de la canasta de acciones más negociadas 
del mercado.  











R donde, Ri es la rentabilidad 
del activo i,  Pt es el precio de mercado del activo en el 
período t y Pt-1 es el precio en el período inmediatamente 
anterior.  
Seleccionar cual es la topología de la red neuronal (se 
utiliza el software Neurosolutions), pertinente al 
problema de la variación de los  rendimientos de las 
acciones. 
Generar los precios estimados con la red neuronal y 
compararlos con los datos originales. 
Pronosticar las variaciones de rentabilidad o pérdida de 
las acciones seleccionadas. 
Pronosticar la variación del índice Igbc con las redes 
neuronales. 
Comparar los resultados obtenidos con los datos reales 
del Igbc. 
 
4. DESARROLLO DE LA METODOLOGIA 
PROPUESTA 
 
Se toman los precios de las acciones de Banco de Bogotá, 
Bic, Grupo aval, Compañía de chocolates, Cementos 
Argos como datos de entrada y el índice IBC como dato 
de salida ver figura 4. [6] 
 
 
Figura 4. Cotizaciones de las acciones y el índice IBC. 










 ver figura 5. 
 
 
Figura 5 Variaciones de los precios. 
 
Se determinan los rangos de entrada en el software 
neurosolutions [4], en este caso es una red de cinco 
entradas de datos conformada por las variaciones de los 
precios de las acciones; ver figura 6. 
 





Figura 6. Definición de datos de entrada 
 
Se establecen los datos de salida en este caso es el rango 
de datos del índice de la bolsa de valores Igb, es una red 
neuronal con una salida; ver  figura 7. 
 
 
Figura 7. Definición de datos de salida 
 
Para concluir la definición de datos de entrada se incluye 
el rango de datos para el entrenamiento, el rango de datos 
para evaluación, el rango de datos para validación y el 
rango de datos para pronóstico-producción. Ver figura 8. 
 
 
Figura 8. Definición de los rangos de datos para la red 
 
Con la incorporación del rango de datos de validación se 
establece un porcentaje de dichos datos para su 
validación; ver figura 9. 
 
 
Figura 9. Seleccionar el porcentaje de datos a validar 
 
Se selecciona el porcentaje de datos a tomar del rango de 
entrenamiento de la red, el porcentaje de validación y el 
porcentaje de prueba. Ver figura 10. 
 
 
Figura 10. Prueba y validación de los datos. 
 
Con la definición de los rangos de datos de entrada, 
salida, entrenamiento, prueba, validación y producción, 




Figura 11. Creación de la red neuronal 
 
La estructura de la red generada corresponde a la familia 
de las redes de backpropagation, Ver figura 12. 
 
 
Figura 12. Red neuronal artificial determinada. 
 











Figura 13. Parámetros para entrenar la RNA 
 
Se realiza el entrenamiento de la red con mil periodos y 





Figura 14. Validación del entrenamiento de RNA 
 
El proceso de test o prueba de las RNA tiene dos 
aplicaciones uno es el de clasificación de la información 
y la otra aplicación es el pronóstico, en este caso se 
realiza un proceso de  pronóstico o regresión, 





     
Figura 15. Prueba de los datos de salida (IBC). 
 
Para la realización del pronóstico o proyección del IBC, 
se debe proyectar individualmente las variaciones de 
precios de cada acción, dado que los datos no presentan 
un comportamiento tendencial o de crecimiento se realiza 
un análisis de datos no estacionales con la herramienta 
Crystal Ball [5]. A continuación se presenta como 
ejemplo el análisis para la acción del Banco de Bogotá 
incluyendo la línea de tendencia, el mismo ejercicio se 
realiza para las demás acciones. Ver figura 16.  
 
 
Figura 16. Variación de los precios de Banco de Bogotá 
 
La proyección de las variaciones de los precios de cada 
acción se aprecia en la figura 17. 
 
Figura 17. Variaciones proyectas de las acciones 
 
Con base en los datos obtenidos de las variaciones de los 
precios de las acciones, se procede a determinar las 
variaciones del índice IBC para los cinco días siguientes, 
con el software neurosolutions®. 




El siguiente paso del proceso es generar el pronóstico 
para los siguientes cinco días del Ibc, con base en las 




Figura 18. Carga de los datos para el pronóstico 
 
Los datos proyectados del igb se presentan a 
continuación, también se incluyen los datos reales del 




Figura 19. Datos comparativos del Igb estimado y real 
 
Se complementa el análisis de los datos con un gráfico 
lineal que manifiesta la volatilidad de los datos, propio en 
etapas de turbulencia principalmente en economías 
emergentes, a pesar de ello las redes neuronales 
presentan un método de precisión  bastante aceptable a la 
información real del la variación del Ibc. Ver figura 20. 
 
 




5. CONCLUSIONES Y RECOMENDACIONES 
 
Las redes neuronales artificiales tienen una aplicación 
práctica en el mercado bursátil sobre los modelos 
estadísticos tradicionales porque no dependen de 
supuestos teóricos sobre los que se basan las técnicas 
estadísticas (normalidad, homoscedasticidad, 
independencia, etc). 
 
Los resultados y las pruebas de bondad y ajuste 
representados por R2 , indican que el modelo basado en 
RNA es mejor que los modelos tradicionales de tendencia 
o crecimiento y en muchos casos a los modelos Arima y 
Garch. 
 
El modelo propuesto se puede utilizar como parte integral 
de la operación financiera ya que se cuenta con 
herramientas computacionales especializadas para RNA 
y su aplicación en la toma de decisiones financieras en el 
manejo de la tesorería y gestión de riesgos financieros y 
de mercado. 
 
El cálculo del Igb depende de las acciones que 
conforman el indicador, y cada acción participa de 
acuerdo al volumen y precios transados en cada rueda de 
negociación. Para mejorar los resultados se recomienda 
involucrar todas las acciones que participan en la canasta 
del índice. 
 
Es recomendable para el pronóstico del Igb proyectado,  
métodos de pronóstico más específicos para cada una de 
las acciones que componen el  índice y el vector de 
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