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Compared to the large body of work on lexical access, little research has been done on 24 
grammatical encoding in language production. An exception is the generation of 25 
subject-verb agreement. Here, two key findings have been reported: (1) Speakers 26 
make more agreement errors when the head and local noun of a phrase mismatch in 27 
number than when they match (e.g., the key to the cabinet(s)); and (2) this attraction 28 
effect is asymmetric, with stronger attraction for singular than for plural head nouns. 29 
Although these findings are robust, the cognitive processes leading to agreement 30 
errors and their significance for the generation of correct agreement are not fully 31 
understood. We propose that future studies of agreement, and grammatical encoding 32 
in general, may benefit from using paradigms that tightly control the variability of the 33 
lexical content of the material. 34 
 35 
We report two experiments illustrating this approach. In both of them, the 36 
experimental items featured combinations of four nouns, four color adjectives, and 37 
two prepositions. In Experiment 1, native speakers of Dutch described pictures in 38 
sentences such as the circle next to the stars is blue. In Experiment 2, they carried out 39 
a forced-choice task, where they read subject noun phrases (e.g., the circle next to the 40 
stars) and selected the correct verb-phrase (is blue or are blue) with a button press.  41 
 42 
Both experiments showed an attraction effect, with more errors after subject phrases 43 
with mismatching, compared to matching head and local nouns. This effect was 44 
stronger for singular than plural heads, replicating the attraction asymmetry. In 45 
contrast, the response times recorded in Experiment 2 showed similar attraction 46 
effects for singular and plural head nouns. These results demonstrate that critical 47 
agreement phenomena can be elicited reliably in lexically-reduced contexts. We 48 
discuss the theoretical implications of the findings and the potential and limitations of 49 
studies using lexically simple materials.  50 
 51 
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In order to produce phrases and sentences, speakers need to select words from their 57 
mental lexicon and combine them according to the grammatical rules of their 58 
language. Compared to the substantial body of work on lexical access, grammatical 59 
encoding processes have received little attention. In part, the relative neglect in 60 
investigating grammatical encoding may be due to methodological reasons. It is much 61 
easier to elicit specific words (e.g., nouns by using a picture naming task) than 62 
specific sentence structures. The main goal of the present paper is to illustrate that 63 
basic grammatical encoding processes can be investigated using paradigms and 64 
materials that are hardly more complex than those typically used in studies of single 65 
word production. Moreover, we argue that using very simple and uniform materials 66 
may often be beneficial in studies of grammatical encoding because it minimizes 67 
random variance in the participants' responses due to irrelevant variability in lexical 68 
content. The experiments illustrating this research strategy concern subject-verb 69 
agreement.  Before describing them, we review how grammatical agreement has been 70 
studied to date and discuss two of the main findings of these earlier studies.  71 
 72 
In many languages, including English and Dutch, the main verb agrees in number 73 
with the subject of the sentence. In principle, the rule is simple: singular subjects 74 
require singular verbs and plural subjects require plural verbs. Subject-verb agreement 75 
is computed for almost every sentence we utter, and as it is implemented so 76 
frequently, the process is usually fast and errorless. However, sometimes speakers 77 
make errors where the number of the verb does not agree with the number of the 78 
subject (Bock & Eberhard, 1993; Bock & Miller, 1991; Bock, Nicol, & Cutting, 1999; 79 
Haskell & MacDonald, 2005; Vigliocco, Butterworth, & Semenza, 1995). These 80 
errors provide a window into the process of agreement and enable researchers to study 81 
how conceptual information is mapped onto linguistic representations. The main tool 82 
in research on subject-verb agreement has been to elicit agreement errors, typically by 83 
presenting participants with complex subject-noun phrases (e.g., The key to the 84 
cabinets), and asking them to provide a verb phrase to complete a sentence (e.g., are 85 
missing, Bock & Miller, 1991).   86 
 87 
In the first study to induce agreement errors experimentally, Bock and Miller (1991) 88 
presented participants with subject phrases such as the key to the cabinets. Participants 89 
listened to the subject phrase, repeated it, and added a verb phrase to complete the 90 
sentence (e.g., the key to the cabinets is missing). A much replicated central finding of 91 
this study has been dubbed attraction: It is the observation that in sentences starting 92 
with complex noun phrases, agreement errors are more likely when a local noun (i.e., 93 
cabinets in the above example) mismatches in number with the head noun (i.e., key), 94 
relative to when the two nouns match in number (as in the key to the cabinet). This 95 
attraction effect indicates that the head noun and the local noun in some way compete 96 
for control of the number specification of the verb.  97 
 98 
A second key finding of Bock and Miller's study was that the attraction effect was 99 
stronger for phrases with singular heads (e.g. the key to the cabinet(s)) than for 100 
phrases with plural heads (e.g., the keys to the cabinet(s)).  This attraction asymmetry 101 
has been replicated in numerous studies (Bock & Eberhard, 1993; Bock & Miller, 102 
1991; Bock, et al., 1999; Haskell & MacDonald, 2005; Vigliocco, Butterworth, & 103 
Semenza, 1995; but see Franck, Lassi, Frauenfelder, & Rizzi, 2006; Franck, 104 
Vigliocco, & Nicol, 2002), and has been related to the morphological marking of 105 
number (e.g., Bock, 2004; Berent, Pinker, Tzelgov, Bibi, & Goldfarb, 2005; Bock & 106 
Eberhard, 1993; Eberhard, Cutting, & Bock, 2005). Plural nouns possess an overt 107 
plural marker (-s in English, -s or –en in Dutch), which singular nouns do not possess 108 
(but see Corbett, 2000, for languages that mark both singular and plural). To explain 109 
the asymmetry in the patterns of agreement errors, it has been proposed that plural 110 
local nouns, due to their plural marking, can bias the computation of the number of 111 
the subject noun phrase and the selection of the verb form towards plurality, whereas 112 
singular local nouns, which are unmarked for number, cannot bias these processes in 113 
the opposite direction. Evidence consistent with this view comes from Eberhard 114 
(1997), who found that attraction from a plural local noun was diminished when the 115 
singular head noun was explicitly marked for number (e.g., one key to the cabinets), 116 
and that attraction from a singular local noun increased when the singular local noun 117 
was explicitly marked for number (e.g., the keys to one cabinet). This is in line with 118 
the view that singulars are unmarked by default and need explicit number marking to 119 
create attraction.  120 
 121 
In Bock and Miller’s (1991) study, participants were free to complete the sentences in 122 
any way they wished. This led to high rates of responses that could not be scored 123 
(close to 40% in Experiments 1 and 2, almost 75% in Experiment 3) because the 124 
subject phrase was repeated incorrectly or the verb was uninflected (e.g., a past tense 125 
form). To limit the number of invalid responses, later studies have restricted the ways 126 
in which participants could complete the sentences. For instance, participants were 127 
presented with adjectives or past participles (e.g., old or broken) that had to be used in 128 
the completion together with an inflected form of to be, which increased the number 129 
of analyzable responses (Barker, Nicol, & Garrett, 2001; Brehm & Bock, 2013; 130 
Hartsuiker & Barkhuysen, 2006; Haskell & MacDonald, 2003; Veenstra, Acheson, 131 
Bock, & Meyer, 2014; Vigliocco, Hartsuiker, Jarema, & Kolk, 1996). Other studies 132 
encouraged the use of forms of to be by presenting infinitive verbs that had to be used 133 
in passive constructions (Hartsuiker, Antón-Méndez, & Van Zee, 2001), or verb stems 134 
to be used in perfect tense constructions (Thornton & MacDonald, 2003), or by 135 
simply instructing participants to use to be (Franck, Vigliocco, & Nicol, 2002). 136 
 137 
Further refining agreement paradigms, some studies have included response times as 138 
an additional dependent measure. Haskell and MacDonald (2003) presented 139 
participants with subject phrases and asked them to form questions using these 140 
phrases. As questions often start with inflected verbs, response onset latencies indicate 141 
the time needed to produce agreement. Importantly, this study demonstrated that the 142 
latencies for correct responses were longer in conditions that usually yield more 143 
agreement errors. Similarly, Brehm and Bock (2013) instructed participants to read 144 
the preambles silently and produce only the completions aloud as fast as possible. 145 
They found that the delay between the end of the visual presentation of the subject 146 
phrase and the onset of the response was longer for mismatching than for matching 147 
head and local nouns.  148 
 149 
Finally, Staub (2009, 2010) developed a paradigm where participants were not 150 
required to produce the verb phrases but simply had to select one of two verb forms in 151 
a forced-choice task. Here, participants read subject phrases word by word on a 152 
computer screen, followed by a screen that showed the singular verb is on the left and 153 
plural verb are on the right. Participants had to press a left or right key as fast as 154 
possible for the option they thought would be the best continuation of the subject 155 
phrase. Again, longer response times were found for preambles with mismatching 156 
than with matching nouns. Veenstra et al. (2014) used this paradigm and the paradigm 157 
used by Brehm and Bock (2013) with the same set of items and found comparable 158 
patterns of results for both, suggesting that both capture comparable aspects of the 159 
agreement process.  160 
 161 
In the sentence completion experiments described so far, the materials were carefully 162 
matched across conditions, typically by showing different versions of the same noun 163 
phrase (e.g., the bridge to the island(s)) to different groups of participants. Within 164 
experimental conditions, items varied in lexical content, and repetitions of head or 165 
local nouns were avoided. This variation gives the materials a certain ecological 166 
validity, and has the benefit of potentially increasing the interest of the task for the 167 
participant, disguising the research questions, and preventing participants from 168 
developing ad hoc strategies. Moreover, if the goal of a study is to investigate how 169 
grammatical and semantic variables jointly affect agreement, both the syntactic 170 
structure and the lexical content of the items need to be varied.  171 
 172 
For many purposes, however, it is not necessary, or even desirable, to disguise the 173 
purpose of a test, or to introduce variability across items. For instance, tests of 174 
vocabulary, arithmetic skills, and working memory are typically presented to 175 
participants without any disguise. These tests are designed in such a way that the 176 
impact of irrelevant skills (e.g., knowledge of the grammar when vocabulary is at 177 
stake) is minimized and that variability across items and across participants can be 178 
attributed primarily to relevant, experimentally controlled variables. For instance, 179 
researchers studying lexical access in production typically reduce the difficulty and 180 
variability of grammatical encoding processes to a minimum by presenting single 181 
words (Damian, Vigliocco, & Levelt, 2001; Ferreira & Pashler, 2002; Levelt, Roelofs, 182 
& Meyer, 1999; Schriefers, Meyer, & Levelt, 1990). Similarly, researchers studying 183 
morphology have often asked participants to provide inflections for nonce-words 184 
(e.g., “wug”, Berko, 1958) to eliminate the effects of lexical factors (Albright & 185 
Hayes, 2003; Bybee & Moder, 1983; Prasada & Pinker, 1993).  186 
 187 
The goal of the present study was to explore whether agreement processes in adults 188 
could be studied in a similar way, by using items that differed systematically in 189 
grammatical structure and only minimally in lexical content. We used Staub's forced-190 
choice completion task and a picture description task described below. Both tasks 191 
featured a small set of high frequency words (four nouns and four color adjectives) 192 
combined into sentences such as the circle next to star is green, the triangle next to 193 
the circle is red, and so on. An obvious prediction is that the attraction effect and the 194 
attraction asymmetry seen in earlier studies should be replicated. Alternatively, one 195 
might expect that when the variability of the semantic content of the phrases is 196 
dramatically reduced, participants may focus entirely on the grammatical encoding 197 
processes and errors might therefore be rare and independent of the number 198 
specifications of the nouns.  199 
 200 
There are two main reasons for our interest in exploring the usefulness of the 201 
paradigms described here. First, in spite of the substantial body of work on agreement, 202 
there are still many unresolved issues (for recent reviews see Bock & Middleton, 203 
2011; Gillespie & Pearlmutter, 2011), some of which might fruitfully be addressed 204 
using lexically simple and uniform materials. Though the generation of subject-verb 205 
agreement is a grammatical process based on the number assigned to the subject noun 206 
phrase, speakers’ decisions are affected by morpho-phonological, semantic, and 207 
pragmatic variables as well (e.g., Barker et al., 2001; Brehm & Bock, 2013; 208 
Hartsuiker, Schriefers, Bock, & Kikstra, 2003; Haskell & MacDonald, 2003; Solomon 209 
& Pearlmutter, 2004; Thornton & MacDonald, 2003; Veenstra, et al. 2014). When 210 
such variables are not of interest, it might be advisable to minimize their influence on 211 
people's behavior by using simple and uniform materials. For instance, a much 212 
debated issue is whether and how the syntactic structure of the subject noun phrase 213 
influences the agreement process (e.g., Badeker & Kuminiak, 2007; Bock & Cutting, 214 
1992; Frank et al., 2002; Gillespie & Pearlmutter, 2013).  The existing evidence on 215 
this issue is inconsistent and, in our view, difficult to evaluate because the relevant 216 
studies have used different materials and, at times, different languages. Thus, it is 217 
possible that semantic or pragmatic variables concealed or augmented effects of 218 
syntactic structure in some of the relevant studies. Effects of syntactic structure on 219 
agreement processes might surface more clearly when other influences on the 220 
agreement process are minimized.  221 
 222 
To give another example, Solomon and Pearlmutter (2004) have proposed that 223 
agreement processes are affected by the time course of noun phrase planning, with 224 
parallel planning of the two nouns leading to more interference of their number 225 
features and hence an increased likelihood of errors. Assessing this hypothesis 226 
requires paradigms where the time course of the retrieval of the two nouns is tightly 227 
controlled such that the retrieval processes either do or do not overlap. We have 228 
demonstrated recently that control over the time course of retrieval can be achieved by 229 
using a small set of items with similar retrieval times for all head and local nouns in a 230 
condition (Veenstra, Acheson & Meyer, 2014).  231 
 232 
A second reason to favor the development of agreement paradigms using lexically-233 
simple material comes from the desire to gain insight about grammatical encoding 234 
processes by expanding the study of agreement to different populations. Current 235 
studies on agreement (and language production generally) are conducted almost 236 
exclusively on highly educated young adults, in only a minute subset of the world’s 237 
languages. To the best of our knowledge, there are no systematic studies of the 238 
development of agreement processes in children, or of effects of literacy or mere print 239 
exposure on agreement processes. Furthermore, there are but a handful of studies that 240 
extend the study of agreement beyond English, Dutch, French or Italian (Badecker & 241 
Kuminiak, 2007 (Slovak); Lorimor, Bock & Zalkind, Sheyman & Beard, 2008 242 
(Russian); Dank & Deutsch, 2009 (Hebrew); Mirković & MacDonald, 2013 243 
(Serbian)). For research in these areas, and in particular for comparisons of agreement 244 
processes across groups and/or languages, it would be useful to develop sets of 245 
materials consisting of frequent words. Such materials are suitable for studies 246 
involving participants with little or no reading and restricted vocabularies, and could 247 
be readily translated between languages for cross-linguistic comparison. Finally, to go 248 
beyond descriptive work and to link differences between groups or individuals in 249 
agreement skills to educational or cognitive variables (such as executive control or 250 
working memory), agreement skills need to be assessed in an efficient and reliable 251 
way. High reliability may be easier to achieve when the items are similar in lexical 252 
content than when they are more variable.  253 
 254 
In short, using simple and uniform materials may be advisable whenever researchers 255 
want to focus study on the grammatical components of the agreement processes. 256 
Against this, one may argue that the tools to be developed here, reliable as they may 257 
be, are unlikely to have any validity for assessing grammatical processing in natural 258 
speech. Although we find it unlikely that the processes underlying agreement should 259 
be fundamentally different in lexically-reduced versus more enriched contexts, this is 260 
an empirical issue for which the current paradigm could be modified (see General 261 
Discussion). More importantly, however, one could say that grammatical encoding 262 
processes cannot be separated from conceptual and lexical retrieval processes, and 263 
therefore the development of methods to isolate agreement processes is pointless. We 264 
are sympathetic to views that stress that conceptual, lexical, and grammatical 265 
processes are tightly linked in both speech comprehension and production (for recent 266 
discussion see Borovsky, Elman, & Fernald, 2012; Elman, 2009; Fedorenko, 267 
Piantadosi, & Gibson, 2012; Gennari, Mirković, & MacDonald, 2012; Konopka & 268 
Meyer, 2014).  Nevertheless, it seems likely to us that one consequence of learning a 269 
language is to abstract away from the contexts in which utterances occur, that is, to 270 
learn the 'rules' of a language. Although context is demonstrably important for how 271 
people produce and comprehend language, speakers nonetheless know the 272 
grammatical rules of their language, including those pertaining to agreement, and can 273 
apply them to express novel ideas in novel combinations of words. In this sense, 274 
agreement skills are real and distinguishable from the knowledge of individual words 275 
and the message-level contexts in which they occur. Whether the application of this 276 
knowledge is probabilistic or deterministic is beyond the scope of the current work. 277 
  278 
Beyond issues of the multiple constraints that influence the agreement process is the 279 
need to access the processes of agreement while minimizing the need to use 280 
comprehension to first generate a to-be-produced message. Almost all of the 281 
agreement studies described above have used variants of the sentence completion 282 
paradigm. An attractive feature of this paradigm is that the characteristics of the 283 
subject phrase can be perfectly controlled.  However, the task is not a pure production 284 
task, and includes comprehension and working memory components as well. For 285 
many purposes, this is unproblematic, especially since there is strong evidence that 286 
the grammatical encoding processes in both tasks are likely to be similar (Pearlmutter, 287 
Garnsey, & Bock, 1999; Tooley & Bock, 2013). However, the time course of creating 288 
the grammatical and conceptual structure underlying subject noun phrases is likely to 289 
be different when participants read noun phrases relative to when they generate them 290 
themselves on the basis of conceptual information. These differences may, in turn, 291 
affect the processes involved in generating subject verb agreement. If the research 292 
goal is to investigate the processes of grammatical encoding in production, it may 293 
sometimes be desirable to minimize the comprehension component. This goal can, at 294 
least for some types of materials, be achieved by using picture description tasks.   295 
 296 
Picture description has recently been used to study agreement in experiments by 297 
Gillespie and Pearlmutter (2011), who investigated the effect of semantic integration 298 
on attraction (for other studies about semantic integration, see Brehm & Bock, 2013; 299 
Solomon & Pearlmutter, 2004; Veenstra, et al., 2014). Participants saw displays with 300 
two pictures, one of which was to be named as the head noun and the other the local 301 
noun of a subject phrase. One picture had a colored outline, indicating that it was to 302 
be used as the head noun. The color of this outline determined which preposition 303 
participants had to use to link the two nouns. Blue indicated for, yielding integrated 304 
phrases such as the apple for the pie(s); green indicated near, yielding unintegrated 305 
phrases such as the apple near the pie(s). These subject phrases were then completed 306 
to full sentences. Results of this study showed the grammatical attraction effect, but 307 
no effect of the prepositions. 308 
 309 
In Experiment 1 of the present study, we used a simpler picture description task: upon 310 
seeing a configuration of colored geometrical figures, participants produced sentences 311 
such as the star next to the circles is blue. The number of objects was varied across 312 
items in order to elicit subject noun phrases with singular and plural head and local 313 
nouns. We investigated whether these simple materials would induce a grammatical 314 
attraction effect, such that there would be more subject-verb agreement errors when 315 
the two nouns mismatched than when they matched in number. It is not self-evident 316 
that a replication of this key finding from the literature would be obtained in this task. 317 
Given that the visual and conceptual processes of the displays and the retrieval of the 318 
object names were very simple, adult participants might make very few agreement 319 
errors.  320 
 321 
As shown in Table 1, we used two sets of displays: one with overlapping pictures, to 322 
be described using met (with), and one with non-overlapping pictures, to be described 323 
using naast (next to). This allowed us to examine whether the spatial arrangement of 324 
the pictures (or the preposition used to link the head and local noun) affected 325 
attraction. Earlier studies have shown that the semantic relationship between the head 326 
and local noun varied, for instance, in pairs such as the driver with/for the actor(s) or 327 
the bowl with the stripe(s)/spoon(s), and can influence the generation of agreement 328 
(see Brehm & Bock, 2013; Veenstra et al., 2014). Such studies have shown that after 329 
subject phrases where the head and local noun are conceptually tightly linked (e.g., 330 
the driver for the actor, the bowl with the stripe), fewer agreement errors are made 331 
relative to subject phrases with weakly linked head and local nouns (e.g., the driver 332 
with the actor, the bowl with the spoons (but see Solomon and Pearlmutter, 2004, for 333 
a different pattern of results). In addition, Humphreys and Bock (2005) found effects 334 
of implied spatial relations on agreement, with more plural verbs chosen for spatially 335 
separated phrases (e.g., the gang on the motorcycles) than for the spatially collected 336 
phrases (e.g., the gang near the motorcycles). We explored whether differences in the 337 
spatial arrangements of the objects had similar effects. If so, the attraction effect 338 
should be stronger for the items featuring spatial separation of the objects (the naast-339 
items) than for the items featuring spatially integrated objects (the met-items).    340 
 341 
Experiment 1 used a picture description task. In Experiment 2, we used Staub's 342 
forced-choice completion task (Staub 2009, 2010; Veenstra et al., 2014) with 343 
corresponding materials to determine whether the results seen in the picture 344 
description task would be replicated. If the current paradigm captures critical aspects 345 
of the agreement process, we predict that agreement errors should be more likely 346 
when nouns mismatch relative to when they match, and that this pattern should be 347 
larger for sentences beginning with singular head nouns. Furthermore, the reaction 348 
times (RTs, Experiment 2) should show parallel patterns, with slower RTs for 349 
mismatching conditions, and a larger mismatch effect for sentences beginning with 350 
singular head nouns. 351 
  352 
Experiment 1 353 
Method 354 
 355 
Participants. Twenty-nine native speakers of Dutch, most of them university 356 
students, participated after giving written informed consent. Approval to conduct this 357 
study was given by the Ethics Board of the Social Sciences Faculty of Radboud 358 
University, Nijmegen. Data from one participant were excluded because they did not 359 
use verbs in their descriptions. Of the remaining 28 participants, 22 were female 360 
(mean age = 20.7 years). All participants in this study only took part in one of the 361 
experiments. 362 
 363 
Design and Materials. The experiment had a 2 (Head Noun Number: singular/plural) 364 
by 2 (Local Noun Number: singular/plural) by 2 (Preposition: with /next to) factorial 365 
design. Each subject phrase consisted of a determiner and a head noun (singular or 366 
plural) followed by a preposition (met/with or naast/next to), which was then followed 367 
by a determiner and a local noun (singular or plural). Only common nouns were used, 368 
which take the number-ambiguous determiner de. Specifically, we used four simple 369 
shapes (cirkel, driehoek, ster, rechthoek; English: circle, triangle, star, rectangle). 370 
This led to subject phrases such as de ster naast de cirkels/the star next to the circles 371 
(see Table 1). 372 
 373 
Table 1 374 
An Example of Pictures in eight Conditions in Experiment 1 375 
 Singular Head                  Plural Head 
       with        next to          with next to 
Singular Local   
 
  
 The star with/next to the circle is blue The rectangles with/next to the triangle are red 
Plural Local 
 
    
 The star with/next to the circles is blue The rectangles with/next to the triangles are red 
 376 
Pictures varied in size from 224 x 224 pixels to 256 x 509 pixels, corresponding to 6° 377 
to 13° of visual angle. Four colors were used (blue, red, yellow, and green), resulting 378 
in a total of 64 items in eight conditions. The resulting 512 trials were divided over 379 
four lists. In every list, each noun appeared 64 times as a head noun and 64 times a 380 
local noun. Each color appeared 64 times, and each preposition 128 times. The 381 
experiment consisted of four experimental blocks and two practice blocks consisting 382 




Procedure. Participants were tested individually in a soundproof booth. The 385 
participants were instructed to give descriptions of the pictures with the following 386 
                                                 
1
 Additional analyses excluding the repeated displays yielded almost identical error rates; all 
differences in error rates per condition were less than 0.003. Thus, there was no effect of repeating 
some of the experimental displays during practice and testing. 
 
construction: the (colored shape, head noun) with/next to the (grey shape, local noun) 387 
is/are (color). They were instructed to use with when the shapes on the screen 388 
overlapped and to use next to when they were positioned next to each other. This is 389 
fully consistent with the use of the two prepositions in everyday language. 390 
Participants were told that their focus throughout the experiment should be on the 391 
correct names for the shapes. Then they were familiarized with the task and the 392 
pictures in two practice blocks of 20 trials each, which took about 3 minutes to 393 
administer. 394 
 395 
On each trial a fixation cross was presented 200 pixels left from the center of the 396 
screen at 0.4° visual angle for 500 ms, followed by a blank screen of 150 ms. Then the 397 
picture was presented in the center of the screen for 2750 ms. Descriptions had to be 398 
given within a time limit of 2750 ms, which was indicated at the top of the screen 399 
with a timer. After 2750 ms, the picture disappeared and a blank screen appeared for 400 
another 500 ms. Responses were recorded for 3900 ms from the onset of the picture. 401 
 402 
Scoring and analysis. The participants' responses were scored online by the 403 
experimenter and later checked offline. Responses were coded as correct, as featuring 404 
subject-verb agreement errors, or miscellaneous errors (incorrect or missing object 405 
names or numbers, colors or prepositions).  406 
 407 
Following recent studies on agreement, statistical analyses were conducted using 408 
linear mixed effects regression models (e.g., Brehm & Bock, 2013; Gillespie & 409 
Pearlmutter, 2013; Staub, 2009; Veenstra et al, 2014). The analyses were run in R 410 
version 2.14 using linear mixed effects models with crossed effects of subjects and 411 
items using the lme4 package (Bates, 2005; R Development Core Team, 2011). In 412 
order to avoid collinearity and to maximize the likelihood of model convergence, the 413 
variables Mismatch, Block, Preposition, and Head Noun Number were mean centered 414 
prior to analysis (Baayen, 2008). Given the coding used, negative regression 415 
coefficients correspond to more errors for number match, earlier blocks, the 416 
preposition with, and singular head nouns.  417 
 418 
The fixed effects in the models included Head Noun Number (singular vs. plural), 419 
Mismatch (between the head and local noun number: yes vs. no), Preposition (with vs. 420 
next to), and Block (1 through 4). The list participants saw was initially included as a 421 
fixed effect, but as it did not contribute significantly to any of the models, we 422 
collapsed across this factor. Random intercepts were included for subjects and items, 423 
as well as random slopes to subjects and items for Head Noun Number, Mismatch, 424 
Preposition, and Block. Model selection started with a full model, leaving out non-425 
significant interactions with each step, after which the model was tested for 426 
complexity (as measured with AIC/BIC). Maximal random slopes were included 427 
where possible (Barr, Levy, Scheepers, & Tily, 2013). Main factors were kept for 428 
theoretical reasons. Error rates were analyzed using a logistic linking function (Jaeger, 429 
2008).  430 
 431 
Participants' response times were not analyzed, as the critical part of the sentence (the 432 
verb) did not appear sentence-initially and the difficulty of the agreement processes 433 




Miscellaneous errors occurred on 15.8% of the trials (see Table 2 for their distribution 438 
across conditions). Figure 1 shows the percentage of agreement errors among the 439 
remaining responses.  440 
 441 
Table 2 442 
Percentage of Miscellaneous Errors per Condition 443 
  Preposition 
  with next to 
Singular Head Singular Local 13.7% 16% 
 Plural Local 13.3% 19.8% 
Plural Head Singular Local 14.6% 18.1% 
 Plural Local 13.4% 17.3% 
 444 
(insert Figure 1 here) 445 
 446 
There were clear attraction effects for both singular and plural heads. This pattern was 447 
confirmed by the statistical analysis. The regression model (see Table 3) showed main 448 
effects of Head Noun Number, Mismatch, and Block, but no main effect of 449 
Preposition. The main effect of Head Noun Number indicates that more errors were 450 
made for plural heads (M = 5.4%, SD = 22.9%) than for singular heads (M = 5.5%, SD 451 
= 22.5%)
2
, whereas the main effect of Mismatch indicated that more errors were made 452 
when the head and local noun number mismatched (M = 9.2%, SD = 28.9%) than 453 
when they matched (M = 1.8%, SD = 13.2%). Over the course of the experiment, 454 
participants made fewer errors, indicated by the main effect of Block. Importantly, 455 
there was an interaction between Head Noun Number and Mismatch, and follow-up 456 
analyses showed that attraction was stronger for singular heads (Md = 8.9%, SDd = 457 
0.82%) than for plural heads (Md = 5.9%, SDd = 0.82%): Singular heads combined 458 
with mismatching local nouns yield more agreement errors than those combined with 459 
matching local nouns (ß = 2.51, SE = 0.38, p <.001). This effect was weaker, but still 460 
reliable for plural heads (ß = 0.77, SE = 0.15, p <.001).  461 
 462 
Table 3 463 
Logistic Mixed-Effects Model predicting Agreement Errors in Experiment 1 464 
Variable Coefficient SE z-value Pr(>|z|) Random Slope 
(Intercept) -4.08 0.20 -20.19 <.001 subjects, items 
Head Noun Number 0.38 0.13 2.83 .005 subjects, items 
Mismatch 1.28 0.15 8.45 <.001 subjects, items 
Block -0.20 0.05 -3.75 <.001 subjects, items 
Preposition -0.03 0.07 0.38 .706  
Head Number * Mismatch -0.52 0.13 -4.16 <.001  




                                                 
2
 Note that the means reported here are in the opposite direction of the model estimate of the effect of 
Head Noun Number. This difference is a result of variability across subjects and items that was 
accounted for in the random slopes of the mixed effects model. When random intercept terms alone are 
modeled, no main effect of Head Noun Number emerges.  
The speeded picture description task of Experiment 1 yielded three main results: First, 469 
there was a clear attraction effect: More agreement errors were made for subject 470 
phrases with mismatching head and local nouns, compared to subject phrases with 471 
matching head and local nouns. Second, the experiment replicated the attraction 472 
asymmetry seen in previous research: The attraction effect was weaker for plural 473 
heads combined with singular local nouns than for singular heads combined with 474 
plural local nouns. Unlike previous experiments using the sentence completion 475 
paradigm, however, the attraction effect observed for plural head nouns combined 476 
with singular local nouns was reliable. Third, there was no effect of preposition, as 477 
equal proportions of agreement errors were made for sentences with met (with) and 478 
with naast (next to). One might have expected that the difference in spatial arrays 479 
(with overlapping versus separate objects) and the associated use of prepositions 480 
could affect the generation of agreement, similar to the effect of semantic integration. 481 
This expectation was not borne out. 482 
  483 
Experiment 2 484 
 485 
The second experiment used the forced-choice task developed by Staub (2009, 2010; 486 
see also Veenstra, et al., 2014). The written subject phrases corresponded to the 487 
intended descriptions of the pictures in Experiment 1. The forced-choice task has the 488 
advantage that response times for verb selection can be measured. We predicted a 489 
replication of the results from Experiment 1, with an attraction effect and an 490 
asymmetry in the attraction effect in the error rates and parallel patterns in the 491 




Participants. Thirty-one native speakers of Dutch participated after giving written 496 
informed consent. Data from three participants were excluded due to poor 497 
performance on the catch trials (see below). Of the remaining 28 participants, 22 were 498 
female (mean age = 22.4 years).  499 
 500 
Design and materials. The materials were identical to Experiment 1, but instead of 501 
pictures, participants saw written subject phrases, see Table 4. Whereas Staub (2009, 502 
2010) presented his participants with is/are, the participants of the present study saw 503 
full verb phrases, such as is blue/are blue. This was done in order to match the 504 
sentences to those of Experiment 1, where speakers produced full sentences.  505 
 506 
Table 4 507 
An Example Item in Eight Conditions 508 
  Preposition 
  with next to 
Singular Head Singular Local the star with the circle the star next to the circle 
 Plural Local the star with the circles the star next to the circles 
Plural Head Singular Local the stars with the circle the stars next to the circle 
 Plural Local the stars with the circles the stars next to the circles 
 509 
Sixty-four filler items were constructed with different structures, such as the star or 510 
the circle, or the star and the circle, to prevent participants from basing their answer 511 
solely on the number of the first noun.  512 
 513 
One potential strategy in which participants might engage is to only pay attention to 514 
the head noun as selection of the correct verb phrase depends on this noun. In order to 515 
prevent such a strategy from occurring, and to encourage participants to carefully 516 
process the entire subject noun phrases, catch trials were included that required 517 
participants to repeat the noun phrases and complete them with a spoken continuation 518 
(see Procedure). This same procedure has been used successfully before in earlier 519 
studies (Brehm & Bock, 2013; Veenstra et al., 2014). As participants could not predict 520 
which trials would be catch trials, they had to pay close attention to the wording of all 521 
subject phrases.  522 
 523 
A practice block of 10 trials (consisting of random experimental trials) was added to 524 
each list. Items were presented in a fixed random order. As in Experiment 1, the 525 
practice items were repeated in the experimental blocks.  526 
 527 
Procedure. Participants were tested individually in a sound-proof booth in front of a 528 
computer. First, a fixation cross appeared in the center of the screen for 1000 ms at 529 
0.4° visual angle. Then the subject phrase was presented in the center of the screen in 530 
a word-by-word fashion. Each word appeared for 250 ms, followed by a blank screen 531 
for 150 ms. After presentation of the subject phrase, a screen with two verb phrases 532 
appeared; the singular option (e.g., is blauw) on the left and the plural option (e.g., 533 
zijn blauw) on the right. Participants were instructed to press the corresponding button 534 
on a two-button button box as quickly as possible. Feedback was provided to incorrect 535 
answers (the word fout (wrong) appeared for 1500 ms). When the answer was correct, 536 
the next trial followed after a blank screen shown for 1500 ms.  537 
 538 
Catch trials had a structure similar to that of experimental trials, except that instead of 539 
the screen with two verb phrase options, the word herhaal (repeat) appeared, 540 
prompting participants to repeat the subject phrase and complete the sentence aloud 541 
freely. Answers were recorded for 3000 ms. The experiment consisted of a practice 542 
block of 10 trials and 4 experimental blocks of 64 experimental, 8 catch and 16 filler 543 
trials each.  544 
 545 
Scoring and analysis. Catch trials were analyzed only in order to check participants' 546 
attention to the subject phrases. Three participants made over 15% errors on catch 547 
trials, usually failing to repeat the subject phrases correctly. Their data were excluded 548 
from further analysis as the high number of repetition errors raised doubts about their 549 
processing of the subject phrases on experimental trials. The responses on the 550 
experimental trials were coded for accuracy and response time. Analyses below 551 
concern the experimental trials only. 552 
 553 
Trials in which an answer was given faster than 200 ms were excluded from the 554 
analysis (3.9% of the data). On these trials, participants may have decided on their 555 
answer before the sentence was completed, possibly limiting the influence of the local 556 
noun.  557 
 558 
Only correct responses on experimental trials were included in the analysis of 559 
response times. A histogram showed that the distribution of response times was 560 
rightward skewed; therefore, the analyses were performed on natural log-transformed 561 
response times. Response times more than three standard deviations above the 562 
participant's mean were excluded (1.5% of the data). The inclusion of random slopes 563 
in the analysis of response times meant that resampling methods for calculating 564 
statistical probability were not available. Thus, factors were judged significant when 565 
the absolute t-value exceeded 2 (Baayen, 2008).  566 
 567 




Agreement errors. Agreement errors consisted of plural answers given to trials with 572 
a singular head noun and singular answers given to trials with a plural head noun. The 573 
proportions of agreement errors are shown in Figure 2. 574 
 575 
(Figure 2 here) 576 
 577 
The figure shows that there was attraction for both singular and plural head nouns, 578 
and this effect was stronger for singular head nouns than for plural head nouns (i.e., 579 
the attraction asymmetry). The preposition met lead to more errors than naast. These 580 
patterns were confirmed by the statistical analysis, see Table 5. 581 
 582 
Table 5 583 
Logistic Mixed-Effects Model predicting Agreement Errors in Experiment 1 584 
Variable Coefficient SE z-value Pr(>|z|) Random Slope 
(Intercept) -4.15 0.19 -22.17 <.001 subjects, items 
Head Noun Number <0.001 0.10 0.02 .984 subjects, items 
Mismatch 0.38 0.11 3.50 <.001 subjects, items 
Preposition -0.20 0.09 -2.37 .017 subjects, items 
Block -0.39 0.07 -5.42 <.001 subjects, items 
Head Number * Mismatch -0.24 0.09 -2.65 .007  
Note. Coefficients correspond to Logits. 585 
 586 
The statistical analysis showed main effects of Mismatch, Preposition, and Block. The 587 
main effect of Mismatch shows that items with mismatching head and local nouns 588 
yielded more errors (M = 5%, SD = 21.8%) than items with matching head and local 589 
nouns (M = 1.9%, SD = 13.5%). The main effect of Preposition arose because there 590 
were more errors for met-items (M = 3.9%, SD = 19.3%) than naast-items (M = 3.0%, 591 
SD = 17.1%). The effect of Block was due to the fact that participants made fewer 592 
errors over the course of the experiment. Importantly, the analysis also showed a 593 
Mismatch by Head Noun Number interaction. This result was followed up with 594 
separate analyses for singular and plural heads. The mismatch effect was significant 595 
for singular heads (Md = 4.4%, SDd = 0.64; ß = 0.64, SE = 0.16, p <.001), but unlike 596 
the results seen in Experiment 1, was not significant for plural heads (Md = 1.9%, SDd 597 
= 0.57; ß = 0.14, SE = 0.14, p = .327). This pattern thus replicates the classic 598 
attraction asymmetry observed in previous studies using the sentence completion 599 
paradigm. 600 
 601 
Response times. The response times showed roughly the same pattern as the 602 
agreement errors, see Figure 3: 603 
 604 
Insert Figure 3 here 605 
 606 
The statistical analysis revealed no significant interactions, only main effects of Head 607 
Noun Number, Mismatch, Preposition, and Block (see Table 6). The main effect of 608 
Head Noun Number came from slower responses in choosing the verb phrase when 609 
the head noun was singular (M = 764 ms, SD = 510 ms) than when it was plural (M = 610 
713 ms, SD = 501 ms). The main effect of Mismatch shows that participants were 611 
slower when the numbers of the head and local noun mismatched (M = 777 ms, SD = 612 
551 ms) compared to when they matched (M = 701 ms, SD = 455 ms). The effect of 613 
Preposition came from slower response times when the item contained met (M = 755 614 
ms, SD = 517 ms) relative to when it contained naast (M = 721 ms, SD = 494 ms). 615 
Finally, participants became faster over the course of the experiment, as indicated by 616 
the effect of Block. In contrast to the error rates, there was no interaction between 617 
Head Noun Number and Mismatch, thus no evidence of an attraction asymmetry. 618 
 619 
Table 6 620 
Logistic Mixed-Effects Model predicting Response Times in Experiment 1 621 
Variable Coefficient SE t Random Slope 
(intercept) 6.41 0.08 81.65 subjects, items 
Head Noun Number -0.03 0.01 -3.43 subjects, items 
Mismatch 0.04 0.01 4.08 subjects, items 
Preposition -0.02 0.01 -2.14 subjects, items 




The forced-choice sentence completion task of Experiment 2 yielded three main 625 
results. First, there was a clear attraction effect, with more agreement errors for 626 
subject phrases with mismatching head and local nouns than for subject phrases with 627 
matching head and local nouns. In addition, there was an attraction effect in the 628 
response times: participants took longer to choose a verb when the number of the 629 
nouns mismatched, than when it matched. 630 
 631 
Second, the error rates showed the classic attraction asymmetry as the attraction effect 632 
was significant for singular heads combined with plural local nouns, but not for plural 633 
heads combined with singular local nouns. In contrast, response times showed no such 634 
asymmetry: Singular and plural head nouns yielded reliable attraction effects of 635 
similar magnitude. 636 
 637 
Third, there was a main effect of preposition for error rates and response times. 638 
Higher error rates and slower responses for the met-items than for the naast-items 639 
suggested that the phrases featuring met were more difficult. Given that no difference 640 
between the prepositions was seen in Experiment 1, this effect may be due to the fact 641 
that the meaning of naast is more well-defined than that of met. The same holds for 642 
English next to and with: A phrase such as the star next to the circle clearly indicates 643 
spatial separation, whereas the star with the circle might be interpreted to mean that 644 
the star is adorned with a circle or that it is next to the circle. This ambiguity may 645 
have created some confusion and interfered with the selection of the correct verb 646 
form. In Experiment 1, where the participants saw displays of the target objects, no 647 
such ambiguity arose and therefore there was no effect of preposition on the error 648 
rates.   649 
 650 
Note that the main effects of preposition seen in the current experiment do not match 651 
the effects of semantic integration or spatial distribution observed in previous studies 652 
(Brehm & Bock, 2013; Humphreys & Bock, 2005; Solomon & Pearlmutter, 2004; 653 
Veenstra, et al., 2014). Based on the earlier results one would expect more agreement 654 
errors or a stronger attraction effect for singular head nouns in next to-items compared 655 
to the with-items. This is because next to highlights the presence of several distinct 656 
objects, whereas a noun phrase featuring with can be interpreted as referring to a 657 
single object (e.g., a circle adorned with a star). In contrast to these predictions, we 658 
found that the participants made fewer agreement errors on next to than with items, 659 
presumably because of the ambiguity of with.  660 
 661 
General Discussion 662 
 663 
The current study examined the production of subject-verb agreement in two 664 
paradigms: a picture description task in Experiment 1 and a forced-choice sentence 665 
completion task in Experiment 2. The experiments differed from previous 666 
experiments of agreement in the choice of materials, which were kept very simple. In 667 
the picture description task, participants saw different combinations of four 668 
geometrical figures shown in four colors and described them in sentences such as the 669 
star next to the circles is blue. In the forced-choice sentence completion task, they 670 
read noun phrases featuring the same object names and chose the correct verb forms 671 
and color adjectives. Our main goal was to explore whether the generation of 672 
agreement in adults could be investigated using such simple materials. To this end, we 673 
examined whether attraction and the attraction asymmetry, key findings reported in all 674 
published studies of agreement, would be replicated with our materials. Results across 675 
both studies showed that we were able to replicate critical patterns of attraction using 676 
these simple materials. We first discuss the theoretical implications of the present 677 
results and then turn to methodological issues. 678 
 679 
Attraction is the observation that agreement errors are more likely when the head 680 
noun and the following local noun in a subject noun phrase mismatch in number 681 
relative to when they match (Bock & Eberhard, 1993; Bock & Miller, 1991; Bock, 682 
Nicol, & Cutting, 1999; Haskell & MacDonald, 2005; Vigliocco, Butterworth, & 683 
Semenza, 1995). Our results are clear-cut: In both experiments, reliably more 684 
agreement errors occurred for mismatching than for matching head and local nouns. 685 
Additionally, response times for correct trials in Experiment 2 were longer when the 686 
head and local noun mismatched than when they matched, indicating increased 687 
difficulty to compute agreement in the presence of an interfering local noun. In sum, 688 
both experiments yielded evidence for attraction. This finding represents initial 689 
evidence that agreement processes in adults can be studied with simple and repetitive 690 
materials.  691 
 692 
As noted above, earlier studies have also found an asymmetry in the attraction effect, 693 
with the effect far stronger for singular than plural head nouns (Bock & Eberhard, 694 
1993; Bock & Miller, 1991; Bock, et al., 1999; Haskell & MacDonald, 2005; 695 
Vigliocco, Butterworth, & Semenza, 1995, but see Franck, Lassi, Frauenfelder, & 696 
Rizzi, 2006; Franck, Vigliocco, & Nicol, 2002). In both of our experiments, the error 697 
rates showed such an asymmetry, though in Experiment 1 the attraction effect was 698 
significant for both singular and plural heads. The response latencies in Experiment 2 699 
did not show an attraction asymmetry. Overall, then, our data show a weaker 700 
attraction asymmetry than one might have expected based on previous research. In 701 
earlier work, the attraction asymmetry has often been accounted for by reference to 702 
the concept of markedness (e.g., Eberhard, Cutting, & Bock, 2005; Eberhard, 1997): 703 
Singular nouns are unmarked, whereas plural nouns are marked, thus, only features 704 
from the latter can interfere with computing the inflection of the verb. Given that we 705 
found an attraction effect with singular local nouns, our data suggest that the effect of 706 
markedness on the generation of agreement may be graded rather than categorical, 707 
with marked plural local nouns exerting a stronger effect on the choice of the verb 708 
form than unmarked singular local nouns (for similar conclusions, see Haskell, 709 
Thornton & MacDonald, 2010; Hanke, Hamann, & Ruigendijk, 2013). The attraction 710 
asymmetry thus continues to serve as an important testing ground for theories about 711 
the processes and representations underlying agreement. The fact that agreement 712 
errors from singular local nouns can reliably elicit attraction in the picture naming 713 
paradigm developed here suggests that this paradigm should prove useful to address 714 
issues of markedness in future investigations. 715 
 716 
The main goal of the present study, however, was a methodological one, namely to 717 
explore how well agreement processes could be studied when the lexical content of 718 
the utterances was reduced to a minimum. We did this in two paradigms, the forced-719 
choice completion paradigm and the picture description paradigm. Turning first to the 720 
comparison of the two paradigms, it is evident that each of them has advantages and 721 
disadvantages, and that consequently, their relative usefulness will depend on the 722 
research question and experimental context. Advantages of the forced-choice 723 
paradigm are that the materials are easy to generate, and that the responses are fast to 724 
code. Furthermore, data loss due to invalid responses is minimal, and perhaps most 725 
importantly, response times for the choice of the verb form can readily be obtained. A 726 
potential disadvantage is that the task is not a pure production task. It includes a 727 
comprehension component as the participants have to read or listen to the preambles. 728 
The picture description task, in contrast, does not involve such a comprehension 729 
component, and the task gets closer to requiring participants to generate their own 730 
message. However, the materials for a picture description experiment are slightly 731 
more difficult to generate, there is likely to be more data loss due to invalid responses, 732 
and coding the responses and measuring response latencies is more time-consuming. 733 
Data loss in a picture description task with simple materials can, however, be 734 
substantially lower than reported for some classic free preamble completion tasks 735 
(e.g., 20% in this study compared to 40%-75% in Bock and Miller's (1991) study).  736 
 737 
Turning to the materials, the practical advantages of using small sets of items that are 738 
repeated many times over the course of the experiment might also be obvious. Small 739 
item sets featuring simple pictures and high frequency words are easy to generate. In a 740 
picture description task, there will be little data loss due to invalid nouns being 741 
produced since the descriptive task is easy and repeated many times across trials. 742 
Furthermore, the coding of the responses is likewise relatively straightforward.  743 
 744 
More importantly, there is little room for conceptual and lexical variables to affect the 745 
participants' responses. As mentioned in the Introduction, most studies of agreement 746 
have used parallel versions of the subject noun phrases (e.g., the bridge to the 747 
island(s)) in different conditions so that the conditions were well matched for lexical 748 
content. Significant variability in semantic content across items is usually allowed. By 749 
contrast, the items in the simple materials used here are extremely similar. The 750 
variance in the participants' response speed and accuracy due to differences between 751 
the items in semantic content or due to interactions of item-specific semantic effects 752 
with other variables must be lower than in studies using larger and more 753 
heterogeneous sets of items. This reduction in variance should facilitate detecting 754 
effects of the manipulation of grammatical structure.    755 
 756 
As already discussed in the Introduction, picture description and sentence completion 757 
experiments can be viewed as tests of the participants' agreement skills. One would 758 
expect the reliability of an agreement test to increase as variability in the semantic 759 
content of the items decreases. To assess whether this was the case, we computed the 760 
split-half reliability (the first 64 trials versus the second 64 trials) for the mismatch 761 
effect in the response latencies in Experiment 2 of the current study and for a similar 762 
experiment using different lexical items on each trial (Experiment 2, Veenstra, et al., 763 
2014). As that study only employed singular head nouns with matching and 764 
mismatching local nouns, we only included the trials with singular heads from the 765 
current study in the reliability analysis. The two experiments were similar in the 766 
number of items and participants. For Experiment 2 of the present study, the 767 
correlation in the effect sizes was r =.74 (Cronbach's α = .82); thus, participants who 768 
had small or large mismatch effects in the first half of the experiment tended to have 769 
small or large effects in the second half as well. By contrast, in our earlier study, the 770 
corresponding correlation was only r =.16 (Cronbach's α =.27). Interestingly, the split-771 
half reliability for the mismatch effect in the error rates was high in both experiments: 772 
r =.71 (Cronbach's α =.75) in the present study and r =.80 (Cronbach's α = .89) in 773 
Veenstra, et al. (2014); the higher reliability is likely due to the relatively low error 774 
rates in the latter study. Nevertheless, the point remains that the lexical content of the 775 
items can have a substantial impact on the participants' responses. In order to assess 776 
grammatical encoding skills in an individual or a group of participants, one might 777 
therefore want to minimize lexical variability.   778 
 779 
Of course, the most important criterion in evaluating an experimental paradigm is 780 
whether it can be used to address practically or theoretically important issues. 781 
Whether this is the case for the methods described here needs to be determined in 782 
future research. We think that in studying grammatical encoding the use of lexically 783 
simple materials may prove to be beneficial. This should hold not only for research 784 
into agreement but also, for instance, for research into the generation of different 785 
syntactic structures, such as questions, relative clauses, or passive forms. Whenever 786 
the goal is to assess grammatical encoding skills in an individual (e.g., a patient) and 787 
whenever groups (e.g., young and older persons, L1 and L2 speakers of a language) 788 
are to be compared with respect to these skills, it would seem useful to use methods 789 
that measure these skills as purely and reliably as possible. The same holds for 790 
cognitive neuroscience studies aiming to understand the brain networks involved in 791 
grammatical encoding (see Segaert, Menenti, Weber, Magnusson, & Hagoort, 2012, 792 
for a study using relatively simple material to investigate syntactic priming).  793 
 794 
One advantage of the basic paradigms used here is that they can be modified in many 795 
ways to allow researchers to address different questions or test different groups of 796 
participants. For instance, both the picture description and the forced-choice 797 
completion paradigm can be readily adapted for use in cross-linguistic research. 798 
Furthermore, as attraction was found with small item sets, the tasks may be well 799 
suited for use in persons with limited vocabularies. For instance, the materials can be 800 
adapted to include specific words that exist in the vocabulary of young children or a 801 
specific aphasic patient. In addition, the picture description task may be useful to 802 
assess agreement in groups with low literacy or persons with reading difficulties, and 803 
in persons with verbal working memory or comprehension deficits, who might 804 
struggle to understand and retain spoken preambles.  805 
 806 
In evaluating the potential of simple materials to assess specific theoretical issues, 807 
such as the impact of the hierarchical and linear distance between the head and local 808 
noun on agreement processes, one should also keep in mind that lexically simple 809 
materials can still be grammatically complex (as in the triangles that the dot above the 810 
circle touched are blue). Moreover, the current paradigm would afford a gradual 811 
building-up of research into how conceptual and lexical variables influence 812 
grammatical encoding by systematically re-introducing these variables into the 813 
materials. One could, for instance, use a small set of items to investigate whether a 814 
semantic relationship between the head noun and the local noun affects the processing 815 
of agreement, or whether the animacy of nouns or their frequency matters. It is, of 816 
course, also possible to investigate the effects of the number of items and their 817 
repetition on grammatical encoding processes. The current paradigm thus affords 818 
multiple opportunities for systematically varying factors that may influence the 819 
agreement process, and serves as the starting point of research programs addressing 820 
many issues in grammatical encoding. A good general research strategy for any area 821 
of grammatical encoding might be to start simple—using small sets of repeated 822 




Experimental studies of grammatical encoding have often used large sets of stimuli 827 
varying widely in lexical content. Such variability might unnecessarily complicate the 828 
generation of experimental materials and, more importantly, the interpretation of the 829 
results. The current study demonstrates that reliable measures of grammatical 830 
encoding in production can be elicited using lexically simple materials. We encourage 831 
psycholinguists to explore the use of simple and homogeneous materials in studies of 832 
grammatical encoding. The present study illustrates how this can be done.  833 
  834 
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Figure 1. Agreement errors in Experiment 1. Error bars show the SE of the mean 980 
across participants, for illustrative purposes.  981 
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Figure 2. Agreement errors in Experiment 2. Error bars show the SE of the mean 983 
across participants, for illustrative purposes. 984 
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Figure 3. Response times in Experiment 2. Error bars show the SE of the mean across 986 
participants, for illustrative purposes.  987 
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