We prove a new theorem on the continuity of convolution operators with variable coefficients, and we use it to deduce that the limit of a superoscillating sequence maintains the superoscillatory behaviour for all values of time, when evolved according to Schrödinger equations with time-dependent potentials.
one uses Fourier analysis, or the relevant Green function, to solve the Cauchy problem associated with the Schrödinger equation, and then, one translates the problem in the complex plane (essentially by complexifying both the functions and the operators acting on them) and demonstrates the permanence of the superoscillatory behaviour as a consequence of a continuity theorem for suitable convolution operators. The key ingredient for the continuity theorem is the understanding of the growth of the associated symbol (usually an entire function).
In this paper, we consider a very large, and so far not yet considered, class of potentials for the Schrödinger equation, and we prove how a new theorem on the growth of analytic functions (which we prove in Sect. 2) can be used to demonstrate superoscillatory longevity in time for those equations.
The novelty of the present paper consists in the fact that we will now study convolution operators with non-constant coefficient of the form:
This situation will require a new continuity theorem, which we will prove in Sect. 2. This result will be applied in Sect. 3 to the study of the evolution of superoscillations by Schrödinger equations in which variable coefficients potential appear. The first author would like to express his sincere thanks to Professor Susumu Yamasaki for valuable comments on the topology of the spaces of entire functions.
Theorem on continuity of a class of convolution operators
Let f be a non-constant entire function of a complex variable z. We define
The non-negative real number ρ defined by
ln r is called the order of f . If ρ is finite, then f is said to be of finite order, and if ρ = ∞, the function f is said to be of infinite order.
In the case f is of finite order ρ, we define the non-negative real number
which is called the type of f . If σ ∈ (0, ∞), we call f of normal type, while we say that f is of minimal type if σ = 0 and of maximal type if σ = ∞. The constant functions are said to be of minimal type and order zero. In the sequel, we make use of the notions given in the next definitions. These notions are classical, see e.g. [11] , and go back to Hörmander see [21] :
Definition 2.1 Let p be a positive number. We define the class A p to be the set of entire functions such that there exists C > 0 and B > 0 for which The class A p,0 consists of those entire functions such that for all ε > 0 there exists C ε > 0 such that
To define a topology in these spaces, we follow [11, Section 2.1]: For p > 0, c > 0 and for any entire function f , we set
Let A c p denote the linear space of entire functions satisfying f c < ∞. Then, · defines a norm in A c p which makes this space a Banach space. The natural inclusion mapping A c p → A c p is a compact operator for any 0 < c < c . For any sequence {c n } n≥1 of positive numbers, strictly increasing to infinity, we can introduce an LF topology on A p given by the inductive limit
Since this topology is stronger than the topology of the pointwise convergence, it is independent of the choice of the sequence {c n } n≥1 . In this inductive limit topology, a sequence { f k } in A p converges to f in A p if and only if there exists n such that f j ∈ A It can be proved, see [11, Section 6.1] , that A p is a DFS space and A p,0 is an FS space, respectively. To prove our main results, we need an important lemma that characterizes the coefficients of entire functions with growth conditions. 
Proof First suppose that f (z) ∈ A p and let us prove that the estimate on the coefficients f j follows by the Cauchy formula. In fact, we have
where the path of integration γ is the circle |w − z| = s|z|, where s is a positive real number and z = 0. Then, we have
for all s > 0, where we have used the fact that f ∈ A p and |w| ≤ (1 + s)|z|. The well-known estimate
for all s > 0. Hence we have
for all z ∈ C and s > 0. We now take the minimum of the right-hand side of the above estimate with respect to s, i.e. the minimum of the function
The minimum is at the point
So if we set
j! , we have, by the maximum modules principle applied in a disc centred at the origin and with radius > 0 sufficiently small,
The other direction follows form the properties of the Mittag-Leffler function. In fact,
is an entire function of order 1/α (and of type 1) for α > 0 and Re(β) > 0, see [10] . So, in our case, f is entire of order p.
In order to prove our main results, we need some more notations and definitions:
(i) a n (z) (n = 0, 1, 2, . . .) are entire functions.
(ii) There exists a constant B > 0 such that for every ε > 0 one can take a constant C ε > 0 for which
holds, where
and 1/q = 0 when p = 1.
Proof We apply the operator P(z, ∂ z ) to the function f ∈ A p and we get
Now we observe that
Using the hypothesis on P and f , which translate into conditions on the a n and on f j , we get
(1) From the inequality
we deduce
and so we can write (1) as
Finally, consider the series
and observe that
Since ε is arbitrary small, the series converges, i.e.
This finally gives
and, by the properties of the Mittag-Leffler function, we have
We conclude that there exists B > 0 such that
which means that P(z, ∂ z ) f (z) ∈ A p and for C f → 0 the same estimate proves the continuity, i.e. |P(z,
We conclude this section with a result which is the integral counterpart of the previous theorem and is of independent interest. We define the action of the operator denoted by ∂ −n z (n = 1, 2, 3, . . . ) on the space of entire functions by the Riemann-Liouville integral
Definition 2.5
Let E p denote the set of all formal power series
of ∂ −1 z satisfying (i) a n (z) (n = 0, 1, 2, . . .) are entire functions.
(ii) There exist constants B > 0 and C > 0 for which
holds for n = 0, 1, 2, . . . and where
with 1/q = 0 when p = 1.
Theorem 2.6 Let P(z, ∂
−1 z ) = ∞ n=0 a n (z)∂ −n z ∈ E p ,
and define the action of P(z,
∂ −1 z ) on A p by P(z, ∂ −1 z ) f (z) = a 0 (z) f (z) + ∞ n=1 a n (z)∂ −n z f (z).
This action is well defined, that is, if P(z,
We rewrite the Riemann-Liouville integral in the form
Using this expression, we have
By the condition (b), we have
for n ∈ N. Here we set B 2 = B + B 1 . Thus, there exist C 2 > 0 and B 3 > 0 for which
hold for all z ∈ C. This implies P f ∈ A p . The continuity of P can be proved as in the proof of the previous theorem.
Evolution of superoscillations for a class of potentials
The prototypical superoscillating sequence is
where x is a real variable and a > 1 is a parameter. By using Euler's identity for the exponential, and the Newton binomial formula, it is immediate to show that
where
The reason for the term superoscillations is easily understood if one considers that all the frequencies that appear in (3) are in modulus less than one, but that the sequence F n (x, a) itself converges uniformly (on compact subsets of R) to e iax . In our works, see e.g. [3, 4, 6] , we considered some Cauchy problems in which the datum when the time t equals 0 is F n (x, a), and we asked whether the solution ψ n (x, t) to the problem maintained superoscillatory characteristics. In order to show that superoscillations perpetually persist in time, i.e. when the time tends to infinity, we need to explicitly compute the limit
We now consider a potential V (t, x) and the Cauchy problem for the Schrödinger equation
According to the type of potential, in some cases it is possible to determine explicitly the Green function G V (t, x, y), but in most of the cases this is not possible. The solution of Cauchy problem (5) is given by
Since the superoscillatory functions such as F n (x, a) are linear combinations of exponential functions, we determine the solution of the Cauchy problem
that is
The solution of the Cauchy problem is obtained by linearity
We will consider the following classes of potentials such that a very general structure of the Green function is of the form
where g j , g : R → R are given functions of the time and f is an analytic function; all those functions depend on the potential V . (T1) We say that G V is of type (I) if
where h 1 is a given function and the coefficients b (t, x) extend analytically to an entire function b (z, x) that satisfy the growth condition: There exists A > 0, and for every ε > 0, there exists C ε > 0, for all x ∈ R, such that (13) where h 2 is a given function and the coefficients c (t, x) extend analytically to an entire function that satisfy the growth condition: There exists A > 0, and for every ε > 0, there exists C ε > 0, for all t ∈ R, such that
The following result is now immediate to prove.
Lemma 3.2 Let a ∈ R.
(I) Let G V be a Green function of type (I). Then, the solution of Cauchy problem (7) can be represented by 
Inspired by the above lemma, we define the operators
and
So we can prove the main result.
Theorem 3.3 Under the hypothesis of the previous lemma, the solution can be written as
Moreover, we have lim
Proof We consider just one case, since the second is analogous
We conclude this article by showing how non-constant coefficients differential operator may naturally appear in the study of these problems. Consider the Cauchy problem 
can be written as
where G(z, x, ∂ z ) is a non-constant coefficients differential operator.
