Abstract. A general algorithm is presented for determining numerical integration formulas exact for an arbitrary finite set of continuous functions defined on a compact set, involving nonnegative combinations of function values at a finite number of points in the set. Examples are given. | 1. Introduction. The purpose of this paper is to present an algorithm for obtaining one-and multi-dimensional quadrature formulas of the form
/ u(t)f(t)dt = ¿ \if(tt) , w(0 ^ 0 where the base points to, h, • ■ ■ ,tn are within the compact region T, the coefficients Xo, Xi, • • •, X" are nonnegative, and where the formula is exact for the span of n + 1 given functions defined on T. The advantages of formulas satisfying these properties is well known in the lore of numerical analysis, and will not be discussed here. Let T be a compact set of Er. Let Cn(T) be the span of n + 1 continuous linearly independent functions <j>o(t), ■ • -, <Pn(t), defined on T. (T necessarily contains at least n + 1 points.) A nonnegative linear functional is a linear functional L such that L(p) ^ 0 whenever p(t) 2: 0 on T. Such an example is the integral, L(f)=j Tu(t)f(t)dT, co(i)^0.
Except in degenerate situations, this is actually strictly positive, i.e. p(t) £: 0, p(t) féO, =*L(p) > 0. Now, it is known that if Cn(T) satisfies the Kreïn condition (3 p(t) G Cn(T), s.t. p(t) ^ a > 0 on T), and if L is a nonnegative linear functional, then there exist points ¿o, h, ■ ■ •, tH G T, and nonnegative scalars Xo, Xi, • • -, X", such that
¿=0
Various proofs are given in Rogosinski [4] , Tchakaloff [6] , Wilson [7] , [8] , and Davis [1] , [2] . (The Kreïn condition is no real restriction, since, if it does not hold, we can append <¡>n+i = 1 to the set <£0, 4>i, • • •, 4>n, and work with the new set. A quadrature formula, exact for the new set, is exact for the given set, at the cost of at most one extra base point or function evaluation.) The proofs of Davis are constructive and provide a theoretical basis for the algorithm given in Section 2. He showed that if {Pi} is a dense sequence in T, and L is a strictly positive linear functional, then for N sufficiently large, there exist constants X0, Xi,
If Ttf = {to, h, • ■ -, ín] is a finite subset of T, we say that TV supports a nonnegative quadrature formula w.r.t. <p0, <¡>i, • • -, <pn if there exist nonnegative con-
Davis' proof then shows how to construct a set TV which supports a nonnegative quadrature formula. Once we obtain the expression ( On the other hand, if we assume a set of (N + 1) points, TV = {to, h, ••-,£#} C T, then the system is linear, and, using a standard linear programming algorithm like the simplex method, one can determine if the system (2.2) $(n,N)l = c has a nonnegative solution, Ä,* 2: 0 (component-wise), by exhibiting one. (There will in general be an infinite number of nonnegative solutions, if there are any. However, if a L. P. algorithm determines a solution, it has at most n + 1 nonnegative components, the rest being zero, and of course TV supports a nonnegative quadrature formula.) Thus, our algorithm can now be stated : Given: <¡>o(t), <t>i(t), ■ ■ -, </>"(<)• Given : L, strictly positive linear functional.
Given: c = (L<j>0, L<pi, • • -, L<j>nY.
Given : An infinite sequence of point sets
where n < N\ < N2 < N3
1. Set i = 1. 2. Set A?" = AT,-.
3. Calculate the matrix *(n, N) = <^¿(íyW)).
4. If the system <£>(n, N)X = c has a nonnegative solution, accept the solution found, and finish.
5. If no nonnegative solution is found, set i = i + 1, go to 2. Note the generality of the framework. We place no restrictions on the shape of T, other than compactness. It may or may not be convex, simply connected, arcwise connected, or discrete. The functions <£0, <t>i, • • •, <i>n are required to be continuous and linearly independent on T. They may be in several variables, be a Chebyshev system, or be a set of solutions to some partial differential equation. We can thus create at will formulas which are of "high precision" with respect to a particular class of basic functions. From a practical point of view, however, we are restricted in that we have to be able to precalculate L<po, L<pi, • ■ •, L<pn. Another restriction of course lies in the matrix size requirements of the particular linear programming code used.
We might, following Davis, take TV to be the first N + 1 points of dense sequence in T. However, in practice, we have used sets TN, suchthat IJLi TN is dense in T. and formed two point sets T\ and T2 by taking the points of Pi ® P\ and P2 ® P% which lay in the simplex. For k = 1, 2, 3, 4, 5, both meshes supported nonnegative quadrature rules. Some similar experiments were tried in higher dimensions. Although the rules found do not compare favorably with known rules for the w-simplex with regard to the number of function evaluations required, they do illustrate how rules may be found for arbitrarily shaped regions and arbitrary nonnegative weights. For high degree, and large dimension, this scheme suffers the serious drawback that the matrices $(n, N) are quite large. Further, round-off errors in the linear programming algorithm may become quite large. In Table (3. 3), we show, for the set of base functions indicated, those point sets which support a nonnegative quadrature formula (w.r.t. the base functions) by a +, and those which do not by a -. Note that the function/(i) = (t)+ is defined to be zero, if í < 0, and t, for í ^ 0.
The actual rules, which may be of some interest in their own right, are not of primary concern here. Rather, we have shown a general algorithmic procedure, computationally feasible, to obtain representations of strictly positive linear functionals on the spans of some rather unclassical sets of base functions which are not Chebyshev sets. Further examples are available upon application to the author. 4 . Conclusion. In all the computed examples, the rule obtained was checked by using it to numerically integrate each base function, and comparing the result obtained with the known value supplied to the algorithm. In all cases, the results were accurate to at most the last three significant figures in the precision of arithmetic used. If round-off produces results which are not very accurate, one now has a set of base points which support a formula, and more accurate results can now be obtained, for example, by matrix inversion or iterative correction procedures.
This algorithm compares quite favorably with other algorithms which have been devised by the author. The problem of finding Tn = {to, h, • ■ -, tn), such that the system (1.1) has a nonnegative solution, is essentially nonlinear. The approach described here is in effect a linearization. Thus, it seems reasonable, that except for extremely adverse functions and sets of base points, this algorithm is much more efficient and accurate than nonlinear algorithms, and this has been borne out by the author's experience.
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