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Résumé. Cet article considère le problème du choix d’une loi instrumentale pour
l’estimation par échantillonnage préférentiel d’une intégrale du type
∫
h(x)pi(x) dx, la
fonction h étant coûteuse à évaluer. Pour construire une telle loi instrumentale, nous
adoptons une approche bayésienne consistant à introduire un a priori sur h, ce qui permet,
étant donnés des résultats d’évaluations de h, de construire une loi instrumentale optimale
au sens bayésien. Cette loi instrumentale, bien que permettant de réduire l’espérance
(par rapport à la loi a priori) de la variance fréquentiste d’estimation, peut conduire
dans certains cas à une variance supérieure à celle de l’estimateur de Monte Carlo. Nous
proposons une correction, dite « défensive », de la loi optimale bayésienne pour remédier à
ce problème. Une application à l’estimation d’une probabilité de défaillance, à partir d’un
code industriel issu du domaine de la fiabilité des structures, illustre l’approche proposée.
Mots-clés. Échantillonnage d’importance, Loi instrumentale, Probabilité de défail-
lance, Planification d’expériences numériques
Abstract. This paper considers the problem of the choice of an instrumental distri-
bution for the estimation by preferential sampling of an integral
∫
h(x)pi(x) dx, where
the function h is expensive to evaluate. To build such an instrumental distribution, we
adopt a Bayesian approach where we introduce a prior about h, which makes it possible
to construct a Bayes-optimal instrumental distribution, given evaluation results of h. This
instrumental distribution minimizes the expectation (with respect to the prior distribution
about h) of the (frequentist) variance of estimation. However, the variance of estimation
obtained using this instrumental distribution can be larger than that of the Monte Carlo
estimator in some cases. We present a defensive correction of the Bayes-optimal instru-
mental distribution to address this issue. We illustrate the approach on a problem of
estimation of a probability of failure, based on an industrial numerical simulator from the
domain of structural reliability.
Keywords. Importance sampling, Instrumental distribution, Probability of failure,
Design of numerical experiments
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1 Échantillonnage préférentiel et méta-modèles
On considère dans cet article le problème de l’estimation par échantillonnage préfé-
rentiel d’une intégrale de la forme α =
∫
X
hpi, avec X ⊂ Rd, pi une densité de probabilité
(connue) sur X et h : X → R+ une fonction à valeurs positives, « coûteuse à évaluer ».
Étant donnés une densité instrumentale q et un échantillon (Xi, h(Xi)) d’évaluations de h,
1 ≤ i ≤ n, Xi
iid































est faible lorsque la loi instrumentale q est proche de la loi optimale q∗(h) = hpi/α.
Supposons un instant qu’une loi instrumentale q a été choisie. La fonction h étant
supposée coûteuse à évaluer, une idée naturelle (voir par exemple Swiler et West, 2010)
consiste à utiliser le budget n d’évaluations pour construire un méta-modèle (ou modèle
approché) hˆn de h, lequel peut ensuite être utilisé dans une estimation par échantillonnage













qui ne requiert aucune évaluation supplémentaire de h. Cette approche conduit malheu-
reusement à un estimateur qui est en général biaisé.
Il est toutefois possible de tirer partie des propriétés de régularité de h sans perdre la
propriété d’estimation sans biais : il suffit, plutôt que de procéder par substitution comme
dans l’équation (3), d’utiliser un méta-modèle de h seulement au niveau du choix de la
loi instrumentale q dans le cadre d’une procédure en deux étapes : 1) on construit une
approximation de h, ou bien directement de hpi, en utilisant un budget de n0 < n évalua-
tions (éventuellement par planification séquentielle), et on en déduit une loi instrumentale
que l’on espère proche de q∗ ; 2) on calcule une estimation αˆISn1(h) par échantillonnage pré-
férentiel, avec une taille d’échantillon n1 = n − n0, en utilisant la densité instrumentale
construite à la première étape. L’algorithme NIS fournit un premier exemple d’une telle
procédure, dans lequel une estimation non-paramétrique de hpi est effectuée à l’aide d’un
estimateur à noyau (Zhang, 1996) ou d’un « Linear Blend Frequency Polygon » (Ned-
dermeyer, 2009). Plus récemment, des procédures reposant sur une approximation de h
elle-même ont été proposées dans un cadre bayésien — avec un a priori de processus gaus-
sien sur la fonction h — par Dubourg (2011), Auffray et al. (2012), Dubourg et al. (2013)
et Bect et Vazquez (2013).
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Le reste de l’article s’organise comme suit. Dans la section 2, nous prouvons qu’il
existe, dans un cadre bayésien, une façon optimale de choisir la loi instrumentale q sachant
le resultat des évaluations effectuées dans la première étape, et proposons une version
« défensive » de cette loi optimale visant à maîtriser le risque d’obtenir une variance plus
grande que celle de l’estimateur de Monte Carlo simple. Dans la section 3, nous illustrons
le propos par une application à un problème de fiabilité (estimation d’une probabilité
de défaillance à partir d’un modèle numérique d’un composant passif dans une centrale
électrique).
2 Échantillonnage préférentiel bayésien
On s’intéresse dans cette partie à la seconde étape de la procédure décrite dans la
section 1, dans le cadre d’une approche bayésienne. On note Ph0 la loi a priori choisie
pour la fonction h, Phn0 la loi a posteriori de h à l’issue de la première étape, P
q la loi
des variables X1, . . . , Xn1
iid
∼ q générées durant la seconde étape, et Ph,qn0 la loi jointe a
posteriori de h, X1, . . . , Xn1. Étant donnée une fonction de perte L : R×R→ R, il s’agit


















la minimisation portant sur la densité de probabilité q utilisée dans l’estimateur αˆISn1(h).
Dans le cas particulier d’une fonction de perte quadratique, la densité optimale est donnée
par le résultat suivant 1.
Proposition 1. Soit L : (a, b) 7→ (a − b)2 la fonction de perte quadratique. Supposons
















































∝ gn0 pi. (6)
Démonstration. En conditionnant par h et en utilisant l’équation (2) pour l’expression de








































1. Résultat déjà annoncé dans une précédente communication (Bect et Vazquez, 2013) sans actes
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La loi instrumentale q intervient seulement dans le premier terme. On peut le minorer


































La loi instrumentale optimale fournie par la proposition 1, que l’on notera simple-
ment q∗n0 dans la suite, n’est connue qu’à une constante multiplicative près. La fonction
gn0 pi n’étant pas coûteuse à évaluer (comparativement à h) on supposera qu’on peut,
tout comme Auffray et al. (2012) et Dubourg et al. (2013), obtenir par Monte Carlo une
estimation Zˆm de cette constante Z =
∫
X
gn0 pi suffisamment précise (m grand) pour ne
pas détériorer significativement la variance de l’estimateur. L’estimateur résultant s’écrit :








et il reste sans biais puisque Zˆm est un estimateur sans biais de Z, indépendant des Xi.
L’espérance de la variance, pour un estimateur utilisant la loi instrumentale optimale,
est donnée par l’équation (5) ; elle toujours plus petite, en particulier, que l’espérance de la
variance de l’estimateur de Monte Carlo simple, c’est-à-dire utilisant la loi instrumentale
q = pi. Rien n’empêche, en revanche, la variance réalisée dans la seconde étape (donnée
par l’équation (2) avec q = q∗n0) d’être plus grande que la variance de l’estimateur de
Monte Carlo simple, voire infinie. Cela se produit si q∗n0 sous-estime trop fortement la
densité optimale q∗(h) sur certaines parties de X. Un éventail de techniques permettant
de contrôler ce problème est passé en revue par Owen et Zhou (2000). Nous proposons
d’utiliser la technique du « mélange défensif » d’Hesterberg (1995) en combinaison avec
la proposition 1. Concrètement, cela revient à utiliser une densité de la forme
q∗n0,ε =
(gn0 + ε) pi
Z + ε
, (9)
avec ε > 0 un paramètre à choisir. Cette densité peut être vue comme un mélange de la
densité optimale q∗n0 et de la densité d’origine pi, avec comme poids respectifs Z/(Z + ε)
et cε = ε/(Z+ ε). La variance de l’estimateur est alors finie, et égale au plus à la variance
de l’estimateur de Monte Carlo simple multipliée par 1/cε. 2
3 Application à un problème de fiabilité
Nous appliquons l’approche décrite ci-dessus à un problème industriel concernant l’éva-
luation de la probabilité de défaillance d’un composant passif d’une centrale électrique en
2. Erratum (2015/06/15) : multipliée par environ 1/cε pour α 1
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Variable aléatoire Loi Paramètres
Épaisseur du revêtement (mm) uniforme a = 7.5, b = 9
Hauteur du défaut (mm) Weibull σ = 3.09, κ = 1.8 (shape)
Ratio hauteur/longueur lognormale µlog = −1.516, σlog = 0.504
Vieillissement du matériau gaussienne µ = 0, σ = 1
Résistance du matériau gaussienne µ = 0, σ = 1
Table 1 – Variables d’entrée du modèle de composant passif considéré à la section 3.
Ces variables, probabilisées, sont supposées indépendantes.
présence d’un défaut. Un code thermo-mécanique permet à EDF de modéliser le compor-
tement du composant face à un chargement. Ce comportement est décrit à l’aide d’une
grandeur scalaire y, qui dépend de d = 5 paramètres x1, . . . , x5 dont les lois marginales pij
(1 ≤ j ≤ d) sont précisées par le tableau 1. On note f : X→ R, x 7→ y = f(x), la fonction
représentant le code de calcul thermo-mécanique (X ⊂ Rd).
Une défaillance survient lorsque y descend en-dessous d’un seuil ycrit et on s’intéresse
à la probabilité de défaillance α =
∫
X
h pi avec h(x) = 1f(x)≤ycrit et pi(x) =
∏d
j=1 pij(xj).
Une évaluation de f prend quelques secondes et, dans cette étude, le seuil ycrit a été
choisi de façon à avoir α ≈ 10−3. Sur un échantillon de référence de taille m = 105, on a
αˆMCm = 3.42 10
−3 avec un coefficient de variation d’environ 5%.
Un plan d’expérience « space-filling » 3 de taille n0 = 100 est utilisé pour la première
étape. On considère deux variantes notées A et B d’un a priori de processus gaussien sur f
avec une moyenne constante et une covariance de Matérn de regularité 5/2 : pour le mo-
dèle A les paramètres ont été obtenus par maximisation de la vraisemblance restreinte ; le
modèle B est identique à l’exception de son second paramètre de portée, modifié «manuel-
lement » pour les besoins de la démonstration. Pour chacun des deux modèles, la moyenne
a posteriori — à l’issue de la première étape — de αˆMCm est raisonnablement proche de la
valeur vraie (5.29 10−3 pour A et 3.95 10−3 pour B) avec une proportion similaire de points
« mal classés » 4 dans l’échantillon de référence (1.75 10−3 pour A et 0.86 10−3 pour B) ;
le modèle B est même légèrement meilleur.
La variance asymptotique associée à la densité q∗n0,ε est représentée en figure 1, pour
les deux modèles, en fonction du paramètre de mélange ε. Dans le cas qui nous intéresse
ici, gn0(x) =
√
pn0(x), avec pn0(x) = P
h
n0
(f(x) < ycrit). La variance obtenue pour la loi
instrumentale q ∝ pn0 pi (Dubourg et al., 2013) est également représentée, et s’avère assez
similaire. Pour ε ≈ 0, il est frappant de constater que les lois instrumentales déduites du
modèle B — qui est pourtant meilleur que A pour la prédiction des défaillances — sont
très mauvaises, avec des variances supérieures à celle de Monte Carlo. L’utilisation d’un
mélange défensif avec ε ≈ 10−2 permet d’obtenir dans les deux cas un gain appréciable
par rapport à Monte Carlo, avec une dégradation acceptable dans le cas du modèle A.
3. LHS « maximin » sur un hyper-rectangle obtenu en tronquant les supports non bornés
















































































Figure 1 – Variance asymptotique en fonction du paramètre de mélange ε, pour le modèle A (gauche)
et le modèle B (droite). Les courbes bleues correspondent à la loi instrumentale (9), les courbes rouges
à une version défensive de la loi q ∝ pn0 pi (Dubourg et al., 2013). La variance asymptotique est estimée
par Monte Carlo sur l’échantillon de référence, à partir de l’équation (2). Le point noir sur la droite







Nos travaux futurs porteront sur le réglage automatique de paramètre ε, et sur l’éva-
luation théorique et numérique de la procédure en deux étapes discutée dans cet article.
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