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In this work we investigate the existence and asymptotic proﬁle of a family of layered
stable stationary solutions to the scalar equation ut = ε2u + f (u) in a smooth bounded
domain Ω ⊂ R3 under the boundary condition ε∂νu = δε g(u). It is assumed that Ω has
a cross-section which locally minimizes area and limε→0 ε ln δε = κ , with 0 κ < ∞ and
δε > 1 when κ = 0. The functions f and g are of bistable type and do not necessarily
have the same zeros what makes the asymptotic geometric proﬁle of the solutions on the
boundary to be different from the one in the interior.
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1. Introduction and statement of the main result
The subject of study in this work is the following boundary and initial value problem⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂u
∂t
= ε2u + f (u), (t, x) ∈ R+ ×Ω,
ε
∂u
∂ν
= δε g(u), (t, x) ∈ R+ × ∂Ω,
u(0, x) = ψ0(x), x ∈Ω,
(1)
where Ω ⊂ R3 is a C2 bounded domain, ε a small positive parameter, δε a suitable parameter which depends on ε, ν the
exterior vector ﬁeld normal to ∂Ω and f and g are C1 functions.
We address the question of existence and asymptotic geometric proﬁle, as ε → 0, of a family of nonconstant stable
stationary solutions to (1), where stability is meant in the usual Liapounov sense. Such solutions will herein be abbreviated
patterns for short.
Before stating our main result let us give some background on some works related to (1).
For the case of g ≡ 0 and Ω a convex domain it is well known that (1) possesses no pattern. This also holds when f ≡ 0
and Ω is an N-dimensional ball (see [4]).
When Ω is a domain of dumbbell type, g ≡ 0 and f is a bistable function, it has long been known that (1) possesses
a family of patterns (see [3], for instance).
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of f ≡ 0, ε = 1, δ a positive parameter and g of bistable type. Their method of proof, namely construction of an invariant
set for the evolution equation, is suited just for proving existence of patterns but does not yield any information on the
asymptotic geometric proﬁle nor on the location of the interface.
In this work, by supposing that f and g are of bistable type with the relative positions of their zeros satisfying a certain
order along with the equal-area condition, we prove the existence of a family of patterns which converges to the stable
zeros of f in the interior and to the stable zeros of g on the boundary as long as limε→0 ε ln δε = κ . The interface in Ω is
the surface which locally minimizes the area-functional on a dumbbell type domain and its boundary in Ω turns out to be
interface in ∂Ω .
Although this has little claim on intuition some diﬃcult technical problems in the proof have to be overcome. The
most diﬃcult one is to locally minimize the area-functional (arc-length functional) on Ω (on ∂Ω , respectively) since the
competing surfaces (curves) are just rectiﬁable sets and those with too small area (arc-length) must be ruled out.
Before stating our results in a rigorous manner we describe our hypotheses:
(f1) ∃α′  α < β  β ′ such that f (l) = 0, f ′(l) < 0, ∀l ∈ {α,β} and g(l) = 0, g′(l) < 0, ∀l ∈ {α′, β ′}. Moreover f > 0 on
(−∞,α), f < 0 on (β,∞), g > 0 on (−∞,α′) and g < 0 on (β ′,∞).
(f2)
∫ β ′
α′ g(ξ)dξ =
∫ β
α f (ξ)dξ = 0 (the equal-area condition).
(f3) limε→0 ε ln δε = κ, where 0 κ < ∞ and δε > 1 when κ = 0.
(f4) There are constants c1 > 0, c2 >max{|α′|, β ′}, r, s, σ f and σg such that
• min{| f (u)|, |g(u)|} c1|u|, ∀|u| > c2,
• | f (u)| r + s|u|σ f , 1 σ f  5,
• |g(u)| r + s|u|σg , 1 σg  3.
Note that δε = ε−n (n = 1,2, . . .) satisﬁes (f3) with κ = 0 as well as δε = eκ/ε where κ is any positive constant.
Regarding the domain we suppose that
(H) ∃O ⊂ Ω such that ∂Ω ∩ ∂O is a surface of revolution generated by a positive C2 function θ : (−h,h) → R, h a small
positive real number, where θ has an absolute minimum at 0.
The assumption that a portion of ∂Ω is a surface of revolution greatly simpliﬁes a future computation. However this
symmetry condition could be somewhat relaxed at the cost of some additional work; it would suﬃce to require that there
exists a smooth closed curve γ ⊂ ∂O ∩ ∂Ω such that γ locally minimizes arc-length.
Let us denote
S def= {(x, y,0): x2 + y2 < θ2(0)} and C = {(x, y,0): x2 + y2 def= θ2(0)},
and suppose that S partitions Ω in two disjoint open sets Ωα and Ωβ , i.e., Ω = Ωα ∪ S ∪Ωβ.
After setting Mα = ∂Ω ∩ ∂Ωα and Mβ = ∂Ω ∩ ∂Ωβ, we deﬁne
u0
def= αχΩα + βχΩβ (2)
and
v0
def= α′χMα + β ′χMβ (3)
where χO stands for the characteristic function of the set O .
Also T will denote the trace operator which maps either H1(Ω) onto H1/2(∂Ω) or BV(Ω) onto L1(∂Ω), according to the
situation.
We rather set
F (u)
def= −
u∫
α
f (ξ)dξ and G(u)
def= −
u∫
α′
g(ξ)dξ.
Note that by virtue of (f1), we have F  0 (G  0) and F vanishes only at {α,β} (respectively at {α′, β ′}).
Let us now state what is the main result of this work.
Theorem 1.1. In addition to (f1)–(f4) and (H) suppose also that
(f5)
∫ α
α′
√
F = ∫ β ′
β
√
F .
Then ∃ε0 > 0 and a sequence {uε j }0<ε jε0 (ε j → 0, as j → ∞) of classical stationary solutions to (1) which is stable in W 1,p(Ω),
p > 3 and satisﬁes
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and
Tuε j → v0 in L1(∂Ω), as j → ∞.
Here u0 and v0 are given by (2) and (3), respectively.
Remark 1.2. We will present in Appendix A an argument to show that the new area condition given by (f5) and which
relates the zeros of f and g is actually necessary in our approach.
As a byproduct of our procedure we prove existence of a family of patterns whose asymptotic behavior on ∂Ω as well
as on Ω is ﬂat, yet the family of patterns develops boundary layer.
Theorem 1.3. In addition to (f1)–(f4), suppose that
(f6)
∫ α
α′
√
F <
∫ β ′
β
√
F .
Then ∃ε0 > 0 and a sequence {uε j }0<ε jε0 of classical stable (in W 1,p(Ω), p > 3) stationary solutions to (1) satisfying
uε j → α in L1(Ω)
and
Tuε j → α′ in L1(∂Ω), as j → ∞.
By reversing the inequality in (f6), a similar conclusion holds with β ′ and β in place of α′ and α, respectively.
Our approach is variational and uses a theorem by De Giorgi which, under suitable hypotheses, guarantees that if the
Γ -limit of the family of the energy functionals associated with our problem has an isolated local minimum u0 say (in the
L1-topology) then this family itself has a sequence of minima which converge to u0.
Let us now justify our hypotheses:
(f1) is used (along with (f2)) to guarantee that in the computation of the Γ -limit, the corresponding potentials for f
and g are of the type double-well with equal depth. The functions f and g could have been allowed to have more zeros at
the additional cost of a truncation argument.
(f2) is the well-known area-condition and it has been proved in [2] that it actually is a necessary condition for the
existence of a family of stationary solutions to (1) which develops internal and superﬁcial transition layers, as is the case
here.
(f3) is a technical condition which appears in the computation of the Γ -limit. It also reﬂects the different diffusibility
scales in Ω and ∂Ω , a case also contemplated by the present ansatz.
As for (f4), it is a growth condition used only to assure that the energy functional is well deﬁned and satisﬁes a com-
pactness condition.
2. Local minimizers via De Giorgi’s result
For the sake of brevity in notation, we rather deﬁne
L
def= L1(Ω)× L1(∂Ω),
which endowed with the norm ‖(u, v)‖L def= ‖u‖L1(Ω) + ‖v‖L1(∂Ω) is a Banach space.
The reader is referred to [9] for a comprehensive text on Γ -convergence. In our setting the deﬁnition is the following.
Deﬁnition 2.1. A sequence {Eε j }ε j>0 of real-extended functionals deﬁned in L is said to Γ -converge, as ε j → 0, to the
functional E0 if:
– For each (u, v) ∈ L and for any sequence {(uε j , vε j )} in L such that (uε j , vε j ) → (u, v) in L, as ε j → 0, it holds that
E0(u, v) lim inf
ε j→0
Eε j (uε j , vε j ).
– For each (u, v) ∈ L there is a sequence {(uε j , vε j )} in L such that (uε j , vε j ) → (u, v) in L, as ε j → 0, and
E0(u, v) limsup
ε j→0
Eε j (uε j , vε j ).
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E0(u0, v0) E0(u, v) whenever 0<
∥∥(u, v)− (u0, v0)∥∥L <ρ.
Moreover if E0(u0, v0) < E0(u, v) for 0 < ‖(u, v) − (u0, v0)‖L < ρ , then (u0, v0) is called an isolated L-local minimizer
of E0.
The following theorem is a variational version of a rather general result due to De Giorgi [6].
Its proof, when the energy functional has a contribution from the boundary, will be given in Appendix A.
Theorem 2.3. Given a sequence of real-extended functional {Eε j }ε j>0 in L, suppose that the following hypotheses hold:
(2.3.i) Eε j Γ -converges to E0 in L, as ε j → 0.
(2.3.ii) There exists an isolated L-local minimizer (u0, v0) of E0.
(2.3.iii) If Eε j (uε j , vε j ) constant, then {(uε j , vε j )} has a subsequence which converges in L.
(2.3.iv) For each δ > 0 and ε > 0, there exists (uε, vε) ∈ Bδ(u0, v0) def= {(u, v): ‖(u, v)− (u0, v0)‖L  δ} satisfying
Eε(uε, vε)= inf
{Eε(u, v): (u, v) ∈ Bδ}.
Then there exists a sequence {(uε j , vε j )} in L, with ε j → 0 as j → ∞, such that
• (uε j , vε j ) is an L-local minimizer of Eε j and• ‖(uε j , vε j )− (u0, v0)‖L → 0, as j → ∞.
The next sections are devoted to set the appropriated scenario in which the hypotheses of Theorem 2.3 are veriﬁed by
the family of energy functionals corresponding to our problem.
Then Theorem 2.3 will be used to prove Theorems 1.1 and 1.3.
3. The Γ -limit of the energy functional
In this section we verify hypothesis (2.3.i) of Theorem 2.3, for a sequence of energy functionals whose critical points are
the stationary solutions to (1), i.e.,⎧⎨⎩ε
2u + f (u) = 0, x ∈ Ω,
ε
∂u
∂ν
= δε g(u), x ∈ ∂Ω.
(4)
The family of energy functional Eε : L1(Ω) → R ∪ {∞} is deﬁned by
Eε(u) =
{
ε
2
∫
Ω
|∇u(x)|2 dx+ ε−1 ∫
Ω
F (u)dx+ δε
∫
∂Ω
G(Tu)dH2 if u ∈ H1(Ω),
+∞ if u ∈ L1(Ω) \ H1(Ω),
where H2 stands for the 2-dimensional Hausdorff measure.
In the sequel BV(X, {a,b}) will denote the space of functions of bounded variation in X which takes values a and b only.
If u ∈ BV(Ω, {α,β}) then Su def= ∂∗{x ∈ Ω: u(x) = β} ∩Ω , where ∂∗ stands for the reduced boundary, is a rectiﬁable set. The
deﬁnition of Sv for v ∈ BV(∂Ω, {α′, β ′}) is analogous.
Note that the total variation
∫
Ω
|Du| of u ∈ BV(Ω, {α,β}) is given by∫
Ω
|Du| = (β − α)H2(Su).
For u ∈ BV(Ω, {α,β}) and v ∈ BV(∂Ω, {α′, β ′}) let us deﬁne
Υ (u, v)
def= σH2(Su)+
∫
∂Ω
∣∣h(Tu)− h(v)∣∣dH2 + cH1(Sv),
where c = (β−α)2π κ (κ as in (f3)), h(w) = 23/2
∫ w
0
√
F (ζ )dζ and σ = |h(β)− h(α)|.
Theorem 3.1. (See [1].) Suppose (f1)–(f4) hold with 0< κ < ∞. Then the Γ -limit on L1(Ω) of the functionals Eε , is given by
Υ (u) =
{
inf{Υ (u, v): v ∈ BV(∂Ω, {α′, β ′})} if u ∈ BV(Ω, {α,β}),
∞ otherwise in L1(Ω).
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of the asymptotic proﬁle of the solutions on ∂Ω as well. Therefore the topology in which the limit problem is going to be
framed must change and we compute the Γ -limit in L as follows.
We deﬁne Eε,E0 :L → R ∪ {∞} by
Eε(u, v) =
{
Eε(u) if u ∈ H1(Ω) and v = Tu,
∞ otherwise in L, (5)
and
E0(u, v) =
{
σH2(Su)+
∫
∂Ω
|h(Tu)− h(v)|dH2 + cH1(Sv ) if (u, v) ∈ BV(Ω, {α,β})× BV(∂Ω, {α′, β ′}),
∞ otherwise in L.
(6)
Using Theorem 3.1, we can thus compute the Γ -limit for the penalized problem as follows.
Lemma 3.2. If κ > 0 then Eε Γ -converge to E0 in L.
Proof. In order to verify the ﬁrst condition of Deﬁnition 2.1 we take (u, v) ∈ L and a sequence {(uε j , vε j )} in L such that
(uε j , vε j ) → (u, v) in L, as ε j → 0.
The cases uε j ∈ L1(Ω) \ H1(Ω) and Tuε j ≡ vε j follow by the penalization hypothesis.
On the other hand, if uε ∈ H1(Ω) and Tuε j ≡ vε j , then it follows from Theorem 2.6 in [1] that E0(u, v) 
lim infε j→0 Eε j (uε j , vε j ).
It remains to analyze the case
(u, v) /∈ BV(Ω, {α,β})× BV(∂Ω, {α′, β ′}).
If lim infε j→0 Eε j (uε j , vε j ) = ∞ then there is nothing to prove. So let us suppose that there is a subsequence {uε j } ∈ H1(Ω)
such that
lim
j→∞Eε j (uε j , vε j ) < ∞.
Evoking again Theorem 2.6(i) in [1] we conclude that {(uε j , Tuε j )} is relatively compact in L and every cluster point belongs
to BV(Ω, {α,β})× BV(∂Ω, {α′, β ′}). But this contradicts our hypothesis.
As for the second requirement in the deﬁnition of Γ -convergence it follows again from Theorem 2.6(iii) in [1] along with
the penalization hypothesis. 
Lemma 3.3. If κ = 0 then Eε Γ -converge to E0 in L where
E0(u, v) =
{
σH2(Su)+
∫
∂Ω
|h(Tu)− h(v)|dH2 if (u, v) ∈ BV(Ω, {α,β})× BV(∂Ω, {α′, β ′}),
∞ otherwise in L.
(7)
Although in the proof of Theorem 3.1 in [1] the authors only care for the case limε→0 ε ln δε = κ > 0, a careful reading of
the proof shows that the same holds true when κ = 0, except that now the third term on the right-hand side of E0, namely
H1(Sv ), is dropped.
The computation of the Γ -limit above holds regardless of hypothesis (H) which will only be needed in the next section.
4. Existence of an isolated minimizer for the Γ -limit
It is worthwhile to mention that the problem of ﬁnding local minimizers of our original functional was reduced to
ﬁnding a local isolated minimizer of the Γ -limits E0 and E0 (see (6) and (7)), which is a more tractable geometric problem
though not a simple one.
It would be simpler, as will be seen in the proof of the next lemma, if when minimizing the area- and the arc-length-
functionals we could restrict the class of competing sets to those rectiﬁable sets whose orthogonal projection would cover
all of the interface.
Lemma 4.1. If (H) holds then (u0, v0) (given by (2) and (3)) is an L-local isolated minimizer of E0 if 0 < κ < ∞ and an L-local
isolated minimizer of E0 if κ = 0.
Proof. It suﬃces to prove that ∃δ > 0 such that for any (u, v) ∈ BV(Ω, {α,β}) × BV(∂Ω, {α′, β ′}), with 0 < ‖(u, v) −
(u0, v0)‖L < δ, it holds that
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(4.1.ii) H1(Sv0 )=H1(C) <H1(Sv), and
(4.1.iii)
∫
∂Ω
|h(Tu0)− h(v0)|dH2 <
∫
∂Ω
|h(Tu)− h(v)|dH2.
Proof of (4.1.i). We prove that H2(S) <H2(Su) for any u ∈ BV(O, {α,β}) with 0 < ‖u − u0‖L1(O) < δ, for suitable δ > 0,
where O is given in (H).
From (H), for some h > 0 we may write
∂Ω ∩ ∂O = {(θ(z) cos t, θ(z) sin t, z), 0 t < 2π, −h < z < h}. (8)
In order to explore the local geometry of the domain, we make a change of variables Λ :O→ K which takes O into a
right circular cylinder and is deﬁned by
Λ(x, y, z)=
((
θ(0)
θ(z)
)
x,
(
θ(0)
θ(z)
)
y, z
)
.
Λ is a diffeomorphism and taking into account that 0 is absolute minimum of θ , we obtain
∣∣ JΛ−1(x, y, z)∣∣= ( θ(z)
θ(0)
)2
> 1, (9)
∀(x, y, z) ∈ K , z = 0.
We may suppose without loss of generality that O =Oα ∪ S ∪Oβ where
Oα =
{
(x, y, z) ∈Ω: 0< z< h}
and
Oβ =
{
(x, y, z) ∈ Ω: −h < z< 0}.
Note that Λ(S) = S and as such
H2(S) =H2(Su0 ), (10)
where u0 = u0 ◦Λ−1 = αχKα + βχKβ , Kα def= Λ(Oα) and Kβ def= Λ(Oβ).
Deﬁne u = u ◦Λ−1 ∈ BV(K , {α,β}) and denote
Kuα =
{
x ∈ K : u(x) = α},
Kuβ =
{
x ∈ K : u(x) = β}. (11)
In the sequel P :R3 → R2 stands for the usual orthogonal projection and R2 is identiﬁed with R2 ×{0}. Hence it follows
that either
(a) P (Su)= S , or
(b) P (Su)  S.
If (a) holds then H2(Su \ S) > 0, because 0< ‖u − u0‖L1(K ). Therefore there exists a set Wu ⊂ Su such that Wu ∩ S = ∅
and H2(Wu) > 0. This fact along with (10) and [8, Corollary 1, p. 76] yield
H2(Su)=
∫
Su\Wu
(
θ(z)
θ(0)
)2
dH2 +
∫
Wu
(
θ(z)
θ(0)
)2
dH2 >
∫
Su\Wu
dH2 +
∫
Wu
dH2 =H2(Su)H2
(
P (Su)
)=H2(S), (12)
and this case is proved.
If (b) holds then we set for t ∈ [0,h),
lt
def= S × {t} and l−t def= S × {−t},
and either:
(b1) lt ∩ Su = ∅ for any t ∈ (0,h) or l−t ∩ Su = ∅ for any t ∈ (0,h);
(b2) ∃t0 ∈ (0,h) such that lt ∩ Su = ∅ and l−t ∩ Su = ∅, ∀t ∈ (t0,h).
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H2(Su) 2H2
(
P (Su)
)
. (13)
Since ‖u − u0‖L1(K )  ‖u − u0‖L1(O), in this case we may take δ, the bound for ‖u − u0‖L1(O) , to be
δ = (β − α)
4
H2(S)h (14)
thus implying
0<
∫
K
|u − u0|dx= (β − α)
{∣∣Kα ∩ Kuβ ∣∣+ ∣∣Kβ ∩ Kuα∣∣}< (β − α)4 H2(S)h = δ,
where Kuα and K
u
β are deﬁned in (11). Therefore
max
{∣∣Kα ∩ Kuβ ∣∣, ∣∣Kβ ∩ Kuα∣∣}< 14H2(S)h. (15)
One easily veriﬁes that Kl = (Kl ∩ Kuβ)∪ (Kl ∩ Kuα)∪ (∂Kuβ ∩ Kl), since |∂Kuβ ∩ Kl| = 0 (l = α,β).
Since |Kα | = |Kβ | =H2(S)h, (15) and the last remark yield∣∣Kα ∩ Kuα∣∣> 34H2(S)h and ∣∣Kβ ∩ Kuβ ∣∣> 34H2(S)h.
Deﬁne
Σα
def= {(x, y, z) ∈ K : (x, y,0) ∈ P(Kα ∩ Kuα), 0< z < h},
Σβ
def= {(x, y, z) ∈ K : (x, y,0) ∈ P(Kβ ∩ Kuβ), −h < z< 0}. (16)
Thus Kα ∩ Kuα ⊆Σα, Kβ ∩ Kuβ ⊆ Σβ and
H2(P(Kl ∩ Kul ))h = |Σl| ∣∣Kl ∩ Kul ∣∣> 34H2(S)h (l = α,β),
from where we conclude that
H2(P(Kl ∩ Kul ))> 34H2(S) (l = α,β).
Altogether these facts produce
H2(P(Kα ∩ Kuα)∩ P(Kβ ∩ Kuβ))> 12H2(S).
Since P (Su) ⊇ P (Kα ∩ Kuα)∩ P (Kβ ∩ Kuβ) using (13) we conclude that
H2(Su) 2H2
(
P (Su)
)
>H2(S)
and the proof of this case is complete.
Now if (b1) holds, we may suppose without loss of generality that lt ∩ Su = ∅, for any t ∈ (0,h). By deﬁning
As def=
{
(x, y,0) ∈ S: −θ(0) < x θ(0)− s},
we obtain
2s
√
2θ(0)s − s2 >H2(S)−H2(As) (17)
on the account that 2
√
2θ(0)s − s2 and s are, respectively, the length and the height of a rectangle containing S \As .
In this case by taking δ, the bound for ‖u − u0‖L1(O) , to be
δ = (β − α)
32
√
2θ(0)h − h2h2
the same proof for (15) yields
max
{∣∣Kα ∩ Kuβ ∣∣, ∣∣Kβ ∩ Kuα∣∣}< 132√2θ(0)h − h2h2.
Thus |Kl ∩ Ku | >H2(S)h − 1
√
2θ(0)h − h2h2 (l = α,β). Using again the sets Σα and Σβ (see (16)) we conclude thatl 32
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and since P (Su) ⊇ P (Kα ∩ Kuα)∩ P (Kβ ∩ Kuβ) we have
H2(P (Su))H2(P(Kα ∩ Kuα)∩ P(Kβ ∩ Kuβ))>H2(S)− 116√2θ(0)h − h2h.
Thus we infer that ∃s1 ∈ (0,h/4) such that
H2(P (Su))=H2(As1 ). (18)
Now by deﬁning the sets Lt
def= S × [−t, t], t ∈ [h/2,h),
Σ˜ tα
def= {(x, y, z) ∈ K : (x, y,0) ∈ P(Kα ∩ Kuα ∩ Lt), 0< z< t} and
Σ˜−tβ
def= {(x, y, z) ∈ K : (x, y,0) ∈ P(Kβ ∩ Kuβ ∩ Lt), −t < z< 0}
we ﬁnd P (Su ∩ Lt) ⊇ P (Kα ∩ Kuα ∩ Lt) ∩ P (Kβ ∩ Kuβ ∩ Lt) and using the foregoing arguments the following inequality is
established
H2(P (Su ∩ Lt))>H2(S)− h216t√2θ(0)h − h2.
In particular for t = h/2 we conclude that there exists s2 ∈ [s1,h/4) such that
H2(P (Su ∩ Lh/2))=H2(As2 )H2(As1 ), (19)
with s1 as in (18). Thus, for each t ∈ (h/2,h), ∃s = s(t) ∈ [s1, s2] satisfying
H2(As2 )H2
(
P (Su ∩ Lt)
)=H2(As)H2(As1 ). (20)
Since u ∈ BV(K , {α,β}) satisﬁes (b1) for each t ∈ [h/2,h) the set lt ∩ (Kα ∩ Kuα) ⊂ R2 is rectiﬁable and
Perlt
(
Kα ∩ Kuα
)=H1(lt ∩ Su) > 0,
where PerX A stands for the perimeter of the set A in X .
Since P (lt ∩ Su)⊂ P (Su ∩ Lt), from the fact that S is a disc and the deﬁnition of As one readily veriﬁes that
H1(lt ∩ Su) 2
√
2θ(0)s − s2  2
√
2θ(0)s1 − s21, (21)
for each t ∈ [h/2,h), with s as in (20).
Given that Su = (Su ∩ Lh/2) ∪ (Su ∩ {K \ Lh/2}) and that the application t → Perlt (Kα ∩ Kuα) is integrable (see [7], for
instance), the co-area formula and (21) yield
H2(Su ∩ {K \ Lh/2})= h∫
h−s1
Perlt
(
Kα ∩ Kuα
)
dt +
h−s1∫
h/2
Perlt
(
Kα ∩ Kuα
)
dt  2s1
√
2θ(0)s1 − s21 +
s1∫
s2
2
√
2θ(0)s − s2 ds
= 2s1
√
2θ(0)s1 − s21 +H2(As1 )−H2(As2 ).
This fact along with (17), (19) and [8, Corollary 1, p. 76] imply
H2(Su)H2
(
Su ∩ {K \ Lh/2}
)+H2(P (Su ∩ Lh/2)) 2s1√2θ(0)s1 − s21 +H2(As1 ) >H2(S),
and the proof for this case is established. 
Proof of (4.1.ii). Since the proof is basically the same as the previous one we just mention the modiﬁcations needed.
The transformation Λ now takes the set ∂O ∩ ∂Ω into
∂˜K
def= Λ(∂O ∩ ∂Ω) = {(θ(0) cos t, θ(0) sin t, z), t ∈ [0,2π), −h < z< h}.
Moreover, for each v ∈ BV(∂˜K , {α′, β ′}), such that H1(Sv) > 0, either
(a) P (Sv) = C , or
(b) P (Sv) ⊂ C.
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Now if v = v ◦Λ−1 satisﬁes (b), a few and natural modiﬁcations (regarding the sets K vα and K vβ , lt and l−t now deﬁned
on ∂˜K ) allow us to conclude that one of the following cases occur:
(b1) lt ∩ Sv = ∅ for any t ∈ (0,h) or l−t ∩ Sv = ∅ for any t ∈ (0,h);
(b2) ∃t0 ∈ (0,h) such that lt ∩ Sv = ∅ and l−t ∩ Sv = ∅, ∀t ∈ (t0,h).
If (b2) holds, then by choosing δ, the bound for ‖u− u0‖L1(O) , to be δ = (β
′−α′)
4 H1(C)h, one shows (using the very same
arguments from (4.1.i)) that
H1(Sv ) 2H1
(
P (Sv)
)
>H1(C).
Now if (b1) holds, in a similar fashion we deﬁne the sets Lh/2 and Σ˜
h/2
α , Σ˜
−h/2
β in ∂˜K . In this case we may take
δ = (β ′−α′)8 h2 and from the fact that Sv = (Sv ∩ Lh/2)∪ (Sv ∩ {∂˜K \ Lh/2}) we obtain
H1(Sv ∩ Lh/2)H1
(
P (Sv ∩ Lh/2)
)
>H1(C)− h/2 and
H1(Sv ∩ {∂˜K \ Lh/2}) h/2,
which implies H1(Sv ) >H1(C). In this way the proof of (4.1.ii) can be completed. 
Proof of (4.1.iii). By (f5) we have∫
Ml
∣∣h(Tu0)− h(v0)∣∣dH2 = ∣∣h(α)− h(α′)∣∣H2(Ml) (l ∈ {α,β}).
For (u, v) as above; i, l ∈ {α,β} and j ∈ {α′, β ′}, we deﬁne
Mli j def=
{
x ∈Ml: Tu(x) = i, v(x) = j
}
.
Then Ml =Mlαα′ ∪Mlαβ ′ ∪Mlβα′ ∪Mlββ ′ and∫
Ml
∣∣h(Tu)− h(v)∣∣dH2 = ∑
i∈{α,β}
j∈{α′,β ′}
∣∣h(i)− h( j)∣∣H2(Mli j).
From (f5) and the deﬁnition of h, one easily sees that∣∣h(β)− h(α′)∣∣> ∣∣h(β)− h(β ′)∣∣= ∣∣h(α)− h(α′)∣∣.
Likewise |h(α)− h(β ′)| > |h(α)− h(α′)| and thus for l ∈ {α,β},∫
Ml
∣∣h(Tu)− h(v)∣∣dH2 > ∣∣h(α′)− h(α)∣∣H2(Ml).
Therefore∫
∂Ω
∣∣h(Tu0)− h(v0)∣∣dH2 < ∫
∂Ω
∣∣h(Tu)− h(v)∣∣dH2,
and the proof of (4.1.iii) is also complete. 
At last the proof of Lemma 4.1 is established by choosing δ, the bound for ‖u− u0‖L1(O) , as the minimum of the bounds
picked above and noting that∥∥(u, v)− (u0, v0)∥∥L = ‖u − u0‖L1(Ω) + ‖v − v0‖L1(∂Ω).
In this way if (u, v) ∈ L satisﬁes 0< ‖(u, v) − (u0, v0)‖L < δ then E0(u0, v0) < E0(u, v) if 0< κ < 0, and E0(u0, v0) <
E0(u, v) if κ = 0. 
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In this section we verify hypotheses (2.3.iii) and (2.3.iv) of Theorem 2.3.
The compactness result (2.3.iii) has been proved in [1] (see Theorem 2.6(i)) and we now prove (2.3.iv) using the usual
direct method of Calculus of Variations.
Let Eε deﬁned by (5). From (f4), ∃C > 0, p  2 and d ∈ R such that F (t) C |t|p − d.
Let us ﬁx δ > 0 and ε > 0. Since Eε  0, there is a constant M  0 such that
M = inf{Eε(u, v): (u, v) ∈ Bδ}.
Let {(ui, vi)}i∈N be a minimizing sequence. From the above remark on the growth of F it follows that (ui) is a bounded
sequence in H1(Ω) and as such there exist uε ∈ H1(Ω) and a subsequence of (ui) (still denoted by (ui)) such that
ui ⇀ uε in H
1(Ω) and ui → uε in L2(Ω).
Moreover by the properties of the trace operator,
Tui ⇀ Tuε in H
1/2(∂Ω) and Tui → Tuε = vε in L2(∂Ω).
We take another subsequence of (ui), still denoted by (ui), so that ui(x) → uε(x) a.e. in Ω and Tui(y) → vε(y) a.e.
in ∂Ω. Since F (ui(x)) → F (uε(x)) a.e. in Ω and G(Tui(y)) → G(vε(y)) a.e. in ∂Ω , we now resort to Fatou’s Lemma and
results from semi-continuity to conclude that
Eε(uε, vε) lim inf
i→∞ Eε(ui, vi)= M.
Since Bδ is closed in L and (ui, Tui) → (uε, vε) in L, we conclude that (uε, vε) ∈ Bδ .
6. Proofs of the main results
Once Theorem 2.3 is proved our main results will follow from standard procedures.
Proof of Theorem 1.1. As mentioned we have veriﬁed in the previous sections all the hypotheses of Theorem 2.3 for the
family of functionals Eε.
Then there exist ε0 > 0 and a sequence {(uε j , vε j )}0<ε j<ε0 in L (ε j → 0 as j → ∞) such that each (uε j , vε j ) is an L-local
minimizer of Eε j .
Moreover ‖(uε j , vε j )− (u0, v0)‖L → 0, as ε j → 0.
From the penalization imposed on Eε , we have uε j ∈ H1(Ω) and vε j = Tuε j . Since H1(Ω) and H1/2(∂Ω) are continu-
ously imbedded in L1(Ω) and L1(∂Ω), respectively, there are constants C1 and C2 satisfying
‖u‖L1(Ω)  C1‖u‖H1(Ω), ∀u ∈ H1(Ω), and
‖v‖L1(∂Ω)  C2‖v‖H1/2(∂Ω), ∀v ∈ H1/2(∂Ω). (22)
Also by continuity of the trace operator T : H1(Ω) → H1/2(∂Ω), there exists a constant C3 such that
‖Tu‖H1/2(∂Ω)  C3‖u‖H1(Ω), ∀u ∈ H1(Ω). (23)
Let δ′ > 0 be such that
Eε j (uε j , vε j ) Eε j (u, v) (24)
whenever (u, v) ∈ L satisﬁes ‖(u, v)− (uε j , vε j )‖L < δ′.
Also let u ∈ H1(Ω) be such that
‖u − uε j‖H1(Ω) < δ, where δ =
δ′
C1 + (C2C3) . (25)
Hence using (22) and (23), one easily obtains∥∥(u, Tu)− (uε j , Tuε j )∥∥L  (C1 + C2C3)‖u − uε j‖H1(Ω) < δ′.
Therefore, in view of (24), Eε j (uε j ) Eε j (u).
Summing up, for u ∈ H1(Ω) satisfying (25), we have Eε j (uε j ) Eε j (u).
But critical points of Eε j are weak solutions of (4) and now, as usual, we conclude that uε j is a classical solution by
resorting to bootstrap arguments.
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in W 1,p(Ω). With this information and using the variational characterization of the eigenvalues of the corresponding lin-
earized problem at uε j , we evoke the results established in [5] to conclude that in fact uε j is a stable (in the sense of
Liapounov) stationary solution to (1). 
Proof of Theorem 1.3. A careful reading of the proof of Theorem 1.1 reveals that the replacement of (f5) with (f6) only
requires a new proof (actually simpler) of Lemma 4.1 in order to establish Theorem 1.3.
It suﬃces to prove that (u0, v0)= (α,α′) is an isolated L-local minimizer of E0 if 0< κ < 0, and of E0 in case of κ = 0.
Noting that H2(Su0 )=H1(Sv0 ) = 0, Lemma 4.1 will be proved by showing that (f6) implies the strict inequality (4.1.iii).
We compute
E0(u0, v0)=
∫
∂Ω
∣∣h(α)− h(α′)∣∣dH2 = ∣∣h(α)− h(α′)∣∣H2(∂Ω), (26)
and take (u, v) ∈ BV(Ω, {α,β})× BV(∂Ω, {α′, β ′}) satisfying 0< ‖(u, v)− (u0, v0)‖L(Ω) < δ.
Then deﬁning
Mi j def=
{
x ∈ ∂Ω: Tu(x) = i, v(x) = j} (i ∈ {α,β}; j ∈ {α′, β ′})
we obtain∫
∂Ω
∣∣h(Tu)− h(v)∣∣dH2 = ∑
i=α,β
j=α′,β ′
∣∣h(i)− h( j)∣∣H2(Mi j).
Since |h(β)− h(α′)| > |h(α)− h(α′)| and |h(α)− h(β ′)| > |h(β)− h(β ′)|, (f6) implies
E0(u, v) = σH2(Su)+
∫
∂Ω
∣∣h(Tu)− h(v)∣∣dH2 + cH1(Sv) ∫
∂Ω
∣∣h(Tu)− h(v)∣∣dH2 = ∑
i=α,β
j=α′,β ′
∣∣h(i)− h( j)∣∣H2(Mi j)
>
∑
i=α,β
j=α′,β ′
∣∣h(α)− h(α′)∣∣H2(Mi j)= E0(u0, v0).
Thus (u0, v0) is an isolated L-local minimizer of E0 (likewise for E0).
The rest of the proof now follows exactly as in the previous case. 
Appendix A. The necessity of (f5) in Theorem 1.1
We claim that (f5) is a necessary hypothesis for (2.3.ii) of Theorem 2.3 to be satisﬁed.
Indeed if (f5) does not hold we may suppose, for instance, that
α∫
α′
√
F >
β ′∫
β
√
F . (A.1)
Next we take the function θ in (H) to be θ(z) = 1+ z2. For each t > 0 deﬁne
Ht =
{
(x, y, z) ∈O: z = t}
and choose u ∈ BV(Ω, {α,β}) and v ∈ BV(∂Ω, {α′, β ′}) such that Su = Ht ∩ O, {x ∈ O: u(x) = β} ⊃ Oβ , Sv = Ht ∩ ∂O,
{y ∈ ∂Ω: Tu(y) = l} = {y ∈ ∂Ω: v(y) = l′} (l = α,β).
Then
Φ(u, v) = σH2(Su)+
∫
∂Ω
∣∣h(Tu)− h(v)∣∣dH2 + cH1(Sv )
= σπθ2(t)+ ∣∣h(α′)− h(α)∣∣∣∣Mααα′ ∣∣+ ∣∣h(β ′)− h(β)∣∣∣∣Mαββ ′ ∣∣+ ∣∣h(β ′)− h(β)∣∣∣∣Mβββ ′ ∣∣+ c2πθ(t).
Since Φ(u0, v0) = σπ +|h(α′)−h(α)||Mα |+ |h(β ′)−h(β)||Mβ |+c2π, it follows that Φ(u, v)Φ(u0, v0) if and only if
σπ
(
θ2(t)− 1)+ c2π(θ(t)− 1) (∣∣h(α′)− h(α)∣∣− ∣∣h(β ′)− h(β)∣∣)∣∣Mαββ ′ ∣∣
for in this case Mα =Mα ′ ∪Mα ′ .ββ αα
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∣∣Mαββ ′ ∣∣= 2π
t∫
0
(
1+ z2)√1+ z2 dz,
and then above inequality reads
σπ(θ2(t)− 1)+ c2π(θ(t)− 1)
2π
∫ t
0 (1+ z2)
√
1+ z2 dz 
∣∣h(α′)− h(α)∣∣− ∣∣h(β ′)− h(β)∣∣= 22/3{ α∫
α′
√
F −
β ′∫
β
√
F
}
.
Note that the left-hand side of the above inequality goes to zero as t → 0 whereas the right-hand side does not depend
on t and is positive by virtue of (27). We conclude that (u0, v0) is not a local minimum of the Γ -limit functional Φ .
Proof of Theorem 2.3. Underlying our procedure is De Giorgi’s Theorem [6] whose proof in our case for the reader’s conve-
nience is presented below.
By (2.3.ii) there exists an isolated minimizer (u0, v0) of E0 in Bδ(u0, v0), for some δ > 0.
Given that Eε j Γ -converge to E0, there exists a sequence {(aε j ,bε j )} ⊂ L such that (aε j ,bε j ) → (u0, v0) in L and
lim
j→∞Eε j (aε j ,bε j ) = E0(u0, v0). (A.2)
By its turn, (2.3.iv) guarantees the existence of a sequence {(uε j , vε j )} ⊂ L of minima of Eε j in Bδ(u0, v0).
For j large enough, (aε j ,bε j ) ∈ Bδ(u0, v0). Hence since (uε j , vε j ) is a minimum in Bδ(u0, v0), it follows that
Eε j (uε j , vε j ) Eε j (aε j ,bε j ), (A.3)
thus implying that {Eε j (uε j , vε j )} is a bounded sequence.
On the other hand, it follows from (A.3) and (A.2) that for any subsequence {ε jk } it holds
lim inf
k→∞
Eε jk (uε jk , vε jk ) lim infk→∞ Eε jk (aε jk ,bε jk ) = limk→∞Eε jk (aε jk ,bε jk )= E0(u0, v0). (A.4)
We claim that (uε j , vε j ) lies in the interior of Bδ(u0, v0). In other words, (uε j , vε j ) is a local minimum of Eε j .
Suppose by contradiction that there exists a subsequence (keeping the same notation) {(uε j , vε j )} ⊂ L such that∥∥(uε j , vε j )− (u0, v0)∥∥L = δ. (A.5)
By (2.3.iii) there is another subsequence {(uε jk , vε jk )} and (u, v) ∈ L satisfying (uε jk , vε jk )
k→∞−→ (u, v) in L.
Therefore from (A.5) we infer that ‖(u, v)− (u0, v0)‖L = δ.
Once again from (2.3.i) and (A.4) we conclude that
E0(u, v) lim inf
k→∞
Eε jk (uε jk , vε jk ) = E0(u0, v0),
which contradicts the fact that (u0, v0) is an isolated minimum, thus proving our claim.
We assert that ‖(uε j , vε j )− (u0, v0)‖L → 0.
To that end, we suppose by contradiction that ∃γ > 0 and a subsequence {(uε jk , vε jk )} ⊂ {(uε j , vε j )} such that
0< γ 
∥∥(uε jk , vε jk )− (u0, v0)∥∥L  δ.
Since the sequence {Eε jk (uε jk , vε jk )} is bounded, by (2.3.iii) we ﬁnd another subsequence (keeping the same notation){(uε jk , vε jk )} ⊂ L and (u, v) ∈ L such that (uε jk , vε jk )→ (u, v) in L, and as such
0< γ 
∥∥(u, v)− (u0, v0)∥∥L  δ.
This implies that (u, v) = (u0, v0). Now (2.3.i) and (A.4) yield
E0(u, v) lim inf
k→∞
Eε jk (uε jk , vε jk ) = E0(u0, v0),
thus contradicting the fact that (u0, v0) is an isolated minimum and this completes the proof. 
A.S. do Nascimento, R.J. de Moura / J. Math. Anal. Appl. 347 (2008) 123–135 135References
[1] G. Alberti, E. Bouchitté, P. Seppecher, Phase transition with the line-tension effect, Arch. Ration. Mech. Anal. 144 (1998) 1–46.
[2] A.S. do Nascimento, R.J. Moura, The Role of the Equal-Area Condition in Layered Solutions of a Reaction–Diffusion Equation with Nonlinear Neumann
Boundary Condition, Progr. Nonlinear Differential Equations Appl., vol. 66, Birkhäuser Verlag, Basel, Switzerland, 2006, pp. 415–427.
[3] H. Matano, Asymptotic behavior and stability of solutions of semilinear diffusion equations, Publ. Res. Inst. Math. Sci. 15 (2) (1979) 401–454.
[4] N. Cònsul, On equilibrium solutions of diffusion equations with nonlinear boundary conditions, Z. Angew. Math. Phys. 47 (1995) 194–209.
[5] N. Cònsul, J. Solá-Morales, Stability of local minima and stable nonconstant equilibria, J. Differential Equations 157 (1999) 61–81.
[6] E. De Giorgi, Convergence problems for functionals and operators, in: E. De Giorgi, et al. (Eds.), Proc. Int. Meeting on Recent Methods in Nonlinear
Analysis, 1979, pp. 223–244.
[7] W.P. Ziemer, Weakly Differentiable Functions, Springer-Verlag, 1989.
[8] L.C. Evans, R.F. Gariepy, Measure Theory and Fine Properties of Functions, Stud. Adv. Math., CRC Press, 1992.
[9] G. dal Maso, An Introduction to Γ -Convergence Theory, Progr. Nonlinear Differential Equations Appl., vol. 8, Birkhäuser, 1993.
