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Abstract
We construct the Birget–Rhodes expansion GBR of an ordered groupoid G. The construction
is given in terms of certain ﬁnite subsets of G, but we also show how GBR can be considered
as a preﬁx expansion. Moreover, for an inductive groupoid G we recover the preﬁx expansion of
Lawson–Margolis–Steinberg. We show that the Birget–Rhodes expansion of an ordered groupoid G
classiﬁes partial actions ofG on a setX: the correspondence between partial actions ofG and actions
of GBR can be viewed as a partial-to-global result achieved by enlarging the acting groupoid. We
further discuss globalisation achieved by enlarging the set acted upon and show that a groupoid variant
of the tensor product of G-sets provides a canonical globalisation of any partial action.
We also sketch the construction of the Margolis–Meakin expansion (G,A)MM of an ordered
groupoid G with generating set A. This is related to the Birget–Rhodes expansion and was ﬁrst
deﬁned by Margolis and Meakin for a group G generated by A in terms of ﬁnite subgraphs of the
Cayley graph (G,A).
© 2004 Elsevier B.V. All rights reserved.
MSC: Primary: 20L05; secondary: 18B40; 20M30
1. Introduction
From an action of a group G on a set X, we may construct a groupoidXG with object
set X and with X ×G as its set of morphisms, where a morphism (x, g) has domain x and
range x · g. This construction gives a convenient algebraic encoding of the action, and has
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useful properties as a functor from the category of groups acting on X to the category of
groupoids with object setX. Groupoids thus appear naturally in the context of group actions.
Exel [4] has deﬁned the notion of a partial action of a group, motivated by questions
arising in the theory of groups acting on C∗-algebras. Given a group G, Exel then deﬁnes
an inverse semigroup S(G) with the property that partial actions of G on a set X are in
one-to-one correspondence with semigroup homomorphisms fromS(G) to the symmetric
inverse monoidI(X) of X. We recall that elements ofI(X) are bijections between subsets
of X, with the composition of bijections  : A → B and  : C → D deﬁned to be 
restricted to the domain (B ∩ C)−1. An action of an inverse semigroup S on a set X is
then a semigroup homomorphism S → I(X): Exel’s theorem thus classiﬁes partial group
actions of G on X by semigroup actions ofS(G) on X.
The inverse semigroup S(G) is deﬁned in [4] by a semigroup presentation, and the
structure ofS(G) is not apparent. However, Kellendonk and Lawson show, in one of the
main results of [7], thatS(G) is in fact the Birget–Rhodes expansion [1] of the group G.
This description clariﬁes the structure ofS(G), and adds further interest to Exel’s approach
which is now seen to give a presentation of the Birget–Rhodes expansion. Choi and Lim [3]
use the results of [7] to describe the structure of the Birget–Rhodes expansions of certain
groups acting on hausdorff spaces.
The Birget–Rhodes expansion SBR is deﬁned for any semigroup S in terms of the preﬁx
set of a product s1s2 · · · sn ∈ S, and so is sometimes called the preﬁx expansion. For a group
G, the expansion GBR has an alternative description due to Szendrei [14] in terms of ﬁnite
subsets ofG. The Szendrei description makes some structural features clear: for example, it
is obvious that ifG is a ﬁnite groupwith |G|=n thenGBR is ﬁnite and has order 2n−2(n+1).
This is proved forS(G) in [4, Theorem 3.3]. Lawson et al. [9] have deﬁned an expansion
SPr for an inverse semigroup Smodelled on Szendrei’s description of the preﬁx expansion.
Amongst a number of results on SPr, it is shown in [9] that partial actions of an inverse
semigroup S on a set X are classiﬁed by actions of SPr on X. This generalises the results of
[4,7].A partial action of S on X is deﬁned to be an order-preserving dual prehomomorphism
from S toI(X), i.e. a function  : S → I(X) that preserves the natural partial order on S
andI(X) and satisﬁes, for all s, t ∈ S, (s)(t)(st).
When discussing partial actions, it seems quite natural to think of actions by groupoids.
An action of a groupoid G on a set X might then be partial in two senses: the action of an
element g ∈ Gmight be only partially deﬁned on some subset of X, and the composition of
actions by g, g′ ∈ Gwill only be partially deﬁned for certain pairs of elements ofG. In order
to encompass the results outlined above, the natural context in which to work is with ordered
groupoids. Groups are ordered groupoids, with one object and with the trivial ordering. In-
verse semigroups are ordered groupoids by virtue of the Ehresmann–Schein–Nambooripad
Theorem (see [8, Theorem 4.1.8]) establishing an isomorphism between the categories of
inductive groupoids and inverse semigroups. An inductive groupoid is an ordered groupoid
in which the identities form a meet semilattice; it turns out that we can satisfactorily deal
with ordered groupoids without assuming an inductive structure.
After reviewing the basics for ordered groupoids in Section 2, we construct in Section
3 the Birget–Rhodes expansion GBR of an ordered groupoid G. The construction is given
in terms of certain ﬁnite subsets of G, but we also show how GBR can be considered as
a preﬁx expansion. Moreover, for an inductive groupoid G we recover the expansion GPr
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of [9]. In Section 4, we show that the Birget–Rhodes expansion of an ordered groupoid G
does classify partial actions ofG on a set X.We ﬁrst deﬁne an action of an ordered groupoid
G on X to be an ordered functor G → G(X), where G(X) is the symmetric groupoid of
X whose identities are the identity maps on subsets of X, and whose arrows are bijections
between subsets of X. Extending the deﬁnition of [9], a partial action of G on X is deﬁned
to be an ordered premorphism G → G(X): an ordered premorphism is the analogue for
ordered groupoids of an order-preserving dual prehomomorphism and is deﬁned in detail
in Section 4. The correspondence between partial actions of G and actions of GBR can be
viewed as a partial-to-global result achieved by enlarging the acting groupoid. We go on in
Section 4 to discuss globalisation achieved by enlarging the set acted upon. We show that
a groupoid variant of the tensor product of G-sets provides such a canonical globalisation
of any partial action.
In Section 5 we sketch the construction of the Margolis–Meakin expansion (G,A)MM of
an ordered groupoidGwith generating setA. This is related to the Birget–Rhodes expansion
and was ﬁrst deﬁned in [10] for a groupG generated by A in terms of ﬁnite subgraphs of the
Cayley graph(G,A). The construction is generalised by Lawson, Margolis and Steinberg
[9] to an inverse semigroup S generated by A in terms of the Schützenberger graphs of S, to
give an inverse semigroup SSl that is universal for idempotent-pure homomorphisms from
A-generated inverse semigroups to S. We construct an expansion (G,A)MM for an ordered
groupoid G generated by A that is based on the Cayley graph and generalises that of [10]
and [9].
2. Ordered groupoids
A groupoid G is a small category in which every morphism is invertible. We think of
a groupoid as an algebraic structure (as in [5,8]): the elements are the morphisms, and
composition is an associative partial binary operation on morphisms. The set of identities
inG is denotedGo, and an element g ∈ G has domain d(g)=gg−1 and range r(g)=g−1g.
For each identity e ∈ Go, the elements g ∈ G with d(g)= e= r(g) is a subgroup of G, the
local group Ge at e.
Let e ∈ Go. Then the star of e in G is the set
stare(G)= {g ∈ G : d(g)= e},
and the costar of e in G is the set
costare(G)= {g ∈ G : r(g)= e}.
A functor  : G → H is said to be star injective if, for each e ∈ Go, the restriction
 : stare(G) → stare(H) is injective. Star surjective and star bijective functors are
deﬁned similarly. A star bijective functor is a covering.
Our discussion of ordered groupoids follows the terminology and notation of [8], except
that we have interchanged the use of domain and range in a groupoid to reﬂect the fact
that we think of groupoid elements as mappings placed on the right of their arguments. An
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ordered groupoid (G, ) is a groupoid G with a partial order  satisfying the following
axioms:
OG1: for all x, y ∈ G, if xy then x−1y−1,
OG2: if x1x2, y1y2 and if the compositions x1y1 and x2y2 are deﬁned, then
x1y1x2y2,
OG3: if x ∈ G and f is an identity of G with f d(x), there exists a unique element
(f |x), called the restriction of x to f, such that d(f |x)= f and (f |x)x,
OG3∗: if x ∈ G and f is an identity ofGwith f r(x), there exists a unique element (x |f ),
called the corestriction of x to f, such that r((x |f ))= f and (x |f )x.
It is shown in [8] that OG3* is a consequence of OG1 and OG3: the corestriction of x to
f may be deﬁned as (f |x−1)−1.
LetG be an ordered groupoid and let a, b ∈ G. Suppose that r(a) and d(b) have a greatest
lower bound—which we write as r(a)d(b)-in Go. Then we may deﬁne the pseudoproduct
of a and b in G as
a ∗ b = (a |r(a)d(b))(r(a)d(b) |b),
where the right-hand side is a composition in the groupoid G. As Lawson shows in Lemma
4.1.6 of [8], this is a partially deﬁned associative operation on G. We remark that Lawson
[8] uses ⊗ to denote the pseudoproduct, a symbol we wish to reserve for another use in
Section 4.
An ordered groupoid (G, ) is inductive if the set of identities is a meet semilattice
under  . In an inductive groupoid G, the pseudoproduct is everywhere-deﬁned and (G, ∗)
is an inverse semigroup [8, Proposition 4.1.7]. This correspondence is one half of the
Ehresmann–Schein–Nambooripad theorem, establishing a isomorphism between the cate-
gories of inductive groupoids and inverse semigroups [8, Theorem 4.1.8].
Let G be an ordered groupoid. We say that G is generated by A ⊆ G if every element
of G can be expressed as a pseudoproduct of elements of A ∪ A−1. It follows that G (for-
getting its ordering) is generated as a groupoid by the graph  that has vertex set Go and
edge set
{(e, a) : e ∈ Go, a ∈ A ∪ A−1, ed(a)},
where an edge (e, a) has initial vertex e and terminal vertex r(e | a). A pseudoproduct of
elements of A ∪ A−1 then corresponds to a path in , and the mapping (e, a) → (e | a)
induces a surjection from the fundamental groupoid of  to G. (Compare the discussion of
ordered graphs in [13].)
3. The Birget–Rhodes expansion
Let G be an ordered groupoid and letFe(stare(G)) be the set of all ﬁnite subsets of the
star of e in G that contain e. We set
F∗(G)=
⋃
e∈Go
Fe(stare(G)).
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If U ∈Fe(stare(G)) and f is an identity of G with f e, then we deﬁne
(f |U)= {(f |g) : g ∈ U} ∈Ff (starf (G)).
The Birget–Rhodes expansion of G has underlying set
GBR = {(U, g) : U ∈F∗(G), g ∈ U}
and has an ordered groupoid structure detailed in the following proposition.
Proposition 3.1. The Birget–Rhodes expansion GBR is an ordered groupoid with com-
position (U, g)(V, h) = (U, gh) deﬁned when U = gV and r(g) = d(h), and ordering
(U, g)(V , h) if and only if gh and U ⊇ (d(g) |V ).
Proof. The set of identities of GBR is {(U, e) ∈ GBR : e ∈ Go}, and (U, g) has domain
(U,d(g)) and range (g−1U, r(g)). The inverse of an arrow (U, g) is (g−1U, g−1). It is easy
to check that, with the composition given in the proposition, we have deﬁned a groupoid
structure on GBR.
The axioms for an ordered groupoid are also straightforward. Indeed, OG1 is trivial, and
OG2 follows from the ordered properties ofG. For OG3, given (U, g) and an identity (V , f )
with (f |U) ⊆ V and f d(g), we deﬁne the restriction ((V , f ) | (U, g)) to be (V , (f |g)).

We now consider the pseudoproduct inGBR. Suppose that V ⊆ starf (G) and g ∈ G are
such that r(g) and f have greatest lower bound l ∈ Go. Then we deﬁne
g ∗ V = {g ∗ v : v ∈ V } = {(g | l)(l |v) : v ∈ V }.
Theorem 3.2. (a) Two identities (U, e) and (V , f ) have a greatest lower bound in GBR if
and only if e and f have a greatest lower bound in G.
(b) The pseudoproduct of two elements (U, g) and (V , h) ofGBR exists if and only if the
pseudoproduct g ∗ h exists in G, and then
(U, g) ∗ (V , h)= ((d(g | l) |U) ∪ (g ∗ V ), g ∗ h),
where l is the greatest lower bound of r(g) and d(h) in G.
Proof. (a) Let (U, e) and (V , f ) be identities inGBR and suppose that e and f have greatest
lower bound ef in G. We claim that ((ef |U) ∪ (ef |V ), ef ) is the greatest lower bound of
(U, e) and (V , f ) in GBR. Clearly it is a lower bound for (U, e) and (V , f ). Suppose that
(L, k) is also a lower bound for (U, e) and (V , f ). Then ke and kf , whence kef ,
andL ⊇ (k |U)∪(k |V ). But if (L, k)((ef |U)∪(ef |V ), ef ) then kef . Hence k=ef ,
and ((ef |U) ∪ (ef |V ), ef ) is indeed the greatest lower bound of (U, e) and (V , f ).
Conversely, suppose that (L, l) is the greatest lower bound of (U, e) and (V , f ) inGBR.
Then certainly l is a lower bound for e and f in G. Suppose that k l is also a lower bound.
Then ((k |U) ∪ (k |V ), k) is a lower bound for (U, e) and (V , f ), and hence ((k |U) ∪ (k |
V ), k)(L, l). In particular k l and hence l is the greatest lower bound of e and f in G.
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(b) Part (a) gives the necessary and sufﬁcient condition for the existence of (U, g) ∗
(V , h). Now in GBR the greatest lower bound of r(U, g) = (g−1U, r(g)) and d(V , h) =
(V ,d(h)) is ((l |g−1U) ∪ (l |V ), l). We note that the corestriction of (U, g) at an identity
(Q, f )(g−1U, r(g)) is ((g |f )Q, (g |f )), and therefore
(U, g) ∗ (V , h)= ((U, g) | ((l |g−1U) ∪ (l |V ), l))(((l |g−1U) ∪ (l |V ), l) | (V , h))
= ((g | l)(l |g−1U) ∪ (g | l)(l |V ), (g | l))((l |g−1U) ∪ (l |V ), (l |h))
= ((g | l)(l |g−1U) ∪ (g ∗ V ), g ∗ h)
= ((d(g | l) |U) ∪ (g ∗ V ), g ∗ h)
since if u ∈ U then
((g | l)(l |g−1u)= (g | l)(l |g−1)(r(l |g−1) |u)
= d(g | l)(d(g | l) |u)= (d(g | l) |u). 
Corollary 3.3. If G is an inductive groupoid, then its Birget–Rhodes expansion is also
inductive.
The Birget–Rhodes expansion is described in [1] as the preﬁx expansion of an ar-
bitrary semigroup S. For any ﬁnite sequence s = (s1, s2, . . . , sn) of elements of S, set
p(s)= {1, s1, s1s2, . . . , s1s2 · · · sn} and w(s)= s1s2 · · · sn. The preﬁx expansion of S is the
semigroup
S˜R = {(p(s), w(s)) : s1, s2, . . . , sn ∈ S, n1}
with multiplication
(p(s), w(s))(p(t), w(t))= p(s) ∪ w(s)p(t), w(s)w(t)).
Szendrei [14] showed that if S = G is a group, then S˜R = GBR: in this case, every ﬁnite
subsetU ⊆ G arises as a preﬁx set p(s) of some sequence s.We show that ifG is an ordered
groupoid, then GBR can also be considered as a preﬁx expansion.
The nerveN(G) of an ordered groupoidG is the set of all ﬁnite sequences of composable
arrows inG.We letNn(G) be the set of all such sequences of length n, and setN0(G)=Go.
If g = (g1, g2, . . . , gn) ∈ Nn(G) then w(g) = g1g2 · · · gn. Then g ∈ Nn(G) gives rise to
the preﬁx set p(g)= {d(g1), g1, g1g2, . . . , w(g)} ⊆ stard(g1)(G). We now deﬁne the preﬁx
expansion N˜(G) to be the ordered groupoid with underlying set
N˜(G)= {(p(g), w(g)) : g ∈ N(G)}
and ordered groupoid structure as follows. The element (p(g), w(g)) is an arrow from
(p(g),d(w(g))) to (w(g)−1p(g), r(w(g))), and its inverse is (w(g)−1p(g), w(g)−1). The
composition of arrows is given by
(p(g), w(g))(p(h), w(h))= (p(g), w(g)w(h))
deﬁned when r(w(g)) = d(w(h)) and w(g)p(h) ⊆ p(g). For the ordering, we have
(p(g), w(g))(p(h), w(h)) if and only if w(g)w(h) and (d(w(g)) | p(h)) ⊆ p(g).
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Restriction is deﬁned as follows: if (p(g), e)(p(h), f ) then
((p(g), e) | (p(h), w(h)))= (p(g), (e|w(h))).
It is routine to verify that these deﬁnitions do indeed constitute an ordered groupoid structure
on N˜(G).
Now any ﬁnite subset U = {e, u1, . . . , un} ⊆ stare(G) with e ∈ U arises as the preﬁx
set of some g ∈ Nn(G): we set g1 = u1, g2 = u−11 u2, . . . , gn = u−1n−1un. Therefore any
element ofGBR is an element of N˜(G), and the reverse inclusion is trivial. HenceGBR and
N˜(G) have the same underlying set, and it is easy to see that the ordered groupoid structures
described for each of them coincide. These observations prove the following result.
Theorem 3.4. For any ordered groupoid G, the preﬁx expansion N˜(G) and the Birget–
Rhodes expansion GBR are the same.
Using this identiﬁcation, we obtain
Proposition 3.5. GBR is generated as an ordered groupoid by the elements ({d(g),
g}, g),G.
Proof. Suppose that (U, g) ∈ GBR and that (U, g)=(p(g), w(g)) for some g=(g1, g2, . . . ,
gn) ∈ N(G). Then an easy induction argument shows that
(U, g)= ({d(g1), g1}, g1) ∗ ({d(g2), g2}, g2) ∗ · · · ∗ ({d(gn), gn}, gn). 
The Lawson–Margolis–Steinberg [9] preﬁx expansion SPr of an inverse semigroup S can
easily be recovered fromTheorem 3.2.An inverse semigroup S is considered as an inductive
groupoidG(S) with the restricted or trace product in S. ThenR-classes in S become stars
in G(S) and G(S)BR is, by Corollary 3.3, an inductive groupoid whose pseudoproduct is
therefore everywhere deﬁned. (G(S)BR, ∗) is an inverse semigroup, and the description of
the pseudoproduct in Theorem 3.2 shows that in SPr = (G(S)BR, ∗) we have
(X, s) ∗ (Y, t)= (stt−1s−1X ∪ sY , st)
as in Proposition 6.16 of [9].
We may describe the groupoid structure of GBR in more detail.
Proposition 3.6. (a) The star of the identity (U, e) ∈ GBR is {(U, g) : g ∈ U}. Since U is
ﬁnite, the star of (U, e) is ﬁnite, with |star(U,e)(GBR)| = |U |.
(b) The costar of the identity (U, e) ∈ GBR is {(hU, h) : r(h)= e}.
(c) The local group of GBR at (U, e) is
GBR(U,e) = {(U, g) : g ∈ Ge and gU = U}.
Corollary 3.7. The projection  : GBR → G given by (U, g) → g is star-injective.
Indeed, more can be said since it is evident that g−1 has a maximum element
({d(g), g}, g). This corresponds to the F-inverse property of the preﬁx expansion SPr of [9].
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3.1. Examples
The simplicial groupoid n has n + 1 identities ei, 0 in and a unique edge (i, j)
from ei to ej . Then n is the free groupoid generated by a chain of n edges.
1.1 is the interval groupoid, with two identities e0 and e1, and two non-identity elements
 and −1, with −1 = e0 and −1= e1. Let 	 be the disjoint union of two copies of 1,
one generated by  and one by ′. If we assume that  and ′ are incomparable, we get an
ordered groupoid 	=, whereas if we assume that ′<  we get an ordered groupoid 	<.
Fig. 1 shows the Birget–Rhodes expansions 	BR= and 	BR< , with dotted lines indicating the
ordering.
2. The Birget–Rhodes expansion of 2 (with the identity ordering) is shown in Fig. 2.
Dotted lines indicate the ordering of identities, with maximal identities at the outermost
vertices of the picture. Some edges are labelled and expressions for the others may be easily
inferred.
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4. Groupoid actions
For any set X, its symmetric groupoid G(X) is the groupoid whose identities are the
identity maps on subsets of X, and whose arrows are bijections between subsets of X.
Arrows  : A → B and  : C → D are composable if and only if B = C and then
have composition the bijection  : A → D. The groupoid G(X) is inductive, with the
ordering of identities given by inclusion of subsets of X, and it corresponds under the
Ehresmann–Schein–Nambooripad Theorem to the symmetric inverse semigroup I(X).
For the purposes of this paper, an action of an ordered groupoid G on X is deﬁned to be an
ordered functor G→ G(X).
We can also regard an action of G as an ordered representation of G, that is as an ordered
functorA : G → Sets, where sets are ordered by inclusion and functions by restriction.
On the other hand, an ordered representationA : G → Sets of G gives an action of G on
the set
⋃
x∈Go xA.
There is a more restrictive notion of groupoid action in the literature, see for example
[2,8,12], in which a groupoid acts on a ﬁbred set. It is required that X is a set over Go
with a moment map 
 : X → Go. A ﬁbred action of G on X then consists of a function
 : XG→ X denoted (x, g) → xg, where XG is the pullback
XG= {(x, g) ∈ X ×G : 
(x)= d(g)},
such that
(A1) for all x ∈ X, x
(x)= x,
(A2) 
(xg)= r(g),
(A3) if g, h ∈ G with r(g)= d(h) and p(x)= r(g), then (xg)h= x(gh).
A ﬁbred action is the usual notion of a category action as, for example, in [11]. We can
characterize the ﬁbred actions of G on X as follows. We call a functor  : G → G(X)
ﬁbring if the domains of the identities e, e ∈ Go, partition X.
Proposition 4.1. The ﬁbred actions of G on X are in one-to-one correspondence with the
ﬁbring functors  : G→ G(X).
Proof. Let  : XG→ X be a 
-action. For g ∈ G we deﬁne
D(g)= {x ∈ X : p(x)= d(g)} and R(g)= {xg : p(x)= d(g)}.
Let g be the bijection D(g) → R(g) given by x → xg. If e is an identity of G then, by
(A1), e is the identity map on the set p−1(e). Then  : G→ G(X) is a functor. Moreover,
x ∈ D(
(x)) and if e, f are identities of G and x ∈ d(e) ∩ d(f ) = D(e) ∩ D(f ) then
e = 
(x)= f . Hence  is ﬁbring.
On the other hand, given a ﬁbring functor  : G → G(X), for all x ∈ d(e) we set

(x)= e. This is a well-deﬁned function. Then
XG= {(x, g) ∈ X ×G : x ∈ d(g)},
so that x → xg is deﬁned on XG, and properties (A1), (A2) and (A3) are satisﬁed.
184 N.D. Gilbert / Journal of Pure and Applied Algebra 198 (2005) 175–195
It is now easy to check that the two constructions outlined above are inverse to one
another. 
An ordered premorphism on an ordered groupoid is an order-preserving function
 : G→ H to an inductive groupoid H satisfying
• (g)−1 = (g−1),
• if g, h are composable inG then (g)∗(h)(gh), where ∗ denotes the pseudoproduct
in H.
For future use, we note three easy consequences of these properties.
Lemma 4.2. Let  : G→ H be an ordered premorphism. Then
(a)  maps identities of G to identities of H,
(b) for all g ∈ G we have d(g)= (g)(g)−1(gg−1)= (d(g)),
(c) ifH =G(Y ) for some set Y, and y(g) is deﬁned, then y is in the domain of the identity
(d(g)).
A partial action of an ordered groupoid G on a set Y is an ordered premorphism
 : G→ G(Y ). To emphasise the distinction between ordered premorphisms and functors,
and following [7], a functor  : G→ G(Y ) will be called a global action.
Partial actions arise from global actions by restriction. If  : G → G(X) is a global
action of G on X, then there is a partial action of G on any subset Y ⊆ X, with g equal to
the bijection g restricted to ((r(g) ∩ Y )g−1) ∩ Y , with image in r(g) ∩ Y .
For our later discussion on the relationship between partial and global actions, we shall
need the following lemma on ordered premorphisms.
Lemma 4.3. Let  : G→ H be an ordered premorphism and suppose that, for all g ∈ G
we have (g)(g)−1 = (gg−1). Then  is an ordered functor G→ H .
Proof. For all composable g, h ∈ G we have g ∗ h(gh). Now r(g) = (r(g)) =
(d(h))=d(h) and so g and h are composable inH and g∗h=(g)(h). In particular,
(g)(h)= (d(g) | (gh)). But
d((gh))= (d(gh))= (d(g))= d(g)
and therefore (d(g) | (gh))= (gh). 
Theorem 4.4. An ordered premorphism  : G → H induces a meet-preserving ordered
functor  : GBR → H given by
(U, g)=
(∧
u∈U
d(u) |g
)
.
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Proof. If (U, e) is an identity of GBR then
(U, e)=
(∧
u∈U
d(u) |e
)
=
∧
u∈U
d(u)
since e ∈ U , and so (U, e) is an identity of H. Moreover,
d((U, g))=
∧
u∈U
d(u)= (d(U, g)).
Now suppose that (U, g) and (V , h) are composable in GBR. Then r(g) = d(h) and
U = gV . Therefore,
(U, g)=
(∧
v∈V
d((gv)) |g
)
and
(V , h)=
(∧
v∈V
d(v) |h
)
.
To see that (U, g) and (V , h) are composable in H, we ﬁrst observe that for any y ∈ V ,
r
((∧
v∈V
d((gv)) |g
))
r((d(g)d((gy)) |g))
= d(g−1 |r(g−1)d((gy)))
= d(g−1 ∗ (gy))
d((g−1gy))= d(y).
It follows that
r
((∧
v∈V
d((gv)) |g
))

∧
v∈V
d(v).
For the reverse inequality, we have
r
(∧
v∈V
d((gv)) |g
)
= d
(
g−1
∣∣∣∣∣∧
v∈V
d((gv))
)
d
(
g−1
∣∣∣∣∣∧
v∈V
d(g ∗ v)
)
= d
(
g−1
∣∣∣∣∣∧
v∈V
d(g |r(g)d(v))
)
.
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Now for all v ∈ V , noting that g−1 ∈ V since d(g) ∈ U
d(g |r(g)d(v))d
(
g
∣∣∣∣∣∧
v∈V
d(v)
)
(since g−1 ∈ V ), and it follows that
∧
v∈V
d(g |r(g)d(v))d
(
g
∣∣∣∣∣∧
v∈V
d(v)
)
.
Therefore,
r
(∧
v∈V
d((gv)) |g
)
d(g−1|d
(
g
∣∣∣∣∣∧
v∈V
d(v)
)
=
∧
v∈V
d(v)
and so
r
(∧
v∈V
d((gv)) |g
)
=
∧
v∈V
d(v).
Therefore, (U, g) and (V , h) are composable in H. Their composition
(U, g)(V , h)=
(∧
v∈V
d((gv)) |g
)(∧
v∈V
d(v) |h
)
is a composition of some restriction of g with a restriction of h and hence is also the
restriction of g ∗ h to the domain∧v∈V d((gv)), i.e.
(U, g)(V , h)=
(∧
v∈V
d((gv)) |g ∗ h
)
=
(∧
v∈V
d((gv)) | (gh)
)
= (U, gh),
since g ∗ h(gh). Therefore  : GBR → H is indeed a functor.
Up to this point we have not used the fact that  is order-preserving, but we use it
now to show that  is an ordered functor. Suppose that (U, g)(V , h), so that gh
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and (d(g) |V ) ⊆ U . Then we have
(V , h)=
(∧
v∈V
v |h
)

(∧
v∈V
((d(g) |v)) | (d(g) |h)
)
=
(∧
v∈V
((d(g) |v)) |g
)

(∧
u∈U
u|g
)
= (U, g)
since, for all v ∈ V , (d(g) |v) ∈ U .
Finally, we show that  is meet-preserving. For suppose that e, f ∈ Go have meet ef.
Then by Theorem 3.2 the identities (U, e) and (V , f ) have meet (ef | (U ∪V ), ef ) ∈ GBR,
with
(ef | (U ∪ V ), ef )=
∧
x∈(ef |(U∪V ))
d(x).
Since  is order-preserving,
(ef | (U ∪ V ), ef )(U, e) ∧ (V , f ).
But (U, e) and (V , f ) have meet
∧
y∈U∪V d(y), and obviously∧
x∈(ef |(U∪V ))
d(x)
∧
y∈U∪V
d(y).
Hence ((U, e) ∧ (V , f ))= (U, e) ∧ (V , f ). 
Corollary 4.5. Let  : G → G(Y ) be an ordered premorphism. Then the induced functor
 : G→ G(Y ) is ﬁbring if and only if  is itself a ﬁbring functor.
Proof. Since an identity of GBR has the form (U, e) with U ⊆ stare(G) and e ∈ U , and
since (U, e)=∧u∈U d(u), if  is ﬁbring then the domains of the bijections e, e ∈ Go
must partitionY and for each u ∈ stare(G), d(u)= d(e). It follows from Lemma 4.3 that
 is then a ﬁbring functor.
Conversely, if  is a ﬁbring functor, then the domains of the bijections e partitionY and,
for all u ∈ stare(G), d(u)= (d(u))= e, so that
(U, e)=
∧
u∈U
d(u)= e
and  is ﬁbring. 
In Example 4.1.2 below, we show that there can exist ordered functors  : GBR → H
not induced by any ordered premorphism. However, if G is an inductive groupoid, we have
the following.
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Proposition 4.6. Let G be an inductive groupoid. Then there is a one-to-one correspon-
dence between ordered premorphisms  : G→ H and inductive functors  : GBR → H .
Proof. For g ∈ G, we shall write g = ({d(g), g}, g) ∈ GBR. Then Theorem 4.4 shows
that each ordered premorphism  : G → H induces an inductive functor  : GBR → H
satisfying g= (g). So now given , we deﬁne  by g= (g). Then  is ordered since
both  and  are order-preserving functions. Moreover,
(g−1)= (g−1)= ((g))−1 = (g)−1
and if g, h are composable in G then
(gh)= (gh)(g ∗ h)= (g) ∗ (h)= g ∗ h,
since the inductive functor  preserves the pseudoproduct. Hence  is an ordered premor-
phism. Using Proposition 3.5 it is easy to see that we have a one-to-one correspondence as
claimed. 
IfH=G(Y ) for some setY, Theorem 4.4 shows that partial actions of an ordered groupoid
G on Y induce global actions of the Birget–Rhodes expansion GBR on Y. If G is inductive,
Proposition 4.6 gives a bijection between partial actions of G on Y and global actions of
GBR on Y, and so when translated to the category of inverse semigroups, Proposition 4.6
recovers Proposition 6.20 of [9].
We now give two examples of ordered groupoid actions, the ﬁrst induced by an ordered
premorphism , but the second showing (as already mentioned) that there can exist ordered
functors  : GBR → H not induced by any ordered premorphism.
4.1. Examples
1. Let Y5 = {1, 2, 3, 4, 5}. The diagrams in Fig. 3 show an ordered premorphism  :
2 → G(Y5) and the induced ordered functor  : (2)BR → G(Y5), where a label
[abcde] denotes the partial bijection
(
1 2 3 4 5
a b c d e
)
, with ∗ denoting an undeﬁned
image.
2. The diagram in Fig. 4 shows an ordered functor  : (2)BR → G(Y5).
We note that  is not inductive: there are two identities mapping to idY5 whose meet maps
to [123 ∗ ∗]. If  : 2 → G(Y5) induces  then = = ()= idY5 : but then x= idY5
for all x, which is not the case.
LetG be an ordered groupoid acting partially onY via the ordered premorphism  : G→
G(Y ). The action groupoid YG is deﬁned as follows:
YG= {(y, g) ∈ Y ×G : y ∈ d(g)}.
The identities of YG are the elements (y, x) with x ∈ Go and y ∈ d(x). The morphism
(y, g) has domain d(y, g) = (y,d(g)) and range r(y, g) = (yg, r(g)), where of course
yg = y(g). Part (c) of Lemma 4.2 ensures that these deﬁnitions of d and r result in
elements of YG. The composition of YG is given by (y, g)(y′, g′)= (y, gg′) if yg=y′
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and r(g) = d(g′). For if yg and y′g′ are deﬁned with yg = y′ then (yg)g′ is deﬁned,
and y ∈ d((g)(g′)). Therefore, y ∈ d((gg′)) and (y, gg′) ∈ YG. Finally, Y × G
is ordered by the relation (y, g)(y′, g′) if and only if y = y′ and gg′. It is easy to
check the axioms for an ordered groupoid: we note that the restriction ((y, x) | (y, g)) is
(y, (x |g)).
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The action groupoid comes equipped with an ordered functor  : YG → G given by
(y, g) → g.
Proposition 4.7. The functor  : YG→ G is star injective and is a covering if and only
if  is a global action of G on Y.
Proof. It is clear that  is always star injective. So suppose that  is star surjective, and
let x ∈ Go. Then for all y ∈ d(x) and for all g ∈ starx(G), y ∈ d(g). Hence, for all
g ∈ starx(G), d(x) ⊆ d(g) and therefore, by part (b) of Lemma 4.2, d(x) = d(g). It
now follows from Lemma 4.3 that  is a functor.
Conversely, suppose that  : G → G(Y ) is a functor, and let x ∈ Go. If y ∈ d(x)
then y ∈ d(g) for all g ∈ starx(G), since d(x)= d((gg−1))= d((g)(g−1))= d(g).
Therefore the morphism (y, g) exists in YG and (y, g)= g. 
We now show that every partial groupoid action arises from a global action by restriction
in an appropriate sense. This is established for group actions by Kellendonk and Lawson in
[7, Proposition 3.3], where globalisation is carried out with respect to any set of generators
Z for the acting group G. Here we content ourselves with the case Z = G. Our deﬁnition
of globalisation also generalises that of [7], reﬂecting the extension of the concept from
groups to groupoids.We permit a family of embeddings of subsets ofY into a set L on which
G acts globally, rather than requiring a single embedding Y ↪→ L.
So letG be an ordered groupoid and let  : G→ G(Y ) be a partial action.A globalisation
of  is a global action  : G → G(L) together with an embedding x : d(x) ↪→ L for
each x ∈ Go such that, for each g ∈ G and y ∈ (d(g)) we have yd(g) ∈ d(g) and if
y ∈ d(g) then
(yd(g))(g)= (y(g))r(g). (*)
We shall denote the family of embeddings {x : x ∈ Go} by  and call the pair (,) a glob-
alisation of . We recover  from (,) in the following sense.We let Yˆ =⋃x∈Go d(x)x .
Then G acts partially on Yˆ via ˆ : G → G(Yˆ ), where gˆ : (d(g))d(g) → (r(g))r(g)
maps yd(g) → (y)r(g).
We now construct a canonical globalisation of a partial action  : G → G(Y ). We
deﬁne YG= {(y, g) : y ∈ (d(g))}, (note that this contains YG) and a relation ∼ on
YG as follows: (y, g) ∼ (y(a), a−1g) whenever d(a)=d(g) and y(a) is deﬁned, i.e.
y ∈ d(a) ⊆ (d(a)) = (d(g)). It is easy to check that ∼ is an equivalence relation on
YG. We call the quotient set (YG)/ ∼ the partial tensor product ofY andG, denoted
by Y⊗G. The nomenclature is justiﬁed by writing g = h in the deﬁnition of ∼, so that
(y, ah) ∼ (y(a), h). We adopt the usual convention of denoting the equivalence class of
(y, g) by y ⊗ g. For each x ∈ Go we deﬁne x : d(x)→ Y⊗G by x : y → y ⊗ x.
Lemma 4.8. Each x : d(x)→ Y⊗G is injective.
Proof. If y, y′ ∈ d(x) and y ⊗ x = y′ ⊗ x then there exists a ∈ starx(G) such that
y = y′(a) and x = a−1x. Hence a = x and therefore y = y′. 
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The groupoid G now acts on Y⊗G: an element h ∈ G acts on y ⊗ g if r(g) = d(h)
and then (y ⊗ g)h = y ⊗ gh. This is well-deﬁned since if (y, g) ∼ (y(a), a−1g) then
r(g) = r(a−1g) and (y, gh) ∼ (y(a), a−1gh), with y ∈ (d(gh)) = d(g). It is easy to
check that this deﬁnition gives rise to a global action  : G → G(Y⊗G) for which h
has domain {y ⊗ g : y ∈ (d(g)), r(g)= d(h)}.
Theorem 4.9. The pair of functions (, ) is a globalisation of the partial action  : G→
G(Y ).
Proof. The discussion above gives us almost all that we need. To check the globalisation
condition (*), suppose that g ∈ G and y ∈ d(g). Then y ∈ (d(g)) and
(yd(g))(g)= (y ⊗ d(g))(g)
= y ⊗ g = y ⊗ gr(g)= y(g)⊗ r(g)
= (y(g))r(g). 
4.2. Example
Fig. 5 shows a partial action of the interval groupoid 1 on Y3 = {1, 2, 3}.
The partial tensor product Y3⊗1 has 6 elements: i ⊗ e0, i ⊗ , (i = 1, 2, 3), with
e0 : i → i ⊗ e0, e1 not deﬁned at 1 and
e1 :
{
2 → 1⊗  (=2⊗ e1),
3 → 2⊗  (=3⊗ e1).
 is the partial bijection i ⊗ e0 → i ⊗  and we see that
 :
{
1e0 → 1⊗ = 2⊗ e1 = (1())e1
2e0 → 2⊗ = 3⊗ e1 = (2())e1
with (3e0)= 3⊗  not in the image of e2 .
Finally in this section we show that Y⊗G maps canonically to each globalisation of ,
and is injective on each subset of Y⊗G associated to a local group of G.
Proposition 4.10. Let (,) be a globalisation of the partial action ,with  : G→ G(L).
Then the function  : Y⊗G→ L given by y ⊗ g → (yd(g))(g) is well-deﬁned and, for
each x ∈ Go, is injective on the subset
Dx = {y ⊗ g : g ∈ Gx, y ∈ d(x)}.
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Proof. Suppose that y⊗g=y′⊗g′ so that there exists a ∈ stard(g)(G) such that y(a)=y′
and a−1g = g′. Then
(y′ ⊗ g′)= (y(a)r(a))((a−1g))
= (y(a)r(a))((a−1))(g)
= ((y(a)(a−1))d(a))(g) (using condition ∗)
= (yd(g))(g)
and so  iswell-deﬁned.Now suppose that y⊗g, y′⊗g′ ∈ Dx with (yx)(g)=(y′x)(g′).
Then yx=(y′x)(g′g−1)=(y′((g′g−1))x) by *. Sincex is injective, y=y′((g′g−1))
whence
y ⊗ g = y′((g′g−1))⊗ g = y′ ⊗ g′g−1g = y′ ⊗ g′
and therefore  is injective on Dx . 
4.3. Example
The partial action of Example 4.2 has a globalisation to Y4={1, 2, 3, 4} shown in Fig. 6.
On De0 we have
 :
{1⊗ e0 → 1,
2⊗ e0 → 2,
3⊗ e0 → 3
and on De1 we have
 :
{
1⊗ = 2⊗ e1 → 2,
2⊗ = 3⊗ e1 → 3
with (3⊗ )= 4.
5. The Margolis–Meakin expansion
The Margolis–Meakin expansion of an ordered groupoid G results from a construction
that is similar in outline to that of the Birget–Rhodes expansion, but has extra subtleties.
A set of generators for G is ﬁxed in advance, and we consider certain ﬁnite subsets of the
Cayley graph ofGwith respect to the chosen generators, rather than ﬁnite subsets ofG itself.
The Margolis–Meakin expansion of a group G was introduced in [10], and the construction
generalised in [9] from groups to inverse semigroups.
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Let G be an ordered groupoid generated by A ⊆ G. The Cayley graph =(G,A) has
vertex set V=G and edge set
E= {(g, (r(g), a)) : g ∈ G, e ∈ Go, a ∈ A, r(g)d(a)}.
The edge (g, (r(g), a)) has initial vertex g and terminal vertex g(r(g) |a). Each component
of  contains a unique identity of G, and the component containing e ∈ Go is denoted e.
The vertex set of e is the star of e in G.
Let p be a path in , with consecutive edges
(g1, (r(g1), a1))
ε1 , (g2, (r(g2), a2))
ε2 , . . . , (gm, (r(gm), am))
εm,
where εj =±1 indicates the direction of the oriented edge (gj , (r(gj ), aj )) as followed in
p. The label (p) of the path is the pseudoproduct (p)= aε11 ∗ aε22 ∗ · · · ∗ aεmm .
A pattern in  is a ﬁnite connected subgraph P containing an identity vertex. (The
terminology is taken from the theory of tiling semigroups: see [6].) A marked pattern is a
pair (P, g) where P is a pattern, g is a vertex of P, and P contains a path in  from the
identity vertex v ∈ P to g such that (p)= g.
TheMargolis–Meakin expansion (G,A)MM of an ordered groupoid G generated by A is
the set of all marked patterns in the Cayley graph (G,A).
5.1. Example
Fig. 7 shows the Margolis–Meakin expansion of the groupoid 2 (with the identity
ordering), generated by {, }. The Cayley graph is the disjoint union of three isomorphic
connected subgraphs, each with three vertices and two edges. The boxes in the ﬁgure list
the vertices in ﬁnite connected subgraphs of the Cayley graph, and dotted lines indicate the
partial ordering.
Suppose that (Q, h) is a marked pattern and that e ∈ Go with ed(h). Then we may
deﬁne (e |Q) to be the pattern with vertex set {(e |g) : g ∈ Q} and edge set
{((e |g), (r(e |g), a)) : (g, (r(g), a)) ∈ Q}.
Theorem 5.1. The Margolis–Meakin expansion (G,A)MM is an ordered groupoid, with
composition (P1, g1)(P2, g2) = (P1, g1g2) deﬁned when g−11 P1 = P2 and r(g1) = d(g2),
and ordering (P, g)(Q, h) if and only if gh and P ⊇ (d(g) |Q). If G is inductive, then
so is (G,A)MM.
Proof. The proof is similar to that of Theorem 3.1. The set of identities of (G,A)MM is the
set of patterns in  that are marked at an identity. We note that left multiplication by g−1
is a bijection stard(g)(G)→ starr(g)(G), and then a marked pattern (P, g) is considered as
an arrow in (G,A)MM with domain (P,d(g)) and range (g−1P, r(g)). The inverse of an
arrow (P, g) is (g−1P, g−1). If g−11 P1 = P2 then, since g2 ∈ P2, we have that g1g2 is a
vertex in the pattern P1. Moreover, if pi is a path in Pi with (pi) = gi, (i = 1, 2), then
p1 ∪ g1p2 is a path in P1 with (p1 ∪ g1p2)= g1g2. Hence(P1, g1g2) is a marked pattern.
The axioms for an ordered groupoid are easy to check. Indeed, OG1 is trivial, and OG2
follows from the ordered properties of G. For OG3, given a marked pattern (P, g) and an
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identity (Q, f ) with (f |P) ⊆ Q and f d(g), we deﬁne the restriction ((Q, f ) | (P, g))
to be themarked pattern (Q, (f |g)). By the uniqueness of restriction inG, this is the unique
marked pattern satisfying the properties required in OG3.
Suppose that G is an inductive groupoid, and let (P, e) and (Q, f ) be identities in
(G,A)MM. Then (ef | P) ∪ (ef | Q) is connected since ef ∈ (ef | P) ∩ (ef | Q), and
so is a pattern. Now P contains a path pe with (pe) = e and Q contains a path qf with
(qf )= f . The union of the corresponding paths in (ef |P)∪ (ef |Q) then has label ef so
that ((ef |P) ∪ (ef |Q), ef ) is a marked pattern and it is clearly a lower bound for (P, e)
and (Q, f ). It follows as in the proof of Theorem 3.1 that ((ef |P) ∪ (ef |Q), ef ) is the
greatest lower bound of (P, e) and (Q, f ). 
The groupoid structure of (G,A)MM can be described more explicitly as follows.
Proposition 5.2. (a) The star of the identity (P, e) ∈ (G,A)MM is the set of all marked
patterns (P, g). In particular, every star in (G,A)MM is ﬁnite.
(b) The costar of the identity (P, e) ∈ (G,A)MM is the set of all marked patterns (gP , g)
such that r(g)= e.
(c) The local group of (G,A)MM at (P, e) is
(G,A)MM(P,e) = {(P, g) : g ∈ Ge and gP = P }.
Corollary 5.3. The projection (G,A)MM → G given by (P, g) → g is star-injective.
N.D. Gilbert / Journal of Pure and Applied Algebra 198 (2005) 175–195 195
Acknowledgements
I am grateful to the referee for several perspicacious remarks, especially concerning the
Birget–Rhodes expansion in Section 3.
References
[1] J.-C. Birget, J. Rhodes, Group theory via global semigroup theory, J. Algebra 120 (1989) 284–300.
[2] A. Cannas da Silva, A.Weinstein, Geometric Models for Non-commutativeAlgebras, Berkeley Mathematics
Lecture Notes, vol. 10, American Mathematical Society, Providence, RI, 1999.
[3] K. Choi, Y. Lim, Birget–Rhodes expansions of groups and inverse monoids of Möbius type, Internat.
J. Algebra Comput. 12 (2002) 525–533.
[4] R. Exel, Partial actions of groups and actions of inverse semigroups, Proc. Amer. Math. Soc. 126 (1998)
3481–3494.
[5] P.J. Higgins, Notes on categories and groupoids, Van Nostrand Reinhold Math. Stud. 32 (1971).
[6] J. Kellendonk, M.V. Lawson, Tiling semigroups, J. Algebra 224 (2000) 140–150.
[7] J. Kellendonk, M.V. Lawson, Partial actions of groups, Internat. J. Algebra Comput. 14 (2004) 87–114.
[8] M.V. Lawson, Inverse Semigroups, World Scientiﬁc, Singapore, 1998.
[9] M.V. Lawson, S.W. Margolis, B. Steinberg, Expansions of inverse semigroups, J. Austral. Math. Soc.,
to appear.
[10] S.W. Margolis, J. Meakin, E-unitary inverse monoids and the Cayley graph of a group presentation, J. Pure
Appl. Algebra 58 (1989) 45–76.
[11] I. Moerdijk, S. MacLane, Sheaves in Geometry and Logic: a First Introduction to Topos Theory, Springer,
Berlin, 1992.
[12] P.S. Muhly, D. Williams, Groupoid cohomology and the Dixmier–Douady class, Proc. London Math. Soc.
71 (1995) 109–134.
[13] B. Steinberg, A topological approach to inverse and regular semigroups, Paciﬁc J. Math. 208 (2003)
367–396.
[14] M.B. Szendrei, A note on Birget–Rhodes expansions of groups, J. Pure Appl. Algebra 58 (1989) 93–99.
