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1. INTRODUCTION 
In [2] Nehari established the following result: Let p(x) be positive and con- 
tinuously differentiable for x E E, . If 1 grad l/~r/~ I2 < l/m in E, , then the 
only bounded entire solution of the scalar equation Au =pu is the trivial 
solution ti= 0. The proof is based upon the fact that J grad f~ j2, where u is a 
solution of the above equation, is subharmonic and thus satisfies a mean value 
inequality. 
In this note we show that a modification of Nehari’s proof leads to boundedness 
(or Liouville-type) results for vector solutions of the elliptic system 
AU+AU=O (1.1) 
and the related parabolic system 
AU+AU=Ut. U-2) 
Here A is a constant square matrix and A is the Laplace operator in Euclidean 
space of m dimensions, E, . Points in E, are denoted by x = (x1 ,..., x,,,). 
2. ELLIPTIC SYSTEMS 
A vector solution U(x) = (%(x),..., Qx)) of (1.1) is said to be bounded if 
there exists a constant M > 0 such that 11 U 11 = (& 1 ui la)lla < M for all 
XEE,. If in addition u G Cs(E,J, we call such a solution a bounded entire 
solution. 
THEOREM 1. Suppose the eigenvalues pt of A satisfr both of the following 
conditions: 
(a) Re CL* < 0, 
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Then the onZy bounded entire solution of (1.1) is U = constant. If in addition A--l 
exists, then U = 0. 
Proof. Since the eigenvalues pi of A satisfy both condition (a) and condition 
(b), it follows from a well-known result in Liapunov stability theory [l, Theo- 
rem 4*, p. 1831 that there exists a symmetric positive definite matrix B and a 
symmetric positive semidefinite matrix C satisfying 
A=B + BA = -C, 
where “T” denotes the transpose. 
Let U be a bounded entire solution of (1.1). Defining 
(2.1) 
&4 = f u:pJq 
id 
(2.2) 
and applying the Laplacian to (2.2) gives 
4 = f WJaJT BU,, + ~:$WJ,,)I + 2 f U,T,,,JW,sl . (2.3) 
i=l i.j=l 
Making use of (1 .I) and (2.1) in (2.3) an d recalling that B is positive definite and 
C is positive semidefinite, we find that 
Ag, > - 2 U:%(ATB + BA) U,, = f U,T,CU,, 2 0 
i=l &I 
and consequently 4p is subharmonic. 
In a similar manner it can be shown that the function + defined by 
4(x) = UTBU (2.4) 
satisfies the inequalities 
Since q~ is subharmonic, it follows that for arbitrary x E E, 
where BR is the m-sphere of radius R with center x, S, is its bounding surface, 
and VR is its volume. Since A, = Rm-lA, and V, = (R/m) AR , where AR is the 
surface area of B, , we may rewrite (2.5) as 
LIOUVILLE-TYPE THEOREMS 41.5 
Integrating over R from 0 to R we obtain 
or 
Since U is bounded in Em , it follows from (2.4) that # is bounded in Em , and 
consequently, if we let R + co in (2.6) we obtain v(x) < 0. By definition 
v(x) > 0, and since x was arbitrary, it follows that v(x) = 0 for all x E Em . 
Thus U = constant. 
If A-l exists it follows immediately from (1.1) that U = 0. 
Remark. Hypothesis (a) cannot be removed, in general, as is evidenced by 




is a nonconstant bounded entire solution of (2.7). However, condition (a) is 
violated since the eigenvalues of A are 12. 
Numerous examples tend to indicate that condition (b) can be removed. In 
particular, let the eigenvalues pi of a real symmetric matrix A satisfy pi < 0. 
By choosing B as the identity matrix and C = -2A, one readily sees that 
Theorem 1 is valid. Whether this result prevails in the more general case of a 
nonsymmetric matrix remains an open question. 
3. PARABOLIC SYSTEMS 
We now consider vector solutions U(x, t) = (%(x, t),..., u,(x, t)) of the para- 
bolic system (1.2). For simplicity, a solution of (1.2) is required to be of class 
C3(E), where E = Em x (---co, co). 
THEOREM 2. Suppose the eigenvalues pi of A satisfy Re pi < 0. Then the 
only soZution U of (1.2) which is both p eriodic in t and bounded in E is U = 0. 
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Proof. Let U be a bounded solution of (1.2) which is periodic in t of period 
w. Let B and C be the matrices as defined in (2.1). Defining 
#(x, t) = UBU, p)(x, t) = f Uf,BUzj , 
1~21 
where a is a fixed but arbitrary real number, the following inequalities are easily 
verified: 
4, 3 VW, a + w) - 4(x, 4 + 2v, 7 (3.1) 
AR, 3 v-h a + w) - dx, 4. (3.2) 
Since U has period w, the same is true of +!I and p and consequently, from 
(3.1) and (3.2) we find that A&,, > 2~, > 0, Avw > 0. Proceeding now as in the 
proof of Theorem 1, we find that ~Jx) = 0 for all x E E, , and therefore 
‘p E 0 in the strip x E E, , a < t < a + w. This, together with the assumed 
periodicity, implies that U is independent of x in E. Thus U satisfies the ordinary 
vector differential equation 
U’ = AU. (3.3) 
Since Re pi < 0, all solutions of (3.3) approach zero as t -+ 00 and it follows 
that U = 0 in E, as was to be shown. 
Remark. If A = 0, then by choosing B as the identity matrix and C = 0, 
it follows that the only solution of AU - au/at = 0, which is bounded in E 
and periodic in t, is U = constant. 
Remark. If Re pLi > 0 then the theorem is, in general, false, as is evidenced 
by the following example. Let n = m = 2 and consider the equation 
AU + (; -A) U = U1. 
Here the eigenvalues of A are &i and the function 
is a solution which is bounded in E and periodic in t. 
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If we replace the periodicity condition of the previous theorem by an initial 
condition we are led to the following: 
THEOREM 3. Let E = Em x (0, 00). Then the o&y solution U of (1.2) which 
is bounded in E and satisjies the initial condition U(x, 0) = 0 for x c Em is U .= 0. 
Proof. Let U be a bounded solution of (1.2) satisfying the above initial 
condition. 
Without loss of generality we may assume that the eigenvalues pi of A satisfy 
Re pi < 0. Otherwise, we make the change of variable U = eutTV, where T 
is that nonsingular matrix such that J = T-lAT is the Jordan canonical form 
of A, and p is a positive constant chosen so that the eigenvalues of J - pI have 
negative real part. Now it follows that V is a bounded solution of the problem 
dV+(J-pI)V=$, (x, t) E E, 
V(x, 0) = 0, XE-%, 
and moreover U = 0 if and only if V = 0. 
Thus assuming that the eigenvalues of A have negative real part, it follows, 
upon setting a = 0 in (3.1) and (3.2) an using the initial condition, that d 
for arbitrary w > 0. Proceeding as in the above theorem, we find that U is 
independent of x and therefore satisfies the problem 
U’ = AU, O<t<cq 
U(0) = 0. 
Consequently, U s 0. 
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