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Abstract
The paper deals with the convergence of discrete approximations to optimization problems gov-
erned by neutral functional differential inclusions. The discrete approximations through Euler finite
difference are constructed and the convergence of discrete approximations is proved.
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1. Introduction
Let F : R2n × [a, b]⇒Rn be a set-valued mapping, and let f : R4n × [a, b] → Rn be a
nonlinear function. Consider the following optimization problem:
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L. Wang / J. Math. Anal. Appl. 309 (2005) 474–488 475over a set of functions x : [a − τ, b] → Rn, which are absolutely continuous on [a − τ, a]
and [a, b] with a possible jump at t = a and satisfy the following neutral functional differ-
ential inclusion:{
x˙(t) − A(t)x˙(t − τ) ∈ F(x(t), x(t − τ), t), a.e. t ∈ [a, b],
x(t) = c(t), t ∈ [a − τ, a), (1.2)
with the endpoint constraint(
x(a), x(b)
) ∈ Ω ⊂ R2n, (1.3)
where Ω is a closed set, τ > 0 is a delay, and A(t) is a n × n continuous matrix on [a, b].
The above optimization problem is labelled (P ). To solve and analyze (P ) numerically,
discrete approximation through Euler finite difference turns out to be a useful tool. Such
an approach to optimization problems goes back to Euler, who used it to prove the classical
Euler–Lagrange equation in the calculus of variations. In this paper we construct discrete
approximations (PN) to (P ) and prove the convergence of discrete approximations in the
sense described in the following.
In [6], Mordukhovich and Wang discussed the convergence of discrete approximations
and optimality conditions of (1.1) with the special case f = f (x(t), x(t − τ), t) subject to
the following neutral functional differential inclusion in the so-called Hale form:{
d/dt[x(t) − Ax(t − τ)] ∈ F(x(t), x(t − τ), t), a.e. t ∈ [a, b],
x(t) = c(t), t ∈ [a − τ, a),
where A is a constant matrix. Note that in this case the trajectories x(t) are not necessarily
absolutely continuous on [a, b], such are combinations x(t) − Ax(t − τ).
The general framework of this paper is based on Mordukhovich [4] for ordinary dif-
ferential inclusions, Mordukhovich and Wang [5] for delayed differential inclusions, and
Mordukhovich and Wang [6] for neutral functional differential inclusions in the Hale
form.
Let x¯(t) be a trajectory of (1.2). We assume that F(x, y, t) is locally bounded, locally
Lipschitzian continuous around x¯(t), and Hausdorff continuous a.e. on [a, b]. More pre-
cisely, the following assumptions are imposed throughout the paper:
(A1) There are an open set U ⊂ Rn and two positive numbers F , mF such that x¯(t) ∈ U
for any t ∈ [a − τ, b]. Also, the sets F(x, y, t) are closed and
F(x, y, t) ⊂ mFB,
F (x1, y1, t) ⊂ F(x2, y2, t) + F
(|x1 − x2| + |y1 − y2|)B
for all (x, y), (x1, y1), (x2, y2) ∈ U × U and t ∈ [a, b].
(A2) There is a null set A such that F(x, y, ·) is Hausdorff continuous on [a, b] \A uni-
formly in U × U .(A3) c(·) is continuous differentiable on [a − τ, a].





σ (F ; t, h) dt,
where
σ(F ; t, h) := sup{ω(F ;x, y, t, h) | (x, y) ∈ U × U},
with
ω(F ;x, y, t, h)
:= sup{haus(F(x, y, t ′),F (x, y, t ′′)) ∣∣ (t ′, t ′′) ∈ [t − h/2, t + h/2] ∩ [a, b]},
where haus(F (x, y, t ′),F (x, y, t ′′)) is the Hausdorff distance between the sets F(x, y, t ′)
and F(x, y, t ′′). It is proved in [2] that τ(F ;h) → 0 as h → 0 under assumption (A2).
Let us construct discrete approximations to differential inclusion (1.2) (not (P )). Re-
placing the derivatives in (1.2) by the Euler finite differences
x˙(t) ≈ [x(t + h) − x(t)]/h, x˙(t − τ) ≈ [x(t + h − τ) − x(t − τ)]/h
implies the following discrete approximations to (1.2):

xN(tj+1) − A(tj+1)xN(tj+1 − τ)
∈ xN(tj ) − A(tj )xN(tj − τ) + hNF(xN(tj ), xN(tj − τ), tj ) for j = 0, . . . , k,
xN(tj ) = c(tj ) for j = −N, . . . ,−1.
(1.4)
Here, N ∈ N, the set of all natural numbers, hN := τ/N , tj := a+jhN for j = −N, . . . , k,
where k is a natural number determined by a + khN  b < a + (k + 1)hN , and tk+1 := b.
A collection of vectors {xN(tj ) | j = −N, . . . , k + 1} satisfying (1.4) is called a dis-
crete trajectory, and the collection {[xN(tj+1) − xN(tj )]/hN | j = −N, . . . , k} is called a
discrete velocity.
The extended discrete velocities on [a − τ, b], denoted by x˙N (t), are defined as piece-
wise constant extensions of discrete velocities on [a − τ, a) and [a, b] respectively by
x˙N (t) :=
[
xN(tj+1) − xN(tj )
]
/hN, t ∈ [tj , tj+1), j = −N, . . . , k.
The extended discrete trajectories on [a− τ, b], denoted by xN(t), are defined as piecewise
linear extensions of discrete trajectories on [a − τ, b]. Clearly,
xN(t) = x¯(a) +
t∫
a
x˙N (s) ds, t ∈ [a, b].
2. Convergence of discrete approximations
In this section, we consider the convergence of discrete approximations constructed in
Section 1. We prove that the extended discrete trajectories converge to x¯(t) uniformly on
[a − τ, b], and the extended discrete velocities converge to ˙¯x(t) in L2-norm on [a − τ, b].
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there is a sequence of solutions to (1.4), zN(tj ), j = −N, . . . , k + 1, such that zN(t0) =
x¯(a), the extended discrete trajectories zN(t) converge to x¯(t) uniformly on [a − τ, b],
and the extended discrete velocities z˙N (t) converge to ˙¯x(t) in L2-norm on [a − τ, b] as
N → ∞.
Proof. Let ℘N(t) be an arbitrary sequence of functions on [a, b] such that ℘N(t) is con-
stant on [tj , tj+1) for every j = 0, . . . , k, and ℘N(t) converges to ˙¯x(t) − A(t) ˙¯x(t − τ) as
N → ∞ in the norm of L1[a, b]; such a sequence exists because of the density of step-





∣∣ ˙¯x(t) − A(t) ˙¯x(t − τ) − ℘N(t)∣∣dt.
Then ξN → 0 follows from the construction of ℘N(t). Define discrete functions uN(tj ),
j = −N, . . . , k + 1, as follows:

uN(tj+1) − A(tj+1)uN(tj+1 − τ)
:= uN(tj ) − A(tj )uN(tj − τ) + hN℘N(tj ), j = 0, . . . , k,
uN(tj ) := x¯(tj ), j = −N, . . . ,0.
The extended discrete functions are

uN(t) − A(t)uN(t − τ)
= x¯(a) − A(a)x¯(a − τ) + ∫ t
a
℘N(s) ds, t ∈ [a, b],
uN(t) = x¯(tj ) + x¯(tj+1)−x¯(tj )hN (t − tj ), t ∈ [tj , tj+1),
j = −N, . . . ,−2,
uN(t) = x¯(t−1) + x¯(t0−)−x¯(t−1)hN (t − t−1), t ∈ [t−1, t0).
(2.1)
Let EN(t) := uN(t)− x¯(t). We are to show that |EN(t)| → 0 uniformly on [a − τ, b] as
N → ∞. To this end, define yN(t) := |EN(t) − A(t)EN(t − τ)|. For any t ∈ [a, b],
yN(t) =




∣∣ ˙¯x(s) − A(t) ˙¯x(s − τ) − ℘N(s)∣∣ds  ξN ,
then ∣∣EN(t)∣∣ yN(t) + M∣∣EN(t − τ)∣∣ yN(t) + MyN(t − τ) + M2∣∣EN(t − 2τ)∣∣
 · · · yN(t) + MyN(t − τ) + M2
∣∣yN(t − 2τ)∣∣
+ · · · + Mm+1∣∣EN (t − (m + 1)τ)∣∣,
where M := maxt∈[a,b] |A(t)|.
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c˙(·) on [a − τ, a], then |c(t ′) − c(t ′′)|  βN and |c˙(t ′) − c˙(t ′′)|  βN for any sufficiently
large N and any t ′, t ′′ ∈ [tj , tj+1] for j = −N, . . . ,−1. Similarly, the uniform continuity
of A(t) on [a, b] implies that∣∣A(t ′) − A(t ′′)∣∣ βN
for any sufficiently large N and any t ′, t ′′ ∈ [tj , tj+1] for j = 0, . . . , k.
Let m be an integer with a − τ  b − (m + 1)τ < a. Then t − (m + 1)τ ∈ [tj , tj+1] for
some j ∈ {−N, . . . ,−1}, and
∣∣EN (t − (m + 1)τ)∣∣
∣∣∣∣c(tj ) + c(tj+1) − c(tj )hN (t − tj ) − c
(
t − (m + 1)τ)∣∣∣∣

∣∣c(tj ) − c(t − (m + 1)τ)∣∣+ ∣∣c(tj+1) − c(tj )∣∣ 2βN .
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uN(tj ), uN(tj − τ), t
))
dt + τ(F ;hN).(A1) implies that for any t ∈ [tj , tj+1) (j = 0, . . . , k),




uN(tj ), uN(tj − τ), t









uN(t), uN(t − τ), t
))
 F
(∣∣uN(tj ) − uN(t)∣∣+ ∣∣uN(tj − τ) − uN(t − τ)∣∣) (2.3)






∣∣∣∣∣ (1 + mF )(tj+1 − tj ) = (1 + mF )hN := aN .
It follows from (2.1) that∣∣uN(t)∣∣ ∣∣A(t)uN(t − τ)∣∣+ ∣∣x¯(a) − A(a)x¯(a − τ)∣∣+ (b − a)(1 + mF )
M
∣∣uN(t − τ)∣∣+ M1
M1
(
1 + M + · · · + Mm)+ Mm+1∣∣c(t − (m + 1)τ)∣∣
M1
(
1 + M + · · · + Mm)+ Mm+1M2 := K,
where
M1 =
∣∣x¯(a) − A(a)x¯(a − τ)∣∣+ (b − a)(1 + mF ), M2 = maxt∈[a−τ,a]∣∣c(t)∣∣.
Therefore,∣∣uN(t) − uN(tj )∣∣

∣∣[uN(tj ) − A(tj )uN(tj − τ)]− [uN(t) − A(t)uN(t − τ)]∣∣
+ ∣∣A(tj )(uN(tj − τ) − uN(t − τ))∣∣+ ∣∣A(tj ) − A(t)∣∣∣∣uN(t − τ)∣∣
 aN + M
∣∣uN(t − τ) − uN(tj − τ)∣∣+ βN ∣∣uN(t − τ)∣∣
 (aN + KβN) + M
∣∣uN(t − τ) − uN(tj − τ)∣∣ · · ·
 (aN + KβN)
(
1 + M + · · · + Mm)
+ Mm+1∣∣uN (t − (m + 1)τ)− uN (tj − (m + 1)τ)∣∣
 (aN + KβN)
(
1 + M + · · · + Mm)+ Mm+1βN := bN . (2.4)





uN(tj ), uN(tj − τ), t
))
− dist(℘N(tj );F (uN(t), uN(t − τ), t)) 2F bN . (2.5)





uN(t), uN(t − τ), t









x¯(t), x¯(t − τ), t))
 F
(∣∣uN(t) − x¯(t)∣∣+ ∣∣uN(t − τ) − x¯(t − τ)∣∣)( ) 2F ξN 1 + M + · · · + Mm + 2FMm+1βN. (2.6)





uN(tj ), uN(tj − τ), t
))




uN(t), uN(t − τ), t
))
 2F bN + 2F ξN
(
1 + M + · · · + Mm)+ 2FMm+1βN
+ dist(℘N(tj );F (x¯(t), x¯(t − τ), t))
 FµN +
∣∣ ˙¯x(t) − A(t) ˙¯x(t − τ) − ℘N(tj )∣∣,
where
µN := 2bN + 2ξN
(







(∣∣ ˙¯x(t) − A(t) ˙¯x(t − τ) − ℘N(tj )∣∣+ FµN )dt + τ(F ;hN)
= ξN + FµN(b − a) + τ(F ;hN) := γN → 0 (N → ∞).
Since the functions uN(tj ), j = −N, . . . , k + 1, may not be trajectories of (1.4). In
the following we construct trajectories of (1.4) which satisfy the required convergence
properties in Theorem 2.1. Define the trajectories zN(tj ), j = −N, . . . , k + 1 as follows:

zN(t0) = x¯(a),
zN(tj ) = c(tj ), j = −N, . . . ,−1,
zN(tj+1) − A(tj+1)zN(tj+1 − τ)
= zN(tj ) − A(tj )zN(tj − τ) + hNvN(tj ), j = 0, . . . , k,
vN(tj ) ∈ F(zN(tj ), zN(tj − τ), tj ),
|vN(tj ) − ℘N(tj )|
= dist(℘N(tj ); F(zN(tj ), zN(tj − τ), tj )), j = 1, . . . , k + 1.
Clearly, zN(tj ) are trajectories of (1.4). Note that
∣∣zN(t) − x¯(t)∣∣=
∣∣∣∣c(tj ) + c(tj+1) − c(tj )hN (t − tj ) − c(t)
∣∣∣∣< 2βN
for t ∈ [tj , tj+1), j = −N, . . . ,−1, then zN(t) converge to x¯(t) uniformly on [a − τ, a).
Applying the mean value theorem for c˙(t) on [tj , tj+1], we have
a∫
a−τ








−1∑ tj+1∫ ∣∣c˙(t∗j )− c˙(t)∣∣2  τβN . (2.7)j=−N tj
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In the following, we are to prove that z˙N (t) converge to ˙¯x(t) in L2-norm on [a, b]. To
prove that, firstly, we need to show zN(tj ) ∈ U for j = 0, . . . , k + 1 through mathematical
induction. The case j = 0 is obvious due to |zN(t0) − x¯(t0)| = 0. Assume zN(tl) ∈ U for
l = 0, . . . , i. Note that
∣∣zN(tl+1) − uN(tl+1)∣∣
= ∣∣A(tl+1)zN(tl+1 − τ) + zN(tl) − A(tl)zN(tl − τ) + hNvNl
− (A(tl+1)uN(tl+1 − τ) + uN(tl) − A(tl)uN(tl − τ) + hN℘Nl )∣∣
M
∣∣zN(tl+1 − τ) − uN(tl+1 − τ)∣∣+ M∣∣zN(tl − τ) − uN(tl − τ)∣∣
+ ∣∣zN(tl) − uN(tl)∣∣+ hN dist(℘Nl ;F (zN(tl), zN (tl − τ), tl)),∣∣zN(tl) − uN(tl)∣∣

∣∣zN(tl−1) − uN(tl−1)∣∣+ M∣∣zN(tl−1−N) − uN(tl−1−N)∣∣



















uN(tj ), uN(tj − τ), tj
))
HγN. (2.8)













uN(tl), uN(tl − τ), tl
))











From the construction of vN(tj ) and (2.9), we have
b∫ ∣∣z˙N (t) − A(t)z˙N (t − τ) − ℘N(t)∣∣dt
a







































zN(tj ), zN(tj − τ), tj
))





[∣∣zN(tj ) − uN(tj )∣∣+ ∣∣zN(tj − τ) − uN(tj − τ)∣∣]








∣∣z˙N (t) − A(t)z˙N (t − τ) − ℘N(t)∣∣dt +
b∫
a
∣∣ ˙¯x(t) − A(t) ˙¯x(t − τ) − ℘N(t)∣∣dt
 σN + ξN .








∣∣z˙N (t) − A(t)z˙N (t − τ) − [ ˙¯x(t) − A(t) ˙¯x(t − τ)]∣∣
× ∣∣z˙N (t) − A(t)z˙N (t − τ) + ˙¯x(t) − A(t) ˙¯x(t − τ)∣∣dt 2mF (σN + ξN). (2.10)
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b∫
a
















∣∣z˙N (t − τ) − A(t − τ)z˙N (t − 2τ)




∣∣z˙N (t − 2τ) − ˙¯x(t − 2τ)∣∣2 dt
 · · · 4mF
(
1 + 2M + · · · + 2mMm)(σN + ξN) + (2M)m+1τβN → 0,
where m is an integer such that a − τ  b − mτ < a. Consequently, the extended discrete
velocities zN(t) converge to ˙¯x(t) in L2-norm on [a, b] as N → ∞. To complete the proof




∣∣zN(t) − x¯(t)∣∣√b − a
( b∫
a
∣∣z˙N (t) − ˙¯x(t)∣∣2 dt
)1/2
. 
3. Discrete approximations to optimization problem
In this section, we construct a sequence of discrete optimization problems (PN) to (P )
and consider the convergence of optimal solutions of (PN). Hereafter, let x¯(t) be an optimal
solution to (P ). Consider the following optimization problem (PN) for each N ∈ N:
( ) ∣ ∣
minimize JN [xN ] := ϕ xN(a), xN(b) + ∣xN(a) − x¯(a)∣2






















subject to the following constraints:
xN(tj+1) − A(tj+1)xN(tj+1−N)
∈ xN(tj ) − A(tj )xN(tj−N) + hNF
(
xN(tj ), xN(tj−N), tj
)
, j = 0, . . . , k, (3.2)
xN(t0) = x¯(a), (3.3)
xN(tj ) = c(tj ), j = −N, . . . ,−1, (3.4)(
xN(a), xN(b)
) ∈ ΩN := Ω + ηNB, (3.5)∣∣xN(tj ) − x¯(tj )∣∣ δ, j = 0, . . . , k + 1, (3.6)
where δ > 0 is a fixed number and ηN is any sequence such that ηN → 0 as N → ∞.
Clearly, zN(tj ), j = −N, . . . , k + 1, is a feasible solution to (PN) from the proof
in Theorem 2.1. Select δ in (3.6) such that x¯(t) + δB ⊂ U for all t ∈ [a − τ, b] and
ηN < δ. By (3.2)–(3.6) both the set {xN(tj ) | j = −N, . . . , k + 1} and the set {[xN(tj+1)−
xN(tj )]/hN | j = 0, . . . , k+1} are bounded. The classical Weierstrass theorem implies the
existence of an optimal solution, let it be x¯N (t).
To deal with the convergence of optimal solutions for (PN), we need an additional as-
sumption called the relaxation stability for (P ). Consider the following convexified neutral
functional differential inclusion:{
x˙(t) − A(t)x˙(t − τ) ∈ coF(x(t), x(t − τ), t), a.e. t ∈ [a, b],
x(t) = c(t), t ∈ [a − τ, a), (3.7)
where “co” stands for the convex hull of the set. The corresponding relaxed problem (R)
to (P ) is the problem in which we minimize the following cost functional:





x(t), x(t − τ), x˙(t),
x˙(t − τ), x˙(t) − A(t)x˙(t − τ), t)dt (3.8)
over all trajectories of (3.7) with the endpoint constraint (1.3). Here, the function
fˆF (x, y, z,w,v, t) is the convexification of the function
fF (x, y, z,w,v, t) := f (x, y, z,w, t) + δ
(
v;F(x, y, t)),
in the v variable, and δ(v;F) is the indicator function of the set F(x, y, t).
Definition 3.1. The problem (P ) is said to be stable with respect to relaxation ifinf(P ) = inf(R).
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detailed discussion can be found in [1,3,4,6–8].
4. Convergence of optimal solutions
This section deals with the convergence of discrete optimization problems (PN). In
addition to previous assumptions, we also need the following additional hypotheses:
(A4) ϕ(x, y) is continuous on (x, y) ∈ U × U , f (x, y, z,w, t) is continuous for a.e. t ∈
[a, b] uniformly in (x, y, z,w) ∈ U × U × R2n, and continuous on (x, y, z,w) ∈
U × U × R2n uniformly in t ∈ [a, b].
(A5) f (x, y, z,w, t) is convex in (z,w) for a.e. t ∈ [a, b].
Theorem 4.1. Let x¯(t) be an optimal solution to (P ), (A1)–(A5) be fulfilled, and (P ) be
stable with respect to relaxation. Then for any sequence of optimal solutions x¯N (tj ), j =
−N, . . . , k + 1, to (PN), the extended trajectories x¯N (t) converge uniformly to x¯(t) on
[a − τ, b], the extended velocities ˙¯xN(t) converge to ˙¯x(t) in the L2-norm on [a − τ, b] as
N → ∞.
Proof. Note that









zN(tj ), zN (tj−N),
















:= I1 + I2 + I3.











zN(tj ), zN (tj−N),











zN(tj ), zN(tj − τ), z˙N (t), z˙N (t − τ), t
)
dtj=0 tj








zN(tj ), zN(tj − τ), z˙N (t), z˙N (t − τ), tj
)








zN(tj ), zN(tj − τ), z˙N (t), z˙N (t − τ), t
)













∣∣z˙N (t) − ˙¯x(t)∣∣2 dt =
b∫
a
∣∣z˙N (t) − ˙¯x(t)∣∣2 dt → 0.
Therefore,
JN [zN ] → J [x¯] as N → ∞. (4.1)
Since x¯N (tj ) is an optimal solution to (PN) and zN(tj ) is a feasible solution to (PN), then









∣∣ ˙¯xN(t) − ˙¯x(t)∣∣2 dt.
Due to (2.7) and
max
t∈[a,b]
∣∣x¯N (t) − x¯(t)∣∣√b − a
( b∫
a
∣∣ ˙¯xN(t) − ˙¯x(t)∣∣2 dt
)1/2
,
the proof will be complete if we show that ρN → 0. Suppose that it is not the case, we can
find a constant c > 0 and a subsequence Nk such that ρNk → c. Without loss of generality,
we may assume c = limρN as N → ∞. From (3.2), (3.4), and (3.6), both x¯N (t) and ˙¯xN(t)
are uniformly bounded on [a−τ, b]. Therefore, there exists an absolutely continuous func-
tion x˜ : [a − τ, b] → Rn with
x¯N (t) → x˜(t) uniformly on [a − τ, b],
˙¯xN(t) → ˙˜x(t) weakly in L2[a − τ, b]. (4.4)
L. Wang / J. Math. Anal. Appl. 309 (2005) 474–488 487Thus, ˙¯xN(t) − A(t) ˙¯xN(t − τ) converge to ˙˜x(t) − A(t) ˙˜x(t − τ) weakly in L2[a, b]. The
classical Mazur’s theorem implies that ˙˜x(t)−A(t) ˙˜x(t − τ) ∈ coF(x˜(t), x˜(t − τ), t). Con-



















x¯N (tj ), x¯N (tj − τ), ˙¯xN(t), ˙¯xN(t − τ), tj
)
.




∣∣v(t) − ˙¯x(t)∣∣2 dt
is lower semicontinuous in the weak topology of L2[a, b] due to the convexity of the
integrand in v. Then
b∫
a










Taking into account (4.3) and (4.4), we have























JN [x¯N ] − ϕ
(





∣∣ ˙¯xN(t) − ˙¯x(t)∣∣2 dt
]
 J [x¯] − c.
The assumption of relaxation stability implies c = 0 and the proof is complete. 
488 L. Wang / J. Math. Anal. Appl. 309 (2005) 474–488References
[1] J.P. Aubin, A. Cellina, Differential Inclusions, Springer-Verlag, Berlin, 1984.
[2] A.L. Dontchev, E.M. Farkhi, Error estimates for discretized differential inclusions, Computing 41 (1989)
349–358.
[3] M. Kisielewicz, Differential Inclusions and Optimal Control, Kluwer Academic, Dordrecht, 1991.
[4] B.S. Mordukhovich, Discrete approximations and refined Euler–Lagrange conditions for nonconvex differen-
tial inclusions, SIAM J. Control Optim. 33 (1995) 882–915.
[5] B.S. Mordukhovich, L. Wang, Optimal control of constrained delay-differential inclusions with multivalued
initial conditions, Control Cybernet. 28 (2003) 585–609.
[6] B.S. Mordukhovich, L. Wang, Optimal control of neutral functional-differential inclusions, SIAM J. Control
Optim. 43 (2004) 111–136.
[7] B. Pshenichniy, Convex Analysis and Extremal Problems, Nauka, Moskow, 1980.
[8] J. Warga, Optimal Control of Differential and Functional Equations, Academic Press, San Diego, 1972.
