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Abstract
This paper investigates the distribution of delays during a repeat-
edly occurring demand peak in a congested facility with random ca-
pacity and demand, such as an airport or an urban road. Congestion
is described in the form of a dynamic queue using the Vickrey bot-
tleneck model and assuming Nash equilibrium in arrival times. The
paper shows that the expected delay and the variance of delay vary
dierently over time during the peak and must hence be considered
separately. The paper gives some characterization of how the expected
delay and the variance of delay are related, which explain the looping
phenomenon that has now been observed a number of times. Empir-
ical illustration is provided.
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1 Introduction
Congestion is becoming an increasingly serious problem in many places,
including road and rail networks, airports and airspace. We may also think
of congestion in computer networks, at ski resorts, McDonalds and many
other places. In such places, there is often a pattern where peaks in demand
and resulting congestion repeat regularly like the morning rush hour.
Congestion is an inherently dynamic phenomenon, since an arrival at
some point in time aects only users arriving later, not those arriving
earlier. The dynamics are important for example for the consideration of
time-varying tolls designed to internalize the costs of congestion. For such
purposes it is necessary to consider the prole of demand and costs over a
period of time such as a day.
Congestion does not just cause delays. Congestion also causes delays
to become increasingly unpredictable as variations in capacity and demand
become important in facilities operating near capacity. The random vari-
ability of delays is a signicant part of user costs when congestion is severe
and is hence important in its own right.
Economic analysis of congestion generally involves the notion of equi-
librium where the prole of demand over a period of time, say a day, is
endogenous. The analysis of equilibrium is, however, complicated when al-
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lowing for both dynamics and random delay. It is then tempting to ignore
the aspect of randomness from analysis of congestion. One could have the
intuition that randomness does not essentially inuence the analysis and
that expected delay and delay risk are proportional. This is, however, not
the case as the present paper shows.
This paper incorporates all the elements mentioned, dynamic conges-
tion, randomness and equilibrium, and shows how the dynamics of conges-
tion cause the time prole of expected delay and the variance of delay to
be dierent. More specically, the paper considers a regularly occurring
demand peak in a congested facility with random capacity and demand. If
the demand peak repeats every day, we may consider the random distribu-
tion of delay at dierent times: The random distribution of delays will be
dierent at, e.g., 8 AM and at 9 AM. Consider then the expected delay and
the variance of delay as functions of time. The paper shows that the follow-
ing implication holds under quite general assumptions: If the variance of
delay decreases then also expected delay decreases. This may equivalently
be expressed as the logical converse: if the expected delay increases then
also the variance of delay increases.
This result has implications for the relationship between the mean and
variance of delay, which may be veried against empirical data. At the
beginning of the demand peak, both the expected delay and the variance
3
of delay are small and increasing. At some point in time the expected delay
reaches a (possibly local) maximum. At this point the variance of delay
must be increasing as a consequence of the above result. Hence a plot of
the variance of delay against the expected delay forms a counter-clockwise
loop. Such loops have been found repeatedly in empirical data, although
this seems to have been reported only a few times in published papers.
Section 2 below shows some examples of congested facilities. Plots of the
variance of delay against the mean delay at dierent times of day exhibits
the characteristic counter-clockwise loop during demand peaks as predicted
by the theoretical analysis in this paper. This paper is the rst to provide
a theoretical explanation for the looping phenomenon.
The Vickrey (1969) bottleneck model captures many of the essential
features of equilibrium demand for a congested facility. The congested fa-
cility is described using a bottleneck congestion technology, where queueing
users are served at a xed service rate. A vertical queue builds up when
users arrive at a faster rate and dissipates when users arrive at a slower
rate. There is a continuum of users assumed to have costs of delay and
also scheduling costs such that deviations from their preferred service time
are costly. In Nash equilibrium, each user selects his optimal arrival time,
conditional on the actions by the other users. With identical users this
translates into the condition that user costs are constant over the inter-
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val when users arrive and larger outside. The bottleneck model and its
implications for congestion pricing have been analyzed extensively (Arnott
et al., 1993). In particular, there is always a queue in the Nash equilibrium.
In the social optimum there is no queue since users then arrive at a rate
equal to the service rate. It is fairly easy to design an optimal time-varying
toll to implement the social optimum.
Arnott et al. (1999) consider the case when the ratio of demand to
capacity is random. Their main interest is to investigate the eect of im-
perfect information to users about the random capacity and hence delays,
where they nd that information is not always welfare improving. The
equilibrium arrival rate has not been found in the bottleneck model with
random capacity and demand, but Arnott et al. (1999) are able to show
that it is concave. This paper will assume a concave arrival rate with this
motivation. The optimal time-varying toll has also not been found. It is
therefore of interest also from this perspective to establish properties of the
delay costs. Some further progress has been made on the characterization of
the Nash equilibrium: Fosgerau (2008) derives a closed form expression for
the expected cost in this model assuming linear scheduling costs. Fosgerau
and Jensen (2008) shows that for any absolutely continuous distribution
of the ratio of demand to capacity, then there exists a range of scheduling
preferences for which Nash equilibrium does not exist.
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Section 2 provides some empirical examples of loops. The theoretical
model is formulated in Section 3 and the analysis is carried out in Section
4, with proofs deferred to the appendix A. Section 5 concludes.
2 Looping examples
This Section presents two examples of plots of the variance of delay against
the expected delay in congested facilities. The examples exhibit the charac-
teristic counter-clockwise loop during a demand peak. That is, the variance
of delay peaks later than the mean delay in these examples. The choice
of examples is motivated by data availability. Other examples have been
analyzed by Department for Transport (2006).
The rst example concerns a congested urban road in Copenhagen. The
data record the travel time on an 11 km stretch of road, using cameras to
match licence plates at the entry and the exit. A data point consists of the
average travel time recorded during one minute and the data cover a three
month period. The mean travel time is estimated as a function of the time
of day using nonparametric kernel regression. The variance is estimated
as a function of time of day using nonparametric kernel regression of the
squared residuals of the mean regression against the time of day. The
estimated standard deviation is then computed as the squareroot of the
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estimated variance function. More details are available in Fosgerau and
Karlstrom (2007). There is a distinct morning peak in the data, which
appears as the counter-clockwise loop on gure 1.
FIGURE 1
The second example concerns a congested rail section in Denmark. Each
data point consists of the delay of a rail arrival relative to the time table.
Data cover all arrivals during a year. Details are available in Fosgerau and
Hjorth (2008). These data have two distinct demand peaks, one in the
morning and one in the afternoon. Both are clearly visible as counter-
clockwise loops on gure 2.
FIGURE 2
3 Model formulation
Consider a bottleneck with a capacity of 1
s
users per time unit. Then s > 0
is the service time, the time to serve one user. Assume that the service
time is random with s having a density φ and corresponding cumulative
distribution Φ and assume also that the service time is bounded from above
by s such that the queue cannot last indenitely long. One realisation of s
is drawn each period.
Users arrive during some interval of time, which we may take to be
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simply [0, 1]. Users arrive at the time varying rate ρ(t) ≥ 0 such that the
total number of users having arrived at time t is R(t) =
∫t
0
ρ(t ′)dt ′. We
normalize the number of users to 1 such that R(1) = 1, while noting that
the random s may represent variation in capacity as well as in the number
of users. We furthermore assume that R is concave or equivalently that
ρ is decreasing. Concavity of R results in Nash equilibrium under certain
assumptions on user preferences (Arnott et al., 1999).
Conditional on the capacity, the length of the queue at time t is1
Q(t) =
(
R(t) −
t
s
)+
. (3.1)
This is the number of users that have arrived but not yet been served. The
queue at time 0 when the rst user arrives is zero. We assume a nonzero
probability of a queue arising. We introduce a function s(t) to indicate the
service time at which the queue is exactly gone at time t. From (3.1) we
have s(t) = t
R(t)
. It is useful to establish a few properties of this function,
namely
s(0) = lim
t→0 s(t) =
1
ρ(0)
, s(1) = 1,
∂s
∂t
(t) =
1− s(t)ρ(t)
R(t)
> 0,
where the latter inequality follows by concavity of the cumulative arrival
1The function x→ x+ is x when x > 0 and zero otherwise.
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rate R.
The waiting time in the queue for users arriving at time t is q(t) given
by
q(t) = sR(t) − t
when s ≥ s(t) with q(t) = 0 otherwise. Now we may investigate the
expected time in the queue given arrival at time t. Let µ(t) denote the
expected queue time at time t. Then
µ(t) = E(q(t)) =
∫ s
s(t)
(sR(t) − t)φ(s)ds.
We see immediately that µ(0) = 0 and that µ(t) → 0 as t → ∞. We may
similarly dene the variance of time in the queue given arrival at time t.
Denoting the variance by σ (omitting the power for notational simplicity)
we have
σ(t) = Eq2(t) − µ2(t)
=
∫ s
s(t)
(sR(t) − t)2φ(s)ds− µ2(t).
Again we see immediately that σ(0) = 0 and that σ(t)→ 0 as t→∞.
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The derivatives of µ and σ are given by
µ ′(t) =
∫ s
s(t)
(sρ(t) − 1)φ(s)ds
σ ′(t) = 2
∫ s
s(t)
(sR(t) − t)(sρ(t) − 1)φ(s)ds− 2µ(t)µ ′(t).
This completes the model formulation
4 Analysis
We are now able to formulate the main proposition relating the derivatives
of µ(t) and σ(t) to each other. Recall that s(t) is the service time such
that the queue is exactly gone at time t. Then Φ(s(t)) is the probability
that the queue is gone at time t.
Proposition 1
σ ′(t) > 2µ ′(t)µ(t)
Φ(s(t))
1−Φ(s(t))
.
Proof is given in the Appendix. This proposition has the following
immediate corollary.
Corollary 1
µ ′(t) ≥ 0⇒ σ ′(t) > 0
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or equivalently
σ ′(t) ≤ 0⇒ µ ′(t) < 0.
We shall also need a small lemma which is stated without proof. Dene
rst t by s(t) = s as the time at which the queue is always gone.
Lemma 2
µ ′(0) > 0, σ ′(0) = 0,
t > t⇒ µ(t) = σ(t) = 0.
These results give a lot of information about the possible shape of the plot
of σ(t) against µ(t) The plot begins at (µ(0), σ(0)) = (0, 0) and moves East
and then North-East. Whenever µ reaches a maximum, local or global, σ
will still be increasing. Specically, it is ruled out that σ peaks at the same
time as µ and hence a loop will always be formed. When, later, σ reaches
a local or global maximum, µ will be decreasing. When t is large enough
that the queue is always gone, both µ and σ are back to zero.
A nal proposition gives a lower bound for the variance of delay as a
function of the mean delay. Proof is given in the Appendix.
Proposition 2 σ(t) > µ2(t) Φ(s(t)
1−Φ(s(t)
The proposition has a nice interpretation. The variance of delay σ at time
t is larger than µ2 times a function of t. This function is 0 at t = 0 and
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increases towards innity, which is reached at t = t. So when t is large,
either σ is very large or µ is very small.
5 Concluding remarks
This paper has shown how the bottleneck model with random capacity and
demand implies the loop that has been observed empirically a number of
times in plots of the variance of delay against mean delay for some congested
facilities. Conversely, the empirical nding of counter-clockwise loops like
those shown in the paper, indicate the relevance of bottleneck dynamics.
The results in the paper give some restrictions on the possible shape of such
plots during a demand peak in the bottleneck model. In particular, there
will always be at least one counter-clockwise loop. The possibility of more
loops is, however, not ruled out, although that would be an aesthetically
pleasing result. It is possible for the curve (µ(t), σ(t)) to move to the
North-East, back towards the origin and North-East again, after turning
clockwise some to the West of the rst extreme point to the East. It seems
not to be possible to impose simple restrictions on the theoretical model
that rules out such behaviour.
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A Appendix - proofs
Introduce rst some notation in order to keep equations short and easier
to follow.
Φt = Φ(s(t)), Γt =
∫ s
s(t)
sφ(s)ds,Ψt =
∫ s
s(t)
s2φ(s)ds
µt = µ(t), µ
′
t = µ
′(t), Rt = R(t), ρt = ρ(t)
Subscripts t will be dropped when it is possible without ambiguity. It
will be useful that Jensen's inequality implies the following lemma, stated
without proof.
Lemma 3
Ψ >
Γ 2
1−Φ
.
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A.1 Proof of Proposition 1
Rewrite the derivative of µ as µ ′ = ρΓ − (1−Φ). Then the derivative of σ
may be rewritten as follows.
σ ′
2
=
∫ s
s(t)
(sRt − t)(sρt − 1)φ(s)ds− µ)µ
′
= RρΨ− RΓ − tµ ′ − µµ ′.
Now use lemma 3 on the rst term
> Rρ
Γ 2
1−Φ
− RΓ − tµ ′ − µµ ′
= RΓ
[
ρΓ − (1−Φ)
1−Φ
]
− tµ ′ − µµ ′.
At this point it is useful to insert an expression for µ ′ and collect terms.
= RΓ
[
µ ′
1−Φ
]
− tµ ′ − µµ ′
=
µ ′
1−Φ
[
RΓ − t(1−Φ) − RΓ(1−Φ) + t(1−Φ)2
]
= µ ′
Φ
1−Φ
[RΓ − t(1−Φ)]
= µ ′µ
Φ
1−Φ
.
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A.2 Proof of proposition 2
This proof is again an application of lemma 3, this time to σ rather than
to σ ′. Otherwise it is straight-forward calculus.
σ = R2(Ψ− Γ 2) − tΦ(RΓ − t(1−Φ)) − RΓtΦ
> R2
(
Γ 2
1−Φ
− Γ 2
)
− tΦµ− RΓtΦ
= R2Γ 2
Φ
1−Φ
− tΦµ− RΓtΦ
= µ2
Φ
1−Φ
+ t2Φ(1−Φ) + µtΦ− RΓtΦ
= µ2
Φ
1−Φ
+ t2Φ(1−Φ) − t2Φ(1−Φ)
= µ2
Φ
1−Φ
as required.
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Figure 1: Mean and standard deviation of travel time (in minutes) for a
congested urban road
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Figure 2: Mean and standard deviation of travel time (in minutes) for a
congested rail section
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