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A general time-dependent quantum system can be driven fast from its initial ground state to its
final ground state without generating transitions by adding a steering term to the Hamiltonian. We
show how this technique can be modified to improve on the standard quantum adiabatic algorithm
by making a single-particle and cluster approximation to the steering term. The method is applied
to a one-dimensional Ising model in a random field. For the limit of strong disorder, the correction
terms significantly enhance the probability for the whole system to remain in the ground state
for the proposed non-stoquastic annealing protocol. We demonstrate that even when transitions
occur for stronger interaction between qubits, the most probable quantum state is one of the lower
energy states of the final Hamiltonian. Since the method can be applied to any model, and more
sophisticated approximations to the steering term are possible, the new technique opens up an
avenue for the improvement of the quantum adiabatic algorithm.
I. INTRODUCTION
There is a furious race underway to construct the first
practical quantum computer. To complement this, there
is a large research effort to broaden the class of prob-
lems that can be attacked by these machines. A very
promising direction is optimization problems. One of the
leading candidate methods for solving such problems on
a quantum computer is the quantum adiabatic algorithm
(QAA) [1], in which the ground state of a simple quan-
tum system is slowly transformed into the solution of the
optimization problem. There have been extensive studies
of the QAA on classical computers [2] and open-system
quantum annealing devices intended to solve similar
problems have been constructed [3–5]. The QAA exploits
the adiabatic theorem and uses the fact that the ground
state of appropriate quantum Hamiltonians correspond
to difficult classical optimization problems, for which the
standard classical search algorithms are inefficient due to
the complicated landscape for the cost function [6, 7].
The difficulty in demonstrating the QAA is the pres-
ence of small energy gaps that can lead to generalized
Landau-Zener-Stueckelberg-Majorana (LZSM) tunneling
[8–11]. Once the tunneling occurs, the system leaves the
instantaneous ground state, probably for good, and the
algorithm breaks down.
In spin models, we may look more closely at the degrees
of freedom that produce the dangerous avoided cross-
ings. The classic LZSM problem can be thought of as
a single spin-1/2 particle in a time-dependent magnetic
field that reverses the spin direction. This is the local
single-particle case. In the other limit, we may imagine a
crossing of two levels whose energies are very close, but
whose spatial configurations differ by the rearrangement
of many spins, perhaps well-separated in space. This is
the non-local case. Both contribute to unwanted tunnel-
ing.
In this paper, we propose a modification of the QAA
that largely eliminates local LZSM tunneling. This mod-
ification requires accurate control of individual qubits
that was demonstrated recently in various systems, in-
cluding trapped ions [12], Rydberg atoms [13] and su-
perconducting qubits [14]. In the conventional anneal-
ing protocol, the system is prepared in a strong field
along the x−direction without interaction, then the field
is slowly changed to the final field and the interaction is
turned on. During this process, a time-dependent gauge
term causes transitions between the instantaneous eigen-
states of the Hamiltonian. This term is proportional to
the Berry curvature [15–19] and its effect was recently in-
vestigated in superconducting devices with a single qubit
[20] and interacting qubits [21]. We demonstrate that
with the proper compensation of this topological term,
qubits acquire protection against excitation processes, in-
creasing the probability for the system to remain in the
ground state even for short annealing times. This ap-
proach may also point the way toward more general im-
provements of quantum adiabatic algorithms.
II. METHOD
The Hamiltonian in our approach is defined on the time
interval 0 ≤ t ≤ ta, where ta is the annealing time and it
has the form:
Hqaa(t/ta) = fi(t/ta)Hi + ff (t/ta)Hf +Hs(t), (1)
Here Hi and Hf are time-independent Hamiltonians that
represent a simple problem and a difficult optimization
problem, respectively. The scalar functions fi and ff
satisfy the boundary conditions: fi(0) = ff (1) = 1 and
fi(1) = ff (0) = 0. However, we adjust these functions
rather than choosing the customary linear-in-time forms.
Hs is the steering term and key to our approach. The idea
of adding an additional term to the Hamiltonian is not
new and has been used to convert a stoquastic Hamil-
tonian to a non-stoquastic Hamiltonian [22, 23], while
modifications to the annealing schedule have been used
to add quantum fluctuations [24]. It has also been used
in the method of shortcuts to adiabaticity and quantum
critical points [25–33]. Our method is to make a local ap-
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2proximation to the exact formula for the counterdiabatic
driving Hamiltonian, defined in the following paragraph.
We construct Hs using a result from adiabatic popula-
tion transfer theory and counterdiabatic driving [34, 35].
If a time-dependent Hamiltonian H0 has instantaneous
eigenstates |n(t)〉 such that H0(t)|n(t)〉 = En(t)|n(t)〉,
then we can define the steering Hamiltonian as
H1(t) = i~
2L∑
m=2
|m〉〈m|∂tH0|1〉〈1|
E1 − Em + (h.c.). (2)
The modified Hamiltonian H(t) = H0(t) + H1(t) drives
the ground state |1〉 of H0 without any transitions. If
the initial state at t = 0 is the ground state of H0, then
the solution of the time-dependent Schro¨dinger equa-
tion at ta is the ground state of H0. We could take
H0 = fi(t/ta)Hi + ff (t/ta)Hf and Hs = H1, and this
would yield the solution of the optimization problem with
certainty, but unfortunately the computation of H1 is not
efficient. Instead, we propose a local approximation to
H1. We note that for single spin-1/2 particle at site k
with Hamiltonian H
(k)
0 (t) = B
(k)(t) ·σ(k)/2 the steering
term is
H
(k)
0,s (t) =
1
2(B(k)(t))2
(B(k)(t)× ∂tB(k)(t)) · σ(k) (3)
and we may correct for an arbitrary random magnetic
field on an array of spins by summing over k.
To illustrate our method we choose the one-
dimensional random-field Ising model (RFIM) on a ring
of L spins:
Hf =
L∑
k=1
hkσ
(k)
z + J
L∑
k=1
σ(k)z σ
(k+1)
z (4)
with periodic boundary conditions understood. The hk
are chosen uniformly from the interval [−1, 1]. The width
of the disorder distribution sets the energy scale. The
initial Hamiltonian is chosen as usual to be a uniform
transverse magnetic field
Hi = h0
L∑
k=1
σ(k)x . (5)
In the calculations below we take h0 = 10.
The RFIM at J = 0 has the simple solution 〈σkz 〉 =
−hk/|hk|, while the J → ∞ limit is an antiferromag-
net. At small J , J << hav (hav, average random field,
∼ 1/2 in this paper), the ground state has just a few
spins that deviate from the J = 0 solution at sites k
where |hk| happens to be small. The spin at site k feels a
time-dependent effective field with a z-component given
by the sum of hk and J [〈σ(k−1)z (t)〉+ 〈σ(k+1)z (t)〉], where
〈σ(k±1)z (t)〉 are the time-dependent expectation values of
the z-components of the neighboring spins. When the
magnitude of the total effective field (including the x-
component) becomes small, the gap becomes small and
the QAA can fail. This is the type of failure that our local
approximation for H1 should be able to fix. At larger J
values, (J of order 1) there will be larger clusters of spins
that deviate from the J = 0 solution. This will create
situations where there are small energy gaps separating
states that differ by many spin flips. Our single-spin ap-
proximation for the steering term is then not expected
to work, and more sophisticated approximations are re-
quired. We will later present a cluster method that is a
step in this direction.
It is clear that the steering method is applicable in
principle to any model that includes a random field. Our
choice of the RFIM is motivated by the facts that it has a
relatively small number of parameters, is simple to sim-
ulate numerically, and the statistical properties of the
final Hamiltonian of Eq. (4) have been well studied. By
the standards of the field, the one-dimensional RFIM is
fairly simple but it has nevertheless served as a common
testbed for the QAA.
Notice that Hi and Hf are both stoquastic [36] but
the introduction of Hs makes the Hamiltonian non-
stoquastic. This is somewhat similar to a previous study,
[22], but our motivation for introducing the additional
term is quite different.
We choose fi(t) = cos
2(piτ/2) and ff (t) = sin
2(piτ/2),
where τ ≡ t/ta. The initial behavior of ff and the final
behavior of fi are quadratic; this is chosen so that Hs(t =
0) = Hs(t = ta) = 0 and the derivatives provide slow
start and stop. These choices, together with Eq. (3),
give
Hs(τ) =
L∑
k=1
−h0hkpi sin(pi τ)
4 ta[h20 cos
4(pi τ/2) + h2k sin
4(pi τ/2)]
σ(k)y .
(6)
Since ta can be small, the size of the steering term can be
large. Of course an arbitrarily large Hs is unphysical. Ul-
timately, the interesting parameter range for the QAA is
when ta is large. In this case the steering term is typically
small compared to the other terms in the Hamiltonian.
III. RESULTS
With these definitions we solve the time dependent
Schro¨dinger equation for Hqaa numerically [37, 38]. For
comparison purposes it is useful to solve the same in-
stance of the problem with the above definition of Hs
(“with steering”) and setting Hs = 0 (“without steer-
ing”). We also define the success probability, i.e., the
probability to be in the ground state at the end of the
evolution, as P1 = |〈1|ψ(t = ta)〉|2.
A. Small Systems
In Fig. 1 we report results for the systems with L = 1
and L = 3 using Eq. (2). In part (a) of the figure, we show
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FIG. 1. (Color online) Average ground state probability as
a function of the annealing time ta. The hk are chosen uni-
formly from the interval [−W,W ], where W = 1. All energy
variables are measured in units of W , and time variables are
measured in units of ~/W throughout the paper. (a) L = 1.
In the inset, the red magnetic field vector rotates from x to
z direction in the standard quantum annealing process. The
steering field applied in the −y direction suppresses transi-
tions to the excited states. (b) L = 3, J = 0.1. The green
diamond curve is the result of the application of Eq. (2), the
exact Berry formula. The inset shows the sketch of the open
chain of 3 spins considered here.
the fundamental effect of steering. The system finds the
ground state independent of the annealing time to within
our numerical accuracy for this case, which is to say 1
part in 109. In part (b) of the figure, we compared the 1-
spin steering with the case of no steering applied and with
the “full steering”. Full steering is the exact application
of Eq. (2). It is the basis of the cluster approach that we
present in the later part of the paper.
B. Comparison to Other Methods
Small systems are only of interest for illustration pur-
poses. Practical applications require larger systems. Be-
cause of the need to average over disorder realizations,
we are limited to L ≤ 12. A sketch of the system we
consider is shown in the inset of Fig. 2(a) for L = 10.
In Fig. 2(a), we present how the average ground state
probability changes as a function of the annealing time
for a weak interaction (J = 0.1). Especially for short
annealing times, the probability of achieving the ground
state and thereby successfully solving the optimization
problem is quite small without steering. It is greatly en-
hanced by steering for short and long annealing times.
In Fig. 2(a) we also show as dashed lines the result of
a “naive” classical algorithm in which we choose the so-
lution of the non-interacting system: 〈σkz 〉 = −hk/|hk|.
This solution is obtained by choosing J = 0 in the prob-
lem Hamiltonian Hf , Eq. (2), and applying the steering,
Eq. (6). The steered QAA outperforms this algorithm in
the range ta > 10
2 for J = 0.1.
When the interaction becomes stronger, the low-lying
states have a more entangled character; they cannot be
written, even approximately, as product states. Thus
the local steering algorithm becomes ineffective. This
is shown for a short annealing time ta = 1 in Fig. 2(b),
h0 x
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FIG. 2. (Color online) (a) Average ground state probability
as a function of the annealing time ta. L = 8 (square), L =
10 (circle), L = 12 (diamond) compared for J = 0.1. (b) Av-
erage ground state probability as a function of the interaction
parameter J for a short annealing time ta = 1. The red (up-
per), blue (middle) and green (lower) dashed lines show the
naive algorithm results for L = 8, 10, 12, respectively. (c) Av-
erage ground state probability as a function of the interaction
parameter J for a longer annealing time ta = 100.
4(a)
(b)
FIG. 3. (Color online) Same markers are used in this figure
as in Fig. 2(a) and (b) for the standard QAA and the steered
QAA. For the naive algorithm, red (upper), blue (middle)
and green (lower) “x” markers are used in the insets for L =
8, 10, 12, respectively. In the insets, the naive algorithm is
compared with the steered QAA. ta = 1, J = 0.3. Several
system sizes are shown. (a) The probability distribution over
all final eigenstates |n(ta)〉 as a function of the level index n,
computed by comparing the results of the QAA with an exact
calculation. Pn = |〈ψ(ta)|n(ta)〉|2. The effect of steering is
to squeeze the width of the probability distribution by two
orders of magnitude and in the direction of the ground state.
(b) Cumulative probability distribution. SN =
N∑
n=1
Pn. With
the steered algorithm, the chance to find one of the low-lying
states is significantly enhanced.
where the average ground state probability is plotted as a
function of J . We see a crossover at J ∼ 1 from a regime
in which steering is effective to a regime where it is not.
It is interesting that the addition of Hs does not improve
the QAA for J ≥ 2, and can even degrade the perfor-
mance. We attribute this to the fact that the system, for
part of its evolution, is trying to find the ground state of
a Hamiltonian Hi + Hf + Hs that is somewhat further
from the problem Hamiltonian compared to Hi + Hf .
The “recovery” of the steered Hamiltonian at larger J
is presumably due to the ground state being a locally
perturbed antiferromagnetic state, close once more to a
product state. For such a short annealing time, of course
both the steered QAA and the standard QAA perform
relatively poorly. This can be seen by plotting the results
for the naive algorithm, shown by the dashed lines. Ob-
viously, the results of this algorithm are independent of
ta. Its success is similar to that of the steered QAA for
J < 1. For larger values of J , the naive algorithm per-
forms poorly, as expected from the fact that it ignores
interactions.
In Fig. 2(c) the annealing time is longer: ta = 100. We
see similar trends overall - steering becomes ineffective
at larger J . This plot does show clearly that there are
definite differences between the standard QAA and the
steered QAA at intermediate annealing times.
C. Distribution over Low-lying States
Next, we consider how the introduction of a moderate
interaction (J = 0.3) modifies the final distribution of the
probability over all states both with and without steering,
using a short annealing time ta = 1. Recall that L is
the number of spins and the total number of levels is
2L, which is the size of the classical problem. In Fig. 3
we plot probabilities Pn of all states, defined as Pn =
|〈ψ(ta)|n(ta)〉|2, and the cumulative probability, defined
as SN =
N∑
n=1
Pn. The states |n(ta)〉 are eigenstates of
Hf and they are arranged in order of increasing energy.
|ψ(ta)〉 is the final state computed in the QAA. This is
done for several system sizes. Of course to obtain these
data we must also solve the problem exactly for |n(ta)〉,
so this limits the size of systems we can treat. Again
we average over 104 realizations of the disorder for each
curve shown.
The effect of steering on the QAA is very dramatic.
Roughly speaking, for all system sizes the width of the
probability distribution is squeezed down towards the
ground state by two orders of magnitude by steering the
QAA. The chance of making a serious error and ending in
a state with high index is greatly reduced. If we think of
the system as diffusing from one instantaneous eigenstate
to another during the course of a computation, it seems
that the effect of steering is to reduce the diffusion rate
regardless of whether the system is close to the ground
state or not.
Certain final states or groups of final states appear to
be favored, and the groups are somewhat different for the
steered and unsteered cases. We can speculate that these
states represent local energy minima. The unsteered al-
gorithm may in fact be superior in escaping local minima
that come from extended eigenstates while the steered al-
gorithm is more effective at avoiding local minima that
come from more localized eigenstates.
On the other hand, for these values of ta and J , the
advantage of the steered QAA over the naive algorithm
is marginal — the data points nearly overlap. In the next
subsection we investigate when the results for these two
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FIG. 4. (Color online) Average infidelity as a function of 1/J and ta. L = 12. Plots for (a) the naive algorithm, (b) the
standard QAA, and (c) the steered QAA. In the region covered by the white dashed lines, the steered QAA gives higher fidelity
than the other two algorithms. (d) The colorbar shows the infidelity values.
algorithms separate.
D. Regime of Superiority of Steered QAA over
Other Methods
Figs. 1, 2 and 3 demonstrate that steering can improve
the QAA substantially for J ≤ 0.3 and tA ≤ 10. How-
ever, our results so far leave open the possibility that a
combination of the standard QAA and the naive algo-
rithm could give a roughly comparable performance to
the steered QAA. We now show that this is not the case.
In Fig. 4 we present contour plots of the infidelity for
the naive algorithm, the unsteered QAA and the steered
QAA as a function of the two key parameters ta and J .
This allows us to locate the range in which the perfor-
mance of the steered QAA is superior. This is the interior
of the dashed white region in Fig. 4(c). Since this is a
log-log plot, the range of parameters inside the region is
quite large.
The key point is that steering is in fact effective when
the spin interacts with its neighbors. It becomes entan-
gled with neighboring spins and its state can no longer
represented by a pure state on the surface of the Bloch
sphere, but one may still define an effective field. When
the magnitude of the total effective field is small, a small
gap in the excitation spectrum is likely. This is obviously
the dangerous case. Our results show that steering is also
effective in this situation. The steered QAA is superior
to the unsteered QAA in all cases. The improvement is
particularly dramatic when ta is small, but even at mod-
erate values the improvement is substantial.
E. Cluster Steering
One of the advantages of the steering method is that
it is susceptible to systematic improvement. The results
presented so far are only those that follow from a single-
particle approximation to the steering Hamiltonian. In
this subsection, we present our results for a more so-
phisticated approximation that we call cluster steering.
This is defined as follows. The spin which has minimum
random field (whose direction is therefore likely to be
determined by the interaction) is identified. This spin
and its two neighbors are considered as a cluster. The
cluster steering term is found from Eq. (2). In this ap-
proach, while the cluster steering is being applied to the
spin trio, 1-spin steering is applied to each spin in the
rest of the chain. There are 12 spins in the chain and
104 realizations are performed. In Fig. 5, the two types
of the steering are compared with the case of no steer-
ing. At small J , the curves with steering coincide and,
at stronger J , all curves go up. The latter happens be-
cause in this regime the spectrum becomes more regular
with level repulsion. However, the steering of weak clus-
ters helps to maintain the system in the ground state
even for intermediate strengths of interaction. With the
cluster approach, the ground state probability does not
drop to smaller values sharply. When J is small, the
ground state probability curve is more flat comparing to
the curve of 1-spin steering.
3-cluster steering
1-spin 
steering
without steering
FIG. 5. (Color online) Average ground state probability as
a function of the interaction parameter J for the QAA with-
out steering, with 1-spin steering, and with cluster steering.
Cluster steering improves the results for J ≤ 0.2 ta = 128, L
= 12.
6IV. CONCLUSION
We have demonstrated significant improvements in the
QAA for random-field spin systems with relatively weak
interactions. This is done by adding a term to the Hamil-
tonian that suppresses transitions representing local spin
re-orientations. When the interactions become stronger,
the low-energy eigenstates become more extended and
the technique in the approximation used here becomes
ineffective. In other words, the method is good for in-
sulating phases and not for metallic phases of disordered
systems. However, the steering concept itself, as rep-
resented by the correction term in Eq. (3) is not at all
limited to local modifications of the problem. We have
made a cluster expansion to construct a less local form of
the operator in Eq. (6). It should also be possible to work
out ways of improving the steering so that it is effective
in metallic phases as well.
We have not yet investigated systematically the cru-
cial question of how the improvements in the algorithm
scale with system size. The local nature of the im-
provements of the steering would suggest at least a con-
stant speedup comparing to the standard annealing pro-
cedure. Of course in practical calculations even a con-
stant speedup is very desirable, as long as the constant
is big. For certain problems, we have shown that two
orders of magnitude can be achieved.
The protocol is applied to a particular configuration of
the final Hamiltonian, where both local fields and cou-
plings between the spins are exactly determined by the
corresponding classical optimization problem. To evalu-
ate the performance of the algorithm for different prob-
lems with similar structure, we assume that the optimiza-
tion problems represent an ensemble of random Hamilto-
nians. The success is determined both by the quantum
fidelity of the final state and by the fraction of successful
solutions out of the ensemble. For ta fixed at 1, we have
the following comparisons for the standard and steered
QAAs. Out of exponentially large system size 2L with
L = 12, we find with probability above 99% that the
system is in one of 21 low energy states when J = 0.1.
For J = 0.3 and the same L, we find one of the 398 low
energy states with probability above 99% for the QAA
with 1-spin steering. For the unsteered algorithm, the
corresponding values are too large — 3949 and 3929, re-
spectively. For the QAA with 1-spin steering, the prob-
ability to find one of the lowest 1% of 2L (with L = 12)
energy states is 99.7% when J = 0.1. When J = 0.3, the
probability becomes 81%. For the unsteered algorithm,
the corresponding probabilities are only 3% and 4%, re-
spectively. Thus, by controlling 3L local fields, we are
guaranteed to find one of the low energy states out of 2L
states.
We have also compared the steered QAA to a naive
classical algorithm that works only for weak interactions.
Combining all our results shows that there is a substan-
tial range of parameters for which the steered QAA out-
performs both the standard QAA and the naive algo-
rithm.
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