Consider a given pattern H and a random text T generated randomly according to the Bernoulli model. We study the frequency of approximate occurrences of the pattern H in a random text when overlapping copies of the approximate pattern are counted separately. We provide exact and asymptotic formuls for mean, variance and probability of occurrence as well as asymptotic results including the central limit theorem and large deviations. Our approach is combinatorial: we first construct some language expressions that characterize pattern occurrences which are translated into generating functions, and finally we use analytical methods to extract asymptotic behaviors of the pattern frequency. Applications of these results include molecular biology, source coding, synchronization, wireless communications, approximate pattern matching, games, and stock market analysis. These findings are of particular interest to information theory (e.g., second-order properties of the relative frequency), and molecular biology problems (e.g., finding patterns with unexpected high or low frequencies, and gene recognition).
Introduction
Repeated patterns and related phenomena in words (sequences, strings) are known to play a central role in many facets of computer science, telecommunications, and molecular biology. One of the most fundamental questions arising in such studies is the frequency of pattern occurrences in another string known as text. For applications even more important is to know how many times a given pattern approximately occurs in a (random) text. By approximate occurrence we mean that there exists a substring of the text within given distance from the (given) pattern. The definition of the distance is irrelevant in this paper. This problem is also more challenging that the exact pattern occurrence. Applications include wireless communications, approximate pattern matching (cf. We study the problem in a probabilistic framework in which the text is generated randomly according to the so called Bernoulli model in which every symbol of a finite alphabet S is generated independently of the other symbols with different probabilities of symbol generations (if all the probabilities are the same, then the model is called symmetric Bernoulli model). Our approach to this problem falls under the methodology of "combinatorics on words" (cf. [ll, 181) : we construct certain languages that characterize approximate pattern occurrences in a text which are further translated into generating functions. This approach might be of interest to other problems on words.
Pattern occurrences in a random string is a classical problem (cf. [7] ). Several authors also contributed to this problem, however, the most important recent contributions belong to Guibas and Odlyzko. In particular, in [ll] , the authors computed, in the symmetric Bernoulli model, the moment generating function for the number of strings that do not contain any of the given set of patterns (approximate search) and for the number of strings that contain r occurrences of a given pattern (exact search). An extension of this last result to the asymmetnc Bernoulli model can be found in [9] . The Markovian model was also tackled for the exact search. Li [17] , Chrysaphinou and Papastavridis [2] extended the Guibas and Odlyzko result of no pattern occurrence. Prum et al. [22] (see also [25] ) obtained the normal limiting distribution for the number of pattern occurrences in the Markovian model. In [23], we derived the limiting distribution and computed the first moments.
In this paper, we provide a complete characterization of the frequency of approximate pattern occurrences in a random text generated according to the Bernoulli model, when overlappzng approximate copies of the pattern are counted separately.
Let 31 be a set of strings, for example the set of all strings of length m which are within given distance from some pattern H . We compute exactly the generating function of the number of occurrences of %-patterns (cf. Theorem 2.1) which further provides the mean and the variance (cf. Theorem 2.2). Evaluation of the variance is quite challenging since iL depends on the internal structure of the patterns through the so called correlation matrix introduced in this paper. In addition, we present several asymptotic results concerning the probability of r occurrences for different range of r . We consider r = 0(1), as well as the central limit and the large deviations range of r .
Our results should be of particular interest to information theory (e.g., relative frequency, code synchronization, source coding, etc.) and molecular biology. Two problems of molecular biology can benefit from these results. Namely: finding patterns with unexpected (high or low) frequencies (the so called contrast words) [28] , and recognizing genes by statistical properties [28] . Statistical methods have been successfully used from the early 80's to extract information from sequences of DNA. In particular, identifying deviant short motifs, the frequency of which is either too high or too low, might point out unknown biological information (cf. [28] and others for the analysis of functions of contrast words in DNA texts). From this perspective, our results give estimates for the statistical significance of deviations of word occurrences from the expected values and allow a biologist to build a dictionary of contrast words in genetic texts.
One can also use these results to recognize statistical properties of various other information sources such as images, text, etc. In information theory, the relative frequency defined as A,('H) = O,(N)/(n -m + l), where m is the length of the pattern, is often used to estimate the statistics of the information source. The relative frequency was mostly studied for the exact pattern occurrence, while in this paper we extend it to approximate occurrence. Such an extension is relevant to some recent applications such as lossy extension of the Lempel-Ziv scheme (cf. [19, 291) and lossy extension of the shortest common superstring problem (cf. [8, 301) . It is well known [5, 201 that & ( H ) for the exact pattern occurrence converges almost surely to the probability P ( H ) of the pattern H . The same holds for the approximate pattern occurrence if one replace P ( H ) by P(%). Recently, Marton and Shields [20] proved that A,(H) for the exact pattern occurrence converges exponentially fast to P ( H ) for sources satisfying the so called blow-up property (e.g., Markov sources, hidden Markov, etc). Our results extends Marton and Shields results to approximate pattern occurrences (for the Bernoulli model our results from [23] suggest that extension to a Markovian model is possible). Such a rate of convergence is needed in some applications (cf. [19] ).
This paper is organized as follows. In the next section we present our main results and their consequences. The proofs are delayed until the last section. Our derivation in Section 3.1 uses a combinatorial approach of languages that translates into relationships on the associated generating functions, and finally we use analytical tools in Section 3.2 to derive asymptotic results.
Main Results
Our goal is to estimate the frequency of overlapping approximate pattern occurrences in a random text. Let 3t be a set of any given patterns H I , . . . , H M such that none contains another as a substring. This set may be the k-neighbourhood of a given pattern H when a distance d(., e) (such as the Hamming distance, the edit distance, etc ...) is defined. We assume that the text string T is a realization of an independently, identically distributed sequence of random variables (i.i.d.), such that a symbol s in the alphabet S occurs with probability P ( s ) . This defines the so called Bernoulli model. We denote P ( H i ) the probability of the string Hi occurring in the random text.
We find it convenient and useful to express our findings in terms of languages, e.g set of words. We associate with every language C a generating function defined as below:
WEC where P ( w ) is the probability of the word w, IwI is the length of w, and we adopt the usual convention that P(c) = 1. 
(z) = { A H~H~( z ) }~, +~, M ) .
In particular, we write 1 for the identity matrix, and 1 = (1,. . . , l)t for the unit vector.
Finally, we recall that (1 -M)-l = Crl0 Mk provided the inverse matrix exists (i.e., det(1-M) # 0 or 11 M I/< 1 where 11 11 is any matrix norm).
In the sequel, we denote by On(3c) (or simply by 0,) a random variable representing the number of approximate occurrences of H in T. We have: 
T ( T ) (~) and T ( z , u ) ,
and can be used to compute exactly parameters related to the pattern occurrence 0, . In the second theorem, we provide asymptotic results for the probability Pr(0, 
. , P ( H M ) )~, and A(z) = {AHi,Hj(z)}i,jZl.M is the matrix of the correlation polynomials of patterns from the set 3-1.
The above theorem is a key to the next asymptotic results. These results are derived in the next section using analytical tools.
Theorem 2.2 Let the hypotheses of Theorem 2.1 be fulfilled. We denote P(3-1) = (i) MOMENTS. We obtain
CHiEx P(Hi) = Ht * 1.
EO,(3-1) = ( n -m + l ) P ( X ) , (12)
Var On(%) = (n -m + 1) (P(3-1) + P' (3-1) -2mP2(3-1) + 2Ht(A(1) -1)1)(13) where A(1) denotes the derivative of the matrix A ( z ) at z = 1. 
Define r(t) to be the root of det(1-etM(eT)) = 0 (19)
while wa and ua to be
Then:
As mentioned before, the above results have abundance of applications in information theory and molecular biology. For example, they can be used to estimate the relative frequency defined as Relative frequency appears in the definition of types and typical types (cf. [5]), and is often used to estimate information source statistics. The reader is referred to (231 for more details.
Analysis
The key element of our analysis is an algebraic derivation of the generating function T ( z , U ) presented in Theorem 2.1, (e.g., we express the languages characterizing 7, or 7 in terms of known languages for which one easily computes the associated generating functions). In general, the admissible relationships are the ones that easily translate into relationships between generating functions.
Combinatorial Relationships Between Languages
We start with some definitions: 
where W is the set of all words, S is the alphabet set, e is the empty word.
Proof: All the above relations are proved in a similar fashion. We first deal with (27). occurrence in Hiw overlaps with Hi, which means that w is in AQ. Reciprocally, any word in Ai,j qualifies, but the empty word, when it belongs to it. Although e is not in .A,j when i # j , our set expression remains correct; e.g. Aij -{ E } = A,,j when Let us turn now to (28) . When one adds a character s right after a word U from Ui, two cases may occur. Either Hius still does not contain a second occurrence of U , which means that u s is a non-empty word of&. Or a new element of 3c appears, say Hj, clearly at the right end. Then, us is in Mi,. and we get the left inclusion.
Furthermore, any non-empty word of Ui -{ E } is in Ui . S , and a strict prefix of a word w in Mid cannot contain any U-occurrence; hence, this prefix is in Ui and w is in ui -s.
We now prove (29) . Let x = sw be a word in Hi -Mi,j where s is a symbol from S. As x contains exactly two occurrences of 3c, Hi located at its left end, and Hj located at its right end, w is in Rj and x is in S . Rj -Rj. Reciprocally, if a word swHj from S.Rj is not in Rj, then swHj contains a second 3c occurrence, say Hi. As w3c is in Rj, the only possible position is on the left end, and then x is in Hi -Mi,j.
We now rewrite:
which completes the proof. I
We are now ready to prove (7)-(10). We make use of a few rules, namely: the disjoint union @ and concatenation -become the sum operation + and the multiplication operation on generating functions. In other words, the union language 
Moments and Limiting Distribution
In this final subsection, we derive the first two moments of 0, as well as asymptotics for Pr(0, = T } for different ranges of T , that is, we prove Theorem 2.2. Actually, we should mention that using general results from renewal theory one immediately guesses that the limiting distribution must be normal for T = E O , + O ( f i . However, here the challenge is to estimate precisely the variance. Our approach offers an easy, uniform, and precise derivation all of moments, including the variance, as well as local limit distributions (including the convergence rate) for the central and large deviations regimes.
A. MOMENTS
First of all, from Theorem 2.1 we shall conclude that
(1 -2)2 Indeed, we observe that T'(z, U ) = Rt(z)(il -~hll(z))-~U(z). Making U = 1 and using (7)-(10) directly leads to (30). Establishing (31) works the same, with a little more algebra. Notably, one often uses (I -M(z))-' = (1 -z)-lD(z) (cf. (8) ). Now, we observe that both expressions admit as a numerator a function that is entire beyond the unit circle and a power of 1/(1 -z ) as a denominator. We make use of the following basic formula:
To obtain EO, we proceed as follows:
Computation of the variance is a little more intricate by hand, but straightforward with a symbolic computation system. For any analytic function d ( z ) , one may rewrite [zn]4i5(z)(z -l ) -P as a function of the p -1 derivatives of at z = 1. We easily get our formula on the variance (cf. (14) where + and the determinant are polynomials in z and U . This allows for applying standard results [l, 131. E.g. Levy's theorem applies and the number of occurrences is asymptotically gaussian. This proves 2.2(iii). Details of this general scheme can be found in [23] . Similarly, observing that conditions of Gartner-Ellis theorem [6] are fulfilled, we prove 2.2(iv). Detailed computations can be found in [23] .
We now consider T = 0(1), and turn our attention to formula (5) of Theorem 2.1. From (33), this generating function rewrites T q z ) = a ( . ) -. $ ( . )
where d ( z ) is a polynomial. To establish an asymptotic expression for Pr(0, = r } one needs to extract the coefficient at zn of T(.)(z). By Hadamard's theorem (cf. [24] ) we conclude that the asymptotics of the coefficients of T(')(z) depend on the singularities of T(')(z), e.g. the roots of A(z). As A(z) is a polynomial, the set of roots is non empty. Let p~ be the root of smallest modulus outside IzI 5 1. It is a singularity of order T + 1. In particular, A(z) = ( z -p x ) A ' ( p~) + O ( ( z -p~) ' ) ) .
The rest of the derivation follows exactly our footsteps from [23] , so we refer the reader to it for details.
It is worth noticing that the above results are asymptotic in n. For finite and practical n, we must use our exact results and numerical algorithms, but then to avoid numerical instability, we observed that (33) guarantees that P ( 0 , = T ) satisfies a linear equation that may be solved easily numerically. This was realized using the MAPLE package GFUN for large practical n. Applications to the search of exceptional patterns in the yeast genome are currently conducted (cf.
[3])
