Abstract. Competitive on-line algorithms for data management in a network of processors are studied in this paper. A data object such as a file or a page of virtual memory is to be read and updated by various processors in the network. The goal is to minimize the communication costs incurred in serving a sequence of such requests. Distributed data management on important classes of networks-trees and bus-based networks-are studied. Optimal algorithms with constant competitive ratios and matching lower bounds are obtained. Our algorithms use different interesting techniques, such as work functions [Chrobak and Larmore, Proc. DIMACS Workshop on On-Line Algorithms, AMS, 1991, pp. 11-64] and "factoring."
1. Introduction. The management of data in a distributed network is an important and much studied problem in management science, engineering, computer systems, and theory [3, 11] . Dowdy and Foster [11] give a comprehensive survey of research in this area, listing 18 different models and many papers. A data object, F, such as a file or a page of virtual memory, is to be read and updated by a network of processors. Each processor may store a copy of F in its local memory, so as to reduce the time required to read the data object. All copies must be kept consistent, however, so having multiple copies increases the time required to write to the object. As read and write requests occur at the processors, an on-line algorithm has to decide whether to replicate, move, or discard copies of F after serving each request while trying to minimize the total cost incurred in processing the requests. The on-line algorithm has no knowledge of future requests, and no assumptions are made about the pattern of requests. We apply competitive analysis [6] to such an algorithm.
Let σ denote a sequence of read and write requests. A deterministic on-line algorithm A is said to be c-competitive if for all σ, C A (σ) ≤ c · OP T (σ) + B holds, where C A (σ) and OP T (σ) are the costs incurred by A and the optimal off-line solution, respectively, and c and B are functions which are independent of σ but which may depend upon the input network and file size. If A is a randomized algorithm, we replace C A (σ) by its expected cost and consider two types of adversaries: The oblivious adversary chooses σ in advance, and the more powerful adaptive on-line adversary builds σ on-line, choosing each request with knowledge of the random moves made by A on the previous requests. The oblivious adversary is charged the optimal offline cost, while the adaptive on-line adversary has to serve σ and be charged on-line. (See Ben-David et al. [6] for a full discussion of different types of adversaries.) An algorithm is strongly competitive if it achieves the best possible competitive ratio.
In this paper, we focus on two important classes of networks: trees and the uniform network. A tree is a connected acyclic graph on n nodes and (n − 1) edges; the uniform network is a complete graph on n nodes with unit edge weights. We obtain strongly competitive deterministic and randomized on-line algorithms for these classes.
Our algorithms use different interesting techniques, such as offset functions and "factoring." Competitive on-line algorithms based on offset functions have been found for the 3-server [9] and the migration problems [10] . An advantage of these algorithms is that they do not need to record the entire history of requests and the actions of the on-line algorithm since decisions are based on the current offset values which can be updated easily. Factoring is first observed in [7] and used in [10, 17] . The idea is to break down an on-line problem on a tree into single edge problems. Thus strongly competitive strategies for a single edge are generalized to a tree. Our algorithms are strongly competitive for specific applications and networks and also illustrate these two useful techniques. Our randomized algorithm for file allocation is barely random [20] ; i.e., it uses a bounded number of random bits, independent of the number of requests. A random choice is made only at the initialization of the algorithm, after which it runs deterministically.
Problem description.
We study three variants of distributed data management: replication [1, 7, 17] , migration [7, 10, 22] , and file allocation (FAP) [2, 5] . They can be described under the same framework. We are given an undirected graph G = (V, E) with nonnegative edge weights and |V | = n, where each node represents a processor. Let F represent a data file or a page of memory to be stored in the processors. At any time, let R ⊆ V , the residence set, represent the set of nodes that contain a copy of F. We always require that R = ∅. Initially, only a single node v contains a copy of F and R = {v}.
A sequence of read and write requests occur at the processors. A read at processor p requests an examination of the contents of some data location in F ; a write at processor p requests a change to the contents of some location in F. The location identifies a single word or record in F. A read can be satisfied by sending a message to any processor holding a copy of F ; that processor then returns the information stored in the requested location. A write is satisfied by sending an update message to each processor holding a copy F, telling it how to modify the desired location. After a request is served, the on-line server can decide how to reallocate the multiple copies of F.
Let D ∈ Z + be an integer constant, D ≥ 1, which represents the number of records in F. 1 The costs for serving the requests and redistributing the files are as follows:
Service Cost. Suppose a request occurs at a node v. If it is a read request, it is served at a cost equal to the shortest path distance from v to a nearest node in R; if it is a write request, it is served at a cost equal to the size of the minimum Steiner tree 2 that contains all the nodes in R ∪ {v}.
1 R, Z + , and Z + 0 represent the sets of reals, positive integers, and nonnegative integers, respectively. 2 See section 2 for a definition.
Movement Cost. The algorithm can replicate a copy of F to a node v at a cost D times the shortest path distance between v and the nearest node with a copy of F; it can discard a copy of F at no cost.
A file reallocation consists of a sequence of zero or more replications and discards of copies of F. The replications and discards can be done in any order as long as the residence set has a size of at least 1. The movement cost incurred during a reallocation is equal to the total sum of all replication costs.
The replication and migration problems are special cases of file allocation. For migration, we require |R| = 1. For replication, all the requests are reads, and it can be assumed that all replicated copies of F are not discarded. The (off-line) optimization problem is to specify R after each new request is served so that the total cost incurred is minimized. For on-line replication, we consider only competitive algorithms that have B = 0 in the inequality above; otherwise a trivial 0-competitive algorithm exists [7] .
Following previous papers on allocation and related problems, we adopt a "lookahead-0" model. In this model, once a request is revealed, the on-line algorithm must immediately pay the service cost before making any changes to the residence set. One may contrast lookahead-0 with a lookahead-1 model, in which the algorithm may change the residence set before paying the service cost. We discuss the lookahead issue further below, together with some implementation issues. [7] were the first to use competitive analysis to study any of these problems, giving strongly 3-competitive deterministic algorithms for file migration on trees and uniform networks and strongly 2-competitive deterministic algorithms for replication on trees and uniform networks.
Previous and related results. Black and Sleator
Replication. Imase and Waxman [14] showed that a greedy algorithm for building Steiner trees on-line is Θ(log n)-competitive, where n is the number of nodes, and that this ratio is optimal within constant factors for general networks. This algorithm is the basis of a solution for on-line replication in general networks. Koga [17] gave randomized algorithms that are 2-competitive and 4-competitive against an adaptive on-line adversary on trees and circles, respectively. He also obtained a randomized algorithm with a competitive ratio that depends only on D and approaches (1+1/ √ 2) as D grows large, against an oblivious adversary on trees.
Migration. Westbrook [22] obtained a randomized algorithm for uniform networks with a competitive ratio that depends only on D and approaches ((5 + √ 17)/4) as D grows large, against an oblivious adversary. For general networks, Westbrook [22] obtained a strongly 3-competitive randomized algorithm against an adaptive on-line adversary. He also obtained an algorithm against an oblivious adversary with a competitive ratio that depends only on D and approaches (1 + φ)-competitive as D grows large, where φ ≈ 1.62 is the golden ratio. Chrobak et al. [10] studied migration on various classes of metric spaces, including trees, hypercubes, meshes, real vector spaces, and general products of trees. They gave strongly (2+1/2D)-competitive randomized algorithms for these spaces, (2 + 1/2D)-competitive deterministic algorithms for some of these spaces, and a general lower bound for deterministic algorithms of (85/27). Recently, Bartal, Charikar, and Indyk [4] obtained a 4.086-competitive deterministic algorithm.
File Allocation. For general networks, Awerbuch, Bartel, and Fiat [2] and Bartal, Fiat, and Rabani [5] give O(log n)-competitive deterministic and randomized algorithms against an adaptive on-line adversary, respectively. Westbrook and Yan [23] show that Bartal, Fiat, and Rabani's algorithm is O(log d(G))-competitive on an un- D) )-competitive deterministic algorithm on a tree and strongly 3-competitive randomized algorithms against an adaptive on-line adversary on a tree and uniform network. Since replication is a special case of file allocation, these upper bounds are also valid for replication when the additive constant B is zero.
New results. This paper contributes the following results:
• For on-line file allocation on a tree, we give a strongly 3-competitive deterministic algorithm and a (2+1/D)-competitive randomized algorithm against an oblivious adversary and show that this is optimal even if G is an edge.
• For uniform networks, we show that the off-line file allocation problem can be solved in polynomial time. We give a strongly (2 + 1/(2D))-competitive randomized on-line algorithm for migration against an oblivious adversary on the uniform network.
• For the replication problem, we show that the off-line problem is NP-hard; this implies that the file allocation problem is also NP-hard. We obtain randomized algorithms that are (e D /(e D − 1))-competitive against an oblivious adversary on a tree and a uniform network; this is optimal even if G is an edge. (Albers and Koga [1] have independently obtained the same results for on-line replication using a different method.) • We show that no randomized algorithm for replication on a single edge can be better than 2-competitive against an adaptive on-line adversary. Thus Koga's [17] algorithm for replication on a tree is strongly competitive. Table 1 .1 summarizes the competitive ratios of the best known deterministic and randomized algorithms against an oblivious adversary for replication, migration, and file allocation on trees and uniform networks. They are all optimal.
1.4. Lookahead and implementation issues. As stated above, we adopt the lookahead-0 model that has been used in all previous work on allocation and its variants. Studies of some other on-line problems, however, have used a lookahead-1 model, and in this subsection we comment briefly on the distinction.
In a lookahead-1 model of allocation, some request sequences could be served by an on-line algorithm at a lower cost than would be possible in the lookahead-0 model. For example, if a write request occurs, a lookahead-1 algorithm can drop all but one copies of F before servicing the request, thereby reducing the service cost. The lookahead-0 model is more appropriate for file allocation, however, because the service cost models both the message cost of satisfying a request, which includes the cost of transmitting an answer back to a read request or passing an update on to all copies, and the message cost of the control messages that must be transmitted in order for the algorithm to learn of new requests and to implement its replication and drop decisions. Specifically, we assume that a new replication will not occur unless at least one member of the replication set has been told of a new request, and a processor will not discard a copy unless it has been told of a new write request.
We claim that for large values of D the optimal competitive ratio in a lookahead-1 model is not materially different from the optimal competitive ratio in a lookahead-0 model. In particular, if there is a c-competitive algorithm using lookahead-1, there is a (c + 2/D)-competitive algorithm using lookahead-0. The lookahead-0 algorithm simulates the lookahead-1 algorithm by keeping the same residence set. When the lookahead-1 algorithm saves service cost on a read, the amount saved can be no more than the distance it replicates files just prior to satisfying the request. Similarly, when the lookahead-1 algorithm saves service cost on a write, the amount saved can be no more than the weight of a minimum Steiner tree which connects the dropped copies to an undropped copy. But at some point in the past, at least one of the dropped copies must have been replicated over each edge in that Steiner tree. Hence for each unit of distance saved on reads by the lookahead-1 algorithm, one file was moved one unit of distance. The same holds for writes. The total cost saved by the lookahead-1 algorithm is 2 D times the total movement cost. Both algorithms incur the same movement cost, however.
One may ask whether our service cost is too optimistic: Could our algorithms actually be implemented using only the control messages accounted for in the service cost? Although we do not directly address this issue, our algorithms are essentially distributed in nature and can be implemented with only constant message overhead in the special case of uniform and tree networks.
Preliminaries.
We use the technique of work functions and offset functions introduced by Chrobak and Larmore [9] . Let S be a set of states, one for each legal residence set. Thus S is isomorphic to 2 V \ {∅}. Let R(s) denote the residence set corresponding to state s ∈ S. We say the file system is in state s if the current residence set is R(s), s ∈ S. Let Y = {v r , v w |v ∈ V } be the set of possible requests, where v r and v w represent read and write requests at node v, respectively. A request sequence σ = (σ 1 , . . . , σ p ) is revealed to the on-line algorithm, with each σ i ∈ Y . Suppose the network is in state s when σ i arrives. The algorithm will be charged a service cost of ser(s, σ i ), where ser(s, σ i ) : S × Y −→R is as described in section 1.1. After serving σ i , the algorithm can move to a different state t at a cost tran(s,t), where tran : S × S−→R is the minimum cost of moving between the two residence sets.
The work function W i (s) is the minimum cost of serving requests 1 to i, terminating in state s. Given σ, a minimum cost solution can be found by a dynamic programming algorithm with the following functional equation:
with suitable initializations. Let opt i = min s∈S W i (s), i ≥ 1, be the optimal cost of serving the first i requests. We call ω i (s) = W i (s) − opt i the offset function value at state s after request i has been revealed. Define ∆opt i = opt i − opt i−1 ; it is the increase in the optimal off-line cost due to σ i . Our on-line algorithms make decisions based on the current offset values, ω i (s), s ∈ S. Note that to compute the ω i (s)'s and ∆opt i 's, it suffices to know only the ω i−1 (s)'s. Since OP T (σ) = |σ| i=1 ∆opt i , to show that an algorithm A is c-competitive, we need only show that for each reachable combination of offset function, request, and file system state, the inequality ∆C A + ∆Φ ≤ c · ∆opt i holds, where ∆C A is the cost incurred by A and ∆Φ is the change in some defined potential function. If the total change in Φ is always bounded or nonnegative, summing up the above inequality over σ, we have C A (σ) ≤ c · OP T (σ) + B, where B is some bounded value.
The Steiner tree problem. We shall refer to a network design problem called the Steiner tree problem (STP) [24] , which can be stated as follows. An instance of STP is given by a weighted undirected graph G = (V, E), a weight function on the edges w : E−→Z + 0 , a subset Z ⊆ V of regular nodes or terminals, and a constant B ′ ∈ Z + . The decision problem is to ask if there exists a Steiner tree in G that includes all nodes in Z and has a total edge weight of no more than B ′ . STP is NP-complete even when G is restricted to bipartite graphs with unit edge weights or to planar graphs [12, 16] . Surveys on STP can be found in [13, 24] . On a tree network, the union of paths between all pairs of terminals gives the optimal Steiner tree.
3. Deterministic algorithms for FAP on a tree. We begin by introducing some concepts that will be used in building both deterministic and randomized algorithms for file allocation on trees.
We say a residence set is connected if it induces a connected subgraph in G. On a tree, if the residence set is always connected, each node without a copy of F can easily keep track of R, and hence the nearest copy of F, by using a pointer. In fact, when G is a tree we can limit our attention to algorithms that maintain a connected R at all times.
Theorem 3.1. On a tree, there exists an optimal algorithm that always maintains a connected residence set; i.e., given any (on-line or off-line) algorithm A, there exists an algorithm A ′ that maintains a connected R and
If A is on-line, so is A ′ . Proof. Let R(A) and (R ′ ) be the residence sets maintained by A and A ′ , respectively. We simulate A on σ and let A ′ be such that at any time, R ′ ) is the minimum connected set that satisfies R(A) ⊆ R(A ′ ). Given R(A) on a tree, R(A ′ ) is defined and unique.
Since R(A) ⊆ R(A ′ ), the reading cost incurred by A ′ cannot be greater than that by A. The same holds true for the writing cost issued at any node v, since R(A ′ ) ∪ {v} spans the unique minimum length Steiner tree for R(A) ∪ {v}. So A ′ does not incur a greater read or write cost than A.
Algorithm A ′ does not need to carry out any replication unless A does, and only to nodes that are not already in R(A ′ ). To maintain R(A) ⊆ R(A ′ ), A ′ should leave a copy of F along any replication path; this can be done without incurring any extra cost. As R(A) ⊆ R(A ′ ), A ′ never needs to traverse a replication path longer than that traversed by A for the same replication. Hence, A ′ cannot incur a greater replication cost. Since a reallocation is a sequence of replications and discards of F, A ′ maintains a connected set at all times and does not incur a greater cost than A in the reallocation.
Henceforth we shall consider only algorithms that maintain a connected residence set R at all times. When we say that an algorithm replicates to node v, we shall mean it leaves a copy of F , at all nodes along the shortest path from the residence set to v. In a tree network we can make some additional simplifying assumptions. Suppose an algorithm A decides to move to residence set R ′ from set R. This reallocation involves some sequence of replications and drops.
Lemma 3.2. All replications can be performed before all drops without increasing the total cost of the reallocation.
Proof. Dropping a copy can only increase the cost of following replications. Henceforth we assume that all algorithms comply with Lemma 3.2. Lemma 3.3. Let S = R ′ \ R be the nodes that gain a copy of F . Then F can be replicated to the nodes of S in any order at total cost D · |T (R ′ ) \ T (R)|, where T (R) is the subtree induced by node set R.
Proof. A copy of F must be sent across each edge in T (R ′ ) \ T (R) at least once. But in any order of replication, a copy cannot be sent across an edge more than once, because then both endpoints contain a copy of F .
Henceforth we assume that all algorithms comply with Lemma 3.3.
A useful tool in handling on-line optimization on trees is factoring [7, 10] . It makes use of the fact that any sequence of requests σ and any tree algorithm can be "factored" into (n − 1) individual algorithms, one for each edge. The total cost in the tree algorithm is equal to the sum of the costs in each individual edge game. For edge (a, b) we construct an instance of two-processor file allocation as follows. The removal of edge (a, b) divides T into two subtrees T a and T b , containing a and b, respectively. A read or write request from a node in T a is replaced by the same kind of request from a, and a request from a node in T b is replaced by the same request from b. Let A be an algorithm with residence set R(A). Algorithm A induces an algorithm on edge (a, b) as follows: if R(A) falls entirely in T a or T b , then the edge algorithm is in state a or b, respectively; otherwise, the edge algorithm is in state ab. When the edge algorithm changes state, it does so in the minimum cost way (i.e., at most one replication). This factoring approach is used in our algorithms for file allocation on a tree. For the rest of this paper, given an edge (a, b), we use T a and T b to represent the subtrees described above, s to denote the state the edge is in, and let the offset functions triplet be
, where ω i (s) is the offset function value of state s after σ i has arrived.
Lemma 3.4. For algorithm A and request sequence σ, let A (a,b) be the algorithm induced on edge (a, b) and σ ab be the request sequence induced on edge (a, b). Then
Proof. We show that the cost incurred by any event contributes the same amount to both sides of the equation.
For a write request at a node v, C A (σ) increases by the weight of the unique Steiner tree, T ′ , containing nodes in R(A) ∪ {v}. In the induced problem of any edge e on T ′ , the residence set and the request node are on opposite sides of e, and a write cost equal to e's weight is incurred. For other edges, v and the residence set lie on the same side of e, and no cost is incurred in their induced problems. So both sides of the equation increase by the same amount.
For a read request at a node v, the same argument as in the write case can be used, replacing T ′ by the unique path from v to the nearest node with a copy of F. Both sides of the equation increase by the same amount.
Suppose A moves from a residence set of R to R ′ , and consider the sequence of replications and discards that make up the reallocation process. We show by induction on the length of this sequence that the movement cost to A is exactly equal to the sum of movement costs in the induced edge problems. Suppose that the first action in the sequence is to replicate F to node v. The cost to A is D times the sum of the lengths of the edges on the shortest path from R to v. Since R is connected, the edges on this path are exactly the edges that must replicate in their induced problems. Thus both 
sides of the equation increase by the same amount. If the first action is a discard, then no costs are incurred by A or any of the induced edge algorithms. Lemma 3.5. Let OP T (σ ab ) be the cost incurred by an optimal edge algorithm for
Proof. The lemma follows by letting A in Lemma 3.4 be the optimal off-line algorithm for FAP on a tree and noting C A (a,b) (σ ab ) ≥ OP T (σ ab ) for any A and edge (a, b).
It follows from Lemmas 3.4 and 3.5 that if A is an on-line algorithm such that on any σ, and for each edge (a, b),
To construct a deterministic algorithm for the tree, we first construct a suitable optimal algorithm for a single edge. We then design the tree algorithm so that it induces this optimal edge algorithm in each edge, thereby guaranteeing competitiveness.
3.1. An optimal deterministic edge algorithm. Let G = (a, b) be an edge and let S = {a, b, ab} be the set of states the file system can be in-only node a has a copy, only node b has a copy, and both a and b have a copy, respectively. We can assume G is of unit length; otherwise the offsets and cost functions can be scaled to obtain the same results. We write the offset functions as a triplet ω i = (ω i (a), ω i (b), ω i (ab)) and similarly for the work functions. Suppose the starting state is a. Then W 0 = (0, D, D). The ser and tran functions are given in Table 3 .1. By the definition of the offset functions, and since it is free to discard a copy of F, we always have ω i (ab) ≥ ω i (a), ω i (b), and at least one of ω i (a) and ω i (b) is zero. Without loss of generality, we assume a starting offset function vector of ω i = (0, k, l), 0 ≤ k ≤ l ≤ D, after σ i has arrived. Table 3 .2 gives the changes in offsets for different combinations of requests and offsets in response to the new request σ i+1 .
Let s be the current state of R. Our algorithm specifies the new required residence set, R, after σ i+1 has arrived and the offsets have been updated; it assumes state a is a zero-offset state. Algorithm DetEdge.
(1) If s = ab and ω i+1 (s) = ω i+1 (ab), replicate, i.e., set s = ab.
(2) If s = ab and ω i+1 (b) = D, drop at b, i.e., set s = a. Theorem 3.6. Algorithm DetEdge is strongly 3-competitive.
Proof. We first show that for each request σ j , ∆C Edge + ∆Φ ≤ 3 · ∆opt j ( * ) holds for some function Φ(·) defined below. Let a be a zero-offset state, and we have ω i = (0, k, l). At any time, we define the potential function
Initially, Φ = 0, and we always have Φ ≥ 0. When ω i = (0, 0, l) and s = ab, s can be considered to be in state a or b, and Φ(a, 0) = Φ(b, 0) = 2D. Note that ω i = ω i+1 and ∆Φ = ∆opt i = 0 hold in the following cases:
, and σ i+1 = a r ; and (iii) ω i = (0, 0, 0) and σ i+1 = a r or b r . Our algorithm ensures that ∆C Edge = 0 in these cases. Let us show that ( * ) holds for all possible combinations of state, request, and offset. The offsets and state variables below are the ones before the new request σ i+1 arrives. We consider the k ≥ 1 cases; the k = 0 cases are similar to that when k ≥ 1 and σ i+1 = a r or a w . Case 1. σ i+1 = a r . We have ∆opt i+1 = 0. If s = a or ab, then the left-hand side (L.H.S.) of ( * ) ≤ 0 and ( * ) holds. If s = b, by the last execution of the algorithm, we must have k < l. Then ∆C Edge = −∆Φ = 1, and ( * ) holds.
Case 2. σ i+1 = a w . We have ∆opt i+1 = 0. If s = a, then L.H.S ( * ) ≤ 0 and ( * ) holds. If s = b or ab, we must have k < D. Then ∆C Edge = −∆Φ = 1, and ( * ) holds.
Case 3. σ i+1 = b r or b w . We have ∆opt i+1 = 1. In this case ∆C Edge ≤ 1, ∆Φ ≤ 2, and L.H.S. ( * ) ≤ 3 hold.
Inequality ( * ) also holds when DetEdge changes state. When DetEdge moves from state ab to state a, ω i = (0, D, D) and ∆Φ = ∆C Edge = 0; and when DetEdge moves to state ab, ∆Φ = −∆C Edge = −D. Hence, ( * ) holds for all possible combinations of offsets, requests, and residence sets.
We claim that no deterministic algorithm is better than 3-competitive for FAP on an edge. For migration, it is known that no deterministic algorithm can be better than 3-competitive on a single edge [7] . We show that given any on-line algorithm A for FAP there exists another on-line algorithm A ′ such that (i) C A ′ (σ) ≤ C A (σ) for any σ with only write requests; (ii) A ′ always keeps only one copy of F at a node in A's residence set; and (iii) whenever A has only one copy of F, A ′ has a copy at the same node. Since A ′ is a legal algorithm for any instance of the migration problem and since the optimal cost to process σ without using replications is no less than the optimal cost with replications, A is c-competitive on write-only sequences only if A ′ is a c-competitive migration algorithm. This implies the claim.
Algorithm A ′ is obtained from A as follows. Initially, both A and A ′ have a copy of F at the same node. The following rules are applied whenever A changes state: 
Algorithm DetTree.
(1) Examine each edge (u, v) in any order, and simulate the first step of Algorithm DetEdge in the induced subproblem. If DetEdge replicates to one of the nodes, say v, in the induced subproblem, then add v to R(T ree) and replicate to v.
(2) Simulate step 2 of DetEdge for all edges. For any node v, if the edge algorithm for an incident edge e = (u, v) requires deleting node v from e's residence set in e's induced problem, mark v.
(3) Drop at all marked nodes.
To show that DetTree is 3-competitive, we will show that it chooses a connected residence set and, for each edge, it induces the state required by DetEdge. This is not immediately obvious because the requirements of DetEdge on one edge might conflict with those on another edge. For example, one edge might want to drop a copy that another edge has just replicated.
We begin by analyzing the structure of the offset functions in the induced edge problems. For the rest of this subsection, the offset values and functions for each edge (a, b) refer to results from the induced sequence σ ab . The next lemma characterizes the offset distribution between two adjacent edges.
Lemma 3.7. The following properties hold: (A) At any time, there exists a root node r such that R = {r} corresponds to a zero-offset state in the induced problems of all edges.
(B) For any edge (x, y) on the tree, define S i (x, y) = ω i (xy) − ω i (x). Then for any adjacent edges (x, y) and (y, z), the inequality S i (x, y) ≤ S i (y, z) holds ∀ i.
Following from the earlier definitions (see the beginning of section 3.2), the claim (A) above states that there is a node r such that for any edge (a, b), where a is nearer to r than b, state a is a zero-offset state for the edge. Note that the location of the root node r may not be unique, and its location changes with requests. The lemma implies the following conditions. Corollary 3.8.
(C) Let (x, y) be an edge in T such that a root r is in T x . Let z = x be a neighbor of y, and edges (x, y) and (y, z) have offsets (0, k xy , l xy ) and (0, k yz , l yz ), respectively. Then
and (C.4) if k yz = 0, then k xy = 0 and l xy = l yz hold.
(D) Let (x, y) and (y, z) be adjacent edges with a root r in the subtree that is rooted at y and formed from removing the two edges from T . Let the offsets in the edges be (k xy , 0, l xy ) and (0, k yz , l yz ), respectively. Then l xy ≥ (l yz − k yz ) holds.
Proof of Lemma 3.7. We use induction on the number of requests. Initially, let r be the node holding the single copy of F ; all the edges have offset vectors (0, D, D) , and the lemma holds trivially. We assume the lemma holds for t ∈ Z + 0 revealed requests and show that it remains valid after σ t+1 has arrived at a node w. We first show how to locate a new root. Let P represent the path from r to w. Unless specified otherwise, the offsets referred to below are the ones before σ t+1 arrives. We choose the new root, r ′ , using the following procedure.
′ is a valid root for the new offsets. We picture P as a chain of edges starting from r, going from left to right, and ending in w. If the condition in step (1) of the algorithm is satisfied, σ t+1 corresponds to a request at the zero-offset state for all edges. By Table 3 .2, r remains a valid root node. Suppose (2) above is executed. For any edge that is not on P, or is on P but is to the right of r ′ , its zero-offset state remains the same. Node r ′ is a valid root node for these edges. By (C.4), edges along P with offsets of the form (0, 0, l) must form a connected subpath of P, starting from r and ending in r ′ . They have the same value for the parameter l. By Table 3 .2, their offsets change from (0, 0, l) to (1, 0, min{l + 1, D}) or (min (1, l) , 0, l), and r ′ is a valid root node for them. Hence (A) holds for our choice of r ′ above. To show that (B) holds, we consider any two adjacent edges (x, y) and (y, z) whose removal will divide T into three disjoint subtrees: T x , T y , and T z , with roots x, y, and z, respectively. We show that for different possible positions of r and w, (B) remains valid after σ t+1 has arrived; i.e., S t+1 (x, y) ≤ S t+1 (y, z) holds when σ t+1 is a write or a read , when r ∈ T x , T y , or T z , and when w ∈ T x , T y , or T z . We assume (B) holds before σ t+1 arrives.
Suppose σ t+1 is a read request, r ∈ T x , and w ∈ T x . For edge (x, y), ω t = (0, k xy , l xy ) and ω t+1 = (0, min(k xy + 1, l xy ), l xy ). For edge (y, z), ω t = (0, k yz , l yz ) and ω t+1 = (0, min(k yz + 1, l yz ), l yz ). Inequality S t+1 (x, y) ≤ S t+1 (y, z) follows from S t (x, y) ≤ S t (y, z) or (C.1). Condition (B) can be shown to hold in other situations by a similar case analysis. Please refer to the appendix for the complete case analysis. Thus (B) holds for request (t + 1), and the lemma follows.
Theorem 3.9. Algorithm DetTree is strongly 3-competitive. Proof. We show that DetTree induces DetEdge on each tree edge. The theorem then follows from Lemmas 3.4 and 3.5 and Theorem 3.6.
We proceed by induction on the number of requests. Initially, R(T ree) consists of a single node. Suppose R(T ree) is connected after the first t ∈ Z + 0 requests, and for each edge (a, b), the state induced by R(T ree) is equal to the state desired by DetEdge when run on σ ab . Consider the processing of request t + 1.
Step (1): Replication. We do a subinduction on the number of replications done in Step (1) and show that no replication is in conflict with the state desired by any edge.
Suppose that processing edge (a, b) in Step (1) causes F to be replicated to a.
Then r ∈ T a , R(T ree) lies in T b , inducing state s = b, and ω t+1 = (0, l, l). This follows from the definition of DetEdge, the definition of the induced subproblem, and the inductive hypothesis. Let Q be the path from b to the nearest node in R(T ree). If Q = {b}, then, to avoid conflict, each edge along Q must also require replication across it. From (A) and (C.2) in Theorem 3.7, we see that each edge (x, y) in Q has an offset of the form ω t+1 = (0, l ′ , l ′ ), where x is nearer to b than y and requires a replication. A similar argument holds for the case when s = a and ω t+1 = (0, 0, 0).
Step (2): Marking nodes to drop. Again we perform a subinduction on the number of markings done in Step (2) and show that no marking is in conflict with the state desired by any edge and that a connected residence set results.
Suppose that processing edge (a, b) in Step (2) causes b to be marked. This occurs because (a, b) has ω t+1 = (0, D, D), r ∈ T a , r a write, and s = ab.
Since R(T ree) is connected by hypothesis, both a and b are in R(T ree), and the nodes in T b with a copy of F span a connected subtree of T b , with b as its root. Let us call it T Thus R(T ree) is connected, all induced edge algorithms match DetEdge, and DetTree is 3-competitive.
4. Randomized algorithms for FAP on a tree. Our approach to building a randomized tree algorithm is the same as our approach in the deterministic case. We give a randomized algorithm for a two-point space, RandEdge, that is based on counter values assigned at the nodes. By factoring, we obtain from RandEdge a (2 + 1/D)-competitive algorithm, RandTree, for file allocation on a tree. RandTree requires the generation of only O(log D) random bits at the beginning of the algorithm, after which it runs completely deterministically. It is simpler than the tree algorithm in [19] , which can require the generation of Ω(log D) random bits after each request is served. Observe that the probability of having a copy of F at node v ∈ {a, b} is c v /D.
In order to maintain this distribution, RandEdge simulates D deterministic algorithms, numbered from 1 to D. The moves of each deterministic algorithm are constructed (deterministically) on-line, according to rules given below. Before the first request, one of the D algorithms is picked at random. RandEdge then makes the same moves as the chosen deterministic algorithm. Thus p e [s], s ∈ {a, b, ab}, is the proportion of algorithms in state s, and the expected cost incurred by RandEdge is the average of the costs incurred by the D algorithms.
We define the D algorithms that achieve the probability distribution in (4.1). Suppose that initially only node a has a copy of F . Then initially the D algorithms are placed in state a. The following changes are made after a new request, σ i , has arrived. Without loss of generality, we assume the request arises at node a. (The c a and c b values below refer to the counter values just before σ i arrives.)
• There is no change in the algorithms if there is no change in the counter values.
• Case 1. If σ i = a r and c a < D, the lowest-numbered algorithm in state b moves to state ab.
• Case 2. If σ i = a w , (c a + c b ) > D, the lowest-numbered algorithm in state ab moves to state a.
• Case 3. If σ i = a w , (c a +c b ) = D, and c a < D, the lowest-numbered algorithm in state b moves to state ab. Lemma 4.1. RandEdge is feasible and maintains the probability distribution in (4.1).
Proof. By feasible we mean that whenever a move must be made in Cases 1, 2, and 3, there is some algorithm available to make the move. The choice of lowestnumbered algorithm is only to emphasize that the choice must be independent of which algorithm RandEdge is actually emulating.
The lemma holds initially with c a = D and c b = 0. We prove the lemma by induction on the requests and assume it holds before σ i arrives. If there is no change in counter values after σ i has arrived, the lemma holds trivially. 
4.
2. An optimal randomized tree algorithm-RandTree. We extend RandEdge to a randomized algorithm for FAP on a tree, T , by means of factoring. Our algorithm, RandTree, induces RandEdge on each edge for the induced request sequence for the edge.
Description of algorithm RandTree. RandTree internally simulates D deterministic algorithms. Each of them maintains a residence set that spans a subtree of T . Initially, the residence set for each of them is the single node that contains F. One of the D simulated algorithms is picked uniformly at random at the beginning, and RandTree behaves exactly the same as the particular algorithm chosen.
We maintain counters c a and c b for each edge (a, b) in the tree. Using the factoring approach (see section 3.2), we obtain an induced request sequence σ ab for (a, b) . The counter values change according to the same rules as described in the single edge case (section 4.1), using σ ab . RandTree responds to each request and maintains an (induced) distribution as required by RandEdge in (4.1) for each of the edges.
Read request. Suppose the new request, σ i , is a read request at a node g. Let T be rooted at g and e = (a, b) be an edge with a nearer to g than b is. The c a and c b values described below are the counter values before σ i arrives. The edges can be classified into three types:
• (Fig. 4.1 ).
(1) Let F be the forest of trees formed by all the type 3 edges. (2) While there exists a tree T ′ ∈ F with at least one edge, Do (2.1) Let x be a leaf node in T ′ and P be the path from x to the root node of T ′ . (The root node of T ′ is the node in T ′ that is nearest to g.) (2.2) Pick any one of the D algorithms that maintains a subtree, Z, that includes node x and lies entirely in T (x). Make that algorithm replicate along P , i.e., replace Z by Z ∪ P . (2.3) Remove the edges in P from T ′ and update the forest F. Lemma 4.3. RandTree implements the required changes for all the edges for a read request.
Proof. We prove the lemma by induction on the requests. Suppose that RandTree induces RandEdge on all edges before σ i arrives. Let y be the parent node of x. If RandTree is feasible, i.e., it can be executed, it implements the changes required by RandEdge as described above for all edges. We show that this is the case.
If x is a leaf node of T , since (x, y) is a type 3 edge, p (x,y) [x] > 0 and one of the D algorithms must have the single node {x} as its tree configuration.
Otherwise, suppose all the descending edges of x are of type 1. Let (x, w) be one of them. Then p (x,w) [xw] = p (x,w) [w] = 0; none of the algorithms maintain a subtree with any edge in T (x). Since p (x,y) [x] > 0, one of the algorithms must have {x} as its subtree.
Otherwise, suppose x has descending type 2 edges. Let (x, w) be any one of them. Then p (x,w) [w] = 0 and p (x,w) [xw] > 0. Thus each of these edges is contained in the subtree of at least one of the algorithms, and none of the algorithms has its subtree in T (w). Since p (x,y) [x] > 0, at least one of these subtrees must lie in T (x) and contains node x.
Hence, our algorithm is feasible and the lemma holds.
Write request. Suppose σ i = r w . We use the same notation as in the read request case. The edges can be classified into three types:
• (Fig. 4.2) .
(1) Let F be the forest of trees formed by all the type 1 edges. (2) While there exists a tree T ′ ∈ F with at least one edge, Do (2.1) Let g ′ be the root node of T ′ and x be one of its children nodes in
2) Pick an algorithm that has a subtree Z that includes edge (g ′ , x). Make that algorithm replicate along P , i.e., extends Z to Z ∪ P . (4.3) Remove the edges in P from T ′ and update the forest F. Lemma 4.4. RandTree implements the required changes for all the edges for a write request.
Proof. We prove by induction and assume RandEdge is induced on all the edges before σ i arrives. If RandTree is feasible, it implements the required changes for all the edges. We show that this is the case.
Consider the first loop of the algorithm (in step (2)). Since
> 0, subtree Z must exist. RandTree removes edges from Z that are contained in T ′ . Note that the p e [ab] values for type 2 and 3 edges are zero; RandTree processes edges in T ′ in a top-down fashion, and configuration (Z − T ′ ) is always a connected subtree. Thus the first loop can be executed.
Consider the second loop of the algorithm (in step (4) Proof. Let A be any randomized algorithm for the file allocation problem on two points. We define a potential function Ψ and give a strategy for generating adversary request sequences such that (i) for any C there is a request sequence σ with optimum cost ≥ C;
(ii) the cost to RandEdge on σ is at least
bounded independent of σ; (iii) Ψ is bounded; and (iv) for each request generated by this adversary,
If conditions (ii), (iii), and (iv) hold for an adversary sequence σ, then summing (4.3) over the sequence gives
where B is bounded. By condition (i), the adversary can make OP T (σ) arbitrarily large, so there is no constant B ′ independent of σ such that C A (s)
′ . Hence A cannot be c-competitive for c < 2 + 1/D. We now define the adversary's strategy. We assume that both the on-line and off-line algorithms start with a single copy of F at a. Our adversary will generate only requests that result in offset functions of the form (0, i, i), where 0 ≤ i ≤ D. A zero-cost self-loop is a request such that the offset function is unchanged and ∆opt = 0. By a theorem of [18] , there is always an optimal on-line algorithm that incurs zero expected cost on a zero-cost self-loop. We assume A has this property. This simplifies the adversary's strategy, although the result can still be proved without this assumption.
Suppose that the current offset function is (0, i, i), and let p i be probability that RandEdge is in state a. Suppose A is in state a with probability q. If q < p i , the adversary requests a w ; otherwise the adversary requests b r . When i = D we will have q = 1 (a w is a zero-cost self-loop if i = D), and so the adversary will request b r . Similarly, when i = 0, q = 0 (a r is a zero-cost self-loop) and the adversary requests a w . Therefore the adversary can always generate a next request using the above rules, and the request sequence can be made arbitrarily long. Since there are only D offset functions that can be generated by this strategy, an arbitrarily long sequence of requests must cycle through the offset functions arbitrarily often. Notice, however, that the only cycles which cost OPT nothing are zero-cost self-loops. Since the adversary never uses these requests, all cycles have nonzero cost, so by continuing long enough the adversary can generate request sequences of arbitrarily large optimum costs. Hence condition (i) holds.
Next we consider condition (ii). Recall c a and c b , the counter values maintained by RandEdge. We claim that if the offset function is (0, i, i .) The amortized cost incurred by RandEdge is therefore exactly 2 + 1/D times the cost incurred by an "optimum" algorithm that only ever has a copy of F at a. It is possible to show that this cost really is optimum for our sequences, but in any case it is certainly lower-bounded by the true optimum cost, and so (ii) holds.
Now define Ψ to be D · max{0, q − p i }. This is trivially bounded by D, so (iii) holds. Finally, we must verify (4.3).
Case 1. The adversary requests a w . In this case the new offset function must be (0, i + 1, i + 1). Suppose that after the request A has mass q ′ at a.
Case 2. The adversary requests b r . In this case the new offset function must be (0, i − 1, i − 1). Suppose that after the request, A has mass q ′ at a.
5. Migration on a uniform network. We give a (2+1/(2D))-competitive randomized algorithm against an oblivious adversary for migration on a uniform network. This competitive ratio is optimal even for a single edge [10] . Let G be a complete graph on n nodes labeled 1 to n. Initially, only node 1 has a copy of F. Our algorithm is based on the offsets calculated on-line. Let S = {1, . . . , n} and the algorithm is in state s if the single copy of F is at node s. We have the cost functions 
otherwise.
After a new request has arrived, our algorithm moves to different states with transition probabilities that minimize the total expected movement cost while maintaining the new required distribution. Theorem 5.1. Given any σ, the expected cost incurred by Migrate, E[C mig (σ)], satisfies
Proof. We show that after a request has arrived, An offset table similar to Table 3 .2 for file allocation can be constructed. Since migration is equivalent to FAP with only write requests, it can be seen that if request σ i+1 is at a node s with ω i (s) = 0, we have ω i+1 (s) = 0, the offsets for all other states will increase by one, subject to a maximum of D, and ∆opt i+1 = 0. If σ i+1 is at a node s with ω i (s) > 0, the offset for state s will decrease by one, all other offsets remain the same, and ∆opt i+1 = 1. Case 1. A request at s such that v s < D.
In this case, we have ∆opt i+1 = 1, and v s increases by one. If We describe randomized algorithms that are β D -competitive against an oblivious adversary on the uniform network and trees. First, consider a single edge (r, b) of unit length. Initially, only r contains a copy of F . Suppose algorithm A is α-competitive, and it replicates F to node b with probability p i after the ith request at b, where i p i = 1. The p i 's and α must satisfy,
where
is the expected cost incurred by A when σ contains k requests at b. The optimal off-line strategy is to replicate a copy of F to b before the first request arrives if k ≥ D and does not replicate otherwise. Algorithm A incurs a cost of (D + i) if it replicates right after serving the ith request, i ≤ k; otherwise it incurs a cost of k. An optimal randomized algorithm is given by a set of p i values that satisfy the above inequalities for all k such that α is minimized. We note that the conditions above are identical to those for the on-line block snoopy caching problem on two caches in [15] . Karlin et al. [15] showed that the optimal α value is β D . This is achieved when
and other p i 's are zero. The above single edge algorithm can be applied to a uniform network by replicating F to each node v after the ith request at v, with a probability of p i -another example of factoring.
Theorem 6.1. There exists a randomized algorithm that is strongly β D -competitive against an oblivious adversary for replication on a uniform network.
We can extend the single edge algorithm to a tree, T , rooted at r, the node that contains F initially. The algorithm responds only to requests at nodes not in the current residence set.
Algorithm Tree. Keep a counter c i on each node i = r. Initially, all c i = 0. Suppose a request arrives at a node x, and w is the node nearest to x that contains a copy of F . After serving the request, the counters for all the nodes along the path from w to x are increased by one. Let the nodes along the path be w = i 0 , i 1 , . . . , i q = x, q ≥ 1. Perform the following procedure each time after a request has been served:
(1) Let p ci 0 = 1.
(2) For j = 1, . . . , q, Do (2.1) With probability p ci j /p ci j−1 , replicate to node i j from node i j−1 . (2.2) If F is not replicated to i j , STOP. Theorem 6.2. Algorithm Tree is strongly β D -competitive against an oblivious adversary for replication on a tree network.
Proof. Without loss of generality, we assume that a connected R is always maintained by any solution. Let x = r be any node and y its parent. Before x obtains a copy of F , a cost equal to the weight of (x, y) is incurred on the edge for each request at a node in the subtree rooted at x. (This follows because R is connected and the unique path from x to r passes through (x, y).) By our single edge algorithm, the algorithm Tree is β D -competitive if, for each node x = r, a copy of F is replicated to x after the ith request at the subtree rooted at x, with a probability p i . It can be shown by induction on the requests that before x acquires a copy of F, the counter on x records the number of requests that have arrived at the subtree rooted at x, and these counters form a nonincreasing sequence on any path moving away from r. Hence, the values p ci j /p ci j−1 = (1 + 1/D) ci j −ci j−1 ≤ 1, j = 2, . . . , q, are defined probability values. It is simple to verify that each time a node at the subtree rooted at x receives a request, a copy of F is replicated to x with probability p cx , where c x is x's new counter value. The theorem follows.
6.2. Lower bound. We show that no randomized algorithm can be better than 2-competitive against an adaptive on-line adversary. We use n to denote the number of nodes in G. Proof. Let node a have the initial copy of F, and let (a, b) be any edge in G. Let A be any on-line algorithm which replicates to b after the jth request at b with probability p j , j ∈ Z + . The adversary issues requests at b until A replicates or until N ε requests have been issued, whichever first happens. Algorithm A incurs an expected cost of
We choose different N ε 's for two different cases. Suppose
Let N ε be the minimum positive integer that is greater than D and such that Given the p j 's, one can choose N ε so that Nε j=1 p j is arbitrarily close to 1. Since the series ∞ j=1 j · p j is bounded, one can also choose N ε so that ∞ j=Nε+1 p j · N ε is arbitrarily close to zero. Thus, by comparing (6.2) and (6.3b), we see that given any ε, one can choose a finite N ε so that the ratio is as close to (2 − ε) as desired.
7. Off-line replication and file allocation. We show that the off-line replication problem is NP-hard, and the off-line file allocation problem on the uniform network can be solved in polynomial time.
7.1. The off-line replication problem. Awerbuch, Bartel, and Fiat find interesting relationships between the on-line Steiner tree problem [14, 23] and on-line FAP. We show that the (off-line) replication problem is NP-hard by using a straightforward reduction from the Steiner tree problem [12, 16] (see section 2 for the definition). The proof involves creating an instance for the replication problem in which (D + 1) requests are issued at each of the terminal nodes for the Steiner tree problem instance, forcing the optimal algorithm to replicate to these nodes.
Theorem 7.1. The replication problem is NP-hard, even if G is bipartite and unweighted or if G is planar.
7.2. Off-line solution for file allocation on a uniform network. We show that the off-line file allocation problem on a uniform network can be solved in polynomial time by reducing it to a min-cost max-flow problem. A similar reduction was obtained by Chrobak et al. [8] for the k-server problem. We convert an instance of the FAP on a uniform network on nodes 1, . . . , n, to a min-cost max-flow problem on an acyclic layered network, N , with O(n · |σ|) nodes and O(n 2 |σ|) arcs. Initially node 1 has a copy of F. An integral maximum flow in N defines a dynamic allocation of F in the uniform network. The arc costs in N are chosen so that the min-cost max-flow in N incurs a cost that differs from the minimum cost for FAP on the uniform network by a constant. Network N is constructed as follows.
Nodes. Network N has (|σ| + 1) layers of nodes, (2n − 1) nodes in each layer, a source node s, and a sink node t. Layer k, 0 ≤ k ≤ |σ|, has nodes {v Arcs. There is an arc going from each layer k node to each layer (k + 1) node, 0 ≤ k ≤ (|σ| − 1); there is an arc from each layer |σ| node to t, arc (s, v , it represents a copy of F being moved from node i to node j after serving the (k − 1)st request; if the flow comes from u (k−1) i , it represents a replication to node j. A flow from v (k−1) j to u k w represents that the copy of F at j is dropped after σ (k−1) is served. Thus an integral flow in N defines a strategy for relocating copies of F. Since there are (n − 1) u nodes in each layer, an integral max-flow must include a flow of 1 unit into at least one of the v nodes in each layer. This corresponds to the requirement that there is always at least a copy of F in the uniform network.
Edge costs. Edge costs are chosen so that the optimal flow has cost equal to the optimal off-line cost for FAP minus the number of read requests, J, in σ. Arcs with one end point at s or t have zero costs. Let (a, b) be any other arc, going between layer k and (k +1). Its cost is equal to the sum of its associated movement and service costs. Suppose b is v (k+1) i . Then (a, b)'s associated movement cost is D unless a is v k i . If σ (k+1) is a write at some node other than node i, the service cost is 1; if σ (k+1) is a read at node i, the service cost is −1. The costs for all other cases are zero. The movement and service costs account for the cost for replication and serving requests, except a node is charged −1 when a read request arrives and it has a copy of F . If we add J to the cost of the optimal flow, thus charging each read request 1 in advance, given that S t (x, y) ≤ S t (y, z) ⇔ l xy − k xy ≤ l yz holds initially which follows from (8.3).
Case 4: r ∈ T x and w ∈ T y .
For (x, y) : ω t = (0, k xy , l xy ) and ω t+1 = (0, k xy − 1, l xy ) if k xy ≥ 1, (1, 0, min(l xy + 1, D) ) if k xy = 0. For (y, z) : ω t = (0, k yz , l yz ) and ω t+1 = (0, min(k yz + 1, D), min(l yz + 1, D) ). k xy ≥ 1: S t+1 (x, y) ≤ S t+1 (y, z) ⇔ l xy ≤ min(l yz + 1, D) follows from S t (x, y) ≤ S t (y, z) ⇔ l xy ≤ l yz . k xy = 0: S t+1 (x, y) ≤ S t+1 (y, z) ⇔ min(l xy +1, D)−1 ≤ min(l yz +1, D) follows from S t (x, y) ≤ S t (y, z) ⇔ l xy ≤ l yz .
Case 5: r ∈ T x and w ∈ T x . For (x, y) : ω t = (0, k xy , l xy ) and ω t+1 = (0, min(k xy + 1, D), min(l xy + 1, D) ). For (y, z) : ω t = (0, k yz , l yz ) and ω t+1 = (0, min(k yz + 1, D), min(l yz + 1, D) ). S t+1 (x, y) ≤ S t+1 (y, z) ⇔ min(l xy + 1, D) ≤ min(l yz + 1, D) follows from S t (x, y) ≤ S t (y, z) ⇔ l xy ≤ l yz .
Thus we have shown that (B) holds after σ t+1 has arrived.
