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PERMUTATION INVARIANT FUNCTIONALS OF LE´VY PROCESSES
F. BAUMGARTNER AND S. GEISS
Abstract. We study natural invariance properties of functionals defined on Le´vy processes and
show that they can be described by a simplified structure of the deterministic chaos kernels in Itoˆ’s
chaos expansion. These structural properties of the kernels relate intrinsically to a measurability
with respect to invariant σ-algebras. This makes it possible to apply deterministic functions to
invariant functionals on Le´vy processes while keeping the simplified structure of the kernels. This
stability is crucial for applications. Examples are given as well.
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Introduction
In recent years, Itoˆ’s chaos expansion [13] for Le´vy processes was applied to investigate various
problems in stochastic analysis and stochastic process theory. For example, it was used to investigate
quantitative properties of stochastic processes in continuous time or to prove covariance relations
and inequalities, like the Poincare´ inequality, for general Poisson processes, see [15, 8, 5, 12, 9].
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2 F. BAUMGARTNER AND S. GEISS
Given a Le´vy process X = (Xt)t∈[0,1] and letting L2(FX) := L2(Ω,FX ,P), with FX being the
completion of σ(Xt : t ∈ [0, 1]), the chaos expansion is an orthogonal decomposition
L2(FX) = L2 −
∞⊕
n=0
Hn,
where F ∈ L2(FX) is decomposed into
(0.1) F =
∞∑
n=0
In(fn).
The functions fn : ((0, 1]× R)n → R are symmetric and belong to
Ln2 = L2(((0, 1]× R)n, (B((0, 1])⊗ B(R))⊗n,m⊗n),
wherem is a σ-finite measure derived from the Le´vy measure ν of X , and in fn((t1, x1), . . . , (tn, xn))
the variables t1, . . . , tn represent the time and x1, . . . , xn the state space. The expressions In(fn)
are multiple integrals with respect to a random measure associated with the process (Xt)t∈[0,1]. At
first glance, the chaos expansion is a perfect tool to describe L2-random variables by deterministic
objects, the chaos kernels. In fact, various stochastic properties of F transfer to or can seen by
means of the kernel functions fn. For example, measurability with respect to FXt , the completion
of σ(Xs : s ∈ [0, t]), can be checked by the support of the fn. Malliavin differentiability or
fractional Malliavin differentiability obtained by real interpolation can be formulated by moment
conditions on the kernels [8]. Another example can be found in the initial paper of Itoˆ [13], where
the chaos expansion was introduced and used to investigate the spectral type of operators that are
induced by a time shift of the underlying process (with the time domain (−∞,∞)). This is a first
example to investigate Le´vy-Wiener type spaces by the structure of the chaos kernels in the chaos
representation.
A general obstacle for the application of the chaos representation is the fact that the chaos kernels
depend on an increasing number of coordinates. As a result, their structure gets involved and com-
putations become difficult or sometimes impossible although one can represent the kernel functions
in certain situations: using difference operators or Malliavin derivatives, kernel representations are
obtained in [10] and [15] by iterated derivatives where differential properties of F are needed in
the presence of the Brownian motion part (or see [26], where powers of increments of the Le´vy
process are considered). An account on involved combinatorial aspects of chaos decompositions
and applications, including multiplication formulas, can be found in [18].
The aim of this paper is to restrict the chaos expansion (0.1) to F ∈ H ⊆ L2(FX), whereH is an
appropriate closed linear subspace, and to make the expansion applicable in various situations while
keeping essential properties of the chaos expansion. Applicable means that we reduce the complexity
of the kernels by taking into account natural invariance properties induced by permutation groups,
so that the kernels can be handled even if the dimension of the chaos gets large, in particular,
an explicit computation of the kernels will not be needed. The results are required in recent
developments of stochastic analysis and stochastic process theory. In Example 6 below we explain
how our results were applied in [12] in the context of BSDEs. Summarizing, we have two goals:
firstly, we want to present results that are needed in recent developments, secondly we continue the
line of research from Itoˆ [13].
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To explain the invariance properties we have in mind we look at the three elementary examples
F1 := Φ1
(∫
(0,1/2]
ϕtdXt,
∫
(1/2,1]
ϕt− 12dXt
)
,
F2 := Φ2
(
[X ]1/2, [X ]1 − [X ]1/2
)
,
F3 :=
∫ 1
0
∫ t
0
h(t− s)dWsdWt.
Here, ϕ : [0, 1/2]→ R is continuous, Φ1 : R2 → R symmetric, bounded and measurable, Φ2 : R2 →
R bounded and measurable, but not necessarily symmetric, and h : [0, 1] → R is bounded and
measurable with the symmetry h(1/2 − r) = h(1/2 + r) for r ∈ [0, 1/2]. Moreover, W is the
normalized Brownian part of X and [X ] denotes the quadratic variation process of X , see [20,
Section II.6]. The time variables of the corresponding kernels appearing in the second summand of
the Itoˆ chaos expansion of the random variables F1, F2, F3 have symmetries that correspond to the
pictures below:
0 1
0
1
Example F1
A
A′B′
B
0 1
0
1
Example F2
C
DT
D
E
0 1
0
1
Example F3
In fact, there are two interacting symmetry groups: the general symmetry in (t1, x1) and (t2, x2),
and the symmetries that come from Φ1, the bracket process ([X ]t)t∈[0,1] and from h.
Example F1 is invariant with respect to an interchange of the Le´vy process on (0,
1
2 ] with the
process on (12 , 1] in the sense that (Xt)t∈[0,1] is replaced by
Yt :=
{
Xt+1/2 −X1/2 t ∈ [0, 1/2],
(X1 −X1/2) +Xt−1/2 t ∈ (1/2, 1].
Freezing the state variables (x1, x2) of the kernel, this leads to a symmetry in the time variables
(t1, t2), where the areas A
′ resp. B′ are copies of A resp. B obtained by a shift. The remaining
parts are determined by the symmetry in (t1, x1) and (t2, x2).
Example F2: Similarly as described above, the Le´vy process can be exchanged on intervals within
(0, 12 ] resp. (
1
2 , 1]. Later we show that this immediately results in the structure
f2((t1, x1), (t2, x2))
= 1C(t1, t2)gC(x1, x2) + 1E(t1, t2)gE(x1, x2) + 1D(t1, t2)gD(x1, x2) + 1DT (t1, t2)gD(x2, x1),
where the functions gC and gE appearing in the diagonal terms are already symmetric.
Example F3: As we only consider the Brownian motion, there is no dependence of the kernel
on the state variables x1 and x2. Directly, from the symmetries of h one checks that the kernel is
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constant in time along the lines, whereas on lines with the same color the kernel takes the same
values.
In this article, symmetries of this kind are the basis to restrict the chaos expansion to a subspace
H. Let us list some desired abstract properties of this restricted chaos expansion and describe how
the structure of the paper is derived from their treatment:
(S) Stability: Given random variables F1, . . . , FN ∈ H and an appropriate bounded random
functional f : Ω×RN → R, such that f(·, x) ∈ H for all x ∈ RN , we would like to guarantee
that f(F1, . . . , FN ) ∈ H.
(C) Consistency: We consider three different stages of compatibility of H with the original
chaos decomposition.
(C1) Are there closed linear subspaces Hn ⊆ Hn such that
H = L2 −
∞⊕
n=0
Hn?
(C2) Can the subspaces H and Hn be obtained by measurability, i.e. are there σ-algebras
A and An such that
H = L2(Ω,A,P) and Hn = In
(
L2
(
((0, 1]× R)n,An,m⊗n
))
?
(C3) Can one realize An = A⊗n1 ?
(G) Generating property of H1: Does one have that
A = σ(F ∈ H1) ∨ {A ∈ FX : P(A) = 0}?
Chaos expansions based on multiple integrals with respect to a centered independently scattered
random measure (also called a centered completely random measure) are usually proved under the
condition that the control measure is non-atomic (see [18, Chapter 5.1]). Starting with a non-atomic
control measure, in Theorem 4 below we also obtain chaos decompositions with control measures
that are not non-atomic, but sharing the desirable basic properties (S), (C3), and (G) from above.
This could open a way to transfer properties and results from the non-atomic case to the atomic
one.
Before we proceed let us make some detailed comments on the above set of conditions:
Remark 1. (1) Roughly speaking, property (C2) is stronger than the stability property (S):
If the map ω 7→ f(ω, F1(ω), . . . , FN (ω)) can be defined in a reasonable way, then the
measurability will transfer automatically to the composition and implies f(F1, . . . , FN ) ∈ H
by (C2).
(2) The stability (S) excludes certain choices of H such as H = Hn for some n ≥ 1.
(3) The generating property (G) holds for Itoˆ’s chaos expansion as introduced above, and
might be approached by orthogonal polynomials associated to certain Le´vy processes (cf.
[17, 23, 19]) in order to obtain other cases. For example, it holds for the Hermite expansion
of the Gaussian space (Rn,B(Rn), γn) with γn being the standard Gaussian measure on
Rn, and for functionals f(N1), where (Nt)t∈[0,1] is a standard Poisson process by exploiting
Charlier polynomials [19, Chapter 6].
(4) In general, condition (C2) does not imply (C3) nor (G): take for H′ the space of random
variables F that are invariant with respect to all dyadic permutations of the underlying
Le´vy process, and for H′′ the F that are invariant with respect to all dyadic periodic shifts
of the underlying Le´vy process. We haveH′ ⊆ H′′ and in Section 6.1 we provide an example
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that H′ ( H′′. Because g ∈ L2((0, 1]) is a.s. constant if and only if g is a.s. invariant with
respect to all periodic dyadic shifts, in both cases the first chaos coincides and equals
H′1 = H1
′′ = {I1(1(0,1]g1) : 1(0,1]g1 ∈ L2((0, 1]× R,m)},
where (1(0,1]g1)(t1, x1) = g1(x1). Using Theorem 4(2) below for L = 1 and E1 = (0, 1] gives
properties (C3) and (G) for H′, so that (C3) and (G) cannot hold for H′′ as H′ ( H′′. This
also means, although g ∈ L2((0, 1]) is a.s. constant whenever g is invariant with respect to
all shifts, this phenomenon does not transfer to Itoˆ’s chaos representation.
Let us explain the structure of the paper along the above listed conditions. The answer to
the problems of consistency (C1) and (C2) (and therefore the problem of stability (S)) is given in
Section 3 by the following statement, which is part of Theorem 3.2 and Lemma A.2 (for notation
see sections 1 – 3).
Theorem 2. For a group G of dyadic measure preserving maps 1 g : (0, 1]→ (0, 1] and F ∈ L2(FX)
the following assertions are equivalent:
(1) F is invariant with respect to all G-induced permutations of the underlying Le´vy process X.
(2) F ∈ L2(Ω,HG,P), where
HG := σ
(
In(fn) : fn symmetric, fn = fn ◦ g[n] a.e., g ∈ G, n ≥ 1
)
∨ {A ∈ FX : P(A) = 0}
with g[n]((t1, x1), . . . , (tn, xn)) := ((g(t1), x1), . . . , (g(tn), xn)).
(3) F has a chaos expansion with symmetric kernels fn ∈ L2(((0, 1]×R)n, I(G[n]),m⊗n), where
I(G[n]) is the invariant σ-algebra of the diagonal group G[n] on ((0, 1]×R)n induced by G.
That means that we have an orthogonal decomposition
L2(Ω,HG,P) = L2 −
∞⊕
n=0
In
(
L2(((0, 1]× R)n, I(G[n]),m⊗n)
)
where for n = 0 we take the almost surely constant random variables. The examples F1, F2, and F3
from the beginning fit into this theorem. In particular, for the case of shift invariant functionals,
which corresponds to the setting in [13], we get from Theorem 2:
Example 3. We call g : (0, 1] → (0, 1] a dyadic periodic shift if there is some integer d ≥ 1 such
that
g(t) = sd(t) :=
{
t+ 12d : t ∈
(
k−1
2d ,
k
2d
]
and 1 ≤ k < 2d
t+ 1
2d
− 1 : t ∈
(
2d−1
2d
, 1
] .
A functional F ∈ L2(FX) is invariant with respect to all dyadic periodic shifts if and only if F is
measurable with respect to
Hshift := σ
(
In(fn) : fn symmetric and fn = fn ◦ sd[n], d, n ≥ 1
)
∨ {A ∈ FX : P(A) = 0},
where sd[n] is introduced in (3.1) below.
To handle conditions (C3) and (G) we introduce the concept of a locally ergodic set in Definition
4.1 below which yields a stronger invariance than for instance shift invariance. For the following,
1The concept of a dyadic measure preserving map g is defined in Definition 2.2 below.
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we let O((0, 1]) be the system of all unions of half-open dyadic intervals (including the empty set).
For pairwise disjoint and non-empty E1, . . . , EL ∈ O((0, 1]), we let
B((0, 1])E := B
(
(0, 1] \ (E1 ∪ · · · ∪ EL)
)
∨ σ(E1, . . . , EL).
As part of Theorem 5.3 below we prove
Theorem 4. Let E1, . . . , EL ∈ O((0, 1]) be pairwise disjoint and non-empty, and let F ∈ L2(FX).
(1) Let G be a group of dyadic permutations of (0, 1], let E1, . . . , EL be locally ergodic with
respect to G and let the random variable F be invariant with respect to all permutations of the
underlying Le´vy process X induced by G. Then there is a representation F =
∑∞
n=0 In(fn)
with symmetric kernels fn : ((0, 1]× R)n → R that are (B((0, 1])E ⊗ B(R))⊗n-measurable.
(2) The following assertions are equivalent:
(a) The random variable F is measurable with respect to
σ
(
I1(f1) : f1 ∈ L12 is B((0, 1])E ⊗ B(R) measurable
)
∨ {A ∈ F : P(A) = 0}.
(b) There are symmetric (B((0, 1])E⊗B(R))⊗n-measurable fn ∈ Ln2 with F =
∑∞
n=0 In(fn).
(c) The random variable F is invariant with respect to all permutations of the underly-
ing Le´vy process induced by the groups MdyadE1 , . . . ,M
dyad
EL
, where MdyadEl consists of all
dyadic permutations that leave Ecl invariant.
Theorem 4 relies on the results of Section 4 that are proved in a wider setting and are applicable
in other situations as well (like in [15]). In Section 6 we verify the following examples (including
the introductory example F2) to illustrate Theorem 4.
Example 5. Given a time net 0 ≤ r0 < . . . < rL ≤ 1, the examples
(1) f([X ]r1 − [X ]r0 , . . . , [X ]rL − [X ]rL−1) and
(2) f(Sr0r1 , . . . , S
rL−1
rL )
admit invariances with respect toMdyad(rl−1,rl]. In (1), the process ([X ]t)t∈[0,1] is the quadratic variation
of (Xt)t∈[0,1]. In part (2) the process (S
a
t )t∈[a,1] is the Dole´ans-Dade exponential dS
a
t = S
a
t−dXt
with initial condition Saa = 1 and chaos representation
Sat = 1 +
∞∑
n=1
In
(
1
n!
1
⊗n
(a,t]
)
,
where 1⊗n(a,t]((t1, x1), . . . , (tn, xn)) := 1(a,t](t1) · · ·1(a,t](tn) and (Xt)t∈[0,1] is assumed to be square-
integrable and of mean zero.
We conclude with the example mentioned in the beginning:
Example 6. We describe the situation from [12] where the results of this paper were already
applied. For this purpose we consider a Backward Stochastic Differential Equation (BSDE)
Yt = F +
∫
(t,1]
f
(
s, Ys,
∫
R
Zs,xh(x)dµ(x)
)
ds−
∫
(t,1]×R
Zs,xdM(s, x) a.s., t ∈ [0, 1],
with h ∈ L2(R, µ), where the random measureM and the Borel measure µ (both associated with X)
are introduced in Section 1 below and f is an appropriate deterministic generator (for the precise
setting see [12]). Given the initial data F ∈ L2(FX) and f , one looks for the solution processes
(Yt)t∈[0,1] and (Zs,x)(s,x)∈[0,1]×R. To be able to control the variation of the BSDE, for example to
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upper bound ‖Yt− Ys‖2, the authors in [12] assume a time net 0 = r1 < · · · < rL = 1 such that the
kernels fn in the chaos expansion F =
∑∞
n=0 In(fn) are constant on all cuboids
Ql1,...,ln := (rl1−1, rl1 ]× · · · × (rln−1, rln ].
One main step in [12] consists in verifying in [12, Theorem 4.2] that the structure of the terminal
condition F transfers to the solution processes Y and Z. This is done by a Picard iteration, where
in [12, Lemma 4.3] Theorem 4 of this article is applied. In Section 6.4 below we outline the ideas
behind this application in a more abstract and general way.
Outline of the paper. In Section 1 we provide some preliminaries for Le´vy processes. The
permutation operators acting on functionals of Le´vy processes are introduced in Section 2. The
first abstract set of general invariance properties is obtained in Section 3, which is based on the
general concepts recalled in Appendix A. The main results concerning Le´vy processes are presented
in Section 5. They are directly derived from the results in the more general setting given in Section
4, where we consider diagonal groups. In Section 6 we discuss some examples, explain a relation
to the chaotic expansion of Nualart and Schoutens based on the Teugels martingales, and finally
return to Example 6 to discuss an application to backward stochastic differential equations in more
detail.
Some notation. The space of bounded continuous functions on a metric space M is denoted by
Cb(M), the set of positive integers by N. Given an L > 0 and ξ ∈ R, we shall use the truncation
function ψL(ξ) := max{−L,min{ξ, L}}.
1. Preliminaries for Le´vy processes
We recall some facts about Le´vy processes, for more information the reader is referred, for
example, to [1] and [21]. Let X = (Xt)t∈[0,1], Xt : Ω → R, be a Le´vy process, where all paths are
right-continuous and have left-limits, X0 ≡ 0, and where we assume that (Ω,F ,P) is a complete
probability space and that F = σ(Xt : t ∈ [0, 1]) ∨ {A ∈ F : P(A) = 0}. To emphasize the
minimality of F we write F = FX . There are some places where stochastic integration is formally
used. Here we assume that as filtration the augmentation of the natural filtration of X is taken.
For E ∈ B((0, 1]× R) let
N(E) := #{t ∈ (0, 1] : (t,∆Xt) ∈ E}
be the Poisson random measure associated to X with values in {∞, 0, 1, 2, . . .}. Assuming B ∈ B(R)
with B ∩ (−ε, ε) = ∅ for some ε > 0, we set
ν(B) := EN((0, 1]×B)
and by ε→ 0 we obtain the Le´vy measure ν on B(R) with ν({0}) = 0 and ∫
R
[x2 ∧ 1]dν(x) <∞. If
σ ≥ 0 is the parameter for the Brownian motion part of X , then we define the σ-finite measures
dµ(x) := σ2dδ0(x) + x
2dν(x),
dm(t, x) := d(λ ⊗ µ)(t, x)
on B(R) and B((0, 1]× R), respectively. The compensated Poisson random measure is defined by
N˜ := N − λ⊗ ν on the ring of E ∈ B((0, 1]× R) with m(E) <∞. For such an E one introduces
M(E) := σ
 ∫
E∩((0,1]×{0})
dWt
+ lim
N→∞
∫
E∩((0,1]×{ 1
N
<|x|<N})
xdN˜(t, x),(1.1)
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where W is the Brownian motion part of X and the limit is taken in L2. To recall Itoˆ’s chaos
expansion [13], we let
Ln2 := L2
(
((0, 1]× R)n,B(((0, 1]× R)n),m⊗n)
and define for pair-wise disjoint E1, . . . , En ∈ B((0, 1]× R) with m(Ei) <∞ the multiple integral
In(fn) :=M(E1) · · ·M(En) if fn((t1, x1) . . . , (tn, xn)) := 1E1(t1, x1) · · ·1En(tn, xn).
This extends by linearity and continuity to In : L
n
2 → L2(FX). For n 6= m the integrals In(fn) and
Im(fm) are orthogonal for any kernels fn and fm. A kernel fn is called symmetric provided that
f((t1, x1), . . . , (tn, xn)) = f((tπ(1), xπ(1)), . . . , (tπ(n), xπ(n)))
for all (t1, x1), . . . , (tn, xn) and π ∈ Sn, where Sn is the set of all permutations acting on {1, . . . , n}.
The symmetrization of an fn ∈ Ln2 is given by
f˜n((t1, x1), . . . , (tn, xn)) :=
1
n!
∑
π∈Sn
f((tπ(1), xπ(1)), . . . , (tπ(n), xπ(n)))
and shares the two important properties, In(fn) = In(f˜n) a.s. and ‖In(f˜n)‖L2(FX) =
√
n!‖f˜n‖Ln2 .
By Itoˆ’s orthogonal decomposition [13], for any F ∈ L2(FX) there exist unique symmetric kernels
fn ∈ Ln2 such that
F =
∞∑
n=0
In(fn) in L2(FX).
If Hn := In(Ln2 ) ⊆ L2(FX) and if L˜n2 are the (equivalence classes of) symmetric functions in Ln2 ,
then
J :
∞⊕
n=0
L˜n2 −→ L2(FX) ∼=
∞⊕
n=0
Hn
(fn)
∞
n=0 7→
∞∑
n=0
In(fn),
defines an isometric bijection, where
⊕∞
n=0Hn is the ℓ2-product and
⊕∞
n=0 L˜
n
2 is equipped with
the norm
‖(f0, f1, . . .)‖ :=
(
∞∑
n=0
n!‖fn‖2
) 1
2
.
2. Dyadic permutations and Le´vy processes
In this section we investigate measure preserving transformations on L2(FX) and on the chaos
decomposition induced by dyadic measure preserving maps g : (0, 1]→ (0, 1]. The final commutative
diagram will be
L2(FX) Tg−−−−→ L2(FX)
J
x xJ
∞⊕
n=0
L˜n2
S
g−1−−−−→
∞⊕
n=0
L˜n2
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and is verified in Theorem 2.8 below. This diagram transfers Lemma 1 of [13], where shift opera-
tions are considered, to our setting. The diagram is based on the fact that by the definition of Le´vy
processes, their increments are exchangeable. Later we investigate how this exchangeability trans-
fers to certain functionals defined on the process X or more generally, to L2(FX)-random variables.
In order to shorten the presentation, given 0 ≤ a < b ≤ 1 and I := (a, b], we let XI := Xb −Xa.
The dyadic intervals we denote by
Idk :=
(
k − 1
2d
,
k
2d
]
for d ≥ 0 and k ∈ {1, . . . , 2d}.
2.1. Construction of Tg. For an integer d ≥ 0 we let
HX,d :=
{
F ∈ L2(FX) : F = f
(
XId1 , . . . , XId2d
)
, f ∈ Cb(R2d)
}
and HX :=
⋃
d≥0
HX,d.
All spaces HX,0 ⊆ HX,1 ⊆ · · · ⊆ HX are linear subspaces of L2(FX).
Lemma 2.1. HX is dense in L2(FX).
Proof. It is known that
{
f(X(t0,t1], . . . , X(tN−1,tN ]) : 0 ≤ t0 < . . . < tN ≤ 1, f ∈ Cb(RN ), N ∈ N
}
is
dense in L2(FX), cf. for example [13]. The right-continuity of (Xt)t∈[0,1] yields our assertion. 
Definition 2.2. (1) For d ≥ 0 and π ∈ S2d we define gπ : (0, 1] → (0, 1] by shifting Idk onto
Idπ(k), i.e.
gπ(t) :=
π(k)
2d
−
(
k
2d
− t
)
if t ∈
(
k − 1
2d
,
k
2d
]
.
(2) We let Mdyad := {gπ : (0, 1]→ (0, 1] : π ∈ S2d , d ≥ 0}.
(3) We say that g ∈Mdyad is represented by π ∈ S2d for some d ≥ 0 if g = gπ.
(4) For g ∈Mdyad we let deg(g) := min d, where the minimum is taken over all d ≥ 0 such that
g can be represented by some π ∈ S2d .
Note that for d ≥ deg(g) the map g can always be represented by some π ∈ S2d and that all
g ∈Mdyad preserve the Lebesgue measure.
Definition 2.3. For g ∈ Mdyad, d ≥ deg(g), and π ∈ S2d representing g, we define the operator
Tg : HX,d → HX,d by
Tgf
(
XId1 , . . . , XId2d
)
:= f
(
XId
pi(1)
, . . . , XId
pi(2d)
)
= f
(
Xg(Id1 ), . . . , Xg(Id2d )
)
,
where g(I) := {g(t) : t ∈ I} ⊆ (0, 1] for I ⊆ (0, 1].
Lemma 2.4. (1) For d ≥ deg(g) the operator Tg : HX,d → HX,d is well defined.
(2) For e ≥ d ≥ deg(g) the operators Tg : HX,d → HX,d and Tg : HX,e → HX,e are consistent
in the sense that if g = gπe = gπd with πe ∈ S2e and πd ∈ S2d , then Tgpie |HX,d→HX,d = Tgpid .
(3) For F ∈ HX,d with d ≥ deg(g) the random variables F and TgF have the same distribution.
In particular, Tg is a linear isometry in L2(FX)
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Proof. (1) Assume that f1
(
XId1 , . . . , XId2d
)
= f2
(
XId1 , . . . , XId2d
)
a.s. Because of the exchangeability
of the increments of the Le´vy process, the permuted vector of increments has the same distribution
as the original vector. Therefore we have that f1
(
XId
pi(1)
, . . . , XId
pi(2d)
)
= f2
(
XId
pi(1)
, . . . , XId
pi(2d)
)
a.s.
and the equivalence classes coincide. Assertion (2) follows from the definition and assertion (3)
follows by the same distributional argument as in (1). 
Because of Lemma 2.4 we can extend Tg to an L2-isometry Tg : HX → HX , and by Lemma 2.1,
we obtain an isometry
Tg : L2(FX)→ L2(FX).
The operator Tg acts on the jump-part of X as follows:
Lemma 2.5. Let g ∈ Mdyad, N be the Poisson random measure associated to X, I = (a, b] with
0 ≤ a < b ≤ 1 being dyadic, and E = (c, d) with −∞ < c < d <∞ and 0 /∈ E. Then,
Tg
∫
I×E
xdN(s, x) =
∫
g(I)×E
xdN(s, x) a.s.(2.1)
Proof. The proof follows an idea of [10]. We show that for L ∈ N and the truncation ψL(ξ) =
max{−L,min{ξ, L}} it holds that
TgψL
(∫
I×E
xdN(s, x)
)
= ψL
(∫
g(I)×E
xdN(s, x)
)
a.s.
Then the assertion follows from the fact that ψL(F ) converges in L2(FX) to F whenever F ∈
L2(FX). For l ∈ N with 2/l < d − c we define a continuous function hl such that hl(x) = x on
[c+(1/l), d−(1/l)], hl(x) = 0 if x 6∈ [c, d] and on the remaining parts we take the linear interpolation.
By construction, liml→∞ hl(x) = x1E(x) and |hl(x)| ≤ |x|1E(x). By definition,
TgψL
 ∑
k=1,...,2n
a·2n<k≤b·2n
hl
(
XIn
k
) = ψL
 ∑
k=1,...,2n
a·2n<k≤b·2n
hl
(
Xg(In
k
)
) a.s.,
where we assume that n ≥ deg(g) ∨ n0, with n0 ≥ 0 chosen such that a and b belong to the dyadic
grid with mesh-size 2−n0 . Using the fact that for a fixed ca`dla`g path t → ξt = Xt(ω) and for any
ε > 0 one finds a partition 0 = t0 < · · · < tN = 1 such that for all ti−1 ≤ s < t < ti one has that
|ξt − ξs| ≤ ε (see [4, Lemma 1, Chapter 3]), one concludes by n→∞ with dominated convergence
that
TgψL
 ∑
t∈(a,b]
hl(∆Xt)
 = ψL
 ∑
t∈(a,b]
hl(∆Xg(t))
 a.s.
Letting l→∞ and using again dominated convergence finally yields
TgψL
 ∑
t∈(a,b]
∆Xt1E(∆Xt)
 = ψL
 ∑
t∈(a,b]
∆Xg(t)1E(∆Xg(t))
 a.s. 
The Gaussian part of X is handled by the next lemma, which is proved in the Appendix B.
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Lemma 2.6. Let g ∈ Mdyad and let (σBt)t∈[0,1] be the Brownian motion part of X, where we
assume that σ > 0 and that t ∈ (0, 1] is dyadic. Then,
TgBt =
∫
g((0,t])
dBs a.s.
2.2. Construction of Sg. For g ∈ Mdyad we define the operator
(2.2) Sg :
∞∏
n=0
Ln2 →
∞∏
n=0
Ln2 by (fn)
∞
n=0 7→
(
Sg,n(fn)
)∞
n=0
,
where Sg,n : L
n
2 → Ln2 is given by
fn
(
(t1, x1), . . . , (tn, xn)
) 7→ fn((g(t1), x1), . . . , (g(tn), xn)).
The distributions of fn and Sg,nfn coincide, so that the operators Sg,n and Sg are isometries. The
next lemma shows that we can restrict ourselves to symmetric functionals in Ln2 when investigating
Sg.
Lemma 2.7. (1) For fn, hn ∈ Ln2 with In(fn) = In(hn) one has In(Sg,nfn) = In(Sg,nhn).
(2) For fn ∈ Ln2 one has In(Sg,nfn) = In(Sg,nf˜n).
Proof. (2) follows from (1) by the property In(fn) = In(f˜n).
(1) We know that for the symmetrizations f˜n and h˜n we have In(fn) = In(hn) a.e. if and only
if f˜n = h˜n a.e. Hence it suffices to show that f˜n = h˜n a.e. implies S˜g,nfn = S˜g,nhn a.e. Using the
transformation r = g(s), this follows from(
S˜g,nfn
) (
(s1, x1), . . . , (sn, xn)
)
=
1
n!
∑
̺∈Sn
fn
(
(g(s̺(1)), x̺(1)), . . . , (g(s̺(n)), x̺(n))
)
=
1
n!
∑
̺∈Sn
fn
(
(r̺(1), x̺(1)), . . . , (r̺(n), x̺(n))
)
= f˜n
(
(r1, x1), . . . , (rn, xn)
)
= h˜n
(
(r1, x1), . . . , (rn, xn)
)
=
(
S˜g,nhn
) (
(s1, x1), . . . , (sn, xn)
)
for every ((r1, x1), . . . , (rn, xn)) for which f˜n and h˜n coincide. This concludes the proof. 
2.3. The commutative diagram.
Theorem 2.8. For g ∈Mdyad the following diagram is commutative:
L2(FX) Tg−−−−→ L2(FX)
J
x xJ
∞⊕
n=0
L˜n2
S
g−1−−−−→
∞⊕
n=0
L˜n2
(2.3)
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Proof. As all linear combinations of
fn((s1, x1), . . . , (sn, xn)) = 1(a1,b1]×E1(s1, x1) · . . . · 1(an,bn]×En(sn, xn),
where the (a1, b1], . . . , (an, bn] are dyadic and pair-wise disjoint and the Ei are of form Ei = (ci, di)
with cidi > 0 or Ei = {0}, are dense in Ln2 , and therefore the symmetrizations f˜n are dense in L˜n2 ,
it suffices to show that J Sg−1(0, . . . , 0, f˜n, 0, . . . ) = TgJ (0, . . . , 0, f˜n, 0, . . .) for all n ∈ N. For this
it is sufficient to check that InSg−1,nfn = TgInfn, which follows from Lemmas 2.5, 2.6, and B.1,
where we use that the sets g((ai, bi]) are pair-wise disjoint as well. 
Remark 2.9. There are formulas, the Stroock formulas, to compute the kernels (fn)
∞
n=0 from the
chaos expansion F =
∑∞
n=0 In(fn) as expected values of iterative applications of differential and
difference operators to F (cf. [7, Theorem 3.3] and [15, Theorem 1.3]). This might be used in the
proof of Theorem 2.8 as well. Our approach is slightly more direct and self-contained, and shows in
a way that the invariance properties, we consider, are not intrinsically connected to differentiability.
On the other hand, the Stroock formulas might open the way to use the results of this article to
link structural properties of F to structural properties of the Malliavin derivatives of F . Lemma
6.13 below goes in this direction.
3. Invariances for Le´vy processes
Throughout this section we let G ⊆ Mdyad be a subgroup of the group of dyadic measure
preserving maps. For n ∈ N we derive the group G[n] of the measure-preserving ((0, 1] × R)n-
automorphisms
(3.1) g[n] :
(
(t1, x1), . . . , (tn, xn)
) 7→ ((g(t1), x1), . . . , (g(tn), xn)) with g ∈ G.
Now we introduce the main concepts of invariance we are interested in.
Definition 3.1. (1) HG-invariance. An F ∈ L2(FX) is G-invariant if TgF = F a.s. for all
g ∈ G. The set of all G-invariant (equivalence classes of) random variables is denoted by
HG.
(2) HG-measurability. A symmetric chaos kernel fn : ((0, 1] × R)n → R is G[n]-invariant if
fn = fn ◦ g[n] a.e. for all g ∈ G. We let
HG := σ
(
In(fn) : fn is G[n]-invariant, n ∈ N
) ∨ N with N := {A ∈ FX : P(A) = 0}.
(3) G-invariant chaos expansion. An F ∈ L2(FX) has a G-invariant chaos expansion if all
chaos kernels fn are symmetric and G[n]-invariant.
The definition of HG can understood in the way that we take particular representatives of In(fn)
to define the σ-algebra. By adding the null-sets, all representatives become measurable with respect
to HG. The next theorem is the main result of this section:
Theorem 3.2. For a group of dyadic measure preserving maps G ⊆ Mdyad and F ∈ L2(FX) the
following assertions are equivalent:
(1) F ∈ HG.
(2) F is measurable with respect to HG.
(3) F has a G-invariant chaos expansion.
(4) F has symmetric chaos kernels fn, n ∈ N, which are constant on the orbits of G[n] on
((0, 1]× R)n.
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Definition 3.3. If F ∈ L2(FX) satisfies one of the conditions of Theorem 3.2, then we will say
that F is G-invariant.
In order to prove Theorem 3.2 we start with the following lemma, which is verified in Appendix
B.
Lemma 3.4. Let F1, . . . , Fn ∈ HG and ϕ : Rn → R be Borel measurable with ϕ(F1, . . . , Fn) ∈
L2(FX). Then, ϕ(F1, . . . , Fn) ∈ HG.
Proof of Theorem 3.2. (1) ⇐⇒ (3) follows from Theorem 2.8 and the uniqueness of symmetric
kernels in the chaos expansion.
(3) =⇒ (2) follows by definition and the completeness of (Ω,HG,P).
(4) =⇒ (3) is a consequence of Lemma A.2.
(3) =⇒ (4) First we use Lemma A.4 to obtain a chaos kernel that is constant on the orbits. This
new kernel will be symmetrized which keeps the property that the kernel is constant on the orbits.
(2) =⇒ (1) As HG is a closed subspace of L2(FX), it is sufficient to check that 1A ∈ HG for
all A ∈ HG. Here it is sufficient to take A such that there exists a sequence (Iik (fik))k∈N with
(ik)k∈N ⊆ N and G[ik]-invariant kernels fik such that
A ∈ G := σ(Iik(fik) : k ∈ N).
By martingale convergence, 1A can be approximated in L2 by Gn-measurable functions, where
Gn := σ
(
Iik (fik) : k ∈ {1, . . . , n}
)
.
By Doob’s factorization lemma (cf. [2, Lemma II.11.7]), there are Borel functions ϕn : Rn → R such
that
E(1A|Gn) = ϕn
(
Ii1 (fi1), . . . , Iin(fin)
)
a.s.,
so that
lim
n
E|1A − ϕn
(
Ii1 (fi1), . . . , Iin(fin)
)|2 = 0.
Because of the equivalence (1) ⇐⇒ (3) we have that Iik(fik) ∈ HG for all k ∈ N and Lemma 3.4
implies that
ϕn
(
Ii1 (fi1), . . . , Iin(fin)) ∈ HG.
Because HG is closed in L2(FX), we derive that 1A ∈ HG. 
4. Diagonal groups and locally ergodic sets
Let (T, T , τ, (TN )∞N=0) be a filtered probability space such that there are refining partitions
T = TN,1 ∪ · · · ∪ TN,LN , N = 0, 1, 2, . . . ,
satisfying the following assumptions:
(1) TN = σ(TN,1, . . . , TN,LN ),
(2) τ(TN,l) > 0 for all (N, l),
(3) limN→∞ supl=1,...,LN τ(TN,l) = 0,
(4) T = ∨∞N=0 TN .
We let O(T ) be the system of countable unions of elements from ⋃∞N=0 TN (including the empty
set). The system forms a topology, in particular a set G ⊆ T is open provided that it is empty or
for each x ∈ G there is a TN,l with x ∈ TN,l ⊆ G.
Finally, we suppose that there is a countable group G of bijective bi-measurable g : T → T .
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Definition 4.1. (1) A set E ⊆ T of positive measure is called finite locally ergodic with respect
to G provided that there is an NE ≥ 0 such that E ∈ TNE and for all A := TN,l∪TN,m ⊆ E
with l 6= m and N ≥ NE there is a subgroup H ⊆ G such that
(a) g|Ac = idAc for all g ∈ H,
(b) the probability space (A, I(H|A), τA) is trivial, i.e. contains only sets of measure one
or zero, where H|A is the restriction of H to A and τA the normalized restriction of τ
to A.
(2) A set E ⊆ T is called locally ergodic with respect to G provided that there is a sequence
Ej of finite locally ergodic sets with respect to G such that
E1 ⊆ E2 ⊆ · · · ⊆ E and E =
∞⋃
j=1
Ej .
Remark 4.2. (1) By definition, locally ergodic sets belong to O(T ).
(2) The local ergodicity is stable with respect to passing to open subsets: If ∅ 6= F ⊆ E, where
F ∈ O(T ) and where E is locally ergodic, then F is locally ergodic.
Proof. Let us check (2). By definition, we find finite locally ergodic sets such that
E1 ⊆ E2 ⊆ · · · ⊆ E and E =
∞⋃
j=1
Ej .
At the same time we find an increasing sequence F j ∈ TNj , j ∈ N, such that F =
⋃∞
j=1 F
j . One
obtains
F = F ∩ E =
∞⋃
j=1
(F j ∩ Ej)
and that F j ∩Ej is finite locally ergodic because Ej is of this type and F j ∩Ej ⊆ Ej . 
Now we define our diagonal group: We fix n ∈ N and consider an auxiliary σ-finite measure space
(R,R, ρ) with ρ(R) > 0 and the group G[n] that consists of all maps g[n] : (T × R)n → (T × R)n
given by (
(t1, x1), . . . , (tn, xn)
)→ ((g(t1), x1), . . . , (g(tn), xn)) with g ∈ G.
To formulate our main result, we recall that I(G[n]) denotes the invariant σ-algebra with respect
to the group G[n], see Definition A.1 below. For A ∈ T the trace-σ-algebra on A is denoted by
T |A.
Theorem 4.3. Let n ∈ N, E1, . . . , EL ∈ T be pairwise disjoint and locally ergodic with respect to
G,
TE := T |T\(⋃Ll=1 El) ∨ σ(E1, . . . , EL), and Nn := {A ∈ (T ⊗R)
⊗n : (τ ⊗ ρ)⊗n(A) = 0}.
Then I(G[n]) ⊆ (TE ⊗R)⊗n ∨ Nn.
Lemma 4.4. Assume a probability space (M,M,m), a decreasing sequence of measurable sets
D0 ⊇ D1 ⊇ . . ., a sub-σ-algebra I ⊆M and
GN := I ∨ σ(AN ∈M with AN ⊆ DN ).
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Assume that m(DN )→ 0 as N →∞. Then
∞⋂
N=0
(GN ∨ N ) ⊆ I ∨ N with N := {A ∈ M : m(A) = 0}.
Proof. The σ-algebra GN consists of all
BN = (IN ∩DcN) ∪ AN
with AN ∈ M, AN ⊆ DN and IN ∈ I. Therefore B ∈
⋂∞
N=0(GN ∨ N ) gives IN ∈ I and AN ∈ M
with AN ⊆ DN such that
BN := (IN ∩DcN ) ∪AN satisfies BN∆B ∈ N for all N ≥ 0.
Defining C :=
⋃∞
N=0(BN∆B) ∈ N , this implies on Cc that
B = BN = (IN ∩DcN ) ∪ AN .
Let
I :=
∞⋃
N=0
∞⋂
k=N
Ik ∈ I.
By construction, IN = BN on D
c
N and D
c
0 ⊆ Dc1 ⊆ · · · . Therefore, I∆B ⊆ DN ∪ C which implies
P(I∆B) ≤ limN P(DN ) = 0 and proves the lemma. 
Proof of Theorem 4.3. We assume a partition R =
⋃
j∈J Rj with ρ(Rj) ∈ (0,∞). Choosing λj ∈
(0,∞) we can arrange that ρ0(A) :=∑j∈J λjρ(A∩Rj) becomes a probability measure which has a
strictly positive density with respect to ρ. As our statement only concerns null-sets we can replace
ρ by ρ0, or we can assume w.l.o.g. that ρ itself is a probability measure.
I. First we assume that E1, . . . , EL are finite locally ergodic. Let us fix a set B ∈ I(G[n]) of
positive measure.
(a) We observe that
∨
N≥0(TN ⊗R)⊗n = (T ⊗R)⊗n, so that martingale convergence yields
lim
N→∞
fN = 1B (τ ⊗ ρ)⊗n-a.s.,
where, for (t1, . . . , tn) ∈ QNl1,...,ln := TN,l1 × · · · × TN,ln ,
fN ((t1, x1), . . . , (tn, xn)) :=
∫
QN
l1,...,ln
1B((s1, x1), . . . , (sn, xn))
dτ(s1) · · · dτ(sn)
τ⊗n(QNl1,...,ln)
.
(b) For N ≥ 0 we let
∆N :=
⋃
l1,...,ln∈{1,...,LN}
at least two lk coincide
QNl1,...,ln
which is empty for n = 1. For n ≥ 2 the size of ∆N can be upper bounded by
τ⊗n(∆N ) ≤
(
n
2
)
max
l=1,...,N
τ(TN,l) so that lim
N
τ⊗n(∆N ) = 0.
Define
GN := (TE ⊗R)⊗n ∨ σ
(
D ×G : D ∈ T ⊗n, D ⊆ ∆N , G ∈ R⊗n
)
with a slight abuse of notation concerning the order of components, which gives the σ-algebra
TE ⊗R in the case n = 1. As ∆0 ⊇ ∆1 ⊇ · · · we have G0 ⊇ G1 ⊇ · · · .
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(c) Let N0 := max{NE1, . . . , NEL} ≥ 0, where the NEl are taken from Definition 4.1 (1). The
main observation of the proof is that fN is GN -measurable for N ≥ N0. By definition, fN is constant
on all cuboids QNl1,...,ln . Assume two cuboids
QNl1,...,ln and Q
N
m1,l2,...,ln
such that (l1, . . . , ln) are distinct, (m1, l2, . . . , ln) are distinct, l1 6= m1, and that TN,l1, TN,m1 ⊆ El,
where l ∈ {1, . . . , L} is now fixed. By assumption, there is a sub-group H of G such that for
Al := TN,l1 ∪ TN,m1 the probability space (Al, I(H|Al), τAl) is trivial and H acts as an identity
outside Al. Because B ∈ I(G[n]) we have that
1Bg[n] = 1B for all g ∈ G,
so that, for all g ∈ H,
1B((gt1, x1), (t2, x2), . . . , (tn, xn)) = 1B((t1, x1), (t2, x2), . . . , (tn, xn))
on (Al ×R)× (TN,l2 ×R)× · · · × (TN,ln ×R). This implies that the subset Al of the section of B,
taken at
(4.1) (x1, (t2, x2), . . . , (tn, xn)) ∈ R × (TN,l2 ×R)× · · · × (TN,ln ×R),
is invariant with respect to H|Al and therefore the function
t1 → 1B((t1, x1), (t2, x2), . . . , (tn, xn))
is almost surely constant on Al under the condition (4.1). Consequently,∫
QN
l1,...,ln
1A((t1, x1), (t2, x2), . . . , (tn, xn))
dτ(t1) · · · dτ(tn)
τ⊗n(QNl1,...,ln)
=
∫
QN
m1,...,ln
1A((t1, x1), (t2, x2), . . . , (tn, xn))
dτ(t1) · · ·dτ(tn)
τ⊗n(QNm1,...,ln)
for (x1, . . . , xn) ∈ Rn. We can repeat the argument, where we replace the exchange of the first
component of the cuboid by any other component. This implies that fN is GN -measurable.
(d) From (c) we immediately get that fM is GN -measurable for M ≥ N ≥ N0. Therefore 1B is
GN ∨ Nn-measurable for all N ≥ N0. Applying Lemma 4.4 we get that 1B is (TE ⊗ R)⊗n ∨ Nn-
measurable.
II. Now we assume general locally ergodic sets E1, . . . , EL. By definition, we find monotone
sequences of finite locally ergodic sets (Ejl )
∞
j=1 with
∞⋃
j=1
Ejl = El.
We proved in step I that I(G[n]) ⊆ (TEj ⊗R)⊗n ∨Nn with
TEj := T |T\(⋃Ll=1 Ejl ) ∨ σ(E
j
1 , . . . , E
j
L),
so that
I(G[n]) ⊆
∞⋂
j=1
(
(TEj ⊗R)⊗n ∨ Nn
)
.
Observing
(TEj ⊗R)⊗n ⊆ (TE ⊗R)⊗n ∨ σ(Aj ∈ (T ⊗R)⊗n : Aj ⊆ Dj)
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with
Dj :=
{
((t1, x1), . . . , (tn, xn)) ∈ (T ×R)n : tk ∈
L⋃
l=1
(El \ Ejl ) for some k ∈ {1, . . . , n}
}
,
gives that
I(G[n]) ⊆
∞⋂
j=1
(
(TE ⊗R)⊗n ∨ σ(Aj ∈ (T ⊗R)⊗n : Aj ⊆ Dj) ∨ Nn
)
.
Finally, because of D1 ⊇ D2 ⊇ · · · and
(τ ⊗ ρ)⊗n(Dj) ≤ n
[
L∑
l=1
τ(El \ Ejl )
]
→ 0 as j →∞,
we can again apply Lemma 4.4. 
5. Reduced chaos expansions for Le´vy processes
In this section we apply the results from Section 4 to Le´vy processes. For this purpose we let
(1) (T, T , τ) := ((0, 1],B((0, 1]), λ) with TN = FdyadN := σ
((
l−1
2N ,
l
2N
]
: l = 1, . . . , 2N
)
,
(2) MdyadE :=
{
g ∈Mdyad : g|Ec = idEc
}
for E ⊆ (0, 1],
(3) (R,R, ρ) := (R,B(R), µ),
(4) and Nn be the null-sets in ((0, 1]× R)n with respect to (λ⊗ µ)⊗n.
Let us begin with a prototype of a locally ergodic set.
Lemma 5.1. Let E ∈ O((0, 1]) be non-empty. Then E is locally ergodic with respect to MdyadE .
Proof. It is enough to show the following: If A ∈ FdyadN0 is a non-empty subset of E, then
(A, I(MdyadA |A), λA) is trivial. Take any B ∈ I(MdyadA |A). Using the dyadic filtration restricted to
A, where we start with the level N0, we interpret 1B as closure of a martingale in (A,B((0, 1])|A, λA)
along this filtration. By the invariance of B, the random variables, that form this martingale, are
individually constant. Therefore we get a sequence of constants that converge to 1B in L2(A, λA)
and λA-a.s. Hence 1B is a constant almost surely which implies the statement. 
Remark 5.2. One can find groups G such that for example E = (0, 1] is locally ergodic but
G ( Mdyad. Take for example all permutations that leave the first interval (0, 2−N ] invariant on
each dyadic level N . It would be of interest to characterize those sub-groups G ⊆Mdyad such that
a given E ∈ O((0, 1]) gets locally ergodic.
Now we let G be a group like in Section 3. The main result is the following simplification of the
chaos decomposition:
Theorem 5.3. For pair-wise disjoint E1, . . . , EL ∈ O((0, 1]), that are locally ergodic with respect
to G, and F ∈ L2(FX) consider the following conditions:
(1) F is G-invariant.
(2) One has F =
∑∞
n=0 In(fn) with symmetric, G[n]-invariant, and (B((0, 1])E⊗B(R))⊗n∨Nn-
measurable fn.
(3) One has F =
∑∞
n=0 In(fn) with symmetric (B((0, 1])E ⊗ B(R))⊗n-measurable fn.
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(4) F is invariant with respect to the group H generated by MdyadE1 , . . . ,M
dyad
EL
.
(5) F is measurable with respect to
AE := σ
(
I1(f1) : f1 ∈ L12 is B((0, 1])E ⊗ B(R)−measurable
) ∨ N .
Then it holds that (1) ⇐⇒ (2) =⇒ (3) ⇐⇒ (4) ⇐⇒ (5). Moreover, for G = H all assertions are
equivalent.
Remark 5.4. The implication (4) =⇒ (1) of Theorem 5.3 does not hold in general. In fact, assume
f : R2 → R ∈ Cb(R2) such that f(X 1
2
−X0, X1 −X 1
2
) = f(X1 −X 1
2
, X 1
2
−X0) a.s. is not satisfied.
Define F := f(X 1
2
−X0, X1−X 1
2
), let H ⊆Mdyad be generated byMdyad
(0, 12 ]
andMdyad
( 12 ,1]
, and G ⊆Mdyad
by H and h ∈ Mdyad exchanging the intervals (0, 12 ] and (12 , 1]. The sets (0, 12 ] and (12 , 1] are locally
ergodic with respect to G, F is invariant with respect to H, but F is not invariant with respect to
G.
For the proof of implication (3) ⇒ (5) we need product formulas for multiple integrals, cf. [16,
Theorem 3.5] and [18, Sections 6.4 and 6.5]. They require the definition of a contraction of chaos
kernels as defined in (5.1) according to [16, Formula (21)] (cf. also [18, Definition 6.2.1]). As a
preparation, we study the invariance properties of contractions:
Lemma 5.5. Let H be a group of dyadic permutations of (0, 1]. For n,m ≥ 1, 0 ≤ k ≤ n ∧ m,
0 ≤ r ≤ (n ∧m)− k, f ∈ Ln2 , and f ′ ∈ Lm2 we define
f ⊗rk f ′ : ((0, 1]× R)n−k−r × ((0, 1]× R)m−k−r × ((0, 1]× R)r → R
by
(5.1)
(
f ⊗rk f ′
)
(α, β, γ) = Πx(γ)
∫
((0,1]×R)k
f(α, γ, ρ)f ′(ρ, γ, β)dm⊗k(ρ)
where Πx(γ) is the product of the x-coordinates of the vector γ and where we assume that∫
((0,1]×R)k
|f(α, γ, ρ)f ′(ρ, γ, β)|dm⊗k(ρ) <∞
for all (α, β, γ) ∈ ((0, 1]×R)n+m−2k−r. If f is constant on the orbits of H[n] and f ′ is constant on
the orbits of H[m], then f ⊗rk f ′ is constant on the orbits of H[n+m− 2k − r].
Proof. For g ∈ H we simply obtain that(
f ⊗rk f ′
)
(g[n− k − r]α, g[m− k − r]β, g[r]γ)
=
∫
((0,1]×R)k
f(g[n− k − r]α, g[r]γ, ρ)f ′(ρ, g[r]γ, g[m− k − r]β)dm⊗k(ρ)
=
∫
((0,1]×R)k
f(g[n− k − r]α, g[r]γ, g[k]ρ)f ′(g[k]ρ, g[r]γ, g[m− k − r]β)dm⊗k(ρ)
=
∫
((0,1]×R)k
f(α, γ, ρ)f ′(ρ, γ, β)dm⊗k(ρ)
=
(
f ⊗rk f ′
)
(α, β, γ).

For the proof of Theorem 5.3 we denote by
(
f⊗ˆrkf ′
)
the symmetrization of
(
f ⊗rk f ′
)
, and by
f1⊗ˆ · · · ⊗ˆfn the symmetrization of f1 ⊗ · · · ⊗ fn.
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Proof of Theorem 5.3. (2) =⇒ (1) follows from Theorem 3.2 and (1) =⇒ (2) from Theorems 3.2
and 4.3.
(2) =⇒ (3) We find an f ′n = fn a.e. that is (B((0, 1])E ⊗B(R))⊗n-measurable. By symmetrizing
this f ′n, we get a symmetric and (B((0, 1])E ⊗ B(R))⊗n-measurable kernel.
(3) =⇒ (4) follows again from Theorem 3.2.
(4) =⇒ (3) By Theorem 3.2, we get symmetric kernels that are H[n]-invariant. On the other
side, Lemma 5.1 yields that E1, . . . , EL are locally ergodic with respect to H so that I(H[n]) ⊆
(B((0, 1])E ⊗ B(R))⊗n ∨ Nn by Theorem 4.3. One can finish as in (2) =⇒ (3).
(5) =⇒ (4) From Lemma 5.1 we know that E1, . . . , EL are locally ergodic with respect to H.
Next we observe that I1(f1) is H-invariant so that (using the arguments from (1) ⇐⇒ (2) and
the a.e. uniqueness of f1) one can replace the f1 by f
′
1 that is H[1]-invariant. Therefore, F is
HH-measurable.
(3) =⇒ (5) Let m ≥ 1 and f0, . . . , fm ∈ L12 be step-functions based on sets of type A × J with
A ∈ {E1, . . . , EL} or A ⊆ (E1 ∪ · · · ∪ EL)c is a Borel set and J = (a, b] or J = [−b,−a) with
0 < a < b <∞, or J = {0}. Then the fi are constant on the orbits of H[1] and their integrability
assures that we can we apply [16, Theorem 3.5] to get that
Im+1(f0⊗ˆf1⊗ˆ · · · ⊗ˆfm) =
I1(f0)Im(f1⊗ˆ · · · ⊗ˆfm)−m
[
Im(f0⊗ˆ10(f1⊗ˆ · · · ⊗ˆfm)) + Im−1(f0⊗ˆ01(f1⊗ˆ · · · ⊗ˆfm))
]
.
Because of Lemma 5.5, all integrands occurring on the the right-hand hand side are constant on the
orbits of H[1], H[m], H[m], and H[m− 1], respectively. This implies that Im+1(f0⊗ˆf1⊗ˆ · · · ⊗ˆfm) is
measurable with respect to
H(m)
H
:= σ
(
In(hn) : hn is H[n]− invariant, n ∈ {1, . . . ,m}
) ∨ N .
Let hm+1 be symmetric and (B((0, 1])E⊗B(R))⊗(m+1)-measurable. It is standard that finite linear
combinations of tensor products f0⊗ˆf1⊗ˆ · · · ⊗ˆfm of the above form can be used to approximate
hm+1 in L
m+1
2 . Using that any L2-convergent sequence contains a sequence that converges almost
surely, we get that Im+1(hm+1) is already H(m)H -measurable. Induction over m and the identity
H(1)
H
= AE yield the implication (3) =⇒ (5).
Finally, the equivalence of the assertions in case H = G is obvious as E1, . . . , EL are locally
ergodic with respect to H as already used above. 
Remark 5.6. (1) If E1, . . . , EL from Theorem 5.3 form a partition of (0, 1], then the symmetric
kernels fn in Theorem 5.3(3) are constant in the time variables on all cuboids El1×· · ·×Eln
with l1, . . . , ln ∈ {1, . . . , L}.
(2) Given a system of B((0, 1])E ⊗ B(R)-measurable f11 , f21 , . . . such that
AE = σ
(
I1(f
l
1) : l = 1, 2, . . .
) ∨ N ,
Theorem 5.3(5) is equivalent to the fact that we find a functional Φ : RN → R, measurable
with respect to the Borel σ-algebra on RN generated by the cylinder sets, such that
F = Φ(I1(f
1
1 ), I1(f
2
1 ), . . .) a.s.
This follows from a standard factorization due to Doob (see [2, Lemma II.11.7]). For
example, for E = (0, 1], this leads to representations of F in terms of B1 (the normalized
Brownian part if present) and N((0, 1], (a, b)) with ab > 0.
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6. Examples and applications
6.1. A negative example: Shift operators. First we motivate the need of locally ergodic sets.
We do this by considering the group generated by shifts, which is inspired by the work of Itoˆ [13].
Assume that
F = I2(f2) where f2((s, x), (t, y)) := g2(|s− t|)h2(x, y)
with a measurable function g2 : [0, 1]→ R such that g2(1/2− s) = g2(1/2 + s) for s ∈ [0, 1/2] and
a symmetric Borel function h2 : R2 → R such that f2 ∈ L˜22. It is straightforward to check that F
is invariant with respect to all shifts sh : (0, 1] → (0, 1], 0 < h < 1, defined by sh(t) := t + h if
t + h ≤ 1 and sh(t) := t + h − 1 if t + h > 1. Obviously, the measure µ and the functions g2 and
h2 can be chosen such that there is no symmetric f˜2((s, x), (t, y)) not depending on (s, t), but with
f2 = f˜2 a.e. (take for example µ as the Dirac measure in 1).
6.2. Positive examples. Our positive examples are based on Proposition 6.2 below for which we
need the notion of weak G-invariance:
Definition 6.1. Given a subgroup G ⊆ Mdyad, we say that an FX -measurable random variable
Z : Ω→ R is weakly G-invariant provided that f(Z) is G-invariant for all f ∈ Cb(R).
G-invariance implies weak G-invariance by Lemma B.1, but the converse does not need to be
true because of a possibly missing integrability. To consider our examples, let us fix a sequence of
time-points
0 ≤ s1 < t1 ≤ . . . ≤ sL < tL ≤ 1
together with the corresponding intervals E˜l := (sl, tl] for the rest of this section. Similarly as
before, we let
B((0, 1])E˜ := B
(
(0, 1] \
L⋃
l=1
(sl, tl]
)
∨ σ ((s1, t1], . . . , (sL, tL]) .
Proposition 6.2. Assume FX-measurable and weakly Mdyad(sl,tl]-invariant Z1, . . . , ZN : Ω → R for
l ∈ {1, . . . , L}, and let f : RN → R be a Borel function with F = f(Z1, . . . , ZN) ∈ L2(FX). Then,
there are (B((0, 1])E˜ ⊗ B(R))⊗n-measurable and symmetric chaos kernels f˜n for F . In particular,
they are constant on the cuboids
n∏
j=1
(slj , tlj ] for l1, . . . , ln ∈ {1, . . . , L}.
Proof. The variables ϕ(Zk), k = 1, . . . , N , are M
dyad
(sl,tl]
-invariant, where ϕ(x) := arctan(x). Let-
ting ψ(y) := tan(y) for y ∈ (−π/2, π/2) and ψ(y) := 0 otherwise, and using the change of vari-
ables g(y1, . . . , yN) := f(ψ(y1), . . . , ψ(yN )), Lemma 3.4 implies that F = g(ϕ(Z1), . . . , ϕ(ZN ))
is Mdyad(sl,tl]-invariant. The sets El := (sl, tl] if tl is dyadic, and El := (sl, tl) otherwise, belong
to O((0, 1]). According to Lemma 5.1 the set El is locally ergodic with respect to MdyadEl and
therefore with respect to the group generated by MdyadE1 , . . . ,M
dyad
EL
. Furthermore, observing that
MdyadEl = M
dyad
(sl,tl)
= Mdyad(sl,tl] if tl is not dyadic, Theorem 5.3 gives the existence of symmetric ker-
nels fn that are (B((0, 1])E ⊗ B(R))⊗n-measurable. Modifying the kernels on a null set yields the
assertion. 
PERMUTATION INVARIANT FUNCTIONALS OF LE´VY PROCESSES 21
6.2.1. Dole´ans-Dade stochastic exponential. We follow [8] and assume X to be L2-integrable and
of mean zero. For 0 ≤ a ≤ t ≤ 1 we let
Sat := 1 +
∞∑
n=1
In(1
⊗n
(a,t])
n!
,
where we can assume that all paths of (Sat )t∈[a,1] are ca`dla`g for any fixed a ∈ [0, 1]. Then we get
that
Sat = 1 +
∫
(a,t]
Sau−dXu a.s. and St = S
a
t Sa a.s. with St := S
0
t .
Therefore we get from the chaos representation of Sat :
Lemma 6.3. Each random variable Stlsl is M
dyad
(sk,tk]
-invariant for k = 1, . . . , L.
One could continue the investigation by using more general Dole´ans-Dade exponential formulas
(see for example [20, Chapter II, Theorem 37]), which is not done here.
6.2.2. Limit functionals. Behind the next examples there is common idea formulated in
Definition 6.4. For 0 ≤ s < t ≤ 1 a random variable Z : Ω→ R belongs to the class C(s, t] provided
that there exists a sequence 0 ≤ N1 < N2 < . . . of integers and Borel functions Φk : RMk → R such
that
Z = lim
k→∞
Zk := lim
k→∞
Φk
(
X ak
2Nk
−Xs, X ak+1
2Nk
−X ak
2Nk
, . . . , X bk
2Nk
−X bk−1
2Nk
, Xt −X bk
2Nk
)
a.s.,
where ak
2Nk
is the smallest grid point greater than or equal to s and bk
2Nk
is the largest grid point
smaller than or equal to t, Mk := bk − ak + 2, and the function Φk is symmetric in its arguments
where the first and last coordinate are excluded.2
Proposition 6.5. Let Z1, . . . , ZL : Ω → R be random variables such that Zl belongs to the class
C(sl, tl] for l = 1, . . . , L, and let f : RL → R be a Borel function with F := f(Z1, . . . , ZL) ∈
L2(FX). Then, there are (B((0, 1])E˜⊗B(R))⊗n-measurable and symmetric chaos kernels f˜n for F .
In particular, they are constant on the cuboids
n∏
j=1
(slj , tlj ] for l1, . . . , ln ∈ {1, . . . , L}.
Proof. By Proposition 6.2, it is sufficient to show that Z1, . . . , ZL are weakly M
dyad
(sl,tl]
-invariant
for l ∈ {1, . . . , L}, i.e. that ϕ(Zm) is Mdyad(sl,tl]-invariant for ϕ ∈ Cb(R) and m, l ∈ {1, . . . , L}. Let
g ∈ Mdyad(sl,tl] (be not the identity). Then there exists an integer M ≥ 0 such that g acts as a
permutation of the dyadic intervals of length 2−M and as an identity on (sl, tl]
c. Therefore, there
exist integers 0 ≤ a < b ≤ 2M such that
(s, t] :=
(
a
2M
,
b
2M
]
⊆ (sl, tl]
and g can be described by permuting dyadic intervals on (s, t] of length 2−M . By Definition 6.4,
there is an approximation Zm = limk→∞ Z
k
m a.s. By construction, there is a k0 ≥ 1 such that for
2Here and in the following it is implicitly assumed that the partitions are taken always in a way that
ak
2Nk
<
bk
2Nk
by choosing Nk large enough.
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all k ≥ k0 one has that ϕ(Zkm) is Tg-invariant (here one has to distinguish between the cases m = l
and m 6= l). By dominated convergence, limk→∞ ϕ(Zkm) = ϕ(Zm) in L2(FX) so that ϕ(Zm) is
invariant with respect to Tg as well and the proof is complete. 
Example 6.6. For 0 ≤ s < t ≤ 1 the following random variables belong to the class C(s, t]:
(1) Xt −Xs.
(2) [X,X ]t − [X,X ]s, where [X,X ] is the quadratic variation process of X .
(3) supr∈(s,t] |Xr −Xr−|.
Proof. (1) is obvious. (2): Here we first take Φk(x1, . . . , xMk) := |x1|2+ · · ·+ |xMk |2 with Nk = k ≥
k0, use [20, Chapter II, Theorem 22] to get a sequence that converges in probability, and extract a
sub-sequence that converges almost surely.
(3) Taking Φk(x1, . . . , xMk) := max{|x1|, . . . , |xMk |} and Nk := k with k ≥ k0 and the uniformity
result for ca`dla`g paths [4, Chapter 3, Lemma 1] yields the assertion. 
Remark 6.7. Combining Proposition 6.5 with Example 6.6(1) yields that the symmetric chaos
kernels fn of F = f(Xt1 −Xs1 , . . . , XtL −XsL) can be chosen to be constant on the cuboids
n∏
j=1
(slj , tlj ] for l1, . . . , ln ∈ {1, . . . , L}.
This was used in [12] in the investigation of variational properties of backward stochastic differential
equations driven by Le´vy processes.
6.3. An application to the chaotic representation property (CRP). In this section we show
how our results relate to the chaotic representation property (see [17, 24, 18] and for recent results
[6]). Exemplary we consider the chaos expansion due to Nualart and Schoutens, the investigation
to what extend more general expansions, for example from [6] and particularly from their Section
6, can be considered is left to future research. For this subsection we assume that the Le´vy measure
satisfies
∫
(−ε,ε)c exp(λ|x|)dν(x) <∞ for some λ, ε > 0. Then [17, Theorem 3] (see also [24, Section
2.2]) gives an orthogonal decomposition
L2(FX) = R⊕
 ∞⊕
n=1
⊕
i1,...,in≥1
H(i1,...,in)
 ,
where the spaces H(i1,...,in) are the range of the n-fold iterated integrals J i1,...,inn : L2(∆n, λn) →
H(i1,...,in) with respect to the martingales H(i1), . . . , H(in), obtained by an orthogonalization of the
Teugels martingales, with ∆n := {0 < t1 < · · · < tn ≤ 1} and λn being the Lebesgue measure on
∆n. That means we have an expansion
(6.1) F = EF +
∞∑
n=1
∑
i1,...,in≥1
J (i1,...,in)(gi1,...,in) with gi1,...,in ∈ L2(∆n, λn).
In the following we explain that, although the spaces H(i1,...,in) are not invariant with respect to
the operators Tg, the invariance properties still transfer.
(a) The spaces H(i1,...,in) are not invariant with respect to the operators Tg in general. To see
this, let
F := J i1,...,inn (1I1×···×In)
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with pairwise disjoint dyadic intervals Ij := ((kj−1)/2d, kj/2d] ⊆ (0, 1] with 1 ≤ k1 < · · · < kn ≤ 2d.
Let π ∈ S2d and g := gπ ∈ Mdyad the corresponding measure preserving map. By [24, Proposition
7] (the statement is given without proof, a proof can be found in [6, Proposition 6.9]) and Theorem
2.8 of this article we derive that
TgF = J
iσ(1) ,...,iσ(n)
n
(
1g(Iσ(1))×···×g(Iσ(n))
)
where σ : {1, . . . , n} → {1, . . . , n} is the permutation such that the family of intervals (g(Iσ(j)))nj=1
is ascending. Therefore, the chaos H(i1,...,in) is not stable with respect to Tg in general.
(b) The symmetries from the kernels we consider in Theorem 3.2 transfer to the kernels in (6.1)
in the following sense: Assume a G-invariant F ∈ L2(FX) and the corresponding symmetric and
G-invariant kernels (fn)n∈N as in Theorem 3.2(4). Let p1, p2, . . . ∈ L2(R, µ) be the orthogonal poly-
nomials from [24, Section 2.1] and qn := ‖pn‖2L2(R,µ). For integers i1, . . . , in ≥ 1 with qi1 · · · qin > 0
we define gi1,...,in ∈ L2(∆n, λn) to be
(6.2) gi1,...,in(t1, . . . , tn) := n!
∫
Rn
fn((t1, x1), . . . , (tn, xn))
pi1(x1) · · · pin(xn)
qi1 · · · qin
dµ(x1) · · · dµ(xn),
where we can assume that the above integral exists point-wise for all (t1, . . . , tn) ∈ ∆n (consider
An := {(t1, . . . , tn) ∈ (0, 1]n :
∫
Rn
|fn((t1, x1), . . . , (tn, xn))|2dµ(x1) · · · dµ(xn) <∞}, which is sym-
metric with λ⊗n(An) = 1, and so that An × Rn is G[n]-invariant with a slight abuse of notation
concerning the order of components; finally replace fn by fn1An×Rn). By [24, Proposition 7] we
derive that
∞∑
n=1
In(fn) =
∞∑
n=1
∑
i1,...,in≥1
qi1
···qin
>0
J (i1,...,in)(gi1,...,in) a.s.
and the properties of fn in (t1, . . . , tn) on ∆n directly transfer to the kernels gi1,...,in(t1, . . . , tn)
from (6.1). Moreover, (6.2) and the symmetry of fn imply that
gi1,...,in(g(tσ(1)), . . . , g(tσ(n))) = giσ−1(1),...,iσ−1(n)(t1, . . . , tn)
for g ∈ Mdyad and the permutation σ : {1, . . . , n} → {1, . . . , n} that guarantees g(tσ(1)) < · · · <
g(tσ(n)).
6.4. An application to Backward Stochastic Differential Equations (BSDEs). An example
of a BSDE driven by a Le´vy process is a formal equation of the form
(6.3) Yt = F+
∫
(t,1]
f
(
s, Ys,
(∫
R
Zs,xhk(x)dµ(x)
)N
k=1
)
ds−
∫
(t,1]×R
Zs,xdM(s, x) a.s., t ∈ [0, 1],
where h1, . . . , hN ∈ L2(R, µ) for some N ∈ N, and further typical assumptions are F ∈ L2(FX)
for the terminal condition, and for the generator f : [0, 1]× Ω× R× RN → R certain assumptions
regarding adaptedness, that
∫
(0,1]
|f(s, 0, 0)|ds ∈ L2(FX), and that f is Lipschitz in (y, z), uniformly
in (s, ω). The initial data of the BSDE (6.3) are (F, f) and one seeks for the solution processes (Y, Z)
that consist of an adapted ca`dla`g process Y = (Yt)t∈[0,1] and a predictable Z = (Zs,x)(s,x)∈[0,1]×R,
both satisfying certain integrability conditions. In order to solve BSDE (6.3) one might use Picard
iterations. The aim of this section is to consider this Picard iteration separately and to demonstrate
with this how the results and concepts of this paper contribute to the BSDE theory. In particular,
we wish to emphasize that we express the properties, we are interested in, in terms of measurability
in parts (2) and (3) of Definition 6.8 below which allows us to compose random objects with
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these properties and the resulting objects automatically share the same property (see the proof of
Theorem 6.12 below). As we detach the Picard iteration from the remaining BSDE theory we can
keep our assumptions on the generator f below minimal so that our results might be applied for
different types of BSDEs.
Setting. In the following we let FXt := σ(Xs : s ∈ [0, t]) ∨ {A ∈ FX : P(A) = 0} and obtain
a right-continuous filtration (FXt )t∈[0,1] with FX = FX1 . The symbol P denotes the σ-algebra of
predictable events on [0, 1]×Ω, i.e., P is generated by all adapted path-wise continuous processes. A
process Z = (Zs,x)(s,x)∈[0,1]×R is called predictable if Z : [0, 1]×Ω×R→ R is P⊗B(R)-measurable.
Our notion of invariance adapted to BSDEs reads as follows:
Definition 6.8. Let Y : [0, 1] × Ω → R be B([0, 1])⊗ FX -measurable, Z : [0, 1] × Ω × R → R be
B([0, 1])⊗FX⊗B(R)-measurable, and G be a group of dyadic measure preserving maps G ⊆Mdyad.
(1) For t ∈ [0, 1) we let Gt := {g ∈ G : g(s) = s for all s ∈ (t, 1]}.
(2) We say that Y is (Gt)t∈(0,1)-invariant provided that for all t ∈ (0, 1) there is a B((t, 1])⊗HGt-
measurable Y Gt : (t, 1]× Ω→ R with E ∫(t,1] |Ys − Y Gts |ds = 0.
(3) We say that Z is (Gt)t∈(0,1)-invariant provided that for all t ∈ (0, 1) there is a B((t, 1])⊗
HGt ⊗ B(R)-measurable ZGt : (t, 1]× Ω× R→ R with E
∫
(t,1]×R
|Zs,x − ZGts,x|dm(s, x) = 0.
Of course, part (2) of the definition above is (in a sense) a special case of part (3). We obtain a
family of subgroups (Gt)t∈(0,1) of G with Gs ⊆ Gt for 0 < s < t < 1. Moreover, if G ∈ L2(FX) is
Gt-invariant, then E(G|FXt ) is Gt-invariant as well since the conditional expectation corresponds
to a restriction of the invariant kernel functions fn to fn1(0,t]n for n ∈ N.
Picard scheme. We introduce operators AF,f and BF,f in (6.4) below that are used to solve
BSDEs by Picard type iterations. For this purpose we fix the initial data of our BSDE and let the
generator f : [0, 1]× Ω× R× RN → R be such that
(1) f(t, ω, ·, ·) : R1+N → R is continuous for all (t, ω) ∈ [0, 1]× Ω,
(2) f : [0, t]×Ω×R×RN → R is B([0, t])⊗FXt ⊗B(R)⊗B(RN )-measurable for t ∈ [0, 1], and
(3) F ∈ L2(FX).
One could also investigate the case that f depends in its last coordinate on a sequence (zk)
∞
k=1
(for example Fourier coefficients with respect to an orthonormal basis (hk)
∞
k=1 in L2(R, µ)), but for
simplicity we restricted ourselves to finite sequences.
Definition 6.9. Let Y : [0, 1]× Ω → R and Z : [0, 1]× Ω × R → R. For N ∈ N and h1, . . . , hN ∈
L2(R, µ) we say (Y, Z) ∈ Dh1,...,hNf if
(1) the restriction of Y to [0, t]× Ω→ R is B([0, t])⊗FXt -measurable for t ∈ [0, 1],
(2) the restriction of Z to [0, t]× Ω× R→ R is B([0, t])⊗FXt ⊗ B(R)-measurable for t ∈ [0, 1]
and Zs,·(ω) ∈ L2(R, µ) for all (s, ω) ∈ [0, 1]× Ω,
(3)
∫
(0,1]
|f(s, Ys, (∫R Zs,xhk(x)dµ(x))Nk=1)|ds ∈ L2(FX).
Let S2 be the space of adapted ca`dla`g processes Y = (Yt)t∈[0,1] with ‖Y ‖S2 := ‖ supt∈[0,1] |Yt|‖2 <
∞ and
P2 :=
{
Z : [0, 1]× Ω× R→ R predictable with ‖Z‖2P2 := E
∫
(0,1]×R
|Zs,x|2dm(s, x) <∞
and Zs,·(ω) ∈ L2(R, µ) for all (s, ω) ∈ [0, 1]× Ω
}
.
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For any predictable Z : [0, 1] × Ω × R → R with E ∫
(0,1]×R
|Zs,x|2dm(s, x) < ∞ one can find a
Z ′ ∈ P2 with E
∫
(0,1]×R
|Zs,x−Z ′s,x|dm(s, x) = 0, so that the last part of the definition of P2 is not
a restriction for us.
Definition 6.10. We let AF,f : Dh1,...,hNf → S2 and BF,f : Dh1,...,hNf → P2 be given by
(6.4) AF,f(Y, Z) := (Y t)t∈[0,1] and BF,f(Y, Z) := (Zt,x)(t,x)∈[0,1]×R,
where
Y t := E
(
F +
∫
(t,1]
f
(
s, Ys,
(∫
R
Zs,xhk(x)dµ(x)
)N
k=1
)
ds
∣∣∣∣∣ FXt
)
,
and the process Z is determined by
η = Eη +
∫
(0,1]×R
Zs,xdM(s, x) with η := F +
∫
(0,1]
f
(
s, Ys,
(∫
R
Zs,xhk(x)dµ(x)
)N
k=1
)
ds.
With Definition 6.10 is meant that AF,f and BF,f map to the corresponding equivalence classes
(in S2 elements of one class are indistinguishable, in P2 they coincide a.e. with respect to λ⊗P⊗µ)
and we choose one element from each equivalence class in applications. In the BSDE-context
iteratives of the operator AF,f usually converge to a generalized non-linear conditional expectation
of the terminal condition F along the generator f , and iteratives of BF,f to a generalized non-linear
gradient of F along the generator f .
Remark 6.11. (1) The ca`dla`g modification of Y can be obtained by observing
E
(
F +
∫
(t,1]
f
(
s, Ys,
(∫
R
Zs,xhk(x)dµ(x)
)N
k=1
)
ds
∣∣∣∣∣ FXt
)
= E
(
F +
∫
(0,1]
f
(
s, Ys,
(∫
R
Zs,xhk(x)dµ(x)
)N
k=1
)
ds
∣∣∣∣∣ FXt
)
−
∫
(0,t]
f
(
s, Ys,
(∫
R
Zs,xhk(x)dµ(x)
)N
k=1
)
ds a.s.
(2) To obtain Z (which is λ⊗P⊗µ-a.e. unique because of Itoˆ’s isometry) we use the represen-
tation property of the random measure M , cf. [1, Chapter 4].
Result. Our contribution is to show that the abstract Picard scheme is invariant with respect to
(Gt)t∈(0,1) provided that the terminal condition F is G-invariant and the generator f is (Gt)t∈(0,1)-
invariant:
Theorem 6.12. Assume (Y, Z) ∈ Dh1,...,hNf and F ∈ L2(FX) such that
(i) F is G-invariant,
(ii) for all t ∈ (0, 1) and (y, (zk)Nk=1) ∈ R1+N the restricted generator f(·, ·, y, (zk)Nk=1) : (t, 1]×Ω→
R is B((t, 1])⊗HGt-measurable,
(iii) Y and Z are (Gt)t∈(0,1)-invariant.
Then the following holds:
(1) AF,f (Y, Z)t is Gt-invariant for all t ∈ (0, 1).
(2) BF,f(Y, Z) is (Gt)t∈(0,1)-invariant.
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In order to prove Theorem 6.12 we need the following lemma:
Lemma 6.13. Let t ∈ (0, 1) and
G =
∫
(t,1]×R
Zs,xdM(s, x) ∈ HGt
for some predictable Z with E
∫
(0,1]×R |Zs,x|2dm(s, x) <∞. Then there is a B((t, 1])⊗HGt ⊗B(R)-
measurable ZGt : (t, 1]× Ω× R→ R with E ∫
(t,1]×R
|Zs,x − ZGts,x|dm(s, x) = 0.
Proof. Assume that G =
∑∞
n=1 In(fn), where the (fn)n∈N are symmetric chaos kernels that are
constant on the orbits of Gt[n] on ((0, 1]× R)n (see Theorem 3.2(4)). For an integer N ≥ 0 define
ItN,0 := (0, t] and I
t
N,k :=
(
t+ (1− t)k − 1
2N
, t+ (1− t) k
2N
]
for k = 1, . . . , 2N , and
JN,0 := {0}, JN,l :=
[
l − 1
2N
,
l
2N
)
, and JN,m :=
(
m− 1
2N
,
m
2N
]
for l = 0,−1, . . . and m = 1, 2, . . . The corresponding σ-algebras are given by
GtN := B((0, t]) ∨ σ
(
ItN,k : k = 1, . . . , 2
N
)
and SN := σ (JN,l : l ∈ Z) .
We have that (B((0, 1]) ⊗ B(R))⊗n = ∨N≥0(GtN ⊗ SN )⊗n. For P tN,k : L2((0, 1]) → L2((0, 1]) and
QN,l : L2(R, µ)→ L2(R, µ) given by P tN,0g := 1ItN,0g, QN,0h := 1JN,0h(0),
P tN,kg := 1ItN,k
∫
It
N,k
g(s)
ds
|ItN,k|
, and QN,lh := 1JN,l
∫
JN,l
h(x)
dµ(x)
µ(JN,l)
,
where k = 1, . . . , 2N and l ∈ Z \ {0}, and where we agree about QN,l := 0 if µ(JN,l) = 0, we define
point-wise
E
(
fn
∣∣(GtN ⊗ SN )⊗n ) := 2N∑
k1=0
∞∑
l1=−∞
· · ·
2N∑
kn=0
∞∑
ln=−∞
[
At,Nk1,...,kn
l1,...,ln
fn
]
: ((0, 1]× R)n → R
with
At,Nk1,...,kn
l1,...,ln
:= [P tN,k1 ⊗QN,l1]⊗ · · · ⊗ [P tN,kn ⊗QN,ln].
Using the σ-finiteness of µ, dominated convergence in the sequence space ℓ1, and martingale con-
vergence, one sees that E (fn|(GtN ⊗ SN )⊗n) converges to fn in Ln2 as N → ∞. It is easy to verify
(cf. [13]) that we can exclude the diagonal terms related to the time interval (t, 1] in the following
sense: We can approximate fn in L
n
2 by finite sums where each summand is of form
f0n :=
∑
π∈Sn
At,Nkpi(1),...,kpi(n)
lpi(1),...,lpi(n)
fn
for some 0 = k1 = · · · = kn0 < kn0+1 < · · · < kn ≤ 2N with n0 ∈ {0, . . . , n− 1} and l1, . . . , ln ∈ Z.
The case n0 = 0 means that k1 ≥ 1, the case n0 = n can be excluded as it would imply In(f0n) = 0
a.s. because E(G|FXt ) = 0 a.s. by our assumption. For (s, x) ∈ (0, 1]× R we set
Z0s,x := nIn−1
(
f0n(. . . , (t
0, x0))1(0,Tn−1]n−1
)
1It
N,kn
×JN,ln
(s, x) with Tn−1 := t+ (1− t)kn−1
2N
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and arbitrary (t0, x0) ∈ ItN,kn×JN,ln . By construction, Z0 : (0, 1]×Ω×R→ R is predictable and the
restriction Z0 : (t, 1]×Ω×R→ R is B((t, 1])⊗HGt⊗B(R)-measurable as f0n(. . . , (t0, x0))1(0,Tn−1]n−1
is Gt[n− 1]-invariant by construction. Finally, we have that
In(f
0
n) =
∫
(t,1]×R
Z0s,xdM(s, x) a.s.
This can be extended to finite linear combinations that approximate fn in L
n
2 . The corresponding
restrictions of Z-processes form a Cauchy sequence in L2
(
(t, 1]×Ω×R,B((t, 1])⊗HGt ⊗B(R), λ⊗
P⊗ µ) and we find a B((t, 1])⊗HGt ⊗ B(R)-measurable limit as well. 
Proof of Theorem 6.12. (1) We fix t ∈ (0, 1), replace (Ys)s∈(t,1] by (Y Gts )s∈(t,1], (Zs,x)(s,x)∈(t,1]×R
by (ZGts,x)(s,x)∈(t,1]×R, and have
Y t = E
(
F +
∫
(t,1]
f
(
s, Y Gts ,
(∫
R
ZGts,xhk(x)dµ(x)
)N
k=1
)
ds
∣∣∣∣∣ Ft
)
a.s.
as well. By Fubini’s theorem the processes
∫
R
ZGt·,xhk(x)dµ(x) : (t, 1] × Ω → R are B((t, 1]) ⊗
HGt -measurable for k = 1, . . . , N . Therefore,
∫
(t,1]
f
(
s, Y Gts ,
(∫
R
ZGts,xhk(x)dµ(x)
)N
k=1
)
ds is HGt -
measurable and finally Y t is Gt-invariant.
(2) It follows from the definition of (Y , Z) that∫
(t,1]×R
Zs,xdM(s, x) = F +
∫
(t,1]
f
(
s, Ys,
(∫
R
Zs,xhk(x)dµ(x)
)N
k=1
)
ds− Y t a.s.
Again we replace (Ys)s∈(t,1] by (Y
Gt
s )s∈(t,1], (Zs,x)(s,x)∈(t,1]×R by (Z
Gt
s,x)(s,x)∈(t,1]×R, and deduce by
step (1) that
∫
(t,1]
∫
R
Zs,xdM(s, x) is Gt-invariant. We conclude by Lemma 6.13. 
Application. We fix the data (F, f) of a BSDE such that
(P1) (F, f) satisfy conditions (1), (2), and (3) listed before Definition 6.9,
and a Picard scheme such that the following is satisfied:
(P2) (Y
k, Zk) ∈ Dh1,...,hNf for k = 0, 1, 2, . . .
(P3) Y
k+1 = AF,f (Y
k, Zk) and Zk+1 = BF,f(Y
k, Zk) for k = 0, 1, 2, . . .
(P4) There is a sub-sequence 0 ≤ k1 < k2 < · · · such that Y kl → Y λ ⊗ P-a.e. and Zkl → Z
λ⊗ P⊗ µ-a.e. as l→∞, where Y is adapted and ca`dla`g and Z ∈ P2.
(P5)
∫
(0,1] |f
(
s, Ys, (
∫
R
Zs,xhk(x)dµ(x))
N
k=1
)|ds ∈ L2(FX).
(P6) The pair (Y, Z) satisfies BSDE (6.3).
If the initial data (F, f) of the BSDE satisfy the invariance conditions (i) and (ii) of Theorem
6.12 and if the initial processes (Y 0, Z0) in the Picard scheme are (Gt)t∈(0,1)-invariant, then Yt is
Gt-invariant for all t ∈ [0, 1] and the Z-process is (Gt)t∈(0,1)-invariant. These invariances can be
verified as follows:
(a) The Z-process: By Theorem 6.12 we know that all Zk, k ∈ N, are (Gt)t∈(0,1)-invariant. We
fix some t ∈ (0, 1) and get that the restrictions Zkl : (t, 1]×Ω×R→ R converge a.e. Replacing the
restrictions by (Zkl)Gt : (t, 1]× Ω× R→ R it follows that (Zkl)Gt : (t, 1]× Ω× R→ R converge to
28 F. BAUMGARTNER AND S. GEISS
Z : (t, 1]×Ω×R→ R a.e. Therefore we find a ZGt : (t, 1]×Ω×R→ R which is B((t, 1])⊗HGt⊗B(R)-
measurable which coincides a.e. with the restriction of Z.
(b) The Y -process: By Theorem 6.12 and our assumptions, Y kt is Gt-invariant for k ≥ 1 and
t ∈ (0, 1). As Y k1 = F a.s., this extends to t = 1. By the ca`dla`g property of the Y k the restrictions
Y kl : (t, 1]×Ω→ R are B((t, 1])⊗HGt-measurable. Therefore, by the arguments used in (a) we get
that there is a Y Gt : (t, 1]×Ω→ R which is B((t, 1])⊗HGt-measurable with E
∫
(t,1]
|Ys−Y Gts |ds = 0.
Consequently, Y and Z are (Gt)t∈(0,1)-invariant. Applying Theorem 6.12 to the BSDE (6.3) gives
that Yt is Gt-invariant for t ∈ (0, 1).
Remark 6.14. For N = 1 the above conditions (P1)-(P6) are fulfilled for example in [25, Lemma
2.4] (see also [11, Theorem 2.2 and pp. 34-35]) in the case of Lipschitz BSDEs. Moreover, in
[11, 12] (F, f) and (Y 0, Z0) have the suitable invariance properties with respect to G generated by
Mdyad(rl−1,rl], l = 1, . . . , L, for some fixed partition 0 = r0 < r1 < · · · < rL = 1. In particular, the
generator has the form
f(s, ω, y, z) := f0(s,Xs(ω), y, z)
where f0 : [0, 1] × R3 → R is Lipschitz in (x, y, z) uniformly in s and continuous in (s, x, y, z).
Therefore, (f0(s,Xs, y, z))s∈[0,1] is a ca`dla`g process and for all t ∈ (0, 1) and (y, z) ∈ R2 the
restricted generator f(·, ·, y, z) : (t, 1]× Ω→ R is B((t, 1])⊗HGt -measurable.
Appendix A. Invariant sets
We recall concepts related to classical ergodic theory (see [14, Chapter 10] or [22, Chapter V])
and adapt them to our setting. The proofs of Lemmas A.2 and A.6 are omitted (for convenience
they can be found in [3]) as the assertions are standard.
We assume a measurable space (S,Σ) and a group A of automorphisms of S, i.e. bijective bi-
measurable functions T : S → S.
Definition A.1. The invariant σ-algebra w.r.t. A is given by
I(A) := {B ∈ Σ : B = T−1(B) for all T ∈ A}.
Lemma A.2. For a function ξ : S → R the following assertions are equivalent:
(1) ξ is I(A)-measurable.
(2) ξ is Σ-measurable and constant on the orbits {Ts : T ∈ A}, s ∈ S.
(3) ξ is Σ-measurable and ξ ◦ T = ξ for all T ∈ A.
Let (S,Σ, γ) be a σ-finite measure space with γ(S) > 0, A be a group of automorphisms acting
on S, and
I(A) := I(A) ∨ N where N := {B ∈ Σ : γ(B) = 0}.
The equivalence class of ξ w.r.t. to the γ-a.e.-equivalence is denoted by [ξ].
Definition A.3. The measure γ is called quasi-invariant w.r.t. A, if γ(T−1B) = 0 for all B ∈ N
and T ∈ A.
Lemma A.4. Let (S,Σ, γ) be a σ-finite measure space with γ(S) > 0 and A be a group of auto-
morphisms acting on S. Then one has the following assertions:
(1) The operation [ξ] ◦ T := [ξ ◦ T ] is well-defined for all T ∈ A and Σ-measurable ξ : S → R if
and only if γ is quasi-invariant w.r.t. A.
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(2) Let γ be quasi-invariant w.r.t. A and A be countable. Then [ξ] ◦ T = [ξ] for all T ∈ A if
and only if ξ is I(A)-measurable.
Proof. (1) Assume that γ is quasi-invariant and that ξ : S → R is Σ-measurable. Then for ξ1, ξ2 ∈ [ξ]
it holds that γ(ξ1 6= ξ2) = 0 and the set
{s : ξ1(Ts) 6= ξ2(Ts)} = {T−1t : ξ1(t) 6= ξ2(t)}
has measure zero as well so that the operator [ξ] 7→ [ξ]◦T is well-defined. For the other implication
let B be of measure zero and ξ := 1B so that [ξ] = 0. By assumption, [ξ ◦ T ] = 0 and
0 = γ({s : 1B(Ts) 6= 0}) = γ(T−1(B)).
(2) If there exists an I(A)-measurable ξ0 ∈ [ξ] it is obvious that the equivalence class is invariant
by (1) and Lemma A.2. Conversely, let [ξ ◦ T ] = [ξ] for all T ∈ A. Define
S0 :=
{
s ∈ S : ξ ◦ T (s) = ξ(s) for all T ∈ A} = ⋂
T∈A
{s ∈ S : ξ ◦ T (s) = ξ(s)},
which is a set of co-measure zero because A is countable. It is standard to check that S0 ∈ I(A).
Setting ξ0(s) := ξ(s)1S0(s), we obtain from Lemma A.2 that ξ0 is I(A)-measurable and γ-a.e. equal
to ξ. 
Definition A.5. Let (S, I, γ) be a σ-finite measure space with γ(S) > 0. A set A ∈ I with
γ(A) > 0 is called quasi-atom provided that B ⊆ A with B ∈ I implies that
γ(B) = 0 or γ(A \B) = 0.
Lemma A.6. Let (S, I, γ) be a σ-finite measure space with γ(S) > 0 and A,A1, A2 be quasi-atoms.
(1) If B ∈ I and γ(A∆B) = 0, then B is a quasi-atom.
(2) If A1 ⊆ A2, then γ(A2 \A1) = 0.
(3) Either γ(A1 ∩ A2) = 0 or γ(A1∆A2) = 0.
(4) There exist countably many pairwise disjoint quasi-atoms (Ai)i∈I such that S \ (
⋃
i∈I Ai)
does not contain any quasi-atom. For any quasi-atom A there is an i ∈ I such that
γ(A∆Ai) = 0.
Lemma A.7. Let (S,Σ, γ) be a σ-finite measure space with γ(S) > 0 and A be a group of automor-
phisms of S such that (S, I(A), γ) is σ-finite. Assume that (Ai)i∈I ⊆ I(A) is a countable collection
of quasi-atoms like in Lemma A.6 (4). Then for a function ξ : S → R the following assertions are
equivalent:
(1) ξ is I(A)-measurable.
(2) There exists a Σ-measurable η which is constant on the orbits and the quasi-atoms (Ai)i∈I
and such that η = ξ γ-a.e.
Proof. (2) =⇒ (1) Using Lemma A.2 we get that η is I(A)-measurable, so that ξ is I(A)-measurable.
(1) =⇒ (2) First we find an ξ0 ∈ [ξ] that is I(A)-measurable. It can be easily seen that ξ0 can be
modified to an I(A)-measurable random variable η satisfying the claimed properties. 
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Appendix B. Some technical proofs
Lemma B.1. Let g ∈ Mdyad, F1, . . . , Fn ∈ L2(FX) and f : Rn → R be continuous such that
f(F1, . . . , Fn) ∈ L2(FX). Then Tgf(F1, . . . , Fn) = f(TgF1, . . . , TgFn) a.s.
Proof. As in the proof of Lemma 2.5 it is enough to prove that
TgψL(f(F1, . . . , Fn)) = ψL(f(TgF1, . . . , TgFn)) a.s.
so that we can assume that f ∈ Cb(Rn). By Lemma 2.1, we find HX ∋ Fi,k → Fi in L2(FX) as
k → ∞. By a diagonal argument, we find a sub-sequence (kl)∞l=1 such that, for l → ∞, Fi,kl → Fi
a.s. and TgFi,kl → TgFi a.s. for i = 1, . . . , n. Therefore, as l →∞,
f(F1,kl , . . . , Fn,kl)→ f(F1, . . . , Fn) and f(TgF1,kl , . . . , TgFn,kl)→ f(TgF1, . . . , TgFn)
a.s. and therefore, by the boundedness of f , we have convergence in L2(FX). We conclude by
Tgf(F1, . . . , Fn) = lim
l→∞
Tgf(F1,kl , . . . , Fn,kl)
= lim
l→∞
f(TgF1,kl , . . . , TgFn,kl) = f(TgF1, . . . , TgFn),
where the limits are taken in L2(FX). 
Proof of Lemma 2.6. From the Le´vy-Itoˆ decomposition [21, Theorem 19.2] we know that there is
a set Ω0 of measure one and a sequence (αN )
∞
N=2 ⊆ R, such that for all ω ∈ Ω0, r ∈ [0, 1], and
EN := (−N,− 1N ) ∪ ( 1N , N), one has
σBr(ω) = Xr(ω)− lim
N→∞
N≥2
[(∫
(0,r]×EN
xdN(s, x)
)
(ω)− αN r
]
.
Using the truncations ψL, L ∈ N, we get therefore
σBt = lim
L→∞
ψL
(
Xt − lim
N→∞
N≥2
[(∫
(0,t]×EN
xdN(s, x)
)
− αN t
])
a.s.,
σBg((0,t]) = lim
L→∞
ψL
(
Xg((0,t]) − lim
N→∞
N≥2
[(∫
g((0,t])×EN
xdN(s, x)
)
− αN t
])
a.s.,
where we assume that g is represented by some fixed permutation of dyadic intervals and Bg((0,t])
and Xg((0,t]) are obtained by finite differences over these intervals in the canonical way. Moreover,
the term αN t in the second equation appears due to the fact that g is measure preserving. Therefore,
it is sufficient to prove that
TgψL
(
Xt − lim
N→∞
N≥2
[(∫
(0,t]×EN
xdN(s, x)
)
− αN t
])
= ψL
(
Xg((0,t]) − lim
N→∞
N≥2
[(∫
g((0,t])×EN
xdN(s, x)
)
− αN t
])
a.s.
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Because of the almost sure convergence in N →∞ it is sufficient to verify that
TgψL
(
Xt −
∫
(0,t]×EN
xdN(s, x) + αN t
)
= ψL
(
Xg((0,t]) −
∫
g((0,t])×EN
xdN(s, x) + αN t
)
a.s.
for N ≥ 2, or
TgψL
(
ψK(Xt)−
∫
(0,t]×EN
xdN(s, x) + αN t
)
= ψL
(
ψK(Xg((0,t]))−
∫
g((0,t])×EN
xdN(s, x) + αN t
)
a.s.
for K,L ∈ N. As the integral terms belong to L2(FX), this follows from Lemmas 2.5 and B.1. 
Proof of Lemma 3.4. ABorel measurable function ϕ can be approximated by truncation by bounded
Borel measurable functions ϕL := ψL(ϕ), L ∈ N, and ϕL(F1, . . . , Fn) ∈ HG implies ϕ(F1, . . . , Fn) ∈
HG by monotone convergence and the completeness of HG (which is easy to check as the operators
Tg : L2(FX)→ L2(FX) are isometries). Assuming that ϕ is bounded, we approximate ϕ point-wise
by simple functions ϕk with ‖ϕk‖∞ ≤ ‖ϕ‖∞. It follows that ϕk(F1, . . . , Fn) → ϕ(F1, . . . , Fn) in
L2(FX) by dominated convergence. Therefore, it is sufficient to check the statement for ϕ = 1B
where B is a Borel set from Rn. Using the outer regularity of the law of (F1, . . . , Fn) we can verify
this in turn by using ϕ ∈ Cb(Rn). But this case follows from Lemma B.1. 
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