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Abstract
Aasen’s algorithm factorizes a symmetric indefinite matrix A as A = PTLTLTP ,
where P is a permutation matrix, L is unit lower triangular with its first column being
the first column of the identity matrix, and T is tridiagonal. In this note, we provide
a growth factor upper bound for Aasen’s algorithm which is much smaller than that
given by Higham. We also show that the upper bound we have given is not tight when
the matrix dimension is greater than or equal to 6.
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1 Introduction
Aasen’s algorithm [1] factorizes a symmetric indefinite matrix A ∈ Rn×n as
PAP T = LTLT ,
where L is unit lower triangular with first column e1 (the first column of the identity
matrix), T is symmetric tridiagonal, and P is a permutation matrix chosen such that
|lij| 6 1. As it is well known that we can effectively solve symmetric indefinite linear
systems Ax = b when A is a dense matrix, Aasen’s algorithm has already been incorporated
into LAPACK [2].
For Aasen’s algorithm, Higham gave a growth factor upper bound, which is 4n−2.
However, whether this bound is attainable for n > 4 is an open problem [3]. Cheng
[4] constructed an example to obtain the growth factor of 4 for n = 3, and reported
experiments using direct search method in which he obtained growth of 7.99 for n = 4
and 14.61 for n = 5.
In this note, we report that the growth factor upper bound for Aasen’s algorithm is
2n−1, which is much smaller than 4n−2 given by Higham. Moreover, we also show that
the upper bound 2n−1 we have obtained is not tight when n > 6.
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This paper is organized as follows. Section 2 presents the upper bounds on entries of
the tridiagonal matrix T in Aasen’s algorithm. Section 3 reports the growth factor bound
for Aasen’s algorithm. We draw some conclusions in Section 4. Without loss of generality,
we assume that maxi,j |aij | = 1 for the symmetric matrix A = (aij)
n
i, j=1 ∈ R
n×n and
A
def
= P AP T for convenience.
2 Upper bounds on entries of T
We first present a lemma which gives upper bounds on entries of the factor matrix T .
Lemma 2.1. Let A = (aij)
n
i, j=1 ∈ R
n×n be symmetric, maxi,j |aij| = 1 and suppose
Aasen’s algorithm produces
A
def
= P AP T = LT LT , (1)
where L = (lij)
n
i, j=1 is an unit lower triangular matrix with first column e1, |lij | 6 1 and
T = (tij)
n
i, j=1 is a symmetric tridiagonal matrix. Then the following inequalities hold:

|t11| 6 1, |t21| 6 1, |t22| 6 1, |li2 t21| 6 1, 3 6 i 6 n, (2a)
|li, j−1 tj−1, j + lij tjj + li, j+1 tj+1, j| 6 2
j−2, 2 6 j < i 6 n, (2b)
|ln, n−1 tn−1, n + tnn| 6 2
n−2, (2c)
|ti, i−1| 6 2
i−2, |tii| 6 2
i−1, 3 6 i 6 n. (2d)
Proof. We proceed by induction on n. If n = 3, the result is trivial (see the example in
Cheng [4]). Assume that it holds true for n = k. Consider n = k+1. By direct calculation
and 2 6 q 6 k,

ak+1, 1 = lk+1, 2 t21, (3a)
ak+1, q =
q∑
j=2
lqj (lk+1, j−1 tj−1, j + lk+1, j tjj + lk+1, j+1 tj+1, j), (3b)
ak+1, k+1 =
k∑
j=2
lk+1, j (lk+1, j−1 tj−1, j + lk+1, j tjj + lk+1, j+1 tj+1, j)
+ lk+1, k tk, k+1 + tk+1, k+1. (3c)
Since maxi,j |aij| = 1, then
|lk+1, 2 t21| 6 1.
By (3b) and |lgh| 6 1 (1 6 g, h 6 n), then
|lk+1, 2 t22 + lk+1, 3 t32| 6 1,
|lk+1, 2 t23 + lk+1, 3 t33 + lk+1, 4 t43| 6 2,
|lk+1, 3 t34 + lk+1, 4 t44 + lk+1, 5 t54| 6 2
2,
...
|lk+1, k−2 tk−2, k−1 + lk+1, k−1 tk−1, k−1 + lk+1, k tk, k−1| 6 2
k−3,
2
|lk+1, k−1 tk−1, k + lk+1, k tkk + lk+1, k+1 tk+1, k| 6 2
k−2.
Furthermore, from (3c)
|lk+1, k tk, k+1 + tk+1, k+1| 6
k∑
j=2
2j−2 + 1 = 2k−1. (4)
Rewrite (3b) as
ak+1, k =
k∑
j=2
lkj (lk+1, j−1 tj−1, j + lk+1, j tjj + lk+1, j+1 tj+1, j)
=
k−1∑
j=2
lk+1, j (lk, j−1 tj, j−1 + lkj tjj + lk, j+1 tj, j+1)
+ lk+1, k (lk, k−1 tk, k−1 + tkk) + tk+1, k.
Apply the induction hypothesis,
|tk+1, k| 6
k−1∑
j=2
2j−2 + 2k−2 + 1 = 2k−1,
by (4),
|tk+1, k+1| 6 2
k.
Therefore, when n = k + 1 the lemma still holds true. We thus prove the lemma.
3 Growth factor bound for Aasen’s algorithm
In this section, we present our main result. From Lemma 2.1 and if |tn,n| = 2
n−1,
without loss of generality, we assume that tn,n = 2
n−1, then by (3c) with k = n− 1,

lnj (ln, j−1 tj−1, j + lnj tjj + ln, j+1 tj+1, j) = −2
j−2, 2 6 j 6 n− 1,
ln, n−1 tn−1, n = −2
n−2,
tnn = 2
n−1.
(5)
By (5) and (2b) - (2d),
lnj = ±1, 2 6 j 6 n− 1. (6)
Substituting (5) and (6) into (3b) with k = n− 1, we obtain∣∣∣∣∣∣
q∑
j=2
lqj lnj 2
j−2
∣∣∣∣∣∣ 6 1, 2 6 q 6 n− 1,
thus
lqj lnj lnq = −1, 2 6 j < q 6 n− 1, (7)
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furthermore,
lqj lij liq = −1, 2 6 j < q < i 6 n− 1. (8)
Next we will derive an upper bound on tnn from (7) and (8).
At first, we rewrite (5) as

lnj (ln, j−1 tj−1, j + lnj tjj + ln, j+1 tj+1, j) = −2
j−2 + δj−2, 2 6 j 6 n− 1,
ln, n−1 tn−1, n = −2
n−2 + δn−2, (9)
tnn = 2
n−1 − δ,
where δ =
∑n−2
j=0 δj and 0 6 δj 6 2
j+1 (0 6 j 6 n− 2). Hence the upper bound on tnn is
equivalent to the following optimization problem

δ = min
n−2∑
j=0
δj
s. t. 0 6 δj 6 2
j+1, 0 6 j 6 n− 2.
(10)
In the following analysis, we will seek more constraints on δj . Substituting (7) and (9)
into (3b),
0 6 δq−2 −
q−1∑
j=2
δj−2 6 2, 3 6 q 6 n− 1. (11)
From (7) and (9),

− lj,j−1 tj−1,j + tjj − lj+1,j tj+1,j = −2
j−2 + δj−2, 2 6 j 6 n− 2,
− ln−1,n−2 tn−2,n−1 + tn−1,n−1 = 2
n−3 + δn−3 − δn−2,
ln, n−1 tn−1, n = −2
n−2 + δn−2,
tnn = 2
n−1 − δ.
(12)
For 2 6 q < i 6 n− 1, multiply liq on both sides of (3b) with k = i− 1, then from (8)
and (12),
liq aiq =
q∑
j=2
liq lqj (li, j−1 tj−1, j + lij tjj + li, j+1 tj+1, j)
=


q−1∑
j=2
(
2j−2 − δj−2
)
− 2q−2 + δq−2, q < i− 1
q−1∑
j=2
(
2j−2 − δj−2
)
− 2q−2 + δq−2 + 2 lq+1, q tq+1, q, q = i− 1
=


− 1 + δq−2 −
q−1∑
j=2
δj−2, 2 6 q < i− 1 6 n− 2,
− 1 + δq−2 −
q−1∑
j=2
δj−2 + 2 lq+1, q tq+1, q, 2 6 q = i− 1 6 n− 2.
(13)
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Since liq = ±1 and |aiq| 6 1, then
∣∣∣−1 + δq−2 −∑q−1j=2 δj−2∣∣∣ 6 1 produces the same
condition as (11). For the last equality of (13), we have
−
δq−2 −
∑q−3
j=0 δj
2
6 lq+1, q tq+1, q 6 1−
δq−2 −
∑q−3
j=0 δj
2
, 2 6 q 6 n− 2. (14)
By (8), (12) and k = i− 1, then (3c) satisfies
aii =


4 li, i−1 ti, i−1 + li+1, i ti+1, i −
i−2∑
j=0
(
2j − δj
)
, 3 6 i 6 n− 2,
4 li, i−1 ti, i−1 +
i−2∑
j=0
δj − δi−1 + 1, i = n− 1.
(15)
Since |aii| 6 1, then
2q−1 − 2−
q−2∑
j=0
δj 6 4 lq, q−1 tq, q−1 + lq+1, q tq+1, q 6 2
q−1 −
q−2∑
j=0
δj , 3 6 q 6 n− 2, (16)
and
−
1
2
+
δn−2 −
∑n−3
j=0 δj
4
6 ln−1, n−2 tn−1, n−2 6
δn−2 −
∑n−3
j=0 δj
4
. (17)
For 3 6 q 6 n− 2, from (14) and (16),
2q − 6− 3
∑q−3
j=0 δj − δq−2
8
6 lq, q−1 tq, q−1 6
2q − 3
∑q−3
j=0 δj − δq−2
8
. (18)
So (14) and (18) are established simultaneously for 3 6 q 6 n− 2 when
2q − 14 6 7
q−4∑
j=0
δj − δq−3 + δq−2 6 2
q, 3 6 q 6 n− 2. (19)
Let q = n− 2 in (14) and from (17),


−
δn−4 −
∑n−5
j=0 δj
2
6
δn−2 −
∑n−3
j=0 δj
4
,
−
1
2
+
δn−2 −
∑n−3
j=0 δj
4
6 1−
δn−4 −
∑n−5
j=0 δj
2
.
Hence,
−6 6 3
n−5∑
j=0
δj − δn−4 + δn−3 − δn−2 6 0. (20)
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Therefore plugging (11), (19) and (20) into the optimization problem (10),

δ = min
n−2∑
j=0
δj
s. t. 0 6 δj 6 2
j+1, 0 6 j 6 n− 2,
0 6 δq−2 −
q−3∑
j=0
δj 6 2, 3 6 q 6 n− 1,
2q − 14 6 7
q−4∑
j=0
δj − δq−3 + δq−2 6 2
q, 3 6 q 6 n− 2,
− 6 6 3
n−5∑
j=0
δj − δn−4 + δn−3 − δn−2 6 0, n > 4.
(21)
Since 2q − 14 > 0 (q > 4) and from (21), it is easy to obtain{
δ = 0, n 6 5,
δ > 0, n > 6.
(22)
Therefore, by (9), tnn < 2
n−1 when n > 6. A similar argument shows that tnn > −2
n−1
when n > 6. Hence, |tnn| < 2
n−1 when n > 6, this motivates the following Theorem.
Theorem 3.1. Let a symmetric indefinite matrix A = (aij) ∈ R
n×n, then the growth
factor bound for Aasen’s algorithm is 2n−1, but that is not tight when n > 6.
We construct examples with n = 4 and n = 5 such that the upper bounds are attain-
able.
A =


1 1 −1 1
1 δ
2
− 1 1 δ − 1
−1 1 1 −1
1 δ − 1 −1 1


=


1
0 1
0 −1 1
0 1 1 1




1 1
1 −1 + δ
2
δ
2
δ
2
2 + δ
2
−4
−4 8− 2δ




1 0 0 0
1 −1 1
1 1
1

 ,
and
A =


1 1 1 1 −1
1 δ
4
1− δ
2
δ − 1 1− δ
1 1− δ
2
1 1 2δ − 1
1 δ − 1 1 1 −1
−1 1− δ 2δ − 1 −1 1


=


1
0 1
0 1 1
0 1 −1 1
0 −1 1 1 1




1 1
1 δ
4
1
1− 3δ
4
−1 + 5δ
4
δ
δ 4− δ −8 + 4δ
−8 + 4δ 16− 12δ




1 0 0 0 0
1 1 1 −1
1 −1 1
1 1
1

 .
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When δ → 0+ in these two matrices A, the upper bounds are attainable. For the
following n = 6 example,
A =


1 1 1 1 1 −1
1 δ/2 − 3/4 −1/2 δ − 1 δ − 1 1− δ
1 −1/2 −1 −1 1 −1
1 δ − 1 −1 5δ − 3 1 2δ − 1
1 δ − 1 1 1 1 −1
−1 1− δ −1 2δ − 1 −1 1


=


1
0 1
0 1 1
0 1 −1 1
0 1 −1 −1 1
0 −1 1 1 1 1




1 1
1 −3
4
+ 1
2
δ 1
4
− 1
2
δ
1
4
− 1
2
δ −3
4
+ 1
2
δ −1
−1 −3 + 3δ δ
δ 8− 3δ −16 + 8δ
−16 + 8δ 32− 20δ




1
0 1
0 1 1
0 1 −1 1
0 1 −1 −1 1
0 −1 1 1 1 1


T
.
Since |aij | ≤ 1, then
2
5
≤ δ ≤ 4
5
and the growth factor is 24 < 25 when n = 6.
4 Conclusion
Variants of Aasen’s algorithm have been incorporated into LAPACK, as they can be
effectively applied to solve symmetric indefinite linear systems. We estimate the growth
factor upper bound for Aasen’s algorithm by direct computation and obtain the value
2n−1, which is much smaller than that given by Higham. We also prove that the bound
is not tight when the matrix size is greater than 6. Besides, some matrix examples are
constructed to verify our theoretical analysis with n = 4, 5, 6.
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