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PREFACE 
Many of the results of this thesis have been established during 
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Osborne. Chapter 3 has been submitted as a joint paper, Jennings and 
Osborne (1972 b), while §4.1 has appeared as the paper Jennings and 
Osborne (1972 a). When discussing these results in this thesis the 
text of these papers has been closely followed. 
Unless otherwise stated in the text, the work described is my 
own and the numerical results presented in support of my argument I 
believe to be original. 
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(iii) 
ABSTRACT 
This thesis examines the application of orthogonal transformations, 
namely Householder transformations (elementary Hermitians) and plane 
rotations, to the solution of certain problems which fall into the 
class of improperly posed problems. Because of the numerical 
difficulties associated with this class of problems, it is appropriate 
that orthogonal transformations, with their superior stability 
properties, should be used to solve them. A brief discussion of some 
of these problems is presented in the introduction. 
A summary of Householder transformations and plane rotations is 
presented in chapter 2, together with two orthogonal factorizations 
of matrices, the Q-U factorization (unitary triangularization) and 
the singular value decomposition. These are used extensively in the 
thesis. The concept of a generalized inverse solution to a matrix 
equation is discussed together with methods for realizing such a 
solution. In chapter 3 a direct error analysis for the solution of 
linear least squares problems using the Q-U factorization shows an 
interesting result. The error analysis for an underdetermined system 
is also included. 
A new method for the solution of separable elliptic partial 
differential equations on non rectangular regions is introduced in 
chapter 4 The solution of non-square eigen problems (in an appropriate 
sense), results from the consideration of finding the free oscillation 
modes of a fluid in an arbitrarily shaped container. Two new methods 
are presented for solving the non-square eigen problem. The 
techniques for solving Fredholm integral equations of the first kind 
are summarized in chapter 5, and formulated as improperly posed quadratic 
programming problems. Methods for improperly posed quadratic 
programming problems are discussed in chapter 6. 
are: 
1 
CHAPTER l 
INTRODUCTION 
Two areas of numerical analysis which are receiving attention 
Ci) the determination of parameters of certain physical 
phenomena, for which the mathematical models are improperly 
posed , usually because the phenomena are measured indirectly, 
and 
( ii ) the application of new techniques to solve both new and 
old problems in finite linear algebra such that either 
efficiency (storage, time) or accuracy is enhanced . 
Improperly posed problems in the sense of Hadamard (1902) can be 
characterized in the fol l owing way. Let X and Y denote normed 
linear spaces , A . an operator mapping X onto Y , and let N(A) 
denote the null space of A. The operator equation, 
A X - y ' X E X ' y E y ' 
is improperly posed if: 
(i) A does not define a 1: l mapping of X ont o Y. 
(ii) 
This implies that N(A) contains non zero elements and 
hence that the solution is not unique. 
- 1 
If A , the inverse operator of A, exists, then either 
(a) JJAIIJJA- 1 JJ is large, or, 
(b) II A -l II is unbounded. 
2 
. The numerica analyst's increased attent i on to improperly posed 
problems results not only because he now has available the tools which 
allow a measured attack on some of these problems, but also because 
such problems arise naturally . While physical phenomena appear to be 
essentially stable , unstable mathematical problems may arise when 
scientists measure phenomena indirectly. Examples from various 
sources include : 
(i) The calculation of atmospheric properties, such as 
temperature profiles and ozone distribution from ground based 
measurements (indirect sensing) (Twomey (1963) , (1965), (1966), 
Twomey and Howell (1963), Strand and Westwater (1968 a), (1968 b), 
Westwater and Strand (1968) , Strand (1971) , (1972), and Westwater 
(1972)). 
(ii) The calculation of atomic and subatomic properties, such 
as the energy spectrum of cosmic-ray muons , and the crystal lattice 
vibration spectrum , via indirect sensing (Aurela and Torsti (1967), 
(1968 a), (1968 b), Torsti (1971), (1972) , Torsti and Aurela 
(1972 a) and (1972 b)). 
(iii) The calculation of the surface temperature of a body from 
measurements of temperature at points in the body away from the 
surface (Tihonov and Glasko (1967)). 
(iv) The determination of earth models for density, bulk 
modulus and shear modulus from discrete gross ear h data (Backus 
and Gilbert (1967) and (1968)). 
(v) The ca culation of the size and shape of a body from 
measurements of its gravitational potential at a known distance from 
the body (Tihonov and Glasko (1964), Cabayan and Belford (1971) and 
Lavrentiev, chapter III, (1967)). 
All the above problems can be expressed as Fredholm integral 
equations of the first kind. These are discussed in chapter 5. 
(vi) The application of numerical analytic continuation to 
nuclear scattering (Cannon and Miller (1965), Miller (1970 a), 
(1970 b), and Lavrentiev, chapter II (1967)J. 
(vii) The solution of temperature his~ory problems and more 
generally evolution problems (Lattes and Lions (1969)). 
Problems of the type in (vii) as well as others which lead to a 
partial differential equation formulation can be solved using the 
method of quasi-reversibility (Lattes and Lions (1969) and Anderssin 
(1970)). Quasi-reversibility will not be considered in this thesis, 
however it should be noted that certain classes of improperly posed 
problems can be solved numerically using this technique. Numerical 
analytic continuation will also not be considered. 
3 
Most problems which are solved numerically have as their final 
formulation a problem in numerical linear algebra. It is the superior 
accuracy of the recent algorithms in linear algebra which is 
attractive to physical scientists working with improperly posed 
mathematical models. While it is likely that a trade-off occurs 
between efficiency and accuracy in general, it is noteworthy that 
some of the more accurate methods of linear algebra require little 
more time and storage than earlier methods. 
The first application of orthogonal transformations relevant to 
this thesis is the uni ary triangularization (Q-U factorization) of a 
matrix (Householder (1958)). Householder showed that a matrix A 
4 
could be factorized, stably, to the product of a unitary matrix Q 
and an upper triangular matrix u ' 
. i.e. , 
A = Q U , 
using elementary Hermitian matrices, or more commonly now,Householder 
transformations. The application of the Q-U factorization to linear 
least squares problems (Golub (1965), Buzinger and Golub (1965)), 
and the error analysis for this problem (Wilkinson (1965 b), Golub and 
Wilkinson (1966)) has altered the numerical approach to least squares, 
This is an example of a method which demonstrates be ter accuracy for 
little if any extra storage and time requirements. 
Following the discovery by Francis (1961) of the Q-R 
transformation, an efficient algorithm for calculating the singular 
value decomposition of a matrix was developed (Golub and Kahan 
(1965)). This algorithm allows the generalized inverse (Moore (1920), 
Penrose (1955), (1956)) of a matrix to be readily computed. An 
advantage of orthogonal factorizations of matrices is that 
orthonormal basis for the null spaces and range spaces associated 
with a matrix are easily distinguished. 
Bjorck (1967 a) discovered the robust stability properties of 
the modified Gram Schmidt method for unitary triangularization 
proposed by Householder. Thus two stable methods are available for 
calculating the Q-U factorization, with the Householder method 
(i.e., using Householder transformations) most commonly used. 
Iterative refinement of the least squares solution for these methods 
is discussed in Golub and Wilkinson (1966), Bjorck (1967 b), Bjorck 
and Golub (1967) and Bjorck (1968). A further refinement, row 
pivoting, is discussed in Powell and Reid (1968). 
I 
5 
A further contribution to the analysis of the fine structure of 
the Q-U factorization using Householder transformations, along with 
notes on column pivoting strategies is reported in chapter 3 
(Jennings and Osborne (1972 b). In addition an error analysis for 
the generalized inverse solution for a system of underdetermined 
equations of full rank is included in chapter 3 (Jennings and 
Osborne (1972 a), Jennings and Osborne (1972 b)). 
Both the Q-U factorization and the singular value decomposition 
have been applied to a number of areas, including, mathematical 
programming (including non linear least squares) (Golub and Saunders 
(1969) , Bartels, Golub and Saunders (1970), Osborne (1970), Jennings 
and Osborne (1970), Stoer (1971), Osborne (1972 a), (1972 b), Osborne and 
Saunders (1972), Golub and Pereyra (1972), Golub (1972)), statistics 
(including linear least squares) Rutishauser (1968), Golub and 
Reinsch (1969), Golub (1969), Hanson and Lawson (1969), Peters and 
Wilkinson (1970) and Golub and Styan (1971)) and eigenvalue problems 
(Golub (1971)). Applications to improperly posed problems are found 
in Varah (1971), Hanson (1971 a), (1971 b) and Rutishauser (1968). 
Plane rotations have applications in the updating procedures for 
mathematical programming (Saunders (1972), Osborne and Saunders 
(1972) and Osborne (1972)). Quadratic programming algorithms (with 
linear constraints) using Householder transformations and plane 
rotations are formulated in Stoer (1971), Golub (1972) and Jennings 
and Osborne (1972c). A special quadratic programming 
algorithm for ill-posed quadratic programs with linear constraints is 
developed in Jennings (1972). Quadratic programming with a 
quadratic constraint is considered in Golub (1971), and extensions to 
these methods for improperly posed problems are considered in chapter 
6. 
' 
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Special techniques for the solution of separable elliptic partial 
differential equations, (in particular Laplace's and Poisson's 
equations) have received intensive investigation . Because of the 
reduction in the storage now required by direct methods, they have 
superceded relaxation methods. The formalism and an algorithm can be 
found in Bickley and McNamee (1960). Other fast direct methods for 
the Poisson and related equations have been developed by Hockney 
(1965), (1970), Buneman (1969), Dorr (1970) and Buzbee, Golub and 
Nielson (1971) . These methods have been applied to non-rectangular 
regions by George (1970) and Buzbee, Dorr, George and Golub (1970). 
In Chapter 4 the application of the methods of Bickley and 
McNamee (1960 ) to non- rectangular regions is discussed for Poisson's 
equation (Jennings and Osborne (1972 a)). The method can be applied 
to any separable elliptic partial differential equation. Although 
the original problem is not improperly posed, the algorithm involves 
the solution of a system of underdetermined linear equations. It is 
shown that any solution of the underdetermined system solves the 
problem . It is possible to obtain error bounds for the solution of 
Laplace ' s equation in terms of the error of the approximation to the 
generalized inverse solution of the underdetermined system. 
The problem of finding the modes of free oscillation of a fluid 
in an arbitary shaped container can be solved using the methods of 
Bickley and McNamee (1960) . This problem reduces to a non-square eigen 
problem, which is solved using an analogue of a method of Osborne 
(1964) and Osborne and Michaelson (1964). As well an algorithm for 
minimizing the smallest singular value of a linear matrix function, 
A+ AB is formulated. 
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CHAPTER 2 
THE LINEAR ALGEBRA PROBLEM 
In this chapter those concepts and results of linear algebra 
which are relevent to the work reported in this thesis are discussed. 
Because of the importance of Householder transformations and plane 
rotations, these special orthogonal transformations are explained in 
detail, even though they can be found in elementary texts (see for 
example Wilkinson (1965 a)). In §2.2 two basic matrix factorizations 
are considered, namely the Q-U factorization (Householder (1958)), 
and the singular value decomposition (abbreviated SVD). In §2.3 the 
concept of a generalized inverse solution to a system of linear 
equations is discussed and methods given for the efficient 
calculation of such a solution. 
Notation 
Let 
X = (x ' X 2 ' ••• ' X ) T' X • E ( - 00 ' CX)) ' i = 1, 2 ' ... ' n} n i, 
denote the Euclidean space of dimension n , with inner product 
<x, y) = x1y1 + x2y2 + .•. xy , and norm JlxJJ = {(x, x>}~. 
n n -
Unless stated otherwise llxJI means the Euclidean vector norm. When 
the need arises to consider other norms it is clearly subscripted, 
e.g., JlxJl1 and 11~11 00 • Consider the linear mapping 
A 
where the mapping A is represented by the m x n real matrix A. 
The adjoint mapping A* (see Luenburger (1969)), is represented by 
the transpose of A, denoted throughout as AT. Denote the zero 
vector of Rn by 8 , the dimensionality of which is determined by 
-
compatibility requirements. As well the following conventions are 
used to denote elements or parts of vectors and matrices, and 
elements of sequences of vectors or matrices. 
x. the ith element of the vector x. 
1,, 
A.. the (i, j)th element of the matrix A. 
1,,J 
p. (A) 
1,, 
K • ( A) 
J 
the ith row of the matrix A. 
the jth column of the matrix A. 
e, represents the unit vector with a 1 in the ith 
-1,, 
position. 
e represents the vector T (1, 1, ••• , 1) . 
x(k) the kth element of a sequence of vectors {x(k)} . 
-
A(k) the kth element of a sequence of matrices {A(k)} . 
The following definitions and lemmas are required. 
detailed account may be found in Luenburger (1969). 
A more 
Definition 2.0.1. The null space of A, denoted N(A) , is 
defined 
N(A) = {?,: x E Rn and Ax=~} . 
Definition 2.0.2. The range of A, denoted R(A) is defined 
R(A) = {i I= Ax, for at least one x E Rn} . 
Similar definitions hold for N(AT) and R(AT) . 
8 
Definition 2.0.3. Let X be a subspace of Rn . i Then X 
9 
denotes the subspace of Rn orthogonal to X , called the orthogonal 
subspace of X. 
1 
X = {~ x E Rn and <x, y) = O , for all y Ex} . 
Definition 2.0.4. The rank of the matrix A is defined as the 
dimension of R(A) , abbreviated dim{R(A)} . 
Lemma 2.0.1. Let r be the rank of A. 
(i) N(A)l. = R(AT) . 
(ii) N(AT)~ = R(A) . 
(iii) dim{N(A)} = n - r. 
(iv) dim{N(AT)} = m - r. 
(v) dim{R(A)} = dim{R(AT)} = r 
. (vi) If R(A) = Rm the mapping A is onto and r = m. 
(vii) If N(A) = { 8} , the 
(viii) The inverse mapping 
mapping A is 1: 1 and r = n. 
exists iff m = n = r. 
-1 
A 
Two matrix norms are used frequently. They are: 
(i) The operator norm, denoted I/ All . 
(ii) The Euclidean norm, denoted II A I/ E 
10 
2.1 Orthogonal Transformations 
The importance of orthogonal transformations lies in the follow-
ing lemma and its corollary. 
Lemma 2.1.1. If Q is an orthogonal matrix then 
Proof. T T T //Q?5// = ?5 Q Q?5 = x x = //x// . Q.E.D. 
Corollary 2.1.1. If A is an m x n matrix, Q1 is an m x m 
orthogonal matrix and Q2 is an n x n orthogonal matrix then 
(i) I/Q1AI/ = I/Al/ , 
(ii) I/ AQ 2 I/ = I/ A I/ , 
(iii) I/Q1AI/E = I/A/IE , 
(iv) I/AQ21/E = I/A/IE 
Proof. 
(i) I/Q1AI/ = max I/ Q 1 Ax/I 
1/xl/=l 
-
(ii) I/AQ21/ = max I/AQ2xl/ 
11~1/=l 
= 
= 
This only holds because 
n 2 2 l (iii) I/Q1AI/E - I/Q1K,(A)I/ - j=l J 
m 2 l I/Pi(A)Q21/ 2 (iv) I/AQ21/E = 
i=l 
max I/Ax/I = I/Al/ 
' 1/xl/=l 
-
max I/AQ2xl/ = /IA II 
I/Q2~1/=l 
Q2 lS nonsingular. 
n 2 2 l = I/K.(A)/1 = I/A/IE . j=l J 
m 
l l/p .(A) /12 I/A/It • = = Q.E. D. 
i=l 1., 
Both plane rotations and Householder transformations are defined 
in terms of some required effect on a matrix or vector. Let a be a 
I 
' 
I 
-.------------------------------, 
11 
vector of say Rn and A be a matrix. 
(a) Plane Rotations 
Premultiplication of A by a plane rotation combines two rows 
of A in such a manner that one element, say the (i, j)th is set to 
zero . These transformations are designated P(p, q, (i, j)) , where 
(i, j) denotes the element of the transformed A set to zero, and 
p and q denote the rows combined. Necessarily either p or q 
will equal . 1.,, • P(p, q, (i, j)) has the form (for 
.... 
p q 
l 
. 
1 
p C . . . s 
l 
• . 
• 
. 
l . 
q -s ... C 
l 
-
where 
c 2 + s 2 = l. 
The ( i, j )th element of P (p, q, ( i, j)) A 
-s A . + C A. . ' PJ 1.,,J 
whereupon equating to zero gives 
C = 
s = 
A . 
PJ 
l{A 2 .+A~.} 
PJ 1.,,J 
A .. 1.,,J 
l{A2 .+A~.} 
PJ 1.,,J 
' 
. 
• 
l 
. 
lS 
.,,· ) q = V 
(2.1.l) 
(2.1.2) 
(2.1.3) 
• 
12 
(b) Householder Transforma·t ion (Elementary Hermitian) . 
The matrix associated with this transformation is an elementary 
matrix and being orthogonal must take the form 
H = I - 2w wT , 
where llwll = l . The vector w E Rn is defined in terms of a so 
...., 
that 
Ha= A e1 
'' 
where upon taking norms gives 
Y -- 2 (~T~) - 1 , hence To determine w , let __ _  
w = y(a-Ae 1 ) , 
. . giving 
(2.1.4) 
(2.1.5) 
. 
w. = y a. , i, . = 2, 3, ... , n 
i, i, 
(2.1.6) 
The sigp of A is chosen to reduce cancellation, 
sign(A) = -sign(a 1 ) • (2.·1.7) 
When H is applied to a column b so that 
C = H b ' 
13 
( a ,b) 
the component of a in b is projected into c 1 = II a JI , and the 
component of b orthogonal to ~ is projected into the remaining 
elements of c. 
2.2 Matrix Factorizations 
(a) The Q-U factorization 
Theorem 2.2.l (Householder (1958)). Let A be a m x n real 
matrix, m ~ n . A can be factorized so that, 
A = { ~-] ' (2.2.l) 
where R . lS n x n upper triangular and Q . lS m x m orthogonal. 
(Note that if Q is partitioned so that 
is m x n , then the factorization may be written A= Q1 R .) 
Proof. This proof shows the implementation of an algorithm for 
realizing the factorization using Householder transformations. 
Another method, the Modified Gram-Schmidt algorithm is analysed in 
Bjorck (1967 a). 
Let A(O) = A • Apply . . in succession, . 'i = 1, 2, ... , n, 
Householder transformations to so that 
where H(i) is determined by transforming all elements of 
K. (A ( i-1 )) below the diagonal into the diagonal element of 
'i 
, 
• 
.....,,_ _____________________________ , 
14 
. i.e. , 
0 ' j = i+l, .. . , m, 
= { m ( (i-l)]2}t I A • • • 
. . J"i J =-i 
Note that does not effect the first i - 1 columns or rows of 
A (i-1) . Hence 
= A(n) 
' 
where is upper triangular and using 
giving the required factorization, 
l·n = 
Q.E.D. 
(b) The Singular Value Decomposition (SVD) 
Theorem 2.2.2. Let i = . . minimum (m, n) • Every m x n real 
matrix A has a factorization of the form, 
A= VD UT 
' 
where V and U are m x m and n x n orthogonal matrices 
respectively, and D . is an m x n diagonal matrix, . i.e. , 
• 
-.-------------------------------, 
0 . "# 
. . 1, 2' t, J t, = 
' 
. . . ' 
D. = . 1.,J 
d. . . . 1, 2' t, = J t, = t, ' ... ' 
The values d. are ordered such that 
t, 
Proof. Orthogonal matrices 
such that 
. 1, 2, m J = n 
' 
. . . ' 
' 
i . 
and are constructed 
(2.2.3) 
This is done using a sequence of Householder transformations. 
15 
Premultiply A by a Householder matrix H(l) producing A(l) where 
Aif) is the only non zero element in K 1 (A(l)) . Then 
Postmultiply A(l) by a Householder matrix G(l) producing A( 2 ) 
where A(2) 1 1 is the only non zero element in This gives 
Repeating this procedure of alternately reducing to zero the off 
diagonal elements of K1 (A (k)) and P1(A(k)) , produces a sequence 
{IA~})!} which . . . As {IA~})!} is a bounded . . is increasing. increasing 
sequence it has a limit point, d1 say, where d1 < IIAIIE , and -
II 
lim A~k) = 0 
k-+oo -il 
. 
-i = 2, 3, ... , m, 
. 
J = 2, 3, •.. , n. 
16 
Writing 
k 
= lim n H(p) , 
k-+oo p=l 
k 
= lim n G (p) , and noting that 
k-+oo p=l 
V(l) and U(l) are orthogonal from the compactness of the set of 
T 
h . h . d f f V(l) A U(l) , i·s ort ogonal matrices, t e require orm or 
obtained. 
Householder transformations with = ..• = w. = 0 leave 
-i 
the first i - l rows and columns of a matrix unchanged, hence the 
-procedure above can be repeated on A. This gives 
V(l)T A u(l) ·-· u(Z) - -D = ( ) 
. diag d 1 , ••• , dz , 
- -
where D is diagonal. If D is multiplied by signed permutation 
matrices and (which are orthogonal) so that the 
are ordered and made positive, 
D ' 
then the required factorization is 
A convenient notation for the SVD is 
-d. 
-i 
Q.E.D. 
where (i) v = K.(V) 
1,; 
z 
A = l 
i=l 
(i) (i)T d.v u 
1,;-
and u ( i ) = K • ( U) • 
- 1,; 
' 
The values d. ' 1,; 
i = 1, 2, • • , , Z , are known as ·the singula~ values of A. Note 
17 
that the set {(a~, !(i)J}~=l formsthe set of the first Z eigenvalues 
and eigenvectors of T . AA and the set {(a~, ~(i)J}:=l forms the set 
of eigenvalues and eigenvectors of ATA e 
An efficient computational algorithm for finding the SVD is 
given in Golub and Kahan (1965). 
2.3 The Generalized Inverse Solution 
Consider the linear system 
A X (2.3.1) 
where and m y E R • In moi, applications a 'solution' to 
the above system is required. If either mt n or, if m = n , A 
is singular , one or both of the following arise. 
(i) A~· and ~ cannot be equated, it~. , If R(A) . In 
this case the equation is writt~ 
A x = y + r , 
-
and a solution to the system is the least squares solution, 
i. ea an x such that !IA x-y II = If r II is minimized. 
(ii) More than one solution to the least squares problem may 
exist. This corresponds to the case N(A) # {8} only. 
Any non zero element of N(A) may be added to the 
solution . A solution of particular interest is one 
containing no component of N(A) . 
If A is the mapping represented by the matrix A then the 
18 
J. 
restricted mapping A' : N(A) ~ R(A) is a l : l and onto mapping 
and hence an inverse mapping (A' )- 1 exists. The process of 
minimizing /IA x-yll can be considered as projecting y into 
-
l. 
y + r E R(A) , where r E R(A) . The choice of a solution with no 
component in N(A) implies the unique solution of the inverse mapping 
(A')- 1 applied to y + r is the solution discussed in (ii). The 
- -
solution of the linear system in the above sense is fundamental to 
the following definitions. 
Definition 2.3.1. Among all vectors x' E Rn which satisfy 
IIA ~'-ill= . min IIA ?5-yll ' 
xERn 
the generalized inverse solution ?5G is the vector with minimum 
norm. (From the discussion above ?5G is unique.) 
(a) The Generalized Inverse Operator 
Definition 2.3.2 . The generalized inverse operator of A, 
denoted A+ , is the operator which maps y into the corresponding 
-
generalized inverse solution ?5G as y varies over Rm, i.e., 
• 
19 
Note that A+ is the matrix representing the mapping (A' )- 1 and 
which maps R(A)~ into the zero vector of Rn. It is obvious that 
the following lemma is true. 
Lemma 2 . 3.1. 
L {= N(A) } , 
An alternative definition of A+ by Penrose (1955) will be useful 
in proving theorems. 
Definition 2.3,3. A+ is defined as the unique solution to the 
matrix relations (in unknown X) 
A X A = A 
X A X = X 
(2.3.1) 
(AX)T = AX 
(XA)T = XA . 
(b) Useful Representations for the Generalized Inverse Operator 
Lemma 2.3.2. The generalized inverse of the m x n diagonal 
matrix D 
0 
. 
b -:f: 
D .. = 
bJ 
d. . b --
b 
where 
the form D+ 
. 
J' 
J ' 
. . . 
. 
b = 1, 2, 
b = 1, 2 ' 
> d > 0 , 
r 
. 
m J - 1, 2' n ... ' 
' 
-
... ' 
' 
(2.3. 2 ) 
... ' z 
' 
... 0 ' r < Z , has 
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, 
. . . 
0 1,. # J 1,. = 1, 2, n J = 1, 2' m 
' 
... ' 
' 
. . . ' 
' 
+ 
• 1/d. . . . 1, 2' (2.3.3) D •• = 1,. = J 1,. = . . . ' r 1,.J 1,. ' ' 
0 
. . . 
r+l, i 1,. = J 1,. = . 
' ' 
... ' 
Proof. Direct substitution in (2.3.1) confirms the result. Q.E.D. 
Theorem 2.3.1. The generalized inverse of a matrix A with SVD 
A= VD UT 
' 
is given by 
(2.3.4·) 
or alternatively 
where (i) u = K. ( U) , 
1,. 
r 
I 
i=l 
(i) (i)T 
U V 
d. 
1,. 
(2.3.5) 
(i) 
v = K.(V) , and r is the rank of A. 
1,. 
Proof. This is readily verified using (2.3.1) and lemma 2.3.2. 
Q.E.D. 
Consequently the generalized inverse solution, ~G, becomes 
r 
~G = l 
i=l 
Theorem 2.3.2. 
( v(i) ) 
,y 
----u d. 
1,. 
(i) 
(i) The generalized inverse of a matrix A with Q-U 
(2.3.6) 
factorization 
• 
A = { ~-] , 
is given by, 
(ii) The generalized inverse of a matrix A with Q-U 
factorization 
. 
A= [L • O]Q, 
• 
is given by 
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(2.3.7) 
(2.3.8) 
Proof. Direct substitution in (2.3.1) confirms these results. 
Note that if R or L are nonsingular then -1 R 
Q.E.D. 
and 
This provides a computational method for calculating the 
generalized inverse solution. If A does not have full rank 
(r < Z) then the following representation allows an approximation to 
be made to A+. 
Theorem 2.3.3. Let f be a function such that f(t) >a> 0 
for all t > 0 , and f(t) bounded as t + O. Let B = f(ATA) and 
(i) A+= lim (ATA+£ 2 B)- 1AT, 
s+o 
• 
It 
(ii) A+= lim AT(AAT+s 2c)-l . 
s-+o 
Proof. 
(i) Suppose A has a SVD, A - VD UT then 
lim (a:+E: 2f(d:) rd. = 1/d. d. 
i, i, 1., i, ' i, s-+o 
= 0 d. 
' i, 
as f(d~) >a> 0 , for all d .. Hence 
i, i, 
lim (ATA+E 2 B)- 1 AT = U D+ VT 
s-+o 
(ii) Proved similarly. 
> 0 
= 0 
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' 
' 
Q.E.D. 
Useful computational methods when the rank is less than i are: 
Corollary 2.3.1. 
(i) Damped Least Squares Generalized Inverse, 
A+= lim (ATA+E 2 I)- 1 AT. 
s-+o 
(ii) Underdetermined Generalized Inverse. 
A+= lim AT(AAT+E: 2 I)- 1 • 
s-+o 
(2.3.9) 
(2.3.10) 
.. 
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(iii) Rutishauser's Doubly Relaxed Least Squares (Rutishauser 
(1968)). 
A+= lim { (ATA+c 2 I)+c 2 (ATA+s 2 I)- 1 }- 1AT. 
£+0 
(2.3.11) 
Efficient computational methods for (2.3.9) to (2.3.11) are based on 
the Q-U factorization and in particular are described iri Jennings 
and Osborne (1970), Jennings and Osborne (1972 a) and Rutishauser 
(1968). 
(c) The Best Approximation to a Matrix 
Consider the linear system, 
and the perturbed system 
A X 
A X + X 
-E: y + £ ' 
where £ is a perturbation in the right hand side. The perturbation 
in the generalized inverse solution due to £ is x , where 
-£ 
(r, (i) (i) V , U and d. 
~ 
r 
I 
i=l 
----u d. 
~ 
( i) 
are defined by the SVD of 
(2.3.12) 
A (2.3.3), 
(2.3.4).) Consequently, if £ has even a moderately small 
projection in a direction (i) v , corresponding to a small singular 
value di , the corresponding component in ~£ will be large. This 
type of behaviour typifies the phenomenon that the condition number 
of a matrix represents and measures. 
.. 
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In fact a convenient measure of the sensitivity of the 
generalized inverse solution to a pertur bation in the right hand side 
(or in the matrix A) is d1/d , which will be called the condition 
X, 
number of a matrix and denoted X(A) , 
X(A) = (2.3.13) 
This more general definition corresponds to the usual definition of 
the conditio'n number for a matrix of rank n , namely, 
A matrix is called well conditioned if X(A) is smaller than some 
number ~ and ill conditioned if x(A) is larger than ~. The 
choice of ~ will depend to a large extent on the computer in use 
(size of the rounding error) and the error in the data. (Usually y 
will contain data in some form, and sometimes A may be derived from 
data.) 
Although (2.3.13) represents an adequate theoretical definition 
for X(A) , few matrices which arise in numerical processes, or which 
are stored on a computer, have zero singular values. Instead, the 
computed or stored values of d. ' 1., i = 1, 2, .. . , Z , are expected 
to be non zero although some will be close to zero for an ill-
conditioned or singular system. Because it is the small singular 
values which cause ill-conditioning it is convenient to consider the 
following. 
Definition 2.3.4. If A has a SVD, 
• 
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A= VD UT, 
then AT is called the truncated estimate of A of rank s , 
(s s r) if 
(2.3.14) 
where DT is a diagonal matrix with 
D d. . 1, 2' = 1., = 8 T .. 1., . . . ' 
' 1., 1., (2.3.15) 
0 
. 
s+l, z = 1., = . . . . ' 
The truncated estimate of A (or some approximation to it) is 
used in practice. Its use is justified by the following definition 
and theorem. 
Definition 2.3.5 (Eckart and Young (1936)). Let S denote 
the set of all m x n matrices of rank s. With respect to a given 
matrix norm II 11 0 the matrix B is a best approxi mation to the 
m x n matrix A, of rank s , if 
IIA-BII a = min IIA-cll 0 • CES 
Theorem 2.3.4. The best approximation to A of rank s with 
respect to the Euclidean matrix norm is the truncated estimate of A 
of rank s • 
Proof. Let the SVD's of A and C be A= VD UT and 
C = V W D ZT UT , Then min IIA-C IIE is equivalent to minJID-WDZTIIE , 
CES 
subject to W being m x m orthogonal, Z , n x n orthogonal and 
D diagonal of rank s • 
-
Suppose D = di ag ( d 1 , d 2 , ••• , d ) 
n 
and 
... , d
8
, o, ... ' 0) . With no loss of generality 
assume m > n . 
-Consider D fixed for the moment, then 
- TII ( T T-T- ) IID-WDZ E = trace D D+W D DW - 2 f(W, Z) 
= 
n s 
n 
l 
i=l 
2 d. + 
i, 
s 
l 
i=l 
-2 
d. - 2 f(W, Z) , 
i, 
-
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where f (W' z) = I I 
i=l j=l 
d. d. w .. z .. 
i, J t,J "Z,,J If D is fixed the maximum 
of f(W, Z) occurs for W. . = Z . . , t,J t,J 
. J = 1, 2, ... , s, i.e., 
min IID-WDZTIIE = 
W,Z 
. 
min 
z 
. 
i. = 1, 2 , ... , n , 
D-[: I 
Now from a theorem by Hoffman and Wielandt (1953) the minimum of 
IID-TDTTII over all orthogonal matrices T when T . 
' 
occurs lS a 
-permutation matrix. Hence for any D the minimum occurs for a 
permutation matrix. Obviously then if z = I and d. = d. 
i, i, ' 
i = 1, 2, ... , s , the minimum is attained. Q.E.D. 
The matrix AT is in effect the matrix A with r - s smallest 
singular values replaced by zero, leaving the s largest singular 
values, i.e. , 
8 
I 
i=l 
(i) d. V 
i, -
(2.3.16) 
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The linear system 
(2.3.17) 
has a generalized inverse solution, called the truncated solution, 
~T = 
s 
I 
i=l 
( i) 
u (2.3.18) 
Note that the residual term for (2.3.17) has been increased from the 
value of the residual for the system Ax: y by the quantity, 
r 
I < y, 
i=s+l 
V
(i)>v(i) = r / (i)\ l di \ ~G' ~ I i=.s+l 
(i) 
V 
' 
where 
~G is the generalized inverse solution of Ax : y. 
- -
A trade-
off between more residual and better conditioning has occurred. The 
condition number of AT . lS 
In practice, s is chosen so that d > o , where o 
s 
is some number 
reflecting the error in the data (either A or y ), hence 
-
(d) Regularization of Systems of Linear Equations 
Suppose the linear system Ax: I is ill-conditioned or has 
less than full rank (r < Z) . One method of solution is to 
calculate 
~T as an approximation to ~G. This involves 
considerable computation and storage requirements in calculating the 
SVD of A. It is possible using regularization and the Q-U 
-
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algorithm to calculate an appr·oximation to the truncated solution. 
The process of regularizing for finite linear systems has the effect 
of decreasing the condition number of the final inversion. (Note 
that the condition number of the computed upper triangular matrix may 
be much greater than the condition number of A especially if A 
has less than full rank.) 
The most common regularization procedure is damped least squares. 
The functional ¢ (x) is minimized where, 
£ -
The solution is 
(2.3.20) 
To see that approximates 
~T suppose 
~T has no contributions 
from singular values less than o . In terms of the SVD of A, 
· z ( ( i) d. ( i) I y) 1,, X = V ' u 
-£ ' i=l - ) "" d2+£2 -
. 
1,, 
from which it is seen that if £ - v'26, ( 0 ~ t] , 
82+£2 
d. 
1,,. "v 1 
-d-~-+-£-2 "v di 
1,, 
for d. >> £ ' 
1,, 
for d. << £. 
1,, 
(2.3.21) 
The condition number for this procedure is approximately d1/£. 
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Other regularization procedures may be formulated by minimizing 
where B is a positive (semi) definite matrix. If B is chosen as 
E2 + £ 2 (ATA+E 2 I)-l the Rutishauser formula (2.3.11) results. This 
formula has the property of being more stable than damped least 
squares if E is allowed to approach zero (Rutishauser (1968)). 
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CHAPTER 3 
A DIRECT ERROR ANALYSIS 
3.1 INTRODUCTION 
Orthogonal factorization methods for solving an overdetermined 
system of linear equations, in the least squares sense are known to 
possess better stability properties than the method of inverting the 
normal equations, provided the residual is small (Golub and Wilkinson 
(1966), Bjorck (1967 a)). When the residual is large both methods 
are dependent on the square of the condition number (X(A)) of the 
matrix. This chapter gives a direct error analy~is. 
The overdetermined system is written, 
Ax= y + r , 
,-.,,; ~ ,v 
where n m and the real matrix A has full rank X ER ' y, r ER , m x n 
- -
m ~ 
n The solution which . • • II rll = { l r~} is I m1.n1.m1.zes 
- . 1 i. i.= 
X : 
Let 
where R is n x n upper triangular and Q is m x m orthogonal. 
It will be convenient to consider Q partitioned in the form 
where Qi is n x m and uniquely defined by A and the resulting 
upper triangular matrix (see for example Bjorck (1967 a)). The 
solution is given as 
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For convenience, Golub's method based on Householder transformations 
is analysed, but the details of the method are not explicit in the 
approach. Direct reference to the er'ror analysis for Householder 
-
transformations by Wilkinson (1965 b) is made. Let Q denote the 
-
calculated matrix representing Q, R the calculated upper 
triangular matrix and Q' the orthogonal matrix which would result 
if the Householder transformation at each stage of the computed 
factorization is calculated in exact arithmetic. The two results 
from Wilkinson (1965 b) used in this chapter are: 
1. < (n - 1) K1 IIAIIF eps (3.1.1) 
F 
2. IIO - Q'II < K2n eps , (3.1.2) 
where eps is the machine precision, II !IF represents the Frobenius 
Norm, and K1 K2 are constants. 
The direct method has the interesting advantage in that it 
permits the separation of errors occuring in the transformation and 
backsubstitution phases of solution. Hence it is shown that 
cancellation of potentially significant error terms occurs, one from 
the transformation and the other from the backsubstitution. 
Numerical experiments illustrate these results. The similar direct 
analysis for the calculation of the solution of minimum norm of an 
underdetermined system is surrnnarized.. It is convenient to assume 
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that A is scaled so that II AII = II RII = l (where 
. i.e. the largest singular value). Hence the 
condition number of A (X(A) defined as t he rat io of the largest 
to smallest singular value of A) is equal to -1 II R . II • 
3.2 THE DIRECT ANALYSIS 
The algorithms and the calculated quantities 
It is convenient to distinguish three distinct steps in the 
algorithm, even though they may not correspond exactly to the details 
of the computation. 
-(i) The calculation of the factors R and Q, where 
R = R + oR and Q = Q + oQ . In general both II oRII 
and lloQII will be proportional to x(A) . 
(ii) The multiplication Q1y which produces an error ~1 , 
of the order of the machine precision eps . 
(iii) The backsubstitution R- 1 (Q 1y + .e) which produces an 
-
error ~2 proportional to X(R)lly + r ll eps. 
Define 
A --1 -
x = R ( Q 1y + e 1) , 
-
and the computed solution 
A 
X = X + e2 
-
Using --1 --1 -1 R = (I - R OR)R and substituting for --1 R and 
(3.2.1), the basic equation of the error analysis is obtained, 
(3.2.l) 
(3.2.2) 
in 
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A. 
X - X (3.2.3) 
The term oRx comes from the backsubstitution, while oQ 1y comes 
~ 
from the transformation of the right hand side. Assume also that 
IIR- 1 8RII < •1 (say), so that X(R) ~ X(R) • 
A class of least square problems 
It is possible to relate A. X to the exact solution of a class of 
least squares problems. Let Q* be an orthogonal matrix. Define 
and f .,. .. by Q·'·f·'· .. \ 0, Then, 
and thus A. X solves the least squares problem 
(A+ oA*)x = l + ol* + r~·~ 
' 
(3.2.4) 
where 
There are two particular choices of Q* of interest. 
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< i) o~·: = o 
oA = QT [· ~-1 - A 
(3.2.5) 
oi = oooi + f . 
(ii) Q.,. - Q, 
.... - ' where Q' is the orthogonal matrix which would 
result if the Householder tr•ansformation at each stage 
of the computed factorization is calculated using exact 
-
arithmetic. This matrix will be close to Q (Wilkinson 
(1965 b)). Set 
0.A I 
and (3.2.6) 
T 
= o' oQ'y + f 
To estimate l!oQ~':11 let 
then using (3.2.4), 
giving, 
(3.2.7) 
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Hence any estimate for !loQ,':11 must be expected to involve X(A) 
unless 8A - 8A•': is small, which is t he case for ll oQ' II • Note that 
this implies a X(A) dependent estimate for ll oi•': 11 and, i n 
particular' lloi ll . 
Estimation of II~ - ~ll 
In the basic equation of the error analysis (3.2.3) the key term 
lS 
--1 
R (8Q1y - oRx) , 
-
where-upon expanding, 
From (3.2.6), 
Hence, 
(3.2.9) 
Wilkinson (1965 b) has shown that the terms in braces are independent 
of X(A) , ((3.1.1), (3.1.2)). 
Thus, combining (3.2.9), (3.2.2), (3.2.3) and (3.2.7), a bound 
for II~ XII lS' 
-
where €1 and €2 are of the order of the machine precision, in 
agreement with Golub and Wilkinson (1966 ). The signifiaan,t feature 
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is the canceZZation of the potential x(A) dependent terms, cSR and 
. i.n (3.2.8) • Note that they are generated in different 
phases of the computation. Presumably cancellation should be 
minimized and it is significant that the numerical evidence shows 
that this is possible if column pivoting is used . 
3. 3 EXAMPLE 
In order to demonstrate the effect of different pivoting 
strategies on the estimates for lloRII, llcSQ1 II and llcSQ1YII , the 
problem 
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minimize I 
i=l 
where x. = (i-1)/29 , i = 1, 2, ... , 30 , and P is a polynomial of 
1,. 
degree m, m = 1, 2, ... , 12 , was solved in single and double 
precision on an IBM 360/50. In carrying out the orthogonal 
factorization ( using Householde.r transformations) four strategies 
were used to select the pivotal columns. These are denoted PA' 
P , N and R . y 
PA At the i'th stage, 
30 2 for which I Ajk 
J=1.,, 
the 
. 
lS 
pivotal column . that column k lS 
a maximum, k . i+l, = 1,. ' ••• ' m • 
P At the i'th stage, the pivot al column is that column k y 
for which is a maximum, 
k = i , i+ l , ... , m . 
N No pivotal search, col11mn arr1anged in the natural order 
corr•esponding to 1 x 2 
- ' X' ' . . . ' 
m 
X 
R No pivotal search, column arranged in reverse order to the 
previous case. 
For the purposes of comparison, the double precision factors 
were treated as 'exact', and the single precision factors as 
calculated. In strategies and P y the single precision 
pivoting was forced to follow the Jouble precision pivoting where 
they did differ (for degrees 11 and 12 only). It was noted that 
the pivoting order was independent of the initial ordering of the 
columns. 
The quantities llcSRII, //cSQ1II and JJoQ1yJI were calculated in 
"' 
double precision and are tabulated in tables 3.1, 3.2, and 3.3 
respectively. The value of x(A) for each degree is also given. 
The values of II OQ 1AII were also calculated but are not tabulated 
here as they follow the table of values of II oRII closely. 
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II cSRII 
degree X(A) 
PA p N R y 
l 4.3 D 0 0.9 D-5 0.5 D-5 0.9 D-5 5.3 D-6 
2 2.2 D l 1 .1 D-5 0.8 D-5 1.1 D-5 1.9 D-5 
3 1.1 D 2 1.1 D-5 0.9 D-5 1.2 D-5 3.3 D-5 
4 6.2 D 2 1.2 D-5 1.0 D-5 1.2 D-5 5.9 D-5 
5 3.4 D 3 1.2 D-5 1.0 D-5 1.3 D-5 2.7 D-4 
6 1.9 D 4 1.2 D-5 1.0 D-5 1.3 D-5 1.2 D-3 
7 1.1 D 5 1.2 D-5 1.0 D-5 l.'3 D-5 2.8 D-3 
8 6.1 D 5 1.2 D-5 1.1 D-5 1.3 D-5 3.9 D-2 
9 3.5 D 6 1.2 D-5 1.1 D-5 1.4 D-5 2.4 D-1 
10 2.1 D 7 1.2 D-5 1.3 D-5 1.5 D-5 3.4 D 0 
11 8.0 D 7 1.2 D-5 1.6 D-5 2.2 D-5 1.2 D 0 
12 1.9 D 8 1.2 D-5 2.1 D-5 5 . 5 D-5 1.7 D 0 
I 
TABLE 3.1 
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!10011! 
degree 
PA p N R y 
1 4.4 D-6 1.7 D-6 4.4 D-6 1.7 D-6 
2 6.3 D-6 9.8 D-6 6.7 D-6 6.2 D-5 
3 6.5 D-6 3.2 D-5 8.1 D-6 2.1 D-5 
4 3.3 D-5 1.2 D-4 2.8 D-5 7.2 D-4 
5 2.0 D-4 4.7 D-4 1.6 D-4 2.7 D-4 
6 6.7 D-4 1.6 D-3 8.4 D-4 1.1 D-3 
7 3.2 D-3 5.6 D-3 4.1 D-3 2.7 D-3 
8 1.5 D-2 2 . 5 D-2 1.5 D-2- 3.5 D-2 
9 1.1 D-1 1.3 D-1 7.2 D-2 2.3 D-1 
10 2.3 D-1 6.6 D-1 3.3 D-1 2.0 D 0 
11 5.2 D-1 1.6 D 0 1.8 D 0 2.0 D 0 
12 1.2 D 0 1 . 8 D 0 1.8 D 0 1.9 D 0 
TABLE 3.2 
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llcSQ 1ylJ 
-
degree 
PA p N R y 
1 0.9 D-5 0.1 D-5 0.9 D-5 1.2 D-6 
2 0.9 D-5 0.3 D-5 0.9 D-5 9.1 D-6 
3 0.9 D-5 0.5 D-5 0.9 D-5 3.1 D-5 
4 1.0 D-5 0.6 D-5 1.0 D-5 5.8 D-5 
5 1.0 D-5 0.7 D-5 1.0 D-5 2.5 D-4 
6 1.1 D-5 0.8 D-5 1.0 D-5 1.2 D-3 
7 1.2 D-5 0.8 D-5 1.1 D-5 2.8 D-3 
8 1 . 2 D-5 0.9 D-5 1.1 D-5 3.9 D-2 
9 1.2 D-5 0.9 D-5 1.1 D-5 2.4 D-1 
10 1.3 D-5 0.9 D-5 1.1 D-5 3.4 D-0 
11 1.3 D-5 0.9 D-5 1.1 D-5 1.2 D 0 
12 1.3 D-5 0.9 D-5 1.1 D-5 3.8 D 0 
TABLE 3.3 
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Table 3.1 shows how l!cSRI! can vary with the pivotal strategy 
used, and it is interesting to note that the normal ordering actually 
produced a value of l!oRII close to that given by the strategies PA 
and P y In fact the ordering proquced by strategy PA 
different from the normal ordering, while the ordering of 
. is very 
p 
y 
. 
lS 
close to the normal ordering. The ordering for the eighth degree fit 
is shown using the normal ordering as a reference. 
strategy column order 
N 1 2 3 4 5 6 7 8 9 
PA 1 3 9 2 5 7 4 8 6 
p 2 1 4 3 6 5 7 8 9 y 
TABLE 3.4 
The pivotal strategy PA uses the most significant column at each 
stage , i.e. that column least likely to have a large relative error, 
while strategy p y chooses that column (normalized) which best 
represents the right hand side (minimizes the residual at each 
stage). Such a procedure is appropriate in stepwise regression. 
Note that at the i'th stage of the factorization the i'th element 
of the right hand side is set to 
r3o ] (30 
1
~ l l A .. y. I l A~· • • • J1.,, J • • J1.,, J=1.,, J=1.,, In both 
pivotal strategies the effect is that Householder transformations 
which may make large contributions to cSQ 1 are only allowed to 
affect small elements. These small elements are, the remainder of 
the columns yet to be transformed, in strategy PA, and, the 
remainder of the right hand side (the residual at each stage) i n 
p 
y Thus strategy 
p 
y can be expected to make small in 
cases where the right hand side is well predicted by the first few 
columns of A (see Table 3.3). Note that strategy Py involves 
more computation than PA , and it is not clear that it would be a 
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good strategy if the residual is large and the matrix ill conditioned. 
Under these circumstances there is the possibility that a matrix 
column dominated by rounding error could well predict the current 
residual and be chosen as the pivotal column . Table 3.2 indicates 
that JJ0Q1JJ depends on X(A) as predicted by equation (3.2.7), 
independent of the pivotal strategy. 
3.4 THE UNDERDETERMINED CASE 
A summary of the direct error analysis of the orthogonal 
factorization method for finding the minimum norm solution of an 
underdetermined system is given. The system 
Ax = y , 
where m < n and A has full rank, has a unique 
solution of minimum norm, 
Factorizing AT so that 
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where R is m x m upper triangular and QT is n x n orthogonal, 
gives 
X = 
(Q 1 consists of the first m rows of Q .) 
Using a direct error analysis approach similar to that used in 
§3 . 2 the calculated solution may be written, 
Expanding , 
(-T X = Ql Ql, T){R--T¥. } Q'T{R--T } ·- + ~2 + l f + ~2 + ~l 
where 
oA' 
Also 
hence 
+ Q'T + + oQ'ToQ'x 1 ~2 e1 1 1-. (3.4.1) 
are independent of X(A) (Wilkinson 
(1965 b), the following estimates can be made~ 
-
--
i 
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where E: • ' 1., 
. 2 
1., = 1, ' ••• ' 6 are of the order of the machine 
precision. This gives 
(3.4.2) 
Note that the only term proportional to x2 (A) has a coefficient of 
second order of machine precision, eps . Thus for all problems for 
which eps x(A) is less than •l (say), the error in x is bounded 
by an expression of the form, 
llx - xii < E:s llxll X(A) • 
-
CHAPTER 4 
SEPARABLE ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS ON 
NON-RECTANGULAR REGIONS 
45 
An application of the generalized inverse of a matrix to the 
direct solution of the finite difference approximation for separable 
elliptic partial differential equations on non-rectangular regions is 
described. The formalism and an algorithm for solving separable 
elliptic partial differential equations on a rectangle are due to Bickley 
and McNamee (1960). For non-rectangular regions the problem can be 
reduced to finding a solution to an underdetermined system of 
equations. In Osborne (1965) an attempt is made to evaluate an 
algorithm for non-rectangular regions, and difficulties are encount-
ered in the method used for solving the underdetermined system of 
equations. In §4.1 a stable method for estimating the generalized 
inverse solution is used to solve the underdetermined system 
approximately. It gives, as a by-product, an error bound for the 
solution of Laplace's equation, for which numerical results are given. 
The problem of finding the frequencies of the free oscillations 
(sloshing modes) of a fluid in an arbitrarily shaped container is 
considered in Troesch (1960) and Ehrlick, Riley, Strang and Troesch 
(1961). These papers discuss inverse methods and Rayleigh-Ritz 
methods (using successive overrelaxation). It is possible, using the 
direct methods of Bickley and McNamee (1960), to solve the problem 
directly. However this method usually leads to finding the solution 
of a non-square matrix eigenvalue problem. Methods for the solution 
of non-square matrix eigenvalue problems are considered in §4.2. 
Because the work on the sloshing modes is not completed it is not 
included . 
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4.1. Sol~tion of Poisson's Equation on a Non-rectangular Region. 
A Generalized Inverse for Underdetermined Systems 
Consider the matrix system 
A X y ' (4.1.l) 
-
where A is an m x n real matrix, n > m, and let r denote the 
residual vector Ax - y. The generalized inverse solution of 
( 4. l . l) is 
X = lim AT(AAT+s 2 I)-1 y, (4.1.2) 
-s-+o 
and if A has full rank m, then r = 8 and, 
In order to calculate an approximation to the generalized inverse 
solution and to gain an estimate of the magnitude of the residual, 
consider the system 
0 [A O sI] y . (4.1.3) 
The generalized inverse solution of (4.1.3) is 
Expanding (4.1.3) and identifying with Ax - y = r it is seen that 
-
is the residual A X - Y. 
-S ·-
Hence is a measure of 
consistency for X 
~s 
Lemma 4.1.l. A bound for the norm of the minimum residual 
JJA~-yll , where x is the generalized inverse solution is s 11:s II . 
Proof. Trivially, II A~-y II is the minimum residual, therefore 
for any other solution, in particular ~s , the residual must be 
larger than IIAx-yll . Q.E.D. 
The solution of (4.1.3) is readily calculated using the Q-U 
factorization. If 
AT RT 
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Qs • • • • = .. ~. 
' 
(4.1.4) 
SI 0 
where R! is upper triangular, and Qs 
orthogonal matrix, then 
. is an 
-1 
R y s ~ 
0 
(m+n) x (m+n) 
It has been shown in chapter 2 that this method has a sensitivity to 
perturbation proportional to x([A : sIJ) . It is possible to 
calculate and R more efficiently in (4.1.4) if several values 
s 
of s are used, by factorizing AT to , (see for example 
0 
Jennings and Osborne (1970)). 
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The Formalism of Bickley and McNamee 
While the methods of Bickley and McNamee (1960) are applicable 
to any separable elliptic partial differential equation on a rectangle 
the method will be discussed with respect to Poisson's equation, 
V2 qi(x , y) - F(x, y) , (4.1.5) 
defined on the rectangle OS x S 1 , 0 Sy SL. Assume the value 
of ¢ is given on the boundary of the rectangle. The grid, 
h = 1/(m+l) , k = L/(n+l) , X, = ih , 
i, 
. 
i, = o , 1 , • • • , m+ 1 , 
y . = jk , J = o, 1, ... , n+l is introduced, qi,. denotes 
J '1.,J 
¢(x.,y.) 
i, J and F .. '1.,J denotes 
r(x.,y.}, 
i, J 
. 
i, = o, 1, 
. . . ' m+l, 
j = O, 1 , ... , n+l. The finite difference approximation to (4.1.5) 
(in vector form) at the grid point (i, j) 
qi. 1 . 
i,- ,J 
-2 h [l, -2, l] qi, . 
i, , J 
-2 C + k qi, . l' qi, ., 
-i,J- i,,J 
. 
lS 
1 
qi. . J -2 
i,,J+l 
1 
= F . . ' 
'1.,J 
. . ( ) i, = 1 , 2, ... , m, J = 1, 2, ... , n. 4.1.6 
f . . ~(l), ~(2)' ~(3)' ~(4) . h De ining the vectors ~ ~ ~ ~ wit elements 
~ ~ 
cp~2) = 
i, 
i = 1, 2 , ... , m , and 
cp\4 ) = h- 2 qi(1, y.}, J = 1, 2, ... , n, 
J J 
(4.1.6) is written in matrix form, 
A qi + qi B = F - G . (4.1.7) 
The matrices ¢ = (¢ .. ) , 
'1.,J 
F = (r .. ) 
'1.,J 
are defined for i = 1, 2, ... , m, 
and J = 1, 2, ... , n , while the matrix G has a border of vectors, 
u 
A is the m x m tridiagonal matrix 
-2 
A .. = -2h 
1,, 1,, 
A •. 
1,,J 
-2 
= h ' 
' 
. 
i, = 1, 2, ... , m 
1 ' 
. 
1,, = 1, 2, ... , m, 
and B is the similar n x n tridiagonal matrix. 
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Bickley and McNamee (1960) give three methods for solving (4.1.7). 
Buneman (1969) has given very efficient methods for the particular 
case of Laplace's equation. However with the point of view of 
solving more general separable equations in mind, the notation of 
Osborne (1965) is followed and the semi-rational method of Bickley 
and McNamee (1960) used. Let the eigen-decomposition of B be 
-1 TAT , where A = di ag ( >. 1 , >. 2 , ••• , >. ) • n From 
A <P + <P B = F , 
the equation 
-A ¢ + ¢ A - F , 
is obtained, where ¢ - <PT and F =FT . Hence 
(A+>-.I)K.(¢) = K.(F) , i, = 1, 2 , . •. , n . 
1,, 1,, 1,, 
(4.1.8) 
After calculating successive columns of ¢ from (4.1 . 8) a matrix 
multiplication gives <P. The case of A not diagonal can also be 
treated (see Osborne (1965)). Similar equations are obtained if A 
is decomposed to its eigen expansion. 
-
11 
1, 
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To extend the algorithm to non-rectangular regions it is 
necessary to study the effect of changes in the right hand side of 
(4 . 1 .7 ). Consider the influence of a single column of the right hand 
side on the solution . The change in the solution satisfies 
T 
= a e 
-r-r ' 
where a is the change in the rth column of the right hand side. 
-r 
This change is 
(a) B = T A T- 1 
K .(ct>) tt -1 Trl(A+Alr)-1hr = T'lj J 
= Q~ a (say). J -r 
(b) If A has an eigen decompos ition 
-1 
A = S r2 S 
••• ' w ) ' n 
K .(ct>) 
J 
r 
= Q.a J-r 
(4.1.9) 
' 
(4.1.10) 
The influence due to a change in a row is found by transposing the 
equation 
A<l>+ct>B T = e a 
-r -r' 
and applying (4.1.9) and (4.1.10) to obtain the changes. 
-
' 
I 
J 
(c) -1 B = T A T 
(d) A= s n s- 1 
= a T P1: ( say) . 
-r i, 
T{ m p.(qi) = a l Sil 1,, 
-r Z=l 
T P1: = a 
-r 1,, 
-1 
Szr (B+wzr) - 1 } 
The matrices r Pr. Q • ' are known as influence matrices. J 1,, 
Application to Non-Rectangular Boundaries 
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(4.1.11) 
(4.1.12) 
Suppose the value of qi is given on some closed contour. The 
• 
contour is embedded in a rectangle so that p points of the contour 
coincide with points of a grid imposed on the rectangle. Let these 
p points be ordered in some way (ak' Tk) , k = 1, 2, . . . , p , and 
form the vector ¢( 5) which has k'th element Using the 
principle of superposition, let the solution of (4.1.7) be equal to 
m(l) m(2) h m(l) 
'*' + '*' , w ere '*' is the solution of 
A qi + qi B = F , (4.1.13) 
i.e., the solution of the problem on the rectangle with zero boundary 
conditions, and w( 2 ) is the solution of Laplace's equation on the 
rectangle with boundary conditions ¢Ci) , i ·= 1, 2, 3, 4. Hence 
-
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¢C 2 ) is the solution of 
C4.l.14) 
The solution of C4.l.13) may involve F being defined over the whole 
rectangle if it is only given within the closed contour, however a 
simple continuous extension into the rectangle will suffice. 
In order to solve C4.l.14),values of ¢Ci) , . 1., = 1, 2, 3, 4 , 
are needed. C2) From a knowledge of ' ¢ at the points 
k = 1 , 2 , ... , p suitable values for ¢Ci) can be computed. 
Applying C4.l.9)-C4.l.12) to C4.l.14), produces the following p 
. . . 2C ) k ~Ci) , . 2 equations in possibly m+n un nowns ~ 1., = 1, , 3, 4. 
-KT (p 1 l ~ C 3) _ KT (pm l ~ C 4) ' ~ ~ k - 1, 2, ... , p • 
Tk Ok - Tk Ok -
C4.l.15) 
This system is usually underdetermined, and solved using the method 
outlined earlier. Note that the exact values of ¢Ci) , 
i = 1 , 2, 3 , 4 , are not found. Instead values are found which reproduce 
the right hand side { ¢C
2 ) }p to within an error bounded by 
Ok,Tk k=l 
c II r II From lemma 4 .1.1 and using the maximum principle for ¢ C 2 ) 
C oo 
C¢C 2 ) being the solution of Laplace's equation), the error in ¢C 2 ) 
at all interior grid points must be less than c /I r c /1 00 • 
-
1 
I 
A similar analysis yields matrix equations in the unknown 
boundary points of a rectangle if conditions involving values of ¢ 
and derivatives of ¢ are known on some contour. The relation 
(4.1.15) may be applied to the finite difference equivalent of the 
contour boundary conditions. 
Examples 
The method was tested on the two problems below, where ¢Cl) 
and ¢( 3 ) were known. The first one corresponds to the one that 
caused difficulty in Osborne (1965). 
Problem 1. 
' 
v72¢(x, y) = 0 X :::_ 0 V > 0 
' 
.; 
' ¢(x, 0) = X ¢(0, y) - y I. 
' 
-
X + y < l ¢(x, y) 1 1 • = X + y 
' 
-
Solution ¢(x, y) = x + y. 
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As ¢ is known on two sides of the square this problem produces 
n equations in 2n unknowns. A summary of the maximum error in and 
on the triangle as n and s vary is given. The parameter s is a 
measure of the closeness of the solution to the generalized inverse 
solution. 
Problem 2 
v72¢(x, y) = 0 0 < X < l 
' ¢(x, 0) = X ¢(0, y) = y~ 
' 
8¢ 
~' 
0 < y < l 1 . an - X + y = ' 
The normal derivative condition was replaced by 
-
<P • • i.+ 1 ,J <P. 1 . + <P •• 1 1.,- ,J 1., ,J + 
<P •• 1 = 4/(n-l) , 1., ,J -
at the grid point (i, j) . In this case the formula is exact as 
the solution <P(x, y) = x + y is linear. 
-
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Table 4.1 Summary of the maximum error in and on the boundary of 
the triangle. 
Problem 1 Problem 2 
Diagonal Interior Diagonal Interior 
n s 
error error error error 
10 l.OE-3 . 1. 2 E-4 6.7 E-5 3.2 E-5 2.4 E-5 
l.OE-4 1.2 E-6 7.0 E-7 3.2 E-7 2.4 E-7 
l.OE-6 1.3 E-10 6 .0 E-10 . ,. 3.2 E-11 7.5 E-11 ., . .. .. 
l.OE-10 1.0 E-15 6.1 E-10 . ,. 2.6 E-11 5.7 E-11 ., . .. .. 
20 l.OE-3 3.3 E-4 2.2 E-4 2.4 E-4 1.7 E-4 
l.OE-4 2.2 E-5 1.3 E-5 7.6 E-6 4.9 E-6 
l.OE-6 6.0 E-8 1.7 E-8 4.8 E-9 1.7 E-9 
l.OE-10 1.5 E-15 1.6 E-14 . ,. 6.1 E-14 6.2 E-14 ., . .. .. 
30 l.OE-3 3 e6 E-4 2.7 E-4 4.7 E-4 3.8 E-4 
l.OE-4 2.6 E-5 l e8 E-5 1.7 E-5 1.2 E-5 
l.OE-6 1.5 E-7 9.0 E-8 5.2 E-8 2.2 E-8 
l.OE-10 3.5 E-13 1.0 E-11 . ,. 4.1 E-12 9.0 E-12 ., . .. .. 
40 l,OE-3 3.7 E-4 3.0 E-4 7.4 E-4 6.4 E-4 
l.OE-4 2.8 E-5 2 . 0 E-5 2.6 E-5 2.0 E-5 
l.OE-6 2.0 E-7 1.2 E-7 8.7 E-8 5.4 E-8 
l.OE-10 1.3 E-11 3.6 E-12 4.0 E-12 9.8 E-13 
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The error quoted here is the maximum error at the grid points 
either on the diagonal or in the interior of the triangle. The error 
on the boundary should be larger than the error in the interior (from 
the maximum principle). The values denoted .,. .. show the effects of 
roundoff in the calculation of eigenvalues and eigen-vectors, which 
are only calculated to an accuracy of 1.0 E-10 . While these are of 
course known explicitly in this case, this is not true in general and 
to give the algorithm a wider applicability they were calculated 
numerically. 
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4.2 Non-square Matrix Eigenvalue Problems 
Let M ;; MC\) be an m X n real matrix m > n 
' 
which depends 
linearly :\ ( M ( A ) = A+ AB) Let M' denote 
dM(A) 
, and note that on . dA 
d 2 M(A) 
= 0 . For convenience M(A) will be written as M unless 
d;\ 2 
specifically required to show a dependence on A. 
Definition 4.2.1. A root or eigenvalue of M(;\) is defined 
to be a value Ao such that M(Ao) has a zero singular value. 
Consider the generalized inverse solutions to the problems 
M(A)u Cl.. X , 
a Y ' 
where m X E R ' are arbitrary vectors and a is a scaling 
parameter such that 111;:II = 11~11 = 1 , say. If M( A) has a SVD 
M(A) = V(;\) D(;\) UT(A) , the solutions are, (assuming M(A) has full 
rank), 
Hence as 
while V 
llull and 
n 
u = a I 
i=l 
n 
v = a I 
i=l 
d (A) -+ o 
' 
u will 
n 
will have a large 
have a large 
component of 
llvl l to remain bounded as A -+ Ao 
-
component of K (U(A)) 
' n 
K (V(A)J . In order for 
n 
(d (Ao)= o) it is 
n 
required that a~ 0. It follows that finding the roots of M(A) 
corresponds to finding non-trivial ~ and v such that 
M(A) u = 8 
and 
Lemma 4.2.1. Vectors u and v satisfying the homogeneous 
equations M(A) u = 8 and MT(A) v = 8 are given by 
u = ~ (U(Ao)) , 
n 
v = K (V(Ao)) , 
n 
and d (Ao)= O • 
n 
Note that as 
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m > n , v given as above is not unique however if M(A) has 
maximum rank for A# Ao and the smallest singular value is isolated 
for IA-Ao I small then it is sufficient to consider 
K (V(A)) . 
n 
Thompson and Weil (1970), (1972) and Dell, Weil and Thompson 
(1971) give conditions for the existence of a root and an algorithm 
which depends on the recognition of the ranks of A and B. It 
will be assumed in this work that M(A) does not have a continuous 
spectrum of eigenvalues, . i.e. M(A) has maximum rank except at a 
finite number of points. If this is not the case M(A) can be de-
flated using the techniques outlined in Golub (1971). . However, in 
general, this involves determining the ranks of A and B which can 
-
" 
be a difficult problem numerically. 
Under the assumption of the existence of an isolated root, the 
problem of finding the root reduces to the problem: 
Pl. Find A, u such that 
M()..) u = 8 • 
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Because m > n , the existence of a non-trivial u implies the exist-
ence of v such that vTM(A) = 8T 
In general M(A) does not necessarily have a root. Consider 
the example 
A = [· Id ' 
B = u ·] , 
then (A+AB)T(A+AB) = (Cl+A) 2 +o 2 )I , which is positive definite for 
every A provided -0 # 0 . This means that if M(A) is perturbed 
to f:f()..) say, then M(A) may not have a root. It is then worth-
while to consider the problem of minimizing the smallest singular 
value of M(A) • Hence in the above case the smallest singular value 
is minimized at A= -1. The problem may be stated as: 
P2. Find A, u such that 
IIM(A) ull is minimized, 
subject to ll ull = 1 . 
-
--
II 
Ii 
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Problem 1. 
The method for solving Pl follows that of Osborne (1964) and 
Osborne and Michaelson (1964), where the case of A and B square 
is considered. This algorithm is different to the Thompson and Weil 
(1970) algorithm in that the ranks of A and B do not have to be 
calculated and the matrices A and B do not have to be put into 
the special canonical form required by Thompson and Weil . However it 
is required that A+ AB has maximum rank in a neighbourhood of the 
root. 
Given a fixed vector x consider 
-
M(A) u(A) = S(A) x + r, m X E R ' (4.2.la) 
where S(A) is a scale factor such that 
s T u( A) = 1 , (4.2 . lb) 
for s independent of A. Assuming a solution to Pl exists, as the 
singular values of M(A) approach zero, S(A) will also approach 
zero, for an appropriate choice of x. Provided M(A) has no zero 
singular value, u(A) is defined by 
-
(4.2.2) 
The previous discussion shows that x and s can be chosen so that 
S(A) must tend to zero as A~ Ao if (4 . 2.lb) is to be satisfied. 
The zeros of S(A) are found using Newton's method, 
A. 
-i+ 1 
and it remains to find an expression for S(A)/S'(A) . 
Differentiating (4.2.2) gives 
From sT u(A) = 1 , it follows that 
du T 
s dA - o , so that 
An expression for 
S(A) 
S' ( A) = 
TM+ S X 
dM+ ~ is (Golub and Pereyra (1972)), 
dM + -M+ dM M+ + + T dMT ( +) ( + "\ dMT + T + dA - dA + M M ~ I-MM + I-M MJ a:x-- M M . 
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(4.2.3) 
As M has maximum rank except at a root, + I - MM= 0 , and if x 
is chosen so that r = e 'i .e. 
Hence 
x E R(M(A)J , then (I-MM+J ~ = 8 
-sT M+ dM M+x 
dA - . 
The iteration at the i'th step is, 
(i) 
X 
' 
(i+l) y = -M+(>.. 1 dM (i+l) ~ J d11. ~ ' 
-
A. 
~+l 
= \ I\ • 
~ 
T (i+l) 
s u 
T (i+l) ' 
s y 
-
-
Ii 
I 
(i+l) S (i+l)/ T (i+l) 
X = y S y , s 
- - -
A convenient choice of s 
absolute element of (i+l) y 
. 
lS e where p denotes the largest 
-P 
Ideally S ought to be the mapping which associates the 
orthonormal vectors of the SVD of M(A) =VD UT . , i.e . 
S : K.(U)-+ K.(V) , 
i, i, 
. 
i, = 1, 2, 
. . . ' n . However a convenient 
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choice is the orthogonal matrix produced in the Q-U factorization 
of M(A) . If M(A) = Q1 R then d Rn oes map to 
R(M(A)) . In this case x does not appear explicitly in the 
algorithm which is: 
1. Set A1' 
(1) . 1 and y_ i, = eps . 
' 
2 . M (A.) -+ Q1 R • i, 
3. (i+l) -1 (i) (= -1 T y ( i )) - R R Q1 Q 1 u - y • 
4. (i+l) -1 Qi B (i+l) , where dM y = -R u B = d>.. . 
-
(i+l) 
u 
5. A. >... P. , where . that . which maximizes = (i+l) p lS J i.+l i, 
yp 
(i+l) y. 
J 
6. If EXIT · 
' 
else . . i. = i. + 1, go to 2. 
Results. 
Consider the matrices A and B defined by 
I 
where 
A = [ D1 J T w • ~:. z 
' 
B = [ D3 J T W • .0. • Z 
' 
.•• ' a ) ' n D 2 = di ag ( c 1 , c 2 , •.. , c ) , n 
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D3 = diag(b1, b2, ... , b) , and W and Z were orthogonal matrices 
n 
constructed from a sequence of n Householder transformations and n 
plane rotations. The eigenvalues of A+ AB are 
A. = - a. /b . , 
1., 1., 1., 
. 
1., = 1, 2, ... , n, 
provided C. = 0. • 
1., 
The effect of putting c. non zero but small, 
1., 
was also tested. Starting values and 
The stopping criterion used was 
The example tabulated had D1, D2 
(1) y = e were specified. 
"' 
-6 
< 10 
defined by a. = i , 
1., 
b. = -1 and c. = 0 , which gave roots 
1., 1., 
A. = i , 
1., 
. 
1., = 1, 2, n 
... ' 
Table 4.2 shows the iteration for A1 = 10 . 2 and n = 20 (m = 40) . 
TABLE 4.2 
A. A .-A. 
1., 1., 1.--1 
10.20000 
9.97875 -2.21251 D-1 
10.0006 2. 1 8352 D-2 
10.0000 -5.80991 D-4 
10.0000 1.36135 D- 8 
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The expected quadratic convergence was observed. Setting D2 to or 
permits a study of the effects of perturbations. Quadratic convergence 
was obtained provided -7 < 10 The iteration for the above 
' 1~1 < 10-7 example (A1 = 10.2 , n = 20) with u , closely resembled 
that reported in table 4.2. When 6 = 10- 6 , oscillation about the 
root with an amplitude of order 
the sequence. 
-5 5 X 10 occurred. 
TABLE 4.3 
A .-A . 
-i 'i-1 
10.20000 
9.97875 -2.21251 D~l 
10.0006 2.18325 D-2 
10.0000 -5.80993 D-4 
10.0001 6.52263 D-5 
10.0000 -6.52263 D-5 
10.0001 6.51449 D-5 
10.0000 -6.51449 D-5 
Table 4.3 shows 
The next example was calculated because preliminary investigations 
of the sloshing mode problem showed that matrices of this form were 
generated. The example is: 
which has roots 
. 
a . = --i b . , 
-i -i 
_ 10-r;l~ bi , ( [ ] is the integer part), 
C. = 0 , 
-i 
. 
-i ' 
. 
-i = 1, 2, ... , n. In this case the matrices 
I 
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A and B have small singular values associated with the same 
subspaces. This is well known to be ill-conditioned. (Fix and 
Heiberger (1971) for example). It was found that independent of the 
· " (y(l) -- e ) · · d starting value A 1 , always , the iteration converge to 
one of the larger roots, i.e. those associated with the small 
singular values of A+ AB. Oscillations occurred when the singular 
values of A+ AB became too small. Table 4.4 shows the iteration 
sequence for n = 5, 10 and 20 , with a starting value A1 = 2.2 . 
Once again quadratic convergence was observed in the well behaved cases. 
TABLE 4.4 
n A. A.->... 1 i, i,. 1,,..-
5 2.20000 
5.22454 3.02454 
4.99999 -2.24556 D-1 
5.00000 1.40987 D-5 
5.00000 1.29089 D-11 
10 2.20000 
9.54109 7.34109 
10.1604 6.19341 D- 1 
9.89186 -2.68567 D-1 
10.0121 1.20254 D-1 
9.99994 -1.21734 D-2 
10.0000 5.64651 D-5 
10.0000 -1.67127 D-11 
20 2.20000 
19.0252 16.8252 
19.0000 -2.51693 D-2 
19.0000 1.58704 D-5 
19.0000 -1.58704 D-5 
19.0000 1.58704 D-5 
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In summary the method works well provided a s olution exists, and 
provided that the singular values of M(A) do not cluster near zero. 
Problem 2. To minimize the smallest singular value. 
The equality constrained problem 
minimize JJ M(A) u JJ 
' A, u 
P2. -
subject to II ~II = l 
' 
may be solved by finding the minimum of the functional 
µ > µ . . 
min (4.2.4) 
Theorem 4.2.1. Let Ao be a value of Ao which minimizes the 
smallest singular value of M(A) , and ~n = ~n(Ao) be the 
corresponding eigenvector of unit norm of MT(A) M(A) . Provided 
(d1 is the largest singular value of M(A) ), then P(A, u, µ) 
-
has a minimum for A= Ao . The corresponding vector is u =a~ , 
where a 2 = l - d~(Ao)/µ. 
Proof. At a stationary value of P(A, u, µ) 
8T = {v?, ~} 
= {2~T(MTM+µ(~T~-l)I), 
Thus u is an eigenvector of 
corresponding eigenvalue (= d 2• say). 
J 
T dMTM 
u d11. u = 
-
T dMTM 
u dX 
As 
~} . (4.2. 5 ) 
is the 
(4.2.6) 
--
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the corresponding singular value is stationary. Note that the solutions 
of the eigenvalue problem for MTM exhaust the stationary values of 
P, with the exception of u = 8 which is of no interest. At a 
stationary value 
and 
Thus 
1 - d:/µ. 
J 
d~/2µ 
J 
The theorem now follows on noting that the function y(2µ-y) 
monotonic increasing on y < µ. Q.E.D. 
. 
lS 
Remark. Theorem 4.2.1 shows that P2 can be solved in a single 
unconstrained minimization. Assume from now on that µ > d: , and 
note this is a simple condition to satisfy in practice. 
Lemma 4.2.1. Let G(A) = MT(A) M(A) , and 
Denoting 
(i) 
(ii) 
T 
u.u.= 1, 
- .'l, 1., 
d dX' by , the following hold. 
T 
U, u! = 0 , 
-1, -1., 
u~ G' u. = 
-1, -1., 
. 1.,=l 2 n 
' ' ... ' . 
(4.2.7) 
(4.2.8) 
(4.2.9) 
---
I 
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(iii) T u G11 u 
-n -n 
n 
I 
i=l 
(4.2.10) 
Proof. (4.2.8) follows on differentiating the scaling condition. 
To prove (ii), (4.2.7) is differentiated to obtain 
(4.2.11) 
The desir1ed result now follows on taking the scalar product of 
(4.2.11) with u . . 
..... 1., 
Differentiating (4.2.11) gives 
( G-d ~ r) ~ ~ + 2 ( G ' - ( d ~ ' r) ~-~ + ( G 11 - ( d ~) 11 ) ~-n = e . ( 4 . 2 . 12 ) 
Taking the scalar product of (4.2.12) with gives 
Also 
so that, 
Thus, by (4.2.9) 
T 
u G11 u 
-n "11. 
U I = 
-n 
u' = 
-n 
u' 
-n 
n-1 
I 
i=l 
n-1 
l 
i=l 
n-1 
l 
i=l 
( T ] u u' 
-i -n 
T 
u. G' u 
-i, -n 
and (4.2.10) is a direct consequence of this and (4.2.13). 
(4.2.13) 
(4.2.14) 
Theorem 4.2.2. At the point (Ao, au) the Hessian of 
-n 
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P(A, u, µ) is positive definite if and only if > 0 • 
-
Proof. The Hessian . . by, lS given 
-
-
CJ.2 T G" 2 UT G' u u CJ. 
-n - ·n -·n 
H = (4.2.15) 
2 CJ. GI 2 (G-d 2IJ + 4CJ.2 T u µ 
~-n ~-n 
-·n n 
-
-
Consider 
T = [o, ! T] H [:J 
= o.2 02 (uT G" u J + 4 a cS T G' t + 2 !T (G-d~IJ ! 
-n -n ~n 
Setting t = u , it is clear that 
-·n 
T is positive. Thus it is 
sufficient to consider 
n-1 
t = I 
i=l 
a. u. 
i, -1--
Using (4.2.9) and (4.2.10), 
r-1 (a~-2a<la.(u'. u J+a2 02 (u'. ':n  (a{-<l~)} T = 2 '1,t i, ~ -i. -n _1,, 
n-1 
(d~-a 2 )(a.-ao(u'. U Jr+ (a2 )"a2 0 2 • = 2 l 
i=l i. n i. -i. n n 
Equation (4.2.17) shows that the condition 
( d ~) II > Q , 
+ ( d~) II CJ. 2 0 2 
(4.2.17) 
-
I 
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is both necessary and sufficient for H to be positive definite. Q.E.D. 
Remark. (4.2.17) also shows the Hessian of P must be indefinite 
at the other stationary points of P. 
Because theorem 4.2.2 shows that the assumption that the Hessian 
of P(A, u, µ) is positive definite at the solutions of P2 is a 
reasonably safe one, and because the Hessian and gradient of 
readily available, the Newton method for finding the zeros of 
p 
VP 
are 
. 
lS 
used. A summary of the analysis for finding the Newton step -H VP 
is presented, and then some of the finer details of the algorithm are 
explained. These show how certain economies can be achieved using 
the Q-U factorization. 
The Newton Step 
The gradient VP and the Hessian H of P with respect to A 
and u are required. Let M' denote dM(A) dA , then 
-
-
VP = 
VP= (4.2.18) 
.... 
2Yu 
Noting that X' = 2M'TM' (as M" = 0 ) ' Y' = X 
' 
and 
dYu T 
---
y + 2µ u u du ' 
-
I 
the Hessian . lS 
where 
written 
--1 y 
H 
-
-:T 
X' 2 T X u u u 
= 
' 
-
.._ 2Xu y 
-
-The inverse of Y is 
Ct = 
2µ 
The inverse of H may be written explicitly, 
-
. 
a bT 
-1 
-H = 
' 
b z_ 
... 
-
where 
--1 
b = -2 a Y X ~, 
--1 --1 t --1 
Z = Y + 4 a Y X u u X Y 
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(4.2.19) 
(4.2.20) 
The Newton step -H VP , can be found in terms of a, a, u, X 
-
-1 
and Y , using (4.2.18)-(4.2.20). Let 
-H V P = [:J , say , 
then 
-
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o = a{~T X ~ - 2a(~TXY- 1~) (~T ~)} , 
(4.2.21) 
y = -u 0 Y-
1 X u + a{~T~ + (~TXY- 1 ~)o}Y-l u. 
An Efficient Computational Algorithm 
To ensure an efficient computational algorithm the inversion of 
Y needs to be done efficiently, and one method is to use the 
Cholesky decomposition. However, recall that Y = MTM + µ(~T~-l)I 
and that T u u - l < 0 as the solution is approached. Hence if M 
is factorized to Q1 R, a method is required so that 
T Y = R R + 8 I , 
-can be expressed in terms of an upper triangular matrix R. As 8 
will be negative and hence perhaps Y indefinite, the form 
is chosen where D is diagonal with elements ±1. This representation 
is not computationally stable if Y is indefinite. However numerical 
(i) 
u results indicate that as the solution is approached,iterates 
positive definite. (See Bunch (1971) and Bunch and Parlett (1971) 
for stable decompositions of non-positive definite symmetric 
matrices.) No trouble has been experienced with indefiniteness. 
Modification of the Cholesky Decomposition 
-It is required that R and D be calculated such that 
- -R D R T = 8 I + R R . 
I 
I 
-1 
Let U = R and - -1 S =RR , then 
I+ 8 UT U = 
whence S and D can be found. 
2 1 
s 1 1 = I 1 + eu 1 1 I 2 
STD S 
' 
S lj - 8 U 1 1 U lj / S 1 1 D 1 1 , j = 2 , 3 , . . . , n . 
If x. - 1 + e 
1., 
~ 
2 
i-1 
l uki - l ski Dkk, then 
k=l k=l 
s .. 
1., 1., 
s .. 
1.,J 
. 
= sign x. 
1., 
for J = i+ l, ... , n , i = 2 , ... , n . Finally, 
-R = S R . 
This is an O(n 3 ) process. 
The algorithm is: 
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1. Set i = l , A1 = initial estimate, u(l) = initial estimate, 
c = stopping tolerance, maxits = maximum number of 
iterations, µ = 10 
--
I 
2. 
3. 
4. 
5. 
Calculate M(A .) 
,1., 
and its Q-U factorization, 
Q1 M = R. 
Calculate (i) X u and 'f = ( i) 2 B u 
Calculate 
(i)T (i) 
u u - 1 and hence 
Calculate 
substitution. 
and s = 
-R and D. 
--T (i) 
R u by forward 
6. Compute the sequence, 
T 
a1 = s D s 
T -1 ( = u y :::) ' 
a3 = s T D t 
a = 2µ/(1+2µa1) , 
{ ( 
( ") T ( ")]} o - a 4 S - 2 ex.a 3 :: i, :: i, , 
Y1 = -ot + ass , 
--1 
Y2 = R D Y1 
--
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--
,_, 
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(back substitution, Y2 = u + Y , (4.3.10) ). 
8. A. 1 =A.+ 8 , . '2,. + '2, 
(i+l) 
u = Y2 
9 • If Io I < E: and EXIT · 
' 
else if i < maxits., i = i + 1 , goto 2 . 
' 
else EXIT (abort). 
Results 
Matrices A and B were constructed in a similar manner to 
those used for testing the algorithm for Pl. For the case D3 = -I , 
defined by . a. = '2.-
'2.-. 
and D2 = oI , quqdratic convergence to the 
local roots was observed for values of 8 ranging from 0.0 to 
1.0 . Table 4.5 shows the results for 
initial value for A1 was 10.2 , while 
n = 20 
(1) 
u 
and -5 8 = 10 
was set to K (U) 
n 
The 
where A+ A1 B =VD UT . The method does depehd on a good initial 
estimate for (1) u 
The example in which the singular values of A+ AB clustered 
about zero gave results similar to those of the algorithm of Pl, i.e. 
the iteration, when it did converge, converged to roots associated 
with the small singular values. Notice also that the initial value 
Of U ( l ) -- K ( U) . . d . h h . 1 1 is associate wit t ese small singu ar va ues. 
- n 
Table 4 . 6 shows the iteration for n = 10 , A1= 2.2. In this case 
--
TABLE 4.5 
µ >. .. 
1.,, 
10 10.2000 
9.99920 -2.00805 D-1 
10.0000 8.01604 D-4 
10.0000 3.22243 D-6 
10.0000 3.91606 D-11 
ll u <i ) -u <i-l) II 
2.0 D-3 
2.0 D-3 
6 .1 D-6 
5.6 D-11 
TABLE 4.6 
µ >... 
1.,, 
>...-A. 
1.,, 1.,,-l 
10 2.20000 
9.00000 6.80000 
9.00000 -3.13460 D-7 
9.00000 2.04088 D-10 
llu(i)_u(i-1) 11 
- -
2.3 D-8 
2.3 D-8 
3.4 D-12 
For n = 20 the iteration did not converge. 
-1.7 D-15 
4.0 D-3 
1.2 D- 5 
1.018 D-10 
-1.3 D-15 
4.6 D-8 
1.3 D-15 
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CHAPTER 5 
FREDHOLM INTEGRAL EQUATIONS OF THE FIRST KIND 
Fredholm integral equations of the first kind have the form, 
I: K(t, s)x(s)ds = y(t) , 0 < t < 1 
' 
(5.1.1) 
or in operator notation 
Kx = y . 
It will be assumed that the operator K is compact (see for example 
Atkinson (1971)) and that (5.1.1) has a unique continuous solution. 
As stated in chapter 1 (see references in chapter 1), these mathematical 
problems arise in modelling certain physical phenomenon, especially 
if the phenomenon is measured indirectly. By itself, i.e., without 
further requirements on the solution x, (5.1.1) is an improperly 
posed problem. Essentially this means that x does not depend 
continuously on y. This property will be discussed in §5.1, along 
with some indication of the degree of improperly-posedness of 
particular kernels K(t, s) . Because in experimental situations, 
certain e~tra properties of the solution are available, for example, 
smoothness, boundedness and statistical properties, numerical methods 
to date, make use of these extra properties to regularize (5.1.1). 
Some of these methods are discussed in §5.2. The conversion of 
(5.1.1) via regularization to a quadratic programming problem is 
dealt with in §5.3 as motivation for chapter 6. 
I 
11 
,. 
5.1. The Improperly Posed Property 
Suppose K(t, s) = K(s, t) , then K(t, s) 
. 
expansion, 
00 
K( t, s) = l 
i=l 
A.cp.(t)cp.(s) , 
1.,, 1.,, 1.,, 
. has an eigen-
where ¢. are orthonormal functions on [O, l] and A.+ 0 
1.,, 1.,, 
. 
as i, + 00 Under the assumptions already given the 
solution x(s) may be written, 
00 (y,cp.) 
x(s) l 1.,, cp.(s) = X. ' i=l 1.,, 1.,, 
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where < • . ) represents the 12 . product. If the right hand 
' 
inner 
side of (5.1.1) is perturbed by an amount 0¢.(t) 
1.,, 
then the 
corresponding perturbation in x(s) is ,9 cp. ( s) , which has norm 
I\ • 1.,, 
1.,, 
0 X-:-. Hence if i is chosen large enough the magnitude of the 
1.,, 
perturbation in x(s) can be made greater than any fixed constant 
i.e. x(s) is not continuous on y(t) , or JJK- 1 JJ is unbounded. 
This property affects numerical procedures to evaluate x(s) . 
For example, suppose the interval [O, l] is divided into the mesh 
t. = (i-l)h , i = 1, 2, ... , n , h = l/(n-1) , where n is odd. 
1.,, 
Replacing (5.1.1) by 
fl K(t., s)x(s)ds = 0 1.,, y(t.) ' 1.,, . 1.,, - 1, 2, ... ,n (5.1.2) 
and then the integrations in (5.1.2) by quadrattlre using weights 
-
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hw. , 
J 
J = 1, 2, ... , n at the mesh points t. , a linear system in 
J 
x(t.) , 
J 
. J = 1, 2, ... , n re$ults. 
n 
h I w . K ( t.' t .) X ( t .) = j=l J ~ J J y(t.) ' ~ 
In matrix form this is 
h A w X = y ' 
-
. 
~ = 
where A •. 
~J 
W = diag (w1, W2' • • • ' 
1, 2, ... , n. 
w ) ' n 
(5.1.3) 
xT= (xCt1), ... ,x(t)) 
n 
and T ¥, = (y(t1), ... , y(t )) . n Assuming 
A is non singular, . . x is given as 
-1 -1 -1 
x = W (h A y) 
-1 
= W z , (say). 
Consider now two different quadrature formulae, the tr~pezoidal 
and Simpson rules, where W = diag(! 1 1 l !) and T 2' ' ' ••• ' ' 2 
W _ d' (1 4 2 s - iag 3' 3' 3' . . . ' ~' i) , respectively. If ~T and X -s 
denote the solutions using the respective quadrature rules it is seen 
that 
:T - X = 
-s 
= 
= 
Hence 
(w~ 1 - w- 1) z 
s -
(w- 1w 
- I) X T s 
-s 
diag(-l, 1 3' 
11 :T-~s II 
ll ~s ll 
l 
-3, 
= 1 
3 
1 
_!_ )x 
. . . ' 3' 3 -s . 
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This result is independent of h and shows that at least one 
solution must have a large relative error. 
I t is of interest to note that if the midpoint rule is used to 
evaluate the integrals of (5.1.2), the situation is more 
satisfactory for kernels of the type K(t, s) = ln(lcos(t)-cos(s)I) 
and K( t, s) -lt-sl = e . These kernels are not smooth, one having a 
singularity at t = s , the other a discontinuous first derivative at 
t = s . The eigenvalues of these kernels tend to zero as 1 
n 
and as 1 
-2 
respectively. Smooth kernels on the other hand have eigenvalues 
which converge to zero exponentially, 
An example is the kernel 
. i.e. 
K (t, s) = y 
l-Y 2 
l+y 2 -2ycos(2TI(s+t)J 
which has eigenvalues and n -y 
' 
y = 0.1 , K is smooth and lies between y 
of the form y < 1 . 
, 0 < y < 1 , 
n = 1, 2, .... If 
0.828 and 1.22 , while 
if y = 0.9 , Ky is sharply peaked and lies between 0.05 and 
19.0 . This shows that for this class of kernels, the smoother 
kernels are "more improperly posed". 
General results relating smoothness to the rate of convergence 
of the eigenvalues (singular values) can be found in Smithies (1937) 
where other results may be referenced. Convergence rates are given 
for non-analytic kernels. Weyl ( 1912') shows that for symmetric 
kernels K(t, s) if 
n 
,. 
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exists and is continuous, then 
Smithies gives a more precise result in terms of the singular values, 
d 
n 
Theorem 5.1.1 (Smithies (1937)). Let p be such that 
1 < p s 2 . If for some r ~ 0 , K(t, s) satisfies; 
(i) 
( ii') 
(iv) 
·then 
. 
K(i)(t, 
1., 
s) a K(t,s) exists and = . 
at" 
continuous . t for almost all in 
K(r)(t, s) EL for almost all 
p 
. 
absolutely is 
. o, 1, s 1., = ... ' 
' 
s . 
for some A and for all sufficiently small 8 , and 
either r > o , Cl. > 0 or r = O , 
d = O(n-Cl.-1-r+l/p) • 
n 
a> 1/p - 1 2 ' 
r-1 
(Note tha.t K(t, s) is defined outside the range O <ts 1 by its 
even extension if r is even and by its odd extension if r . is 
odd.) 
5.2 Regularization 
Consider the first kind equation in operator form, 
. 
--
. 
,1 
II 
I 
I 
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Kx = y , (5.2.1) 
where K: 1 2 [0, l] ~ 1 2 [0, l] , and suppose the unique solution is 
x* . Consider also the operator equation (a> 0) , (K* is the 
adjoint operator of K ), 
(K*K+aI)x = K*y , 
which corresponds to a second kind Fredholm integral equation. This 
is properly posed and hence has a solution, 
-1 
xa = ( K~':K+aI) K~':y 
where d. 
i, 
00 
l ( V •' y) = 
i=l 
i, 
are the singular values of 
d . 
i, 
u. 
' d~+a i, 
i, 
K and u . = u . ( s ) , 
i, i, 
v. = v.(s) are the functions associated with the singular value 
i, i, 
decomposition of K. The second kind equation is the relation for 
finding the minimum of the functional 
It is easily seen that xa is a good approximation to x* provided 
a is small enough. If the second kind equation is used to solve 
(5.2.1) the effect is to damp the contribution from the small 
singular values (c.f. damped least squares, chapter 2 ). Regulariz-
ation may be described as finding an x by the inversion of a a 
properly posed problem, such that for all € > 0 , there exists a 
that a will depend on o . 
--
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Tihonov (1963 a) and (1963 b) shows that certain smoothness 
conditions can be imposed on xa by considering as the solution 
of the functional minimization problem 
(5.2.2) 
N(x) is called the regularizing functional while a is known as the 
regularization parameter. To obtain smooth solutions N(x) 
has the form, 
n Jl ( . ) l W (s){x ~ (s)} 2ds , 
i=O O ~ 
w .• (s) > O , 
~ 
which implies certain smoothness conditions orl 
if x is to approximate 
a 
.,. 
X" • 
Tihonov (1963 a), (1963 b) has shown that: 
.l. 
X" as well as 
Theorem 5.2.1. Let xa denote a solution to the problem 
and a solution to 
then , 
minimize Ma(x, y) , 
xEX 
minimize Ma(x, y) , 
xEX 
1. x is unique and 2n times differentiable for all a> 0 , 
a 
and for every y E 12[0, l] , 
2. if n x EC [O, l] , then for every s > 0 and such 
-_I 
that O <Yi< Y2 , there exists Oo = Oo(s, Yi, Y2, x) 
such that if 
b. a= a(o) is such that Y1 < 02/a s Y2 , 
then 
for . ~ = O, 1, ... , n-1 , whenever o < oo . 
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(Note that a must be bounded away from zero to obtain this result.) 
The solution xa can be determined from the Euler equation for 
(5.2.2). For example consider the functional, 
E(x) = 11Kx-yll~
2 
+ ao r (x( t) )2dt 
0 
where < • • > 
' 
is the inner product . 
(2)> 
X ' 
(5.2.3) 
Let· ox be a 
variation in x then the variation in E , OE , has the form, 
Using integration by parts and properties of the adjoint K* of K, 
this reduces to 
-
I. 
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At the minimum the following equations have to be satisfied, 
(5.2.4) 
and 
If G is the Green's operator for the linear differential operator 
(2) (4) Lx = -a1x + a2x , subject to (5.2 o5), (5.2 . 4) can be written, 
X + (G K*K+aoG)x =GK* y. (5.2.6) 
Computational analoges using finite differences are readily available 
and are developed from (5.2.3) rather than (5.2.6) (P~illips (1962), 
Tihonov (1963 a), Twomey (1963), (1965) and (1966), and Tihonov and 
Glasko ( 19 64)). 
Wahba (1969), (1970) and Kimeldorf and Wahba (1971) give a neat 
account of regularization using a reproducing kernel Hilbert space 
formulation. This has certain disadvantages numerically as it 
involves the calculation of n 2 double integrals where n is the 
number of grid points t. 
1., 
chosen (see (5.1.2)). The algebraic 
equations produced by this method are ill-posed if the regularization 
parameter is chosen too small. An attempt to improve the computational 
algorithm using a linearly constrained quadratic programming 
formulation resulted in a slight improvement (Jennings (1972)). 
The papers Strand and Westwater (1968 a), (1968 b) discuss 
-
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regularizing he algebraic system produced from (5.1.2) when certain 
statistical properties of the solution and the right hand side are 
known. Their work involves calculaLing atmospheric properties from 
indirect sensing of the atmosphere when certain properties of the 
solution vector x can be estimated, viz., the mean and the 
covariance matrix of x , by direct sensing. They assume also that 
the errors in the data are distributed normally and have a known 
covariance matrix, obtained from the properties of the instruments 
used. Their statistical approach has been used with success and is a 
good example of the use of extra properties of the solution and the 
data to regularize (5.1.1). More informa ion and references are 
given in Westwater and Strand (1968), Strand (1971), Westwater (1972), 
Franklin (1970) and (1971). 
First kind equations which occur in indirect sensing of atomic 
and subatomic properties of matter are treated in a series of papers, 
Aurela and Torsti (1967), (1968 a), (1968 b), Torsti and Aurela 
(1972 a), (1972 b), and Torsti (1971), (1972). Two problems are 
considered. 
1. The heat capacity inversion problem for crystal lattices. 
2. The lateral displacement distribution of high energy 
particles (cosmic ray muons). 
These papers develop a constrained quadratic programming formulation 
in which the quadratic form is ill-conditioned. The constraints form 
the regularizing conditions and are mathematical formulations of the 
properties of the measuring instruments and known properties of the 
solution vector . Special methods for handling 'changing constraints' 
(which describe the shape of the solution vector) are developed. 
Turning away from a physical se ting, an obvious method of 
regularization is to replace the kernel K(t, s) by its truncated 
n 
singular value decomposition i<Ct, s) = I A. cp.(t)i.µ.(s) , where 
i=l 1,, 1,, 1,, 
cp.(t) the eigenfunctions for K K·'· 1jJ • eigenfunctions are " are 
1,, ' 1,, 
of are the square roots of the eigenvalues of 
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As the solution is then not unique the generalized inverse solution 
is considered to be the solution of (5.1.1). This corresponds to the 
truncated generalized inverse solution for a matrix equation. Hence 
provided n is chosen small enough the eigenfunctions with the 
higher frequencies are ignored. This represents smoothing of a 
special type. Baker, Fox, Mayer and Wright (1964) consider such a 
method for symmetric kernels, which corresponds to considering the 
truncated generalized inverse solution of (5.1.3). More recently 
Varah (1971) and Hanson (1971 a), (1971 b) also discuss such a 
method. 
Perhaps the earliest attempt at an algorithm for this procedure 
is the Landweber iteration (Landweber (1951)), recently improved by 
Strand (1972). The iteration is inefficient for matrix formulations 
of the problem . Nashed (1971) and Kammerer and Nashed (1971) also 
consider iterative methods (successive approximation, steepest 
descent and conjugate gradient) for least squares formulations of 
integral equations and show that they converge to the generalized 
inverse solution under suitable conditions . 
From this brief summary of regularization procedures, it can be 
seen that the problem context plays an important part in regularizing 
the first kind equation~ There are two stages in solving these 
problems: 
-
I 
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l. To formulate the physical problem mathemati cally in such a 
manner that the solution of the mathematical problem is well 
posed . 
2. To find efficient and stable numerical algorithms to solve 
the mathematical formulation. 
Note that it may be necessary to formulate or calculate an optimal 
choice of the regularization parameter . 
5.3 Quadratic Programming Formulations for Fredholm Integral 
Equations of the First Kind 
Consider the discretized equivalent of the Tihonov regular-
ization procedure as outlined in §5.2. 11Kx-yll12 is replaced by 
T IIC x-yll for some suitable vector norm, while N(x) is replaced by 
- - V 
some suitable quadratic form T N(x) = x Ax, 
-
A positive semi-
definite . If it is assumed that there is error in the data I of 
magnitude c say, then the regularized numerical problem may be 
formulated as, 
minimize T X A X 
subject to 1. llcTx-yll < c , (Euclidean norm), or~ (5.3.1) 
The Torsti-Aurela approach is different in that the problem has the 
form 
I 
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minimize T JJc ~-yll 
subject to B1x = d1 , and, (5.3.2) 
B2x > d2 . 
Here B1 and B2 describe the constraints imposed by measuring 
instruments and the known 'shape' of the solution x. 
These two formulations while being properly posed as a whole 
have to be treated in different ways, because CT (the matrix which 
represents the operator K) is usually ill-conditioned, while A, B1 
and B2 can be relatively well conditioned. Hence in (5.3.1) the 
feasible region is poorly determined, and cycling of active constraints 
may occur , due to a build up of round-off error. In the quadratic 
constraint case unless the constraint itself is regularized, in the 
sense of replacing CT by a better conditioned matrix, difficulties 
occur. This is shown in §6 . 4 where methods are devised to control 
this effect. In problem (5.3.2) the feasible region is well 
determined but the minimum may not be. Hence care must be taken so 
that firstly the algorithm uses a square root of the hessian (to keep 
the hessian positive definite), and secondly that only the projection 
of the hessian into the null space of the active constraints is 
inverted (Stoer (1971)). The =-lq•:c1.tl11 tS reported in chapter 6 are 
especially suited to (5.3.2) as is the algorithm of Jennings (1972). 
It can be seen that quadratic programs of the above types need 
special consideration . Methods are given in chapter 6 which make use 
of orthogonal transformations to separate Rn into a k dimensional 
fixed space (defined by the k active constraints) and a~ n - k 
dimens i onal space in which the mi ni mi zation is performed. 
--
II 
I! 
CHAPTER 6 
QUADRATIC PROGRAMMING BY ROTATIONS OF THE VARIABLE SPACE 
Two algorithms to solve the inequality constrained quadratic 
programming problem; 
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minimize (6.0.1) 
subject to -CT X > a , (6.0.2) 
where n X E R ' - m d ER , and A is an n x n real symmetric matrix, 
are formulated making extensive use of Householder transformations 
and plane rotations. Both algorithms follow the strategy of solving 
a sequence of equality constrained problems. This chapter is 
concerned not so much with the strategy of moving from one equality 
problem to the next, but rather showing the simplification possible 
for updating formulae when a constraint is either added to or deleted 
from the active constraint basis. 
In §6.1 the basis of the algorithms is discussed and the first 
algorithm explained. This a lgorithm is quite general in that positive 
definiteness is not assumed. A local minimum is found. Murray (1971 ) 
has given an algorithm for indefinite quadratic . programming. The 
second algorithm , for positive definite quadratic programming, uses as 
a basis the equations of §6.1 but is very efficient with storage 
allocation and updating procedures. Algorithm one is based on 
Fletcher's (1970 a) algorithm while algorithm two is closely related 
to work by Stoer (1971) who specialises his algorithm to sums of squares. 
In §6.3 the problem 
......... 
II 
I 
. . . 
minimize 1 T T -x AX - b X 
2-
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is discussed and two algorithms evaluated. Modifications to these 
algorithms are considered when the condition number of C is large. 
6.1 An Algorithm for General Quadratic Programming 
The idea of using rotations of the variable space is not new to 
quadratic programming (see for example, Bartels, Golub and Saunders 
(1970), Golub (1971) and Stoer (1971)). In this section the basis for 
the use of rotations is introduced, and updating formulae corresponding 
to Fletcher's (1970 a) given. 
The equality problem (EP) 
minimize 
subject to CT X = d 
' 
(6.1.1) 
where (k active constraints) has Lagrangian function 
Setting the gradient of L(~, ~) to zero implies the stationary points 
satisfy 
(6.1.2) 
Writing the inverse matrix of (6.1.2) as 
1, 
11 
11 
[
H c~':1 
c~': z 
' 
and the gradient of (6.0.1), g as 
g = g(x) =Ax b , 
"' ..,, ..,, 
the Lagrange multipliers at the solution A X are 
and if x is a feasible point of (6.1 . 1) then the stationary point 
A 
x is found at 
x = x - H g(x) . 
..,, ..,, 
If H is positive semi-definite then A x is a minimum of the EP 
while if H is indefinite the EP is unbounded. 
Rotation of the Variable Space 
A rotation of the variable space Rn is made so that a new 
coordinate space x is defined by 
X = Q X , 
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where Q is orthogonal and defined by the Q-U factorization of the 
active constraint matrix C, 
Q C = [· ~-] , R upper triangular. 
If A= QA QT -and b = Q b the EP becomes 
I: 
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minimize 
subject to [RT : o] x = d . (6.1.3) 
The Lagrangian function for (6.1.3) is defined similarly and if A 
partitioned 
' 
. 
lS 
where A 11 is k x k , the inverse matrix for the equation describing 
the stationary values is given as 
-
-T -0 0 R 
--1 ( -1- -- 1 ) T 0 A2 2 -R A 1 2A22 
' 
z = 
-1 -1- -- 1 
z R -R A 1 2A22 
'-
-
Hence 
[o o J H = o A; ~ ' 
where . lS (n-k) x (n-k) . The zero blocks in this inverse 
matrix make it possible to give updating formulae which involve fewer 
accumulat i ons of inner products (saving both time and storage) than 
the ones given in Fletcher (1970 a) . 
Because it is the special form of the active constraint matrix 
which makes (6 . 1 . 4) possible, whenever a constraint is deleted from or 
added to the active constraint basis, the variable space is rotated to 
keep the active constraint matrix upper triangular. This will of 
course i nvolve changes to A, b, H and C* and the nonactive 
II 
I 
constraints whenever they become active . 
Choice of Step Direction 
A step direction h is downhill from the point x if 
hT g(x) < 0 o 
The Lagrange multipliers give an indication of possible downhill 
directions in that as 
A. = - p .( C*)g , 
l l -
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any positive A. i mplies p .( C*) is a feasible downhill direction. 
l l 
Stepping in this direct i on implies the i-th constraint should be 
deleted from the active constraint basis. Care has to be used in 
that the curvature may not be positive in the direction p .(C*) . 
l 
The other search direction of interest is 
-Hg e 
Care must be exercised when using this direction as it gives the step 
to the stationary value of L(x, A) which is not necessarily a 
minimum. Hence a test to see if -Hg is downhill is necessary . 
-
Stopping Criteria 
(a) If a solution exists the Kuhn-Tucker conditions are used. 
(b) If no solution exists, an EP will be found in which either 
p . (C*) or +Hg will be downhill (curvature negative) and 
l -
no constraint is encountered while searching in this direction. 
,. 
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Notation 
Single bars are used to denote quantities expressed in terms of 
the current rotated space. Double bars indicate quantities at the 
completion of both the rotation and the update. Intermediate 
quantities are represented with single bars, and the notation 
(H replaced by - T Q HQ ) is used. 
Addition of a Constraint 
Suppose the constraint 
T C X = d (6.1.5) 
is to be added to the active constraint basis of (6.1.3). The 
constraint (6.1.5) needs to be expressed i n terms of the rotated 
variable x. This gives 
-T -
C X = d , 
where 
C = Q C (6.1.6) 
The active constraint matrix for k + l constraints can be made 
upper triangular if a further rotation of x is made. Let x be 
such that 
(6.1.7) 
where Qh is a Householder transformation such that 
(6.1.8) 
where 
-= 
C. = 0 , 
J 
j = k+2 , ... , n . 
Note that Qh does not effect R. It is also convenient at this 
stage to see i f the new constraint is linearly dependent on the k 
active constraints, if is zero (small) then C . lS 
dependent on the other columns of R. 
The following transformations are required to keep the various 
matrices and vectors in terms of the new rotated space (Qh = Q~l • 
- -
A = Qh A Qh 
' 
-b = b 
' 
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Qh 
- (6.1 . 9) 
- -H + Qh H Qh 
' 
c·'· .. + c·'· " Qh • 
If the rotations are stored on a matrix Q, 
The update formulae given by Fletcher (1970 a) for the addition 
of the constraint -T -C X = d are now applied . 
-(i) H loses the k+l-th row and column. 
-= =T-
= 
He c H 
-
- -H = H 
=T-= ' c He 
-
Kk+l(H) Pk+l(H)/~+1 k+l = H . (6.1.10) 
' 
(ii) C- .,. " 
-= 
C.,. " 
adds a row 
Deletion of a Constraint 
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(6.1.11) 
Suppose the l-th constraint is to be removed from the active 
constraint basis o The first step is to move the l-th column of R 
to the k-th column position and move columns (l+l) - k to positions 
l - (k~l) • These interchanges are also performed on C* and d. 
Plane rotations are now used to reduce the subqiagonal elements 
(marked x) to zero . The changes in R are : 
Let 
k 
p 
~ 
!\ 
Q 
P+ 
Qp be the product of the plane rotations and p the permutation 
matrix representing the interchanges . A summary of the transformations 
. 
lS 
I 
97 
= ' 
X = Q X 
' p 
[ R l + Q ,.~.1 
. ~ ·J p ' p - 0 J 
... 
- QT A = Qp A 
' p (6.1.12) 
= b = Qp b 
' 
-d = p d 
' 
- . H lS not changed, 
C~': *" p c~': QT p • 
The updates for the deletion of the constraint Kk(R) x = ~ involve 
only say, where c~': = c"': = l 2. = c~': - 0 k-1 
c~': loses a row 
[ · ~~ ·] = c,·, -c·,',· A ~ ~T/ ~T =A ~ en en en en • 
-H gains a row and column . 
= -H = H + . ,. T T -en c~': I c~': A .,. C" • 
Exchanging Constraints 
Suppose the constraint T -Kf(R) x = df is to be deleted and the 
constraint T c x = d added. The deletion steps (6.1.12) are 
executed. This leaves the constraint to be deleted in 
and the rotation x *" Q x completed. Next the steps p 
(6.1.6), (6.1 . 7) and (6.1.9) for the addition of a constraint are 
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executed. It is now a matter of applying the exchange formulae to H 
and c·'· where ~ == d is the constraint to replace " C x = 
Kkr-n - - T c\ Let .,. = P <c~·~) and note ,:hat H has now the X = • C" - k 
k-th row and column non zero from the Householder transformation. 
The updates for H and C* are: 
- T - ._ T H = H + c* u /y - H cw /y, 
.ilia, N N ,v 
where 
c ott) H e • 
"" ~ 
These expressions can be calculated efficiently if the zero elements 
- -of c, c*, H and hence w and u are taken into account, with a 
- - -
resultant saving in storage and time. When k = n , H is the null 
matrix and C* is -1 R • 
Only the last column of 
Advantages 
The update for C* is 
is changed as c~': = c~': e 
n -n 
(i) It is easy to check whether a constraint is linearly dependent 
on the active constraints. 
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(i i ) It i s possible to choose constraints to be deleted so that the 
matrix R is as well conditioned as possible, i.e o delete 
that constraint for which the Lagrange multiplier is positive 
and for which jR . • j i s smallest. 
ll 
(iii) The method is expected to be less sensitive to round-off 
errors . The motivation for producing this algorithm is to use 
the stable properties of orthogonal transformations so that 
improperly posed problems could be solved . Note however that 
equations (6 . 1 . 10) and (6.1 . 11) can i ntroduce large numbers 
if -H k+l,k+l is small . 
(iv) Once a solution is found, resolvi ng the problem using column 
pivoting for the active constraint matrix ensures the error in 
R is kept to a minimum even though the error i n Q will be 
proportional to X(R) (see chapter 3). 
(v) Less storage is required. Fletcher required a 2n x 2n array 
to calculate H and C~ " • The program written to implement 
this algorithm requires three n x n arrays to hold A, Q , and 
H and C*. This could be reduced if a copy of A is not 
held . Here this is used only for the check solution. 
Disadvantages 
(i) The method is inefficient for positive defini te programming, 
and the next section gives a more efficient algorithm. 
(ii) In many cases the amount of work per change of basis is more 
than Fletcher's algorithm if the transformations on all t he 
variables are considered. For example if a constraint is added 
II 
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to a basis with k active constraints the number of multiplications 
are: 
updates 
H 
C.,. " 
rotations 
C 
Q 
A 
H 
C.,. " 
Fletcher 
2kn 
Rotations method 
2 . (n-k-1) +O(n) 
k(n - ;j + O(n) 
n 2+0(n) 
2n(n-k)+O(n) 
2n(n-k)+(n-k) 2+0(n) 
(n-k) 2+0(n) 
2k(n-k) 
total 2n 2+2kn+O(n) 2n 2+(6n-k)(n-k)-k 2/2+0(n) 
It is not until k ~ 0.7n that the rotation method has less 
multiplications. 
6 . 2 Positive Definite Quadratic Programming 
Certain economies can be attained if A is positive definite. 
Consider the EP (6 . 1 . 3) . The Lagrange equation, in partitioned form 
lS 
-- - -
~ 
-
- ~ - -
A1 1 A12 R Xl b1 
-
-T - (6.2.l) A12 A22 0 X2 = b2 
RT 0 0 >. d 
~ 
-
~ 
-
-
-
Suppose ~f is a feasible point of (6.1.3) and partition ~f similarly 
so that 
I, 
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.-
-
X 
[RT • o] -f,l • = d 
• 
. 
X 
-f,2 
- -
Let h = [ ~: J , be the step to the solution of (6.2.1) from '.:f , 
-i.e. ~f + h satisfies (6.2.1). This gives 
' 
-h = 0 
' 
- - -T - - (6.2.2) A22 h2 = b2 A12 X A22 
~f ,2 
-f , l ' 
A - A11(~f,l+~1) A1 2 (xf 2 +ii2) R = b1 . 
- ~ -
-
g(x) - . If the rotated gradient vector = A X - b is partitioned, 
- -
(6.2.2) reduce to, 
- ' h1 = 0 
' 
), (6.2.3) 
-
-i 2 (~f) A22 h2 = .. 
' 
(6.2.4) 
Hence (6.2.3) give the required step to the minimum for each 
equality problem while (6.2.4) gives the L.M.'s evaluated at the 
. . 
of the EP Note that readily updated from to minimum • g is :f 
-
~f + h 
. 
using (6 . 2.4) and noting that i 2 (~f +~) = 0 . If the step 
. - i 2 (~f +~) (1-a)i2 (~f) . taken is only ah then = . As A22 is 
positive definite let 
where U is upper triangular . This affords a ready method of solving 
(6.2.3) for -h . All updating from one EP to the next can be 
. 
I. 
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performed on U. The only other quantities needing updating are 
-
-
~' ~' A11 and A12 . 
Addition of a Constraint 
Following the procedure as described by (6.1.5)-(6.1.8) a 
Householder transformation Qh is determined which describes the 
rotation. The following transformations are in order; 
- -Note that A11 is not affected and the change in A12 is independent 
-
of A2 2 which need not b·e recorded. Instead the transformation is 
recorded on U. If Qh is written [: :J , where T = I - 2wwT ' 
then 
Note that UT is a full matrix. It is possible using plane 
rotations to transform UT to upper triangular form U1 , (by pre-
multiplying UT by plane rotations). If 
... 
-
==r 
uI 
a 11 a 
U1 = (6.2.5) 
' 
-
==r = 
a u u 
- -
-then a11 and a become part of A11 and A12 respectively, while 
==r = - -U U is the new A22 , for U upper triangular. It remains to 
I. 
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calculate the quantities in (6.2.5) from UT. 
- -
If U1 is written , where B is upper triangular, 
0 B 
.... 
then 
~ 
-
2 T 
b 11 b11b 
uT U1 = 
' 
(6.2.6) 
b 11b BTB+bbT 
.... 
- -- -
= 
whereupon equating (6.2.5) and (6.2.6) defines a11 and a. 
calculated from UT by noting that 
T UT= U - 2U w w = U T V W 
. 
lS 
say. It is possible using 2(n-k-l) plane rotations to reduce 
(u-vwT)T(u-vwT) to Ui U1 . (Saunders (1972), Osborne and Saunders 
-- -..,-.., 
(1972).) The steps are: 
(i) 
(ii) 
Rotate V into in such a manner that u 
. 
lS 
rotated to the form [ ~ ] = U' say (last row filled 
. in. 
Now U' - is of the form U' also and 
rotations in the opposite order will reduce this to the 
upper triangular form required. 
Once U1 is found U is found by performing rotations on the matrix 
[·~;·] , to reduce it to upper triangular form, a further n - k - 1 
plane rotations. 
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Deletion of a Constraint 
As in §6.1 the deleted constraint is removed from the active 
constraint matrix and the rotation represented as a product of plane 
rotations Qp . The transformations 
= 
= 
g = Qp g ' 
and 
--
-
-
-
-
A11 A12 A1 1 A12 
-A = + Qp Qp 
' 
-T - -T -A12 A22 A12 A22 
.._ 
-
... 
-
- -
are the appropriate changes. However QP only effects A11 and A12 
and not Repartitioning A 
. gives 
- -T 
a11 a 
-A22 = 
' 
(6.2.7) 
a UTU 
... 
-
- - -
where a11 comes from A11 and a from A12 . A22 is to be 
expressed as 
=:=:T= 
= u u ' 
where U is upper triangular. Suppose 
- -
b 11 bT 
= u = 
' 
0 B 
-
... 
where B is upper triangular, then 
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2. T 
==r = b 11 b 11b u u = (6.2.8) 
_f) 11b 
-
BTB+bbT 
== 
Equating (6.2.7) and (6.2.8) gives b11 and b . Conditions for A22 
to be positive definite are 
where 
(i) a11 > 0 ; 
must be positive definite, 
u = Hence is positive definite if l - llull 2 > 0 . 
To calculate B one possible procedure is to use the method 
1 + /1-llull 2 
-
outlined for the addition of a constraint. Let y = 
then 
T I - u u , and 
Using 
T T U - yu u U = U - yu b , 2(n-k) plane rotations will produce 
- -
the upper triangular form for B. A procedure using only n - k 
plane rotations is available if the identities, 
0 U u 
= 
' T 
u a o a 
b B 0 b 
= 
' 
1 
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rQ UCl~ are equated. The application of n - k plane rotations to L J 
will produce IB OJ , where B is upper triahgular. This procedure l~T 1 
was com~unicated to the author by Professor Golub. 
The Algorithm 
1. Assume an initial feasible point and active constraints. 
2. Add the initial active constraints and rotate the space. (This 
could be done using column pivoting.) 
3. A22 ~ UT U (Cholesky decomposition). 
-4. Calculate search direction h2 . 
5. If a constraint is encountered before the minimum, add the 
appropriate m~ltiple of to x2 , calculate the gradient 
~ 
-at x + Clh , add the new constraint and go to 4; 
else move to the minimum and update the gradient. 
6. Calculate the Lagrange Multipliers. 
7. If the largest L.M. is positive drop the corresponding 
constraint and go to 4; 
else resolve the EP using column pivoting, then exit. 
Note that this type of algorithm could be used for indefinite 
-quadratic programming provided the inversion of A22 is done at each 
-
step to calculate h2 . 
6 . 3 Quadratic Programming with a Quadratic Constraint 
Consider the problem , 
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minimize 
subject to (6.3.1) 
Where XE Rn , y E Rm , m ::':. n d A t · ·t· an symme ric posi ive semi-
-
definite. This problem can be transformed to a problem of the form 
minimize 1 T t -x AX - b X' 2-
subject to llxll < s . 
Conversion using the SVD 
Write C in terms of its SVD 
VD UT 
' 
and suppose D has rank n. Let 
X = UT X 
' 
- UT A = A U 
' 
- UT b b = 
' 
d = [!:l = [vT Yl ' -
- -
where d1 E Rn. The problem (6.3.1) becomes 
-
minimize 
(6.3.2) 
(6.3.3) 
Note that the condition s 2 - II d2 II 2 > 0 is a necessary condition for 
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the existence of a feasible point. One further transformation 
= -
x = Dx 
. i.e. 
(6.3.4) 
gives the required form, 
. . . 
minimize 1= = = = = -x AX - b X' 
2- -
subject to llxlJ < s , (6.3.5) 
where 
-
-1 - -1 A = D A D 
' 
- -1- -1 - -1 b = D b D A D d1 • 
Conversion using the Q-U Factorization 
Write 
and let Qy = [ ~~2;J ' _ d1 E Rn , whence the constraint becomes 
0 · th d · t · c- 2 - 11 ~ 2 I I 2 ::::. o nee again econ i ion ~ _  is a necessary condition 
for the existence of a feasible point. If now 
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i.e. , 
-1 = 
x = R (d1 +x) , (6.3.6) 
and if 
- R-Tb -T -1 b = - R A R d (6.3.7) 
the problem reduces to (6.3.5). 
The Solution of (6 . 3.2) 
The Kuhn-Tucker conditions for (6.3.2) are 
A x - b + A x = 0 , '\ > 0 
I\ ' 
at the solution. There are two cases to consider: 
(i) A= 0 , implies the constraint is not active and hence 
X = A-
1 b ; 
(ii) A> 0 , implies the constraint is active. 
For case (ii) the problem is one of solving n + l non-linear 
equations in n + l unknowns (A, x) . , i.e . 
(A+AI)x b = 0 
T 2 
X X - E: = 0 • (6.3.8) 
It is possible to use Newton's iteration to solve (6.3.8), however 
a better method is available (cf. Golub (1971)) which gives a 
condition as to which of the cases A= 0 , A > 0 apply. Let A 
have the eigen decomposition 
where ~ is diagonal with elements w. ' i i - 1, 2, ... , n . 
Rotating x to x - P x and b to b = PT b , (6.3.8) gives 
-(~+>..I)x = b , 
i.e. 
If 
F(>..) - 11c~+AI)- 1bll 2 - s2 -
n b~ 
l i - s2 = 
' i=l (w.+>..)2 
i 
then, 
1. F( 00 ) = -s 2 < 0 ' 
2. F' (;,\) < 0 , A > 0 , 
3. F" (A) > 0 , A > 0 . 
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Hence if F(O) > 0 there exists one and only one root in [O, 00 ) , 
while if F(O) < 0 the constraint will not be active and the 
solution is x = A- 1 b = P ~-lb . In the case of a positive root 
>.. 0 existing in (0, 00 ) the solution is 
The Newton-Raphson iteration is used to find the zero of F(A) after 
an initial binary chop method on the interval [ ll~lj 0 ' . s 
111 
An Ill-conditioned Constraint 
It will be noticed from (6.3.4) and (6.3.6) that the essential 
feature of the algorithm is to adjust the right hand side before 
executing an inversion using either 
-1 
D 
-1 
or R . Hence the 
sensitivity to perturbation in the right hand side of (6.3.4) and 
(6.3 . 6) will be proportional to X(C) = x(D) = x(R) . Notice also 
that the terms A and b are defined in terms of 
-1 
D R
-1 
or 
(see (6.3.5) and (6 . 3.7)), and hence will be in error an amount 
bounded by k x(C) 2 eps , where eps is the machine precision, k 
a constant . From chapter 3 it is seen that the use of column 
pivoting to calculate the Q-U factorization will be a necessity 
when X(C ) is large, in order to keep the error in R . . to a minimum. 
It is possible within the context of (6.3.1) to consider the effect 
of replacing the constraint 
T lie x-yll s s 
by another 
11c?x-yll < s , 
-
where C is better conditioned than C and 
There are two convenient methods of doing this. 
Method 1. Truncation Method 
This method is applied to the case where the conversion of 
(6 . 3 . l) to (6.3.2) is done using the SVD of CT. The method 
essentially reduces the number of variables in (6.3.2) by setting 
.. 
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some to zero. Instead of using D , a s uitable truncated estimate 
DT of D is used , where DT has rank r , 
D - D. i = 1, 2 ' r - . . . 
' T .. ii ' ' ii 
0 . r+l, -· i = . . . n . 
' ' 
The constraint T lie x-yil ::: s , now 
becomes on replacing D by DT 
0 
d' ,~, 
~1 Rr -where d1 = X = I~ .. x' d' E and x" = 0 . Instead ' ' ' d 'i' 
~ 
of using -1 D+ Notice that condition D 
' 
is used. the T 
provides an upper bound to the maximum amount of truncation for fixed 
E: • 
If CT is the truncated estimate of C then the set of feasible 
points for the constraint . is 
s = {~ 
which is contained within the set of feasible points of the original 
problem. 
. 
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Method 2. Damped Least Squares 
This method is used when the Q-U factorization is used to convert 
(6.3.1) to (6.3 . 2) . The quadratic constraint of (6.3.1) is replaced 
by 
(6.3.9) 
The implementation of this constraint into the conversion is done by 
considering 
[I]~ -[ii]' < E • (6.3 .10) 
A further application of the Q-U factorization gives 
[R'l [d'J 0 ~ - ~~ o.J 93 < € ' 
i.e. 
Note that R' has a smaller condition number than R. 
It is obvious that the set of feasible points of (6.3.9) is 
contained within the set of feasible points of the original problem . 
An interesting point is that the problem 
. . . 
minimize 
(6.3.11) 
is equivalent to 
... 
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minimize .! XT A X - bT X + Je 11~!1 2 2- --
subject to II CTx- yll < c 2 , ( 6 . 3. 12 ) 
- ~ 
for some 8. Actually 8 = A8 2 where A is the Lagrange multiplier 
of (5.3.11). This is significant in that (6 , 3.12) chooses a solution 
from the original set of f easible points while (6.3.11) chooses the 
same solution from a smaller set of points. Numerically, using the 
methods outlined previously, it is better to solve (6 .3 .11). This is 
illustrated in the example of §6,4. 
6. 4 Results 
The algorithms of this section were tested on the Fredholm 
integral equation of the first kin d with kernel, 
K (t, s) = y 
and right hand side, 
l-y2 
l+y 2 -2ycos(2n(t+s)) 
y(t) = cos(2Tit) , 
which has a solution (see §5 . 1) 
x( s) = l cos ( 2Tis) y 
' 
Point s ti = ( i -- i ) / m , i = l , 2 , . . . , m , and s j = ( j - ~ ) / n , 
j = 1, 2, ... , n , where chosen. The discretized form of the integral 
equation using the mid point rule f or quadrature, takes the form, 
T 
C X y ' 
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whe~e C is an n x m matrix, 
C •• ( '\ '\ = K l t. , '"" I I C) • ) ' .l J y l J 
' I 
I 
y! = y ( t") 1 ' .J. l . , 2' l - m ~ - .L ' . . . ' ' 
I . 1 2, 
' 
-= n 
and - -t-,. .. ~ ' I 
l j 
x. = X (s.) . J J J 
By varying y it is possible to var'y the condit ion number of C • 
For example if m = n , n = 5, 10, 20 the cond..i.tion number of C 
for values of y are given in table 6.1. 
TABLE 6.1 
y 
n 0.75 0. 5 0.25 0.1 
5 1.3 2.8 1. 3 D l 9 .1 D l 
10 2.2 1.6 D l 5.1 D 2 5.0 D 4 
20 
I 
8.9 
I 
5.1 D 2 
I 
5.2 D 5 5.0 D 9 
I 
Because, in general, ¥_ is given as data which has an associated 
e rror , it is meaningful to consider the solution x as belonging to 
the s et, 
T = {~ 
If the variance cr 2 of the error' in ¥_ is known, then an appropriate 
choice for E: . lS If C is ill conditioned the set T 
contains vectors ~1 and ~2 which ~re widely separated. Let 
CT= VD UT then if 
and , 
u -1 ( T J x2 = D V y-£e , 
- -n 
Xl xi - 2 ..£ u e .. d -n n 
Note that x1 and x2 are elements of T and 
- -
wh ich can be large if d 
n 
i s small. 
Hence it is usual to choose a solution from T such that it 
satisfies certain smoothness conditions (Phillips (1962), Twomey 
(1963)). This is equivalent to regularization of the discretized 
equation. 
The regularization used for this equation took the form 
n-1 
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minimize l (x . 1 -2x.+x. 1) 2 j=2 J-- J J+ (6.4.1) 
subject to either ilCTx-yll < e: , (linear constraints) 
- - 00 
or llct~-ill < £ , (quadratic constraint). 
The quadratic form (6.4.1) has a hessian matrix of the form, 
-
-l -2 l 
-2 5 -4 l 0 
l -4 6 -4 l 
l -4 6 -4 l 
. 
A • 
. 
= 
' • . . 
• . 
l -4 6 -4 l 
0 l -4 5 -2 
l -2 l 
which is positive semi-definite. Hence the linearly constrained 
quadratic program has the form 
minimize T X AX 
subject to CT X > y - Ee 
-y - Ce 
-
The quadratically constrained quadratic program has the form 
minimize T X A X ' 
subject to IICTx-yll < E: • 
117 
The results for these two problems for y taking values 0.1, 0.25, 0.5 
and 0.75, n taking values, 5, 10 and 20 and for varing values of 
c are given. 
Linear constraints 
The values of c chosen for this example were 0.2, 0.008, and 
0.00032. The value of m was set to n. Table 6.2 shows the 
118 
Jl x-x ll 
relative error in the calculated values of X, l.e., - "J II ~II , where 
x is the calculated value and x the true value. The table shows 
clearly the effect of increasing n when the problem is very ill-
conditioned · (y = 0.1) . For y = 0.75 increasing n increases the 
accuracy. 
y 
£ 
0.2 
0.008 
0.00032 
£ 
0.2 
0.008 
0.00032 
£ 
0.2 
0.008 
0.00032 
Quadratic Constraint 
0.75 
0.57 
0.47 
0.46 
0.68 
0.15 
0.14 
0.62 
0.022 
0.0089 
TABLE 6.2 
0.5 
n = m = 5 
0.32 
0 .14 
0.39 
n = m = 10 
0.68 
0.029 
0.0053 
n = m = 20 
0.87 
0.037 
0.0063 
0.25 
0.23 
0.031 
0.016 
0.24 
0.060 
0.011 
0.48 
0.060 
0.020 
0.1 
0.28 
0.062 
0.0039 
1.3 
0.10 
0.036 
1.4 
1.6 
0.045 
-3 
The parameter £ was set to 10 , and hence as n increased 
more accuracy was required for each equation of the system C x = y. 
Tables 6.3 and 6.4 show the relative errors in the solution for 
various values of Y, n and o . The value of o describes the 
truncation value for the SVD method (i.e., all singular values less 
r 
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than a were replaced by zero), and describes the value used for the 
regularizing parameter of the damped least squares approach. While 
the example is a special case in which m = n and there is no error 
in the right hand side, the tables do show the effect of the 
regularizing strategies as n is increased, especially for the case 
y = 0.1. Results similar to these have been produced for m > n 
and in cases in which an oscillating error was introduced into the 
right hand side. A problem exists in choosing the 'best' s and a . 
If the variance of the right hand side is known, say o2 then 
' 
s 2 = m o 2 is a reasonable choice. See for example Reinsch (1967), 
(1971) where a similar problem is solved for least squares cubic 
splines. 
TABLE 6.3 
Truncation Method 
y 0.75 0.5 0.25 0.1 
8 n = m = 5 
-5 10 0.46 0 .14 0.017 0.0011 
10- 6 0.46 0 .14 0.017 0.0011 
10- 7 0.46 0.14 0.017 0.0011 
0 0.46 0.14 0.017 O.OOll 
n = m = 10 
10- 5 0.14 0.0049 0.0021 0.029 
10 -6 0.14 0.0049 0.0021 0.029 
10 -7 0.14 0.0049 0.0021 0.029 
0 0.14 0.0049 0.0021 0.029 
n = m = 20 
10- 5 0.0088 0.0080 0.29 0.14 
-6 10 0.0088 0.0080 1.21 0.99 
10- 7 0.0088 0.0080 1. 21 8.73 
0 0.0088 0.0080 1.21 683.6 
Notice that the regularizing parameter does not take effect until 
n = 20 and then only for y = 0.25 and 0.1. The damped least 
squares approach produces a different effect in that no matter how 
small or large the singular values are there is always a damping 
factor. The blank entries indicate o too large. 
TABLE 6.4 
Damped Least Squares Method 
y 0.75 0.5 0.25 0.1 
0 n = m = 5 
-4 
10 0.46 0.14 0.016 
-5 
10 0.46 0.14 0.016 0.00062 
-6 
10 0.46 0.14 0.016 0.00062 
0 0.46 0.14 0.016 0.00062 
n = m = 10 
-4 
10 0.14 0.0046 0.00031 
_5 
10 0.14 0.0046 0.00070 0.0019 
-6 
10 0.14 0. 001+6 0.00071 0.0020 
0 0.14 0.0046 0.00062 0.0020 
n = m = 20 
10 -4 0.0087 0.00054 
_5 
10 0.0087 0.00070 0.011 0.13 
-6 
10 0.0087 0.00070 0.012 1.10 
0 0.0087 0.00076 0.014 7.26 
Note that the damped least squares approach produced better 
results as n in increased and the condition number of C 
increases. 
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