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Abstract
Here we are concerned with the existence of positive solution for autonomous and nonautonomous second-
order systems with multi-points boundary conditions. For nonautonomous systems we use the Schauder’s ﬁxed
point theorem in a suitable Banach space, while for autonomous ones using ﬁxed point theorems is usually useless
because of the existence of trivial solution and for this we employed amethod based on the implicit function theorem
and topological degree. In order to verify the obtained results, we have considered some deﬁnite systems to verify
the results numerically.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The existence of solution for multi-points boundary value problems of Sturm–Liouvil kind of operators
was initiated in [4,5].As Erbe andTang [1] showed, if the elliptic boundary value problem−u=f (|x|, u)
where r < |x|<R is radially symmetric, then it can be converted into a Sturm–Liouvil problem.The above
possibility motivated many authors to investigate in the existence of positive solutions for nonlinear
second-order differential equations, see for example, Gupta [2,3], Palamides [9] and Ma [7]. A large part
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of the works made use the version of the Schauder ﬁxed point theorem for a cone to prove the existence
of positive solutions. In this paper, we consider autonomous as well as nonautonomous second-order
systems. For nonautonomous systems, we have used the Schauder ﬁxed point theorem to obtain the
simple and easy veriﬁable conditions for the existence of a positive solution. For autonomous systems,
as it is well known, using ﬁxed point theorems may results in the trivial solution. For this, we developed
a method based on the theory of topological degree to verify if the system has a positive solution. The
method is easily applicable for a system of nonlinear second-order differential equations.
2. Nonautonomous system
Let us consider the following system:
x′′ = f (t, x, x′) (2.1)
with the following boundary conditions:
x(0) − x′(0) = 0, x(1) =
m∑
i=1
ix(ti), (2.2)
where i , , > 0, f is a continuous function such that:
f (t, u, v)> 0, u, v > 0, t ∈ [0, 1] (2.3)
ti ∈ (0, 1) and m1 is an integer. We also assume that
m∑
i=1
i ti = 1 (2.4)
which in accordance with the above assumptions
m∑
i=1
i t
2
i < 1,
m∑
i=1
i > 1.
If we write the solution of Eq. (2.1) as
x(t) = B + At +
∫ t
0
(t − )f (, x(), x′()) d (2.5)
then by the ﬁrst boundary condition of the system we have B = A and by the second one we get
A
(


+ 1
)
+
∫ 1
0
(1 − )f (, x(), x′()) d = A
m∑
i=1
i
(


+ ti
)
+
m∑
i=1
i
∫ ti
0
(ti − )f (, x(), x′()) d.
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Let us deﬁne tm+1 = 1, m+1 = −1, then we reach:
A = −

(
m+1∑
i=1
i
)−1 m+1∑
i=1
i
∫ ti
0
(ti − )f (, x(), x′()) d. (2.6)
Now let us deﬁne the following Banach space:
B= {(x(t), x′(t))| x(t) ∈ C1[0, 1], 0x(t)M, 0x′(t)M} (2.7)
endowed with the following norm:
‖(x(t), x′(t))‖ = max
{
max
t∈[0,1] |x(t)|, maxt∈[0,1] |x
′(t)|
}
.
Theorem 2.1. If there are L,M such that
max
{
s + 2, s
(


+ 1
)
+ 1
}
L< 2M , (2.8)
where
L = max
t∈[0,1] max(x,x′)∈B
|f (t, x, x′)|
and
s = −

(
m+1∑
i=1
i
)−1 m+1∑
i=1
i t
2
i
then Eq. (2.1) with boundary conditions (2.2) has a solution.
Proof. We deﬁne the operator (,′) on B as
(x, x′) = A
(


+ t
)
+
∫ t
0
(t − )f (, x(), x′()) d,
′(x, x′) = A +
∫ t
0
f (, x(), x′()) d,
where A is deﬁned as in Eq. (2.6). Now A> 0, for
m+1∑
i=1
i
∫ ti
0
(ti − )f (, x(, x′()) dL
m+1∑
i=1
i t
2
i < 0.
According to Eq. (2.5), we have (x(0), x′(0)) = (B,A)> (0, 0) and by Eq. (2.6) we have
0A
s
2
L<M, 0B


A<M .
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It is also evident by (2.3) that
0 max
t∈[0,1] max(x,x′)∈B
 |A|
(


+ 1
)
+ 1
2
L<M
and also
0 max
t∈[0,1] max(x,x′)∈B
′ |A| + L<M .
It is obvious that (,′) is a completely continuous operator on the convex-bounded Banach space B
into itself. Then by the Schauder ﬁxed point theorem, there is a function x(t) on t ∈ [0, 1] such as
x(t) = A
(


+ t
)
+
∫ t
0
(t − )f (, x(), x′()) d. 
Corollary 2.2. Every subquadratic function f on B satisﬁes Theorem (2.1).
Proof. In fact if
max
t∈[0,1] max(x,x′)∈B
f (t, x, x′)L1x + L2x′ (2.9)
here L1, L20, then condition (2.8) for f is
0<M <
2
(L1 + L2)max
{
s + 2, s
(


+ 1
)
+ 1
}
that is satisﬁable for sufﬁciently small L1, L2. 
3. Autonomous system
As it is noted earlier, applying the above method to obtain a nontrivial solution for autonomous systems
is not easy and straightforward and for this we present an alternative method for such systems. Let us
consider the following equation:
x′′ = f (x, x′) (3.1)
with the following boundary conditions:
x(0) = 0, x(1) =
m∑
i=1
ix(ti), (3.2)
where (1, . . . , m) is an arbitrary point on the hyperplane P:
P :
m∑
i=1
uiti = 1
for ui ∈ R and as before ti ∈ (0, 1). We want to obtain a sufﬁcient condition for the existence of positive
solution for Eq. (3.1) with boundary conditions (3.2) and assumption that (1, . . . , m) lies on P. The
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method we employ here is based on considering a perturbed counterpart of system (2.1) and is similar
to one we employed in our previous paper Mehri and Niksirat [8]. Let the following be such a perturbed
system:
x′′ = f (x, x′). (3.3)
For  = 0, it is obvious that Eq. (3.3) has positive solution for every arbitrary point on the P satisfying
the boundary conditions. We want to obtain sufﬁcient conditions on f such that hyperplane P contains a
solution of system (3.3) for ||< 0. Let us show by x(t; ) the following:
x(t; ) = ()t + 
∫ t
0
(t − )f (x(; ), x′(; )) d. (3.4)
According to the second boundary condition (3.2):
x(1; ) = () + 
∫ 1
0
(1 − )f (x(; ), x′(; )) d = ()
m∑
i=1
i ti
+ 
m∑
i=1
i
∫ ti
0
(ti − )f (x(; ), x′(; )) d.
In order to have a positive solution for (3.3) for given i when  → 0, the following should have a positive
solution:
() =
m+1∑
i=1
i
∫ ti
0
(ti − )f (, ) d = 0, (3.5)
where as previous m+1 =−1 and tm+1 = 1. Let  > 0 be a solution for = 0. In order to have a positive
solution for nonzero  we should have the following by the implicit function theorem:
d
d
 =
m+1∑
i=1
i
∫ ti
0
(ti − ) 

f (, ) d = 0. (3.6)
Then according to the implicit function theorem there is () as a continuous function of (1(), . . . , m())
resting on P for sufﬁciently small .
The above method can be easily generalized for a system of second-order differential equation. Let us
consider the following system:
x′′ = F(x, x′), x ∈ Rn, x(0) = 0, x(1) =
m∑
i=1
Aix(ti), (3.7)
where Ai is an invertible proper matrix and F = (f1 . . . , fn) is a vector of continuous functions. We also
assume that
m∑
i=1
Aiti = I , (3.8)
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where I is a unit matrix. The solution of system (3.7) is as
x(t; ) =At + 
∫ t
0
(t − )F (x(; ), x′(; )) d,
whereA= (1, . . . , n) is the vector of initial values.
Theorem 3.1. If there is a solution for the following equation:
m+1∑
i=1
Ai
∫ ti
0
(ti − )F (A,A) d = 0 (3.9)
likeA when Ai satisfy condition (3.8) along with the following condition:
JF (A
) = det
m+1∑
i=1
Ai
∫ ti
0
(ti − )
[

fj
xk
(A,A) + fj
x′k
(A,A)
]
d = 0 (3.10)
and Am+1 = −I and tm+1 = 1, then there is 0 > 0 such that system (3.7) has a solution for any ||< 0.
Proof. Let us consider X(t; ) as a C1 homotopy with respect to x(t). If we denote by (A; )
the following:
(A; ) = x(1; ) −
m∑
i=1
Aix(ti; )
then the ﬁrst variation of (A; ) with respect to  is


(A; 0) =
m+1∑
i=1
Ai
∫ ti
0
(ti − )F (A,A) d.
As usual we denote by d[h,, p] the Brouwer degree of mapping h with respect to p in an open bounded
set . Now if Eq. (3.9) has a solution likeA when Ai satisfy condition (3.8), then
d[(A; 0),, 0] = 0,
where  is an open bounded subset of Rn aroundA provided that the Jacobian of (A; 0) with respect
toA atA is nonzero. It is also easy to see that the Jacobian of (A; 0) is as shown in Eq. (3.10). Now
the homotopy invariance property of topological degree, see for example Lloyd [6], implies the existence
of 0 > 0 such that for ||< 0 we have
d[(A; ),, 0] = 0.
Therefore Eq. (3.7) has a solution when Ai satisfy condition (3.8). 
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4. Numerical examples
Here we consider two systems to verify the realizability of the obtained results, the ﬁrst one is a
nonautonomous and the second one is an autonomous system. Let us consider the following system:
x′′ + x4 = a| sin 2t |, a > 0 (4.1)
with the following boundary conditions:
x(0) = x′(0), x(1) = 4x(0.1) + 2x(0.3).
With f = 0.1| sin 2t | − x4 and  =  = 1, t1 = 0.1, t2 = 0.3 and 1 = 4, 2 = 2 we have s = 3.9 that
results in the following relation:
5.9max(M4, a)2M
that is hold for 0<M < 0.69 and 0<a < 0.23. As an example for autonomous systems, let us consider
the following equation:
x′′ + ax + b(x2 − x′2) = 0, a.b > 0 (4.2)
with boundary conditions
x(0) = 0, x(1) = x(0.1) + 2x(0.2) + 54x(0.4).
According to (3.5) and by simple calculation we have the following for () = 0:
 = −
(
2a
4∑
i=1
i t
3
i
)(
b
4∑
i=1
i(t
4
i + 6t2i )
)−1
.
0 0.5 1 1.5
0
1
2
3
4
5
6
Fig. 1. Plot of solution of Eq. (4.2).
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That for given i , ti is   0.55a/b. Also according to (3.6), we have
d
d
  −1.82a = 0.
The numerical simulation for a = 3, b = 0.4 shows the existence of a positive solution on [0, 1] that
satisﬁes the given boundary conditions that has depicted in Fig. 1.
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