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SUMMARY 
A branch-and-bound algorithm for the fixed-charge transportation 
problem has been developed. The procedure was coded for the Univac 110 8 
and over 50 test problems have been solved. Further, it is shown that 
the group problem associated with the fixed-charge transportation prob­
lem may be viewed as a multiparametrie integer programming problem hav­




Since the development of the simplex method for solving linear 
programming problems by George Dantzig in 1947, researchers in all areas 
of applied mathematics have been drawn to the interesting field of 
mathematical programming. One particular area of mathematical program­
ming which is, at present, of prime interest to operations researchers, 
industrial engineers, and applied mathematicians, is that of discrete or 
integer programming. The best explanation for this interest is that 
numerous practical problems can be formulated as integer linear program­
ming problems. Scheduling, capital budgeting, resource allocation, and 
distribution problems are but a few examples of where integer programming 
problems arise. 
One particularly interesting integer programming problem is the 
fixed-charge transportation problem. The simplicity of problem state­
ment and difficulty of solution makes this problem of great interest to 
the mathematical programming theoretician. In addition, the numerous 
applications in the area of distribution makes practical solution tech­
niques of considerable interest to the operations research practitioner. 
Our objective has been to further develop the theory for this problem 
with the aim of obtaining a practical solution technique which can be 
used by the practitioner. 
The fixed-charge transportation problem can be simply stated in 
2 
terms of a distribution problem in which there are m suppliers (ware­
houses or factories) and n customers (destinations). Each of the m 
suppliers can ship to any customer at a per unit shipping cost of c „ 
(unit cost for shipping from supplier i to customer j) plus a fixed-cost 
of f „ assessed for opening this route. If in reality a route from some 
source i to some customer j does not exist, one may set f\_̂  equal to a 
large number to exclude this route from consideration. Each supplier, 
i=l,...,m, has units of supply and each customer, j=l n, demands 
D_. units. The objective is to determine which routes to be opened and 
the shipment size so that the total cost of meeting demand given the 
supply constraints is minimized. Throughout the first four chapters of 
case in some problem, then an additional customer can be added with a 
demand of T-S. - T.D. and unit and fixed cost from all sources equal 
1 i 3 3 
zero. 
If this is not the 
Mathematically this problem may be stated as follows: 
(1.1) 
(i=l,...,m) 





0, if x.. = 0 
1 3 
1, if x.. > 0, 
id 
where x̂ _. = the number of units shipped from source i to customer j . 
This problem can be stated as an integer programming problem by intro­
ducing logic variables z. . as follows: 
6 6 13 
(1.2) min 7.7.(c..x.. + f..z..) 
LiLl 13 13 13 13 
t. y.x.. = D . 9 (all j) 6 i i] 3 
y.x.. = S., (all i) 
x . . - y . . z . . + s ( i , j ) = 0 , (all i, j) 
13 13 13 
x i j S s(i,j) > 0, (all i,j) 
z ij € {0,1}, (all i,j) 
where y. . = min(S.,D.). 
1 3 1 3 
An equivalent but more useful formulation for the work which follows is 
(FCTP) mm c..x.. + [f../u..]y.. 
13 13 13 13 •/i3 
st. y.x. . = D., (all j) Li IJ 3 J 
V.x.. = S., (all i) LJ 13 1 ' 
x.. - y.. + s(i,j) = 0, (all 13 •7i3 J ' J 
x i j 5 s(i,j) * 0, (all i,j) 
€ { O . y ^ } , (all i,j) . 
Clearly (1.2) and (FCTP) are equivalent and y ^ = u^_.z^... Further, a 
relaxed version of (FCTP) obtained by omitting the integer restriction 
is 
(FCTP R) mm TJ .(c. .x. . + f. .y..) 
st. y.x.. = D., (all j) 
L i 13 3 
J.x.. = S., (all i) 
Ll 13 1 
x . . - y . . + s(i,j) = 0, (all i, 3) 
13 -/i3 J ' J 
x ij,y ij,s(i,j) > 0, (all i,j) 
5 
where f.. = f../u... 
ID ID ID 
The principal results of this investigation are presented in 
Chapters III, IV, and V. It is shown in Chapter III that by adding an 
intermediate node between each source-destination pair and inserting 
arcs from the source to the intermediate node and from the intermediate 
node to both the source and destination, (FCTP) can be formulated as a 
max flow min cost network problem with side constraints. These side 
constraints require that certain flows in the network assume the value 
of either 0 or IJ„ . The group problem associated with the relaxed ver­
sion of this max flow min cost problem, which can be obtained directly 
from the network, is used in a branch-and-bound scheme to solve the 
original fixed-charge transportation problem. This method has been 
coded in FORTRAN and tested with randomly generated problems on a Univac 
1108. The computational experience is given in Chapter IV. It is shown 
in Chapter V that the group problem associated with (FCTP) can be viewed 
as a multiparametric integer programming problem having a totally uni-
modular constraint matrix. 
The notations and conventions used in this study are now pre­
sented. Matrices are denoted by upper case Latin letters and the ele­
ments of a matrix by a corresponding lower case Latin letter with two 
subscripts. An upper case Latin letter enclosed by {•} denotes a set 
whose elements are the columns of the corresponding matrix. Lower case 
Latin letters with a single subscript denote an element of the vector 
with the same name. The symbols 0_ and 1 denote the zero and one column 
vectors respectively. The notation {B} c {A} implies that {B} is a 
6 
proper subset of {A}. The notation {B} £ {A} implies either {B} c {A} 
or {B} = {A}. Non-negativity is expressed by c ^ £. A' denotes the 
transposition of matrix A. Scalars are denoted by lower case Greek 




This chapter surveys the current state of theory and methodology 
available for the solution of the fixed-charge transportation problem. 
To facilitate discussion of the progress on this problem, the approaches 
have been separated into two categories as follows: 
These approaches differ in that the exact approaches guarantee optimality 
whereas the heuristic approaches do not. The algorithm of this thesis 
is an exact approach. 
One of the first heuristic approaches was presented by Balinski 
(2) in 1961. He observed that there exist an optimal solution to the 
relaxed version of (1.2) (i.e. the problem formed by ignoring the 
restriction z. . e {0,1}) with the property that z.. = x../y... This 
ID id id id 
observation reduces the relaxed version of (1.2) to the following 
problem, 
i. Heuristic Approaches, and 
ii. Exact Approaches. 
Heuristic Approaches 
min 
st. I , (all j) 
. x.. = S. , (all i) 3 13 i» 
x. . > 0, (all i,j). 
The problem (FCTP A) is simply a transportation problem and can be solved 
by any of the available algorithms. An approximate solution to (FCTP) 
is taken as the solution of (FCTP^). This heuristic is sensitive to 
the magnitude of the fixed costs with the heuristic working best when 
the fixed costs are small. 
Kuhn and Baumol (26) worked with a large material distribution 
problem in the Navy supply system in which the fixed costs for shipments 
between points were unknown, but were thought to be approximately equal 
for each source destination pair. Also they made small adjustments in 
both the supplies and demands to reduce the system cost. They reasoned 
that for this case, a highly degenerate solution (i.e., use of a minimum 
number of arcs) was desirable. Consequently, they developed a heuristic 
which searched for a low unit transportation cost solution while simul­
taneously adjusting the supplies and demands within a prespecified limit 
so that a highly degenerate solution could be obtained. 
There exist several heuristic methods which are simplex-based. 
Motivation for this approach arises from the fundamental result of 
Hirsch and Dantzig (22) that the solution to the general fixed charge 
problem (FCP) will occur at one of its finitely many extreme points. 
9 
(FCP) min z = c'x + f 1 a 
St. Ax = b 
x > 0, 
and 
0 if x. = 0 
1 
a. = 
1 1 if x. > 0. 
3 
It is also well known that z is a concave function. Consequently there 
may exist numerous local optima which differ from the global optima. It 
is this feature of the fixed charge problem which would lead one to sus­
pect that adjacent extreme points methods would fail to give good 
approximate solutions to (FCP). However, Cooper and Drebes (8) have 
used this basic philosophy to develop a heuristic approach which appears 
to be fairly successful in practice. They begin with the linear pro­
gramming solution and change the basis using certain heuristic rules in 
an attempt to obtain a better total cost. Their results indicate that 
their method produced optimal solutions in well over 90 per cent of the 
several hundred problems investigated and very close to optimal (a few 
per cent) in the remaining cases. Their test problems ranged in size 
from 50 to 450 variables. Cooper and Olson (9) extended the original 
work of Cooper and Drebes by adding a search procedure once a local 
optima was found. The basic difficulty in their work was the 
10 
determination of when to stop the search. 
Denzler (10) also used an extreme point technique to obtain an 
approximate solution to (FCTP). His method used the simplex technique 
while also taking into account the fixed charges associated with the 
vector entering and the vector leaving the basis at each iteration. It 
differs from the simplex theory only in that a modified criterion is 
used to select the entering vector. Once an extreme point is found 
which is superior to any of its neighbors, the method saves this point 
and begins a random walk over the extreme points in an attempt to locate 
an extreme point superior to the best one found thus far. The algorithm 
terminates once a random walk has gone L steps without improving the 
solution. 
In 1969 Robers and Cooper (31) applied an adjacent extreme point 
technique to the fixed-charge transportation problem. Their heuristic 
began with the solution given by Balinski's heuristic and searched all 
adjacent extreme points in an attempt to obtain a better solution. This 
continued until a search of the adjacent extreme points failed to yield 
an improved solution. They solved problems with up to five sources and 
35 destinations in approximately one minute on an IBM 7072. Of the 2 80 
test problems, they obtained the optimal solution for all but two. 
Steinberg (32) presented three other possible heuristics which 
could be used to move along adjacent extreme points in an attempt to 
obtain a good solution. His results also showed that optimal or near 
optimal solutions could be obtained using his heuristic procedure. 
11 
Exact Approaches 
In the field of linear integer programming, there are four prob­
lems of interest. The first and most restrictive is the pure 0-1 
integer programming problem. Problem (2.1) is this type 
(2.1) Max: c'x 
Subj: Ax < b 
x. = 0 or 1 for all i l 
The second is the mixed 0-1 integer programming problem. Problem (2.2) 
is of this type. 
(2.2) Max: c'x + d'y_ 
Subj: Ax + Bv_ ^ b 
x, = 0 pr 1 for all i, 
The third is the pure integer programming problem. Problem (2,3) takes 
this form. 
(2.3) Max: C_'JC 
Subj : Ax < b 
12 
x > 0_ 
x. is integer for all i. 
The last and most general type of problem is the mixed integer program­
ming problem. Problem (2.4) is this type problem. 
(2.4) Max: cjx + d'y_ 
Subj: Ax + By_ < b 
x > 0_ 
y > £ 
x. is integer for all i. 
For problems (2.1) through (2.4) 
x is a n-component column vector 
v_ is a p-component column vector 
b is a m-component column vector 
A is a m x n matrix 
B is a m x p matrix 
£ is a n-component column vector, and 
d is a p-component column vector. 
Hirsh and Dantzig (22) have shown that the solution to (FCP) will 
lie at an extreme point. Since (FCTP) is a special case of (FCP), the 
result holds and the solution will lie at an extreme point of the set 
13 
m J\ , x. . = D., (all j); 
n x. . = S . , 
13 i 
(all i ) ; 
j=l ij 
(all i,j) 
It is well known that the extreme points of the above constraint set are 
integer (see Hadley (20), p. 280). Hence, solution techniques for (2.2) 
and (2.3) are also applicable for (FCTP). In addition, there are five 
exact techniques which have been designed specifically for (FCTP). 
This integer programming problem can be approached by cutting 
plane techniques. These methods begin by solving the continuous version 
of the (IP) problem. If the solution is integer, the problem is solved. 
If this is not the case, then a cutting plane (constraint) is added to 
the constraint set and the procedure is repeated. The various cutting 
plane methods differ according to the cut used. Some of the best known 
are those by Gomory (14,15), Balas (l), and Burdet (5,6,7). 
A brand-and-bound technique for the pure integer programming 
problem could also be used for solving this problem. A technique of 
this type was presented by Land and Doig (27). Frank (ll) points out 
that this method would experience difficulties when the fixed costs are 
large compared to the variable costs. It is conjectured that the bounds 
developed at each iteration would be extremely weak for this case and 
consequently the branch-and-bound procedure would work poorly. 
Trotter (35) recently developed an extension to Geoffrion's (13) 
14 
work to solve the pure (IP) problem. This procedure when applied to the 
(FCTP) is severely restricted by the number of integer variables which 
it can handle. For example, a five source, ten destination (FCTP) will 
result in 100 integer variables. Hence, the number of integer variables 
for moderate size problems (mn £100) becomes prohibitive for this tech­
nique . 
Since (FCTP) may be viewed as a mixed integer programming problem, 
it can be decomposed via Bender's Procedure (4) into a transportation 
problem and a pure 0-1 integer programming problem. The optimal solu­
tion is obtained by iterating between these two problems. It is con­
jectured that more information is available from the original problem 
than from the Bender's 0-1 problem and that one will enjoy more success 
by attacking the (FCTP) directly rather than using the Bender's 
approach. 
The group theoretic approach to integer programming as described 
by Gomory (16), Hu (23), and Gorry and Shapiro (17), could be applied to 
the (FCTP). This procedure solves the continuous version of the (FCTP), 
the solution of which is used to define a group problem. The group 
problem is solved and yields a correction. If the correction yields a 
feasible solution, the problem is solved, If this is not the case, the 
second best solution to the group problem is obtained. If this correc­
tion yields a feasible solution, the problem is solved. If not the pro­
cedure is continued until such time as a feasible correction is obtained. 
The difficulty of using this approach for (FCTP) is that the group prob­
lem developed at each stage has order sufficiently large to render the 
problem unsolvable by the current techniques. 
15 
An exact solution procedure based on a branch and bound approach 
was presented by Steinberg (32) in 1970. He dealt with the problem in 
the following form: 
(2.5) min c'x + d_'y_ 
st. Ax = b 
x > 0 
0, if x = o 
1, if x > 0 
He obtained a feasible solution which gave an incumbent and an upper 
bound. The branches took the form x. = 0 and x. > 0. Then linear 
l l 
programming was used on the reduced problem 
(2.6) min c 1x 
st. Ax = b 
x > 0, 
along with a penalty associated with the fixed-charges to evaluate a 
node. He first attempted to fathom; if that failed he branched again 
in the same manner. The main objection to this procedure is that the 
fixed-charge information is ignored in the linear programming problem 
and is then used in an artificial way in an attempt to fathom. It 
16 
appears that more information is provided by the. solution to the con­
tinuous version of the integer programming formulation rather than the 
solution to (2.6). 
In 1967, Murty (30) introduced the idea of ranking extreme 
points to develop an algorithm for the general fixed-charge problem. 
Define (FCP) as follows: 
(FCP) min c'x + f '<$_ 
st. Ax = b 
x > 0 
where 6. = l 
0, if x. = 0 
1, if x. > 0 l 
Consider the related problem 
(VC) min c'x 
st. Ax = b 
x > 0 
Suppose one could rank the extreme points of (VC) in terms of increasing 
cost. Denote these extreme points by x*,x*,x5^,.... Then £^x* < c_'xj| ̂  
c_'x* < .... Let FCMIN be a lower bound on the fixed cost, and BTC be 
the best total cost solution found so far. Then Murty's algorithm can 
17 
be stated as follows: 
Step 1 . Solve (VC) for x*. 
Use x* to obtain BTC. 
Step 2. Determine FCMIN. 
Step 3. Is £'x| + FCMIN > BTC? 
Yes - Terminate. Solution is current BTC. 
No - Go to step 4. 
Step 4. Increment i by 1. Find xV. (This involves searching over all 
adjacent extreme points.) Update BTC if necessary. Go to 
step 3. 
Since the (FCTP) terminates integer once the y..'s have been 
fixed, an optimal solution can be found by enumerating each of the 2 m n 
potential 0-1 strings and selecting the one with the least total cost. 
Gray (19), using clever devices to eliminate many of the 0-1 strings, 
developed an algorithm for the (FCTP). The machinery used to eliminate 
0-1 strings is as follows: 
i. Upper Bound on Fixed Cost. Suppose a feasible solution for 
(FCTP) is available at a cost of T . Let ZMIN denote the optimal cost 
obtained when the fixed charges are set equal to zero. Then an upper 
bound on the fixed charges is 
FMAX = T - ZMIN. o 
Any y_ with fixed cost exceeding FMAX may be ignored. 
ii. Lower Bound on Fixed Cost. A lower bound FMIN can be found 
18 
by considering the supply constraints one at a time. Enough routes must 
be opened from each source to permit disposing of the supply there. 
Consider the sources individually to determine the cheapest set of 
routes out of each that can absorb the supply. These cheapest routes 
can be used to determine a lower bound, FMIN. Any y_ with fixed cost 
less than FMIN may be ignored. 
iii. Basic Solution. Since the solution to (FCTP) will lie at an 
extreme point, at most m + n - 1 routes need be open. 
iv. Row Feasibility. Each source must dispose of its entire sup­
ply, i.e. 
J . D.y.. > S. 
Li VN 1 '3 ] i] 
v. Single Source. At least one route must be open to each 
destination. 
vi. Column Feasibility. The total supplies potentially available 
at each destination must be at least equal to the demand, i.e. 
J. S.y. . > D. 
All 0-1 strings which pass these six tests are solved as trans­
portation problems with only the appropriate routes open. 
Thompkins (33) was the first to attack the (FCTP) from a group 
theoretic point of view. Thompkins used the Smith Normal form of the 
group problem associated with the (FCTP) and showed that the group ele­
ments assumed certain properties. The main results of this study may 
be summarized as follows: 
19 
a. Route Capacities Equal or Unequal (i.e. constant for all 
i,j). The group order equals the product of the route capacities asso­
ciated with the z. .'s in the optimal LP basis, 
b. Route Capacities Equal. 
i. The group problem can be decomposed into the direct 
sum of cyclic subgroups each with order equal to 
the route capacity, 
ii. The group elements may be represented by vectors whose 
components are from {-1,0,1}. 
iii. The group elements corresponding to nonbasic y..'s are 
"3 
null. 
Thompkins used some of these properties to develop a branch and bound 
algorithm to solve the group problem for the smallest feasible correc­
tion. At this printing no computational results are available. 
In 19 72 Frank (11) developed three new algorithms for the (FCTP) 
which were extensions of Murty's (30) original work on ranking extreme 
points. These algorithms all make use of two problems related to the 
original fixed-charge transportation problem. The problem (2.7) is the 
specialization of (FCTP) which occurs when the fixed charges are all 
zero. Likewise, the problem (2.8) is the specialization which occurs 
when the unit costs are all zero. 
(2.7) MM. 
st. V. x. . = D., (all j) 
i ID D 
. x.. = S. , (all i) 
D ID i 






For the above two problems, define the following terms. 
Let VCMIN(I) denote the ith best solution to (2.7), 
FCMIN(J) denote the best solution to (2.8), 
FCMIN denote an approximation of FCMIN(l), and 
BTC denote the best total cost solution found so far. 
Using these definitions, a brief description of each of Frank's algo­
rithms is given below. 
Algorithm 1. This algorithm is identical in structure to Murty's 
original work except that it ranks extreme points with respect to the 
opposite problem. Recall that Murty's algorithm determined FCMIN and 
then found VCMIN(l), VCMIN(2) VCMIN(I) until I is found such that 
FCMIN + VCMIN(I) > BTC which terminates the algorithm. Algorithm 1 
determines VCMIN(l) and finds FCMIN(l), FCMIN(2),..., FCMIN(J) until J 
min J . J . f . .y . . 
st. y. x.. = D., 
Lx 13 3' 
I. x.. = S., 
L3 13 i* 
x. • - y. • + s(i,j) = 0, 
13 13 ' J ' 
x ^ , x(i,j) > 0, 
y i j 6 { 0 ^ i j } > 
2 1 
is found such that FCMIN(J) + VCMIN(l) > BTC which terminates the 
algorithm. A variation of the defender algorithm (Bellmore and Ratliff 
(3)) has been used to obtain FCMIN(l), FCMIN(2) FCMIN(J). 
Algorithm 2 . This algorithm combines the ideas of Murty's 
original work with algorithm 1. The procedure may be stated as follows: 
Step 1 . Set I = J = 1. 
Step 2. Determine FCMIN(J) and VCMIN(I). Use the solutions to deter­
mine BTC. 
Step 3. FCMIN(J) + VCMIN(I) > BTC? 
Yes - Stop. Solution is given by BTC. 
No - Go to step 4. 
Step 4. Select either I or J to be increased. If I is selected, go to 
step 5. Otherwise go to step 6. 
Step 5. Increment I by 1. Find VCMIN(I). Update BTC if necessary. 
Return to step 3. 
Step 6. Increment J by 1. Find FCMIN(J). Update BTC if necessary. 
Return to step 3. 
Algorithm 3. This procedure is essentially Murty's algorithm 
with FCMIN(l) substituted for FCMIN. Also a branching mechanism is 
used in place of a search over adjacent extreme points in order to find 
VCMIN(l), VCMIN(2) VCMIN(I). 
Algorithms 2 and 3 as well as Murty's original algorithm were 
coded and some 120 test problems were run. Problems in size up to 4 x 4 
were run and it appeared that algorithm 3 was superior to the other two 
with Murty's original method being superior to algorithm 2. 
23 
CHAPTER III 
A GROUP THEORETIC ALGORITHM 
Introduction 
The algorithm presented in this chapter is based on a specializa­
tion of the ideas of Johnson (25) for the general integer programming 
problem. The specialization results from expressing the fixed-charge 
transportation problem as a minimal cost flow problem with side con­
straints . We have then drawn upon the work of Johnson (26) to obtain 
the group problem associated with a noninteger solution. The group 
problem is used to determine the cost to be incurred if the noninteger 
variables are forced to be integer. These costs are then used to deter­
mine the branching variable, and strengthen the fathoming criteria. 
A general framework for solving integer programming (IP) problems 
has been developed by Geoffrion and Marsten (12). The framework is 
based on the following concepts: 
Framework for Integer Programming Algorithms 
separation, 
ii. relaxation, 
iii. fathoming criteria, and 
iv. selection procedures. 
Each of these concepts will be discussed, and then a rudimentary 
algorithm will be presented. 
24 
A. Separation 
For any optimization problem (P), let F(P) denote its set of 
feasible solutions. 
DEFINITION 1 
The problem (P) is said to be separated into subproblems 
(P.,),...,(P ) iff (i) F(P) = F(P. ) u ... u F(P ) and (ii) F(P.) n I n 1 n I 
F(P^) = $ for all i,j with i 1 j. 
B. Relaxation 
DEFINITION 2 
The problem (P_) is said to be a relaxation of P iff F(P) <= 
F(P R). 
C. Fathoming Criteria 
The branch-and-bound approach can be thought of as a simple 
divide-and-conquer strategy. The division process is accomplished by 
separation and the resulting problems are placed in the candidate list 
(CL). One then attempts to solve each of the candidate problems (CP). 
If this is difficult or impossible for a particular CP, this problem is 
separated into two new candidate problems. This process continues until 
either the CP can be solved or information can be obtained which elimi­
nates this CP from further consideration. 
DEFINITION 3 
If a candidate problem (CP) can be discarded without further 
separation, then (CP) is said to have been fathomed. 
2 5 
There are three basic fathoming criteria which can be used to 
discard a (CP). 
FC 1: If F(CP 0) = $ then (CP) can be fathomed. 
FC 2 : Let INC denote the objective value of the best solution 
yet found. Assume all problems are to minimize and v(•) 
denotes the optimal objective value of problem (•). If 
v(CP„) > INC, then (CP) can be fathomed. 
K 
FC 3: Let x* denote the optimal solution to (CP R). If x* e 
F(CP), then (CP) can be fathomed. 
D. Selection Procedures 
At each iteration of a branch-and-bound algorithm, one must 
select from the candidate list (CL), a candidate problem (CP) for analy­
sis. Different rules for selecting the next candidate problem lead to 
different patterns of enumeration. The two rules generally used are 
Last-In-First-Out (LIFO) and Priority. Under LIFO, the problem selected 
is always the last one that was added to the candidate list. Under the 
Priority Rule, the next problem selected is the one which has the high­
est priority index. This index is computed from a tag affixed to the 
candidate problems at the time of creation. One such tag would be a 
lower bound on the optimal solution. 
A general branch-and-bound algorithm for solving integer program­
ming problems is presented in Figure 1. Algorithms differ in the par­
ticular machinery used in boxes one through five. The machinery used in 
this research is based on the group problem associated with the relaxed 
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Figure 1. General Branch-and-Bound Algorithm for 
Solving Integer Programming Problems 
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a Group Theoretic Algorithm for the 
Pure Integer Programming Problem 
As mentioned earlier in Chapter II, the fixed-charge transporta­
tion problem (FCTP) may be viewed as a special case of the pure integer 
programming problem of the form 
(IP) min c_'x 
st. Ax = b_ 
x > 0_ 
x = 0_ (mod 1). 
Clearly any algorithm for (IP) can be used to solve (FCTP). An algo­
rithm for (IP) based on the ideas of Tomlin (34) and Johnson (25) and 
placed in the framework of Geoffrion and Marsten (12) is now presented. 
A. Selection of a Candidate Problem 
This algorithm uses the priority rule selection procedure. This 
rule is preferable to the LIFO rule since the algorithm can choose a 
candidate problem which holds the best promise for obtaining a new 
incumbent. The specific rule is to select the CP with the smallest 
lower bound. 
B. Relaxation 
The CP will be relaxed by ignoring the integrality restriction. 
C. Solving the Relaxed Problem 
The CP can be solved by linear programming. 
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D. Fathoming 
The fathoming criterion presented earlier can be strengthened by 
consideration of the group problem associated with (IP). First, a 
method for obtaining the group problem is given. Let B denote the 
optimal LP basis of (IP). Then (IP) is equivalent to 
(3.1) min c^Xg t c ^ 
st. Bxg + Nx^ = b 
Xg = 0_ (mod 1) 
= 0 (mod 1) 
where x̂  are the variables associated with B and x̂  are the remaining 
variables. Solving for Xg in terms of x̂  yields 
(3.2) Xg = B " 1 ^ - B " ^ . 
Substituting (3.2) into (3.1) yields 
(3.3) min ^(B"" 1^ - B~"Slx̂ ) + c^x^ 
st. B""jb_ - B " 1 ^ ^ > 0_ (3.3-1) 
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2^ - 1 (3.3-2) 
B _ 1 b - B ^ N x ^ = 0_ (mod 1) (3.3-3) 
= 0 (mod 1) (3.3-4). 
The group problem is a relaxation of (3.3) obtained by omitting the 
constraint (3.3-1). Recognizing that c^B b̂_ is a scalar and can be 
omitted from the objective function we obtain 
(3.4) min (cl - c i B " ^ ) ^ 
st. B _ 1 N x ^ = B ^ b (mod l) (3.4-1) 
> £ (3.4-2) 
x^ = £ (mod 1) (3.4-3). 
Problem (3.4) is one form of the well-known group problem originally 
developed by Gomory (16). In general, the group problem takes the fol­
lowing form: 
(GP) min £!t_ 
st. At_ = b (mod 1) 
t > 0_ 
t = 0 (mod 1 ) . 
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Suppose b^ corresponds to (xg)-j_ (basic variable 1 ) , and b^ is noninte­
ger. Then b^ can be expressed as Cb"̂ ] + f^ where Cb̂ D is the largest 
integer less than b^ and 0 < f^ < 1. Let a\ denote the ^th row of A. 
-1 -1. Recall that Xg = B b_ - B Nx^ or in terms of the above notation Xg = 
b - At. Then (x ) = b n - a't. Requiring (x ) to assume an integer 
value less than b^ is equivalent to imposing the following restrictions 
on t, 
a^t = f (mod 1 ) 
a^t > 0 
Similarly, requiring ( x ^ ^ to assume an integer value greater than b^ 
is equivalent to restricting t as follows: 
a^t = (1-f ) (mod 1 ) 
a't < 0 
Using the group problem objective function, up and down penalties for 
forcing the basic variables either up or down can be obtained by solving 
the following problems. 
(3.5) DPEN [ ( X g ) ^ = min c't 
st. ajt f (mod 1 ) 
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ajt > 0 
t > 0 
t = 0 (mod 1) 
and 
(3.6) UPEN [(xn).3 = min c ft 
D 1 
st. a jt_ = (f -1) (mod 1) 
-a^t_ > 0 
t > 0 
t = 0 (mod 1 ) . 
DPEN [(xg)^] is an estimate of the increase in cost which will be 
incurred if (x_,)_ is forced to be integer and less than or equal to a l 
[b 3. Conversely, UPEN E(xg)^3 is an estimate of the cost increase 
which will result if (Xg)^ ^ s forced "to be an integer greater than or 
equal to [b ] + 1. This penalty can be determined for each basic vari­
able which attains a noninteger value. These penalties are illustrated 
in Figure 2. 
Define 
(3.7) PEN(CP ) = max 
(x B) i^0(mod l ) 1 -




( X B } 1 
Figure 2. Illustration of the lip and Down Penalties 
Since v(CP) > v(CP n) + PEN(CP n) > v ( C P D ) , then FC2 can be strengthened 
to the following: If v(CP R) + PEN(CP R) > INC, then fathom. 
E. Separation 
To determine the separation variable, the penalties developed by-
inspection of the group problem one row at a time are used. 
Let 
S = max maxCUPEN(x^)., DPEN(x^).] . 
(xB).??0(mod 1)1- a 1 * x - l 
If UPEN [(Xg)^] = S, then (Xg)^ is the separating variable and a lower 
bound on the optimal value of the descendent associated with (x^). > 
D 1 
[b.H + 1 is v(CP D) + S. The lower bound associated with the descendents 
1 K 
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of ( x B ) i < [b i] is v(CP R) + PEN(CP R). If DPEN [ ( x ^ ] = S, then ( x B > i 
is again the separating variable and a lower bound on the optimal value 
of the descendent associated with (x^). > [b.] + 1 is v(CP_) + PEN(CP„). 
Likewise a bound for the descendents of (x^). < [b.] is v(CP n) + S. 
D 1 1 K 
F. Summary 
The above description gives an algorithm which could be used to 
solve the pure integer programming problem. Since (FCTP) is a special 
case of (IP), this algorithm will also solve (FCTP). However, due to 
the special structure of (FCTP) this algorithm can be streamlined. The 
two main features which allow specialization are: 
i. The relaxed problem is actually a transportation problem and 
can be solved by a transportation algorithm. 
ii. The group problems (3.5) and (3.6) have special structure and 
can be solved by inspection. 
Network Formulation of the Relaxed 
Fixed-Charge Transportation Problem 
This section shows that the relaxed problem (FCTP ) can be solved 
as a transportation problem rather than as a LP problem. This greatly 
enhances the attractiveness of the basic algorithm. The definitions and 
propositions which follow are used to derive this network formulation. 
DEFINITION 4 
A graph G is a finite set V of vertices (nodes) v v, and a 
set E of unordered pairs of vertices, e = (v.,v.), called edges (arcs). 
p i j 
DEFINITION 5 
A network is a graph with all edges directed, that is, the 
34 
elements of E are ordered pairs. 
DEFINITION 6 
A node-arc incidence matrix is a matrix with each column having 
exactly two nonzero entries, one of which is 1, the other -1. 
Remark 1 
Every network can be associated with a node-arc incidence matrix 
and vice-versa. 
The general minimal cost flow problem for a network [N,El, where 
N is the set of nodes and E is the set of arcs, is defined as follows: 
(MCFP) min c(x,y)f(x,y) 
st. f(x,N) - f(N,x) < a(x), x £ S 
f(x,N) - f(N,x) = 0 , x e R 
f(x,N) - f(N,x) < -b(x), x e T 
0 < f(x,y) < a(x,y), (x,y) e E 
where c(x,y) = the arc cost for (x,y), 
f(x,y) = the flow from node x to node y, 
S c N = the sources, 
T c N = the sinks, 
R = N - S - T, 
a(x) = the supply at source x e S, 
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b(y) = the demand at sink y € T, 
a(x,y) = the capacity for arc (x,y). 
It is assumed the a(x), b(x), and a(x,y) are positive integers and 
c(x,y) non-negative integers. 
The constraint matrix of (FCTPR) can be placed in the form of a 
node-arc incidence matrix by elementary row operations. Recall that the 
constraints of (FCTP^) are as follows: 
K 
rm 
) . -| X. . 
rn 
> . -| X. . 
= ^ , j=l,...,n; 
= S i, 1=1,...,m; 
xii ~ yii + s ( i » ^ = 0 » i=l,...,m and 
j=l,...,n 
The elementary row transformation may be stated in terms of the below 
algorithm. 
Node-Arc Transformation Algorithm 
Step 1. Multiply row 1 through row n by minus one. 
Step 2. Replace row(ntk) for k=l,...,m; by row(ntk) - row[m+n+(k-l)n+l] 
- ... - row(m+n+kn). 
Proposition 1 
The node-arc transformation algorithm transforms the constraint 
matrix of (FCTP_) into a node-arc incidence matrix. 
K 
Proof. The general form of the constraint matrix of (FCTP ) is as 
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follows: 
} n rows 
> m rows 
} m+n rows 
Step 1 simply changes the signs of the first n rows. The new rows are 
[-1 - I . . . - I 0 0 ] . 
Step 2 changes row n + 1 through row n+m. The rows resulting from this 
transformation are 
-V 0_' • • • 0 ' 
0_' -l' ... p_' 
0 J 0 / - 1 ' . 
The resulting matrix takes the form, 
I I « • • I j 0 i 0 
1 ' 0 ? • • • 0 ' lol 1 ! • • • 1 • 
• 
• | 0 i 0 
0 / 0J 1 ' 1 | 
_ X _ _ ± 
I j - I \ i 
1 ' 
0 ' i' 
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- I - I - I 
! i» o» o t 0» 0 1 
! o_' i' o"' i ~ -1' 0_t 
o; i' -1 
- I 
Clearly, the resulting matrix is a node-arc incidence matrix. This com­
pletes the proof of proposition 1. 
Denote the new problem formed by linear transformations on the 
T' equality constraints of (FCTP R) by (FCTP^). Then clearly, any optima 
for (FCTP R) is optimal for (FCTP^) and vice-versa. The relationship 
among the three problems of interest may be shown as follows: 
linear 
FCTP relaxation FCTP_ K 
transformation FCTP T 
Since the constraint matrix of (FCTP^) is a node-arc incidence 
matrix, (FCTP T) is equivalent to a max flow min cost network problem. 
Example 1 shows both the constraint matrix for (FCTP^) as well as the 
corresponding network for a three source two destination problem. 
Example 1 
Consider the three source two destination problem, 
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S1 = 629 f S 
S 2 = 3 7 9 ( S2 
S 3 = 613 ( S 
D = 1116 
D 2 = 505 
c, = 6 '12 
c_ = 3 '21 
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Using the node names 1 through 11 as indicated above, the node-arc 
incidence matrix defines the network shown in Figure 3. A negative 
integer near a node indicates a destination with the corresponding 
demand. A positive integer near a node indicates a source with the cor­
responding supply. For Figure 3, nodes 4 and 5 are destinations with 
demands of 1116 and 505, respectively. Nodes 1, 2 , and 3 are sources 
with supplies of 629, 379, and 613, respectively. Also, the flow in 
each arc corresponds to one of the original variables. This corre­
spondence has been shown in the network of Figure 3. Note that this 
network is in the form of a minimal cost flow problem and can be solved 
by any of the algorithms for that problem. 
In general, the network formulation for (FCTP^) will have m 
sources corresponding to the original sources of the fixed-charge trans­
portation problem and n destinations corresponding to the original 
destinations. In addition there are mn intermediate nodes with one 
Figure 3. Network Generated by a 3 x 2 
Fixed-Charge Transportation Problem 
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between each source-destination pair. The costs on arcs from the 
sources to the intermediate nodes will be f.., the costs on arcs from 
intermediate nodes to destinations will be c... and the costs on arcs 
id 
from the intermediate nodes to the sources will be zero. The general 
form is as shown in Figure 4 and will be called ( N w ) . 
It has been shown that (FCTP R) is equivalent to (FCTP^) which is 
a max flow min cost problem on the network ( N M ) . It will now be shown 
that the solution to (FCTP^,) can be found by solving a transportation 
prob lem. 
Lemma 1 
Suppose (x**y_*) are optimal for (FCTP R). If > 0 for some 
k,l, then x * 1 = y * r 
A A A a 
Proof. Suppose x£^ i . Then y£^ > x£^; otherwise the constraints 
would be violated. Clearly a less costly feasible solution is (x,y) 
formed as follows: x = x* 
1d 
x * j 9 for = (k,l) 
yV., otherwise. 
This contradicts optimality of Hence x* = y* • This com­
pletes the proof of Lemma 1. 
Figure 4. General Network Representation of (FCTPR) 
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Lemma 2 
Suppose (x*,y_*) are optimal for (FCTP R) with x* f y_A. Then there 
exist an alternative optima (x,y_) with x = y_. 
Proof. Let k e {l,2,...,m}, 1 e {l,2,...,n} such that x* i y* . By 
Lemma 1, x^ 4 y£^ implies f ^ < 0. Since f ^ < 0 results în an un­
bounded solution, then f. . = 0 . An identical cost feasible solution 
kl 
can be defined as follows: 
x = x* 
XV\ , for (i,j) = (k,l) 
A 
yV ., otherwise. 
LL1: 
Reapplication of the above eventually results in an alternative optima 
(x_,y_) with x = y. This completes the proof of Lemma 2. 
Lemmas 1 and 2 taken together imply that there always exist an 
optima to (FCTP-.) with x. . = y. . for all i,j. Since an optima for 
t- R ij ' J r 
(FCTP-) is an optima for (FCTP^), the y..'s in (FCTP_) can be replaced R T ^ 13 T r 
by x ^ ' s . The network (N*) then reduces to a transportation network 
with cost on arc (S^,D^) equal to + f ^ . That is, the optimal flows 
in the network (N*) can be obtained by solving a transportation problem 
(T*) shown in Figure 5 with the appropriate costs. 
Note that in (N*) there is a unique path from each source to each 
destination through one intermediate node. Therefore, the intermediate 
nodes can be dropped and the cost for the arc (S.,D.) will be c., + f... 
R 1 3 ij jo 
That is, the optimal flows in the network (N}'0 can be obtained by 
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solving a transportation problem (T*) shown in Figure 5 with the appro­
priate costs. 
Figure 5. Network for an mxn Transportation Problem 
Recall that at each iteration of the proposed algorithm (see 
Figure l), a relaxed problem must be solved. Since the relaxation used 
in this algorithm is to ignore the constraints y_̂_. e {0,u^}, then there 
is a choice as to the relaxed problem which may be solved, (FCTP^) or 
(FCTP T). For this work, (FCTP^) was chosen because the calculations 
required to obtain the group problem at each iteration are trivial. 
This is due to the structure of the constraint matrix associated with 
(FCTP T), i.e. each column has exactly two nonzero entries a + 1 and 
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a - 1. 
Case 1 : Suppose y.. = y . . . 
13 13 
For the path in (N*) from S. to D. with flow of u.. from S. to 
1 3 1 3 1 
the intermediate node on this path and flow of a from the intermediate 
node to D., the cost associated with this path is f.. + ac... Since the 
3 13 13 
fixed cost is a constant which appears in the objective function it may 
be ignored in the solution process. Therefore the appropriate cost for 
this case is c . on the arc (S..D.) in (T*). 
1 3 1 3 
Case 2: Suppose y^.. = 0. 
This implies that there can be no flow from source i to destina­
tion j. Hence, the arc from S^ to D.. can be eliminated from (T*). 
Table 1 summarizes the costs used on (T*) to solve (FCTP^) for the three 
possible states of an arc. 
Table 1. Arc Costs for (T*) 
Status of y.. Appropriate Cost for (S^,Dj) in .(T*) 
free 
y.. = 0 
1 3 
f.. + c. . 
13 13 
large positive constant 
In addition to the case in which the flow in the path from to 
D_. in (N'O may assume any value, it must be shown that when y „ is fixed 
at either 0 or u.., that the solution to (FCTP m) can still be obtained 
1 3 T 
by solving a transportation problem with the appropriate costs. 
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In addition to solving a transportation problem at each itera­
tion of the algorithm, one must determine certain rows of the group 
problem associated with (FCTP T). When (FCTP T) is solved using linear 
programming, the group problem appears in the final tableau. However, 
this is not the case when (FCTP^) is solved using a network algorithm. 
The theory required for obtaining the rows of the group problem is pre­
sented in the next section. 
In the previous section it was shown that (FCTP^) is a max flow 
problem on (N*). Let A denote the constraint matrix of (FCTP T). Let U 
be a (mn+m+n) x (mn+m+n) diagonal matrix defined as follows: 
Generation of the Group Problem from the Network 
-1, if the node in (N*) corresponding 
to the ith row is a destination, 
1, otherwise. 
Then (3.8) below is equivalent to (FCTP ) with artificials. 
(3.8) min c'x + al's 
st. Ax + Us = b 
x,s > 0 
where x corresponds to flows in (N»'{)s 
s denotes the artificial vector, and 
a is a large positive constant. 
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Solving (FCTP T) is equivalent to solving (N*) is equivalent to solving 
( 3 . 8 ) . The group problem used in the algorithm will be the one associ­
ated with ( 3 . 8 ) . However, the rows and objective function of the group 
problem will be developed from the solution of (N*). Let A Q = [ A , U ] . 
Recall that the group problem takes the form 
(3.9) min - C g B ^ N ) ^ 
St. B " 1 N X H = B ~ \ (mod 1) 
SK - °-
= 0_ (mod l), 
where B is the optimal LP basis of ( 3 . 8 ) , 
N is the matrix of nonbasic columns of A , 
o 
x^ denotes the nonbasic variables, 
c- is the cost vector associated with the basic variables, and 
— - c 
is the cost vector associated with the nonbasic variables. 
To develop (3.9) from the solution of (N*), the optimal basis, B, of 
A must be known. o 
Network Characterization of an Optimal Basis 
The definitions and propositions of this section are originally 
due to Johnson ( 2 3 ) . For the purpose of self containment, part of 
Johnson's work has been repeated here. 
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DEFINITION 7 
A -path in a graph C is a sequence of vertices and distinct arcs, 
(v ,e , v ,e 0, . . . ,v T ,e, l 5v, ), such that e. is incident to both v. and 
x JL 2 2 K-i. K—J. K 1 1 
v i + r 
DEFINITION 8 
A simple path is a path with distinct vertices. 
DEFINITION 9 
A cycle is a simple path together with an arc from the beginning 
to the end of the path. 
DEFINITION 10 
A connected graph has at least one path between every pair of 
vertices. 
DEFINITION 1 1 
A tree is a connected graph with no cycles. 
DEFINITION 1 2 
A forest is a graph consisting of one or more unconnected trees. 
DEFINITION 1 3 
A spanning subgraph H of G is a subgraph with the same vertex 
set as G. 
DEFINITION 14 
of G. 
A spanning forest of G is a forest which is a spanning subgraph 
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DEFINITION IB 
The subgraph generated by a matrix B of columns of A q called Ffi 
consist of vertices corresponding to columns of U in B and arcs corre­
sponding to columns of A in B together with vertices incident to such 
arcs. 
DEFINITION 16 
A vertex v_̂  corresponding to a column of U in B, a basis of A q, 
will be called a root of the tree in Fg. 
DEFINITION 17 
A tree with one root is called a rooted tree. 
DEFINITION 18 
A forest with each tree having one root is called a rooted forest. 
DEFINITION 19 
A non-singular3 triangular matrix is a square matrix with non-
zeros on the main diagonal and all zeros below the main diagonal, or 
one which can be brought to such a form by swapping rows and swapping 
columns. 
DEFINITION 20 
The end of a tree with a single vertex is that vertex. The end 
of a tree with one or more edges is a vertex touching only one edge of 
the tree. 
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Proposition 2 [Johnson (24), Lemma 2~\ 
A tree is either a single vertex or is two disjoint trees joined 
by a single edge incident to one vertex of one tree and one vertex of 
the other tree. 
Proof. Clearly a graph constructed in this way is a tree. It must also 
be shown that every tree satisfies the condition. If a tree T has no 
edge, then it is a single vertex. If T has an edge, say e^ = (v^jV^), 
then there is no simple path between v^ and not using e^ because if 
there were, T would contain a cycle. So if e^ is removed from T, the 
remaining graph has at least two connected components and with v^ 
in and v^ in . From every vertex v in T there are simple paths to 
v^ and v^; therefore, there is a simple path to either v^ or v^ not con­
taining e^. Hence, removal of e^ causes the remaining graph to have 
exactly two connected components and . They are trees because if 
either has a cycle, so would T. This completes the proof of proposi­
tion 2. 
Proposition 3 [Johnson (24), Lemma 3j" 
Every tree has at least one end and if it has an edge, it has 
at least two ends. 
Proof. The proposition is obviously true for a tree consisting of a 
single vertex. Suppose the proposition is true for any tree T^ with n 
vertices. Then a tree with n + 1 vertices can be formed by adding a 
new vertex and an edge incident to this new vertex and some vertex of 
T . Call the tree formed this way, T _ . Since T will have at least n J n+1 n 
one end remaining and the new vertex will be an end, T ,. will have at 
n+1 
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least two ends. By induction on n = 1, every tree has at least two 
ends. This completes the proof of proposition 3. 
Proposition 4 [Johnson (24), Lemma 4] 
A tree with m vertices has m-l edges. 
Proof. For m = 1, the proposition is clearly true. Suppose the propo­
sition is true for any m ^ 1. By proposition 2, a tree T with m + 1 
vertices consist of two trees T , T^ and an edge incident to a vertex 
in each tree. Suppose T^ has m^ vertices and T^ has m^ vertices with 
m + 1 = m^ + m^. Then T^ has m^ - 1 edges and T^ has - 1 edges by 
the induction hypothesis. Then T has (m^ - 1 ) + (m^ - 1 ) + 1 = m^ + 
m^ - 1 = m edges. By induction on m = 1, a tree with m vertices has 
m - l edges. This completes the proof of proposition 4. 
Proposition 5 [Johnson (24), Theorem 1 ] 
If B is a basis of A , then Fg is a spanning forest. 
Proof. Suppose F^ is not a spanning graph. Then some vertex, say v^, 
of (N*) does not appear in F f i. Then row 1 of B is 0', But some column 
of A q has a non-zero entry in row 1, and such a column cannot be written 
as a linear combination of columns of B. This contradicts B a basis of 
A . Hence F^ is a spanning graph. 
The remainder of the proof consist of showing that F„ has no 
cycles. Suppose Ffi has a cycle v-^e^ ,v 2 ,... ,v R ,e k » v k + 1 = Then 
1 k 
there are k columns of B, say B ,... ,B , corresponding to e^9..'.9e^. 
Let 
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1. " *i -
-1, if e j = ( v j + 1 , v ) 
For v. not in the cycle, >. _ b..y, = 0 because none of the arcs 
e......e, are incident to v. so all b.. = 0 for j=l,...,k. For v. in 
1' ' k I 1 3 1 
the cycle, there are four cases to consider: 
i. e. = 
1 
e i + l = (v.,v. ) 1 1+1 
ii. e. = 
1 
e i + l = ( v v i + l ° 
iii. e. = 
1 
e i + l = ( v 1 + 1 . v i ) , and 
iv. e. = 
1 
e i + l = ( v . . l S v . ) . l+l 1 
For case i, b.. 
1 : 
-1, if j=i 
and b.. = 0 for all other 3*. 
|_1, if j = i+l 1 3 
rk With y. = y.,, = 1, then ) . . b..y. = 0. The other three cases are •'l "'l+l l 3 = l 1 3 j 3 
similar and all taken together imply B 3 = 0. This contradicts B 
having linearly independent columns. Hence, Fg has no cycles. There­
fore, Fg is a spanning forest. This completes the proof of proposi­
tion 5. 
Proposition 6 [Johnson (24), Theorem 21 
If B is a basis of A q , then every tree of the forest Fg has at 
most one root. 
Proof. Suppose some tree had two roots v^ and v^. A tree is connected 
so there is a simple path from v.. to v, in the tree, say v n,e n,v 0,..., 
-L K _L A. Z 1 k+2 v ,e ,v . Hence, there are k + 2 columns of B, say B ,...,B , 
K—J- K—_L K 
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corresponding to e^, e 2,..., e^, v 9 v^, respectively. Let 
k+1 
_ k+1 1, if B has a -1 non-zero entry 
k+1 
-1, if B has a 1 non-zero entry. 
k+2 
— k+2 1, if B has a 1 non-zero entry 
k+2 
-1, if B has a -1 non-zero entry, 
1, if e. = (v.,v...) 
-1, if e. = ( vj + 1> vj)» j=l,...,k 
Then as in proposition 5, ~ contradicting linear inde-
B pendence of the columns of B. Hence, every tree of the forest F R has at 
most one root. This completes the proof of proposition 6. 
Proposition 7 [Johnson (24), Theorem 43 
If B is a basis of A q , then Fg is a rooted, spanning forest of 
(N*). 
Proof. By proposition 5, Ffi is a spanning forest. By proposition 6, 
every tree of Fg has at most one root. To complete the proof, it must 
be shown that every tree in the forest has at least one root. Suppose 
a tree has no root. Also suppose A q has k rows. Clearly rank (A Q) = 
k. But B has k-1 columns or less because a tree has one fewer edge 
than vertices, and no tree in Fg can have more than one root. This 
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contradicts B a basis of A q . Hence, Fg is a rooted spanning forest of 
(N'<). This completes the proof of proposition 7. 
Proposition 8 [Johnson (24), Theorem 33 
If Fr, is a rooted, spanning forest of (N*)» then B is a non-
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singular, triangular matrix. 
Proof. By proposition 4, B will be square. The additional columns of 
U for each tree makes B have as many columns as rows. 
The proof is by induction on m, the number of rows of A q . For 
m = l , B i s a l x i non-zero matrix which is non-singular and triangu­
lar. Assume the proposition is true for a graph with m - l nodes for 
m > 2. Then A will have m - l rows. Consider a matrix A having m o o & 
rows, that is a graph G with m nodes. 
If B has only columns from U, then B is diagonal so certainly 
non-singular and triangular. If B has a column from A, then F„ has an 
edge, and the tree to which the edge belongs has at least two ends by 
proposition 3. But the tree has only one root, and hence, there must be 
a vertex v. which is an end of the tree and not a root. Then row i of I 
B has only one non-zero entry. Let B be the matrix formed from B by 
deleting row i and the column with non-zero entry in row i. Let A^ = 
[A,Ul denote the matrix formed from A q by deleting row i and all columns 
with nonzero entries in row i, and let G denote the network formed from 
G by deleting vertex v. and all arcs incident to vertex v.. Then A is 
the node-arc incidence matrix of G, and Fg is a spanning forest of G. 
Furthermore, every tree of Fg has exactly one vertex corresponding to 0 
in A . By the induction hypothesis, B is non-singular and triangular. 
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Therefore B is non-singular and triangular. By induction on m = 1, if 
F„ is a rooted spanning forest of G, then B is a non-singular, triangu-
lar matrix. This completes the proof of proposition 8. 
Langley (29) developed a primal algorithm using a tree structure 
for the transportation problem. This method terminates with the rooted 
spanning forest F n where B corresponds to the optimal basis. 
Following the ideas of Langley (28), this optimal basis B can 
now be used to find a row of B "Si. Rearrange A such that A = [B,N], 
o o 
Then B - 1 A = [ I J B " 1 ^ . Let d! denote the ith row of B ^ N . Then the o —1 
ith row of B "'"A is [e!,d!]. Since B is a basis, there exist a vector o —1 —1 
A_ such that A_'B = e_̂ . Since A_ is unique, A_'N = d^. Since B consist of 
columns with at most two nonzero entries, a + 1 and a - 1, A can be 
found by a labeling procedure on Fg. That is, every column of B corre­
sponds to either an arc or a root of Fg. If the ith column corresponds 
to an arc, say (x,y), then A(x) - A(y) = 1 and the A for the root of the 
tree with arc (x,y) must be zero. If the ith column corresponds to a 
root at node x, then A(x) = 1. For both cases all other arcs, (r,s), 
A(r) - A(s) = 0 and all other roots, t, have A(t) = 0. 
Algorithm for Generating the ith Row of B~"S j (ALG-1) 
Step 1 . Does the ith column of B correspond to a root? 
Yes - Denote that node by x. Go to step 2. 
No - Go to step 3. 
Step 2. Set A(x) = 1. Starting at the root, determine all other A's 
by the rule A(y) - A(z) = 0 for all arcs (y,z) in the tree. 
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Set all other A's in all other trees equal to 0. Go to step 5 . 
Step 3. Denote the arc corresponding to the ith column of B by (x,y). 
Step 4. Is x closer to its root than y? 
Yes - Let A(x) = 0, A(y) = -1. Starting from both x and y, 
determine all other A's by the rule A(r) - A(s) = 0 
for all other arcs in the tree. Set all other A's in 
all other trees equal to 0. Go to step 5. 
No - Let A(x) = 1, A(y) = 0. Starting from both x and y, 
determine all other A's by the rule A(r) - A(s) = 0 for 
all other arcs in the tree. Set all other A's in all 
other trees equal to 0. Go to step 5 . 
Step 5. For each column of N corresponding to an arc, say (x,y), the 
entry for that column of the ith row of B "Si is simply 
A(x) - A(y). For each column of N corresponding to a node, say 
z, the entry for that column in the ith row is A(z). 
Example 2 
Consider the 3 node 4 arc network: 
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Note that this network has no slacks, but at least one artificial vari­
able is required to form a basis. The nonbasic artificials are ignored 
in this example. Suppose arc (2,3) has the restriction that f(2,3) e 
{0,15}. 
1 1 0 0 1 0 0 
A = o -1 0 1 -1 0 1 0 
0 -1 -1 1 0 0 1 
The optimal flows obtained by ignoring the side restrictions are 
f(l,2) = 20, f(2,3) = 10. The optimal dual variables are TT(1) = 0, 
7r(2) = -20, and TT( 3) = -25. The optimality conditions are 
ir(l) -TT(2) = 20 
ir(2) -TT(3) = 5 
TT(1) -IT(3) - c < 13 0 
TT(3) -TT(2) - c < c32 ~ 0 
Note that 
1 0 1 1 0 0 1 0 0 
B l - -1 1 0 • B 2 = -1 1 1 •
 B 3 = -1 1 0 
_0 -1 0_ _ 0 -1 0_ _0 -1 1 
are all optimal bases since each yields a rooted spanning forest of (N*), 
and there are no slack variables. 
Let B = B.. Then 
0 -1 -1 
1 1 0 
1 1 1 
Calculation of Row 1 of B 'hi: 
Step 1 . No 
Step 3. (1,2) 
Step 4. Yes, A(l) = 0, A(2) = -1, A(3) = 
Step 5. [1,0] 
Calculation of Row 2: 
Step 1 . No 
Step 3. (2,3) 
Step 4. Yes, A(2) = 0, A(3) = -1, A(l) 
Step 5. [1,-1] 
Calculation of Row 3: 
Step 1 . Yes 
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Step 2. A(l) = 1, A(2) = 1, A(3) = 1. 
Step 5. [0,0] 
Attention is now turned to the objective function of the group 
problem (3.9). These cost coefficients are c^ - c^B ̂"N where B is the 
optimal basis for (3.8). From duality theory, it is known that at 
A -1 optimality, the optimal dual variables are II"1 = c^B . These dual — —o 
variables are available from the solution of (N*). Therefore the 
objective function is simply cl - nA'N. 
Algorithm for Determining the Group 
Problem Objective Function (ALG-2) 
Denote the columns of N by n_̂  ,. .. ,n^. Denote the costs of the 
N N N 
arcs associated with the columns of N by c ,̂0^,...,c^. Denote the 
optimal dual variables by n A(x) for each node x. 
Step 1 . Let i = 1. 
Step 2. Denote the arc associated with IK by e_̂  = (x,y), 
.« .» N 
Step 3. The ith component of the cost vector equals n"(y) - II"(x) + c^. 
Step 4. Is i = k? 
Yes - Stop. 
No - Increment i by 1 and return to step 2. 
Example 3 




N = 0 -1 
-1 1 
N N 
Cl ' C2 = 1 0 
Step 1. i = 
Step 2. e± = (1,3). 
Step 3. nsV(3) - n*(l) + c*J = 5. 
Step 4. No. i = 2. 
Step 2. e 2 = (3,2). 
Step 3. n*(2) - n*(3) + C2 = 15. 
Step 4. Stop. 
Through the use of ALG-1 and ALG-2, the group problem can now be 
obtained from the solution of (N i {). 
Simplification of Penalty Calculation 
At each stage of the algorithm, the relaxed problem is solved by 
a primal network method which terminates with the optimal basis forest, 
Fg. By proposition 8, B is triangular. Since B consist of columns of 
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A , the diagonal elements of B are from {-1,1} and hence abs(|B|) = 1, 
where abs(*) denotes the absolute value of the enclosed expression. It 
will now be shown that the elements of the group problem are from 
{-1,0,1}. 
Proposition 9 
If B is a basis of A , then the elements of B ^A are from 
o o 
{-1,0,1}. 
Proof. Let d_ be any column of A . Then d_ can be expressed as a linear 
combination of the columns of B. That is, cl = Bx_. By Cramer's Rule 
the ith component of x_ is defined by 
x. = B* i B 
where B* is formed by replacing the ith column of B by d. Since B is a 
basis of A , it is a diagonal matrix and hence abs(|B|) = 1. Suppose o 
B* is a basis of A . By proposition 7, Fg A is a rooted spanning forest. 
By proposition 8, B s V is non-singular and triangular. Then the diagonal 
elements of B* are from {-1,1}. Hence abs(|B A|) = 1. Then x^ equals 
either -1 or 1. Suppose B* is not a basis of A^. Then |B A| = 0 . Hence 
x^ = 0. Therefore, the elements of B "̂ Â ^ are from {-1,0,1}. This com­
pletes the proof of proposition 9. 
With this additional property, the penalty calculations given in 
(3.5) and (3.6) simplify to the following: 
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DPEN(y\^ ) = y 13 
min 
k:r, =1 k 
and 
UPEN(y..) 13 ""id 
m m 
k:r, J =-1 
k 
where yV.. is the optimal flow in (N*) 9 
r'^'J) is the row in the group problem corresponding to 
K 
variable y.., and 
Q 
c^ is the group problem cost coefficient corresponding to the 
kth nonbasic variable. 
Although these penalties were derived from consideration of the group 
problem, they reduce to the penalty suggested by Tomlin (34). 
Group Theoretic Algorithm for the 
Fixed-Charge Transportation Problem 
The theory developed in the previous sections is now incorporated 
into the general algorithm presented in Figure 1. Let CL denote the 
candidate list. The elements of CL will be mn + 1 element vectors. The 
first mn positions will denote whether or not ay., is fixed and if so 
at what value. The mn + 1st position will give the lower bound for that 
partial problem. CP is a vector which defines a candidate problem, and 
CP is the relaxation of this candidate problem. A -1 as an element of 
CP indicates that the corresponding y is free, a 0 indicates that the 
corresponding y is fixed at 0 and an a > 0 indicates that the corre­
sponding y is fixed at a. INC denotes the cost of the incumbent (the 
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best solution found so far). Let v(CP_) be the optimal cost of CP D. 
Example M-
For a 2 source 3 destination problem, if CP = (-1,0,0,30,-1,-1, 
500) with CP = ^11*^12 , y l 3 s y 2 1 , y 2 2 , y 2 3 5 l o w e r b o u n d ) » then "the partial 
solution will be y u = y 1 3 = 0, y 2 1 = 30 and y.^, y 2 2 , y 2 3 free to 
assume any value. The lower bound of this partial problem is 500. 
For (ALG-3) below it is assumed that all costs are integer. This 
permits upward rounding for estimates of candidate problem bounds. 
Group Theoretic Algorithm for (FCTP) (ALG-3) 
Step 1 . Define a CP with all variables free. 
Step 2. Solve CP R. 
Step 3. Does the solution meet the side restrictions? 
Yes - Stop. This solution is optimal. 
No - Go to step 4. 
Step 4. Increase the flows in (N A) so that all side restrictions are 
met. Let INC denote the cost of this solution. 
Step 5. Use ALG-2 to obtain the group problem objective function. 
Q 
Denote this cost vector by £ . 
Step 6. Define an index set S = {(i,j): y£. i {0,y^^} where y*^. is the 
optimal flow in (N*)}. 
Step 7. For each y^. with (i,j) c S, use ALG-1 to obtain the corre­
sponding row of the group problem. Denote these rows by 
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Step 8. For each y „ with (i,j) e S, define 
DPEN(y..) = (y?.) 
ID ID 
c G 
k : r , ( i , j ) = 1 C k 
r 
and 
UPEN(y..) = (y. .-y'.\) 
'iD id id 
m m 
. »(i,D) T K k:r, =-1 k 
Step 9. Define 
PEN(CP ) = max min[UPEN(y..), DPEN(y..)] 
ID i] J 
Step 10. Let V be the smallest integer greater than or equal to v(CP ) + 
PEN(CP R). 
Is V > INC? 
Yes - Fathom. Go to step 17. 
No - Go to step 11. 
Step 1 1 . Define 
Q = max 
(i,j)€S 
max[UPEN(y i,), DPEN(y i^)J . 
Let U be the smallest integer greater than or equal to Q + 
v ( C P R ) . 
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Step 12. Does DPEN(y ) = Q for some k,l? 
K-L 
Yes - Separate the present CP by fixing y^i* L e t Y ^ = °» 
with a bound of U and let y = y, with a bound of V. 
Inspect these two candidate problems individually. If 
the corresponding bound is less than INC, place this 
problem in CL. Otherwise, ignore the problem. Go to 
step 14. 
No - Go to step 13. 
Step 13. Determine (k,l) such that Q = UP E N C y ^ ) . Separate the present 
CP by fixing y, . Let y = y with a bound of U. 
Let y ^ = 0 with a bound of V. Inspect these two candidate 
problems individually. If the corresponding bound is less 
than INC, place this problem in CL. Otherwise, ignore the 
problem. Go to step 14. 
Step 14. Select the problem from CL with the least bound. Denote this 
problem by CP. Delete CP from CL. 
Step 15. Solve CP R. If no feasible solution exists, go to step 17; 
otherwise go to step 16. 
Step 16. Is v(CP R) > INC? 
Yes - Fathom. Go to step 17. 
No - Go to step 18. 
Step 17. Is CL = $? 
Yes - Stop. 
No - Go to step 14. 
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Step 18. Does the solution meet the side restrictions? 
Yes - Go to step 21. 
No - Go to step 19. 
Step 19. Increase the flow in (N*,{) so that all side restrictions are 
met. Let z denote the cost of this solution. 
Step 20. Is z > INC? 
Yes - Go to step 5. 
No - Go to step 22. 
Step 21. Update INC, Delete all problems from CL with bounds greater 
than INC. Go to step 17. 
Step 22. Update INC. Delete all problems from CL with bounds greater 
than INC. Go to step 5. 
Proposition 10 Finiteness 
ALG-3 terminates in a finite number of iterations. 
Proof. For a m source n destination fixed-charge transportation problem 
there will be mn side constraints of the form v.. e {0,u.,}. The solu-
1 3 lj 
tion tree will have a single starting node with all mn variables free. 
The first level will consist of two nodes with one of the variables 
fixed at 0 and u... The second level consists of four nodes, etc. In 
general, the solution tree will have 2 1 nodes or possible candidate 
problems. Since each iteration through the algorithm disposes of one or 
more of these candidate problems and since each candidate problem can be 
mn i 
considered only once, the algorithm can run at most I^-Q 2 iterations. 
Hence ALG-3 is finite. This completes the proof of proposition 10. 
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Proposition 11 Optimality 
If (FCTP) has a feasible solution, then ALG-3 terminates with an 
optimal solution as the incumbent. 
Proof. Since the variables associated with the fixed cost in (FCTP) are 
from the set {0,y^.}, there are only 2 m n possible solutions to (FCTP). 
Each of these possible solutions appears as one of the 2 1 candidate 
problems. Also each of these candidate problems must be compared to 
the incumbent. The first comparison of an optimal CP will result in 
the incumbent being replaced by this CP. No other comparison after this 
will change the incumbent. Hence, if a feasible solution exists, ALG-3 
terminates with the optimal solution as the incumbent. This completes 
the proof of proposition 11. 
Example 5 
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Step 1 . CP = [-1,-1,-1,-1,-1,-1,-1,-1,-°°]. 
Step 2. x 11 
21 
0, x 1 2 = 5, x 1 3 = 7, x l i + = 6. 
6, x 2 2 = 7, x 2 3 = 0, x 2 i + = 0 
n(i) = o, n(2) = -13.33, n(3) = -n.oo 
11(4) = -68.33, 11(5) = -48.57, 11(6) = 0 
Step 3. No. 
Step 4. 178. 
Step 5. cf = [0.33,7.19,1.33,9.33,0.83,1.86,0,2.67,1.50,2.71,01 
Step 6. S = {(1,2), (2,2)}. 
Step 7. r , ( l , 2 ) = [1,-1,-1,0,-1,0,0,0,0,0,01. 
p,(2,2) _ [_ 1 j 1 j 1 j 0 j0,0,0,0,-1,0,01. 
Step 8. DPEN(y 1 2) = 1.67 UPEN(y 1 9) = 5.83. 12 
DPEN(y 2 2) =9.33 UPEN(y 0 0) = 1.67 22 
Step 9. PEN(CP R) = 1.67. 
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Step 10. 167 > 178? No. 
Step 1 1 . Q = 9 .33. 
Step 12. Yes, (k,l) = (2,2). 
CL = {(-1,-1,-1,-1,-1,0,-1,-1,174), 
(-1,-1,-1,-1,-1,12,-1,-1,167)}. 
Step 14. CP = (-1,-1,-1,-1,-1,12,-1,-1,167). 
Step 15. Xi:l = 5, x 1 2 = 0, x 1 3 = 7, x±k = 6. 
X 2 1 = 1 ' X22 = 1 2 ' X23 = °' X 2 4 = °' 
n(i) = o, n(2) = -1.67, n(3) = - 1 1 . 3 3 
n(4) = -5.67, n(5) = -4.86, n(6) = 0. 
Step 16. No. 
Step 18. No. 
Step 19. z = 189. 
Step 20. Yes. 
Step 5. c G = [1.17,7.52,1.67,9.33,0.83,1.86,0,2.67,2.71,0] 
Step 6. S = {(1,1), (2,1)}. 
Step 7. r - , ( l s l ) = [1,-1,-1,-1,0,0,0,0,0,0,01. 
r ' ( 2 > l ) = [-1,1,1,0,0,0,0,-1,0,0,0]. 
Step 8. DPEN(y l J L) = 5.83 UPENCy^) = 1.67 
DPEN(y 2 1) = 1.67 UPEN(y 2 1) = 5.83 
Step 9. PEN(CP R) = 1.67. 
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Step 10. 168 > 178? No. 
Step 1 1 . Q = 5.83. 
Step 12. Yes, (k,l) = (1,1). 
CL ={(-1,-1,-1,-1,-1 ,0,-1,-1,174), 
(0,-1,-1,-1,-1,12,-1,-1,172), 
(6,-1,-1,-1,-1,12,-1,-1,168)}. 
Step 14. CP = (6,-1,-1,-1,-1,12,-1,-1,168). 
Step 15. x = 6, x 1 2 = 0, x 3 = 7, x = 5 
X 2 1 = °' X22 = 1 2 > X 2 3 = °> X 2 4 = 1 
n(i) = o, n(2) = o, n(3) = -2 
n(4) = -4, n(5) = 04.86, n(6) = 0. 
Step 16. 16 8 > 178? No. 
Step 18. No. 
Step 15. z = 16 8. 
Step 20. No. 
Step 21. INC = 168, CL = $. 
Step 17. Yes. STOP I 
Optimal Solution 
X l l = 6 X 2 1 = ° 
= 0 x 2 2 = 12 
X 1 3 = 7 x 2 3 = 0 
x = 5 x = 1 Total Cost = 16 8 
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The solution tree is as shown in Figure 6. The numbers in parentheses 
near a node are the estimates of the cost incurred for that partial 








166 -LP Cost 
(168)-Penalty 
16 8 -LP Cost 
Fathom Solution 




A computer code was developed for ALG-3 and was used to obtain 
the computational experience reported in Table 3. The code is written 
entirely in FORTRAN for the Univac 1108. The object program and data 
are all held in core with all data in fixed point mode. The program 
is designed to solve problems whose product, mn, is less than or equal 
to 100. It also has the option of using either PRIORITY or LIFO as the 
selection rule. The data has been packed in the candidate list and this 
list has a limitation of 5161 active nodes. The total number of 
words required for the code and data is 54,500. A listing of the code 
may be found in Appendix A. 
The transportation code, NETWRK, was developed by Langley (28). 
It is a primal procedure which follows the simplex operations except 
that these operations are carried out on a network. This code termi­
nates with a forest which corresponds to the optimal basis and is used 
directly to compute the required rows of the group problem. This code 
solves 6x9 transportation problems in approximately 0.05 seconds. 
Table 2 presents a summary of the problems used in this study. 
Since in most actual problems £^S^ > £_.D_., the nth destination for each 
problem is a dummy with unit and fixed costs equal zero. The S^, D , 
c ^ , and f^. were randomly generated according to a uniform distribution 
with predetermined upper and lower limits, also given in the table. 
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For each problem size, ( 4 x 5 ) , ( 6 x 9 ) , (7x11), and ( 5 x 2 0 ) , three sets of 
problems were generated. In one set the magnitude of the fixed and 
variable costs were identical. The fixed cost dominated in another set 
and the variable cost dominated in the third. 
The computational experience is presented in Table 3. The number 
of iterations is the average number of transportation problems solved 
for the problems in the respective sets. The average time excludes 
read-in and print-out but includes all set-up. The LIFO rule was not 
used after set 7 because it was estimated that the computational times 
would be excessive. A LIFO iteration takes slightly less computation 
than a PRIORITY iteration. Hence, when the average number of iterations 
is the same for both rules, LIFO requires slightly less time. As the 
problem sizes increase, PRIORITY significantly reduces the number of 
iterations required to solve the problem. 
Table 4 gives a breakdown on the average computational time for 
the PRIORITY rule by problem size and cost structure. The order by cost 
structure is identical for the first three groups, but is changed in the 
( 5 x 2 0 ) problems. 
From Tables 3 and 4 it appears that ALG-3 works best for problems 
in which the unit cost dominates. The algorithm also works well for 
problems in which the relative magnitude of the two costs are the same. 
The discrepancy between set 8 and 11 is more difficult to explain. It 
is conjectured that in addition to the relative magnitude of the costs, 
the magnitude of |n-m| is also significant, with problems having large 
|n-m| easier to solve. It is believed that for a problem with |n-m| 
large, the initial solution of the relaxed problem saturates many of the 
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arcs. That is, the full fixed-charge is incurred naturally and conse­
quently this solution is a good starting point for the algorithm. For 
problems with |n-m| small the converse appears to be true. Additional 
computational experience is needed with |n-m| varied while mn is held 
constant. In addition to the problems which appear in Table 3, Gray's 
(18) Test Problems 8 and 9 were solved in 0.5 and 12 seconds, respec­
tively. Gray's program running on a B-5500 solved these two problems 
in 54.3 minutes and 25.1 minutes, respectively. Frank (11) solved 30 
randomly generated 4x4 problems on a CDC 6600 in an average time of 
6.2 seconds per problem. ALG-3 solved 15 randomly generated 4x5 prob­
lems in an average time of 0.22 seconds. 
The objective of the computational experience has been to demon­
strate that the theory developed in Chapter III holds promise for rou­
tinely solving moderately sized fixed-charge transportation problems 
(i.e. 50 < mn < 100). Even though there are many questions unanswered 
about this general approach, the computational times on the 54 test 
problems demonstrate that this approach is attractive for problems 
within the range tested. 
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Table 2. Summary of Test Problems 
Set Size Parameter Range Set Size Parameter Range 
1 m=2 Si 5- 50 
n=4 D- 5- 50 
c-ij 2 - 1 0 
fij 10- 60 
8 m=7 Si 20-100 
n=ll Dj 10- 60 
Cij 2- 12 
fij 20- 40 
2 m=4 Si 5- 50 
n=5 Dj 5- 50 
cij 2 - 1 0 
f,-j 10- 60 
j 
9 m=7 Si 20-100 
n=ll Dj 10- 60 
Cij 20- 40 
fij 2 0 - 4 0 
3 m=4 Si 5- 50 
n=5 Dj 5- 50 
ci;]. 10- 60 
fij 10- 60 
10 m=7 Si 20-100 
n=ll Dj 10- 60 
c,. 20- 40 
fij 2- 12 
4 m=4 S i 5- 50 
n=5 Dj 5- 50 
Cij 10- 60 
fij 2 - 1 0 
11 m=5 Si 60-100 
n=20 Dj 10- 25 
Cij 1- 5 
fij 100-200 
5 m=6 Si 10-100 
n=9 Dj 5- 60 
c ^ 2- 12 
fij 100-200 
12 m=5 Si 60-100 
n=20 Dj 10- 25 
Cij 100-200 
f... 100-200 J 
6 m=6 Si 10-100 
m=9 Dj 5- 60 
Cij 100-200 
fij 100-200 
13 m=5 Si 60-100 
n=20 Dj 10- 25 
Cij 100-200 
fij 10- 20 
7 m=6 Si 10-100 
n=9 Dj 5- 60 
Cij 100-200 
fij 2- 12 
Table 3. Summary of Computational Experience 
Average Number of Average Time (Sec.) Range of Times 
Set Size Number of Iterations (U110 8) (Sec. ) 
Number mxn Problems PRIORITY LIFO PRIORITY LIFO PRIORITY LIFO 
i—j 2xi+ 5 2.4 2 .4 .0182 .0153 .0072-.0302 .0064-.0272 
2 4x5 5 14.8 26.0 .3273 .5264 .1672-.6642 .1642-1.504 
4x5 5 9.8 12.4 .2302 .2633 .0474-.4906 .0354-.6752 
4 4x5 5 2 .6 2.6 .0885 .0574 .0326-.1720 .0246-.0772 
5 6x9 3 100 .7 217.3 8.345 17. 80 .0750-19.53 .0760-46.38 
6 6x9 3 66.7 71.7 6.246 6.822 4.215-8.212 4.208-8. 329 
7 6x9 3 7.3 7.3 .82 51 .6911 .6948-.8940 .5698-.7536 
00
 7x11 3 1142 .0 - 214.1 - 197.3-225.9 -
9 7x11 3 61.0 - 10 . 87 - 9.331-13.23 -
10 7x11 3 20.7 - 3.501 - 2.167-5.451 -
11 5x20 5 28.6 - 8.000 - 2.881-16.48 -
12 5x20 5 45.8 - 14.22 - 2 .417-33.26 -
13 5x20 5 5.8 - 1.461 - .1888-3.252 -
Table 4. Average Computational Times as a Function 
of Problem Size and Cost Structure 
Problem Unit Cost Costs Fixed Cost 
Size Dominating Equal Dominating 
4 x 5 . 0 8 8 5 . 2 3 0 2 . 3 2 7 3 
6x9 . 8 2 5 1 6 . 2 4 6 8 . 3 4 5 
7 x 1 1 3 . 5 0 1 1 0 . 5 0 2 1 4 . 1 
5 x 2 0 1 . 4 6 1 1 4 . 2 2 8 . 0 0 0 
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CHAPTER V 
UNIMODULAR STRUCTURE IN THE GROUP PROBLEM 
Introduction 
The multiparametrie integer programming problem for the right-
hand side is to minimize c't_ subject to At_ = b(v_), t_ ̂  0, t_ = 0_ 
(mod 1 ) , where b_(v_) can be expressed in the form 
b(£) = S + F(v_), 
where F is a matrix of constant coefficients, and y_ is an integer vector 
parameter. The group problem associated with any integer programming 
problem may be viewed as a multiparametric integer programming problem. 
The purpose of this chapter is to show that the group problem associated 
with the fixed-charge transportation problem can be viewed as a multi-
parametric integer programming problem having a totally unimodular con­
straint matrix. 
This chapter will first present some of the properties of uni­
modular matrices and sets; second, present the group problem for (FCTP); 
third, demonstrate that the group problem is equivalent to a multipara­
metric integer programming problem; and last, show that the equivalent 
problem has a totally unimodular constraint matrix. 
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Properties of Unimodular Matrices and Sets 
The propositions and proofs in this section are special cases of 
general theorems developed by Heller (21). 
DEFINITION 21 
A linear transformation T on R n is a correspondence which maps 
each x e R n into T(x) e R m such that for all x, y_, e R n and all A,y e 
R, T(Ax+yy_) = AT(x) + yT(v_) . 
DEFINITION 22 
A basis of the mxn matrix A with rank (A) = m is a set of m 
linearly independent columns. 
DEFINITION 23 
The mxn matrix A is said to be totally unimodular if every non-
vanishing minor of A has absolute value 1. 
DEFINITION 24 
In R n the set {S} with rank (S) = n is unimodular if, for every 
-1 
basis B of S, and every d_ e S, the elements of A_ = B d_ are from 
{-1,0,1}. 
DEFINITION 25 
In R n the set {S} with rank(S) = n is totally unimodular if every 
nonvanishing minor of S has absolute value 1. 
Proposition 12 
If T:R m R m is a non-singular linear transformation and {S} is 
unimodular, then {T(S)} is unimodular. 
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Proof. Let p_ e T(S). Let D be any basis of T(S). Since T is non-
singular, there exist a £_ e {S} such that TCaJ = p_. Also there exist 
{B} c {s} such that T(B) = D. Denote the columns of B by b.,b 0,...,b . 
— —-1 —A —*I) 
Since {S} is unimodular, there exist A_ E Rm such that A^ e {-1,0,1} for 
all i, and BA_ = CD. Then p_ = T(qJ) = T(BA_) = T^X2^-1 + A2^2 + • • • + 
A b ) = A,T(bJ + A 0T(b 0) + . . . + A T(b ) = T(B)A = DA. Hence {T(S)} m m 1 1 2 — 2 m — m — — 
is unimodular. This completes the proof of proposition 12. 
Proposition 13 
If {S} is unimodular, then the determinants of all bases of S 
have the same absolute value. 
Proof. Let B be a basis of S. Let B* be a basis of S identical to B 
except for the ith column. Let d_ e {S} be the ith column of B*. Con­
sider the system BA_ = d_. By Cramer's Rule 
, det(B A) 
A i = det(B) ' 
Since B and B* are both non-singular and {S} is unimodular, |A^| = 1. 
Hence, |det(B)| = |det(B S { ) | . Since every basis of S can be obtained by 
beginning with B and successively replacing one column of B, the abso­
lute value of the determinants of all bases is 1. This completes the 
proof of proposition 13. 
Proposition 14 
If A = { ^ I D } C x S unimodular, then every nonvanishing minor 
in D has absolute value 1. 
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Proof. I is a basis of A. |det(I m)| = 1. By proposition 13, the 
determinants of all bases of A have absolute value 1. Let R be any 
nonvanishing minor of D. 
Case 1 : Suppose R is order m. Then R is a basis of A. But all 
bases have determinants with absolute value 1. 
Case 2: Suppose R is of order k < m. Denote R as the m x k matrix 
formed by completing the columns of R. Then a basis B may be formed by 
selecting columns of I to be appended to R. Then B = [J R ] , where J 
consists of selected columns from I . After row interchanges this 
basis will take the form 
B i f = 
I N 
0 R 
|det(B*)| = |det(R)|. But |det(B*)| = 1. Hence, |det(R)| = 1. This 
completes the proof of proposition 14. 
Proposition 15 
If A = [B|N] € R m n with m < n, is totally unimodular and B is a 
basis of A, then B is totally unimodular. 
Proof. Clearly {A} is unimodular. B exists and is a non-singular 
linear transformation. By proposition 1 2 , {B 1 A } = {C} is unimodular. 
{C} = {I | B - 1 N } . By proposition 1 4 , B~ht is totally unimodular. This 
completes the proof of proposition 1 5 . 
82 
The Group Problem Associated with the 
Fixed-Charge Transportation Problem 
A slightly different but equivalent formulation of the fixed-
charge transportation problem will be used in this chapter. This formu­
lation does not require that J\ = J D.. and simplifies the theoreti­
cal development to follow. Define the problem as 
(FCTP*'*) vm v
n 
m m ) . • ) . ^i=l Li=>l 
f.. 
c. ,x. , + —i 3- y. . 
13 ij '13 
s.t. I™ . x.. = D., 
y1?. x.. + s(s.) = s., 




x ij,s(S i),s(i,j) > 0, (all 
y i j 6 { 0'^ij }» ( a l 1 i » 3 ) 
where all variables are as defined previously and s(S^) are slacks which 
absorb any excess supply. 
The linear programming version formed by dropping the integrality 




m n h*i £j=i 
f.. 
C...X.. + -il 
s.t. L , x.. = D., (all j) î=l i] ] ' J 
ln. . x. . + s(S.) = S., (all i) L1-l 13 1 1 
Xij " yij + s ( i ' ^ = °» ( a l 1 
xij,yi;.,s(Si),s(i,j) > 0, (all i,j) 
The transportation problem formed by dropping the y^j' s ± s a s follows 
(TP) min I " J " e x . . 
^1=1 ^3=1 IJ IJ 
s . t . y x. . = D., (all j) 
J x ^ + s(S i) = S i S (all i) 
x i j 5 s ( S i ) > 0, (all i,j) 
Recall from Chapter III that if one begins with an integer pro 
gramming problem in the form 
(IP) min £'x 
s.t. Ax 3 b 
X > 0 
X = 0_ (mod 1_), 
that the group problem associated with (IP) is 
(GP) min (cjj - Ĉ B'sox̂  
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s.t. B " 1 ^ ^ B _ 1 b (mod 1) (GP.l) 
*N - 9- (GP.2) 
x^ = £_ (mod 1) (GP.3) 
where B is the optimal LP basis for (IP), 
N is the matrix of nonbasic columns, 
is the vector of nonbasic variables, 
ĉ . is the vector of costs associated with the nonbasic variables, 
and 
c^ is the vector of costs associated with the basic variables. 
— D 
It will now be shown that when (IP) is a (FCTP"), then B _ 1 N in 
(GP) will be totally unimodular. 
Proposition 16 
Suppose B is an optimal basis for (FCTP^) with one or more y^. 
nonbasic. Then there exists an optimal basis B^ with all ^ 1 s basic. 
Proof. If y. . is nonbasic, then either x.. or s(i,j) or both are basic. 
It is now shown that can always replace either x̂ ., or s(i,j) in the 
optimal tableau and the new basis will also be optimal. Assume that the 
problems are to maximize. 
Case 1 : Suppose s(i,j) is basic, and x.. is nonbasic. The 
optimal tableau will be as follows: 
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Row No. Basic Var. ... x.. ... y. . . . . s(i,i ) ... b 
k s(i,j) 1 - 1 1 0 
z. - c. a 6 0 
3 3 
After one iteration of the dual simplex algorithm replacing s(i,j) 
with y ^ the optimal tableau is 
Row No. Basic Var. ... x. y s(i, j) ... b 
•n i-i-i ^ — = 
y.. -1 1 -1 
z. - c. a+8 
3 3 
Since a,B ^ 0, a + 6 > 0 and the optimality criterion is still met. 
Case 2: Suppose s(i,j) is nonbasic, and x ^ is basic. Then the 
optimal tableau is 
Row No. Basic Var. ... x ^ ... y ^ ... s(i,j) ... b. 
k x.. 1 -1 1 0 
x3 
z. - c. 0 a 8 
3 3 
After one iteration of the dual simplex algorithm replacing x ^ with y^. 
the optimal tableau is 
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Row No. Basic Var. ... x. . ... y s(i,j) ... b 
1] ij.] _ = 
k v.. -1 1 -1 0 
z. - c. a 0 a + 3 
D D 
Since a,3 ^ 0, and the optimality criterion is still met. 
Case 3: Suppose both s(i,j) and x.. are basic. Since the 
vectors associated with s(i,j) and y.. are linearly dependent, the 
optimal tableau must take the form 
Row No. Basic Var. 















The dual simplex rule for selection of the entering variable is 
z. - c. 
m a x - J — . — 1 d. < 0: where d 1 is the pth row of B "TJ. If some vari-d. i — D D 
able other than . is selected to enter the basis in place of s(i,j), 
then after this transformation, the tableau is in Case 2. However, if 
y^j enters the basis in place of s(i,j), then after one transformation 
the optimal tableau is 
Row No. Basic Var. 


















Since a > 0, the optimality criterion is still met. By making all non-
basic y^_. basic via cases 1, 2 and 3 above, an optimal basis with all 
y „ basic can be obtained. This completes the proof of proposition 16. 
Let B be an optimal basis of (FCTP*). Then 
B Y = 
B m 1 T ! 
-I 
} m+n rows 
mn rows 
where B^ is a basis for (TP), P is the last mn rows of the basic vectors 
corresponding to the x..'s and s(S.)'s. By the partitioning procedure, 




P B / | -I 
With n and m any positive integers, define 
x. . to be a mn + m + n vector with l's in positions 
j , n + i , m + i n + j, and O's elsewhere, 
s(S.) to be a m n + m + n vector with a 1 in n + i 
— I 
and O's elsewhere, 
s_(i,j) to be a mn + m + n vector with a 1 in position 
m + i n + j and O's elsewhere, and 
M be the matrix with columns x. ., s_(S.) ,s_(i, j) for i=l,2,...,m; 
— ~ 1 % ~] •"— 2. "•— 
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Proposition 17 
For any n,m; M will be totally unimodular. 
Proof. The proof is by induction on the size of the sub-matrix of M. 
For a 1 x l sub-matrix the proposition is obviously true. Assume the 
proposition is true for k-1 x k-1 sub-matrix, and let A be any kxk 
sub-matrix of M. 
Case 1 ; Suppose some column of A is 0_. Then clearly det(A) = 0. 
Case 2: Suppose some column of M has exactly one nonzero entry. 
Expanding by that column yields det(A) = ±det(A"), where A" is the co-
factor of the nonzero entry and had determinant ±1 or 0 by the induction 
hypothesis. 
Case 3: Suppose every column of A has exactly two nonzero 
entries. Then the columns of A are made up of certain rows of the vec­
tors x. .. Suppose one of the rows m + n + 1 through m + n + mn is 
included in A. Then that row has only one non-zero element. Expand by 
that row. Det(A) = ± det(A K), where A* is the cofactor of the non-zero 
entry and has determinant ± 1 or 0 by the induction hypothesis. Suppose 
the rows of A are from the first m + n rows of M. Since every column 
will have exactly two non-zero entries, then a row from the set = 
{l,2,...,n} can be associated with a row from the set R 2 = {n+l,n+2, 
...,n+m). Let I 1 f.^* I 2 — R 2 d e n o t e t h e r o w s o f M u s e d i n A - L e"t 
a!, j £ I. u L denote the rows of A. Then —3 1 2 
t s!-* I «'• 
3 j*i2 3 
89 
Hence det(A) = 0. 
Case 4: Suppose there exists one or more column of A with three 
non-zero entries with the remaining columns having two non-zero entries, 
Then a column with three non-zero entries consists of certain elements 
of one of the x_^.'s. Also one of the rows m + n + 1 through m + n + mn 
is included in A. Then that row has only one non-zero element. Expand 
by that row. Det(A) = ± det(A"), where A" is the cofactor of the non­
zero entry and has determinant ± 1 or 0 by the induction hypothesis. 
Hence, by induction on k = 1, the proposition is proved. 
Let N denote the nonbasic columns of (FCTP R). Suppose the 
columns of N are in the order x.., s(S.) and then s(i,j). Then 
—13 — 1 — ' j 
N = 
m + n rows 
mn rows 
where and consist of the nonbasic xj_j' s a n d s(S^)'s. Then -the 
group problem constraint matrix is 
T 1 
P B ~ : L N 1 - N 2 -I 
The constraint (GP.l) is 
(5.1) [ B ^ I N 1 0]x^ = B " 1 ^ (mod 1) 
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(5.2) [PB~ IH 1-N 2 -Ilx^ = P B T 1 b 1 (mod y) 
where y_ is the vector of ŷ .. 's in the appropriate order. Equation (5.2) 
is equivalence mod u_ since the basic y^j's ere restricted to the set 
y. . £ {0,u..}. 
Since B^ is a basis of (TP) and is a submatrix of M, by 
proposition 6, B^^b^ is an integer vector. 
Further, by proposition 13, N is totally unimodular. Therefore 
constraint (5.1) is satisfied for any integer selection of x^ and the 
group constraint set reduces to only constraint (5.2). Note that 
P (mn x m+n) can have at most one non-zero entry in any row. Denote 
the rows of P by the double subscript i,j so that the (i,j)th row will 
have a non-zero entry if x „ is basic. This implies that the (i-l)n + 
jth row of N 2 will consist of only zeros. Then PBT"LN_L - N 2 either 
deletes some rows of B ^ N ^ and replaces them with rows with a single 
non-zero entry or leaves the rows unchanged. 
Proposition 18 
If B ^ N is totally unimodular, then P B , ^ - N 2 is totally uni­
modular . 
Proof. Select any square submatrix, C, from PB^^N - $ . Suppose C is 
also a submatrix of B^^N^. Then |det(C)| = 1 or 0 since B.j, 1^ is 
totally unimodular. Suppose C is not a submatrix of B ^ N ^ . 
Case 1: Suppose some row of C contains all zeros. Then 
det(C) = 0. 
Case 2: Suppose one or more rows of C have a single non-zero 
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entry which originated in N 2 . Expanding by these rows either reduces C 
to a single non-zero entry in which case |det(C)| = 1, or results in an 
adjoint which is a submatrix of Brp 1^. Hence |det(C)| = 0 or 1. There­
fore PB~"4l - is totally unimodular. This completes the proof of 
proposition 18. 
The group problem for the fixed-charge transportation problem is 
(5.3) min ( c ^ W - c ^ 
s.t. [ ( P B ^ 1 N 1 - N 2 ) -I2x^ = P B T ^ I ( M ° D ^ 
x^ = 0_ (mod 1) 
From consideration of the original problem it is easily seen 
that each of the nonbasic variables is bounded. That is, x.. < y... 
13 13 
s(i,j) < y^ , and s(S^) < S^. Let £_ denote the vector of upper bounds 
for the nonbasic variables. 
Since (5.3) is a group problem, there are an infinite number of 
representations of the right-hand side ?B~^b_ . Consider only the ith 
group equation h'x^ = g^ (mod y ^ ) . Since x^ is bounded, g^ can assume 
only a finite number of values all of the form g^ + ky^ with k e Z. 
Let ft be the set of values which the ith right-hand side may assume. 
Let ft = (z. , z0,..., z. ): z. e Q , zn e n_. ..., z € fi. , k = mn. Then 1 2' ' k 1 1' 2 2' ' mn k' 
there exists a smallest element of ft denoted s_. Then the group problem 
can be rewritten as 
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(5.4) m i n C c ^ N - c ^ 
s.t. [ ( P B ^ - N g ) -IDXJJ = s_ (mod y ) 
= 0_ (mod 1 ) . 
The Multiparametric Integer Programming Problem 
DEFINITION 26 
The bounded multiparametric integer -programming problem for the 
right-hand sides is defined as follows: 
min Z(v) = d't_ 
s.t. At = f + Fv 
0_ < t < w 
0_ < v ^ r 
t_,v = 0_ (mod 1 ) . 
The group problem (5.4) can be placed in the form of a multiparametric 
integer programming problem by setting 
A = [ P B ^ - N 2 -I] 
where K is a diagonal matrix with diagonal elements u^_., and 
r_ is determined from Cl. 
Further, since p b T 1 N J _ - ^ 2 ^ s t 0 ^ 3 1 ^ unimodular A is totally unimodu 
lar. Therefore, the group problem associated with the fixed-charge 
transportation problem may be viewed as a multiparametric integer pro 
gramming problem with a totally unimodular constraint matrix. 
Example 6 
Consider the 2 x 2 problem 
cll = 5 fll = (400)(30) = 12000 
°12 = 10 f12 = (200)(30) = 6000 
C21 = 6 f21 - (300)(31) = 9300 
C22 = 4 f22 = (100)(31) = 3100 
1 1 0 0 I 0 0 0 0 
0 1 1 0 ! 0 0 0 0 
1 0 0 1 ! 0 0 0 0 
0 1 1 0 ! 0 .i 
0 0 0 
1 0 0 0 ! -l 0 0 0 
0 0 0 0 ! 0 -1 0 0 
0 1 0 0 ! 0 0 -1 0 
0 0 1 0 J 0 0 0 -1 
1 1 0 0 
0 0 1 0 
1 0 0 1 
0 1 1 0 
1 1 0 0 
0 0 1 0 
1 0 0 1 
0 1 1 0 
-1 
1 1 0 - 1 
0 - 1 0 1 
0 1 0 0 
- 1 - 1 1 1 
1 0 0 0 
0 0 0 0 
0 1 0 0 
0 0 1 0 
1 1 0 -1 0 0 0 0 
0 -1 0 1 0 0 0 0 
0 1 0 0 0 0 0 0 
-1 -1 1 1 0 0 0 0 
1 1 0 -1 -1 0 0 0 
0 0 0 0 0 -1 0 0 
0 -1 0 1 0 0 -1 0 
0 1 0 0 0 0 0 -1 
N = 
0 0 0 0 0 0 
1 0 0 0 0 0 
1 0 0 0 0 0 N l 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
1 0 0 1 0 0 I 
0 0 0 0 1 0 
0 0 0 0 0 0 
1 -1 0 0 0 0 
-1 1 0 0 0 0 
1 0 0 0 0 0 
0 1 0 0 0 0 
1 -1 -1 0 0 0 
-1 r 0 0 -1 0 0 
-1 1 0 0 -1 0 
1 0 0 0 0 -1 
T 1 
P B ^ ; 1 N 1 - N 2 -I 
[-5 -6 -4 0 -400 -200 -300 -100] 
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19 (mod 30J 
0 (mod 30) 
12 (mod 31) 
31 (mod 31) 
X 1 2 9 s ( S 2 ) 9 s ^ 1 * 1 ^ s(l 92), s(2,l), s(2,2) > 0, and integer 
The bounds for the nonbasic variables are 
Then 
0 < x < 30 0 < s(l,2) < 30 
0 < s(S ) < 11 0 < s(2,l) < 31 
0 < s(l,l) ^ 3 0 0 < s(2,2) < 31, 
^ = {-41, -11, 19} 
Q2 = {-60, -30, 0} 
Q3 = {-50, -19, 12} 
« 4 = {0}. 
Then s_' is (-41, -60, -50, 0 ) . 
Multiparametric Integer Programming Problem: 
min 7t 9 + 99t 2 + 400t 3 + 200t 4 + 300-tg + 100t( 
~ 1 -1 -1 0 0 0 ~41 ~30 0 
-1 0 0 -1 0 0 -60 0 30 
-1 1 0 0 -1 0 t = -50 + 0 0 
1 0 0 0 0 -1 0 0 0 








£ V < 
3 
3 
L o J 
t,v = £ (mod 1 ) . 
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CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
The principal objective of this study was to develop a group 
theoretic algorithm for the fixed-charge transportation problem. This 
algorithm is presented in Chapter III and computational experience with 
the method is given in Chapter IV. The largest problems previously 
solved optimally and reported in the literature had six sources and 
eight destinations. Problems with various cost structures and mn = 100 
have been successfully solved using the algorithm of this research. 
Further, it is shown that the group problem associated with (FCTP") may 
be viewed as a multiparametric integer programming problem having a 
totally unimodular constraint matrix. 
During the course of this investigation numerous other questions 
arose and remain unanswered. Six of these which are a logical extension 
of this work are listed below. 
i. Surrogating Rows of the Group Problem. ALG-3 uses the group 
problem to develop penalties by consideration of only a single row at a 
time. Consequently, any interaction information between two rows of the 
group problem is lost. It is conjectured that these rows can be surro­
gated in some manner to yield better information from which to obtain 
penalties. 
ii. Additional Computational Experience. Additional computa­
tional experience is needed to determine if there is a significant 
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difference between problems with |n-m| large and |n-m| small with the 
product, mn, held constant. 
iii. Extension to the Fixed-Cost Flow Fvoblem. The fixed-cost 
flow problem for a network [N,A] may be defined as follows: 
(FCFP) min \ a(x,y)f(x,y) + b(x,y)d(x,y) 
(x,y)£A 
st. f(x,N) - f(N,x) = 
S(x) , X £ S 
0, x e R 
-t(x), x e T 
and 
0 < f(x,y) < c(x,y), (x,y) £ A 
I, if f(x,y) > 0 
d(x,y) = 
0, otherwise. 
where a(x,y) = the unit cost to use (x,y), 
f(x,y) = the flow in (x,y), 
b(x,y) it the fixed charge for (x,y), 
c(x,y) = the capacity of (x,y), 
CO
 
= the set of sources, 
T = the set of destinations, 
R = N - S - T, 
s(x) = the supply at source x, and 
t(y) = the demand at destination y 
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Zavarei and Frisch (36) have shown that (FCFP) can be converted to a 
(FCTP) at the expense of additional nodes and arcs. Clearly, (FCFP) 
can be solved by converting to (FCTP) and applying ALG-3. However, it 
is conjectured that the theory developed in Chapter III can be extended 
to solve (FCFP) directly. 
iv. Unimodularity of the Group Problem. Intuitively, it appears 
that viewing the group problem as a multiparametric integer programming 
problem having a totally unimodular constraint matrix would be useful 
in constructing a solution procedure for the fixed-charge transportation 
problem. The full strength of this information has not been exploited 
for ALG-3. There is need for further work investigating means of solv­
ing a multiparametric integer programming problem. 
v. Penalty Strength. There is need for a computational study 
designed to determine the value of the use of penalties to direct the 
algorithm. This would involve resolving the 54 test problems using only 
the LP bound to guide the algorithm and comparison with the results in 
Table 3. 
vi. Selection Rules. ALG-3 used the largest penalty to determine 
the variable to be fixed at the next iteration. Numerous other possi­
bilities for the selection rule exist, and additional information about 
these rules would be useful. 
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APPENDIX A 
FORTRAN CODE FOR ALG-3 





C M=NO. OF SOURCES 
C N=NO. OF DESTINATIONS 
C IS t I )=THE SJPPLY AT SOURCE I 
C ID(J)=THE DEMAND AT DESTINATION J 
C IC(K )=THE UNIT COSTS 
C IF(K)=THE FIXED COSTS 
C IU(K)=THE ARC CAPACITIES 
C ADJ=ANI ADJUSTMENT FACTOR 
C ITYPE=A CONTROL VARIABLE ON THE SELECTION PROCEDURE 
C (ITYPE=1 IMPLIES PRIORITY» ITYPE=2 IMPLIES LIFO) 
C 
C c c 
C INPUT c 
C CARD 1 - PROBLEM IDENTIFICATION 
C 
C CARD 2 - M* N» ADJ»I TYPE (NO. OF SOURCES» NO. OF DESTINATIONS* 
C ADJUSTMENT FACTOR TO CHANGE THE FIXED COSTS DIVIDED 
C BY THE ARC CAPACITIES INTO AN INTEGERt SELECTION 
C RULE) ALL VARIABLES ARE INTEGER AND ARE READ 
C BY (1316) SPECIFICATION 
C 
C CARDS 3»«*»ETC - SUPPLIES*DEMANDS* UNIT COSTS WITH THE 
C SECOND SUBSCRIPT CHANGING MOST RAPIDLY* 
C FIXED COSTS WITH THE SECOND SUBSCRIPT 
C CHANGING MOST RAPIDLY. ALL VARIABLES ARE 
C INTEGERS AND ARE READ BY (1316) 
C SPECIFICATION 
C c c c 
C RESTRICTION - THE PROGRAM I S RESTRICTED To PROBLEMS WITH MN 
C . L E . 100. 
C 
C FUNCTION INDEX 
C 




* NL(62»62) »M3IG»MN»NPP,NQ»\|QQ»NR»NT» LX(162)» 
* IX(162) f I Y U 6 2 ) » 
* JEFF» 30UND(5161)»INC»LCL»CL(28672)*VCPR»CP(100),JLKL(5161)* 
* 5C0ST< 162) »IF(100)»IJ(100)#IC(100) »JUDY» TI Tl_E ( l«f ) »I SOL (100 > »ITER 
* tJL<F(100)tJLKC(IOO) 
INTEGER C05T»SC0ST»F(162)»ORJ(200),ADJ»OB»CL»CPrPI»UPEN(100), 





NPRT = 100 








IF(MN.LE. IOO) GO TO 110 
C 
C ERROR MESSAGE 
C 
IRR = 1 
100 PRINT 2»IRR 
2 FORMAT(6H1ERR0R*15) 
GO TO 10 
2000 FORMAT(//) 
C 
110 READ 1»(15(1)»I=1»M) » ( I D ( D » I = 1»N) * ( I C ( I ) * 1 = 1 , M N ) » ( I F ( I > 1 1 = 1 1 
1 MN) 
C 
C PRINT PROBLEM 
C 
PRINT 5»M»N»ADJ»ITYPE 
5 FORMAT(15H0NO. SOURCES = I3»5X»19HN0. DESTINATIONS = I3» 5X I8» 
1 5X 12) 
PRINT 9 
9 FORMAT(7H0SUPPLY / / ) 
PRINT 7» ( IS ( I )» I=1»M) 
7 F0RMAT(21I6) 
PRINT 8 
8 FORMAT(7H0DEMAN0 / / ) 
PRINT It ( ID ( I )» I=1»N) 
PRINT 2000 
DO 120 I=1»M 
DO 120 J=1»N 
K=INDEX(IrJ) 
120 PRINT 6» I rJ» IC(K)» I»J» IF (< ) 
6 FORMAT(3H0C( I2»1H» I2» <H) = I6»5X 2HF( I2»1H»I2»4H) = »I6) 
C 
C CALCULATE ARC CAPACITIES 
C 
I = ITIME(J»JUDY) 
DO 130 I=1»M 
KEY = I S ( I ) 
30 130 J=1,N 
K=INDEX(I»J) 
130 IU(K)= MlNO(KEY#ID(J)) 
C 
DO 1*»0 I = 1»M 
DO 140 J=1»N 
K=INDEX(I»J) 
JLKF(K) = 1FU> 
JLKC(K) = 1C(K) 
I F ( K ) = I F ( K ) * A D J / I U ( K ) 
140 I C ( K ) = I C ( K ) * A D J 
C 
C SETUP THE NETWORK 
C 
MNl=MN*l 
MNP1 = M+N+l 
K = 0 
NCP = 0 
DO 150 I = 1»M 
DO 150 J=1»N 
K = K+1 
150 SCOST(K)=IC(K)+IF(K) 
C 




M3IG = 9999999999 
DO 170 J=1»N 
K=K + 1 
170 COST(K) = M3IG 
C 
c 
C STEP 1 
C 
DO 190 I=1»MN 
190 C P ( I ) = 1 
C 
C CP(1)=1 IMPLIES Y(1»D I S FREE 
C =2 IMPLIES Y ( l . l ) I S 0 
C =3 IMPLIES Y ( l » l ) I S IU 
C 
C STEP 2 
C 
DO 20B I=lrMN 
20B COST( I )=SCOST(I ) 
C 
LCL = 0 
ITER = 1 
NPP = MN • M 
NQ = MN • 1 • 
N3Q = MN • M • N 
NB = M+N 
NT = NB • 1 
I I = NPP • 1 
105 
DO 191 I = NOMMPP 
191 L X ( I ) = IS ( I-MN) 
DO 192 I = II»NQQ 
192 LX ( I )= I0 ( I -MPP> 
K = 0 
DO 193 I = 1»M 
DO 193 J = 1»N 
I I = M+J 
K = K + 1 
LX(K) = 0 
N L ( X ' I X ) = K 
N L < I I » I ) = K 
IX(K) = I 
193 IY(K) = I I 
DO 194 I = 1»NB 
NZ = MN • I 
194 NL<NT»I) = NZ 
CALL NETWRK 
GO TO (209»207>» JEFF 
207 IRR=4 








DO 211 K = 1»MN 
IF (F(K>.EO.O) GO TO 212 
I F ( F ( K ) . E Q . I U ( K ) ) Go TO 213 
K00L=2 
213 INC = INC • I F ( K ) * I U ( < ) + I C ( K ) * F ( K ) 
212 ISOL(K)=F(K) 
211 CONTINUE 
GO TO <210»220>»KOOL 
210 CALL OUTPUT 
GO TO 10 
C 
C STEP 5 
C 
220 CONTINUE 
NXX = 0 
NSSIJ = 0 
DO 570 I = 1»M 
DO 570 J = 1»N 
K = INDEX(I»J) 
I F ( C P ( K ) . E O . l ) GO TO 560 
I F ( C P ( K ) . E Q . 3 . A N D . F ( K ) . E Q . O ) SO TO 550 
GO TO 570 
560 NSSIJ = NSSIJ+1 
NSIJ (N5SIJ» l ) = I 
NSIJ(NSSIJ»2) = J 
IF (F (< ) .EQ.O) GO TO 550 
GO TO 570 
550 NXX = NXX + 1 
106 
MX(MXX»1)=I 
NX(NXX»2> = J 
570 CONTINUE 
IF (NXX.EQ.O) G O TO 575 
DO 580 I = 1»NXX 
I I = NX(I»1> 
JJ = NX(I»2> 
K = I N D E X ( I I , J J ) 
I F C C P ( K ) . E S . 3 ) 30 To 571 
OBJ(I ) = P I (JJ+M)-P I ( I I )+SCOST<K> 
GO TO 580 
571 03JU) = P I ( J J + M ) - P I ( I I > + I C ( K > 
580 CONTINUE 
575 CONTINUE 
I F ( N S S I J . E U . O ) GO TO 630 
. DO 590 I = l r N S S I J 
I I = NS IJ ( I»1 ) 
JJ = N5IJ( I»2) 
K = INDEX( I I»JJ) 




NNN = M + N 
K.OOL = NXX + NSSIJ 
C 
C STEPS 7»B» AND 9 
C 
NODE = MNl + M-f N 
C 
LUCK=0 
DO 700 I=1»M 
DO 700 J = 1»N 
K=INDEX(I»J) 
I F ( C P ( K ) . G T . l ) GO TO 700 
IF (F (K) .EQ.O .OR.F (K) . E Q . I U U ) )G0 TO 700 
DO 640 I I = 1»NNN 
61+0 LAM( I I ) = 0 
I F ( L A 3 E L K I ) .EQ.J+M) GO TO 650 
LABEL = - 1 
KEY = J + M 
LAM(KEY) = LABEL 
K=LABEL2(KEY) 
6 m IF (K .EQ.O) GO TO 660 
6i+2 IF (K .EQ.O) GO TO 645 
613 LAM(K) = LABEL 
KK = K 
K=LABEL2(K) 
GO TO 642 
C 
645 K=LABEL3(KK) 
IF (K.EQ.O) GO TO 647 
GO TO 643 
C 
647 K=LABEL1(KK) 
IF(K.EQ.KET) GO TO 660 
10 7 
i f ( l a 3 £ l 3 ( k ) . N E . o ) go to 648 
kk = k 
go to 647 
c 
648 k=label3(k) 
go to 643 
c 
650 key = i 
l abe l = 1 
L A M ( K E Y ) = 1 
k = labe l2 < KEY) 
go to 641 
c 
C everything i s now labeled correct ly 
C ca lcu la te the row 
c 
6 6 0 continue 
luck=luck+1 
up = 99999999 
dp = 99999999 
i f ( n x x . e q . o ) go to 685 
do 670 k=1,nxx 
i i=nx(k»1) 
j j=nx(k»2) 
key = l a m ( i i ) - lam(jj+m)+2 
ob = obj(k) 
go to (661»670 »663)»key 
6 6 1 i f ( u p . l e . o b ) go to 670 
up = ob 
go to 670 




685 i f ( n s s i j . e q . o ) go to 695 
do 690 k=1»nss i j 
i i = ns i j (k»1) 
j j = ns i j (k»2) 
kk = i n d e x ( i i , j j ) 
i f ( i i . e q . i . a n d . j j . e 3 . j ) go to 671 
go to 690 
6 7 1 key = l a m ( j j + m ) - l a m < I I ) + 2 
ob = obj(k+nxx) 
go to <686»690»687)»key 
6b6 i f ( u p . l e . o b ) go to 690 
up = 03 
go to 690 




K Y ( L U C K ) = 1 
j y ( l u c k ) = j 
k=1ndex( i , j ) 
u p e n ( l u c k ) = u p * ( i u ( k ) - f ( k ) ) 




C STEP 10 
C 
IF(LUCK.GT.O) GO TO 750 
IRR = 5 
GO TO 100 
750 CONTINUE 
PEN = 0 
DO 920 I=1»LUCK 
Z = MINOtUPEN(I)»DPEN(IM 
IF (Z .LE .PEN) GO TO 920 
PEN = Z 
920 CONTINUE 
C 
C STEP 12 
C 
Q - -999999999 
KEY=0 
DO 940 1=1»LUCK 
I F ( U P E N d ) . L E . Q ) GO TO 930 
Q=UPEN(D 
KEY = I 
JEFF=1 
930 IF (DPEN( I ) •LE .Q)GO TO 940 
Q=DPEN(D 
KEY = I 
JEFF - 2 
940 CONTINUE 
GO TO (950»1000)# JEFF 
C 
C STEP 13 
C 
950 CONTINUE 
I I = KY(KEY) 
JJ=JY(KEY) 
K=IND£X( I I»JJ) 
KOOL = VCPR + Q 
IF(KOOL.GE. INC) GO TO 961 
LCL = LCL • 1 
CP(K)=3 
DO 960 I=1»MN 
II=MN*LCL • I - MN 
JK = ( I I -1) /18«-1 
960 FLD(2 * ( I I - ( J< -1 ) *1B) -2»2»CL(JK) ) = C P ( I ) 
30UND(LCL) = VCPR+Q 
NCP = NCP + 1 
JLKL(LCL) = NCP 
961 CONTINUE 
KOOL = VCPR • PEN 
IF(KODL.GE. INC) GO TO 1034 
LCL=LCL+1 • 
KK=LCL*MN 
IF(KK.LE.516096.AND.LCL.LE.5161) SO TO 97n 
IRR=3 




00 980 I=1»MN 
I I=MN* (LCL-1 )+ I 
JK = ( I l - D / 1 8 + 1 
980 F L D ( 2 * ( I I - ( J K - 1 ) * 1 8 ) - 2 » 2 , C L ( J K ) ) = CP<I> 
BOUND ( L C D =\/CPR+PEN 
NCP = NCP + 1 
JLKL(LCL) = NCP 
GO TO 1034 
C 
C STEP 14 
C 
1000 CONTINUE 
I I = KY(KEY) 
JJ=JY(KEY) 
K=INDEX(I I»JJ) 
KOOL = VCPR + Q 
IF(KOOL.GE. INC) GO TO 1011 
LCL = LCL • 1 
CP(K) = 2 
DO 1010 I=1»MN 
I I = M N * ( L C L - D + I 
JK - ( I I - D / 1 8 + 1 
1010 F L D ( 2 * ( I I - ( J K - 1 ) * 1 8 ) - 2 , 2 , C L ( J K ) ) = C P ( D 
BOUND(LCL)=VCPR+Q 
NCP = NCP + 1 
JLKL(LCL) = NCP 
C 
1011 KOOL = VCPR + PEN 
IF(KOOL.GE. INC) GO TO 1034 
LCL=LCL+1 
KK=LCL*MN 
IF(KK.LE.516096.AND.LCL.LE.5161) GO TO 10?0 
IRR=3 
GO TO 100 
C 
1020 CP(K)=3 
DO 1030 I=1»MN 
I I = MN*(LCL-1) • I 
JK - ( I I - D / 1 8 + 1 
1030 FLD(2 * ( I I - ( JK -1 ) *18 ) -2»2»CL(JK) ) s C P U ) 
BOUND(LCL)=VCPR+PEN 
NCP = NCP • 1 
JLKL(LCL) = NCP 
C 
C STEP 15 
C 
1034 CONTINUE 
I F ( L C L . G E . l ) GO TO 1031 
CALL OUTPUT 




KEY = 0 
LARG = MBIG 
DO 1040 I = 1,|_CL 
IF(BOUND(I)•GE•LARG) GO TO 1040 
LARG = BOJND(I) 
KEY = I 
1040 CONTINUE 
IF(KEY.GT.O) GO TO 1041 
IRR = 8 
GO TO 100 
C 
C PLACE THIS IN CP 
C 
1041 CONTINUE 
DO 1050 I=1,MN 
J= MN*(KEY-1)+I 
JK = ( J - D / l B + 1 
JL = 2*( J - ( J K - D * 1 8 ) - 2 
C P ( D = FLD(JL»2,CL(JK)) 
K=MN* (LCL-D+ I 
JM = ( K - D / 1 8 + 1 
1050 FLD(JL»2,CL(JK)) = F L D ( 2 * ( K - < J M - 1 ) * 1 8 ) - 2 » C L < J M ) 
BOUND(KEY) = BOUND(LCL) 
JLKL(KEY) = JLKL(LCL) 
LCL=LCL-1 




1065 KEY = 1 
LARG = 0 
DO 1051 I = 1,LCL 
IF (LARG.GT.JLKL( I ) ) GO To 1051 
LARG = JLKL( I ) 
KEY = I 
1051 CONTINUE 
GO TO 1041 
C 
C STEP 16 
C 
1100 CONTINUE 
DO 1110 I=1»MN 
1110 C0ST(D=SC0ST( I ) c 
DO 1130 K = 1»MN 
KEY = C P U ) 
GO TO(1130»1120*1125)»KEY 
1120 COST(K) = MBlG 
GO TO 1130 
1125 COST(K)=IC(K) 
1130 CONTINUE 
I I = NPP + 1 
DO 1132 I = 1»V1N 
1132 L X ( I ) = 0 
DO 1133 I = N0»NPP 
1133 L X ( I ) = I S ( I - M N ) 
DO 1134 I = I I t NQa 
Ill 
1134 LX(I) = ID(I-NPP) 






GO TO (1131,1140), JEFF 
C 
C STEP 17 
C 
1131 CONTINUE 
DO 1136 K = 1,MN 




IF(VCPR.GE.INC) GO TO 1140 
GO TO 1150 
C 
C STEP 18 
C 
1140 IF(LCL.NE.O) GO TO 1031 
CALL OUTPUT 
GO TO 10 
C 




DO 1200 K = 1,MN 
IF(F(K).EQ.O) GO TO 1200 
IF(CP(K) .EQ.3) GO TO 1180 




IF(JEFF.GE.INC) GO TO 1055 
INC - JEFF 
DO 1060 I=1,MN 
1060 ISOL(D=F(I) 
CALL UPDATE 




C COMMOU r̂N,C0ST<16?)n.ABE|_1<O2> »LAnEL2<62)»l_AdEL3(62),PI(62)t * NL(6i2,6?> ,r.̂ lG»MN»r:PH,NQ,NOQ,NB,NT, LX(l62)# *IX< I6id> , T Y ( 1̂ )2 ) » * jEFF»bO"ND(Sl61) »Ir |C t LC|_ t CI- < 28672) , VCPP t CP (1 uO ) r JLKH S161) r * SCOST( 162) ,TF( 100) , IU (100 ) , IC < 100) , JUDY r TJTLF. (14) »ISOLC100)»ITER * tjLKF(10 0)»JLKC(1n 0) 
INTEGER C0ST»SC0ST,FUb2) t C|_»CP»PI» 
* ROUND» VCPR 
EQUlVALEMCE(Ptl)#LX,1)) C 
VCPR=0 DO 928 K=1»MM 
KEY=CP(K> GO TO (9?l»9?8r923),KEy 921 VCPR=VCPf+SC'5ST(K)*F(K) 
' GO TO 923 
923 VCPR=VCPR+ IF < K)*IU< « >*lC(K)*FIK) 
928 CONTINUE RETURN END 
113 
SUBROUTINE O'JTPUT 
COMMON M,iM,C0ST<16?> »|_ABED (b2> >LAREL2(62) »LABEL3(62) »PI(62)» 
* NL(6ii,6?) »MRIG»MN,MPP,MQ»Nno»MB»NT, LX(162)» 
*IX<162) ,lY(ir\2) T 
* JEFF, BOUND ( M b 1) , Ir«C »LC|_>Cl (28672) , VCPR»CP(li)0) T JLKL(5161) » 
* SC0ST(lf>2) ,IF( 100) ,IU(100) ,IC(100) , JUDYrTlTLf (14) ,ISOL(100) »ITER 
* TJLKF(TOO)»JLKC(1p 0) 
INTEGER COSTrSCOST, CL»cP'PI» 
* B^UND> VCPR 
C 
I = ITIM^CJ,JUD) 




5 FORMAT( 7H0SOURCE»5y»llHDESTlNATION,5X uHFLOW / / ) 
DO 10 1 = 1r M 
DO 10 J = l , N 
K - ( I-1 ) *N + J 
10 PRINT BFLFJ»TSOL(K> 
6 FORMAT (I e>r5X»I9»4X»y9) 
TIME = ( JUL)-JUDY)/5OOO. 
PRINT 50nO»TTMt 
5000 FORMAT(1H01 7HTIME = F*0.4) 
PRINT 60n0,lTER 
6000 FORMAT(2lH0NO. OF ITERATION^ = 19) 
KOOL = 0 
DO 20 I = 1 ,"N 
I F ( I S 0 L ( T ) . E ^ . O ) GO TO 20 
KOOL = K^OL • l S O L ( T ) * j L K C ( T ) + J L K F ( i ) 
20 CONTINUE 
PRINT 70n0,«<">OL 






COMMON M,iNl,COST( lfe^) »LA3ELi (D2> »LAn,EL2(62) ,LABEL3(62) »PI(62)» 
* NL(62»6?>rMTIGfMNfMPHfNQrNOQfNBfNT, LX(162) , 
* IX(162) ,TY(l<S2) , 
* jEFFrBO'tMOtSlfal) , I N C »LCL»CI(28672) , VCPR »CP(luO ) * JLKL(5161) , 
* SC0STU»S2) »TK( 100) . IU(100)»IC(100) ,JUPY» TITL£ (14) »I SOL (100) » ITER 
* »JLKFI100)»JLKC(InO) 
INTEGER CObT»SCOST» CL»cP»PI» 
* BOUND, VCPR 
C 
IF (LCL.EO.O) RETURN 
C 
I = 1 
1041 IF (ROUND( I ) ,LT . INC) GO TO 1050 
I F ( I . L T . L C L ) GO TO \04^ 
LCL=LCL-t 
GO TO 220 
1045 DO 1046 K=1,MN 
I I = ( I - l ) * M N + K 
JJ = (LCL-1)*MN+K 
JK - ( J J - D / 1 8 + 1 
JM = ( I I - D / 1 6 + 1 
1046 F L D ( 2 * ( I T - ( j M - l ) * 1 8 ) - 2 , 2 , C L ( J M ) ) = FLO(2* (JJ - (JK- l ) *18 ) -2»2» 
* CL'OK)) 
BOUND(I)=BOUMD(LCL) 
J L K L d ) = JLKL (LCD 
LCL=LCL-t 
GO TO 1041 
1050 I F ( I . L Q . L C L ) GO TO ? 20 
1 = 1 + 1 
GO TO 1041 
220 RETURN 
END 
1 1 5 
SUiiPOUTIME N^TWRK 
DIMENSION I.V.(nn),I,-Run), ITL140) r 1TRC40) 
COMMON N^'ND' IC ( 162) » I|j(62) ( IU(62) ,TR (62) »IP(O2) »NL(62,62) t 
* MQlG»N»Mpp,'IU,fJQQ»r;B»NT, i_X<162) , IX(162) »iY( lb2) »JEFFr 
*B0UM0l51^D »TNC»LCL,CL(2867?)»VCPR»rP(100),JLKL15161)» 
* SCOSI (1^2 ) f TF(100 ) , 
*ZU (100) ,7C(100)»JUDY»TITLE (14),ISOL (100)»ITER 
* »jLKF(100)»JLKC(lpO) 
DO 3 I=l»Nfcl 
ID 11)=0 
I U ( I ) = 0 
3 IR ( I )=0 
DO 4 I=1»NS 
K=N+I 
4 I P ( I ) = I C « K ) 
DO 5 I=1»ND 
K=NpP+I 
J=I+Nb 
5 I P (J ) = - I C < K ) 
C COMPUTE FVAU'ATORS 
22 J=0 
6 J=J+1 
iF (J .bT .M) TO 54 
K=IX<J) 
L=IY(J) 
I C 3 = I C ( J ) - I P ( K ) + I P ( L ) 
I F ( lCd .GF .O) GO TO h 
GO TO 55 
54 IF(J .OT.NPP) GO TO ^4 
KQ=J-N 
I C 3 = I C ( J ) - I P ( K Q ) 
I F ( l C B . G r . 0 ) GO TO H 
GO TO bO 
55 CONTINUE 
C ROOT TRACE 






IF IKX .NE.O) ^0 TO 7 






IF (KX.NE.O) 'JO TO 8 
IEPsMBIG 
IF( lTi-( I) .EG. ITR(M) , Go TO Q 
c DETERMINE LEAVING V ARXABLE 
C SOURCE. STUE 
1 = 0 
KX=K 
I B = - 1 
10 KY=KX 
KX=ID(KX) 
I B = - I b 
1 = 1 + 1 
IF(KX.EQ.O) GO TO 1 , 
JM=NL(KY»KX) 
IAL( I )=JM 
IF(IB.LT.O) GO TO l n 
I D T = L X(JW) 





GO TO 10 
11 IAL(I)=M+KY 
IF(KY.GT.NS) GO TO f 2 
I0T=LX(N+KY) 








I B = - 1 
13 KY=KX 
KX=ID(KY) 
I B = - I b 
M=M+1 
IF(KX.EQ.O) GO TO 1 u 
JM=NL(KX»KY) 
I A R ( M)=JM 
IF( IB.LT.O) GO TO 1 S 
IDT=LX t J M ) 





GO TO 13 
14 IAR(M)=N+KY 
IF (KY .LE .NS) GO TO 16 
IDT=LX(N+KY) 





CHAMGt V*RlA*L£S ST FM TO STFM 
16 LX(J)=LX(J)+T£P 
IR=1 
DO 17 I G = l r I 
I R = - I B 
JB=IAu(lG) 
117 
17 LX( JB)=1_V< J B W i r p * i p 
Ib= l 
DO 18 IG=1»M 
I 8 = - I b 
JB=IAK(IG) 
18 L X ( J B ) = L * < j g ) + I E P * I ^ 
GO TO (l^r19»20»20),IFG 
19 CALL OrtFT ( IT^ (1) »IT[_ (1) »KCN»KYZ) 
IM=ITL<1) 
IZ=ITR(1) 
I F C I F & . E ^ . I ) GO TO p i 







GO TO 21 
20 CALL GKFTdTL( l ) » IT R (1 ) ,KCN,KYZ) 
IM=ITRU> 
IZ=ITL(1) 
I F d F G . E O . 3 ) GO TO <>1 





I U ( j Y ) = J * 
IR ( jX )=K" 
21 I F d M . G T . N S ) GO TO A 0 
I P ( I M ) = I C ( J ) + I P ( I Z ) 
GO TO 81 
80 I P ( I M ) = I P ( I Z ) - I C ( J ) 
81 CONTINUE 
CALL PIRT( IM) 
GO TO 22 




M l=Ml - l 
I F d l . E Q . 0 , O ° . M l . E Q . 0 ) GO TO 40 
I F ( I T L ( I 1 ) . E O . I T R t M , ) ) GO TO 23 
40 KJN=ITLlTl+ l ) 
1=0 
KX=K 
I B = - 1 
I F d D ( K X ) .EQ.O) GO jO 25 
24 KY=KX 
KX=ID«KY) 
I B = - I d 
IF(KY.EO.KJN) GO TO 25 
1 = 1 + 1 
JM=ML(KY»KX) 
IAL( I )=JM 
IFUB.LT.U> no TO 2i; 
I0T=LX(JM) 





GO TO 24 
25 M=0 
KX=L 
I B = - 1 
IF ( ID(KX) .EQ.O) GO T 0 27 
26 KY=KX 
KX=ID(KY) 
I B = - I B 




I F ( I B . L T . O ) ^0 TO 2 f t 
I D T = L X(JM) 





GO TO 26 
MAKE VARTABLE CHANGp 
27 LX(J)=LX(JJ+IEP 
IB=1 
I F ( I . E Q . n ) GO TO 42 
DO 28 I G = 1 , I 
IB=- I t l 
JB=IAL( I« ) 
28 LX(JB)=LV(JB)+ lEP* Ip 
42 IB=1 
IF{M.EQ.^) G"> TO 43 
DO 29 IG=1,M 
I B = - I b 
J3=IAK( I«) 
29 LX(JB)=LV(JB)+IEP*IR 
43 GO TO (3t»32> »IFG 
31 CALL tortFTCirm) r IT, <1)»KCN,KYZ> 
I M r i T L ( l ) 
I2=ITR{1) 
GO TO 33 
32 CALL GRFT<ITL(l)»lTp<l)»KCN»KYZ> 
IM=ITR(1) 
I2=ITL(1) 
33 IF ( IM .GT .NS) GO TO q2 
IP ( lM) = i r (J ) -HP( IZ ) 
GO TO 83 
62 I P ( I M ) = I P < I Z ) - I C ( J ) 
63 CONTINUE 
CALL PIRTCIM) 
GO TO 22 
C ENTERING ROOT 
C DETERMINE LEAVING VARIABLE 
bO 1 = 0 
IEP=MdIG 
KX=KQ 
I B = - 1 
bl 1=1+1 
KY=KX 
ITL( I )=KY 
KX=ID(KX) 
I 3 = - i b 
IF(KX.EQ.O) GO TO bp 
JM=NL(KY,KX) 
IAL( I )=JM 
I F ( I B . L T . O ) GO TO 6^ 
IDT=LX(JM) 





GO TO 61 
62 IAL(I )=N+KY 
IF(KY.GT.NS) GO TO f>3 
IDT=LX(N+KY) 







DO 64 L=lt I 
I B = - I b 
IG=IAL(L> 






IF ( IU(KD>.EO.KX) GO TO 65 
KB = iU(KD) 
67 I F { l R ( K B ) • E Q . K X ) GO TO 66 
KB=lR1KB) 
GO TO 67 
65 IU(KD)=K D 
GO TO 6B 
t>6 IR(KB)=K" 




I F d F G . E ^ . l ) GO TO *9 
JX=KCN 






fa9 CALL PIRT( IM) 
GO TO 22 
3*+ CONTINUE 
NPPP = NPP • 1 
DO lOUO T = MPpP»NQo 
I F ( L X ( I ) .GT.O) GO Jr. lOOl 
1000 CONTINUE 
JEFF = 1 
RETURN 




SUBROUTINE 6^FT(N#Iq»N C#K) 
COMMON N«;rND»IC(lb2) »IQ162) »IU(62) »TR(62) »TP( b2) »NL (62»62) » 
* M8lG»T»MPPfMU»NQG»MB»NT» LX(162)>IX(16?)»IY(162)>JEFF» 
•BOUND(bl61),TNC»LCL,CL(2867?)»VCPR#CP(100)»JLKL(5161), 












IF(M.EQ.NC) GO TO 7 
1 L=M 
M=KD 
IF(M.LQ.O) GO TO 7 
I F ( I U ( M ) . E Q . L ) GO T 0 2 
MZ=IU(M) 
3 I F ( I R ( M Z ) . E Q . L ) GO T 0 4 
MZ=IR(MZ) 
GO TO 3 
2 IU(M)=MR 
GO TO 5 
4 IR(MZ)=MP 




IZ= IU(L ) 
I U ( D = M 
I R ( M ) = I Z 
K=K+1 




SU3R0UTHE P IHT( I ) 
COv,.101j NS»N0»lC(ie,2) »I0(62J »IU(6?) #IR*6P> »IP(6P) »NL(62#62) » 
* M:U3» M . N P P T N J ^ - H ^ . N ^ T N T . LX(162) »1X(16?) , IY(162) >JEFF, 
*30UN')(5161) ? iMCt LCL »CL( 23672) »VCPR,CP 1100) ,JLKL(5161) » 
* ScOSf(i62)»lr(100)* 
*ZU(10U) .ZC(103> »JJOY, TITLE (14) , ISOLdOO) »ITER 
* ,JLKF(IOO)»JLKC(100) 
J=I 
I F ( I U ( J ) . E Q . O ) GO TO 1 
2 L=1U(J) 
10 < = N L ( J » L > 
I F (L .GT .NS) GO TO 3 
I P ( L ) = I C ( K ) + I P ( J ) 
GO TO 4 
3 I P ( L ) = I P ( J ) - I C ( K ) 
4 IF ( IU<L) .EQ.O) GO TO 7 . 
J=L 
GO TO 2 
7 I F ( I R ( L ) . E Q . O ) GO TO 8 
L=IR(L) 
GO TO 10 
8 lF(J.fc.Q,I)GO TO 1 
I F ( I R I J ) , E Q . O ) S 0 TO 9 
L=IR(J) 
J=TD(J) 
30 TO 10 
9 J=ID(J) 
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