Radio on Free Space Optics (RoFSO), as a universal platform for heterogeneous wireless services, is able to transmit multiple radio frequency signals at high rates in free space optical networks. This paper investigates the optimal design of power allocation for Wavelength Division Multiplexing (WDM) transmission in RoFSO systems. The proposed problem is a weighted total capacity maximization problem with two constraints of total power limitation and eye safety concern. The model-based Stochastic Dual Gradient algorithm is presented first, which solves the problem exactly by exploiting the null duality gap. The model-free Primal-Dual Deep Learning algorithm is then developed to learn and optimize the power allocation policy with Deep Neural Network (DNN) parametrization, which can be utilized without any knowledge of system models. Numerical simulations are performed to exhibit significant performance of our algorithms compared to the average equal power allocation.
I. INTRODUCTION
Modern society has witnessed the appearance of heterogeneous wireless services. These services demand different facilities and operate their own networks respectively, which leads to the high cost and slows down the process of deploying new wireless services. Radio over Fiber (RoF) is put forward as a universal platform that connects multiple radio frequency (RF) signals from different wireless access networks. By placing RF signals on optical carriers, RoF system transmits them through optical fibers without changing their radio formats. It takes advantage of high data-rates, low loss and zero interference, but heavily relies on the deployment of fibers, which may not be available in places like rural areas [1] .
Free Space Optical (FSO) communication becomes a promising alternative when fibers are not available. With similar advantages as optical fiber communication, it also enjoys license free, easy and inexpensive setup [2] , [3] . Wireless FSO links get rid of physical restriction of fiber deployment, and is able to transmit RF signals through free space. Therefore, socalled Radio on Free Space Optics (RoFSO) system has been developed recently [4] . However, RoFSO can be seriously affected by FSO channel characteristics, such as weather, turbulence, etc. Different models are proposed for the FSO channel and various techniques are developed to reduce its influence [3] , [5] - [7] .
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To improve the performance, Dense Wavelength Division Multiplexing (DWDM) RoFSO system has been developed, as a means of transmitting multiple RF signals simultaneously. It makes it feasible to employ Wavelength Division Multiplexing (WDM) in RoFSO [8] , [9] . At the same time, adaptive transmission based on the channel state information (CSI) is proposed to help mitigate channel effects for FSO [10] , [11] and RoFSO systems [12] , [13] .
The problem considered in this paper is the optimal power allocation for adaptive WDM transmission in RoFSO systems. According to CSI of all wavelength links, different powers are assigned to different wavelengths to maximize the objective function, subject to power limitation constraints necessary for safe implementation of RoFSO systems. The problem is challenging not only because it is both non-convex and constrained, but also because the mathematical system model or estimated CSI may not be accurate in practice. Some model-based algorithms have been developed to handle similar problems [12] , [13] . These algorithms both employ relaxations to find inexact solutions and are computationally expensive to implement [13] . The inherent difficulty makes the application of machine learning appealing, due to both their low complexity and potential for model-free implementation. Deep learning in particular has been applied for resource allocation problems in wireless RF domain in both supervised [14] and unsupervised [15] , [16] manners. Such approaches have not yet been explored in FSO or RoFSO systems. This paper develops two algorithms to solve power allocation for WDM RoFSO. We first formulate the optimal design problem and introduce the RoFSO system model (Section II). We present the Stochastic Dual Gradient algorithm to solve the problem exactly using the idea of strong duality in [17] (Section III). This approach is limited in practice as it is dependent upon system models and requires more computational expense. As a model-free and low complexity alternative, we leverage machine learning techniques in the Primal-Dual Deep Learning algorithm (Section IV). In particular, Deep Neural Networks (DNNs) are used to parameterize the power allocation policy, which are trained with a primal-dual method to solve the resulting constrained learning problem. A modelfree implementation is employed using the policy gradient method for cases in which system models are inaccurate or unknown. The strong performance of both algorithms are shown by numerical simulations (Section V).
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II. PROBLEM FORMULATION
Radio on Free Space Optics (RoFSO), as a universal platform for heterogeneous wireless services, can transmit RF signals through FSO links in optical networks. The developed Dense Wavelength Division Multiplexing (DWDM) RoFSO system enables the simultaneous transmission of multiple RF signals with WDM technique to increase transmission capacity. Specifically, multimedia RF signals are accessed into RoFSO system and placed on multiple optical wavelength carriers with optoelectronic devices, and then transmitted into free space. At the receiver, optical signals are received through FSO channels, and transferred back to RF signals for users.
The adaptive transmission is considered when allocating powers to wavelength channels in RoFSO. Based on the channel state information (CSI), different powers are assigned to different wavelengths to maximize the objective function. The exact objective function can be adjusted according to specific situations.
Assume there are m optical wavelengths carrying different transmissions, and each of them are non-overlapping with enough spacing. The CSI is represented by the vector h = [h 1 , ..., h m ], where each h i (i = 1, ..., m) donates the CSI of i-th wavelength channel. The allocated power to signal transmitted on the i-th wavelength is based upon observed CSI h via a power allocation policy P i (h). Given the collection of power allocations P(h) = [P 1 (h), ..., P m (h)] and current CSI h, a channel capacity of C i (P(h), h) is achieved on the i-th wavelength. Note that FSO channel is considered as a fading process with channel coherence time on the order of milliseconds, so we can assume an ergodic and i.i.d block fading process. Since the instantaneous channel capacity tends to vary fast, a long term average E h [C i (P(h), h)] is the more meaningful metric to consider. Additionally, because different wireless services accessed into RoFSO may have different priorities, we consider the weight vector ω = [ω 1 , ..., ω m ] ≥ 0 to represent such priorities.
There are two natural constraints to be considered in RoFSO power allocation. The first is the expected total power limitation P T for the FSO base station:
The second is motivated by the eye safety concern in optical transmissions. Specifically, we set a peak power P S that can be allocated on any single wavelength so that the beam is not dangerous for human eyes in its propagation:
Together, we formulate the optimal power allocation for adaptive WDM transmission in RoFSO systems as the fol-lowing statistical optimization problem:
Note that the above problem is formulated without any specific system model. In the proceeding subsection, we discuss channel and capacity models commonly used in the study of RoFSO systems. We then present an exact algorithm to solve (3) in Section III that relies on such model information, as well as a deep-leraning based alternative algorithm in Section IV that does not.
A. System Model
To mathematically study the FSO channel and RoFSO system, some theoretical models have been put forward in previous researches. For the FSO channel, its effects mainly consist of two parts: the attenuation h a and the turbulence h t [18] .
The attenuation fading term h a can be expressed by
where α is the attenuation coefficient; d is the transmission distance; λ is the wavelength; A T X is the aperture area of transmitter, and A RX is the aperture area of receiver. As for the turbulence, we use the well-known log-normal distribution to model the fading term h t , which is considered to be accurate under weak-to-moderate turbulence. Without loss of generality, we can also use other distributions like Gamma-gamma distribution according to different turbulence conditions [5] , [19] .
The FSO channel can then be modelled as
in which y is the received signal; x is the transmitted signal, and n represents the additive Gaussian noise. Therefore, the channel gain (referred as CSI under this model) is expressed by
In terms of the RoFSO system with APD photo detector, its performance is commonly evaluated by Carrier to Noise Ratio (CNR), which is modelled as [20] 
where OM I donates the optical modulation index; RIN donates the relative intensity noise; m p is the photodiode gain; r is the photodiode responsivity; e is the electric charge; F is the excess noise factor; K is the Boltzmann's constant; T is the temperature; R f is the photodiode resistance, and P r = P h is the received power at the detector. With this specific RoFSO system model, the capacity of i-th wavelength channel with allocated power P and CSI h can be expressed by
Note that system parameters are assumed to be same for all wavelength channels.
III. STOCHASTIC DUAL GRADIENT ALGORITHM Solving the above optimization problem (3) is challenging due to its non-concave capacity function, functional optimization complexity and the existence of constraints. We first address these challenges by establishing a null duality gap property of (3) and subsequently presenting the Stochastic Dual Gradient (SDG) algorithm to solve. First, for the development of SDG algorithm, we assume that models given in Section II-A are accurate, i.e. the capacity function C i (P(h), h) in (3) can be computed as in (8) .
With two constraints in (3), it is natural to think about working in the dual domain. Let P = [0, P S ] m represent the space satisfying the eye safety concern, and introduce the dual variable λ ≥ 0. The Lagrangian of the problem is given by
The dual function is then defined as
Its corresponding dual problem is to find λ * that minimizes the dual function
However, the objective function is non-concave and complicated due to the term CN R i (P i (h), h i ), which leads it to be a non-convex optimization problem. Solving it in the dual domain then seems to be impossible in principle. Nevertheless note that the key reason here to make the dual method impractical is not the non-convex property but the existence of duality gap indeed, which indicates the loss of optimality if using the dual method. In other words, as long as we can show that this problem does have null duality gap, it is then feasible to be solved in the dual domain.
Observe that the non-concave objective function is actually inside the expectation expression. We then give the following Theorem 1 according to [17] to show its null duality gap:
Theorem 1: Assume P and D donate the optimal solution value of the primal problem (3) and its corresponding dual problem (11) . If there exists a feasible point P 0 satisfying all constraints with strict inequality, and the probability distribution of CSI h contains no point of positive probability, then the duality gap is null:
The problem in our case satisfies all conditions of Theorem 1 such that the duality gap is null even if it is a nonconvex optimization problem. Then we can directly develop the dual methodology to solve (3) by solving (11) without any relaxation.
The SDG algorithm is put forward based on the above analysis, which iteratively searches for the optimal dual variable λ * from initial λ 0 and use λ * to compute the optimal power allocation P * (h). Specifically, at each iteration k, SDG consists of two steps:
(1) Primal variable update. For the given λ k from iteration k−1 and CSI h, we update the primal variable by maximizing the Lagrangian:
.
Furthermore, both the objective function and constraints separate the use of P 1 (h), ..., P m (h) and h 1 , ..., h m , with no coupling between them. (13) can be simplified to
(2) Dual variable update. With P k+1 (h) gotten from step (1), we then perform a dual descent method to get λ k+1 :
where η k is the stepsize of λ at iteration k, and [·] + is due to the non-negativity of λ. The expectation E h [·] is computed by the stochastic method with S samples of h. By repeating the above two steps recursively, as k increases, λ k converges to the optimal value λ * , and the optimal allocated power of i-th wavelength channel P * i (h) is given by
With the knowledge of accurate system model (8) and SDG algorithm, we can solve the problem (3) perfectly. However, in practice, there exists several problems to discuss: 1. SDG algorithm heavily depends on the exact system model, which means that we need the accurate knowledge of model (8) to perform this algorithm. However, due to the complexity of RoFSO systems, such models may not be accurate in practice.
2. CSI h needs to be estimated at the receiver and feedback to the transmitter. However, the feedback estimated h used in SDG has errors with real h used in the objective capacity function C i (P, h) , which degrades the performance of SDG.
3. In step (1) of SDG, there is not a closed-form solution to the maximization problem to get optimal P k+1 i (h), and thus requires time to numerically solve it for each iteration.
These three problems inspires the use of model-free and low-complexity learning algorithms to solve the power allocation problem.
IV. PRIMAL-DUAL DEEP LEARNING ALGORITHM
To handle the above limitations of SDG algorithm, we develop the model-free Primal-Dual Deep Learning (PDDL) algorithm, which does not directly use system models but only observed capacity and CSI values. Note that our optimization problem (3) shares the same structure with statistical learning problem. This inspires us to introduce a parametrization θ ∈ R q to represent the power allocation policy P(h) by Φ(h, θ) . (17) Substitute (17) into the problem (3), our purpose then becomes to learn an optimal function Φ * (h, θ * ) with optimal parametrization θ * , which outputs allocated powers P * that maximize the objective function.
P(h) =
In terms of the parametrization, a good choice of Φ(h, θ) should provide an accurate approximation for almost any function by changing its parameters θ, which can greatly improve the learning performance. Deep Neural Networks (DNNs), widely used in modern machine learning problems, are known to exhibit such strong function approximation ability almost perfectly [21] . Thus, DNN is a good candidate to be used here. We briefly introduce the architecture of DNN. Assume there are L layers in DNN with n 1 , ...n L donating the number of layer units respectively. Each layer is comprised of two parts: linear transform matrix Π l ∈ R n l ×n l−1 and nonlinear operator σ l . The output of l-th layer x l ∈ R n l can then be obtained by its input x l−1 ∈ R n l−1 :
Note that the input of DNN x 0 is the CSI h, and the parametrization θ is the matrices {Π l } i=1,...,L . As for the non-linear operator σ, various functions can be used, such as ReLu or sigmoid. Besides, note that θ should belong to the set Θ = {θ|Φ(h, θ) ∈ P} to satisfy the eye safety concern.
Similar as (9) , the Lagrangian here can be expressed by
. (19) And its corresponding dual problem becomes
For the above min-max problem with sufficient dense DNN parametrization θ, the duality gap between P and D θ is proportional to the function approximation ability of DNN [16] . Therefore, due to the strong ability of DNN, the duality gap is nearly null. We then develop the PDDL learning algorithm based on (20) , which updates primal variable θ and dual variable λ simultaneously at every iteration using first order gradients. The ultimate purpose is to search for a local stationary point (θ * , λ * ) which satisfies KKT conditions. Specifically, at each iteration k, we follow two steps:
(1) Primal variable update. For a given λ k from iteration k − 1 and CSI h, we update the primal variable θ by
where δ k is the stepsize of θ at iteration k, and the last equation is because of the linearity of the expectation.
(2) Dual variable update. Once we get θ k+1 , the dual variable λ is updated by a similar way
Observed from (21) that the update of primal variable requires not only computing the gradient of capacity function C i (Φ(h, θ k ) , h), but also taking expectation E h [·] of this gradient w.r.t. the distribution of h. Either of them may be hard to know in practice, which makes the above algorithm useless. However, so-called policy gradient method used in reinforcement learning provides a good solution for these problems. It can be used to calculate the gradient for functions with the form of E h [f (Φ(h, θ), h) ], where f is an unknown function. Actually, it calculates a stochastic and model-free approximation for ∇ θ E h [f (Φ(h, θ) , h)] [22] .
In policy gradient method, the power allocation policy Φ(h, θ) is considered to be drawn from a distribution with a delta density function π h,θ (P) = δ (P − Φ(h, θ) ), and then we can rewrite
in which P is a random realization drawn from the distribution π h,θ (P). However, calculating ∇ θ log π h,θ (P) of a delta density function still requires the knowledge of f . To handle this problem, the delta function can be approximated by Gaussian distribution centered around Φ(h, θ) . And its mean and variance are given by the output features of DNN. Then we can estimate ∇ θ E h [f (Φ(h, θ) , h)] by using (23) without knowing f . In addition, we take S samples and average them when computing E h,P [·] to reduce the stochastic error:
where h j is a sampled CSI and P j = [P j,1 , ..., P j,m ] is a corresponding realization drawn from the distribution π hj ,θ (P). So with (24), we can compute the gradient in step (1) by
Therefore, the primal variable update of PDDL algorithm can be completed by using (25) without any knowledge of system model C i (P, h) or CSI distribution but only their observations, which makes PDDL model-free. By replacing ∇ θ L(θ k , λ k ) with ∇ θ L(θ k , λ k ) in (21) , PDDL is summarized in the following Algorithm 1.
V. SIMULATION RESULTS
In this section, we perform numerical simulations to exhibit the performance of SDG and PDDL algorithms, and show their validity by comparing with the average equal power allocation policy. Wavelengths in 1520nm-1595nm are used in simulations with 5nm guard band between adjacent wavelengths. Obtain observations of capacity values C i (P, h) at current samples of step 3 5: Compute the policy gradient ∇ θ L(θ k , λ k ) by (25) 6: Update the primal variable by (21) 
Update the dual variable by (22) Note that although our PDDL learning algorithm is modelfree, we are doing numerical simulations not physical experiments. CSI samples {h} and their corresponding channel capacities {C i (Φ(h, θ) , h)} cannot be observed here. We then still use the system model to compute them, but in practice we can directly get them from the real system in experiments without the need of any theoretical model. In addition, due to the separable use of P i and h i in both objective function and constraints, we construct m independent DNNs for m wavelength channels, and each DNN has three hidden layers with 20, 10 and 5 units respectively. ReLU function is utilized as the non-linear operator σ. Furthermore, the truncated Gaussian distribution is used as power policy distribution π h,θ (P) in policy gradient method, which constrains generated powers P inside P to satisfy the eye safety concern. The outputs of DNNs are used as means and standard deviations of π h,θ (P). Fig. 1 shows the performance of three policies for 8 wavelength multiplexing. Weights ω are drawn randomly between 0 to 1, and other default parameters are set as: P T = 1.2W ; P S = 0.3W ; m p = 5; OM I = 15%; r = 0.8; RIN = −140dB/Hz; T = 300K; transmitter aperture diameter D tx = 0.05m; receiver aperture diameter D rx = 0.1m; d = 1000m. Note that these parameter values are taken as an example to show our algorithms' performance, which can be adjusted based on specific systems and experiments. Observe from the left figure that the objective function values achieved by SDG and PDDL learning algorithms converge as iteration increases, and the performance of them outperforms the equal power policy. As for the right figure, it plots the constraint function values with the increasing of iteration. The values eventually converge to 0 for both of our algorithms, which indicates the feasibility of their optimal solutions. Besides, note that the model-based SDG that solves the problem exactly exhibits the best performance, which corresponds with our theoretical analysis. On the other hand, the objective value achieved by model-free PDDL converges closely to that of SDG, and it validates the near perfect performance of PDDL. Moreover, PDDL can be used without any knowledge of system models, which is particularly useful when FSO system models are unknown, inaccurate, or too complicated to deal with, while SDG cannot handle such situations. In addition, SDG requires to numerically solve a local maximization problem (14) for every λ k and h. Though it is not too hard since it is one-dimensional and with no constraint, SDG is still computationally more expensive than PDDL.
In the left figure of Fig. 2 , we depict the performance of three policies for 16 wavelength multiplexing with P T = 2.4W, P S = 0.3W . Results show that both SDG and PDDL learning algorithms perform well for larger WDM systems as well, and the advantage of PDDL compared with the equal power policy becomes bigger. The right figure plots their performance for 16 wavelength multiplexing with larger power settings P T = 4W, P S = 0.5W , which means there is more space for algorithms to manipulate powers. We can see that PDDL performs better in this case and converges roughly the same value as the exact solution found by SDG.
VI. CONCLUSION
This paper investigates the challenging problem of optimal power allocation for WDM transmission in RoFSO systems. Two algorithms are developed to adaptively assign powers to different wavelength channels based on CSI. By showing the null duality gap, we first present the model-based Stochastic Dual Gradient algorithm, which is able to solve the problem exactly but heavily relies on the system model and CSI estimation accuracy. The model-free Primal-Dual Deep Learning algorithm is then developed to overcome the shortcomings of SDG. Specifically, it parameterizes the power allocation policy with Deep Neural Networks and learns optimal parameter values by updating primal and dual variables simultaneously. Policy gradient method is applied to compute updating gradients without using the knowledge of system or channel models. Numerical simulations are performed to show that both of our algorithms outperform the equal power policy. The model-free PDDL learning algorithm presented in this paper has wide applications for problems in FSO networks and communications, where FSO systems are sophisticated to model and turbulent channels are complicated to estimate.
