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a b s t r a c t
In this paper, we use quartic B-spline to construct an approximating function to agree with
the given integral values of a univariate real-valued function over the same intervals. It
is called integro quartic spline interpolation. Our interpolation method is new and easy
to implement. Moreover, it can work successfully even without any boundary conditions.
The interpolation errors are studied. The super convergence (sixth order and fourth order,
respectively) in approximating function values and second-order derivative values at the
knots is proved. Numerical examples illustrate that our method is very effective and our
integro-interpolating quartic spline has higher approximation ability than others.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In the traditional interpolation problems of numerical analysis, we are often given the function values yj = y(xj) at a set
of distinct knots xj over an interval [a, b]. We use the given data to determine the so-called interpolating function p(x) such
that
p(xj) = yj = y(xj), (j = 0, 1, . . . , n).
Generally, spline functions, which are well known as piecewise polynomials pieced together at the knots by certain
smoothness conditions, are often applied on this topic [1–5].
In this paper, we study a different interpolation problem. We assume that the function values at the knots are not given,
but the integral values Ij of the function y(x) on the subintervals [xj, xj+1] (j = 0, 1, . . . , n − 1) are known. Our task is to
determine an integro-interpolating function p(x) such that xj+1
xj
p(x)dx = Ij =
 xj+1
xj
y(x)dx, (j = 0, 1, . . . , n− 1).
Obviously, it is a generalization for the traditional interpolation problem. Furthermore, it has many practical applications
in the fields of mechanics, mathematical statistics, numerical analysis, electricity, climatology, oceanography and so on;
see [6–11].
Similarly, spline functions can also be used to deal with the new interpolation problems. However, there have been only
a few research papers. For example, the integro cubic spline methods over a uniform partition were studied in [11,12],
but their error orders are lower. Later, an integro quintic spline approach over a uniform partition was discussed in [13].
Unfortunately, the method in [13] has two drawbacks. On the one hand, the deduce process is very complicated and the
method needs seven additional boundary conditions; on the other hand, there are no interpolation error analysis for the
derivatives approximation. In an earlier paper [10], the integro quartic splinewas used therein. However, the computational
method in [10]was also very complicated. In fact, it required us to solve 2n+2 linear equations. At the same time, themethod
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also needs four additional boundary conditions besides the integro values. Furthermore, all the error estimations were not
given in [10]. To overcome the above-mentioned drawbacks and improve the results in [10–13], a new technique is desired.
In this paper, we will present a new integro quartic spline interpolation method by using quartic B-splines. Our new
method hasmany advantages. First, our new algorithm ismore concise than themethods in [10,11,13]. It only needs solving
a linear system composed of n+ 4 linear equations with a five-band coefficient matrix, hence it is easy to be implemented.
Second, our algorithm produces numerical results with higher accuracy than the results in [10–13]. Especially, we point
out that our new integro quartic spline s(x), as a lower-degree spline than the quintic spline in [13], is able to approximate
y(x)with O(h6) errors at the knots, and also can approximate y′′(x)with O(h4) errors at the knots. This shows that the new
integro quartic spline possesses super convergence orders (sixth order and fourth order, respectively) in approximating
function values and second-order derivative values at the knots. This is a surprise. Third, our method can work successfully
even without any boundary conditions, while the method in [10,11,13] needs four, three and seven additional boundary
conditions, respectively. Fourth, we also provide the derivatives approximation for y(x), and the error estimations are well
studied.
The remainder of this paper is organized as follows. In Section 2, we present some preliminary results of quartic B-
splines. In Section 3, we give the new concise integro interpolation method by using quartic B-splines. In Section 4, we
analyze the interpolation errors for the integro-interpolating quartic spline. In Section 5, we study a modified method for
integro quartic spline interpolationwithout any boundary conditions (only involving n integro values over the subintervals),
we also analyze the interpolation errors for this case, and we prove that the convergence orders are unchanged. Section 6 is
devoted to numerical tests, and numerical results show that ourmethod is very effective not only in function approximation
but also in derivatives approximation. Finally, we conclude our paper in Section 7.
2. Preliminaries
For an interval I = [a, b], divide it into n subintervals by the equidistant knots xi = a + ih, where ∆i = [xi, xi+1](i =
0, 1, . . . , n− 1) and h = b−an . The univariate quartic spline space over the uniform partition is defined as follows:
S4(I) = {s(x) ∈ C3(I) | si(x) ∈ P4, i = 0, 1, . . . , n− 1},
where si(x) denotes the restriction of s(x) over ∆i = [xi, xi+1], and P4 denotes the set of univariate quartic polynomials.
S4(I) is a linear space, its dimension is n + 4, and its elements are called quartic splines. Essentially, a quartic spline s(x) is
a piecewise quartic polynomial such that s(x), s′(x), s′′(x) and s′′′(x) are continuous on [a, b].
Extend I = [a, b] toI = [a− 4h, b+ 4h]with the equidistant knots xi = a+ ih(i = −4,−3, . . . , n+ 4). By the results
in [14,15], we obtain the explicit representations of the typical quartic B-spline Bi(x)(i = −2,−1, . . . , n + 1) as follows
(also see [16])
Bi(x) = 124h4

(x− xi−2)4, if x ∈ [xi−2, xi−1]
(x− xi−2)4 − 5(x− xi−1)4, if x ∈ [xi−1, xi]
(x− xi−2)4 − 5(x− xi−1)4 + 10(x− xi)4, if x ∈ [xi, xi+1]
(x− xi+3)4 − 5(x− xi+2)4, if x ∈ [xi+1, xi+2]
(x− xi+3)4, if x ∈ [xi+2, xi+3]
0, else
.
We list some properties of Bi(x) as follows.
• Bi(x)(i = −2,−1, . . . , n+ 1) are linearly independent, and they form the basis splines of S4(I).
• B(k)i (x) = B(k)i+1(x+ h)(i = −2,−1, . . . , n; k = 0, 1, 2, 3); the values of B(k)i (x) at the knots are given in Table 1.
• n+1i=−2 Bi(x) ≡ 1(x ∈ [a, b]).
• Bi(x)(i = −2,−1, . . . , n+ 1) is non-negative and is locally supported on [xi−2, xi+3]; further, we have xi−1
xi−2
Bi(x)dx =
 xi+3
xi+2
Bi(x)dx = 1120h, (1) xi
xi−1
Bi(x)dx =
 xi+2
xi+1
Bi(x)dx = 26120h, (2) xi+1
xi
Bi(x)dx = 66120h, (3) xj+1
xj
Bi(x)dx = 0, (j ≥ i+ 3, or j ≤ i− 3). (4)
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Table 1
The values of B(k)i (x)(i = −2,−1, . . . , n+ 1; k = 0, 1, 2, 3) at the knots.
xi−2 xi−1 xi xi+1 xi+2 xi+3 else
Bi(x) 0 124
11
24
11
24
1
24 0 0
B′i(x) 0
1
6h
3
6h − 36h − 16h 0 0
B′′i (x) 0
1
2h2
− 1
2h2
− 1
2h2
1
2h2
0 0
B′′′i (x) 0
1
h3
− 3
h3
3
h3
− 1
h3
0 0
3. Integro quartic spline interpolation
The integro quartic spline interpolation problem (with four boundary function values as boundary conditions) is stated
as follows.
Given the integral values Ij of y(x) on [xj, xj+1](j = 0, 1, . . . , n − 1), and four boundary function values y0 = y(x0),
y1 = y(x1), yn−1 = y(xn−1) and yn = y(xn), construct a quartic spline s(x) ∈ S4(I) such that xj+1
xj
s(x)dx = Ij =
 xj+1
xj
y(x)dx, (j = 0, 1, . . . , n− 1), (5)
and
s(x0) = y0, s(x1) = y1, s(xn−1) = yn−1, s(xn) = yn. (6)
In this section, we study the new integro quartic spline interpolation method which is easy to be implemented. For any
spline s(x) ∈ S4(I), it can be represented as s(x) =n+1i=−2 ciBi(x). For j = 0, 1, . . . , n− 1, by (5), using (1)–(4), we have xj+1
xj
s(x)dx =
 xj+1
xj
n+1
i=−2
ciBi(x)dx =
 xj+1
xj
j+2
i=j−2
ciBi(x)dx
=
j+2
i=j−2
ci
 xj+1
xj
Bi(x)dx = Ij.
That is
h
120
(cj−2 + 26cj−1 + 66cj + 26cj+1 + cj+2) = Ij. (7)
Moreover, the four boundary conditions give us four equations [16]
s(x0) = y0
s(x1) = y1 ⇒

c−2 + 11c−1 + 11c0 + c1 = 24y0
c−1 + 11c0 + 11c1 + c2 = 24y1 , (8)
and 
s(xn−1) = yn−1,
s(xn) = yn ⇒

cn−3 + 11cn−2 + 11cn−1 + cn = 24yn−1
cn−2 + 11cn−1 + 11cn + cn+1 = 24yn . (9)
Thus, (8), (7) and (9) give us a linear system with ci(i = −2,−1, . . . , n+ 1) as unknowns. We note the system as
AC = F , (10)
where
A =

1 11 11 1 0
0 1 11 11 1
1 26 66 26 1
1 26 66 26 1
. . .
. . .
. . .
. . .
. . .
1 26 66 26 1
1 26 66 26 1
1 11 11 1 0
0 1 11 11 1

(n+4)×(n+4)
, (11)
and
C = (c−2, c−1, c0, c1, . . . , cn, cn+1)T ,
F =

24y0, 24y1,
120
h
I0, . . . ,
120
h
In−1, 24yn−1, 24yn
T
.
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Theorem 3.1. The integro quartic spline interpolation problem (5) and (6) is uniquely solvable.
Proof. We only need to prove that the coefficient matrix A given by (11) is invertible. We perform ten row-addition
transformations to A as follows.
Step 1 Add row one multiplied by−1 to row three, also add row n+ 4 multiplied by−1 to row n+ 2;
Step 2 Add row two multiplied by−1 to row four, also add row n+ 3 multiplied by−1 to row n+ 1;
Step 3 Add row two multiplied by−15 to row three, also add row n+ 3 multiplied by−15 to row n+ 2;
Step 4 Add row three multiplied by 322 to row four, also add row n+ 2 multiplied by 322 to row n+ 1;
Step 5 Add row three multiplied by 1110 to row five, also add row n+ 2 multiplied by 1110 to row n.
Then A is transformed to
A =

1 11 11 1 0
0 1 11 11 1
0 0 −110 −140 −14
395
11
254
11
1
272
11
3623
55
26 1
1 26 66 26 1
. . .
. . .
. . .
. . .
. . .
1 26 66 26 1
1 26
3623
55
272
11
1
254
11
395
11
−14 −140 −110 0 0
1 11 11 1 0
0 1 11 11 1

(n+4)×(n+4)
.
It is clear that the central block matrix ofA is strictly diagonally dominant. By the basic knowledge of linear algebra, we
know that A (11) is invertible. 
After solving the system (10), we will obtain the desired integro quartic spline s(x) = n+1i=−2 ciBi(x). We can use
s(k)(x) = n+1i=−2 ciB(k)i (x) to approximate y(k)(x)(k = 0, 1, 2, 3). Especially, at the knots xj(j = 0, 1, . . . , n), by using the
data in Table 1, we have the following formulas [16]
sj = s(xj) =
n+1
i=−2
ciBi(xj) = 124 (cj−2 + 11cj−1 + 11cj + cj+1), (12)
mj = s′(xj) =
n+1
i=−2
ciB′i(xj) =
1
6h
(−cj−2 − 3cj−1 + 3cj + cj+1), (13)
Mj = s′′(xj) =
n+1
i=−2
ciB′′i (xj) =
1
2h2
(cj−2 − cj−1 − cj + cj+1), (14)
Tj = s′′′(xj) =
n+1
i=−2
ciB′′′i (xj) =
1
h3
(−cj−2 + 3cj−1 − 3cj + cj+1). (15)
4. Error analysis
In order to analyze the errors, we give some useful operators (see [15–19]). For a given step h and an infinitely
differentiable y(x), we define
Ey(x) = y(x+ h), Dy(x) = y′(x) and Iy(x) = y(x).
Further, for a positive integerm, we have
Emy(x) = y(x+mh), E−my(x) = y(x−mh),
Dmy(x) = y(m)(x), Imy(x) = y(x).
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Moreover, we have
Ey(x) = y(x+ h) =
∞
i=0
hiy(i)(x)
i! =
 ∞
i=0
(hD)i
i!

y(x) = ehDy(x),
it implies that E = ehD. Similarly, we have
E−1 = e−hD, Em = emhD and E−m = e−mhD.
Lemma 4.1. For j = 0, 1, . . . , n, let yj = y(xj) for short, we have
Ij = E− ID yj. (16)
Proof. Using the Taylor formula, we have
Ij =
 xj+1
xj
y(x)dx =
 xj+1
xj
∞
i=0
y(i)(xj)
i! (x− xj)
idx
=
∞
i=0
hi+1
(i+ 1)!y
(i)(xj) = e
hD − I
D
y(xj)
= E− I
D
yj. 
Lemma 4.2. Let s(x) be the integro-interpolating quartic spline obtained by (5) and (6) for y(x). For j = 0, 1, . . . , n, we have
sj = 5h

E−2 + 11E−1 + 11I+ E
E−2 + 26E−1 + 66I+ 26E+ E2

Ij, (17)
mj = 20h2
 −E−2 − 3E−1 + 3I+ E
E−2 + 26E−1 + 66I+ 26E+ E2

Ij, (18)
Mj = 60h3

E−2 − E−1 − I+ E
E−2 + 26E−1 + 66I+ 26E+ E2

Ij, (19)
Tj = 120h4
 −E−2 + 3E−1 − 3I+ E
E−2 + 26E−1 + 66I+ 26E+ E2

Ij, (20)
where sj,mj,Mj and Tj are given by (12)–(15).
Proof. By using (7) and (12), we have
h
5
(sj−2 + 26sj−1 + 66sj + 26sj+1 + sj+2) = Ij−2 + 11Ij−1 + 11Ij + Ij+1.
Using operator notations, we have
h
5
(E−2 + 26E−1 + 66I+ 26E+ E2)sj = (E−2 + 11E−1 + 11I+ E)Ij.
So (17) is obtained. Similarly, using (7) and (13)–(15), we have
h2
20
(mj−2 + 26mj−1 + 66mj + 26mj+1 +mj+2) = −Ij−2 − 3Ij−1 + 3Ij + Ij+1,
h3
60
(Mj−2 + 26Mj−1 + 66Mj + 26Mj+1 +Mj+2) = Ij−2 − Ij−1 − Ij + Ij+1,
h4
120
(Tj−2 + 26Tj−1 + 66Tj + 26Tj+1 + Tj+2) = −Ij−2 + 3Ij−1 − 3Ij + Ij+1.
Hence, (18)–(20) are obtained. 
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Theorem 4.1. Let y(x) be a function of class C∞[a, b] and s(x) be the integro-interpolating quartic spline obtained by (5) and
(6). For j = 0, 1, . . . , n, we have
sj = y(xj)+ 15040h
6y(6)(xj)+ O(h8), (21)
mj = y′(xj)+ 1720h
4y(5)(xj)+ O(h6), (22)
Mj = y′′(xj)− 1240h
4y(6)(xj)+ O(h6), (23)
Tj = y′′′(xj)− 112h
2y(5)(xj)+ O(h4). (24)
Proof. Here, we give a brief proof for (21); the proof for the others are similar and omitted. By (16) and (17), we have
sj = 5hD
 −E−2 − 10E−1 + 10E+ E2
E−2 + 26E−1 + 66I+ 26E+ E2

yj.
Let u = hD, we have
5
u
 −e−2u − 10e−u + 10eu + e2u
e−2u + 26e−u + 66+ 26eu + e2u

= 120+ 30u
2 + 72u4 + 2384u6 + · · ·
120+ 30u2 + 72u4 + 14u6 + · · ·
= 1+
23
84 − 14
120
u6 + cu8 + · · ·
= 1+ 1
5040
u6 + cu8 + · · · ,
where c is a certain constant. Hence,
sj =

1+ (hD)
6
5040
+ c(hD)8 + · · ·

yj = y(xj)+ 15040h
6y(6)(xj)+ O(h8). 
From (21) and (23) we have,
max
0≤j≤n
|sj − yj| = O(h6), max
0≤j≤n
|Mj − y′′j | = O(h4).
This shows that our new integro-interpolating quartic spline possesses super convergence orders (sixth order and fourth
order, respectively) in approximating function values and second-order derivative values at the knots.
Theorem 4.1 only gives the errors at the knots. For the global approximation errors, we give the next theorem.
Theorem 4.2. Let y(x) be a function of class C∞[a, b] and s(x) be the integro-interpolating quartic spline obtained by (5) and
(6), we have
∥y(k)(x)− s(k)(x)∥∞ = O(h5−k), k = 0, 1, 2, 3,
where ∥f (x)∥∞ = maxa≤x≤b |f (x)|.
Proof. First, we prove ∥y′′′(x)− s′′′(x)∥∞ = O(h2). Since s(x) is a quartic spline, hence s′′′(x) is a piecewise continuous linear
function over [a, b]with respect to the partition. For j = 1, 2, . . . , n, let s′′′j (x) denotes the restriction of s′′′(x) over [xj−1, xj],
and we have
s′′′j (x) = s′′′(x)|[xj−1,xj] = Tj−1
xj − x
h
+ Tj x− xj−1h . (25)
We define another piecewise continuous linear function y′′′(x) by
y′′′j (x) = y′′′(x)|[xj−1,xj] = y′′′(xj−1)xj − xh + y′′′(xj)x− xj−1h . (26)
Obviously y′′′(x) is the piecewise linear interpolating function to y′′′(x). By the basic piecewise linear interpolation theory
[3–5], we have
∥y′′′(x)− y′′′(x)∥∞ = O(h2). (27)
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By (25), (26) and (24), we have
max
xj−1≤x≤xj
|s′′′j (x)− y′′′j (x)| = maxxj−1≤x≤xj
(Tj−1 − y′′′(xj−1))xj − xh + (Tj − y′′′(xj))x− xj−1h

= O(h2).
So
∥s′′′(x)− y′′′(x)∥∞ = O(h2). (28)
By (27) and (28), we have
∥s′′′(x)− y′′′(x)∥∞ ≤ ∥y′′′(x)− y′′′(x)∥∞ + ∥s′′′(x)− y′′′(x)∥∞ = O(h2). (29)
Next, we prove ∥y′′(x) − s′′(x)∥∞ = O(h3). Similarly, for j = 1, 2, . . . , n, let s′′j (x) denotes the restriction of s′′(x) over[xj−1, xj]. By using (23) and (29), for x ∈ [xj−1, xj], we have
s′′j (x)− y′′(x) =
 x
xj−1
s′′′j (t)dt +Mj−1

−
 x
xj−1
y′′′(t)dt + y′′(xj−1)

=
 x
xj−1
(s′′′j (t)− y′′′(t))dt + (Mj−1 − y′′(xj−1))
= O(h3)+ O(h4) = O(h3),
so ∥y′′(x) − s′′(x)∥∞ = O(h3) holds. By similar manners, integrating s′′j (t) − y′′(t) and s′j(t) − y′(t), and taking the infinite
norm step by step, we get ∥y′(x)− s′(x)∥∞ = O(h4) and ∥y(x)− s(x)∥∞ = O(h5). 
5. Modified method for integro quartic spline interpolation without any boundary conditions
In this section, we give a modified method to study integro quartic spline interpolation by only using the integro values.
5.1. Approximate boundary function values with O(h6) errors
First of all, we construct four approximate values with O(h6) errors for the boundary function values needed in (6) by
using the given integro values near boundaries.
Lemma 5.1. For j = 0, 1, . . . , n− 1, and integer 1 ≤ m ≤ n− j, we have
m−1
l=0
Ij+l = E
m − I
D
yj =
∞
i=0
(mh)i+1
(i+ 1)! y
(i)(xj). (30)
Proof. Using (16), we have
m−1
l=0
Ij+l =
m−1
l=0
E− I
D
yj+l = E− ID
m−1
l=0
yj+l
= E− I
D

m−1
l=0
El

yj = E
m − I
D
yj
=
∞
i=0
(mh)i+1
(i+ 1)! y
(i)(xj). 
By (30), let j = 0 andm = 1, 2, . . . , 6, we have
I0 = y0h+ y
′
0
2! h
2 + y
′′
0
3! h
3 + y
′′′
0
4! h
4 + y
(4)
0
5! h
5 + y
(5)
0
6! h
6 + O(h7),
1
l=0
Il = y0(2h)+ y
′
0
2! (2h)
2 + y
′′
0
3! (2h)
3 + y
′′′
0
4! (2h)
4 + y
(4)
0
5! (2h)
5 + y
(5)
0
6! (2h)
6 + O(h7),
2
l=0
Il = y0(3h)+ y
′
0
2! (3h)
2 + y
′′
0
3! (3h)
3 + y
′′′
0
4! (3h)
4 + y
(4)
0
5! (3h)
5 + y
(5)
0
6! (3h)
6 + O(h7),
F.-G. Lang, X.-P. Xu / Journal of Computational and Applied Mathematics 236 (2012) 4214–4226 4221
3
l=0
Il = y0(4h)+ y
′
0
2! (4h)
2 + y
′′
0
3! (4h)
3 + y
′′′
0
4! (4h)
4 + y
(4)
0
5! (4h)
5 + y
(5)
0
6! (4h)
6 + O(h7),
4
l=0
Il = y0(5h)+ y
′
0
2! (5h)
2 + y
′′
0
3! (5h)
3 + y
′′′
0
4! (5h)
4 + y
(4)
0
5! (5h)
5 + y
(5)
0
6! (5h)
6 + O(h7),
5
l=0
Il = y0(6h)+ y
′
0
2! (6h)
2 + y
′′
0
3! (6h)
3 + y
′′′
0
4! (6h)
4 + y
(4)
0
5! (6h)
5 + y
(5)
0
6! (6h)
6 + O(h7).
Choosing six parameters λl(l = 1, 2, . . . , 6) such that
1 2 3 4 5 6
1 22 32 42 52 62
1 23 33 43 53 63
1 24 34 44 54 64
1 25 35 45 55 65
1 26 36 46 56 66


λ1
λ2
λ3
λ4
λ5
λ6
 =

1
0
0
0
0
0
 ,
we get
λ1 = 6, λ2 = −152 , λ3 =
20
3
, λ4 = −154 , λ5 =
6
5
, λ6 = −16 .
So we have
λ1I0 + λ2
1
l=0
Il + λ3
2
l=0
Il + λ4
3
l=0
Il + λ5
4
l=0
Il + λ6
5
l=0
Il
= 1
60
(147I0 − 213I1 + 237I2 − 163I3 + 62I4 − 10I5)
= y0h+ O(h7). (31)
Similarly, we have the following equations
I0 = y1h− y
′
1
2! h
2 + y
′′
1
3! h
3 − y
′′′
1
4! h
4 + y
(4)
1
5! h
5 − y
(5)
1
6! h
6 + O(h7),
I1 = y1h+ y
′
1
2! h
2 + y
′′
1
3! h
3 + y
′′′
1
4! h
4 + y
(4)
1
5! h
5 + y
(5)
1
6! h
6 + O(h7),
2
l=1
Il = y1(2h)+ y
′
1
2! (2h)
2 + y
′′
1
3! (2h)
3 + y
′′′
1
4! (2h)
4 + y
(4)
1
5! (2h)
5 + y
(5)
1
6! (2h)
6 + O(h7),
3
l=1
Il = y1(3h)+ y
′
1
2! (3h)
2 + y
′′
1
3! (3h)
3 + y
′′′
1
4! (3h)
4 + y
(4)
1
5! (3h)
5 + y
(5)
1
6! (3h)
6 + O(h7),
4
l=1
Il = y1(4h)+ y
′
1
2! (4h)
2 + y
′′
1
3! (4h)
3 + y
′′′
1
4! (4h)
4 + y
(4)
1
5! (4h)
5 + y
(5)
1
6! (4h)
6 + O(h7),
5
l=1
Il = y1(5h)+ y
′
1
2! (5h)
2 + y
′′
1
3! (5h)
3 + y
′′′
1
4! (5h)
4 + y
(4)
1
5! (5h)
5 + y
(5)
1
6! (5h)
6 + O(h7).
We choose µl(l = 1, 2, . . . , 6) such that
1 1 2 3 4 5
−1 1 22 32 42 52
1 1 23 33 43 53
−1 1 24 34 44 54
1 1 25 35 45 55
−1 1 26 36 46 56


µ1
µ2
µ3
µ4
µ5
µ6
 =

1
0
0
0
0
0
 ,
we have
µ1 = 16 , µ2 =
5
2
, µ3 = −53 , µ4 =
5
6
, µ5 = −14 , µ6 =
1
30
.
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So we have
µ1I0 + µ2I1 + µ3
2
l=1
Il + µ4
3
l=1
Il + µ5
4
l=1
Il + µ6
5
l=1
Il
= 1
60
(10I0 + 87I1 − 63I2 + 37I3 − 13I4 + 2I5)
= y1h+ O(h7). (32)
Lemma 5.2. Lety0,y1,yn−1 andyn be the approximate values for y0 = y(x0), y1 = y(x1), yn−1 = y(xn−1) and yn = y(xn)
respectively, we have
y0 = 160h (147I0 − 213I1 + 237I2 − 163I3 + 62I4 − 10I5)
= y0 + O(h6), (33)
y1 = 160h (10I0 + 87I1 − 63I2 + 37I3 − 13I4 + 2I5)
= y1 + O(h6), (34)
yn = 160h (147In−1 − 213In−2 + 237In−3 − 163In−4 + 62In−5 − 10In−6)
= yn + O(h6), (35)
yn−1 = 160h (10In−1 + 87In−2 − 63In−3 + 37In−4 − 13In−5 + 2In−6)
= yn−1 + O(h6). (36)
Proof. Eqs. (33) and (34) are obtained from (31) and (32) respectively; (35) and (36) are obtained by symmetry. 
5.2. The modified method
The integro quartic spline interpolation problemwithout boundary function values is stated as follows. Given the integral
values Ij of y(x) on [xj, xj+1](j = 0, 1, . . . , n− 1), construct a quartic splines(x) ∈ S4(I) such that xj+1
xj
s(x)dx = Ij =  xj+1
xj
y(x)dx, (j = 0, 1, . . . , n− 1), (37)
and s(x0) =y0, s(x1) =y1, s(xn−1) =yn−1, s(xn) =yn. (38)
Lets(x) =n+1i=−2ciBi(x). By similar manners, we have
AC =F , (39)
where A is given by (11), andC = (c−2,c−1,c0,c1, . . . ,cn,cn+1)T ,
F = 24y0, 24y1, 120h I0, . . . , 120h In−1, 24yn−1, 24yn
T
.
After solving the system (39), we uses(k)(x) =n+1i=−2ciB(k)i (x) to approximate y(k)(x)(k = 0, 1, 2, 3).
5.3. Error analysis for the modified method
Lemma 5.3. The infinite norm of A−1 is bounded, i.e. there exists a certain positive number M such that ∥A−1∥∞ ≤ M, for all
n ≥ 6.
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Proof. By the proof of Theorem 3.1, there exist ten elementary matrices Pl (l = 1, 2, . . . , 10) such thatA = P10 · · · P2P1A.
Moreover,A can be transformed to
A =

1
1
−110
395
11
254
11
1
272
11
3623
55
26 1
1 26 66 26 1
. . .
. . .
. . .
. . .
. . .
1 26 66 26 1
1 26
3623
55
272
11
1
254
11
395
11
−110
1
1

(n+4)×(n+4)
by sixteen elementary column-addition transformations. Then, there also exist sixteen elementary matrices Ql(l =
1, 2, . . . , 16) such thatA =AQ1Q2 · · ·Q16 = P10 · · · P2P1AQ1Q2 · · ·Q16.
That is
A−1 = Q1Q2 · · ·Q16A−1P10 · · · P2P1.
Since the infinite norms of Pl (l = 1, 2, . . . , 10),Ql (l = 1, 2, . . . , 16) andA−1 are all bounded and independent on n; so,
the infinite norm of A−1 is also bounded and independent on n. 
We give the errors at knots.
Theorem 5.1. Let y(x) be a function of class C∞[a, b],s(x) be the integro-interpolating quartic spline obtained by (37) and
(38) for y(x) without any boundary conditions. For j = 0, 1, . . . , n, we have
sj = 124 (cj−2 + 11cj−1 + 11cj +cj+1) = y(xj)+ O(h6), (40)
mj = 16h (−cj−2 − 3cj−1 + 3cj +cj+1) = y′(xj)+ O(h4), (41)Mj = 12h2 (cj−2 −cj−1 −cj +cj+1) = y′′(xj)+ O(h4), (42)Tj = 1h3 (−cj−2 + 3cj−1 − 3cj +cj+1) = y′′′(xj)+ O(h2). (43)
Proof. By (10) and (39), we have
A(C −C) = E,
where
E = F −F = (O(h6),O(h6), 0, . . . , 0,O(h6),O(h6))T .
By Lemma 5.3, we have
∥C −C∥∞ = ∥A−1E∥∞ ≤ ∥A−1∥∞∥E∥∞ = O(h6). (44)
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Hence, by (12), (21) and (44), we have
sj − y(xj) = (sj − sj)− (y(xj)− sj)
= (cj−2 − cj−2)+ 11(cj−1 − cj−1)+ 11(cj − cj)+ (cj+1 − cj+1)
24
− (y(xj)− sj)
= O(h6)+ O(h6) = O(h6),
so (40) is obtained. Similarly, by (13), (22) and (44), we have
mj − y′(xj) = (mj −mj)− (y′(xj)−mj)
= −(cj−2 − cj−2)− 3(cj−1 − cj−1)+ 3(cj − cj)+ (cj+1 − cj+1)
6h
− (y′(xj)−mj)
= O(h5)+ O(h4) = O(h4),
so (41) is obtained. Eqs. (42) and (43) can be proved similarly by using (14), (15), (23), (24) and (44). 
Next, we give the global error estimations.
Theorem 5.2. Let y(x) be a function of class C∞[a, b],s(x) be the integro-interpolating quartic spline obtained by (37) and
(38) for y(x) without any boundary conditions, then we have
∥y(k)(x)−s(k)(x)∥∞ = O(h5−k), k = 0, 1, 2, 3.
Proof. The proof is similar to the proof of Theorem 4.2. 
Theorems 5.1 and 5.2 show thats(x) and s(x) have same error orders.
6. Numerical tests and discussions
In this section, we present some numerical examples to test the accuracy and efficiency of our new method. Numerical
tests are performed by Matlab. The numerical results show that our method is very effective.
The tested functions are y1(x) = ex, y2(x) = cos(πx) and y3(x) = 1x+2 , the interval [a, b] = [0, 1]. Let s1(x), s2(x) and s3(x)
be the integro-interpolating splines with four boundary function values’ conditions obtained by (5) and (6) for y1(x), y2(x)
and y3(x). Lets1(x),s2(x) ands3(x) be the integro-interpolating splines without any boundary conditions obtained by (37)
and (38) for y1(x), y2(x) and y3(x). The respective maximum absolute errors are given in Tables 2–7, where
E(n) = max
0≤j≤n
|yj − sj|
= max
0≤j≤n
y(xj)− 124 (cj−2 + 11cj−1 + 11cj + cj+1)
 ,
and E ′(n), E ′′(n), E ′′′(n),E(n),E ′(n),E ′′(n),E ′′′(n) are defined similarly by using (13)–(15) and (40)–(43). For example,E ′′(n) = max
0≤j≤n
|y′′j −s′′j |
= max
0≤j≤n
y′′(xj)− 12h2 (cj−2 −cj−1 −cj +cj+1)
 .
Since s(x) is obtained by four additional boundary conditions besides the integro values whiles(x) is obtained only from
the integro values, then, the errors ofs(x) are lower than that of s(x). The numerical phenomenon is obvious.
Furthermore, from these tables, it is easy to observe that E(n) andE(n) decrease by about 164 when the original interval
is refined by half step by step. They are of sixth order. This shows that E(n) = O(h6) andE(n) = O(h6). Similarly, E ′(n),E ′(n) and E ′′(n),E ′′(n) decrease by about 116 when the interval is refined, they are of fourth order, i.e. E ′(n) = O(h4),E ′(n) =
O(h4), E ′′(n) = O(h4) andE ′′(n) = O(h4) as well. The decrease rate of E ′′′(n) andE ′′′(n) is about 14 , which shows that
E ′′′(n) = O(h2) andE ′′′(n) = O(h2), and they are of second order. In a word, both the decrease rates and the convergence
orders are consistent with the theoretical results in Sections 4 and 5.3.
Moreover, by referring to the numerical results in [11–13], we find that the new results are better than them. In other
words, the new integro-interpolating quartic spline has higher approximation ability.
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Table 2
The maximum absolute errors of s1(x) for y1(x) = ex .
n E(n) E ′(n) E ′′(n) E ′′′(n)
10 6.817× 10−10 3.362× 10−7 6.407× 10−6 2.409× 10−3
20 1.157× 10−11 2.228× 10−8 4.136× 10−7 5.851× 10−4
40 1.998× 10−13 1.443× 10−9 2.606× 10−8 1.439× 10−4
Table 3
The maximum absolute errors ofs1(x) for y1(x) = ex .
n E(n) E ′(n) E ′′(n) E ′′′(n)
10 2.994× 10−7 1.437× 10−5 4.029× 10−4 8.954× 10−3
20 5.325× 10−9 4.990× 10−7 2.842× 10−5 1.505× 10−3
40 8.875× 10−11 1.592× 10−8 1.888× 10−6 2.659× 10−4
Table 4
The maximum absolute errors of s2(x) for y2(x) = cos(πx).
n E(n) E ′(n) E ′′(n) E ′′′(n)
10 2.490× 10−7 4.366× 10−5 2.391× 10−3 2.569× 10−1
20 4.309× 10−9 2.670× 10−6 1.506× 10−4 6.383× 10−2
40 6.896× 10−11 1.662× 10−7 9.426× 10−6 1.594× 10−2
Table 5
The maximum absolute errors ofs2(x) for y2(x) = cos(πx).
n E(n) E ′(n) E ′′(n) E ′′′(n)
10 9.098× 10−5 4.534× 10−3 1.260× 10−1 2.135× 10−0
20 1.954× 10−6 1.919× 10−4 1.045× 10−2 3.455× 10−1
40 3.277× 10−8 6.419× 10−6 6.959× 10−4 4.579× 10−2
Table 6
The maximum absolute errors of s3(x) for y3(x) = 1x+2 .
n E(n) E ′(n) E ′′(n) E ′′′(n)
10 9.427× 10−10 1.834× 10−7 1.127× 10−5 1.797× 10−3
20 1.952× 10−11 1.368× 10−8 7.899× 10−7 4.253× 10−4
40 3.538× 10−13 9.334× 10−10 5.204× 10−8 1.023× 10−4
Table 7
The maximum absolute errors ofs3(x) for y3(x) = 1x+2 .
n E(n) E ′(n) E ′′(n) E ′′′(n)
10 3.483× 10−7 1.715× 10−5 4.855× 10−4 9.789× 10−3
20 8.108× 10−9 7.856× 10−7 4.408× 10−5 1.863× 10−3
40 1.568× 10−10 2.983× 10−8 3.366× 10−6 3.207× 10−4
7. Conclusions
In this paper, we mainly study the integro quartic spline interpolation. This kind of interpolation is very useful in many
fields. By using quartic B-splines, we study a concise method to construct the so-called integro-interpolating quartic spline.
Our method can work successfully when we have four function values as boundary conditions. Furthermore, it is still
effective even without any boundary conditions. The spline not only can approximate the function values, but also can
approximate the first, second and third order derivative values. The approximation errors are discussed. See Section 1 for
the other advantages of the newmethods. In the future, wewill continue to study some other related problems on this topic.
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