Abstract. In this paper we introduce an autonomous DNA model for finite state automata. This model called sticker automata model is based on the hybridization of single stranded DNA molecules (stickers) encoding transition rules and input data. The computation is carried out in an autonomous manner by one enzyme and will allow to determine whether a resulting double-stranded DNA molecule belongs to the automaton's language or not.
rules to establish a new state. If no transition rule applies, the process may be suspended without completing the computation. The computation terminates when the automaton has read the last symbol from the input string. The automaton will accept the input string if it terminates in an accepting final state. The language of the automaton is the set of all accepted input strings over the input alphabet (Fig. 1 ).
The Shapiro model is composed of three parts: input data, software, and hardware. The hardware consists of a class IIS restriction endonuclease (FokI). The software comprises a set of short double-stranded DNA molecules implementing the transition rules of the automaton. Input data and initial state are encoded by double-stranded DNA molecules. The model also contains two output detection molecules (one per state).
The computation proceeds in a controlled manner over the input molecule processing one symbol at a time either until a terminator is reached or no transition rule can be applied. To this end, the double-stranded region of a transition rule contains the enzyme recognition site and its sticky end encodes the current state and symbol to be processed. The next state is defined by a series of nucleotides between the recognition site and the sticky end of the transition rule molecule. When a transition rule molecule binds to the input data molecule, the enzyme cuts the double-stranded DNA at a constant distance from the recognition site leaving a sticky end which in turn encodes the next state and symbol to be processed. This process continues until no further reaction can take place. The final sticky end molecule may anneal to an output detector molecule to form an output reporter molecule. This will reveal that the input string is accepted.
The Shapiro model operates in a complete autonomous fashion, and does not require ATP, which makes it an energy saving device. On the oher hand, the Shapiro automaton is a two-state two-symbol machine and so has a very limited complexity (number of symbols times number of states). Any increase in the complexity is bounded from above by the number of different non-palindromic sticky ends. The discovery or engineering of new class IIS enzymes with longer spacers and/or longer sticky ends might allow the implementation of automata with higher complexity. 
The Sticker Automata Model
As Shapiro's model, our DNA model of a finite state automaton is composed of three parts: input data, software, and hardware. Despite of this similarity to Shapiro's model, there are significant differences. Firstly, in our DNA model, input data and software are encoded by single stranded DNA (stickers). Secondly, the software does not contain any recognition site for restriction enzymes. Thirdly, the hardware is composed of one enzyme (either Mung Bean or S1) different from Shapiro's hardware. Fourthly, symbols and states of the automaton are separately encoded.
Representation of Information
An input string is encoded by a single stranded DNA molecule which has the following form: initiator (5'-terminus), alternating sequence of symbols and spacers beginning and ending with a spacer, and terminator (3'-terminus). Initiator, terminator, spacers and all symbols of the automaton's alphabet are encoded by single stranded DNA sequences. Let S 1 , . . . , S n denote the states of the automaton. A spacer encodes the states by a single stranded DNA sequence in which n equally spaced locations correspond to the states in a predefined order (Fig. 2a) . The transition rules form the heart of the sticker automata model (Fig. 2b) . A transition rule S current symbol −→ S next is given by an oligonucleotide encoded by the Watson-Crick complementarity of the 3' S current part of the spacer, the symbol, and the 5' S next part of the spacer (Fig. 3 ).
An initial state oligonucleotide is encoded by the Watson-Crick complementarity of the initiator followed by the 5' S part of the space corresponding to the initial state S (Fig. 2c) . A final state oligo is encoded by the Watson-Crick complementarity of the 3' S part of the spacer associated with the final state S and the terminator (Fig. 2d) 
Operation of the Automaton
The operation of the molecular automaton consists of three steps: Data pre-processing, computation, and output verification.
The data pre-processing consists of the annealing and linking of all single stranded DNA molecules which are encodings of input data, transition rules, initial states, and accepting final states. After data pre-processing, the accepted input strings will correspond to complete double stranded DNA molecules as shown in Fig. 2e , while the non-accepted input strings will correspond to partial double stranded DNA (Fig. 4) .
The computation is carried out by either Mung Bean Nuclease or S1 Nuclease. While Mung Bean degrades single stranded DNA with extremely low exonuclease activity, S1 nuclease degrades single-stranded nucleic acids. Mung Bean Nuclease is preferable to S1 Nuclease for most applications because it has lower intrinsic activity on duplex DNA [7] . Therefore, both enzymes can degrade the single stranded region of a non-accepted input string. As a consecuence, complete double stranded DNA molecules corresponding to accepted input strings will remains intact after digestion.
We could use gel electrophoresis to detect a DNA molecule corresponding to an accepted input string according to its length. However, this would require knowledge of the lengths of the molecules in advance. On the other hand, the DNA molecule of an accepted input string has both, an initiator and terminator sequence. So PCR may be used to detect molecules corresponding to accepted input strings.
Discussion
At this moment, we are implementing in laboratory 2-state and 4-state automata using the sticker automata model. As soon as we have the first results, it will be included in the paper. If we suceed, the generality of the model would allow to implement all kinds of applications for finite automata at the molecular level (at least in theory). The computational power would be greater than Shapiro's automata, because this model can encode as many states and symbols as needed. The complexity is bounded from above by the number of different non-palindromic encodings of the variables and by the physical limitations of DNA. Moreover, it seems possible to keep the same conditions of autonomy and energy saving like in the Shapiro model. The computation is carried out in an autonomous manner by the nucleases, and we do not need ATP in this part of the process. The only part where ATP is required is in the data pre-processing, equivalent to the assembly of the machine components in Shapiro's model. On the other hand, the high probability of mismatched annealing between transition rules and input data could significantly decrease the efficiency of the computation in the sticker automata model. 
