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Abstract—Generic Dijkstra is a novel algorithm for finding the
optimal shortest path in both wavelength-division multiplexed
networks (WDM) and elastic optical networks (EON), claimed
to outperform known algorithms considerably. Because of its
novelty, it has not been independently implemented and verified.
Its time complexity also remains unknown.
In this paper we provide an independent open source imple-
mentation of Generic Dijkstra in the Python language. We con-
firm correctness of the algorithm and its superior performance. In
comparison to the Filtered Graphs algorithm, Generic Dijkstra is
approximately 3.5 times faster. In 95% of calls Generic Dijkstra
is faster than Filtered Graphs.
Moreover, we perform run-time analysis and show that
Generic Dijkstra running time grows quadratically with the
number of graph vertices and logarithmically with the number
of edge units. We also discover that the running time of the
Generic Dijkstra algorithm in function of network utilization
is not monotonic — peak running time is at approximately
0.25 network utilization. This is the first complexity analysis of
Generic Dijkstra algorithm.
Index Terms—elastic optical networks, EON, time complexity,
RWA, RSA, RMSA
I. INTRODUCTION
The shortest-path Dijkstra algorithm is known as an op-
timal and efficient solution to find a shortest path in a
graph. In optical networks, finding a path to accommodate
a given traffic demand is more challenging due to wave-
length/spectrum assignment constrains. In wavelength-division
multiplexed (WDM) networks this is known as the routing
and wavelength assignment (RWA) problem. In elastic optical
networks (EON), this problem evolves into the routing and
spectrum assignment (RSA) or the routing, modulation and
spectrum assignment (RMSA) problem. In the latter case,
signal modulation is taken into account.
The mentioned problems can be interpreted in two ways:
• to ensure the optimal network performance which can
be expressed as the minimum bandwidth-blocking prob-
ability for a group of demands (equivalent to the multi-
commodity flow problem in graph theory),
• to ensure optimization for a single connection, which
means finding the shortest path capable of supporting a
given demand (equivalent to the shortest path problem).
While the first version (called static or offline) is NP-
complete, the second one (called dynamic or online) can be
solved tractably. A well known approach is to use the so-called
Filtered Graphs algorithm, which solves the dynamic RWA,
RSA or RMSA problems by finding shortest paths (using the
Dijkstra algorithm) in a number of Filtered Graphs and then
selecting the best of them. A filtered graph contains edges
which can support a given slot determined according to the
demand and available modulation formats.
Recently, the Generic Dijkstra algorithm has been proposed
in [1] as an alternative for finding the optimal shortest path
in both WDM and EON. According to its authors, it finds
optimal solutions for RWA, RSA and RMSA problems, and
at the same time is considerably faster than the Filtered Graphs
algorithm.
The goal of the research presented in this paper is as
follows:
• to implement the Generic Dijkstra algorithm from scratch,
based on the original description, and verify its accuracy
and performance,
• to verify authors’ claims regarding its superior speed
compared to the Filtered Graphs algorithm,
• to investigate how its running time depends on input
network parameters, as in [1] the complexity analysis was
not presented.
This paper provides a valuable insight into the performance
of the Generic Dijkstra algorithm. We show the simulation
results for both approaches (Filtered Graphs and Generic
Dijkstra), compare their speed and determine empirical orders
of growth of average call time depending on network size, the
number of units and network utilization.
We provide the implementation and tests in an open source
repository [2].
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II. RELATED WORKS
EON have been introduced as flexible and heterogeneous
concept to replace WDM [3]. In EON, to achieve such elastic
access, a frequency slot is introduced as a unit of dividing
optical spectrum resources (instead of one wavelength). The
width of this slot corresponds to the bandwidth of the or-
thogonal frequency-division multiplexing (OFDM) subcarrier.
As a result, optical connections employ different modulation
formats and occupy only the required number of of slots.
To set up an optical connection between a pair of nodes,
the RSA problem needs to be solved. Such a solution must
satisfy the following constraints [4]:
• spectrum continuity constraint – the connection must
allocate the same slots along links of an end-to-end path,
• spectrum contiguousness constraint – all slots assigned to
a connection should be adjacent,
• non-overlapping spectrum constraint – at the same time,
at most one connection occupies spectrum of links.
To satisfy all constraints, RSA methods have been proposed
for both static and dynamic scenarios [5]. The classification
of RSA methods with theoretical descriptions can be found in
[6] whereas numerical results are presented in [7] and [8]. For
example, in [7] the authors proposed a heuristic method for
selecting a path with the lowest link utilization. All of these
RSA algorithms are based on heuristic methods. This means
that, while they are fast, they results are not guaranteed to be
optimal. They may return sub-optimal solutions or return no
solution at all despite its existence.
Dynamic RSA may be solved optimally (but inefficiently)
by finding the shortest paths in Filtered Graphs. A filtered
graph contains edges which can support a given slot deter-
mined according to the demand and the available modulation
formats. The authors of [1] proposed a novel algorithm which,
similarly to Filtered Graphs, solves the problem optimally, but
is considerably more efficient. In this proposal, the original
shortest-path Dijkstra algorithm has been generalized to find-
ing the shortest path in optical networks for a given demand.
As the authors of this proposal explain, the generalization re-
solves the continuity and contiguity constraints for units, while
the constriction takes into account constraints of modulation.
In the original Dijkstra algorithm, the vertex of a graph
has label set once it has been visited. Such label is called
permanent and does not change until the algorithm finishes
its operation. On the other hand, before the vertex is visited,
its label is tentative and converges to its optimum by edge
relaxation. Each time the edge is relaxing, the labels of vertices
associated to it are updated with better candidate labels. The
candidate label is better when its cost is lower than the cost
of the vertex label. The authors of [1] propose to change these
operations on labels. They can be summarized as follows:
• Vertices can be revisited more once – in the Dijkstra
algorithm, for each label, the vertex is visited only once.
In the Generic Dijkstra it is possible to revisit the vertex
even for a label with a higher cost than the vertex label,
because it may be related to a shorter path for a given
demand.
• In Dijkstra loops are eliminated by the fact that each
the relaxation of each edge is possible only if it yields
a candidate label of a lower cost. To eliminate loops
when vertices with higher costs are revisited it has been
proposed to allow only for such revisits in these vertices
which are related to contiguous units (CUs) not included
in the CUs of previous visits.
• In Dijkstra, a tentative vertex label is updated by the edge
relaxation and its previous value is discarded. In Generic
Dijkstra, it is possible to discard more tentative labels.
For each vertex all edges related to it are relaxed and
then the best label is updated while other tentative labels
are discarded.
The strict operations of the Generic Dijkstra algorithm are
presented in [1]. The authors conclude that Generic Dijkstra
is the first proposal as the optimal and efficient algorithm for
the dynamic routing problem.
It has been stated that the proposed Generic Dijkstra is less
complex than e.g. the algorithm proposed in [9]. In the solution
from the cited article, the complexity added by the contiguity
constraint is removed due to the computation (in advance) of
the set of slots to be assigned to a demand. In Generic Dijkstra,
the contiguous units which include many slots are processed.
This ensures lower time complexity.
The proposed algorithm is also claimed to be faster than
the brute-force proposal described in [10]. In this proposal
all paths capable to support a demand are enumerated in a
brute-force search strategy to solve the RSA problem.
In the next section, we describe the details of our imple-
mentation and discuss how it operates in practice.
III. IMPLEMENTATION
The original implementation of the Generic Dijkstra algo-
rithm presented in [11] was coded in C++. We did not use
that code in our implementation and tests. Instead, we decided
to implement the algorithm from scratch using Python. Our
implementation is based solely on the algorithm descriptions
presented in the original article. This confirms that this de-
scription is precise and sufficient to implement the algorithm
correctly.
In case of the Filtered Graphs algorithm, we used Dijk-
stra implementation from the popular networkx library. We
introduced a straightforward optimization based on the idea
of inline filtering of edges during Dijkstra algorithm calls.
In the original version of the Filtered Graphs algorithm, the
filtering of a network graph (removing edges which cannot
support a given continuous set of slots) is performed before
each Dijkstra call. All edges in the graph are checked and then
the Dijkstra algorithm is called on the subgraph with infeasible
edges filtered out. In our implementation, the check whether
a particular edge can support given slots is performed inline
in the inner loop of the Dijkstra algorithm, when this edge is
traversed. Because only a subset of edges are traversed during
a typical Dijkstra algorithm call (all edges are traversed only
in the worst case, which is the linear graph), the number of
checks is always lower in the inline version of the algorithm,
which gives performance benefits.
We admit that Python is not the most effective language
in terms of absolute speed. However, the main goal of our
research was to investigate the relative performance of Generic
Dijkstra algorithm compared to the Filtered Graphs algorithm
and determine the orders of growth. Thus, as both of them
were implemented by us in Python, the programming lan-
guage inefficiency is irrelevant. Moreover, we performed our
simulations using two Python 3 runtimes: CPython, the official
Python interpreter, and PyPy, which is a JIT runtime. Although
the PyPy is much faster, relative performance is similar in both
runtimes, which corroborates the assumption that our results
can be generalized to other programming languages.
The implementation code and test cases are available at:
https://github.com/piotrjurkiewicz/generic-dijkstra [2]
In the next section, we present and describe the simulation
results of carefully selected simulation scenarios.
IV. SIMULATIONS
We performed the simulation on 10 different graph sizes
(from 25 to 250 vertices). For each size we generated 10
different Gabriel graphs, which gave the total number of 100
different topologies. These topologies are available in the code
repository [2]. Gabriel graphs have been shown to model the
properties of the long-haul transport networks very well [12].
The number of graph edges was not considered as an input
parameter, because in Gabriel graphs it depends on the location
of vertices and cannot be controlled directly.
For each topology, we performed simulations assuming 10
different number of units available on edges (from 100 to
1000 units on each edge). All simulations were repeated for 2
different mean numbers of demanded units (10% and 5% of
edge available units) and with 10 different seeds controlling
demand generator. All the above resulted in a total of 20000
simulations for each algorithm-runtime combination.
In each simulation, the Filtered Graphs or the Generic Dijk-
stra algorithm was called in loop until the network utilization
(defined as the ratio of the number of units in use to the total
number of units on all edges) reached 0.6. At that moment
simulation was stopped.
We assumed 4 modulation levels (M = 4). The reach
of the least spectrally efficient modulation was set to 1.5
of the longest shortest path in each particular topology. The
parameters of simulation server are shown in Table I.
The first objective of our research was to validate the
correctness and optimality of Generic Dijkstra algorithm. We
checked that for all 16790518 calls it yields exactly the same
results (the same set of paths) as the Filtered Graphs algorithm.
This confirms that the Generic Dijkstra algorithm provides
optimal solutions and can be implemented correctly based on
its description in the original article.
The second objective was to verify how fast is Generic
Dijkstra compared to Filtered Graphs. In Figure 1 we present
the cumulative distribution of time taken by Generic Dijkstra
calls compared to Filtered Graphs calls. We compare calls at
the same moment of the simulation (i.e. operating on the same
state of the network) to each other.
It can be seen that Generic Dijkstra is on average 3.25
(running on CPython) or 3.76 (running on PyPy) times faster
than the Filtered Graphs algorithm. For 50% of calls it is at
least 5.62 (CPython) or 6.25 (PyPy) times faster. For 94.3%
of calls on CPython and 96% calls on PyPy Generic Dijkstra
provides the solution faster than the Filtered Graphs algorithm.
In Figures 2-4, we present the average call time depending
on the network size, the number of units and network utiliza-
tion for the CPython intepreter. In Figures 5-7 we present the
same measurements for PyPy. Additionally, we try to fit curves
of different mathematical functions to determine the orders of
growth.
In case of the Filtered Graphs algorithm, its average time
complexity can be determined analytically and equals O(S ·
V · log V ), where S is the number of edge units and V is the
number of vertices in the graph. Figure 2 shows empirically
determined time complexities, which are in line with analytical
values. With increasing network utilization, running time of
the Filtered Graphs algorithm decreases quasi-linearly. This
can be attributed to the fact, that when network utilization is
higher, more Dijkstra calls return early when edges close to
the source cannot support selected set of slots.
In case of the Generic Dijkstra algorithm (Figure 3), the
running time exhibits a quadratic growth rate for network size
(t ∼ V 2). On the other hand, with the increasing number edge
units, the running time of the algorithm grows logarithmically
(t ∼ log S). Interestingly, the running time in function of
network utilization is not monotonic. It exhibits a peak around
network utilization equal to 0.25 and then decreases.
Moreover, Figures 4 and 7 present averaged ratio of Generic
Dijkstra call time to Filtered Graphs call time. Because
Generic Dijkstra exhibits higher growth rate for network size
(n2 vs. nlog n), its call time approaches Filtered Graphs time.
However, due to lower constant factors in the algorithm, for
network with 250 nodes it is still 60% faster than Filtered
Graphs. By extrapolating this graph we can see it will become
slower for network sizes more than 500 nodes, which are too
big to be considered in optical networking. With the increasing
number of edge units and network utilization, Generic Dijkstra
becomes faster than Filtered Graphs.
TABLE I
SIMULATION SERVER PARAMETERS
Distribution Debian Buster
Kernel version 4.19.98-1
CPython version Python 3.7.3
PyPy version PyPy 7.0.0 with GCC 8.2.0
CPU Intel Xeon E5-2690
CPU Frequency 3300 MHz
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Fig. 1. Performance of Generic Dijkstra relative to Filtered Graphs algorithm. CPython on left, PyPy on right.
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Fig. 2. Performance of Filtered Graphs algorithm. CPython.
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Fig. 3. Performance of Generic Dijkstra algorithm. CPython.
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Fig. 4. Performance of Generic Dijkstra relative to Filtered Graphs algorithm. CPython.
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Fig. 5. Performance of Filtered Graphs algorithm. PyPy.
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Fig. 6. Performance of Generic Dijkstra algorithm. PyPy.
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Fig. 7. Performance of Generic Dijkstra relative to Filtered Graphs algorithm. PyPy.
V. CONCLUSIONS
The contribution of this paper is threefold. Firstly, we have
independently implemented the Generic Dijkstra algorithm in
Python and verified its correctness. We share this implementa-
tion as an open source repository. This confirms that Generic
Dijkstra algorithm indeed works and yields expected results.
Secondly, we compared its performance to the Python im-
plementation the of Filtered Graphs algorithm. We confirmed
that for approximately 95% of calls Generic Dijkstra is faster
than Filtered Graphs. On average, Generic Dijkstra is 3.5 times
faster than Filtered Graphs. We also presented CDF graph of
relative calls time, which gives a good insight into running
time of both algorithms. This analysis was not provided by
the author of Generic Dijkstra in his original paper.
Finally, we carried out a run-time analysis and determined
empirical orders of growth of the Generic Dijkstra algorithm.
They are t ∼ V 2 for the number of graph vertices and
t ∼ log S for the number of edge units. We also discovered
that its running time in function of network utilization is not
monotonic, with a peak running time at approximately 0.25
network utilization. This is a novel contribution, as no one
has yet presented a time complexity analysis of the Generic
Dijkstra algorithm.
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