The widely differing spatial, temporal, and density scales needed to accurately model the fast ignition process and other short-pulse laser-plasma interactions leads to a computationally challenging project that is difficult to solve using a single code. This report summarizes the work performed on a three year LDRD to couple together three independent codes using PYTHON to build a new integrated computational tool. An example calculation using this new model is described.
Introduction
Powerful short pulse high intensity lasers enable a number of programmatically important applications that would be difficult, if not impossible, to accomplish by other means. These applications include: the exploration of the fast ignition concept 1 for inertial fusion energy (IFE); the production of very high temperature hohlraums to drive and probe opacity experiments; the production of very high-energy photon backlighters 2 to probe imploded material configurations; the generation of high energy proton beams to probe electric and magnetic fields; and the generation of very intense proton beams to heat material samples for EOS and opacity experiments, or to probe dense samples. However, we did not have a predictive integrated computational capability to model in detail the relevant physics associated with any of these proposed applications. Consequently, the goal of this LDRD project was to develop the theoretical understanding and computational capability to guide current experiments at small-scale short-pulse laser facilities, and make credible predictions about the likely performance of high-energy short-pulse laser facilities currently under construction. We achieved this goal by coupling together different existing simulation codes that had been optimized for specific spatial and temporal scales into one virtual code using the PYTHON programming language. This paper is organized as follows. In Section I we briefly review the physical characteristics of the Fast Ignition (FI) problem, which represents probably the most challenging short-pulse laser-plasma problem that our code needs to model. Section II describes the approach that we have taken to develop the computational tool and reviews the physics packages of the three component codes. Section III describes an example calculation of a proposed Fast Ignition experiment. Finally, section IV summarizes the main results of this LDRD project. A list of publications arising from the project are detailed in appendix A.
I. Description of the Problem
Unlike the conventional hot-spot approach 3 to achieving inertial confinement fusion (ICF), the FI approach separates fuel compression from the ignition phase. A typical cone-guided FI-target geometry is shown in Figure 1 . In the compression phase, the compression laser beams (or x rays generated by laser beams absorbed by a hohlraum wall) deposit their energy onto the outside of a spherical shell that rapidly heats up and ablates outwards. The ablation plasma acts like a rocket's exhaust driving the remaining shell inward compressing the fuel contained within the shell to form a uniform dense fuel assembly with a density, ρ, of ~300 g/cm 3 , and an areal density ρR ~ 3.0g/cm 2 , where R is the radius of the fuel. This phase involves modeling capsules over millimeter spatial scales for tens of nanosecond. It is naturally modeled using radiation hydrodynamics codes that have been developed for conventional ICF research.
In order to ignite the compressed fuel assembly it is necessary to deposit tens of kilojoules into a small spot heating the fuel to ignition conditions and thus initiating a propagating burn wave. The ignition energy must be delivered in a short time compared to the fuel disassembly time. For the typical compressed fuel configuration described above, the energy needs to be delivered in a ~20 µm radius spot in less than 50 ps. The ignition phase naturally breaks down into several steps that have unique physics challenges. First, the ignition laser propagates in the clear channel created by the cone to the tip of the cone, where a beam of relativistic electrons is generated. The spatial, temporal, and density scales involved in these relativistic laserplasma interactions naturally lend this interaction to be modeled by explicit particle-in-cell (PIC) codes.
Next, the relativistic electron beam (REB) formed by the interaction of the intense laser with the plasma propagates to the dense core. The electrons travel over a large density range since they are born at the relativistic critical density (above which the laser cannot propagate) which for 1 µm light is above 1.1x10 21 cm -3 and propagates up to the dense fuel, which is at ~10 26 cm -3 over a distance of ~100µm. Such conditions are best modeled using hybrid implicit PIC codes, since traditional explicit PIC codes have cell sizes on order of the Debye length, which for typical conditions is of the order of 10 -8 cm making explicit PIC codes impractical for full-scale simulations.
Finally, the relativistic electrons deposit their energy into the fuel and initiate a burn wave that propagates across the fuel. The deposition itself is best modeled by the implicit hybrid PIC code used for transport, but the burn wave propagation is most easily modeled using standard radiation hydrodynamics codes used in conventional ICF research.
A variation of FI, called proton-driven FI 4 , involves the conversion of the REB into an intense beam of protons. This conversion takes place in a thin hydrogen-rich layer on the back surface of a thin foil. This process can be most readily modeled using an explicit PIC code. The subsequent transport of the proton beam is modeled using an implicit hybrid PIC code for the same reasons as described for REB transport above.
II. Method of Solution
The widely differing spatial, temporal, and density scales needed to accurately model the FI process leads to a computationally challenging project that is difficult to solve using one code employing a single solution technique. As section I described, the individual processes naturally require a radiation hydrodynamics code, an explicit PIC code, and a hybrid implicit PIC code. In addition, current and future experiments field a wealth of optical, and particle diagnostics that need to be simulated to enable quantitative comparisons between modeling and experiments. We integrated these different physics codes using the PYTHON programming language to form a virtual code. Figure 2 graphically shows the various codes that are used with their spatial and temporal scales along with the interconnections that have been implemented. Each of the individual codes is briefly reviewed below.
LASNEX: Radiation Hydrodynamic Code.

LASNEX
5 is a 2-D multi-physics radiation hydrodynamics code developed at LLNL that contains all the relevant physics to model an ICF implosion. LASNEX uses a 2-D, axially symmetric mesh composed of arbitrarily shaped quadrilaterals. The hydrodynamics is Lagrangian followed by an optional rezone step. A flux-limited Spitzer/Braginskii electron thermal transport, modified to include dense plasma effects, is used to transport electrons. Multigroup flux limited diffusion for radiation transport and a fully 3-D ray trace package for inverse bremsstrahlung laser energy deposition is included. LASNEX calculates all significant thermonuclear reactions. The atomic physics models, such as QEOS 6 , in LASNEX supply the equation-of-state variables used in the hydrodynamics, the ionization state, and the frequency dependent opacities. The time-dependent output of the LASNEX calculations is stored in portable database system 7 (PDB) files, which can be read by our PYTHON scripts to translate the distorted LASNEX mesh to a fixed orthogonal mesh for use by the explicit PIC code, Z3, and the implicit hybrid PIC code, LSP. Typically this is performed to establish the plasma conditions around peak compression for the transport phase for use with LSP and to establish the plasma condition wrought by the pre-pulse for the short-pulse laser for use with Z3.
Z3: Explicit Particle-in-Cell Code.
Z3 is a 3-D massively parallel relativistic explicit PIC code developed at LLNL under a previous LDRD project 8 . Z3, and its predecessor, ZOHAR, have been used for modeling laser-plasma interactions at moderate to high intensities for many years. On present parallel computers Z3, in 2D, can readily model laser propagation in systems up to 100 µm x 100 µm (comparable to the short pulse laser spot) with peak density well above the relativistic critical density with full collisionless physics.
Like LASNEX, Z3 stores the time-dependent output in PDB files, which can be read by our PYTHON scripts to extract the relativistic electron distribution to be used by LSP to transport the electrons through a dense cold plasma.
LSP: Hybrid Implicit Particle-in-Cell Code.
LSP
9 is a fully 3-D hybrid PIC code capable of running in Cartesian, cylindrical, or spherical geometry that was developed at Mission Research Corporation for use in the ion beam community. It employs a relativistic direct implicit particle push based on the algorithm developed by Friedman et al 10 and Hewett and Langdon
11
. LSP incorporates inter-and intra-species collisions based on Spitzer collision frequencies. Electrons can dynamically switch between kinetic and fluid treatments, depending on the ratio of their kinetic energy to the local fluid thermal energy. In the fluid description the electrons carry a temperature, which is advanced by a separate energy equation that greatly reduces the effect of numerical cooling. During the LDRD project, we added a more realistic QEOS model. The original Spitzer conductivity was enhanced by the recent addition of a Lee-More model 12 for electron conductivity. The code has a module based on the ITS code 13 to calculate line radiation and bremsstrahlung produced by energetic electrons. LSP uses the MPI library for parallelization, and has a dynamic load-balancing algorithm.
We have made substantial modifications to LSP in order to better integrate it with the other components of the project. In particular, the control parameters set and problem generator has been described in PYTHON. The ability to read and write PDB files has also been added to facilitate data exchange between codes. This has allowed far more complicated problems to be initialized, including the ability to read the LASNEXgenerated plasma conditions and the Z3-produced hot electron distributions. The timeloop was exposed to PYTHON, which has enabled the code to be controlled as the simulation progresses. In order to more directly compare with the experimental observations the radiation model was upgraded from the original cold cross-sections to include thermal effects in the atomic line positions and fluorescence yields 14 .
III. An Integrated Fast Ignition Simulation
As an example of our enhanced code capability we report on simulations of a proposed subscale FI experiment that will be performed at the OMEGA-EP short-pulse laser facility, which is currently under construction at the University of Rochester's Laboratory for Laser Energetics. There is a large parameter space to explore for coneguided FI experiments using either direct-or indirect-drive 15 . For this review, the capsule consists of an empty 40 µm thick CD shell at a radius of 427 µm. Inserted into the side of the capsule is a 35 ∘ 20 µm thick gold cone, whose tip is offset from the center by 32 µm. The capsule is directly driven by a 55 beams of the OMEGA laser's 60 beams by a shaped laser pulse that consists of a 1-ns low intensity foot rising smoothly to a peak of 33TW (see Figure  3) . The radiation hydrocode portion of our computational tool (LASNEX) simulates the implosion through to around peak compression. The density and temperature profiles are then passed through our PYTHON scripts to LSP for the relativistic electron transport calculation part of the problem. Figure  4 shows these profiles along with the position of the gold cone tip (shown with a yellow line) and the core size (shown with a black line) used to normalize the spatial scale. In the process of forming the dense fuel the gold cone has been severely distorted and pushed back such that the distance between the short-pulse laser side of the gold cone and the dense fuel is about 4 core-radii. In order to determine the birth energy of the relativistic electrons, we assumed that the OMEGA-EP short pulse laser will deliver 1-kJ of energy into a 20 µm laser spot in a 5 ps square-top pulse. This laser pulse generates about 150J of relativistic electrons with a peak energy of 4 MeV in the central portion of beam falling to less that 500 keV in the wings of the laser spot. Figure 5 shows the relativistic electron density distribution at 7.5-ps. The hot electrons are born along the right hand edge of the gold cone. Most of the electrons are confined to the gold cone (shown with a yellow line in the figure). Those that escape the cone travel toward the dense fuel region, although a significant number do not make it to the high-density region. The right hand plot of Figure 5 shows the temperature increase of the background plasma electrons. The majority of the relativistic electron energy has been deposited into the cone and only a small temperature increase is seen in the fuel.
These results demonstrate the integrated capability of the LDRD-funded computational tool, which is now being applied to optimize FI designs. We are, for example, using a short-pulse laser pulse that contains more energy in a smaller focal spot that is closer to OMEGA-EP's design specification. This leads to a higher intensity on target that generates higher energy electrons. We are also working to minimize the gold cone thickness through which the relativistic electrons must pass.
IV. Summary
Over the three-year LDRD grant, we have developed an integrated computational model that we have begun to apply to short-pulse laser-plasma interaction studies, such as conefocused FI experiments. The newly developed tool uses PYTHON to couple together existing codes that have been developed over a number of years to model particular aspects of FI. Of the three codes used in this project the implicit hybrid PIC code, LSP, has seen the most development with the addition of a PYTHON interface and new physics models. The success of this project has led to a further funded LDRD on using the computational tool to develop short-pulse laser applications. Our modeling capability has also been applied to guide experimental design and interpretation of experimental data in a number of short-pulse laser-plasma projects at LLNL.
The computational tool has become the standard tool for modeling short-pulse lasermatter interactions not only at LLNL, but also at the University of Rochester's Laboratory for Laser Energetics, and the Ohio State University. The LSP code vendor is adopting the changes that we have made for future release to the community.
A. Publications Resulting From This LDRD
