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ABSTRACT
The Galactic Archaeology with HERMES (GALAH) survey is a large-scale stellar spectro-
scopic survey of the Milky Way and designed to deliver chemical information complementary
to a large number of stars covered by the Gaiamission. We present the GALAH second public
data release (GALAH DR2) containing 342,682 stars. For these stars, the GALAH collabora-
tion provides stellar parameters and abundances for up to 23 elements to the community. Here
we present the target selection, observation, data reduction and detailed explanation of how the
spectra were analysed to estimate stellar parameters and element abundances. For the stellar
analysis, we have used a multi-step approach. We use the physics-driven spectrum synthesis
of Spectroscopy Made Easy (SME) to derive stellar labels (Teff , log g, [Fe/H], [X/Fe], vmic,
v sin i, AKS ) for a representative training set of stars. This information is then propagated to
the whole survey with the data-driven method of The Cannon. Special care has been exercised
in the spectral synthesis to only consider spectral lines that have reliable atomic input data
and are little affected by blending lines. Departures from local thermodynamic equilibrium
(LTE) are considered for several key elements, including Li, O, Na, Mg, Al, Si, and Fe, using
1D marcs stellar atmosphere models. Validation tests including repeat observations, Gaia
benchmark stars, open and globular clusters, and K2 asteroseismic targets lend confidence to
our methods and results. Combining the GALAH DR2 catalogue with the kinematic informa-
tion from Gaia will enable a wide range of Galactic Archaeology studies, with unprecedented
detail, dimensionality, and scope.
Key words: Surveys – the Galaxy – methods: observational – methods: data analysis – stars:
fundamental parameters – stars: abundances
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1 INTRODUCTION
The last decade has seen a revolution in Galactic astronomy. This
is particularly evident in the domain of spectroscopic studies where
sample sizes have grown from tens or hundreds of stars to several
© 2018 The Authors
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hundred thousands of stars, enabled by the availability of multi-
object spectrographs. We now live in an extraordinary era of inter-
est and investment in stellar surveys of the Milky Way. At optical
and infrared wavelengths, large-scale photometric surveys have de-
livered accurate photometric magnitudes and colours for several
hundred millions of stars (e.g., Skrutskie et al. 2006; Saito et al.
2012; Chambers et al. 2016; Wolf et al. 2018).
Spectroscopic surveys of stars in our Galaxy are fundamental
to astrophysics because there are important measurements that can
only be made in the near-field and through stellar spectroscopy. This
is especially true for the measurement of detailed chemical compo-
sitions of stars. The determination of accurate stellar ages continues
to be a challenge but there is cautious optimism that the situationwill
improve in the decades ahead. Asteroseismic surveys from NASA’s
Kepler and K2 missions are providing reliable estimates of stellar
surface gravities and masses (e.g. Stello et al. 2015; Sharma et al.
2016) and this is expected to continue with missions like TESS
(Ricker et al. 2015; Sharma et al. 2018) and PLATO (Rauer et al.
2014; Miglio et al. 2017). The ESA Gaia astrometric mission will
measure accurate distances for billions of stars belonging to most
components of the Galaxy (Perryman et al. 2001; Lindegren et al.
2016).
The Galactic Archaeology with HERMES (GALAH) survey1
brings a unique perspective to the outstanding problem of under-
standing the Galaxy’s history (De Silva et al. 2015; Martell et al.
2017). Our study makes use of the High Efficiency and Resolution
Multi-Element Spectrograph (HERMES) at the Anglo-Australian
Telescope (Barden et al. 2010; Sheinis et al. 2015). This unique
instrument employs the Two Degree Field (2dF) fibre positioner on
the Anglo-Australian Telescope to provide multi-object (n ∼ 392),
high-resolution (R ∼ 28, 000) spectra optimized for elemental abun-
dance studies for up to 30 elements in four optical windows. The
HERMES instrument was built specifically for the GALAH survey
and is largely achieving its original design goals, as we demonstrate
here in our major data release (DR2).
The overarching goal of the GALAH survey is to acquire high-
resolution spectra of a million stars for chemical tagging, in order to
investigate the assembly history of the Galaxy (Freeman & Bland-
Hawthorn 2002; De Silva et al. 2009; Bland-Hawthorn et al. 2010).
The GALAH selection criteria are simple, with the baseline selec-
tion being a magnitude cut of 12 < V < 14 with Galactic latidute
|b| > 10 deg. As such, GALAH probes mainly the thin and thick
disc of the Galaxy. However, due to the unprecedented sample size,
the survey also includes a substantial number of halo stars, as well
as other stellar populations serendipitously along the GALAH stars
the line of sight, such as stars in the Magellanic clouds. In addition,
complementary programs with the same instrument targeting the
Milky Way bulge (Duong et al., in preparation) and open clusters
(De Silva et al., in preparation) are underway. For the main GALAH
survey, roughly two-thirds of the sample are dwarf stars, whilst the
rest are predominantly red giant branch stars located at distances up
to several kpc from the solar neighbourhood.
Whilst the volume and wealth of detail contained within the
GALAH dataset present a broad range of science opportunities in
Galactic and stellar astrophysics, such work is beyond the scope
of this publication. The key science questions that motivated the
GALAH survey are as follows:
• What were the conditions of star formation during early stages
of Galaxy assembly?
1 https://galah-survey.org/
• When and where were the major episodes of star formation in
the disc, and what drove them?
• To what extent are the Galactic thin and thick discs composed
of stars from merger events?
• Under what conditions and in what types of systems did ac-
creted stars form?
• How have the stars that formed in-situ in the disc evolved
dynamically since their formation?
• Where are the solar siblings that formed together with our
Sun?
The above science questions can be presented as specific de-
livery goals for the survey. It is these delivery goals that are the
highlight of this Data Release. The goals can be summarised as
follows:
• To determine the primary stellar parameters: effective temper-
ature, surface gravity, metallicity
• To derive up to 30 individual chemical element abundances
per star from Li to Eu
• To measure radial velocities
• To classify targets of an "unusual" nature: e.g., binaries, stellar
activity, chemical peculiarities
Achieving the above delivery goals for millions of stars in an
unrestricted parameter space is a major challenge; doing so con-
sistently and in a timely manner takes us into new territory for
spectral analysis methods. Teams have been required to revisit their
classical approach and enter into other disciplines of data analysis
to develop machinery suitable for meeting these new challenges.
In recent years, we have learned to bring together many different
strands to make progress (Ho et al. 2017). This has required major
advances in a range of areas, including template matching (Jofré
et al. 2010), automated machine learning (Ness et al. 2015), at-
mospheric modelling (Magic et al. 2013), spectral line formation
(Amarsi et al. 2016a) and internal instrument calibrations (Bland-
Hawthorn et al. 2017; Kos et al. 2018). We discuss some of these
advances, to the extent that they have benefited the GALAH data
reduction and analysis, as part of this paper.
The GALAH survey joins a vibrant and exciting landscape of
numerous Galactic spectroscopic surveys that are highly comple-
mentary in scale and scope. The Gaia-ESO Survey on the VLT
(Gilmore et al. 2012; Randich et al. 2013) contains a sample of
about 100,000 stars over 14 – 19 in V band, most of which are thick
disc and halo stars, as well as numerous open clusters. The observa-
tions used specific spectral windows with the GIRAFFE+FLAMES
fibre spectrograph system, and the typical spectral resolving power
is R ≈ 20, 000, somewhat lower than that of GALAH. However, a
subsample of targets observed with the UVES spectrograph have
high-resolution (R ≈ 47, 000) spectra. The infrared APOGEE sur-
vey (Abolfathi et al. 2017) mainly targets the low-latitude Galactic
disc, probing through the optically thick dust regions with a sam-
ple of 150,000 red giants at a resolving power of R ≈ 22, 500. To
expand their survey, the APOGEE team have recently begun the
APOGEE-South survey, using the Dupont telescope at Las Cam-
panas Observatory, in order to study a similar number of stars in the
southern sky. While the overlap in targets between the three surveys
is currently only a few hundred stars, the scientific complementar-
ity is significant. Given the different magnitude ranges and regions
of the Galaxy observed, both Gaia-ESO and APOGEE are highly
complementary to the GALAH sample. Several even larger high-
resolution spectroscopic surveys of the Milky Way are expected to
commence over the next decade, including WEAVE (Dalton et al.
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2014), 4MOST (de Jong et al. 2014), and SDSS5 (Kollmeier et al.
2017).
LAMOST is a lower spectral resolution (R ∼ 1800) survey but
has observed a far greater number of stars than other surveys, with
over 1.5 million stellar spectra collected to date (Luo et al. 2015).
The RAVE survey (Kunder et al. 2017) contains a similar number of
stars as the current GALAH sample but at a lower resolving power of
R = 7, 500 and with the wavelength coverage limited to the infrared
calcium triplet region. The RAVE sample, spanning magnitudes
from 9 - 12 in the I band, was selected from numerous sources
(Tycho-2, super-COSMOS, DENIS and 2MASS) and included a
colour selection of J − K > 0.5 mag for stars with |b| < 25◦ to
preferentially select giants (see Wojno et al. 2017). The simple
selection function of the GALAH sample, on the other hand, is
dominated by local disc dwarfs, making it more sensitive to local
substructure. As part of the second Gaia data release in April 2018,
radial velocities for some seven million stars brighter than G ≈ 13
have been measured based on R = 11, 500 spectra around the Ca
infrared triplet (845-872 nm) that also provide information on stellar
parameters and some limited elemental abundances.
In this paper we present the second major public data release
of the GALAH survey including stellar parameters and individual
abundances of 23 elements from Li to Eu for 342,682 stars. In
Section 2we provide an overview of the target selection, observation
and reduction procedures. In Section 3 we present the details of the
spectroscopic analysis, followed by a description of the validation in
Section 4 and contents of the data release in Section 5. We highlight
studies of the GALAH team accompanying this data release in
Section 6 before we conclude in in Section 7.
2 TARGET SELECTION, OBSERVATION, REDUCTION
2.1 Target selection
In order to carry out a large-scale survey with broad applications
across astrophysics and Galactic archaeology, the GALAH survey
uses a very simple observational selection function. This makes it
relatively straightforward to transform between the observed data
set and the underlying Galactic populations. It also makes a clear
imprint on which types of stars across which regions of the Milky
Way are sampled by GALAH because of their luminosities.
The GALAH input catalogue is constructed from the union
of 2MASS (Skrutskie et al. 2006) and UCAC4 (Zacharias et al.
2013) catalogues. Only stars with appropriate 2MASS quality flags
(Q=“A”, B=“1”, C=“0”, X=“0”, A=“0”, prox> 6′′) and no brighter
neighbours within a radius of Vneighbour = (130 − [10 ×Vneighbour])
arcseconds were chosen. Because APASS was not complete in
the Southern sky at the start of observations, we use a syn-
thetic VJK magnitude calculated from 2MASS photometry: VJK =
K + 2(J − K + 0.14) + 0.382e((J−K−0.2)/0.5). Using PARSEC is-
cochrones (Marigo et al. 2017) it was shown in Sharma et al. (2018)
that this transformation is reasonably accurate across the parame-
ter space where the majority of GALAH stars fall. The GALAH
observations are done in following three fixed magnitude ranges of
VJK .
• Normal mode 12 < VJK < 14: Most observations are done with
this selection function.
• Bright mode 9 < VJK < 12: This is used during twilight or poor
observing conditions.
• Faint mode 12 < VJK < 14.3: This is used when fields with
normal of bright configuration are not available to be observed.
As a result of this simple selection function, all stars with
−80◦ 6 δ 6 +10◦ and | b |> 10◦ within these magnitude limits
are potentially targets for our survey. We imposed an additional
requirement, namely that we only sample fields with an on-sky
density of stars of at least 400 per pi square degrees, to match
the number of fibres and field of view of the fibre positioner that
feeds our spectrograph. The potential targets are then tiled into 6546
normal fields. The radius of each field varies inverselywith the target
density, to improve efficiency in dense regions. A normal field can
be observed in either normal or bright mode but not faint mode.
In bright configuration, the radius is set to 1 degree. In addition to
normal fields, 285 faint fields were added to be observed exclusively
in faint mode, and they do not overlap with the normal fields.
2.2 Observations
Data for the GALAH survey are taken with the HERMES spec-
trograph on the 3.9-metre Anglo-Australian Telescope (AAT) at
Siding Spring Observatory. HERMES is a fibre-fed high-resolution
(R = 28, 000) spectrograph optimised to do Galactic archaeology
from a 4m-class telescope, with four discrete optical wavelength
channels covering 4713–4903Å, 5648–5873Å, 6478–6737Å and
7585–7887Å (De Silva et al. 2015; Sheinis et al. 2015).
The 2dF top end for the AAT provides the fibre feed for HER-
MES (Lewis et al. 2002); its name derives from the two-degree
diameter field of view. It has two metal field plates, each with 392
science fibres and 8 guide bundles. The fibres are affixed tomagnetic
"buttons" and placed on the field plate by a robotic fibre position-
ing system. While one field plate is being observed, the other is in
position for setup by the positioning robot. The 2dF fibres are fed
through the telescope structure to the HERMES enclosure on the
fourth floor of the AAT dome, where they are arranged into two
pseudoslits, such that the set of fibres corresponding to the field
plate that is currently being observed is fed into the spectrograph.
Light from the fibres is collimated and then sent through a series
of dichroic elements to separate the four wavelength channels. It
is then dispersed using volume phase holographic diffraction grat-
ings and imaged by four independently controlled cameras. Further
details of instrument design, and its as-built performance, can be
found in Barden et al. (2010), Brzeski et al. (2011), Heijmans et al.
(2012), Farrell et al. (2014) and Sheinis et al. (2015).
TheGALAHsurvey observations are carried out by teammem-
bers, either at the AAT or from remote observing sites in Australia.
The ObsManager software developed by the team is used to select
a field that will be near the meridian at the time of observation. This
field is required to be at least 30 degrees from the Moon, to have
a relatively small change in airmass over the exposure time, and to
have no Solar System planets within it at the time of observation
(as bright sources such as Jupiter have caused trouble with scattered
light contaminating spectra in previous 2dF survey observations,
though HERMES has been found to suffer much less from this than
AAOmega; see Simpson et al. 2017). Fiducial targets, used for field
acquisition and guiding, are chosen from the starswith 11 6 V 6 12
in the input catalogue that are located in the field. For observations
in bright mode fiducial are selected form stars with 12 6 V 6 13.
Once the observer chooses a field from the options provided byOb-
sManager, it generates a list of targets in the correct input format
for the Configure software (Miszalski et al. 2006), and it tracks
which fields have been observed.
Figure 1 shows maps of GALAHDR2 stars (observed between
2014 January 16 and 2018 January 29) in equatorial and Galactic
coordinates. The target selection can clearly be seen in the avoidance
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Figure 1. Distribution of observed fields in Galactic and Equatorial coordinates. The fields are color coded by the number of observed stars. The bold dashed
line corresponds to equatorial (upper panel) and Galactic (lower panel) equators. The equatorial, the ecliptic, and the Galactic south poles are also marked on
the panels.
of the Galactic plane and of fields at high Galactic latitude where the
target density is too low. Figure 2 shows the distribution of VJK in
DR2. The upper panel shows the overall distribution and subdivides
the data into bright, regular and faint survey fields, and the lower
panel is a cumulative histogram.
Configure uses a simulated annealing algorithm to identify a
set of target allocations for the 2dF fibres that maximises the number
of science targets observed and the number of fiducial targets used
for field alignment and guiding. It then places a user-defined number
of fibres on sky locations, follows user-defined target priorities and
obeys restrictions on fibre placement (as an example, because of
the size of the 2dF buttons, the minimum fibre spacing is 30 arcsec,
although the fibres themselves have a field of view of only 2 arcsec).
The output of Configure is then passed to the 2dF fibre positioning
robot, which places the fibres serially onto the currently unused
field plate, checking that each is within an acceptable tolerance of
its intended position. Field setup typically takes 40 minutes for a
full 400-target field, and essentially no survey observing time is lost
waiting for reconfiguration.
As discussed inMartell et al. (2017), the exposure time is set to
achieve a signal to noise ratio (SNR) of 100 per resolution element,
at an apparent magnitude of 14 in the Johnson/Cousins filter closest
to each bandpass. For regular survey fields, the standard procedure
is to take three 1200-second exposures. If the seeing is between 2"
and 2"5, this is extended to four exposures, and to six exposures,
if the seeing is between 2"5 and 3". For bright fields, three 360 s
exposures are taken. Figure 3 shows cumulative distributions for
SNR per pixel in each of the four HERMES channels. With about
four pixels per resolution element, the SNR per resolution element
is almost twice what is shown in Figure 3.
Fibre flat fields and ThXe arc exposures, both with exposure
times of 180s, are taken along with each science field. Including
the readout time of 71 s and a slew and acquisition time of 2–5 min
per field, the time spent on overheads is roughly 20% of the time
spent acquiring science data. The typical data rate in survey fields
is 4.2 stars per on-sky minute. The GALAH survey has typically
been awarded 35 nights per semester since 2014 February, secured
across a number of competitive time-allocation rounds.
2.3 Data reduction
We use a reduction pipeline designed specifically for the GALAH
survey, where steps are tailored to the observing strategy and scien-
tific requirements of the survey. The reduction pipeline is described
in detail in a separate paper (Kos et al. 2017) with only a short
overview given here.
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Raw images are corrected for the bias level using a series of
bias frames taken every night. One flat field exposure is taken for
each science field, which is used to identify damaged columns and
pixels, serves as a reference to find spectral traces on the science
images, and supports the measurement of scattered light and fibre
cross-talk.
After cosmetic corrections, the cosmic rays are removed uti-
lizing a modified LaCosmic algorithm (Van Dokkum 2001). Before
the extraction of the spectra, a geometric transformation is used to
correct some basic optical aberrations. This reduces the variation of
resolving power between different fibres and different wavelength
regions.
To ensure the most accurate analysis of our data, we have
refined the previously measured literature wavelengths for the ThXe
arc lamp. The wavelength fitting algorithm has been improved since
the publication of Kos et al. (2017), so it now learns the trends
and instabilities in the wavelength calibration to predict a better
solution when arc lamp spectra are hard to identify. We have to
rely on weak lines in the ThXe arc lamp spectrum to calibrate the
wavelengths. These are hard to measure in low throughput fibres,
so the wavelength calibration for some fibres and some wavelength
regions wassuboptimal in previous reductions.
The sky spectrum is modelled from ∼ 25 dedicated sky fibres
over the whole 2◦ focal plane. After the sky spectrum is subtracted, a
telluric absorption spectrum is calculated usingMolecfit software
(Kausch et al. 2015; Smette, A. et al. 2015) and the science spectra
are corrected.
The products of the reduction pipeline are unnormalized and
normalized spectra, together with an uncertainty spectrum and a
resolution map.
At the end of the reduction pipeline we calculate basic stellar
parameters for all reduced objects. Radial velocities rv_synt and
their errors e_rv_synt are computed by cross-correlating reduced
spectra with 15 synthetic AMBRE spectra (De Laverny et al. 2012).
Radial velocities are measured independently in the blue, green and
red channels, which are weighted to yield one radial velocity with
its uncertainty. Such radial velocities are precise enough for most
of the following analysis. First they are used for a continuum nor-
malization calculated from regions minimally affected by spectral
lines. Normalized spectra are then matched with 16783 synthetic
AMBRE spectra to estimate initial values of effective temperature
Teff, surface gravity log g, and metallicity [M/H] for the subsequent
detailed spectral analysis.
2.4 Alternate radial velocities
The high SNR and resolution of HERMES spectra with a wide
wavelength coverage and careful data reduction make GALAH an
excellent source of accurate radial velocities in the 12 < V < 14
magnitude range to complement, e.g., Gaia distances and proper
motions. To achieve this goal we measure radial velocities in a
custom three-stage process (Zwitter et al., in preparation). First, we
build a library of median observed spectra with very similar stellar
parameter values. In particular, we combine spectra within bins of
50 K in Teff, 0.2 dex in log g and 0.1 dex in [Fe/H]. Initial values of
radial velocities, as measured by the data reduction pipeline, allow
us to perform this task with virtually no velocity smearing. These
median spectra have a very high SNR and are used in the second
stage to measure the radial velocity of an observed spectrum vs. its
corresponding median spectrum very accurately. At this stage, the
median spectrum is not guaranteed to be at zero velocity due to the
combined effects of convective line shifts and gravitational redshifts
(Asplund et al. 2000; Allende Prieto et al. 2013). We therefore use
the grid of synthetic spectra (Chiavassa et al. 2018) computed with
3D hydrodynamical stellar atmosphere models with the stagger
code (Magic et al. 2013), which include the effects of convective
motions in stellar atmospheres. Finally, we incorporate the effects
of gravitational redshift, to put spectra of different stellar types on
the same scale and thus allows us to speak about the accuracy and
not just the precision of radial velocities. This can be crucial when
studying the internal dynamics of stellar clusters, associations, or
streams,which generally contain different types of stars and inwhich
relative velocities do not exceed a few km s−1.
The propagation of internal velocity errors as well as the com-
parison of velocities measured for multiple observations of the same
object show that a typical error of derived radial velocities is close to
0.1 km s−1. It can beworse for turn-off stars where accurate radii and
masses of stars are unknown, so that reliable values of gravitational
redshift can not be determined. Our velocity results are reported
in three columns: rv_obst is the final value of the radial velocity,
MNRAS 000, 1–38 (2018)
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including the gravitational redshift, e_rv_obst is its formal error,
and rv_nogr_obst is the value of the radial velocity without grav-
itational redshift. The latter may be useful for two purposes: (i) to
compare our results to those of other surveys, which generally do
not take gravitational redshift into account, and (ii) to allow the user
to use a different, more accurate value of gravitational redshift. In
particular, astrometric results fromGaiaDR2will allow an accurate
estimate of the absolute magnitude of the source which, when com-
bined with the value of Teff we report here, will allow the accurate
calculation of the stellar radius. However this will require an esti-
mate of extinction; we discuss prospects for measuring extinction
below. Once the radius is estimated, isochrones andmetallicities can
be used to estimate the object’s mass, and hence to determine the
value of gravitational redshift. Details of the above procedure and
comparison to results of other radial velocity surveys are discussed
in more detail elsewhere (Zwitter et al., in preparation).
3 ANALYSIS
In this section, we describe the multi-step approach we use to es-
timate stellar parameters and element abundances from GALAH
spectra.
3.1 Analysis strategy
Because of the large volume of data, we are using a new data analysis
approach, which has proven successful when dealingwith very large
datasets: train a data-driven approach on physics-driven input to
connect data (spectra) with labels (in our case stellar parameters and
element abundances) and then propagate this information onto the
whole sample. We first create such a training set of 10605 stars and
estimate stellar labels through detailed spectrum synthesis using
the code Spectroscopy Made Easy (Section 3.2), investing much
effort ensuring that the inferred stellar parameters and abundances
are trustworthy (e.g. line selection, atomic/molecular data, blends,
non-LTE effects). We then create spectral models with The Cannon
and use these models to propagate the information from the training
set on to the whole survey (Section 3.3). This approach makes the
implementation of a flagging algorithm vital, because The Cannon
in its current form will always produce label estimates, which then
have to be vetted as we describe in Section 3.4.
3.2 Analysis step 1: The training set analysis with
Spectroscopy Made Easy
For the model-driven analysis, we use the spectral synthesis code
SME (Spectroscopy Made Easy) v360 (Valenti & Piskunov 1996;
Piskunov & Valenti 2017). SME performs spectrum synthesis for
1D stellar atmosphere models, which in our case for DR2 con-
sist of marcs theoretical 1D hydrostatic models (Gustafsson et al.
2008); we use spherical symmetric stellar atmosphere models for
log g 6 3.5 assuming 1M and plane parallel models otherwise.
While the radiative transfer in SME is typically carried out under
the assumption of LTE, it is possible to provide departure coeffi-
cients for level populations calculated elsewhere; we make use of
this feature in the GALAH survey in order to derive accurate stellar
parameters and elemental abundances as free of systematic errors
as possible. For DR2 We incorporate non-LTE line formation for
several key elements, including Li (Lind et al. 2009), O (Amarsi
et al. 2016a), Na (Lind et al. 2011), Mg (Osorio et al. 2015), Al
(Nordlander & Lind 2017), Si (Amarsi & Asplund 2017), and Fe
(Amarsi et al. 2016b), mostly with additional dedicated calculations
besides those previously published. In all cases the non-LTE com-
putations have been performed using exactly the same grid of 1D
marcs model atmospheres. Future GALAH data releases will have
additional elements treated in non-LTE.
In addition to providing a formal solution of the radiative trans-
fer, SME attempts to find the optimal solution for various free
parameters specified by the user; we use this feature to estimate
the stellar parameters of the GALAH targets, allowing Teff , log g,
[Fe/H], [X/H], Vbroad (spectral line broadening, consisting of the
combined effects of macroturbulence and rotation), vrad and con-
tinuum normalisation to vary during the optimisation process.
We have carefully selected themost reliable atomic lineswithin
the HERMES wavelength regions to ensure accurate determination
of the stellar parameter and abundances for the analysis of late-type
stars. The line list selection was originally done in conjunction with
the corresponding compilation for the Gaia-ESO survey (Heiter
et al. 2015a). Our guiding principle has been to include only spec-
tral lines that both have reliable atomic data and be as little affected
by blending lines as possible in order to enable also absolute abun-
dances to be inferred. Naturally this dramatically limits the number
of spectral features to be used in late-type stellar spectra, since the
majority of lines are either blended to various extent and/or lack
good atomic data, especially transition probabilities. The selection
of lines to employ was initially based on a detailed comparison of
the predicted spectrum against observations for the Sun and Arc-
turus but also tested for other benchmark stars. Whenever possible,
experimental oscillator strengths are used if thrustworthy, but for
some lines used as elemental abundance diagnostics we have had to
resort to more or less uncertain theoretical transitional probabilities
in the absence of better alternatives. In addition to the primary line
list for abundance purposes we have included background blending
lines, which have largely been taken from the Gaia-ESO linelist; in
several cases we have updated the oscillator strengths (log g f ) em-
pirically compared to those in theGaia-ESOmaster linelist in order
to provide better agreements between observed HERMES spectra
and the predicted stellar spectrum for stars. The list of the primary
spectral lines used for the determination of stellar parameters and
abundances is given in Table A1.
To determine stellar parameters, we make use of the Teff-
sensitive Hα and Hβ lines (e.g. Amarsi et al. 2018) and neu-
tral/ionized lines of Sc, Ti, and Fe; the latter elements pro-
vide constraints on the effective temperature and surface gravity
log gthrough excitation and ionisation balance as well as metallic-
ity. SME first synthesises the initial model based on radial velocities
from the reduction process and a set of initial stellar parameters.
If available and not flagged, stellar parameters from a prior ver-
sion of The Cannon (version 1.3) are chosen. This version was also
used for previous data releases of GALAH (Martell et al. 2017),
TESS-HERMES (Sharma et al. 2018), and K2-HERMES (Witten-
myer et al. 2018). If these parameters are flagged or not available,
the synthesis commences with the stellar parameter estimates from
the reduction process. If these are also flagged, we start from an
arbitrary set of stellar parameters (Teff = 5000 K, log g = 3.5 dex,
and [M/H] = −0.5 dex).
We then use two main iteration cycles in SME to optimise the
parameters, unless we have to use the arbitrary set of stellar param-
eters, in which case the second iteration cycle is repeated. In the
first cycle, each wavelength segment of typically 10Å is normalized
using a linear function, which is adequate for the short wavelength
intervals used here. SME then computes synthetic spectra in 46 se-
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lected (masked) regions. The free parameters Teff, log g, [M/H]2, ξt
(micro turbulence), v sin i (rotational velocity) are simultaneously
determined. We also solve for radial velocity (vrad) at each iteration
to correct for local variations due to uncertainties in wavelength
calibration. SME uses the Levenberg-Marquardt algorithm to find
parameters that correspond to the near-minimum χ2.
The final parameters from the first cycle are used to synthesise
the initial model in the second cycle and re-normalize each segment.
SME goes through the same iteration process, optimising χ2 until
convergence is achieved (when χ2 changes by less than 0.1%). The
number of iterations necessary to reach convergence varies from star
to star. Typically, more metal-rich and cooler stars take longer to
converge, but normally still do so in less than 20 iterations. During
the parameter determination, we implement non-LTE corrections
from Amarsi et al. (2016b) for Fe lines.
While the nominal resolving power of HERMES is R ≈ 28000,
it is known to vary from fibre to fibre, and as a function of wave-
length (Kos et al. 2017). This issue is resolved by interpolating the
observed spectrum with pre-computed resolution maps from Kos
et al. (2017) to estimate a median resolution for each segment. The
GALAH survey is currently implementing a photonic comb, which
will map the aberrations and point-spread-function across the full
CCD images (Bland-Hawthorn et al. 2017).
3.2.1 Constraints on spectral line broadening
The resolving power and SNR of GALAH spectra are not adequate
to separate the projected rotational velocity (v sin i) and macrotur-
bulence (vmac) due to degeneracies in their line broadening. When
both v sin i and vmac are allowed as free parameters the results show
greater scatter and poorer convergence performance. Therefore, we
solve for v sin i and set all vmac values to zero. This effectively
incorporates vmac into our v sin i estimates, hereafter used as vbroad.
Similarly, setting micro-turbulence (ξt ) as a free parameter
causes additional scatter in the results. While micro-turbulence is
updated in every iteration, it is dictated by the empirical formulae
that have been calibrated for the LUMBA node of the Gaia-ESO
survey (Smiljanic et al. 2014), which uses a similar SME-based
analysis pipeline as ours.
For cool main sequence stars (Teff 6 5500K; log g > 4.2):
ξt = 1.1+1.0×10−4 × (Teff −5500)+4×10−7 ×(Teff −5500)2 (1)
For evolved and hotter stars (Teff > 5500K; log g 6 4.2):
ξt = 1.1 + 1.6 × 10−4 × (Teff − 5500), (2)
where Teff in K.
Since macroturbulence (and microturbulence) is reflecting
convective motions and oscillations in the stellar atmosphere (As-
plund et al. 2000) those velocities are typically limited to < 10 km/s
for late-type stars (Gray 2008). For greater vbroad, the broadening is
dominated by rotation, which is normally the case forTeff & 7000K.
3.2.2 Constraints on surface gravity
There are few unblended ionized lines of suitable strength in HER-
MES spectra, making a fully spectroscopic surface gravity deter-
mination a challenge; we note that the HERMES spectrograph and
GALAH survey were designed with the expectation that parallaxes
2 SME returns the iron abundance of the model atmosphere during the
parameter determination stage, which is called metallicity, or [M/H].
from Gaia would provide superior surface gravities in general. For
dwarf stars cooler than about 4500K the purely spectroscopic sur-
face gravities are underestimated, causing an ‘up-turn’ in the lower
stellarmain sequence. This is a common shortcoming in stellar spec-
troscopic studies relying on ionisation balance in the framework of
LTE spectral line formation in 1D stellar atmosphere models (e.g.
Yong et al. 2004; Bensby et al. 2014; Aleo et al. 2017). The cause
for this breakdown of 1D LTE ionisation balance has not yet been
identified.
To help improve the accuracy of the log g determination, the
GALAH survey observed fields that are in the Hipparcos (Perry-
man et al. 1997; van Leeuwen 2007) and Tycho-Gaia Astrometric
Solution (TGAS) catalogues and within the K2 footprint, provid-
ing spectra with parallax and asteroseismic information (Perryman
et al. 1997; Brown et al. 2016; Stello et al. 2017). These are used to
determine log g during the parameter optimisation process.
For stars with asteroseismic information, surface gravity is not
strictly a free parameter, but is determined at each SME iteration
with respect to solar values using the scaling relation (Kjeldsen &
Bedding 1995):
νmax = νmax,
g/g√
Teff/Teff,
(3)
Here νmax is the measured frequency at maximum power.
For stars with reliable parallax information, the surface grav-
ity is updated at each SME iteration using the fundamental rela-
tion (Nissen et al. 1997; Zhang & Zhao 2005):
log
g
g
= log
M
M − 4 log
Teff
Teff,
+ 0.4
(
Mbol − Mbol,
)
(4)
where
Mbol = KS + BCKS − 5 log D$ + 5. (5)
Here the mass M of each star is estimated with the age estima-
tion code Elli (Lin et al. 2018) using 2MASS photometry and
parallaxes from Hipparcos or Gaia. For the absolute bolometric
magnitude Mbol, bolometric corrections (BC) from Casagrande &
VandenBerg (2014) are applied to the 2MASS K magnitude. For all
stars from the Hipparcos catalogue, the distance D$ is computed
by the transformation D = 1/$ with $ being the parallax. For all
stars from the TGAS catalogue, Bayesian distances from Astraat-
madja & Bailer-Jones (2016) are used. For more details on the use
of astrometry for the GALAH+TGAS overlap, we refer the reader
to Buder et al. (2018).
3.2.3 Elemental abundances
After the atmospheric parameters have been established, we apply
corrections of the biases estimated in Section 4.1 (shift of +0.15 dex
for purely spectroscopic log g and +0.1 dex for all metallicities) and
then fix them for abundance determination. The lines of each ele-
ment are synthesised, and line blending ismodelled using the atomic
andmolecular information provided. The blendedwavelength points
are excluded from the line mask (see Figure 4).
The element lines used for this data release were initially se-
lected from the lines identified byHinkle et al. (2000) within spectra
of the Sun and Arcturus, but carefully vetted in order to be strong
enough across the parameter range, have line data based on lab-
oratory measurements, and blend-free, if possible. Therefore, we
only use a subset (marked in black in the line region overview of
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Figure 4. Example for the blending test as part of the abundance estimation
for the Ca I at 5857 Å line in HIP 67197. The black dots show the observed
spectrum with a Ca I line, partially blended with a Ni I line in the observed
spectrum (black dots). Syntheses with all lines (blue) and only calcium (red)
show that the red wing of the Ca I line for this particular star is strongly
blended. Hence the line mask (yellow) is adjusted to only include this region
for the calcium abundance determination.
Figure 5) of the lines from Hinkle et al. (2000), indicated as blue
regions, to measure element abundances.
For the measurements, we define lines as detected, when the
line is deeper than 3σ of the flux error within the line mask, and at
least 5% below the continuum flux, otherwise the measurement is
considered an upper limit. Additionally, we require themeasurement
error to be less than 0.3 dex, be based on at least 3 data points, and
neglect the measurements if it is above an empirically calibrated
SNR-dependent χ2-limit.
Abundance ratios are given in bracket notation as [X/Fe]. To
minimize systematic errors and to calibrate the solar zero point, we
analysed HERMES twilight spectra with the same SME set-up as
other spectra and compute solar-relative abundances,
[X/H] = A(X) − A(X) (6)
where A(X) is the measured abundance from our solar spectra.
Elemental abundance ratios are then defined as
[X/Fe] = [X/H] − [Fe/H]. (7)
These may be converted back to absolute values (A(X)A+09) on the
absolute abundance scale of Asplund et al. (2009) by computing
A(X)A+09 = [X/Fe] + [Fe/H] + A(X)A+09 . (8)
The values of the solar abundances A(X) measured with GALAH
as well as the reference values from Grevesse et al. (2007) that are
adopted in the MARCS atmosphere grids and the solar composition
A(X)A+09 from Asplund et al. (2009) are given in Table 1. We note
that both references compositions are very similar with the latter
being more recent and commonly used.
We report the individual abundances of α-elements, but also
include an error-weighted combination of unflagged abundances of
the elements Mg, Si, Ca, and Ti reported as
[α/Fe] =
∑
X
[X/Fe]
(e_[X/Fe])2∑
X (e_[X/Fe])−2
, where X = Mg, Si, Ca, Ti (9)
We recommend this definition, because the different elements are
estimated with different precisions and a simple average would
4800 4900
H
Hinkle et al. (2000)
5700 5800 6500 6600 67007700 7800
SME Masks DR2
475048004850
Li
5700 5800 6500 6600 67007700 7800
475048004850
C
5700 5800 6500 6600 67007700 7800
475048004850
O
5700 5800 6500 6600 67007700 7800
475048004850
Na
5700 5800 6500 6600 67007700 7800
475048004850
Mg
5700 5800 6500 6600 67007700 7800
475048004850
Al
5700 5800 6500 6600 67007700 7800
475048004850
Si
5700 5800 6500 6600 67007700 7800
475048004850
K
5700 5800 6500 6600 67007700 7800
475048004850
Ca
5700 5800 6500 6600 67007700 7800
475048004850
Sc
5700 5800 6500 6600 67007700 7800
475048004850
Ti
5700 5800 6500 6600 67007700 7800
475048004850
V
5700 5800 6500 6600 67007700 7800
475048004850
Cr
5700 5800 6500 6600 67007700 7800
475048004850
Mn
5700 5800 6500 6600 67007700 7800
475048004850
Fe
5700 5800 6500 6600 67007700 7800
475048004850
Co
5700 5800 6500 6600 67007700 7800
475048004850
Ni
5700 5800 6500 6600 67007700 7800
475048004850
Cu
5700 5800 6500 6600 67007700 7800
475048004850
Zn
5700 5800 6500 6600 67007700 7800
475048004850
Y
5700 5800 6500 6600 67007700 7800
475048004850
Ba
5700 5800 6500 6600 67007700 7800
475048004850
La
5700 5800 6500 6600 67007700 7800
4750 4850
λCCD1 [A˚]
Eu
5700 5800
λCCD2 [A˚]
6550 6650
λCCD3 [A˚]
7750 7850
λCCD4 [A˚]
Figure 5. Visualisation of the element lines within the GALAH wavelength
range. Blue regions indicate the lines identified by Hinkle et al. (2000) in
the Sun and Arcturus, including weak and blended lines. The subset of these
regions used for the SME and The Cannon analysis are indicated as black
regions.
hence lead to a less precisely estimated [α/Fe]. We note, however,
that because Ti is typically the most precisely measured element
among these four α-elements, the combined [α/Fe] is mainly tracing
Ti. [α/Fe] is reported also for stars where one or more of Mg, Si,
Ca, and Ti is not available.
Although HERMES spectra in principle cover a large variety
of element lines, their strength varies with the abundance of the
element itself, but also the line properties and the stellar parameters.
For this reason,we can not detect all elements equallywell in all stars
from the GALAH spectra. To visualise this, we show Kiel diagrams
for the four elements Li, O, Al, and Eu in Figure 6, where we
color each point by the depth of the strongest line of the respective
element. For Li, the majority of stars only show weak Li lines.
However both in warm dwarfs and several cool giants, it can be
detected. For this element, we have added stars to the training set
with projected high Li by the spectrum classification algorithm t-
SNE (see Section 3.4.2), which show up as blue dots in the left panel
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Figure 6. Visualisation of the parameter dependence of line strengths for the four elements Li, O, Al, and Eu. Shown are Kiel diagrams coloured by the
maximum normalized absorption line depth within the used masks of the four elements, ranging from 0 to 0.3. For clarity, we truncated the plotted line strength
at 0.3. These panels show that Li can not be measured in most stars (except hot dwarfs and especially Li-rich stars), while O has strong lines in hotter dwarfs
and Al lines are very strong in cool, metal-rich giants. Eu is, similar to most neutron-capture elements within the GALAH range, almost exclusively detectable
in giants.
Table 1.Comparison of solar abundances (A(X)) with respect to the standard
composition of MARCS model atmospheres (Grevesse et al. 2007) and the
solar photospheric abundances by Asplund et al. (2009).
X A(X) Grevesse et al. (2007) Asplund et al. (2009)
Li 0.95 ± 1.00 1.05 ± 0.10 1.05 ± 0.10
C 8.50 ± 0.23 8.39 ± 0.05 8.43 ± 0.05
O 8.85 ± 0.04 8.66 ± 0.05 8.69 ± 0.05
Na 6.10 ± 0.04 6.17 ± 0.04 6.24 ± 0.04
Mg 7.54 ± 0.03 7.53 ± 0.09 7.60 ± 0.04
Al 6.45 ± 0.03 6.37 ± 0.06 6.45 ± 0.03
Si 7.45 ± 0.04 7.51 ± 0.04 7.51 ± 0.03
K 5.50 ± 0.05 5.08 ± 0.07 5.03 ± 0.09
Ca 6.36 ± 0.06 6.31 ± 0.04 6.34 ± 0.04
Sc 3.12 ± 0.04 3.17 ± 0.10 3.15 ± 0.04
Ti 4.89 ± 0.02 4.90 ± 0.06 4.95 ± 0.05
V 3.93 ± 0.55 4.00 ± 0.02 3.93 ± 0.08
Cr 5.62 ± 0.04 5.64 ± 0.10 5.64 ± 0.04
Mn 5.31 ± 0.03 5.39 ± 0.03 5.43 ± 0.04
Fe 7.40 ± 0.01 7.45 ± 0.05 7.50 ± 0.04
Co 4.91 ± 0.48 4.92 ± 0.08 4.99 ± 0.07
Ni 6.21 ± 0.04 6.23 ± 0.04 6.22 ± 0.04
Cu 4.03 ± 0.07 4.21 ± 0.04 4.19 ± 0.04
Zn 4.43 ± 0.04 4.60 ± 0.03 4.56 ± 0.05
Y 1.89 ± 0.09 2.21 ± 0.02 2.21 ± 0.05
Ba 2.18 ± 0.21 2.17 ± 0.07 2.18 ± 0.09
La 1.10 ± 0.11 1.13 ± 0.05 1.10 ± 0.04
Eu 0.58 ± 0.28 0.52 ± 0.06 0.52 ± 0.04
of Figure 6. The O triplet shows strongest lines for hot dwarf and
turn-off stars due to its high excitation potential, but is in general
detectable across thewhole parameter space.Al is usually detectable
in cooler and metal-rich stars across the parameter space, but not
always in warmer stars. Eu lines are in general not detectable for
dwarfs with the GALAH setup, but only for giants. The training set
hence contains stellar parameters for all stars, but not all stars have
abundance measurements for all elements.
3.3 Analysis step 2: The Cannon
We implement TheCannon as described inNess et al. (2015), adopt-
ing a simple quadratic model with coefficients θλ, which describes
the flux fn,λ of a given spectrum n with stellar labels `n:
fn,λ = θTλ · `n + noise (10)
We augment this procedure with a number of additional processing
steps and derivemanymore labels than the original implementation.
We interpolate all spectra of the survey on to a common wavelength
grid of 14304 pixels and use the normalized spectra at rest from our
reduction pipeline, see Section 2.3.
A limitation of the currently published versions of The Cannon
is that all labels have to be known for each training set spectrum.
For our reference objects, we have many stars that have a subset
of the full number of the possible abundances measured. There are
relatively fewer stars in the set of reference objectswith all individual
abundances measured. While efforts are being made to extend The
Cannon in order to handle label errors or partially missing labels
(Eilers et al., in preparation), we still have to rely on a different
approach in this data release. We handle this issue of partial labels
in the training set by creating an ensemble of models; one for each
element [X/Fe]. We start with a training set for which all stellar
parameters are known and train a model using these parameters
only. We then use this model on the training set itself and re-derive
the stellar parameter labels.We then exchange the labels of the initial
training set with the re-derived labels. Then, for each element, X,
we create a new training set by adding one more label, the element
abundance [X/Fe], using only the subset of stars in the training
set with this measured abundance. We therefore train a new model
based on the six stellar parameter labels, plus one additional element
label, and do this step for each element. In each case, for each model
and each corresponding element, we restrict (mask) all coefficients
with [X/Fe]-terms to be zero outside of pre-selected line regions of
that element.
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Figure 7. Linear coefficients of The Cannon model as a function of wavelength across the four HERMES wavelength regions. We show the spectrum f0 with
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Figure 8. Comparison of training set labels from SME (input) and The Cannon interpolation (output) for the labels of the stellar parameter model, i.e. Teff,
log g, [Fe/H], vmic, vbroad, and AKS .
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Figure 9. Kiel diagram for the GALAH DR2 training set as determined with SME (left; as input into The Cannon) and as reproduced by The Cannon (right).
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3.3.1 The Cannon model for stellar parameters
Our training data are a high-fidelity set of stars with labels generated
using SME, as described in Section 3.2. The final training set for
stellar parameters of 10605 spectra consists of 21 Gaia benchmark
stars, 12 stars overlapping with Bensby et al. (2014), 77 stars with
Hipparcos parallaxes, 3807 stars with TGAS parallaxes, 915 stars
with asteroseismic information, 669 open or globular cluster stars as
well as 1805 stars already included in previous training sets (Martell
et al. 2017; Sharma et al. 2018; Wittenmyer et al. 2018). To ensure
a sufficient coverage of parameter space for the training step, we
expand the set with 1057 selected stars in the parameter range of
[Fe/H] < −1.0, 1055 additional stars with −1.0 < [Fe/H] < −0.5,
654 additional giants with Teff < 5000 K, log g < 2.0 dex, and
SNR > 125 in the green channel, 388 stars with projected high
Li abundances based on the work by Traven et al. (2017), and 145
stars with SNR > 100 or SNR > 50 at log g < 2 overlapping
with APOGEE DR14. We stress that we excluded spectroscopic
binaries from the training set, either based on previous automated
stellar classifications, see Section 3.4.2 or via visual inspection of
the training set spectra.
We emphasise that we include more stars and labels than Ness
et al. (2015) because our parameter space covers a much larger part
of the HR-diagram than the RGB. The lines of the majority of the
GALAH survey main sequence and turn-off stars, are in general
significantly more broadened than in giants. Therefore, the model
needs to be flexible enough to track these changes in the lines of the
spectrum. We build our reference labels on similar parameters as
the free parameters of the SME optimisation, i.e. Teff, log g, [Fe/H],
vmic, and vbroad.
Additionally, we found that it was important to include in-
terstellar extinction AK, similarly to Ho et al. (2017), as diffuse
interstellar bands are present in the spectra. There is a degeneracy
between abundance and extinction that is present if this label is not
included. The values for AK are estimated from the RJCE method
(Majewski et al. 2011). We note that Kos & Zwitter (2013) have
shown that the ratio of the strength of diffuse interstellar bands
to extinction is a function of the ultraviolet radiation field in the
interstellar medium while Nataf et al. (2016) have demonstrated
that this ratio also depends on the shape of interstellar extinction
curve. In the future, we will calibrate these additional parameters to
unprecedented precision with GALAH data.
For the stellar parameter estimation we use a quadratic model
with six stellar labels, resulting in 22 coefficients for each of the
14304 pixels of The Cannon wavelength range, on to which we
interpolate each spectrum.
The linear coefficients of this model for the labels are shown in
Figure 7 and indicate, how themedian flux f0 of the training set (with
median labels Teff = 5114 K, log g = 3.0 dex, [Fe/H] = −0.33,
vmic = 1.28 km s−1, vbroad = 7.7 km s−1, and AKS = 0.05, respec-
tively) changes with each of these labels. These linear coefficients
are a good first diagnostic for the sensitivity of The Cannon regard-
ing certain labels within the GALAH range, but the quadratic terms
have to be taken into account as well for the full model spectrum.
In Figure 10, we show two examples of GALAH observations and
the model spectrum from The Cannon.
The panels in Figure 7 show that the effective temperature Teff
is strongly correlated with the two hydrogen Balmer lines (indi-
cated by red dashed lines). We note also a strong connection of the
O triplet in the IR arm with Teff. Many ionized lines show positive
correlations with the linear coefficient for log g, while for example
the Fe i lines around 4872 and 4891Å show strong negative cor-
relations, as expected due to their pressure broadened wings. The
coefficient of [Fe/H] shows not only correlations with Fe, but is a
tracer of metallicity itself and consequently responds to all lines
since the abundances of all elements track each other to first-order;
especially the blue channel is sensitive to the metallicity due to the
preponderance of lines there. The linear coefficient for vmic shows
the strongest sensitivity in the blue channel. Because of the empir-
ical, temperature-dependent relation used for this label with SME,
vmic is most sensitive to changes at the hot and cool end of the pa-
rameter space. To visualise this, we show the quadratic coefficient
of vmic, which shows the influence of molecular absorption bands in
the spectrum for the coolest stars in the training set. The broadening
label vbroad indicates positive correlations in the core of lines and
negative ones in the wings, i.e., lines become broader with larger
vbroad whilemaintaining the overall line strength. Similar toHo et al.
(2017), our linear coefficient for AKS correlates strongly with the
diffuse interstellar bands within the GALAH range (De Silva et al.
2015). We also show the scatter term of the model, which corre-
sponds to regions not well described by the stellar labels, including
telluric lines from imperfect corrections as well as the regions of
the diffuse interstellar bands and the interstellar component of K i
7699. However, the scatter is in general very low (with a median
around 0.01), suggesting that our model fits the data well.
We apply this best-fitting model to the training set spectra as a
self-test and subsequently compare the stellar labels from SMEwith
those estimated by The Cannon in Figure 8. The Cannon reproduces
the labels of the training set with negligible biases and within a scat-
ter of σ (Teff) = 71 K, σ (log g) = 0.25 dex, σ ([Fe/H]) = 0.1 dex,
σ (vmic) = 0.06 km s−1, σ (vbroad) = 3.1 km s−1, and σ
(
AKS
)
=
0.08 mag. We note that although the Kiel diagrams of the input and
output labels look very similar (see Figure 9), the scatter values are
slightly larger than those of previous analyses (Martell et al. 2017;
Sharma et al. 2018). While we have not yet found the reason for
this, an explanation could be the expansion of the training set to
cover a larger (and hence different) parameter space, including fast
rotators (vbroad > 30 km s−1) and metal-poor stars, which stretches
the flexibility of the quadratic model to its limits. Contrary to the
previous models estimated with The Cannon for the GALAH sur-
vey, we do not fit [α/Fe] as part of the stellar parameters, as it would
interfere with the later estimated individual α-element abundances,
and because it did not significantly decrease the scatter of the label
validation.
3.3.2 The Cannon models for element abundances
We reiterate that we use an ensemble of models to infer our el-
ements, based on the six stellar parameters plus one additional
element, for all elements. For each training set for each model, we
only include those stars in the individual models which have abun-
dance detections for the respective element. Table 2 summarises
the relative fractions of stars in the training set with each element
measurement. For each model, we exchange the stellar parameters
of SME with those from the self test, before using this model at test
time to estimate the individual element abundance. This introduces
a minor perturbation to the model (and the stellar labels are slightly
different, within the error of the inference). We confirm that the per-
turbation is minor; the scatter term of the labels from the self test is
significantly smaller than before the exchange of stellar parameter
labels, see for example the self validation for Al in Figure 11.
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Figure 10. Spectra of the giant stars 2MASS J04262540-7157418 (left panels) and the dwarf star 2MASS J04190076-6040402 (right panels). Shown are the observed spectrum (black) as well as the model spectra
from The Cannon (blue) and the magnified residuals (5 times larger in green) for different parts of the GALAH spectral range. The top panels show a magnification of a part of the blue arm (CCD 1), while the other
panels show the spectral range of the four bands (CCD 1 to 4). The Cannon is only applied to the second half of the IR-arm. The agreement between the normalised observation and model are overall very good with
mean residuals around 0.005. The largest residuals can typically be seen in regions with imperfect skyline and telluric line corrections in the observed spectrum.
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Table 2. Training set size for individual The Cannon abundance models,
compared to the stellar parameter model with 10605 spectra.
Model Nr. of spectra (%) Model Nr. of spectra (%)
Li 1652 (16%) V 3495 (33%)
C 1204 (11%) Cr 10015 (94%)
O 8538 (81%) Mn 10204 (96%)
Na 10222 (96%) Co 5574 (53%)
Mg 10470 (99%) Ni 6388 (60%)
Al 8529 (80%) Cu 9312 (88%)
Si 6422 (61%) Zn 10012 (94%)
K 10237 (97%) Y 9354 (88%)
Ca 9217 (87%) Ba 10417 (98%)
Sc 10438 (98%) La 5215 (49%)
Ti 10335 (97%) Eu 4419 (42%)
We emphasise that we have chosen to restrict the abundance
determination to use only lines of each element being inferred. We
therefore restrictTheCannon’smodel to use only certainwavelength
regions for each element inference (e.g. for [O/Fe] we use the pixels
of the O i 7771-5Å triplet). This masking is achieved by setting
the element-dependent coefficients of the model to zero outside
specified regions.
The masks we use for the individual elements are the same
as for SME, see Section 3.2.3. This differs from the regularised
approach of Casey et al. (2016), where the model decides which
coefficients of the model to force to 0, but can still learn strongly
correlated features. It may be legitimate to learn these correlations
and take advantage of this information (e.g. Ting et al. 2018). Based
on previous analyses, which showed a strong correlation of [α/Fe]
and telluric lines for the GALAH survey, we have chosen to use the
most conservative approach for this analysis.
3.3.3 The Cannon errors
The errors reported by The Cannon are based on the formal covari-
ance errors, which are typically very small. Our total error estimate
for each label is based on an additional SNR-dependent performance
test of the training set for each label. This is estimated by comparing
the difference of the SME input and The Cannon output as a func-
tion of the training set SNR and fitting an exponential function to
the mean values within bins of SNR of 25, 50, 75, and 100. These
errors are then summed in quadrature with The Cannon covariance
errors. We note that this performance test only includes SNR > 25
(as a result of our requirement for the training set spectra to be of
high-fidelity). At SNR < 25, the performance test is an extrapola-
tion and tends to underestimate the errors when compared with the
scatter between repeat observations, see Section 4.2.
3.4 Analysis step 3: Flagging
To report the quality of both spectra and the spectroscopic analysis,
we are employing several flags, which are summarised in Table 5
and explained subsequently.
3.4.1 Flagging of stellar parameter and element abundance
estimates
For a given spectrum mDR2 of the GALAH Data Release 2 with
labels `mDR2 , we estimate the label distance to the labels `nT S of
Table 3. Biases and RMS of the self validation test.
` Bias RMS K` Bias RMS
Teff [K] 3 54 [Ca/Fe] 0.00 0.05
log g [dex] 0.01 0.17 [Sc/Fe] 0.00 0.04
[Fe/H] 0.00 0.07 [Ti/Fe] 0.00 0.04
vmic [km s−1] 0.00 0.04 [V/Fe] 0.00 0.06
v sin i [km s−1] 0.0 1.7 [Cr/Fe] 0.01 0.05
AKS [mag] 0.00 0.06 [Mn/Fe] 0.00 0.06
[Li/Fe] 0.00 0.08 [Co/Fe] 0.00 0.06
[C/Fe] 0.00 0.05 [Ni/Fe] 0.00 0.07
[O/Fe] 0.00 0.11 [Cu/Fe] 0.00 0.06
[Na/Fe] 0.00 0.05 [Zn/Fe] 0.00 0.08
[Mg/Fe] 0.00 0.08 [Y/Fe] 0.00 0.08
[Al/Fe] 0.00 0.04 [Ba/Fe] 0.00 0.10
[Si/Fe] 0.01 0.08 [La/Fe] 0.00 0.06
[K/Fe] 0.00 0.09 [Eu/Fe] 0.00 0.07
the training set points nTS similarly to Ho et al. (2017, see their
Equation 7):
D =
∑
`
∑
nTS
(
`mDR2 − `nTS
)2
K2
`
(11)
For the stellar parameters we use
` ∈ [Teff, log g, [Fe/H], vbroad]
and for the abundance of element X we use
` ∈ [Teff, log g, [Fe/H], vbroad, [X/Fe]]
. The uncertainties K` used to estimate the label distances are based
on the RMS of the self validation as listed in Table 3. Subsequently,
we estimate the mean distance of the 10 smallest label-distances, i.e.
closest training set points and raise the flag_cannon bitmask by 1,
if this distance is larger than 8 for the stellar parameters (a mean of
2σ for 4 stellar labels) or 10 for the individual abundances (a mean
of 2σ for 5 stellar labels).We report however also themean label dis-
tance to the 10 closest training set points as sp_label_distance
to allow the exploration of this flag.
Analogous to the analysis with SME, see Section 3.2.3, we
estimate if the measured line is a detection of only an upper limit
and raise the bitmask by 2, if the line is < 3σ of the flux error, but
at least 5% below the continuum flux.
Additionally, we make use of the χ2 fit statistic and raise the
flag_cannon bitmask by 4, if the mean χ2 per pixel (with an
expectation of 1 for a perfect fit and perfectly known errors) is
either below 0.5 or above 10, both indicating issues with the spectra
or that The Cannon model can not describe the given spectrum.
3.4.2 Automated stellar classification with t-SNE
Classification of data is one of the most important steps in any kind
of automatic data reduction and analysis. This is especially true in
the case where the sheer quantity of collected information prevents
us from manually inspecting the data as it comes in, and also when
it is not possible to determine all sorts of outliers and unexpected
issues a priori. Because the GALAH sample of observed spectra
fits this description, it was necessary to develop a semi-automatic
classification procedure, which has been presented in Traven et al.
(2017). Here we briefly outline the classification scheme of the
spectra at rest wavelength and its recent improvements.
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Figure 11. Self validation of The Cannon model for Al.
In order to facilitate the discovery and determination of di-
verse morphological groups of spectra, we make use of two math-
ematical techniques, an increasingly more popular dimensionality
reduction method t-SNE (van der Maaten & Hinton 2008), and the
well-established clustering algorithm DBSCAN (Ester et al. 1996).
These techniques enable us to condense the information contained
in our entire dataset into a two-dimensional map (Figure 12), where
the spectra are arranged in such a way, that similar ones are grouped
together, while there is a clear separation between distinct groups.
The strongest features in the data – indicating stellar physical pa-
rameters – clearly dictate its global structure, hence the map can
be clearly divided between dwarfs and giants or hot and cool stars.
Inside these larger groups there is rich local structure, usually driven
by the chemical composition of stars or by any other slowly changing
spectral feature. In addition to the influence of stellar parameters,
the shape of the projection is also driven by the presence of strong
emission lines, or multiple lines from binary and higher order sys-
tems.
With the help of the above described map we are able to man-
ually inspect the structure of our dataset and assign classification
categories to groups of spectra of interest. To each group in the map,
one assigns a category by either looking at the average spectrum of
the subset of the group or by the help of previous classification and
other existing information/labels. Therefore, with every subsequent
classification of the growing dataset, it is easier to assign categories;
however, new and unexpected features can add to the complexity of
the map.
We no longer use the two-step procedure described in Traven
et al. (2017) for producing a t-SNEmap of peculiar spectra, since we
have overcome the computational difficulties and can now produce
the projection map using all available spectral information of the
whole dataset in less than a day on a 24-core Xeon node. This be-
came possible by using the parallel multicore t-SNE code (Ulyanov
2016) and modifying it to remove the limit of overall information
that we put into t-SNE. Additionally, we exclude the infrared band
as it still suffers from the presence of strong spikes (see Traven et al.
2017), which are now understood and accounted for. The inclusion
of this band would hamper our classification significantly compared
to what could be gained from information contained therein.
Figure 13 presents classification results based on all spectra
of this data release which passed the basic reduction as explained
in Section 2.3. We flag all groups of spectra for which a sensible
physical category can be determined, however our results are not
exhaustive. The population of binary stars represents ∼ 2.2 % of
the whole dataset, down to a separation of ∼ 10 km s−1 in the case
of most blended double lines. We see a morphological distinction
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Figure 12. t-SNE projection map of 587 153 spectra. 413 920 of them have reliable stellar parameters derived by The Cannon pipeline, others are plotted as
black points. The parameters are missing especially for hot and cool stars, but also for some binary stars and stars with emission lines, as seen by comparing
this figure to Figure 13 where the classification categories are marked. The colour-scale is done with 2.5 % at both extremes of parameter values truncated for
better contrast.
between two larger groups of binaries, which is due to the stronger
component being redshifted in one group and blueshifted in the
other.
The flagged Hα/Hβ emission stars are very few in our dataset,
which is partly because our observations are not focused on young
open clusters, but also because a weak emission signature is some-
times not enough for those spectra to stand out in the map. Our
observations and data reduction still introduce some issues that
manifest in different features in the spectra and are flagged as prob-
lematic, however they are relatively few.
The classification presented in this section serves both as a
source of intrinsically interesting objects which can be studied sep-
arately (Traven et al., in preparation), and also as a guide to the de-
velopment and improvement of the reduction and analysis pipeline.
4 VALIDATION
To validate the results by both SME and The Cannon, we use a
variety of tests, including the comparisons with fundamental pa-
rameters of the Gaia benchmark stars, repeated observations, pho-
tometric temperatures, asteroseismic surface gravities, open and
globular clusters, and other spectroscopic surveys.
4.1 Gaia benchmark stars
We useGaia benchmark stars (Jofré et al. 2014; Heiter et al. 2015b)
as one way to validate the accuracy of our stellar parameters. Be-
cause of their independently estimated effective temperatures and
surface gravities through interferometry and bolometric flux esti-
mations, respectively, these parameters are less model-dependent
than our spectroscopically derived ones. In Figure 14, we compare
results with the SME analysis (only based on spectroscopy, as well
as with astrometric information) and with the The Cannon-based
parameters.
For the fundamental parameter Teff we find no significant bias
(see offset and dispersion in top panel of Figure 14). For the warmest
Gaia benchmark stars, we see systematic trends of under-estimated
temperatures for both SME analyses, which are propagated by The
Cannon. For the luminous giants, we see a rather good agreement
for SMEwithin 200 K, while The Cannon overestimates the temper-
ature of the most luminous giants by around 250 K. For these stars,
The Cannon also overestimates the surface gravity significantly by
around 1 dex, as the second panel of Figure 14 shows. While the
agreement for surface gravity is good by construction when includ-
ing parallax information in the SME analysis, there is an offset of
0.15 dex to both the Gaia benchmark stars and asteroseismically
inferred log g when using a purely spectroscopic approach. As a
result, we have opted to shift the spectroscopic SME results by this
amount.
The iron abundances as well as the iron abundances of the best-
fitting atmosphere (sme.feh) have both shown systematic biases of
0.1 dex. We have hence increased the iron abundance globally by
0.1 dex. and find good agreement along the metallicity range for the
SME results. The Cannon, however, shows biases of overestimated
iron abundances for the most metal-poor stars (below [Fe/H] of −1)
of around 0.7 dex, and 0.35 dex for the coolest giants.
The microturbulence velocity, vmic, agrees in general with
those presented in (Heiter et al. 2015b; Jofré et al. 2014) except
for luminous giants where our chosen relation differ by 0.5 to
0.7 km s−1. We note that the microturbulence velocity is depen-
dent on the adopted stellar parameters, model atmospheres and line
selection among other things and it is thus not given that our val-
ues are inferior when the two sources differ. Similarly, our line
broadening parameter vbroad is similar to the literature values when
summing the published vmac and v sin i in quadrature.
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Figure 13. t-SNE projection map, same as Figure 12, except that the points (spectra) are color-coded by classification category. The majority of stars do not
show peculiarities and are shown as black dots. The flagged triple stars are few and hardly seen next to the lower left group of binary stars, whereas the Hα/Hβ
emission stars are on the far right and bottom right in the map. The count of spectra for each category is given in the legend.
4.2 Repeat observations
About 50,000 spectra have independent repeated observations3.
These repeats are useful for characterizing the uncertainty in the
stellar parameters as well as the intrinsic variability of the stellar
properties. The repeats span multiple programs with HERMES, in-
cluding commissioning, and the pilot and main GALAH surveys,
as well as the K2-HERMES, and TESS-HERMES surveys. About
50% of the repeats are due to bad observational conditions, which
were repeated to boost the signal to noise ratio. These repeats were
done using the same plate and fibre configuration as the original
observation. The other 50% had different plate and fibre configura-
tion. Of these, 25% are serendipitous observations of the GALAH
pilot and commissioning programs, which did not have a well de-
fined selection function and hence were not tracked when the main
survey started its operation. To minimize the time spent on repeats,
a significant number of the deliberate repeats were carried out for
the bright fields, which require less than half of the exposure time.
3 As discussed in Section 5, in the final GALAH DR2 catalogue, if stars
were observed multiple times, we only report the highest SNR observation
and remove duplicates.
In Figure 15 we make use of the repeats to estimate the uncer-
tainty of the spectroscopic stellar parameters as a function of SNR.
The uncertainty is estimated by computing, in each bin of SNR, the
16th and 84th percentile range of differences between repeats and
dividing it by 2
√
2. The uncertainty estimated from repeats (green
and orange curves) is compared with uncertainty estimated using
The Cannon (blue curves) as described in Section 3.3. The repeats
confirm the overall trend of uncertainties with SNR, namely a strong
degradation for SNR < 20. Except for [α/Fe], [Ba/Fe] and v sin i, the
covariance based method in general overestimates the uncertainty
compared to the repeat-based method. Below SNR= 15, for log g,
[Fe/H], vmic, and v sin i, The Cannon based method significantly
underestimates the uncertainties as a result of the error-analysis
described in Section 3.3.3.
The estimated repeat-based uncertainties for RV and vsini , and
to a lesser degree log g, differ when based on observations using
different fibres as opposed to using the same fibre. This is because of
the systematic differences inwavelength calibration and point spread
function of each fibre. The uncertainties for other parameters are
not affected by this, because a small change in point spread function
does not directly translate into a variation of those parameters.
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Figure 14.Comparison of GALAH stellar parameters withGaia benchmark
stars (GBS). Shown are differences for the training set (intended as GALAH-
Gaia benchmark stars) only based on spectral information (blue), training set
including astrometric information (black), and The Cannon output (green).
4.3 Infrared flux method temperatures
We apply the infrared flux method (IRFM Casagrande et al. 2010,
2014) to over 280,000 GALAH stars having SkyMapper photom-
etry (Wolf et al. 2018). Further details on the implementation of
SkyMapper filters into the IRFM can be found in Casagrande et al.
(in prep). Apart from a few pointings along the plane, nearly all
of the SkyMapper targets overlapping with GALAH targets have
Galactic latitudes above |10◦ |, meaning that the most obscured and
patchy regions of the Galactic plane are avoided. Yet, reddening can
have a non-negligible contribution, which we account for with the
same procedure used when implementing the IRFM for RAVE stars
(Kunder et al. 2017).
Figure 16 shows the comparison between Teff from the IRFM
and GALAH, colour-coded by the adopted E(B − V). For low
reddening regions, the agreement is usually excellent across the
entire stellar parameter range, although it deteriorates for re-
gions of high extinction. Stars labelled as unreliable in GALAH
(flag_cannon , 0) are plotted in grey. Effectively all of the stars
above 7000 K are flagged in GALAH, because of the lack of stars
in the training set in this regime, forcing the data-driven approach
to extrapolate the determination of stellar parameters. The IRFM
indicates that the GALAH pipeline underestimates effective tem-
peratures in this regime, similar to what was seen from the Gaia
benchmark star comparison, saturating at 8000 K which is the limit
of the grid of model atmospheres used for the training set; we
checked that this trend is not an artefact from stars affected by high
values of extinction.
After removing flagged stars, the SkyMapper−GALAH mean
(median) ∆Teff is 61 K (49 K) with a scatter of 183 Kwhen stars are
considered irrespectively of their reddening. The above numbers
reduce to ∆Teff = 51 K (50 K) with a scatter of 132 K when
restricting toE(B−V) < 0.10, and∆Teff = 12K(12K)with a scatter
of 123 K for E(B−V) < 0.01. Since we expect typical uncertainties
of order 100 K for the IRFM in low extinction regions, the above
scatters suggest that a slightly smaller uncertainty applies to the
GALAH spectroscopic temperatures, in line with the conclusions
discussed above.
4.4 Asteroseismology
Although GALAH does not overlap with the Kepler field, there
is a significant overlap with several observing campaigns of the
K2 mission, in particular with the asteroseismic-based Galactic Ar-
chaeology Program (GAP) (Stello et al. 2015). The GAP has so
far published seismic results for K2 Campaign 1 (C1) (Stello et al.
2017), and is in the process of releasing results for additional cam-
paigns, including C4, C6, and C7 (Zinn et al., in preparation). Here,
we use the results from the Bayesian Asteroseismology data Mod-
eling Pipeline (Stello et al. 2017, see also Zinn et al., in preparation)
of stars in C1, C4, C6, and C7 to verify log g from The Cannon.
In Figure 17 we show the comparison between the spectro-
scopic log g from GALAH and the seismic log g derived using
Equation 3,with data being from theK2-HERMES survey. The log g
coverage of the seismic results is limited by the length (∼ 80 days)
and sampling (∼ 30min) of the K2 time series. To reach lower
log g stars would require longer time series, while higher log g
stars requires faster sampling. The dispersion seen in Figure 17 is
dominated by the uncertainty in the spectroscopic values, which is
evident from the narrow seismic log g range around 2.4 for the red
clump stars, as expected from stellar evolution theory, compared
to the larger spread in spectroscopic log g values . Generally, we
see a good agreement between the spectroscopic and seismic re-
sults, but with a slight bias for low luminosity red giant branch stars
(2.8 < log g < 3.2), where the spectroscopic values may be under-
estimated; see binned data in orange relative to the blue one-to-one
line in Figure 17. This bias is also observed for each campaign
separately. We also note that the dispersion (dashed orange curves)
of about 0.3 dex, is larger than would be expected either from the
spectroscopic log g uncertainty estimated by the GALAH pipeline
or from the scatter between repeat observations, which in both cases
is below 0.2 dex for the majority of stars (Figure 15). This may sug-
gest that the asteroseismically inferred surface gravities also have
unresolved issues. We note that stars with extreme differences be-
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Figure 15. Uncertainty in spectroscopic stellar parameters, Ba abundance, and radial velocity as a function of SNR. The blue curve shows the uncertainty
as predicted by The Cannon (based on covariance errors and the SNR-dependent RMS within the leave-out-test). The other two curves are for uncertainties
estimated using repeat observations, where the repeated stars are on the same fibre (orange curve) and different fibres (green curve). The numbers given in each
panel are the uncertainties estimated from The Cannon covariance and repeat observations for stars on the same and on different fibres at SNR=40, which is
the median value of the SNR. For radial velocity, the solid lines are for rv_synt while the dashed lines are for rv_obst.
tween seismic and spectroscopic log g values can potentially be
blends (in the K2 data) or mis-identifications.
With the TESS launch scheduled for April 2018, there will be
further opportunity in the near future to train and test the GALAH
log g values using seismology. In particular, stars in TESS’s south-
ern continuous viewing zone will be observed for up to one year,
pushing the boundaries of the log gseism range GALAH can access.
4.5 Globular and open clusters
Stellar clusters provide an excellent sample of stars with which to
validate the GALAH results. Many clusters have been extensively
studied (e.g., see the review of globular cluster abundances by Bas-
tian & Lardo 2017), and they span a large range of metallicities,
ages, and other parameters. GALAH has targeted several globular
and open clusters for validation purposes during its pilot observ-
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Figure 16.Comparison of GALAH effective temperaturesTeff with IRFM temperatures derived from SkyMapper photometry. Residuals (SkyMapper-GALAH)
are shown as function of stellar parameters and colour coded by E(B-V) according to the scale on the top left. Grey points are stars flagged as unreliable in
GALAH.
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Figure 17. Comparison of GALAH surface gravity with asteroseismic sur-
face gravity derived using data from the K2 mission (Campaign C1, C4, C6,
and C7). Median and the confidence-interval-based dispersion of the differ-
ence between the two gravities are shown in the top left corner. The solid
blue line shows the one-to-one relation. The solid orange line shows the 50th
percentile, while the dotted lines show the 16th and 84th percentiles, derived
in 0.2 dex wide bins in log gseism. Stars shown are with flag_cannon=0
and snr_c2>30.
ing campaign, and several more fell within our survey fields and
members were serendipitously observed. In this section we discuss
clusters that were not only observed by the GALAH survey, but
also by related surveys: TESS-HERMES (Sharma et al. 2018), K2-
HERMES (Wittenmyer et al. 2018) and the HERMESOpen Cluster
Project (De Silva et al., in preparation). As such, some of the clusters
and members discussed in this work are not available in GALAH
DR2.
Cluster members were identified by cuts in radial velocity
around the literature values (Kharchenko et al. 2013) and proper
motions fromUCAC5 (Zacharias et al. 2017). Onlymembers within
the cluster radius given inKharchenko et al. (2013)were considered.
We found reliable members of 7 globular and 11 open clusters. In
Figure 18 we show the Kiel diagrams for the globular clusters and
Figure 19 is the same for the open clusters, overplotted with PAR-
SEC+COLIBRI isochrones (Marigo et al. 2017). The isochrones
have not been fitted to the data; rather, we are simply using the
literature values for each cluster. For the globular clusters we use
metallicities from Harris (1996) and ages from Forbes & Bridges
(2010). For the open clusters we use the values in Kharchenko et al.
(2013). We note that these references are compilations of literature
data.
As would be expected for the magnitude range, the globular
cluster members have been recovered as giant stars. They are usu-
ally found on narrow sequences, though these are sometimes offset
from the isochrone. Most of the open clusters are young and most
of the observed targets are main sequence stars. For the youngest
clusters (e.g., Blanco 1 and Pleiades) there is evidence for a temper-
ature dependence of their metallicities due to fast rotation causing
a degeneracy within the spectra and hence systematics in the stellar
parameters.We stress that these also translate into abundance trends
we see.
In agreement with many previous studies (e.g., Johnson & Pi-
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Figure 18. Kiel diagrams (Teff [K] vs. log g [dex]) of globular cluster stars observed by GALAH. Cluster members were identified from our own radial velocity
measurements, proper motions from UCAC5 (Zacharias et al. 2017), and parameters from Kharchenko et al. (2013). We stress that isochrones have not been
fitted to the data. For each cluster, we plot PARSEC+COLIBRI isochrones (Marigo et al. 2017) with ages from Forbes & Bridges (2010) and metallicities from
Harris (1996).
lachowski 2010), we find that a large metallicity spread in ω Cen:
−2.0 < [Fe/H] < −0.5 (top panel of Figure 20) with four peaks in
the metallicity distribution.We also confirm the distinctive distribu-
tion of s-process element abundance with metallicity, here demon-
strated with [Ba/Fe] (bottom panel of Figure 20). [Ba/Fe] increases
withmetallicity until [Fe/H] ≈ −1.5 and appears to become roughly
constant thereafter.
Open clusters are particularly valuable validation objects for
our derived element abundances, because we expect stars from the
same open cluster at the same evolutionary phase to show intrin-
sically very similar abundance patterns and they have metallicities
similar to the majority of the GALAH main sample. As a result,
these clusters are ideal benchmarks to validate abundance determi-
nations.
For this data release, we are concentrating on the open clus-
ter M67, for which we have observed turn-off, subgiant, red gi-
ant branch, and red clump stars with a mean iron abundance of
[Fe/H] = −0.01±0.08 and a radial velocity of 34.08±0.85 km s−1.
We stress that the measured iron abundance is different from the
value by Kharchenko et al. (2013) used in Figure 19. In addition
to the Kiel diagram of the cluster members and histograms of both
iron abundance and radial velocity, we show stellar parameters and
element abundances as a function of effective temperature Teff in
Figure 21. We note that the turn-off stars cover a larger range of
broadening velocities, whereas the evolved stars are usually slow
rotators. The larger broadening is coincident with lower iron abun-
dance estimates of the pipeline and also manifested in the iron abun-
dance distribution, showing an increase of iron abundance towards
lower temperatures and lower broadening.
When we look at the difference between the abundances of
dwarfs (defined as Teff > 5500 K or log g > 4.0) and giants (Teff 6
5500 K and log g 6 4.0) as part of the GALAH observations of
M67, we see trendswith effective temperature (above 1σ difference)
for Al, K, Sc, and V in addition to Fe. We see no significant trends
with Teff (less than 1σ difference) for O, Ti, Ni, Zn. No trends (less
than 0.5σ difference) can be seen for Na, Mg, Si, Ca, Cr, Mn, Cu,
Y, Ba, La. For the elements Li, C, Co, and Eu we can not assess the
trends due to the low number of stars in either category. None of
these trends with temperature are corrected for and hence increase
the overall abundance scatter within the cluster (see Table 4). We
stress that some of these trends have also been found in other studies.
For O and Al similar trends have been found by Gao et al. (2018),
when analysing higher resolution data with a very similar analysis.
For K, the trend with temperature is expected because of strong
non-LTE effects. As outlined in Section 3.2.3, the lines of some
elements are not strong enough in dwarf or giant spectra within the
GALAH range to be detected precisely or at all. When assessing
the scatter within dwarfs and giants of the cluster separately, we
hence find a lower scatter for several elements, which are a more
appropriate measure of our internal precision. These range from the
highest precisions of 0.04 − 0.08 dex (Fe, Al, Sc, Ti, V, and Cu)
over high precision of 0.08 − 0.12 dex (C, Na, Si, Cr, and Mn) and
intermediate precision of 0.12 − 0.16 dex (O, Mg, K, Ca, Co, Ni,
Zn, and Y) to low precision above 0.16 dex (Li, Ba, La, Eu) for the
stars observed in M67.
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Figure 19. Kiel diagrams (Teff [K] vs. log g [dex]) of open cluster stars observed by GALAH. Cluster members were identified from our own radial velocity
measurements, proper motions from UCAC5 (Zacharias et al. 2017), and parameters from Kharchenko et al. (2013). We stress that isochrones have not been
fitted to the data. For each cluster, we plot PARSEC+COLIBRI isochrones (Marigo et al. 2017) with ages from and metallicities from Kharchenko et al. (2013).
4.6 Comparison with other studies and surveys
Because of the variety of high-resolution, high-quality, and large-
scale spectroscopic studies and surveys to compare with, we have
decided to only choose two homogeneously analysed samples for
comparison in this study: Bensby et al. (2014) and its follow-up
studies (Battistini & Bensby 2015, 2016; Bensby & Lind 2018)
for dwarf stars and APOGEE DR14 (Abolfathi et al. 2017) for gi-
ants. While we only use those stars with flag_cannon = 0 and
flag_X_Fe = 0 (see Figures 22-24), we append the same com-
parisons including extrapolated abundances (flag_X_Fe 6 1) in
Section 4.7.
4.6.1 GALAH DR2 vs. 714 dwarf spectra from Bensby et al.
(2014)
In this section, we compare the general trends of the stars with
similar parameters (Teff > 5500 K or log g > 3.3) to the stars
analysed by Bensby et al. (2014). Their first study included the
elementsO,Na,Mg,Al, Si, Ca, Ti, Cr,Ni, Zn,Y, andBa. Battistini&
Bensby (2015) added a similar, homogeneous follow-up analysis of
Sc, V,Mn, and Co. The follow-up study of neutron-capture elements
by Battistini & Bensby (2016) includes the elements La and Eu,
while Bensby & Lind (2018) have published Li measurements for
the 714 dwarfs.Wehere abbreviate these studies together as "Bensby
studies". Similar to the study by Buder et al. (2018), the majority of
dwarfs in GALAH DR2 covers metallicity / iron abundance ranges
of −0.7 < [Fe/H] < 0.5. We hence refer the reader to the detailed
discussion by Buder et al. (2018) and only briefly discuss the trends
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Table 4. Abundances of the open cluster M67. For this compilation, we define dwarfs as stars with Teff > 5500 K or log g > 4.0, and giants as stars with
Teff 6 5500 K and log g 6 4.0.
Abundance Nr. stars Mean Nr. dwarfs Mean Nr. Giants Mean
[Fe/H] 156 −0.01 ± 0.08 107 −0.05 ± 0.07 49 0.06 ± 0.05
[Li/Fe] 4 0.92 ± 1.58 2 2.48 ± 0.10 2 −0.64 ± 0.29
[C/Fe] 49 0.05 ± 0.09 49 0.05 ± 0.09 0 −
[O/Fe] 131 −0.03 ± 0.15 84 0.02 ± 0.14 47 −0.13 ± 0.12
[Na/Fe] 134 0.09 ± 0.09 96 0.10 ± 0.09 38 0.06 ± 0.07
[Mg/Fe] 143 −0.00 ± 0.12 94 0.02 ± 0.12 49 −0.05 ± 0.11
[Al/Fe] 122 −0.05 ± 0.09 93 −0.08 ± 0.07 29 0.05 ± 0.05
[Si/Fe] 155 −0.04 ± 0.12 106 −0.06 ± 0.12 49 0.01 ± 0.09
[K/Fe] 113 0.25 ± 0.17 97 0.28 ± 0.15 16 0.01 ± 0.11
[Ca/Fe] 137 0.03 ± 0.12 96 0.03 ± 0.12 41 0.04 ± 0.12
[Sc/Fe] 153 0.09 ± 0.09 107 0.12 ± 0.08 46 0.01 ± 0.04
[Ti/Fe] 142 0.00 ± 0.06 106 −0.01 ± 0.05 36 0.05 ± 0.07
[V/Fe] 129 0.13 ± 0.14 101 0.07 ± 0.08 28 0.37 ± 0.07
[Cr/Fe] 144 0.02 ± 0.10 107 0.01 ± 0.11 37 0.06 ± 0.06
[Mn/Fe] 141 0.06 ± 0.09 95 0.05 ± 0.07 46 0.08 ± 0.11
[Co/Fe] 9 −0.04 ± 0.15 5 −0.04 ± 0.18 4 −0.03 ± 0.08
[Ni/Fe] 147 0.17 ± 0.17 106 0.13 ± 0.14 41 0.29 ± 0.17
[Cu/Fe] 121 −0.03 ± 0.08 94 −0.05 ± 0.09 27 0.01 ± 0.06
[Zn/Fe] 154 0.03 ± 0.14 105 0.06 ± 0.13 49 −0.04 ± 0.14
[Y/Fe] 156 0.17 ± 0.15 107 0.14 ± 0.15 49 0.22 ± 0.14
[Ba/Fe] 122 0.18 ± 0.21 102 0.19 ± 0.21 20 0.12 ± 0.20
[La/Fe] 31 0.06 ± 0.23 18 0.11 ± 0.24 13 −0.01 ± 0.20
[Eu/Fe] 5 −0.02 ± 0.19 1 0.19 4 −0.08 ± 0.18
we see for each element represented in the Bensby studies. From
Figures 22, 23, and 24 we see:
• For several element abundances (O, Si, Ca, Ti, Mn, and Zn), mea-
sured in the Bensby studies and our Data Release 2, we find a strong
agreement of the trends, manifested in the overlap of the majority of
our stars (with highest density in the yellow regions in these figures)
with the high-quality data points of the Bensby studies.
• For Na, Al, Sc, Cr, Ni, Y, and Ba we see good agreement of
the general trends, but minor shifts of the mean abundance around
iron abundances of −0.2 dex, which might originate in zero-point
offsets or target selection differences. For Y and Ba, the different
mean abundances might be a manifestation of the different ages and
hence different s-process enhancements.
• In GALAHwe see a rather flat but not decreasingMg abundance in
the super-solar regime. Contrary to Bensby et al. (2014), this trend
is also found by APOGEE (see neighboring panel in Figure 22).
• Because of the detection limits and flagging algorithm, we can not
measure a large number of Li, C, Co, La, and Eu abundances.
• In the case of Li, we can usually only estimate the abundance for
Li-rich stars. However, we have also been able to identify numerous
metal-poor dwarfs following the Spite plateau Spite & Spite (1982)
and giants with lower Li around the solar photospheric value, which
show strong enough lines due to their cool atmospheres (Buder et al.
2018). For Co and Eu, the metal-rich end of GALAH overlaps with
stars of the Bensby studies. For La, however, we see a disagree-
ment. Zero-point offsets of around 0.25 dex would however lead to
a agreement for dwarfs (but La under-abundances in giants). Ad-
ditionally, we can not estimate C abundances in almost any giants
(due to the highly excited line we can use in the GALAH range).
4.6.2 GALAH DR2 vs. APOGEE DR14
In the right hand panels of Figures 22 to 24, we compare GALAH
DR2 giants with those of APOGEE. The GALAH DR2 giants
and their abundances are based on the selection of stars with
Teff < 5500 K and log g < 4, covering the majority of stars from
the calibrated APOGEE sample. While we can see a good agree-
ment of the APOGEE-based contours along the red giant branch,
we note that the red clump region of APOGEE is more elongated
and GALAH DR2 shows a rather local overdensity. We note stars
identified as red clump stars have been shifted based on calibrations
with asteroseismic values. For GALAH DR2, we include a large
number of stars with asteroseismic surface gravities, but to span the
parameter space in this region, we have to also include stars without
this precise gravity information. We also want to stress, that the pa-
rameter space for which the GALAH pipeline is optimised, does not
include the very luminous giants and therefore we can not reliably
provide stellar parameters for stars below 4000 K.
• When comparing our results with APOGEE DR14, we see good
agreement of the abundance trends for Mg, Al, and Mn.
• The [O/Fe] vs. [Fe/H] trends exhibits a steeper slope for giants in
GALAH than for dwarfs or for giant stars in APOGEE DR14. Al-
though the calculation of the abundance includes departures from
LTE, this disagreement could be caused by the 1D model atmo-
sphere (i.e., neglecting 3D effects in the analysis). The missing
flattening of [O/Fe] for the metal-rich regime is however consistent
with the dwarf studies and a validation to not treat oxygen as a
regular α-element.
• Na agrees for the highest density of stars, but in the GALAH giant
abundances, the upturn of [Na/Fe] in the metal-rich regime is not
seen, contrary to the results in dwarfs and APOGEE.
• For Si in giants, we note a disagreement at the metal-rich regime
([Fe/H] > 0) where we measure an increase of [Si/Fe] contrary to
measurements for dwarfs and APOGEE DR14. We note however
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Figure 20. Top: Metallicity distribution of the members of ω Centauri
observed. We find the main population at [Fe/H] ≈ −1.8, an intermediate
metallicity population at about [Fe/H] ≈ −1.4, and a further population
at [Fe/H] ≈ −1.2. There is a tail of stars that extends to [Fe/H] ≈ −0.5.
Bottom: The distribution of [Fe/H] with [Ba/Fe] in ω Centauri. We find
the expected rapid increase of s-process elemental abundances previously
observed in ω Centauri.
a significant bimodality in [Si/Fe] as one would expect from an
overlap of thin and thick disc stars.
• K is affected by non-LTE effects in giants as well as by interstel-
lar absorption, which makes the comparison with APOGEE more
difficult.
• For [Ca/Fe] there is a zero point difference but otherwise a good
agreement for this element.
• We note strong disagreement for Ti, where GALAH follow the
expected α-element behaviour but APOGEE does not; for further
discussions see e.g. Albareti et al. (2017); Hawkins et al. (2016).
• For V we see a significant disagreement with both the dwarf abun-
dances and APOGEE DR14. We report this element anyway, be-
cause of the useful abundances in dwarfs, but advise not to use of
[V/Fe] in giants.
• For Cr, we see a good agreement, but the Cr abundance of
APOGEE DR14 giants follows Fe even closer than for GALAH
DR2 stars.
• Even though we have not been able to measure many Co abun-
dances due to weak and blended lines, the number densities of the
two surveys seem to be consistent.
• Our Ni trend for giants with [Fe/H] > −0.5 is higher than the
one seen APOGEE DR14, where Ni tracks Fe closely, as expected
on nucleosynthetic grounds. We note that our dwarf-based [Ni/Fe]
results are significantly better.
• In addition, in this data release we include some elements not cov-
ered by APOGEE DR14, including Sc, Cu, Zn, Y, Ba, La, and Eu.
In general the GALAH results for giants and dwarfs are in reason-
ably good agreement but with giants we can trace those abundance
trends to lower metallicities.
4.7 Systematic trends in the parameter space
The GALAH survey data covers a large range of stars with different
stellar parameters and includes spectra with peculiarities. Although
the majority of stars can be described with one set of stellar labels
(see the unflagged stars of this data release shown in Figure 28),
we face many challenges in the analysis, which can compromise
these labels. The identification of the influence of shortcomings of
our analysis is complex and an ongoing process. We want to stress
that our pipeline is only tailored for non-peculiar spectra of stars
of spectral type F, G and K, which consist the vast majority of the
survey targets. We are also mindful that a quadratic model might
not describe all spectra perfectly within the parameter space and
imperfect training labels can introduce systematic trends in the final
results. We hence identify and point out several systematic trends
in the parameter space of this data release, which may contribute to
these shortcomings of the analysis:
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Figure 21. Overview of stellar parameters and element abundances for the open cluster M67. The top left panel shows the M67 Kiel diagram, followed
horizontally by the metallicity and radial velocity distributions. The top right panel show the microturbulence velocity vmic as a function of effective
temperature Teff. The other panels show two more stellar parameters (vbroad and [Fe/H]) as well as element abundances. Colour indicates the iron abundances
and black circles indicate flagged measurements. Text annotates mean values and dispersion, which can also be found in Table 4 together with individual lists
for dwarfs and giants.
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Figure 22. Comparison of the Kiel diagrams (top panel) and individual abundances (Li through Al) for the sample of 714 dwarfs (Bensby et al. 2014; Battistini
& Bensby 2015, 2016; Bensby & Lind 2018) on the left hand side as well as APOGEE DR14 giants (Abolfathi et al. 2017) on the right hand side. GALAH
DR2 data (with flag_cannon = 0 for stellar parameters and flag_X_fe = 0 for the respective element X) are plotted as colored density with a minimum of 5
stars per bin. The literature values for dwarfs are overplotted as black dots, while the APOGEE giants (with finite values, ASPCAPFLAG = 0, and STARFLAG = 0
for stellar parameters as well as X_FE_FLAG = 0 for the respective element X) are shown as contours.
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Figure 23. Continuation of Figure 22 for elements Si through Mn.
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Figure 24. Continuation of Figures 22 and 23 for elements Co through Eu.
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• Red clump stars: According to stellar evolution models, red clump
stars should be concentrated at a certain locus in the Kiel diagram
due to their similar stellar parameters (Teff ≈ 4800 ± 200 K and
log g ≈ 2.5 ± 0.3 dex). While there is an over-density in the ex-
pected locus, with the DR2 stellar parameters the shape of the red
clump is not entirely as expected, but extending to too high surface
gravities (Figure 28b). Although we note that this density structure
might partially originate from stars at the red giant branch bump,
the reason for this behaviour is not yet known. We have tested this
behaviour using only asteroseismically-based estimates of the sur-
face gravities for the training set around this region but have not
achieved a significant improvement in the appearance of the red
clump.
• Cool giants: In the optical regime, strong molecular absorption
lines dominate the HERMES spectra for Teff . 4500 K. The re-
sulting blending of our diagnostic lines (H, Sc, Ti, and Fe) intro-
duces degeneracies and systematic trends like the overestimation
of surface gravities with coincident underestimation of metallicity.
Without external information to break those degeneracies, we are
currently unable to estimate reliable stellar parameters for the most
luminous cool giants in our sample and had to exclude this region
from the training set. The Cannon is therefore extrapolating the la-
bels of these stars, covering the cool end of the red giant branch
(group (1) in Figure 28d.
• Hot stars: Stars hotter than cool F types are typically dominated
by extended Balmer lines and exhibit only a few, weak metal lines
within the HERMES wavelength range. The spectra of these stars
hence include less and degenerate information on all stellar parame-
ters. Until now, we have neither been able to analyse these stars with
our pipeline, nor include these stars in the training set. Although The
Cannon model can extrapolate the stellar parameters of these stars,
their parameters show systematic trends (group (2) in Figure 28d).
The surface gravities of these stars are overestimated and stars with
effective temperatures > 7000 K are typically underestimated, as
the comparison with Gaia benchmark stars (Section 4.1) and IRFM
(Section 4.3) have shown. It is also noted that the high rotational
velocities of these hotter stars make the analysis more difficult both
for the SME and The Cannon steps.
• Cool dwarfs: Similar to cool giants, molecular absorption lines
dominate the spectra of cool dwarfs. Because of the low amount of
non-peculiar cool dwarfs overlapping with TGAS, we have not been
able to include enough cool dwarfs in the training set to ensure a
good coverage of these stars and are hence flagging them (group (3)
in Figure 28d). We note however, that the significant upturn for cool
dwarfs in the previous data releases (Martell et al. 2017; Sharma
et al. 2018) has been largely removed by the use of astrometric
information to break degeneracies with surface gravity.
• Some over-densities in abundance space: We have tried to imple-
ment a flagging algorithm to identify unreliable data but we can
not exclude that some reliable stars are flagged and vice-versa. We
recommend that only unflagged stars and abundances should
be used as far as possible. This would for example avoid the prob-
lematic groups in Figure 28, or under-abundant [Si/Fe] or [Ti/Fe]
(see Figures B1, B2, and B3) that otherwise would lead to erroneous
abundances. In some cases however it has not been possible to flag
the results even if the abundances are expected to be questionable.
We caution that the K textsci 7699Å line can be affected by inter-
stellar medium absorption, which has not been taken into account;
this is expected to be of particular concern at low metallicity when
the stellar line is weak and for low-latitude fields where the redden-
ing is high. We also stress that the V lines employed in GALAH
are especially vulnerable to blending, which is likely causing the
inferred V abundances in giant stars in particular to be susceptible
to systematic errors (Figure 24). As always when not accounting
for departures from LTE, systematic errors may be present; in DR2
we have made an effort to include non-LTE calculations for key
elements such as Li, O, Na, Mg, Al, Si, and Fe, but several other
elements remain to be studied in detail.
5 CATALOGUE SELECTION AND CONTENT
The stars in GALAH DR2 are selected with straightforward cri-
teria. All stars from the main GALAH survey, observed between
16th January 2014 and 12th September 2017, are considered for
inclusion. These main survey fields have field_id between 0 and
6545. Although we share observing and analysis infrastructure with
K2-HERMES, TESS-HERMES, HERMES Open Cluster Program,
and HERMES Bulge survey, stars observed for those surveys are
not in this public data release.
From the GALAH main survey we select the DR2 data set by
making the following cuts and selections:
• Only stars with reliable radial velocity estimates (rv_synt exists
and e_rv_synt< 3 km s−1) are included.
• If fewer than five stars in a given observing plate configuration
were successfully reduced, the entire configuration is excluded.
• Spectroscopic binaries and emission-line stars are included, but
are flagged as described in Section 3.4.2.
• If stars were observed multiple times, we only report the highest
SNR observation and remove duplicates.
• We report up to 23 element abundances (Li, C, O, Na, Mg, Al,
Si, K, Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Y, Ba, La, Eu)
per star. An overview of these elements is shown in Figure 25.
Future releases of the GALAH survey will include abundances of
additional elements, such as Rb, Sr, Zr, Mo, Ru, Ce, Nd, and Sm.
These elements are not included in DR2 since they will require
additional verification to ensure that the inferred abundances are
trustworthy.
We use the isochrone-based Bayesian method described in
Sharma et al. (2018) to estimate distances to all stars in DR2. Figure
26 shows the distance distribution for dwarfs and giants, dividing
them simply at log g = 3.5. Dwarfs are mainly confined to the solar
neighborhood (84% are within 1 kpc), while giants extend much
further (84% are within 4 kpc).
The 342,682 stars in GALAH DR2 provide a very detailed
sample of the Milky Way in the solar neighbourhood. To visualise
the extent of DR2 in the Galaxy, we transform the coordinates and
distances into (x,y,z) heliocentric Cartesian and (R,φ,z) Galacto-
centric cylindrical coordinates. Figure 27 shows the density of stars
across the (R,z) and (x,y) planes.
The observational selections (location of the telescope, avoid-
ing the Galactic plane and high-latitude fields) can be seen in the
spatial footprint of DR2. We have very few stars with x < 0 and
y > 0 because we primarily observe fields with δ < 0 and |b| < 60,
which excludes the 90 < l < 180 region (Figure 1).
The tSNE dimensionality reduction process discussed in Sec-
tion 3.4.2 identifies spectra in several unusual categories. These
include binary and triple stars, stars with emission lines, and also
spectra that showed difficulty in the data reduction. These stars
are not excluded from the data set, but they are marked with
the flag_cannon field in the table. This is a bitmask that spec-
ifies what makes the spectrum unusual, as defined in Table 5. We
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recommend using values from the DR2 catalogue for stars with
flag_cannon= 0.
Table 5 lists the columns in the GALAH DR2 catalogue,
along with data types, units, and a brief description of each field.
The catalogue includes identifiers to enable cross-identification;
GALAH observational information; J2000 astrometry; photometry
from 2MASS and the VJK magnitude used for target selection; SNR
in each HERMES channel; radial velocity measured with the two
methods described in Section 2.3; information about the quality of
The Cannon solution for the stellar parameters; stellar parameters;
and abundances for 23 elements from Li to Eu. We recommend
using abundances with flag_x_fe= 0.
The GALAH DR2 catalogue and documentation is available
athttps://galah-survey.org and athttps://datacentral.
aao.gov.au/docs/pages/galah/, through a search form or
ADQL query. The catalogue is also available through TAP
via https://datacentral.aao.gov.au/vo/tap. Some Python
tools for processing the data are available online in an open-source
repository4.
6 SCIENCE RESULTS ACCOMPANIED BY THIS DATA
RELEASE
A number of science and technical papers based on GALAH DR2
results or GALAH spectra have been published recently, or are
being made available along with the general description of the data
release. They include:
• Quillen et al. (2018), “The GALAH Survey: Stellar streams and
how stellar velocity distributions vary with Galactic longitude,
hemisphere and metallicity”: We find that structure in the planar
(u,v) velocity distribution in the disc depends on metallicity and
viewing direction. We infer that there is fine structure in local ve-
locity distributions that varies over distances of a few hundred pc in
the Galaxy.
• Duong et al. (2018), “TheGALAH survey: properties of theGalac-
tic disc(s) in the solar neighbourhood”: We investigate the vertical
density and abundance profiles of the chemically and kinematically
defined ‘thick’ and ‘thin’ discs of the Galaxy. The steep vertical
metallicity gradient of the low-α population is in agreement with
models where radial migration has a major role in the evolution of
the thin disc. In the high-α population, a negative gradient in metal-
licity and a small gradient in [α/M] indicate that it experienced a
settling phase, but also formed prior to the onset of major SNIa
enrichment.
• Kos et al. (2018), “The GALAH Survey: chemical tagging of star
clusters and new members in the Pleiades”: The technique of chem-
ical tagging uses the elemental abundances in stellar atmospheres to
’reconstruct’ chemically homogeneous star clusters that have long
since dispersed. Reliable clustering in a noisy high-dimensional
space is a difficult problem that remains largely unsolved. Here,
we explore t-distributed stochastic neighbour embedding (t-SNE),
which identifies an optimal mapping of a high-dimensional space
into fewer dimensions whilst conserving the original clustering in-
formation. We show that this method is a reliable tool for chemical
tagging because it can: (i) resolve clustering in chemical space alone,
(ii) recover known open and globular clusters with high efficiency
and low contamination, and (iii) relate field stars to known clusters.
4 https://github.com/svenbuder/GALAH_DR2
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Table 5. Column names, units, data types and descriptions for the GALAH DR2 table
Field Units Data type Description
star_id char[16] 2MASS ID number by default, UCAC4 ID number if 2MASS unavailable (begins with UCAC4-)
sobject_id int64 Unique per-observation star ID
gaia_id int64 Gaia DR2 identifier
ndfclass char[8] Observation type (MFOBJECT (regular observation) or MFFLX (benchmark observation))
field_id int64 GALAH field identification number
raj2000 deg float64 Right ascension from 2MASS, J2000
dej2000 deg float64 Declination from 2MASS, J2000
jmag mag float64 J magnitude from 2MASS
hmag mag float64 H magnitude from 2MASS
kmag mag float64 K magnitude from 2MASS
vmag_jk mag float64 Synthetic V magnitude calculated from JHK, used for target selection
e_jmag mag float64 Uncertainty in J magnitude, from 2MASS
e_hmag mag float64 Uncertainty in H magnitude, from 2MASS
e_kmag mag float64 Uncertainty in K magnitude, from 2MASS
snr_c1 float64 Signal to noise per pixel in the HERMES blue channel
snr_c2 float64 Signal to noise per pixel in the HERMES green channel
snr_c3 float64 Signal to noise per pixel in the HERMES red channel
snr_c4 float64 Signal to noise per pixel in the HERMES IR channel
rv_synt km s−1 float64 Radial velocity from cross-correlation against synthetic spectra
rv_obst km s−1 float64 Radial velocity from internal cross-correlation against data
rv_nogr_obst km s−1 float64 Radial velocity from internal cross-correlation against data, uncorrected for gravitational redshift
e_rv_synt km s−1 float64 Uncertainty in rv_synt
e_rv_obst km s−1 float64 Uncertainty in rv_obst
e_rv_nogr_obst km s−1 float64 Uncertainty in rv_nogr_obst
chi2_cannon float64 Summed chi-squared over all spectral pixels
sp_label_distance float64 Label distance similar to Ho et al. (2017)
flag_cannon int64 Flags for spectrum information in a bitmask format
0=No flag recommended
+1 (1st bit raised)=The Cannon starts to extrapolate. For some stars the values could be incorrect.
+2 (2nd bit raised)=The χ2 of the best fitting model spectrum is significantly higher or lower
+4 (3r d bit raised)=Reduction flag raised
+8 (4th bit raised)=Binary star
+16 (5th bit raised)=Negative flux
+32 (6th bit raised)=Oscillating continuum
+64 (7th bit raised)=General reduction issues
+128 (8th bit raised)=Emission lines
teff K float64 Effective temperature
e_teff K float64 Uncertainty of teff
logg dex float64 Surface gravity
e_logg dex float64 Uncertainty of logg
fe_h dex float64 Iron abundance (not overall metallicity [M/H])
e_fe_h dex float64 Uncertainty in fe_h
vmic km s−1 float64 Microturbulence velocity
e_vmic km s−1 float64 Uncertainty in vmic
vsini km s−1 float64 Line of sight rotational velocity
e_vsini km s−1 float64 Uncertainty in vsini
alpha_fe dex float64 α enhancement, determined as an error-weighted combination of Mg, Si, Ca, Ti abundances
e_alpha_fe dex float64 Uncertainty in alpha_fe
x_fe dex float64 [X/Fe] abundance for element X.
e_x_fe dex float64 Uncertainty in x_fe
flag_x_fe int64 Flags indicating difficulty in abundance determination in a bitmask format
0=No flag recommended
+1 (1st bit raised)=Line strength below 2-σ upper limit
+2 (2nd bit raised)=The Cannon starts to extrapolate. For some stars the values could be incorrect.
+4 (3r d bit raised)=The χ2 of the best fitting model spectrum is significantly higher or lower.
+8 (4th bit raised)=flag_cannon is not 0
• Buder et al., “The GALAH survey: An abundance, age, and kine-
matic inventory of the solar neighbourhood made with TGAS”: We
investigate the age and kinematic structure in the local disc using
GALAH stars in the TGAS (Lindegren et al. 2016) data set. We find
that age is a clearer indicator of thin disc vs thick disc membership
than kinematics or chemical composition.
• Khanna et al., “Velocity fluctuations in the Milky Way using red
clump giants”: We investigate the possibility of streaming motions
in the Galactic disc. We find no evidence for large-scale velocity
MNRAS 000, 1–38 (2018)
The GALAH Survey: Second Data Release 33
300040005000600070008000
Teff [K]
0
1
2
3
4
5
6
lo
g
g
[d
ex
]
(a) flag cannon = 0
300040005000600070008000
Teff [K]
0
1
2
3
4
5
6
lo
g
g
[d
ex
]
(b) flag cannon = 0
300040005000600070008000
Teff [K]
0
1
2
3
4
5
6
lo
g
g
[d
ex
]
(c) flag cannon = 1
300040005000600070008000
Teff [K]
0
1
2
3
4
5
6
lo
g
g
[d
ex
]
(1)
(2)
(3)
(d) flag cannon = 1
−2.0
−1.5
−1.0
−0.5
0.0
0.5
[F
e/
H
]
[d
ex
]
−2.0
−1.5
−1.0
−0.5
0.0
0.5
[F
e/
H
]
[d
ex
]
100
200
300
400
500
N
r.
d
en
si
ty
10
20
30
40
50
60
N
r.
d
en
si
ty
Figure 28. Kiel diagrams of the GALAH data release 2. (a) stars with flag_cannon = 0 colored by their iron abundance, (b) stars with flag_cannon = 0
as density plot with stars with flag_cannon = 1 as black dots in the background for perspective, (c) stars with flag_cannon = 1 colored by their iron
abundance, (d) stars with flag_cannon = 1 as density plot.
fluctuations away from the Galactic plane. We also identify and
remove systematic effects and distance errors from data in the mid-
plane and find significantly less power in velocity fluctuations than
previously claimed.
• Gao et al., “The GALAH Survey: Verifying abundance trends in
the open cluster M67 using non-LTE spectroscopy”: We carry out a
careful non-LTE analysis of Li, O,Na,Mg,Al, Si and Fe abundances
using GALAH spectra for 69 stars in the open cluster M67. We find
that the star-to-star scatter in abundance is on the order of 0.05 dex,
and we find abundance trends with temperature that are broadly
consistent with the atomic diffusion models of Dotter et al. (2017).
• Simpson et al., “The GALAH survey: Co-orbiting stars and chem-
ical tagging”: We investigate the pairs and groups of stars with
very similar distances from the Sun and proper motions reported
by Oh et al. (2017). GALAH DR2 contains two stars in 15 of the
apparently co-moving pairs, and we find that nine of them are truly
co-orbiting. Of those nine pairs, we have reliable stellar parame-
ters and abundances for six. Of those, three have highly similar
abundance patterns and are likely to be co-natal, while three have
quite different abundance patterns and are likely to be participating
in a dynamical resonance. We emphasize the importance of stellar
streams and co-orbiting pairs as a testbed for full chemical tagging
in the Galactic disc.
• Zwitter et al., “The GALAH Survey: Accurate Radial Veloci-
ties and Library of Observed Stellar Template Spectra”: We derive
precise radial velocities (σ ≈ 100 m s−1) for 306,633 stars from
GALAH DR2 that fall in well-populated areas of the H-R diagram
in the metallicity range −0.6 6[Fe/H]6 +0.3. This is done by com-
parison against 1362 median spectra constructed from sets of 103
to 2276 GALAH spectra with virtually identical stellar parameters.
The level of accuracy achieved is adequate for studies of dynam-
ics within stellar clusters, associations and streams in the Galaxy.
The library of median spectra should be useful as a reference set in
the HERMES bandpasses, and the radial velocity values and their
errors are included in GALAH DR2 as rv_obst and e_rv_obst.
For reference also the radial velocities without gravitational red-
shift rv_nogr_obst are reported, as Gaia DR2 will allow a more
accurate estimate of this effect.
• Simpson et al., “The GALAH and TESS-HERMES surveys: high-
resolution spectroscopy of luminous supergiants in the Magellanic
Clouds and Bridge”: We report the serendipitous observation of
about 560 members of the Magellanic Clouds by the Milky Way
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spectroscopic GALAH and TESS-HERMES surveys. We also find
at least one star that appears associated with structured star forma-
tion in the Magellanic Bridge. All the observed stars in the Magel-
lanic Clouds are intrinsically luminous supergiant stars, well outside
the normal parameter range of The Cannon analysis pipeline used
by these surveys. But we find that these supergiants are located
in coherent (if astrophysically incorrect) places in the label space,
allowing us to identify these Magellanic Cloud stars.
• Kos et al., “Holistic spectroscopy: complete reconstruction of
a wide-field, multi-object spectroscopic image using a photonic
comb”: We present a new method for extraction of spectroscopic
data using forwardmodelling of the raw images, accounting for opti-
cal aberrations, scattered light, and variable fibre throughput. Using
this method we can produce 1D spectra with an effective resolution
over twice the nominal resolution of the HERMES spectrograph.
7 CONCLUSIONS
The stellar parameter and abundance information contained in
GALAHDR2will enable major steps forward in Galactic Archaeol-
ogy, including detailed work to identify clusters within the chemical
space and characterize its structure and dimensionality. In combi-
nation with the dynamical information provided by Gaia DR2, we
will work toward a reliable narrative of how the Milky Way was
assembled and how it has evolved since, using chemodynamics and
chemical tagging.
The GALAH survey team will continue the project, collecting
additional data toward the goal of onemillion stars and continuing to
develop the analysis procedure, in particular to incorporate parallax
information from Gaia. Future GALAH data releases will include
re-reductions and reanalyses of all stars from DR2 as well as new
stars observed in the intervening time.
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Table A1. Selected lines for the elemental abundance analysis.
Elem. Ion Wavelength [Å] LEP [eV] log(gf ) Reference Line mask [Å] Segment mask [Å]
Li 1 6707.7635 0.0000 -0.00200 YTD09 6707.650-6707.981 6705.761-6709.761
Li 1 6707.9145 0.0000 -0.30300 YTD09 6707.650-6707.981 6705.761-6709.761
C 1 6587.610 8.5370 -1.0210 HBG93 6587.461-6587.786 6585.610-6589.610
O 1 7771.944 9.1460 0.36900 NIST1 7771.559-7772.309 7769.500-7777.500
O 1 7774.166 9.1460 0.22300 NIST1 7773.722-7774.582 7769.500-7777.500
O 1 7775.388 9.1460 0.00200 NIST1 7775.112-7775.762 7769.500-7777.500
Na 1 4751.8218 2.1040 -2.0780 GESMCHF 4751.689-4751.944 4750.822-4752.822
Na 1 5682.6333 2.1020 -0.70600 GESMCHF 5682.517-5682.997 5680.633-5684.633
Na 1 5688.205 2.1040 -0.40400 GESMCHF 5687.917-5688.392 5686.200-5690.200
Mg 1 4730.0286 4.3460 -2.3470 NIST1 4729.908-4730.232 4728.500-4732.029
Mg 1 5711.088 4.3460 -1.7240 CT9 5710.857-5711.328 5709.090-5713.090
Mg 1 7691.550 5.7530 -0.78300 NIST1 7691.204-7691.779 7689.550-7695.550
Al 1 6696.023 3.1430 -1.5690 MEL95 6695.778-6696.173 6695.000-6697.000
Al 1 6698.673 3.1430 -1.8700 MEL95 6698.392-6698.895 6697.673-6699.673
Al 1 7835.309 4.0220 -0.6890 Kelleher 7834.984-7835.472 7834.000-7837.500
Al 1 7836.134 4.0220 -0.4940 K75 7835.813-7836.431 7834.000-7837.500
Si 1 5665.5545 4.9200 -1.9400 GARZ|BL 5665.200-5665.800 5663.550-5667.550
Si 1 5690.425 4.9300 -1.7730 GARZ|BL 5690.180-5690.683 5688.430-5692.430
Si 1 5793.0726 4.9300 -1.9630 GARZ|BL 5792.719-5793.293 5791.073-5795.073
Si 1 6721.8481 5.8630 -1.0620 N93 6721.476-6722.683 6719.848-6723.848
K 1 7698.9643 0.0000 -0.1760 Wang 7698.573-7699.296 7696.960-7700.960
Ca 1 5857.451 2.9330 0.24000 S 5857.018-5857.625 5855.451-5859.451
Ca 1 5867.562 2.9330 -1.5700 S 5867.307-5867.743 5865.500-5869.800
. . . . . . . . . . . . . . . . . . . . . . . .
References: AP: astrophysical, BBEHL: Biémont et al. (2011), BG: Biemont & Godefroid (1980), BGHL: Biemont et al. (1981), BK: Bard & Kock (1994),
BKK: Bard et al. (1991), BL: O’brian & Lawler (1991), BMP83: Blackwell et al. (1983), BWL: O’Brian et al. (1991), CT09: Chang & Tang (1990), CSS89:
Carlsson et al. (1989), CSSTW: Cardon et al. (1982), DLSSC: Den Hartog et al. (2011), DSVD92: Davidson et al. (1992), FMW: Fuhr et al. (1988), GARZ:
Garz (1973), GBP89: Grevesse et al. (1989), GESB82c: Blackwell et al. (1982a), GESB82d: Blackwell et al. (1982b), GESB86: Blackwell et al. (1986),
GESHRL14b: Ruffoni et al. (2014), GESHRL14dDen Hartog et al. (2014), GESMCHF: Froese Fischer & Tachiev (2012), Grevesse: Grevesse et al. (2015),
HBG93: Hibbert et al. (1993), HLSC: Den Hartog et al. (2003), K06: Kurucz (2006), K07: Kurucz (2007), K08: Kurucz (2008), K09: Kurucz (2009), K13:
Kurucz (2013), K14: Kurucz (2014), K75: Kurucz (1975), Kelleher: Kelleher & Podobedova (2008), KP: Kurucz & Peytremann (1975), KR: Kock & Richter
(1968), KSZ: Kerkhoff et al. (1980), LBS: Lawler et al. (2001a), LD: Lawler & Dakin (1989), LD-HS: Lawler et al. (2006), LGWSC: Lawler et al. (2013a),
LWHFSC: Lawler et al. (2014), LWHS: Lawler et al. (2001b), LWST: Lennard et al. (1975), LGW13: Lawler et al. (2013b), LSCI: Lawler et al. (2009),
MB09: Meléndez & Barbuy (2009), MC: Meggers et al. (1975), MEL95: Mendoza et al. (1995), MRW: May et al. (1974), N93: Nahar (1993), NIST10:
Ralchenko et al. (2010), PQWB: Palmeri et al. (2000), RU: Raassen & Uylings (1998), S: Smith (1988), SLS: Sobeck et al. (2007), SR: Smith & Raggett
(1981), T83av: Ryabchikova et al. (1999), VGH: Vaeck et al. (1988), Wang: Wang et al. (1997), WBb: Whaling & Brault (1988), WHLBG: Whaling et al.
(1985), WLSC: Wood et al. (2013), WLSCb: Wood et al. (2014), WSL: Wickliffe et al. (1994), YTD09: Yan et al. (1998)
APPENDIX B: ABUNDANCE OVERVIEW OF
EXTRAPOLATED ABUNDANCES
This paper has been typeset from a TEX/LATEX file prepared by the author.
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Figure B1. Comparison of the Kiel diagrams (top panel) and individual abundances (Li through Al) with the sample of 714 dwarfs (Bensby et al. 2014;
Battistini & Bensby 2015, 2016; Bensby & Lind 2018) on the left hand side as well as APOGEE DR14 giants (Abolfathi et al. 2017) on the right hand side.
GALAH DR2 data (with flag_cannon = 0 for stellar parameters and flag_X_fe 6 1 for the respective element X) are plotted as colored density with a
minimum of 5 stars per bin. The literature values for dwarfs are overplotted as black dots, while the APOGEE giants (with finite values, ASPCAPFLAG = 0, and
STARFLAG = 0 for stellar parameters as well as X_FE_FLAG = 0 for the respective element X).
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Figure B2. Continuation of Figure B1 for elements Si through Mn.
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Figure B3. Continuation of Figures B1 and B2 for elements Co through Eu.
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