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Predicting lexical norm data has been done via text cor-
pora (e.g., Bestgen & Vincze, 2012; Recchia & 
Louwerse, 2014) and a word association corpus 
(Vankrunkelsven, Verheyen, De Deyne, & Storms, 2015) 
We compare the quality of prediction using both sources 
of data. 
We predict 3 affective variables: valence, dominance, 
and arousal 
And 2 non-affective variables: concreteness, and age of 
acquisition (AoA) 
These predictions are cross-validated using lexical norm 
data 
1. Introduction 
2.1. Data 
Text corpus: 
Syntactic dependency model (De Deyne, Verheyen, & 
Storms, 2015) : 
 Dutch articles in newspapers and magazines  
 Internet web pages  
 Dutch movie subtitles and Corpus of Spoken Dutch  
 103,842 lemma types  
Similarities (cosine measure) 
Word association corpus: 
12,566 cue words (De Deyne, Navarro, & Storms, 2013)  
Similarities (cosine measure) 
2.2. Prediction 
MDS-PROFIT: 
  Multidimensional scaling (HiT-MDS: 2D - 40D) 
  PROFIT: optimal direction in semantic space: multi-
ple linear regression with the variable in question as 
criterion and the coordinates of the words in the se-
mantic space as predictors 
 Prediction word(s): projection(s) on this optimal di-
rection  
 
 
  
 
 
 
 
 
 
 
 
 
 
 
K-nearest neighbors 
Average of norm scores of variable that is predicted from 
the K-nearest neighbors (based on similarity). K: 1-50, 
60, 70, 80, 90, 100  
K-nearest neighbors weighted 
Weighted average according to similarity 
2.3. Validation 
Cross-validation leave-one-out (L1O) 
Prediction using every word except predicted word.  
Vary size training/test set 
To probe effect of size training set 
2. Method 
 
3. Results 
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Further Information 
Example of a 2 dimensional semantic space consisting of 20 words. 
Words with green dots (10) are used to determine the optimal direc-
tion, the remaining 10 words with red dots are projected on this line 
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3. Results 
Cross-validation L1O Predictions  
Cross-validation with norms for 
valence, arousal, dominance, 
and AoA from Moors et. al. 
(2013) and with norms for con-
creteness from Brysbaert et. 
al. (2014) 
2831 words (present in all da-
tasets) 
Affective variables (valence, 
arousal, dominance)  are better 
predicted from association data 
Concreteness has same quali-
ty of prediction using text or as-
sociations 
Weighted K-nearest neighbors 
gives best predictions with leave-
one-out validation 
Vary size training/test set 
Only association data 
3788 words (present in both 
datasets) 
Training set between 5% and 
95% of complete dataset (steps: 
of 5%) 
For each variable and method 
optimal number of dimensions (2 
to 50) and K from leave-one-out 
validation. (PROFIT: 49, 45, 49, 
50; K-nearest: 50, 10, 10, 50; K-
nearest weighted: 50, 13, 10, 50; 
for valence, arousal, dominance, 
AoA respectively)  
PROFIT extrapolations better 
used with smaller training sets for 
arousal, dominance, AoA (and 
concreteness) 
Weighted K-nearest neighbors  
consistently better then mere av-
erage of K-nearest neighbors  
Best prediction [used dimension or K] for valence (Val.), 
arousal (Aro.), dominance (Dom.), age of  acquisition 
(AoA), and concreteness (Con.) using association data 
(Asso.) or tekst data (Text) 
