Let G be a graph with adjacency matrix A(G) and let D(G) be the diagonal matrix of the degrees of G. For every real α ∈ [0, 1] , define the matrix A α (G) as
Theorem 3 If G is a connected graph of order n and α ∈ [0, 1] , then ρ(A α (G)) ≥ ρ(A α (P n )).

Equality holds if and only if G = P n .
Results similar to Theorem 3 were given for A (G) in [2] and for Q (G) in [1] , but the proof presented in Section 4 turns out to be more involved.
In the final Section 5, we give upper and lower bounds for the spectral radius of the A α -matrices of arbitrary graphs; in particular, we deduce tight bounds for paths and Bethe trees.
Generalized Bethe trees
Given a rooted graph, define the level of a vertex to be equal to its distance to the root vertex increased by one. A generalized Bethe tree is a rooted tree in which vertices at the same level have the same degree.
Throughout this paper, B k denotes a generalized Bethe tree on k levels. Let [k] denote the set {1, . . . , k} . Given a B k and an integer j ∈ [k] , write n k−j+1 for the number of vertices at level j and d k−j+1 for their degree. In particular, d 1 = 1 and n k = 1.
Further, any j ∈ [k − 1], let m j = n j /n j+1 . Then, for any j ∈ [k − 2], we see that
and, in particular,
It is worth pointing out that m 1 , . . . , m k−1 are always positive integers, and that n 1 ≥ · · · ≥ n k . We label the vertices of B k with the numbers 1, . . . , n, starting at the last level k and ending at the root vertex; at each level the vertices are labeled from left to right, as illustrated in Fig. 1 . 67   66  65  64   63  62  61  60  59  58  57  56  55   54  53  52  51  50  49  48  47  46  45  44  43  42  41  40  39  38 Set β = 1 − α, and assume that B k is a generalized Bethe tree labeled as described above. It is not hard to see that the matrix A α (B k ) can be represented as a symmetric block tridiagonal matrix
Recall that the Kronecker product
In the next subsection we use this form to calculate the characteristic polynomial of A α (B k ).
The
Given a generalized Bethe tree B k , define the polynomials P 0 (λ) , . . . , P k (λ) as follows:
The polynomials P 0 (λ) , . . . , P k (λ) can be used to express the characteristic polynomial of A α (B k ), as shown in the following theorem:
Proof Write |A| for the determinant of a square matrix A. To prove (3), we shall reduce φ (λ) = |λI − A α (B k )| to the determinant of an upper triangular matrix. For a start, note that
Let λ ∈ R be such that P j (λ) = 0 for any j ∈ [k − 1], and for any j ∈ [k − 1], set P j := P j (λ) . Multiplying the first row by
and adding it to the second row, we obtain φ (λ) =
we find that
Next, multiply the second row by β
and add it to the third row. Using the definition of P 3 , we find that
Continuing with this procedure, finally we multiply the (k − 1)th row by β
and add it to the last row, thus getting φ (λ) =
Therefore,
Thus, equality (3) is proved whenever P j (λ) = 0 for all j ∈ [k − 1]. Since the polynomials P 1 (λ), . . . , P k−1 (λ) have finitely many roots, the two sides of (3) 
where
Since d s > 1 for all s = 2, 3, ...., j, each matrix T j has nonzero codiagonal entries and it is known that its eigenvalues are simple.
Using the well known three-term recursion formula for the characteristic polynomials of the leading principal submatrices of a symmetric tridiagonal matrix and the formulae (1) and (2), one can easily prove the following assertion:
Lemma 7 Let B k be a generalized Bethe tree, and α ∈ [0, 1) . If the matrices T 1 , . . . , T k are defined as in Definition 6, then λI 40   39  38  37   36  35  34  33  32  31  30  29  28   27  26  25  24  23  22  21  20  19  18  17  16  15  14  13  12  11  10  9  8  7  6  5  4 (1) The spectrum of A α (B k ) is the multiset union 
(2) The multiplicity of each eigenvalue of T j as an eigenvalue of
A α (B k ) is n j − n j+1 if 1 ≤ j ≤ k − 1,
Proof of Theorem 1
A Bethe tree B(d, k) is a rooted tree of k levels in which: -the root has degree d;
-the vertices at level k have degree equal to 1 (pendant vertices).
Clearly, any Bethe tree is a generalized Bethe tree. Theorem 8 immediately implies the following assertion: 
Proof of Theorem 1 Let β = 1 − α. As already mentioned, each tree T ∆ with maximal degree ∆ can be embedded in a Bethe tree B(∆ − 1, k) for sufficiently large k. Hence,
On the other hand, Corollary 9 implies that
Since T k is an irreducible nonnegative matrix, with no equal row sums, its largest eigenvalue is less than its largest row sum. That is,
completing the proof of Theorem 1. ✷ 3 The maximum A α -spectral radius of a tree of order n For the proof of Theorem 2 we need some general facts on the matrices A α . To begin with, if G is a graph of order n and x := (x 1 , . . . , x n ) is a real vector, the quadratic form A α (G) x, x can be represented as
The main tool in the proofs of Theorems 2 and 3 is Proposition 15 of [9] , which reads as: 
Having Proposition 10 in hand, the proof of Theorem 2 is now straightforward:
Proof of Theorem 2 Let T be a tree of order n with maximum spectral radius among all trees of order n.
) is equal to the maximal degree of T, which is n − 1 if and only if T = K 1,n−1 . Next, assume that 0 ≤ α < 1, let A α := A α (T), and let (x 1 , . . . , x n ) be a nonnegative unit eigenvector to ρ (A α ) . Since T is connected, (x 1 , . . . , x n ) is positive (see, e.g., Proposition 13 of [9] ). Choose w ∈ V (T) such that x w = max {x 1 , . . . , x n } , and assume that T = K 1,n−1 . Hence, there is a vertex u ∈ V (T) of degree 1 that is not connected to w. Write v for the neighbor of u, delete the edge {u, v}, and add the edge {u, w} . Clearly the resulting graph H is also a tree. We find that
To complete the proof of Theorem 2, Proposition 38 in [9] yields
Figure 3: The Smith graphs
Connected graphs with minimal A α -spectral radius
Our proof of Theorem 3 is somewhat involved and makes use of a few known results. For a start, let us make two remarks on the graphs in Fig. 3 . First, the spectral radius of each of these graphs is precisely 2; second, the subscript in their notation stands for their order. The family of these graphs was first outlined by J.H. Smith in [12] , who showed that any connected graph with spectral radius at most 2 is an induced subgraph of some of them (see also [3] , p. 92). This fact is crucial for our proof of Theorem 3.
Next, we state a corollary of Proposition 3 of [9]:
Proposition 11 If G is a graph with maximal degree ∆ and α
If ρ (A α (G)) = ∆, then either α = 1, or G is regular.
We need also a simple property of the entries of an eigenvector to ρ (A α (P n )), which seems natural, but is not obvious: 1) , and let (x 1 , . . . , x n ) be a unit nonnegative eigenvector to ρ (A α (P n )).
If n is even, then x n/2 = x n/2+1 .
Proof The Perron-Frobenius theory of nonnegative matrices implies that (x 1 , . . . , x n ) is unique and positive. Since P n is symmetric about its center, it follows that
for any i ∈ [⌊n/2⌋]. Hence, if n is even, then x n/2 = x n/2+1 . Set λ := ρ (A α (P n )); Proposition 11 implies that λ < 2. If 1 < i ≤ ⌈n/2⌉ − 1, the eigenequations for λ and (x 1 , . . . , x n ) read as
If n is even and i = n/2, we find that
Hence, in view of (8), we get
If n is odd, we find that
consequently, x ⌊n/2⌋ < x ⌈n/2⌉ . Now, we conclude the proof of (7) by induction on the difference k = i − ⌈n/2⌉ + 1. Up to this moment we have proved (7) for k = 1. Assume that k > 1, and that inequality (7) holds for k ′ = k − 1. This assumption, together with (9), implies that
completing the induction step and the proof of (7). ✷ Armed with these results, we are ready to prove Theorem 3:
Proof of Theorem 3 Let α ∈ [0, 1], and let G be a connected graph of order n such that ρ (A α (G)) is minimal. Evidently G is a tree, for otherwise we can remove some edge of G, thereby diminishing ρ (A α (G)), contrary to our choice. We assume that n ≥ 5, since the only two trees of order 4 are P 4 and K 1,3 , and Theorem 2 implies that ρ (A α (P 4 )) < ρ (A α (K 1,3 ) ).
For a start, let us note that if α = 1, then
Hence, G = P n , since P n is the only tree with maximal degree equal to 2. Next, assume that 0 ≤ α < 1; hence, Proposition 11 implies that
Assume for a contradiction that G = P n . Thus, Smith's result implies that G is a proper induced subgraph of Y n , F 7 , F 8 , or F 9 . A brief inspection of these graphs shows that only two cases are possible: (a) n ≥ 5 and G is a path (v 2 , . . . , v n ) with an additional vertex v 1 joined to v 3 ; (b) n ≥ 6 and G is a path (v 2 , . . . , v n ) with an additional vertex v 1 joined to v 4 . In either case, we apply Proposition 10 to complete the proof. Let n ≥ 5, let (v 1 , . . . , v n ) be a path P n of order n, and let x := (x 1 , . . . , x n ) be a positive unit eigenvector to ρ (A α (P n )). Delete the edge {v 1 , v 2 } and add the edge {v 1 , v 3 }, thereby obtaining the graph G of case (a). Since Proposition 12 implies that x 2 < x 3 , we find that
contradicting the choice of G; hence, G = P n . The proof of case (b) is carried out by a similar argument and is omitted. ✷
A few bounds on the spectral radius of A α
In this section, we give upper and lower bounds for the spectral radii of the matrices A α (G) for any graph G. These bounds are sufficiently good to deduce tight estimates of the spectral radii of A α (P n ) and A α (B (d, k) ). We shall use Weyl's inequalities for eigenvalues of Hermitian matrices (see, e.g. [6] , p. 181). The conditions for equality in Weyl's inequalities were first established by So in [14] . For convenience we state below the complete theorem of Weyl and So:
Theorem WS Let A and B be Hermitian matrices of order n, and let 1 ≤ i ≤ n and 1 ≤ j ≤ n. Then
In either of these inequalities equality holds if and only if there exists a nonzero n-vector that is an eigenvector to each of the three eigenvalues involved.
A simplified version of (10) and (11) gives
Inequalities (12), together with the basic identity
were used in [9] to establish a number of bounds on the eigenvalues of A α (G). The same simple ideas can be used for further refinement, as shown in the following two propositions.
Proposition 13
Let G be a graph with A (G) = A, Q (G) = Q, and maximum degree ∆.
If G is connected and irregular, equality holds in (13) if and only if
If G is connected and irregular, equality holds in (14) if and only if α = 1/2 or α = 1.
hence inequality (13) follows by Weyl's inequality (12) . Let G be a connected and irregular graph, and assume for a contradiction that 0 < α < 1/2 and equality holds in (13) . The condition for equality in (12) implies that ρ (Q) and ρ (A) have a common eigenvector x; since G is connected, x has no zero entries. Clearly x is an eigenvector to D, that is to say, there is some λ such that Dx = λx. Therefore the degrees of G are equal, contradicting the premise that G is irregular. Hence, if G is connected and irregular, and equality holds in (13) , then α = 0 or α = 1/2. The converse of this statement is obvious.
To prove (ii) note that
hence, inequality (14) follows by Weyl's inequality (12) . The condition for equality can be proved as in clause (i), so we omit it. ✷ Next, we state another basic identity involving the matrices A α (G)
Coupled with Theorem WS, inequality (15) gives the following result: 
so equality holds in (16) for any α ∈ [0, 1]. Now let G be connected and let
for some α = 1/2. The conditions for equality in Weyl's inequalities imply that ρ (Q (G)),
These equalities lead to
Hence for any vertex v ∈ V (G), we see that
Since G is connected, x has no zero entries; in addition, (2α − 1) = 0. Therefore, G is regular, completing the proof of the lemma. ✷ Obviously, identity (15) can be applied to transform lower bounds on ρ (A α (G)) into upper ones, and vice versa. Below, we shall combine it with Proposition 13 to produce lower bounds on ρ (A α (G)).
Proposition 15 Let G be a graph with A (G) = A, Q (G) = Q, and maximum degree ∆.
If G is connected and irregular, equality holds in (17) if and only if
α = 1/2. (ii) If 1/2 ≤ α ≤ 1, then ρ (A α (G)) ≥ αρ (Q) + (1 − 2α) ρ (A) .(18)
If G is connected and irregular, equality holds in (18) if and only if
Proof For a start, note that identity (15), together with inequality (12), gives
To prove (i) note that if 0 ≤ α ≤ 1/2, then 1/2 ≤ 1 − α ≤ 1, so bound (14) implies that
Hence, in view of (19), we get
proving (17). Let G be connected and irregular. If equality holds in (17), then
and Lemma 14 implies that α = 1/2. Clearly, if α = 1/2, then equality holds in (17). The proof of (ii) follows the same idea. If 1/2 ≤ α ≤ 1, then 0 ≤ 1 − α ≤ 1/2, so bound (13) yields
Hence,
proving (18). The condition for equality can be proved as in clause (i). ✷ Next, we apply Propositions 13 and 15 to estimate ρ (A α (P n )). Recall that
Combining these facts with Proposition 13, we get a tight upper bound on ρ (A α (P n )):
Equality holds if and only if α = 0, α = 1/2, or α = 1.
Proof If 0 ≤ α < 1/2, then (13) implies that ρ (A α (P n )) ≤ αρ (Q (P n )) + (1 − 2α) ρ (A (P n )) = α 2 + 2 cos π n + 2 (1 − 2α) cos π n + 1 = 2α + 2 (1 − α) cos π n + 1 + 2α cos π n − cos π n + 1 ≤ 2α + 2 (1 − α) cos π n + 1 .
In this case, it is clear that if α = 0, then equality holds in ( = 2α + 2 (1 − α) 2 cos π n .
To prove (24), recall that in [11] , Theorem 9, it was shown that ρ (Q (B (d, k) (B(d, k) )) ≥ ρ (Q (B (d, k) )) − ρ(A 1−α (B(d, k) ))
On the other hand, the Mean Value Theorem implies that
for some θ ∈ [π/ (k + 1) , π/k]. Since sin (θ) ≤ θ ≤ π/k, we get
completing the proof of (24). ✷
