Abstract: We consider dimension reduction of multivariate data under the existence of various types of auxiliary information. We propose a criterion that provides a series of orthogonal directional vectors, that form a basis for dimension reduction. The proposed method can be thought of as an extension from the continuum regression, and the resulting basis is called continuum directions. We show that these directions continuously bridge the principal component, mean difference and linear discriminant directions, thus ranging from unsupervised to fully supervised dimension reduction. With a presence of binary supervision data, the proposed directions can be directly used for a two-group classification. Numerical studies show that the proposed method works well in high-dimensional settings where the variance of the first principal component is much larger than the rest.
Introduction
In modern complex data, it becomes increasingly common that multiple related data sets are available. We consider the data situation where a supervised dimension reduction is naturally considered. Two types of data are collected on a same set of subjects: a data set of primary interest X and an auxiliary data set Y. The goal of supervised dimension reduction is to delineate major signals in X , dependent to Y. Relevant application areas include genomics (genetic studies collect both gene expression and SNP data (Li et al., 2015a) ) and finance data (stocks as X in relation to characteristics Y of each stock: size, value, momentum and volatility (Connor, Hagmann and Linton, 2012) ), and batch effect adjustments (Lee, Dobbin and Ahn, 2014) .
There has been a number of work in dealing with the multi-source data situation. Lock et al. (2013) developed JIVE to separate joint variation from individual variations. Large-scale correlation studies can identify millions of pairwise variable associations, either between genomic data types (Gilad, Rifkin and Pritchard, 2008) , or for any data types through Canonical Correlation Analysis (CCA, Hotelling, 1936) and multiple CCA (Witten and Tibshirani, 2009 ). Graphical models (Yang et al., 2014) can be efficient in summarizing statistical dependence. Most of these methods, however, do not provide supervised dimension reduction of a particular data set X , since auxiliary data sets assume an equal role.
In contrast, reduced-rank regression (RRR, Izenman, 1975; Tso, 1981 ) and envelop models (Cook, Li and Chiaromonte, 2010) provide sufficient dimension reduction (Cook and Ni, 2005) for regression problems. Variants of Principal Component Analysis (PCA, Wold, Kettaneh and Tjessem, 1996; Fan, Liao and Wang, 2014; Di et al., 2009 ) has been proposed to incorporate auxillary information. Recently, Li et al. (2015b) proposed SupSVD, a supervised PCA that encompasses regular PCA to RRR. Our goal is similar to that of SupSVD, which extends RRR and envelop models, in that main and auxiliary data sets play different roles. We consider a basis (or subspace) recovery to extract the part of main data set which is relevant to the auxiliary data set. Unlike SupSVD, which provides a fully supervised dimension reduction, we seek a unified framework that covers a wide spectrum from fully-supervised to unsupervised dimension reduction.
A potential drawback of fully supervised dimension reduction as a preprocessing for further application of predictive modeling is a double-dipping problem: the same signal is considered both at dimension reduction and at classifiers. In high dimensional data situations, small signals can sway the whole analysis, often leading to a spurious finding that can not be replicated in subsequent studies. A regularized semi-supervised dimension reduction has a potential to mitigate the double-dipping problem.
In this work, we propose a semi-supervised basis learning for the primary data that covers a wide range of spectrum from supervised to unsupervised dimension reduction. A meta-parameter γ ∈ [0, ∞) is introduced to control the degrees of supervision. The spectrum of dimension reduction given by different γ is better understood when there exists a single binary supervision. In such a special case, the directional vectors of the basis continuously bridge the principal component direction, mean difference and Fisher's linear discriminant directions.
The proposed method was motivated by the continuum regression (Stone and Brooks, 1990) , regressors ranging from the ordinary least square to the principal component regression. In the context of regression, our primary data set is predictors while the auxiliary data are the response. The new basis proposed in this work, called continuum directions, can be used with multiple supervision data, consisting of either categorical or continuous variables.
We also pay a close attention to the high-dimension, low-sample-size situations (or the p n case), and give a new insight on the maximum data piling (MDP) direction w M DP , proposed as a discriminant direction by Ahn and Marron (2010) . In particular, we show that w M DP is a special case of the proposed continuum direction, and if p n, MDP is preferable to linear discriminant directions in terms of Fisher's original criterion for Fisher's linear discriminant analysis (LDA, Fisher, 1936) .
As an application of the continuum directions, we endeavor to use the continuum directions in the binary classification problems. Recently, numerous efforts to improve classifications for high dimension, low sample size contexts, or p n, have been made. Linear classifiers such as LDA, the support vector machine (Vapnik, 1995; Cristianini and Shawe-Taylor, 2000) or distance weighted discrimination (Marron, Todd and Ahn, 2007; Qiao et al., 2009 ) often yield better classification than nonlinear methods, in high dimensional data analysis. A recent trend is sparse estimations. Bickel and Levina (2004) studied the independence rule, ignoring off-diagonal entries of S W . Additionally, assuming sparsity of the population mean difference Fan and Fan (2008) proposed the features annealed independence rule (FAIR). Shao et al. (2011) considered a sparse LDA based on thresholding, while Wu et al. (2009) proposed another sparse LDA with an 1 constraint. Cai and Liu (2011) proposed the linear programming discriminant rule (LPD) for sparse estimation of the discriminant direction vector. The sparse LDA and LPD are designed to work well if their sparsity assumptions are satisfied. Sophisticated methods such as those of Wu et al. (2009) and Cai and Liu (2011) usually suffer from heavy computational cost. On the other hand, simpler methods such as FAIR and MDP are much faster. Our method, when applied to the binary classification problem, leads to analytic solutions, and the computation times are scalable.
Continuum directions

Motivation
To motivate the proposed directions for dimension reduction, we first analyze a special case where the supervision data consist of a binary variable. We discuss a few meaningful directions for such situations, viewed in terms of a two-group classification problem. These directions are special cases of the continuum directions, defined later in (6) Let n 1 and n 2 be the numbers of observations in each group and n = n 1 + n 2 . Denote {x 1 , . . . , x n1 } and {y 1 , . . . , y n2 } for the p-dimensional observations of the first and second group, respectively. In our study it is sufficient to keep the sample variance-covariances. Denote
T ) for the within-group variance matrix, i.e. the estimated (pooled) common covariance, and
T for the between-group variance matrix. The total variance matrix is
with the common meanμ = n1x+n2ȳ n , and S T = S W +S B . Fisher's criterion for discriminant directions is to find a direction vector w such that, when data are projected onto w, the between-variance w T S B w is maximized while the within-variance w T S W w is minimized. That is, one wishes to find a maximum of
If S W is non-singular, i.e. the data are not collinear and p ≤ n − 2, the solution is given by w LDA ∝ S −1 W d, where d =x −ȳ. It has been a common practice to extend the solution to the case p > n − 2 using a generalized inverse, i.e.,
where A − here stands for the Moore-Penrose pseudoinverse of square matrix A. In retrospect, when rank(S W ) < p, Fisher's criterion is ill-posed since there are infinitely many w's satisfying w T S W w = 0. Any such w, which also satisfies w T S B w > 0, leads to T (w) = ∞. In fact, in such a situation, w LDA is not a maximizer of T but merely a critical point of T . Ahn and Marron (2010) proposed a maximal data piling (MDP) direction w M DP which maximizes the between-group variance w T S B w subject to w T S W w = 0, and is
Note that w M DP also maximizes a criterion
In the conventional case where n ≥ p, the criteria (1) and (2) are equivalent up to a constant, and w M DP = w LDA . We discuss further in Section 2.4 that MDP is more preferable than LDA in the high-dimensional situations.
A widely used modification to Fisher's criterion is to shrink S W towards an identity matrix, leading to
This approach has been understood as similar in flavor to ridge regression (Hastie, Tibshirani and Friedman (2009); Wu et al. (2009) ). The solution of the above criterion is simply given by w 
with a conventional constraint w T w = 1. In high dimensional data situations, utilizing the principal components is a natural and nonparametric way to filter out any redundant noise. Principal component analysis (PCA) reduces the dimension p to some low number p 0 so that the subspace formed by the first p 0 principal component directions contains maximal variation of the data among all other p 0 dimensional subspaces. In particular, the first principal component direction w P C1 maximizes the criterion for the first principal component direction,
The important three directions of MDP, MD and PCA differ only in criteria maximized. With the constraint w T w = 1, the criteria (2)-(5) are functions of total-variance w T S T w and between-variance w T S B w. For the special binary supervision case, a generalized criterion that embraces all three methods is
where γ takes some value in [0, ∞). The special cases are MDP as γ → 0, MD at γ = 1, and PCA when γ → ∞. The direction vector w γ that maximizes T γ is called the continuum direction for γ.
General Continuum directions
The continuum direction (6) defined for the special binary supervision is now generalized to incorporate any form of supervision. Denote X = [x 1 , . . . , x n ] for the p × n primary data matrix and Y for the r × n matrix with secondary information. The matrix Y contains the supervision information that can be binary, categorical, and continuous. Assuming for simplicity that X is centered, we write the total variance-covariance matrix of X by S T = n −1 XX T , and the Y -relevant variance-covariance matrix of
A completely unsupervised dimension reduction can be obtained by eigenvalue decomposition of S T . On the contrary, a fully-supervised approach is to focus on the column space of S B , corresponding to the mean difference direction when Y is binary. An extreme approach that nullifies the variation in X to maximize the signals in Y can be obtained by eigenvalue decomposition of S − T S B . When Y is categorical, this reduces to the linear discriminant analysis.
Generalizing (6), the following approach encompasses the whole spectrum from the supervised to unsupervised dimension reduction. A meta-parameter γ ∈ [0, ∞) controls the degree of supervision. For each γ, we obtain a basis {w (1) , . . . , w (κ) } for dimension reduction of X in a sequential fashion. In particular, given w (1) , . . . , w (k) , the (k + 1)th direction is defined by w maximizing
subject to w T w = 1 and w T S T w ( ) = 0, = 1, . . . , k.
The sequence of directions {w ( ) : = 1, . . . , κ} for a given value of γ is then
An advantage of requiring S T -orthogonality is that the resulting scores z ,i = x T i w ( ) are uncorrelated with z l,i for = l. These are desirable if these scores are used for further analysis, such as a classification based on these scores.
In sequentially solving (7), choosing large γ provides nearly unsupervised solutions while γ ≈ 0 yields an extremely supervised dimension reduction. The spectrum from unsupervised to supervised dimension reduction is illustrated in a real data example shown in Example 1. The spectrum can also be understood in an analogy to the special binary case (6), the discussion of which is deferred to the next subsection.
Example 1. We demonstrate the proposed method of dimension reduction for a real data set from a microarray study. This data set, described in detail in Bhattacharjee et al. (2001) , contains p = 2530 genes (primary data) from n = 56 patients while the patients are labeled by four different lung cancer subtypes (supervision data).
The continuum directions can provide basis of dimension reduction, ranging from unsupervised (γ ≈ ∞) to fully supervised (γ ≈ 0) dimension reduction. In Fig. 1 , the projected scores of the original data are plotted for four choices of γ.
A dimension reduction by PCA has been useful for this data set, since the four subtypes are visually separated by using the first few sample principal components. The principal component scores are similar to those plotted in the first panel of Fig. 1 when γ is large enough. On the other hand, a fully supervised dimension reduction given by the MDP directions, plotted in the bottom right panel, nullifies any variation in the primary data set. Specifically, all observations corresponding to the same subtype project to a single point, a feature due to the high dimensionality. Thus the projected score for γ = 0 contain only the information relevant to the supervision.
The continuum directions as functions of γ are generically continuous (shown later in Proposition 2), thus the projected scores are also continuous with respect to γ. The continuous transition of the scores from large γ to small γ in Fig. 1 is thus expected. The question of which value of γ to use in final dimension reduction depends on the purpose of analysis. In exploratory statistics of the data, several values of γ may be used to give a full exploration of the data set. If the dimension reduction is performed for regression or classification, a crossvalidation can be used. We further investigate a cross-validatory choice of γ for a special two-group classification study in Section 3.
Relation to continuum regression
A special case of the proposed method, specifically (6) for the binary supervision, can be viewed as a special case of continuum regression (Stone and Brooks, 1990) . The continuum regression leads to a series of regressors that bridges ordinary least squares, partial least squares and principal component regressions. In connection with the continuum directions for binary classification, ordinary least squares regression corresponds to LDA (or MDP in (2)), and partial least squares corresponds to mean difference. In particular, in the traditional case where n > p, it is widely known that w LDA is identical to the coefficients of least squares regression, up to some constant (Hastie, Tibshirani and Friedman, 2009, p.135) .
Some related work has shed light on the relationship between continuum regression and ridge regression (Sundberg, 1993; de Jong and Farebrother, 1994; Bjorkstrom and Sundberg, 1999) . A similar relationship can be established for our case when S B is of rank 1. For simplicity, we assume that the column space of S B is spanned by the vector d. To find the continuum direction w γ that maximizes T γ (w) in (7), differentiating the Lagrangian function log T γ (w) − λ(w T w − 1) with respect to w leads to the equation Left multiplication of w T leads to λ = γ. A critical point of the preceding equation system gives the maximum of T γ . Since
one can further simplify the equation for a critical point
For each γ ∈ [0, 1), there exists an α ≥ 0 such that the continuum discriminant direction w γ is given by the ridge estimator w R α . This parallels the observation made by Sundberg (1993) in regression contexts. We allow negative α, so that the relation to ridge estimators is extended for γ > 1. Theorem 1. If d is not orthogonal to all eigenvectors corresponding to the largest eigenvalue λ 1 of S T , then there exists a number α ∈ (−∞,
The above theorem can be shown by an application of Proposition 2.1 of Bjorkstrom and Sundberg (1999) who showed that, in our notation, the solution of max w T γ (w) is of the ridge form. See Appendix for detailed discussion on the proof of the theorem. The relation between α and γ is nonlinear and depends on S T and d. A typical form of relation is plotted in Fig. 2 , and is explained in the following example.
Example 2. From Fisher's iris data (Fisher, 1936) , we chose 'versicolor' and 'virginica' as two groups each with 50 samples. For presentational purposes, we take the first two principal components of the dataset. See Fig. 2 for the scatterplot of the first two principal components. For a dense set of γ ∈ [0, ∞), the corresponding α is plotted (in the left panel of Fig. 2) , which exhibits the typical relationship between γ and α. The MDP at γ = 0 corresponds to the ridge solution with α = 0. As γ approaches 1, the corresponding ridge solution is obtained with α → ±∞. For γ > 1, α is negative and approaches −λ 1 as γ → ∞. The continuum directions {w γ : γ ∈ [0, ∞)} range from w LDA (which is the same as w M DP since n > p) to w P CA (See the right panel of Fig. 2 ).
The ridge solution may not give a global maximum of T γ when the assumption in Theorem 1 does not hold. An analytic solution for such a case is also provided in Proposition 6 in the Appendix.
Continuum directions in high dimensions
In high dimensional situations where the dimension p of the primary data is much higher than the sample size n, the continuum directions are still welldefined. We return to discuss that MDP has more preferable properties than LDA in the high dimension low sample size situation. The ridge solution plays an important role in the following discussion.
In the conventional case where p ≤ n − 2, It is easy to see that the ridge criterion (3) and its solution w 
for some constant c 1 . Therefore, (S T + αI) 
T , which leads to the con-
It is now easy to see that w
While w M DP is a limit of ridge solutions, w LDA may not meet with w R α as α decreases to 0. When p n, w M DP is orthogonal to w LDA if the mean difference d is not in the range of S W , i.e., rank(S W ) < rank(S T ) (Ahn and Marron, 2010) ,. This fact and Proposition 2 give lim α→0 angle(w LDA , w R α ) = 90
• . Algebraically, the discontinuity of the ridge direction to w LDA comes from the discontinuity of the pseudoinverse. Heuristically, the discontinuity comes from the fact that d does not completely lie in the range of S W . In such a case, there is a direction vector w 0 orthogonal to the range of S W containing information about d (i.e., d
T w 0 = 0). Using S − W in LDA ignores such information. On the other hand, MDP uses S − T , which preserves all information contained in w 0 . The values of Fisher's criterion for various w's in Fig. 3 exemplifies that w M DP should be used as Fisher discriminant direction rather than w LDA in high dimensions. In our application of the continuum directions to binary discriminant analysis in Section 3, we check that the empirical performance of LDA is among the worst.
Numerical algorithms for general case
In general cases where the rank of the between-variance matrix S B is greater than 1, the connection to generalized ridge solutions in Theorem 1 does not hold. Even with binary supervision, when a sequence of continuum directions {w (1) , . . . , w (κ) } is desirable, the ridge parameter α(γ) is different for different k in w (k) , even when γ is held fixed. Here, we propose a gradient descent algorithm to sequentially solve (7) for a given γ.
We first discuss a gradient descent algorithm for w (1) . Since the only constraint is that the vector w is of unit size, the unit sphere S p−1 = {w ∈ R p : w T w = 1} is the feasible space. To make the iterate confined in the feasible space we update a candidate w 0 with w 1 = (w 0 + c∇ w0 )/ w 0 + c∇ w0 , for a step size c > 0, where the gradient vector is ∇ w = S B w w T S B w + (γ − 1)
. To expedite convergence, c is initially chosen to be large so that w 1 ≈ ∇ w0 / ∇ w0 . If this choice of c overshoots, i.e., with this update T γ (w 1 ) < T γ (w 0 ) then we immediately reduce c to unity, so that the convergence to maximum is guaranteed, sacrificing fast rate of convergence. The iteration is stopped if 1 − |w T 1 w 0 | < ε or |T γ (w 1 ) − T γ (w 0 )| < ε for a needed precision ε > 0. The step size c can be reduced if needed, setting c = 1 has ensured convergence with a precision level ε = 10 −10 in our experience. For the second and subsequent directions, suppose we have w (1) , . . . , w (k) and are in search for the w (k+1) . The S T -orthogonality and unit size constraints lead to the feasible space S = {w ∈ S p : w T S T w ( ) = 0, w T w = 1, = 1, . . . , k}. Since any w ∈ S is orthogonal to z ( ) := S T w ( ) , = 1, . . . , k, the solution lies in the nullspace of Z k = [z (1) , . . . , z (k) ]. We use orthogonal projection matrix
−1 Z k to project the variance-covariance matrices S T and S B onto the nullspace of Z k , and obtain S (k)
The gradient descent algorithm discussed above for w (1) is now applied with S (k)
B and S (k)
T to update candidates of w (k+1) , without the S T -orthogonality constraint.
The following lemma justifies this iterative algorithm converges to the solution w (k+1) .
Lemma 3. (i) Let x * i = P k x i be the projection of x i onto the nullspace of
The solution w (k+1) of the unconstrained optimization problem max w T (k) γ satisfies w T (k+1) S T w = 0 for = 1, . . . , k. Proof of Lemma 3. Part (i) is trivial. For part (ii), note that for all w ∈ S, P k w = w. Replacing w by P k w in T γ (w) gives the result. For part (iii), we use Lemma 4 in the Appendix which shows that the solution w of maximizing T (k) γ lies in the column space of P k S T P k . Thus, the solution w (k+1) satisfies the constraint w T (k+1) S T w = 0 for = 1, . . . , k. It can be seen from Lemma 3 that the optimization is performed with the part of data that is S T -orthogonal to Z k . While making the optimization simpler, we do not lose generality because the original criterion T γ has the same value as T (k) γ for candidate w in the feasible region (Lemma 3(ii) ). This with the last result (iii) shows that our optimization procedure leads to (at least) local maximum in the feasible region.
Application to binary classification
In this section, we focus on an application of the continuum directions to linear binary classification. In particular, we return to the simple setting presented in Section 2.1, and compute w γ as in (6), which is normal to a separating hyperplain. Suppose that w γ points towards the first group, i.e., w T w γ > − log(n 1 /n 2 ). Since the direction w γ is directly used in classification, we call it a continuum discriminant direction and the classifier will be called continuum discriminant analysis (CDA), in this section.
Computation and cross-validation for CDA
A discrete sequence of the first continuum directions is obtained by the relationship between w γ and ridge solutions; See Section 2.3. We utilize the fact that there is a corresponding γ for each ridge parameter α ∈ (−∞, −λ 1 ] ∪ [0, ∞). Let M > 0 be a maximum value for evaluating α. In our experience it is sufficient to choose M = 10λ 1 , ten times larger than the first eigenvalue of S T . Define
. . , K for some number K. The small number > 0 keeps the matrix S T + α (k) I p invertible and was chosen to 0.01 for numerical stability.
The sequence {w γ(α) : α = α (k) , α (k) , k = 0, . . . , K} is augmented by the two extremes w M D (∝ d) and w P C1 .
If d is orthogonal to all eigenvectors corresponding to λ 1 , then γ does not tend to infinity even though α has reached −λ 1 . In such a case, the remaining sequence of directions is analytically computed using Proposition 6.
In the high dimension low sample size situation, where p n, a computational shortcut to avoid the inversion of the p × p matrix S T + αI p can be used. Recall the eigen-decomposition of S T = U ΛU T where U = [u 1 , . . . , u m ] spans the range (column space) of S T for m = min(n − 1, p). Then for Λ = diag(λ 1 , . . . , λ m ), δ = U T d, the continuum directions are obtained via only involving the inversion of m × m matrices:
For the two-group classification problem at hand, we use the following cross validation scheme to choose the value of γ (or equivalently, α). Randomly divide the numbers {1, . . . , n 1 , n 1 + 1, . . . , n} into 2 ≤ R ≤ n non-empty subgroups H 1 , H 2 , . . . , H R . Then the samples are divided into X r = {x i , y j : i ∈ H r , j+n 1 ∈ H r }, for r = 1, . . . , R. Let S 
is the total number of misclassified cases among the validation sets for the given γ. The final choice of γ isγ = arg min γ CV (γ). If the minimum is attained at several γ's, the smallest of these γ's is selected.
The computational procedure is further demonstrated in Section 3.3.
A simulation study
A simulation is performed to empirically reveal the underlying model under which the continuum directions are useful and the numerical performance of CDA, the classifier based on the first continuum direction, is good. We compare with linear discriminant analysis (LDA), independence rule (IR) by Bickel and Levina (2004) , the features annealed independence rule (FAIR) by Fan and Fan (2008) , and the distance weighted discrimination (DWD) (Marron, Todd and Ahn, 2007; Qiao et al., 2009) . The setup in the simulation study is as follows. We assume two groups with mean µ 1 = 0 and µ 2 = c 0 1 s for some constant c 0 and 1 s = (1, . . . , 1, 0, . . . , 0) T where the number of 1's is s = 10. The common covariance matrix is Σ p = (1 − ρ)I p + ρ1 p 1 T p for ρ ∈ {0, 0.1, 0.25}. The compound symmetry model allows examination from independent to highly correlated settings. The scalar c 0 = 3(1
−1/2 varies for different (p, ρ) to keep the Mahalanobis distance between µ 1 and µ 2 equal to 3.
Training and testing data of size n 1 = n 2 = 50 are generated from normal distribution of dimension p = 200, 400 and 800. The parameter γ of CDA is chosen by the ten-fold cross validation as discussed in the previous section. The number of features for FAIR is also chosen by the ten-fold cross validation. The average classification errors and the standard deviations based on 100 replications are provided in Table 1 . Our results show that the CDA performs much better than other methods considered here when the correlation between variables is strong (ρ = 0.1, 0.25). In the independent setting (ρ = 0), the performance of CDA is comparable to IR and DWD. FAIR is significantly better than CDA when ρ = 0, because the crucial assumption of FAIR that the non-zero coordinates of µ 1 − µ 0 are sparse is also satisfied. The IR and FAIR, based on the assumption of independent variables, perform well when ρ = 0, but severely suffer from larger correlations (ρ = 0.1, 0.25), in which cases classification rates are close to 50% which is about the same as random guess. DWD also suffers from the highly correlated structure.
Another observation is that the performance of LDA is better for larger ρs. A possible explanation is that the underlying distribution N (µ i , Σ) becomes nearly degenerate for larger ρ. The true covariance matrix has a very large first eigenvalue λ 1 = pρ + (1 − ρ) compared to the rest of eigenvalues λ j = 1 − ρ, 2 ≤ j ≤ p. Both the LDA and CDA benefit from extensively incorporating the covariance structure, in spite of the poor estimation of Σ p when p n. Poor performance of FAIR for the strongly correlated case is also reported in Fan, Feng and Tong (2011) , where they proposed the regularized optimal affine discriminant (ROAD), which is computed by a coordinate descent algorithm. Due to the heavy computational cost, we excluded the ROAD as well as the sparse LDA by Wu et al. (2009) and the linear programming discriminant rule (LPD) by Cai and Liu (2011) . These methods aim to select few features as well as to classify, based on assumptions of sparse signals. CDA does not require such assumptions.
Real Data Examples
In this section, we provide two real data examples whose auxiliary information is binary. 
Leukemia data
We first use the well-known data set of Golub et al. (1999) , which consists of expression levels of the 7129 genes from 72 acute leukemia patients. Similar to the data preparation of Cai and Liu (2011) , the dataset was preprocessed as follows. We filtered 140 genes with extreme variances, i.e., either larger than 10 7 or smaller than 10 3 . Then genes with the 3000 largest absolute tstatistics were chosen. The dataset included 38 training cases (27 AMLs and 11 ALLs) and 34 testing cases (20 AMLs and 14 ALLs) and is available at http://www.broadinstitute.org.
With the two-group classification in mind, we obtain w γ for a discrete set of 0 ≤ γ < ∞, as in Section 3.1. The cross validation with R = 10 leads tô γ = 0.279. Figure 4 shows the cross validation index CV (γ) over γ ∈ [0, 4]. The smallest cross validatory misclassification rate is 2/38. Figure 4 also shows the classification errors of training and testing data for different γs. For smaller γ values, including γ = 0 (corresponding to MDP) and the chosenγ, the classification errors are 1 out 34 for the test set, and 0 out of 38 for the training set. In comparison, LDA, the independence rule, DWD and linear SVM (Vapnik, 1995) result in 2-6 testing errors. From the work of Fan and Fan (2008) and Cai and Liu (2011) , FAIR and LPD makes only 1/34 testing error. The classification results of CDA with the chosenγ as well as those of other methods are summarized in Table 2 Table 3 Misclassification rate (in percent) of liver nuclei outlines data. Mean and standard deviation of ten repetitions are reported.
Liver cell nuclei shapes
In a biomedical study, it is of interest to quantify the difference between normal and cancerous cell nuclei, based on the shape of cells. We analyze a dataset in Wang et al. (2011a) , which consists of discretized cell outlines, Procrustes-fitted to each other to extract shape information. See Rohde et al. (2008); Wang, Ozolek and Rohde (2010); Wang et al. (2011a,b) for detailed pre-processing procedures. In the dataset, there are n 1 = 250 normal liver tissue outlines and n 2 = 250 liver hepatoblastoma outlines. Each outline is represented by 90 planar landmarks, leading to p = 180.
In the context of classification of the above dataset, CDA with cross-validated γ is compared with LDA, DWD, FAIR, and a quadratic discriminant analysis (QDA). As explained in Section 3.2, the threshold value of FAIR is chosen using cross validation. The QDA is modified to have smaller variability by using a ridge-type covariance estimator. Explicitly, let S 1 , S 2 be the sample covariance matrices for each group. Then the modified QDA classifies a new observation
The ridge parameter α is chosen by a cross-validation similar to the procedure described in Section 3.1.
For the comparison, we randomly assign 50 cases as a testing data set, and each classifier is calculated with the remaining 450 cases. The empirical misclassification rates of classifiers are computed based on the training dataset and on the testing dataset. This is repeated for 100 times to observe the variation of the misclassification rates. For the continuum directions with varying γ, we observe that the classification error rates become stable as γ increases. See Fig. 5 . Both the training and testing error rates become close to 33.5% as the directions tend to MD and to PCA. This is because, for this dataset, w M D and w P C1 are close to each other with angle(w M D , w P C1 ) = 6.67
• , and both exhibit good classification performances, with error rates close to 33.5%. For each training dataset, γ is chosen by the cross validation. Manyγs have values between (0, 0.5), but a few of those are as large as γ = 3, as shown in Fig. 5 . The performance of CDA with cross-validated γ is compared with other methods in Table 3 . Based on the testing error rate, CDA performs comparable to more sophisticated methods such as FAIR and DWD while LDA and QDA tend to overfit and result in worse classification rates than the other methods examined. 
Discussion
We proposed a criterion evaluating continuum directions, forming a basis for dimension reduction of primary data set, while the degrees of supervision from a auxiliary data set are controlled by a meta-parameter. An application of the proposed directions to binary classification was discussed in more detail. Numerical properties of the proposed binary classifier have demonstrated good performance when p n. In particular, our method outperforms several other methods when the variance of the first principal component is much larger than the rest. We also check that in real data sets, our method performs similar to much complicated methods.
The proposed method bridge several well-known approaches, including LDA, MDP, MD, ridge estimators and PCA. The method provides a simple but unified framework in understanding the aforementioned methods, as continuum regression does in the regression setting. There are several other criteria that also give a transition between LDA (or MDP) and PCA. A slightly modified criterion from (6), F α (w) = (w T S B w) 2 /|w T (S T + αI p )w| with the constraint w T w = 1, gives the ridge solutionw α = (S T + αI) − d with the same α ∈ (−∞, λ 1 ) ∪ [0, ∞). This criterion is first introduced in a regression problem (Frank and Friedman, 1993; Bjorkstrom and Sundberg, 1999 ), but has not been adopted into classification framework. Wang et al. (2011b) proposed a modified Fisher's criterion
that bridges between LDA and PCA. For δ = 0, the criterion (9) becomes identical to equation (1) up to the constant 1, thus equivalent to LDA. In the limit of δ → ∞, δτ δ (w) converges to the criterion for w P C1 . The maximizer of τ δ is a solution of a generalized eigenvalue problem. We leave further investigation of these criteria as future research directions. Lee, Ahn and Jeon (2013) also discussed discrimination methods that bridge MDP and MD, in high dimension low sample size context. The method of Lee, Ahn and Jeon (2013) is in fact equivalent to a part of continuum directions, restricted for γ ∈ [0, 1]. In this paper, the continuum between MDP to PCA is completed by also considering γ > 1, the method is extended for supervised dimension reduction, and a connection to continuum regression is made clear.
A two-group classification problem is understood as a special case of regression. In particular, let y be +1 if the ith observation is in the first group or −1 if it is in the second group. Then the total variance matrix S T ∝ X T X and the mean difference d = X T y. The criterion (6) is K 2 (w)V γ−1 (w), which satisfies the assumptions of Theorem 5. Theorem 1 is thus a special case of Theorem 5.
Equations (11) and (12) 
The criterion T γ in the canonical coordinate is proportional to
Thus T γ is maximized byẑ T = (ẑ T 1 ,ẑ T 1 ) for anyẑ 2 = ±z 2 and anyẑ 1 that satisfies (12). This proves (ii).
If (13) does not hold, then by contradiction we have z 1 = 0. Thusz is of the form (0 ι , z 2 ) for z 2 satisfying (11). Since the first coordinate of δ 2 is nonzero, an application of Theorem 1 leads that there exists α ∈ (−∞, −λ ι+1 ) ∪ [0, ∞) such that z 2 ∝ (Λ 2 + αI) − δ 2 . To conclude (i), we need to rule out the possibility of α having values in (−λ 1 , −λ ι+1 ). Let M k = M k (a) = δ T 2 (aI − Λ 2 ) −k δ 2 for k = 1, 2, . . .. The derivative of M k with respect to a is M k = −kM k+1 . We have M k (a) > 0 for a ∈ (λ ι+1 , λ 1 ]. The assumption of (i) is written as γ ≤ λ 1 M 2 (λ 1 )/M 1 (λ 1 ). It can be shown that aM 2 (a)/M 1 (a) is a decreasing function of a > λ ι+1 . This leads to γ ≤ aM 2 /M 1 , for any a ∈ (λ ι+1 , λ 1 ].
For z α = (Λ 2 +αI) − δ 2 / (Λ 2 +αI) − δ 2 , T γ ((0 ι , z −a )) = M We have used (14) and the Cauchy-Schwartz inequality. Since T γ is increasing in a, any z α with α ∈ (−λ 1 , −λ ι+1 ) can not be a maximizer of T γ for any γ, which completes the proof.
Example 3. Let S T = diag(4, 1) and d = (0, 2) T . This is the case where d is orthogonal to the first eigenvector of S T . The assumption of Theorem 1(ii) holds for γ > 4/3. Considering the sequence of w γ , a ridge solution exists for each γ < 4/3. The corresponding α reaches to −λ 1 = −4 at γ = 4/3; For γ > 4/3, Theorem 1 gives the exact expression for w γ . In the toy example, w LDA = w M DP = w M D = w γ for γ ∈ [0, 4/3]. For γ > 4/3, w γ approaches w P CA as γ increases. See Fig. 6 for an illustration of the continuum discriminant directions for the toy data. 
