We have studied A + A → ∅ reaction-diffusion model on a ring, with a bias ǫ (0 ≤ ǫ ≤ 0.5) of the random walkers A to hop towards their nearest neighbor. Though the bias is local in space and time, we show that it alters the universality class of the problem. The z exponent, which describes the growth of average spacings between the walkers with time, changes from the value 2 at ǫ = 0 to the mean-field value of unity for any non-zero ǫ. We study the problem analytically using independent interval approximation and compare the scaling results with that obtained from simulation. The distribution P (k, t) of the spacing k between two walkers (per site) is given by t −2/z f (k/t 1/z ) as expected; however, the scaling function shows different behaviour in the two approaches.
We have studied A + A → ∅ reaction-diffusion model on a ring, with a bias ǫ (0 ≤ ǫ ≤ 0.5) of the random walkers A to hop towards their nearest neighbor. Though the bias is local in space and time, we show that it alters the universality class of the problem. The z exponent, which describes the growth of average spacings between the walkers with time, changes from the value 2 at ǫ = 0 to the mean-field value of unity for any non-zero ǫ. We study the problem analytically using independent interval approximation and compare the scaling results with that obtained from simulation. The distribution P (k, t) of the spacing k between two walkers (per site) is given by t −2/z f (k/t 1/z ) as expected; however, the scaling function shows different behaviour in the two approaches. Diffusion controlled annihilation problems have received lots of attention in the past [1] [2] [3] . Annihilating random walkers mimic the dynamics of voter models and the Ising-Glauber model in one dimension. The rate equation (mean field) for single-species irreversible annihilation reaction predicts that the density of the particles decays with time as 1/t for a random initial configuration of the particles. This description is correct only for spatial dimension d ≥ 4, the regime of validity of the mean field approach. The time scale is set by the reaction rate, which at high dimensions, is given by the steady state flux of the particles on average towards any particle in the system. At low dimensions, for d ≤ 2, the problem of recurrence of random walks appear. From the point of diffusion, the collision rate is effectively infinite. The rate equation gives the asymptotic behavior of the density of particles N p (t) decaying as ∼ 1/t 1/z for d < 2 with z = 2. The average domain size (i.e. the distance between neighbouring walkers in one dimension) D s scales as t 1/z and this is the only length scale which characterizes the reactant distribution. The scaling is robust as long as the particle motions are uncorrelated, diffusive with well defined mean and fluctuation.
Here, we present the study of the time evolution of a set of randomly distributed random walkers on a ring, having the interaction A + A → ∅, evolving with the following dynamical rule: at each time step each walker moves towards its nearer neighbour with a probability 1/2 + ǫ. ǫ = 0 would give the usual unbiased random walkers while for ǫ = 1/2 the walkers will always move towards their nearer neighbours making the system quasideterministic. We call this model the Anisotropic walker model (AWM) hereafter. The AWM, for ǫ = 1/2, coincides with the binary opinion dynamics/spin model (BS model) proposed in [4] .
In BS model, surprisingly, it was found that z ≃ 1.
That means ǫ alters the universality class of the problem. Further, it was suggested [5] that any ǫ in the range 0 < ǫ ≤ 1/2 alters the value of the exponent z [6]. Here, we study AWM to understand the effect of ǫ on the long time behavior of the A + A → ∅ model. We study, particularly, the distribution P (k, t) of the interval sizes (the distance between the neighbouring walkers) k per site at time t and its evolution with time. We have employed Independent Interval Approximation (IIA) to study the evolution analytically and complemented the findings with Monte Carlo simulation results. We obtain the scaling solution of P (k, t) for late times. IIA analysis describes the dynamics of the model for ǫ = 0 extremely well [7] . For non-zero ǫ, IIA analysis gives the scaling form for P (k, t) with the scaling exponent z = 1 as is obtained from simulation. However, the scaling function from IIA analysis decays exponentially as is expected since any correlation among the intervals are not considered in the analysis. For non-zero ǫ, the particle positions and the intervals are strongly correlated as is found by the power-law decay of the scaling function in simulation. Our results show that ǫt becomes the new time-scale for non-zero ǫ. As a result, at low ǫ, it takes longer time to reach the asymptotic scaling limit.
Within IIA, the master equation that describes the rate of change of P (k, t) (written P (k) for brevity) with time can be broken into ǫ-independent and ǫ-dependent terms and is given by
where,
and
where N = k P (k, t), is the density of the intervals (number of intervals per lattice site) at time t and is equal to the density of the particles A at time t. Naturally, k kP (k) = 1, which comes from the conservation of the total length of all the intervals. The details of the derivation of the equation (1) are given in the Appendix.
The ǫ = 0 case, which corresponds to I 1 (k) in eq.
(1) has been studied before using IIA [7] . P (k, t) is found to have the expected scaling form:
with the scaling exponent z = 2. The scaling function f (x) ∼ exp(−αx) at large x. The average length k of the intervals at time t: k(t) = kI 1 (k)dk/ I 1 (k)dk ∝ t 1/z . The scaling behaviour given by the eq. (2) matches with that obtained from the exact analysis of the model [8] except for the value of α. It is to be noted that
. The last result implies that any change in N is brought out by the annihilation of two A particles which were at a unit distance apart and coalescence of the intervals separated by these two particles.
For nonzero ǫ, the term I 2 (k) appears in the rate equation. It is to be noted that
We solve eq. (1) numerically starting with intervals of sizes 1,2 ...n with distribution P (k, 0) = η 1 δ k,1 + η 2 δ k,2 + ... + η n δ k,n , where η 1 , η 2 ...η n are random numbers between 0 and 1 and η 1 + 2η 2 + ... + nη n = 1. We find that the final result is insensitive to the choices of η's or the number of different types of intervals to start with. Most of our results are obtained with initial intervals of size n ≤ 3. Averaging is done typically over 10 different initial configurations. We find that the results depend crucially on the discrete time step involved in Euler's method and the observation time. In most our results, time is incremented by δt = 0.01 at each step. We have studied system of sizes L = 1000 and 2000. For nonzero ǫ, solution of eq. (1) shows that P (k, t) retains the same scaling form as in eq.(2). Fig. 1 shows the scaling for two specific values of ǫ at four different times. The dependence of z on ǫ is shown in Fig. 2 . For ǫ < 0.1, z shows a relatively sharp increase to ∼ 2.0 as ǫ → 0.0. We have checked that z approaches the values 2 and 1 at ǫ = 0 and 0.5 as δt is lowered. Also, the sharp rise of z occurs at lower ǫ values as one increases the observation time. We show in Fig. 3 the typical scaling behaviour for small and large observation times for ǫ = 0.2 indicating that the exponent decreases at larger times. The collapse of the different curves is also of much better quality at large observation times. We thus conclude that the IIA method gives z = 1 for all ǫ = 0 and 2 only when ǫ = 0. We verify the results by Monte Carlo simulation. In the simulation we let ρL walkers at time t = 0 keeping ρ = 0.5 for all the runs. L is varied between 10 4 and 10 5 . As ǫ is made larger, the number of annihilation that takes place become larger such that for getting good average values, the largest value of L = 100000 is used for ǫ = 0.5 while for ǫ = 0, L = 10000 is taken. For ǫ = 0, P (k, t) follows eq. (2) as in IIA with z = 2.0. Before discussing P (k, t) for nonzero ǫ, we check that for the large system sizes considered, the fraction of surviving walkers shows the scaling N p ∝ t −1 and there is no need to consider any correction to scaling (for any value of ǫ) reported earlier [5] for comparatively smaller sizes. The results are plotted in Fig. 4 .
For analysing the behaviour of P (k, t) from the simulations, however, one faces a problem. As the number of walkers decreases as 1/t, very few walkers remain at large times and it is difficult to obtain good statistics as far as distributions are concerned. In order to bypass this problem, we study the cumulative distribution function (CDF) defined as Q(k, t) = k m=1 mP (m). We take this CDF such that by definition it becomes equal to 1 for large values of k.
One can easily calculate the cumulative distribution using eq. (2) taking f (x) to be decaying either in an exponential manner or as a power law. Taking
2 from the normalisation condition. Q(k, t) thus behaves as ( −β . There can be a problem with normalisation if one allows k values to vary from 1 to ∞ here, but we note that there is a cutoff value of k proportional to t which takes care of this problem. Using the power law form, one gets Q(k, t) = 
2−β which equals 1 for k ≥ γt as it should. We see that the factor γ enters in the scaling behaviour.
In Fig. 5 we plot the cumulative distribution Q(k, t) = for small x and goes to unity at large x. The value of δ is close to 2 agreeing with the theoretical estimate as we have noted earlier that the scaling function has an exponential decay. We note another interesting behaviour; the curves for different ǫs collapse when the data are plotted again k/(ǫt) such that the behaviour of Q(k, t) may be written as
In Fig. 6 , the cumulative distributions for different ǫ and t calculated using P (k, t) from simulation data again shows a collapse when plotted against k/ǫt. The dependence of Q(k, t) on k/ǫt agrees to a good extent for a considerable range of k/ǫt > 0.1 with a power law with exponent 2 − β ≈ 0.75 which implies β ≈ 1.25. The fact that ǫ enters the scaling immediately tells us that γ ∝ ǫ. We also check directly from the data that it is indeed so.
To summarise, we have considered the A + A → ∅ reaction-diffusion model on a ring, with a bias ǫ (0 ≤ ǫ ≤ 0.5) of the random walkers A to hop towards their nearest neighbor. The interval size distribution P (k, t) is evaluated using the IIA method and compared to results obtained from numerical simulations. Both the methods show that for ǫ = 0, the exponent z = 1 in contrast to z = 2 for ǫ = 0.0. The raw data may not give the value of z for ǫ = 0 very accurately in IIA, but the CDF shows that the scaling variable is indeed k/t for ǫ = 0. Although there is agreement regarding the value of z in the two methods, the scaling function has completely different behaviour, the IIA indicating an exponential decay while the simulations indicate a power law behaviour. The exponential decay is of course valid for ǫ = 0 although it is known that IIA does not give quantitatively correct result for the scaling function even in this limit. As IIA is a rather gross approximation for the present problem, we would accept the power law behavior found in the simulations. It seems quite realistic that for ǫ = 0 the scaling function has a different behaviour compared to that for ǫ = 0 as they belong to different universality classes for these two regimes.
which case the probability is (1/2+ǫ) while for m > k −1 the probability is (1/2−ǫ). One has to ensure that m > 1 in the first case as for m = 1, a domain annihilation will take place. For k = 2, one has a domain of length unity growing to a domain of length 2 and this will be possible only for m = 1 and with probability (1/2 − ǫ).
A loss term will occur for the case when an adjacent domain of size one gets annihilated and this occurs with probability (1/2 + ǫ) when another domain of size m > 1 is its neighbour. If m = 1, this occurs with probability 1/2. A gain term will also be there when a two domains get annihilated and a domain of size k results in the process. Taking care of all these terms, one gets P (k, t + ∆t) = (1 − 2∆t)P (k) + ∆t P (k + 1, t) For ǫ = 0, the 2nd and third term can be rewritten as a single term and without using the Kronecker δs.
