Abstract-We study the weight distributions of cosets of the first-order Reed-Muller code (1 ) for odd , whose minimum weight is greater than or equal to the so-called quadratic bound. Some general restrictions on the weight distribution of a coset of (1 ) are obtained by partitioning its words according to their weight divisibility. Most notably, we show that there are exactly five weight distributions for optimal cosets of ( 1 7) in (5 7) and that these distributions are related to the degree of the function generating the coset. Moreover, for any odd 9, we exhibit optimal cubic cosets of (1 ) whose weights take on exactly five values.
I. INTRODUCTION
This correspondence is devoted to the determination of the weight distributions of cosets of the first-order Reed-Muller code of length 2 m ; R(1; m), which have a high minimum weight. We notably focus on almost optimal cosets, which are those whose minimum weight is greater than or equal to 2 m01 0 2 (m01)=2 for odd m. This lower bound, called the quadratic bound, coincides with the covering radius of R(1; m) for m 7 . The addressed problem is of great importance in cryptography since the weight distributions of cosets of R(1; m) correspond to the Fourier spectra of Boolean functions with m variables. Most notably, the nonlinearity of such a function is the minimum weight of the corresponding coset. But most cryptographic applications require many other properties for a Boolean function, beyond a high nonlinearity: balancedness, correlation-immunity, propagation criterion, etc. All these criteria are related to the weight distribution of the corresponding coset (see, e.g., [1] - [3] ).
The weight distributions of all cosets of R(1; 5) have been determined by computer [4] but any enumerative search is obviously out of reach for higher values of m. Some properties concerning the weight divisibility of cosets of R(1; m) [5] nevertheless yield restrictions on their possible weight distributions. We here generalize a technique introduced by Brouwer [6] , Simonis [7] , and Hou [8] , [9] , which consists in splitting the words of the coset into two subsets depending on their weight divisibility. This makes the determination of the weight distribution easier since both parts can be studied independently.
Section II recalls some important definitions and presents some preliminary results on the weight divisibility of Boolean functions. We then focus in Section III on a subset of a coset of R(1; m) in R(r; m), which is composed of all words whose weights are divisible by a higher value than the one given by Katz theorem. We exhibit the remarkable structure of this subset when r does not divide (m0 2). The size of this subset can also be determined when r = m 0 2 as shown in Section IV. Section V, finally, focuses on almost optimal cosets of R(1; 7) and R(1; 9).
II. PRELIMINARY RESULTS
Let P m denote the algebra (m=2)01 and the cosets achieving this minimum weight are generated by bent functions [10] . When m is odd, the determination of (1; m) is still an open problem. In the general case, we know [11] where the lower bound, called the quadratic bound, is notably tight for m 2 f3; 5; 7g [4] , [12] , [13] . On the other hand, it is known that (1; m) 2 m01 0 (27=32)2 when m 15 [14] , [15] .
Definition 1: Let m be an odd integer. A coset of R(1; m) is said to be almost optimal if its minimum weight is greater than or equal to the quadratic bound 2 m01 0 2 (m01)=2 . Moreover, it is said to be optimal if its minimum weight is equal to (1; m).
Even when (1; m) is unknown, we may have some information on the covering radius of R(1; m) in R(r; m), denoted by r(1; m). This parameter corresponds to the highest possible minimum weight for a coset f + R(1; m) where f 2 R(r; m). It is proved, for example, that, for any odd m 13 3(1; m) = 2 m01 0 2 [16] , [8] . Moreover, the quadratic case is completely solved [17, For odd m, any almost optimal coset of R(1; m) whose weights take on exactly three values has the previous weight distribution. This weight distribution is then called the three-weight almost-optimal distribution. Note that any Boolean function with m variables which generates a coset with the three-weight almost-optimal distribution has degree at most (m + 1)=2 [18, Proposition 4] . In the following, we denote by wt (x) the Hamming weight of a binary vector x, i.e., the number of its nonzero components. A Boolean function will often be identified with the binary vector composed of all its values. The Hamming weight of a Boolean function f with m variables then refers to the Hamming weight of the corresponding vector . We now recall a classical formula for computing the Hamming weight of a Boolean function from its algebraic normal form (see [19] or [20, p. 240] The previous formula leads to the following well-known result [5] , [8] , known as Katz theorem, which will be extensively used in the correspondence. Corollary 2: Let f be an element of R(r; m) such that f + R(1; m) is an almost optimal coset of R(1; m).
• For m = 5: if r = 3; f + R(1; m) has the three-weight optimal distribution, and if r = 4, the weight of any word of f + R( 
In all considered cases, it is known that r (1; m) is equal to the quadratic bound. Without loss of generality, we may assume that f is a minimum-weight word in the coset, i.e., The following result generalizes a technique used by Hou [8] , [9] in some particular cases. The set E f can then be defined as
Let us consider the mapping
We now prove that 9 is a linear mapping. For any 1 ; 2 2 R(1; m), Moreover, Proposition 1 implies that
Since r is not a divisor of (m02);d(m 0 2)=re = d(m 0 1)=re =`.
We deduce that wt(f 1 2 ) 0mod2`0 1 :
Equation (1) then implies that wt(f( 1 + 2 )) wt(f 1 ) + wt (f 2 )mod2`: 9 is, therefore, a linear mapping. Since it is assumed that 9 01 (1) 6 = ;;E f = Ker9 is a linear subspace of R(1; m) of codimension 1.
we obtain that the all-one vector belongs to E f if and only if wt (f) 0mod2`.
This result enables us to split a coset f +R(1;m) into two different parts, namely, f + E f and f + (R(1;m) n E f ). We now suppose that all assumptions of the previous proposition are satisfied and that f + R(1; m) is an almost optimal coset with wt(f) 0mod2`+ 1 .
In that case, we deduce some information on the weight distribution of the coset of R(1; m 0 1) generated by the restriction of f to E f . 
Since h+R(1; m01) contains no codeword of weight 2 m02 , we have that either wt (h+ ) < 2 m02 or wt(h+1+ ) < 2 m02 . We deduce The previous results do not hold when r divides m02. In the special case r = m 0 2, we can nevertheless derive some information on the size of E f , i.e., on the number of codewords in f + R(1; m) whose weight is divisible by 8. Note that this result also holds when m = 2h. In this case, we start from E1: we have jE1j 2 f2; 3g and we similarly obtain jE h j = 2 m01 or jE h j = 2 m01 + 2 h01 (jE1j 0 2):
The expected result can then be deduced from #f 2 R(1; m); wt (f + ) 0 mod 8g = 2jE h j:
V. WEIGHT DISTRIBUTION OF SOME ALMOST OPTIMAL
COSETS OF R(1; 7) AND R(1; 9)
When the assumptions of Proposition 2 are satisfied, the decomposition of f + R(1; m) into two parts makes the determination of the weight distribution easier: the weight distributions of both parts can be studied independently. This decomposition enables us to restrict the number of possible weight distributions for (almost) optimal cosets of R(1; m) in R(r; m) when m 2 f5; 7; 9g in some particular cases. We notably recover the weight distributions of optimal cosets of R(1; 5) found by simulations in [4] . Corollary 3: Let f +R(1;5) be an optimal coset of R(1; 5). If f 2 R(3; 5),this coset has the three-weight optimal distribution; otherwise, it has the five-weight distribution described in Proposition 5.
Proof: Since (1; 5) is even, any optimal coset of R(1; 5) is generated by a function of degree at most 4. From Corollary 2, we have that f + R(1; 5) is a three-weight optimal coset when f 2 R(3; 5). When f has degree 4, this weight distribution can not appear since deg (f) > (m + 1)=2 = 3. In this case, the five-weight distribution given in Proposition 5 is the only possible weight distribution for f + R (1; 5) . A. Optimal Cosets of R(1; 7) in R(5; 7)
We now focus on optimal cosets of R(1; 7) in R(5; 7). We have proved that there are only two possible weight distributions for optimal cosets of R(1; 7) in R(4; 7). We now show that, if f 2 R(3; 7), then f + R(1; 7) has the three-weight optimal distribution. Theorem 1: Let f 2 R(3; 7) such that f +R(1;7) is optimal. Then f + R(1; 7) has the three-weight optimal distribution.
Proof: We may assume that wt(f) = 2 m01 0 2
= 56. Suppose that f + R(1; 7) does not have the three-weight optimal distribution. It then contains a word of weight 60. Proposition 3 then implies the existence of g 2 R(1; 6) such that the weights of g + R(1; 6) belong to f26;30; 34;38g. Let C be the [64;8]-linear code (g + R(1; 6)) [ R(1; 6) and let A0; ...;A64 denote its weight distribution. We obviously have A 0 = A 64 = 1, A 32 = 126;A 26 = A 38 , and A30 = A34 = 64 0 A26. Since C R(1; 6), we have that C ? R(4; 6). It follows that the minimum distance of C ? is at least 4. The Pless second-power moment identity applied to C then leads to where B ?
R(1; 6) cannot have the expected weight distribution. So f + R(1; 7) has the three-weight optimal distribution.
Using Proposition 4 we are now able to restrict the number of possible weight distributions for optimal cosets of R(1; 7) in R(5; 7) n R(4; 7). It follows that A 56 = 640A 60 =4. We then deduce the complete weight distribution of f + R(1; 7) corresponding to each one of the four possible values of A60 .
It follows that there are at most five different weight distributions for all optimal cosets of R(1; 7) in R(5; 7). These results are summed up in the following table.
Moreover, we can exhibit a coset having anyone of these weight distributions. Optimal cosets with weight distributions (I) and (III) have been found by Fontaine [18] (note that weight distribution (I) was obtained both for functions of degree 3 and 4). Distribution (II) appears for the following function of degree 4, f (II) , which is derived from the five-weight optimal coset of R(1; 5) found in [4] f (II) = x2x3x4x5 + x1 x2x3 + x2x4 + x3x5 + x6x7 :
We obtained by simulations some functions of degree 5 providing distributions (IV) and (V) f (IV) = x 1 x 2 x 3 x 4 x 5 + x 1 x 2 x 3 x 6 x 7 + x 1 x 2 x 4 x 5 + x1x2 x7 + x1x4 + x2x5 + x3x6 ; f (V) = x 1 x 2 x 3 x 4 x 5 + x 1 x 3 x 7 + x 1 x 2 + x 3 x 4 + x 5 x 6 :
As pointed out in [23] and [18] We have pointed out that, for m = 7, the existence of an optimal weight distribution is strongly related to the degree of the considered Boolean function. Finding how these parameters are related in the general case appears as an interesting problem. It is known, for instance, that, for any odd m 5, there exists some almost-optimal cosets of R(1; m) in R(4; m) whose weight distributions differ from the threeweight almost-optimal distribution. But we conversely proved that any optimal coset of R(1; 7) in R(3; 7) has the three-weight optimal distribution. The following problem then immediately arises: do there exist almost-optimal cubic cosets of R(1; m), m odd, whose weights take on more than three values?
If such a coset exists for m = 9, it has the five-weight distribution described in Proposition 5. Proposition 3 then implies that it is generated by a cubic function which is equivalent under the action of the general affine group to ( We then deduce the following theorem. 
I. INTRODUCTION
Covering radius is an important code parameter. If the code is used to correct errors and decoding to the nearest codeword is performed, then error vectors of weight greater than the covering radius are uncorrectable. If the code is used to compress data, its covering radius is a measure of maximum distortion. The covering radius also shows if a code is maximal, i.e., no more new codewords can be added to the code without decreasing its minimum distance.
There are now many papers concerning covering radius (see [1] ) and many upper and lower bounds have been derived. Not much is known, however, about the exact values of the covering radii of basic families of codes and especially of codes over fields of more than two elements. One such example is ternary negacyclic codes whose covering radii are unknown. The aim of this work is to calculate the covering radii of all nonequivalent ternary negacyclic codes of length up to 26. The author is with the Institute of Mathematics and Informatics, Bulgarian
