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Edited by Gunnar von Heijne and Anders LiljasAbstract Electron tomography can provide three-dimensional
reconstructions of large pleomorphic structures at molecular res-
olution. While the principles of electron tomography have been
known for decades, its use has gathered momentum only in re-
cent years. Technological advances have made it possible to ap-
ply it to ice-embedded biological material (cryotomography),
thereby ensuring a close-to-life preservation of the samples. In
combination with advanced computational methods, such as
molecular identiﬁcation based on pattern recognition, it is a
promising approach to comprehensively map macromolecular
architecture inside organelles and cells and to visualize macro-
molecules at work in their natural environment.
 2004 Federation of European Biochemical Societies. Published
by Elsevier B.V. All rights reserved.
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New approaches are needed to analyze the molecular inter-
action networks that underlie cellular behavior. Mass-spec-
trometry-based proteomics provides the indispensable parts
lists ideally in a validated and quantitative form [1]. The next
task will be to analyze interaction patterns in functional mod-
ules ranging from supramolecular assemblies to organelles or
even whole cells. Some of these modules are tightly integrated
– hence designated as complexes – and robust enough to with-
stand the isolation and puriﬁcation procedures that are tradi-
tionally used in biochemistry, and they are amenable to
detailed studies with the established tools of structural biology
[2]. Other supramolecular functional modules exist transiently
and interact weakly because they are designed to undergo
remodeling in response to speciﬁc signals. Here, aﬃnity-based
isolation methods in conjunction with mass-spectrometry can
provide valuable insights into the composition of such mod-
ules, and they can detect interactions, whether they be direct
or indirect [3]. However, such approaches are prone to errors
and they fall short of revealing how exactly the components
interact. As the complexity of functional modules increases,
parts lists and low-dimensional interaction data no longer suf-
ﬁce to describe the architecture of networks. Three-dimen-
sional images at molecular resolution, ideally taken in a non-*Fax: +49 89 8578 2641.
E-mail address: baumeist@biochem.mpg.de (W. Baumeister).
0014-5793/$30.00  2004 Federation of European Biochemical Societies. Pu
doi:10.1016/j.febslet.2004.10.102invasive mode to avoid perturbations of the systems under
scrutiny, could in principle provide this information. Electron
tomography has unique potential for studying large pleomor-
phic structures and for visualizing macromolecules in a func-
tional cellular context. With the implementation of
automated low-dose data-acquisition procedures, it has
become possible to study biological samples embedded in
vitreous layers of ice, thereby combining the potential of
three-dimensional imaging with a close-to-life preservation of
structure [4]. Therefore, we are poised now to bridge the (res-
olution) gap that currently exists between cellular and molecu-
lar structural studies. Cryotomograms of organelles or cells
with molecular resolution are essentially images of the respec-
tive proteomes and, in conjunction with advanced pattern rec-
ognition techniques, the tomograms can be used to reveal and
interpret molecular architecture. Combining tomographic cel-
lular maps with high-resolution structures of their components
should ultimately enable us to generate pseudoatomic maps of
large or otherwise elusive functional modules [5].2. Principles and problems of electron tomography
Owing to the large depth of focus, electron micrographs are
essentially two-dimensional projections of the object under
study. Features from diﬀerent levels are superimposed and as
a consequence, such images are hard to interpret. Based on a
principle ﬁrst described by Radon [6], tomographic techniques
acquire projections of an object as viewed from diﬀerent angles
and then synthesize these projections into a three-dimensional
density map. In electron tomography, the specimen holder is
tilted incrementally around an axis perpendicular to the elec-
tron beam and projection images are taken at each position.
Before the three-dimensional density map is calculated – most
commonly by a weighted back-projection algorithm – the
projection images must be mutually aligned within a common
frame of reference (Fig. 1).
A fundamental problem in electron tomography, which for
more than two decades stood in the way of its widespread
use and restricted its application to radiation-hardened sam-
ples, is to reconcile two conﬂicting requirements. Firstly, to ob-
tain a detailed and minimally distorted reconstruction, it is
desirable to cover as wide an angular range as possible in the
tilting experiment with increments as small as possible, i.e.,
one would like to maximize the number of projection images.
At the same time, the cumulative electron dose in recording a
tilt series that often comprises more than a hundred images
must be kept within tolerable limits to prevent radiationblished by Elsevier B.V. All rights reserved.
Fig. 1. (A) Single axis tilt tomographic data acquisition. The object is represented by a ﬂexible knot to emphasize the fact that electron tomography
can reconstruct structures with unique topologies. A set of projection images is recorded as the object is tilted incrementally. (B) Following alignment
of the projection images, the object is reconstructed by weighted backprojection. The sum of all projection bodies represents the three-dimensional
density distribution of the object – the tomogram. (C) Owing to the limited tilt range (±60), a missing wedge remains unsampled resulting in a
distorted reconstruction. (D) Dual axis tilting reduces the missing wedge to a missing pyramid and, as a result, the reconstruction is less aﬀected by
distortions.
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worst case, from rendering reconstructions meaningless. Bio-
logical materials embedded in vitreous ice, in particular, are
extremely sensitive to radiation damage; therefore, it is of
prime importance to minimize their exposure to the beam.
The successful realization of cryoelectron tomography takes
advantage of the dose fractionation theorem. Early theoreti-
cal considerations [7] that were essentially corroborated by
more recent computer simulations [8] had suggested that, in
principle, the electron dose that is needed to visualize struc-
tural features close to the resolution limit is the same for two
and three-dimensional images containing equivalent informa-
tion. Thus, according to this theorem, the separation of fea-
tures in the z-direction is something that is freely available
for the taking. In principle, one could distribute the dose over
as many projections as the optimized tilt geometry might re-
quire, of course at the expense of lowering the signal-to-noise
ratio of the individual two-dimensional images. By combining
the (partially) redundant information of the projection images,
the signal-to-noise ratio once again improves, similar to the
improvement obtained by averaging statistically noisy images
of repetitive structures. There is, nevertheless, a practical lim-
itation. The signal-to-noise ratio of the two-dimensional
images has to be suﬃcient to permit the accurate alignment
that is needed to establish a common framework of coordi-
nates. Alignment is done by cross-correlation, and this can
be facilitated by adding high-contrast ﬁducial markers, usually
gold nanoparticles, to the specimen.3. Automated cryoelectron tomography
With the advent of computer-controlled transmission elec-
tron microscopes in the late 1980s, and the availability of
large-area charge-coupled device (CCD) cameras, it becamepossible to develop sophisticated image-acquisition procedures
that run in a fully automated manner [9–11]. This has allowed
the recording of tomographic data sets with the specimen kept
centered and at a uniform level of focus; whilst maintaining the
cumulative electron dose within tolerable limits. The fraction
of the dose that is spent on overhead (search, recentering,
(auto)focusing) can be as low as 3% of the total dose; it would
be utterly impossible to achieve such an eﬃciency with manual
operation [12]. This has changed the perspectives of electron
tomography in a profound manner. As demonstrated origi-
nally with phantom cells, i.e., liposomes encapsulating macro-
molecules [13,14], and more recently with prokaryotic [15,16]
and eukaryotic cells [17], it enabled us to combine the potential
of three-dimensional imaging with the best possible preserva-
tion of biological samples. Vitriﬁcation by rapid freezing en-
sures not only a close-to-life preservation of molecular and
cellular structures, but it also allows one to take snapshots
of dynamic events [18]. It avoids the risks of artifacts tradition-
ally associated with chemical ﬁxation and staining or with the
dehydration of cellular structures. Of equal importance, tomo-
grams of frozen-hydrated structures represent natural density
distributions, whereas staining reactions tend to produce intri-
cate mixtures of positive and negative staining. As a conse-
quence, the interpretation of such tomograms in molecular
terms may be very problematic [19].4. Resolution, signal-to-noise ratio and visualization of
tomograms
With the use of automated procedures, the recording of low-
dose tilt series has become routine, and user-friendly software
is available for subsequent processing [20]. It is in fact now less
cumbersome and less time-consuming to obtain a cryotomo-
gram than going through the conventional procedures of plastic
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that sample thickness is a limitation. To overcome this limita-
tion, itwill be of utmost importance todevelop reliable protocols
for sectioning of frozen-hydrated material. In spite of some re-
cent progress, this remains a challenging task [21]. With whole
prokaryotic cells, isolated organelles or thin (<1 lm) eukaryotic
cells, the resolution of cryotomograms is usually in the range of
4–5 nm, but prospects for further improvements are good (e.g.
[22]). Better detectors, in particular, will allowﬁner three-dimen-
sional sampling which in turn will improve resolution and allow
tomography to enter the realmofmolecular resolution (2–3 nm).
With dual-axis tilting schemes, the eﬀects ofmissing data (due to
the restricted tilt range; usually ±70 C) will be reduced and res-
olution will become more isotropic.
In electron tomography, resolution and signal-to-noise ratio
are intricately linked. Weak signals may persist in a tomogram
to high resolution, but the usable information will be limited to
the spatial frequency to which an acceptable signal-to-noise ra-
tio is maintained [23]. Whereas EM single-particle analysis
beneﬁts greatly from averaging over large numbers of repeti-
tive structures [24], the prospects for noise reduction are quite
limited in electron tomography, given the uniqueness of cellu-
lar tomograms. If there is reason to suppose that resolution
does not extend past a certain limit, say 5 nm, the tomogram
may be band-limited at that point, thereby eliminating high-
frequency noise. More sophisticated de-noising procedures,
based on the same basic principle but employing diﬀusion cri-
teria based on local continuity of density, have been developed
[25]. Although the net improvements in signal-to-noise ratio
from such methods are not very large, they do help in the visu-
alization of tomograms.
The interpretation of a tomogram at the ultrastructural level
requires its decomposition into structural components, e.g.,
the segmentation of membranes or ﬁlaments. Currently, a man-
ual assignment is commonly used since human anticipation is of-
ten superior to available segmentation algorithms; on the other
hand, machine based segmentation is, in principle, more objec-
tive. In spite of the low signal-to-noise ratio of cryotomograms,
continuous structures are relatively easy to recognize and delin-
eate. Cryotomograms of intact Spiroplasma melliferum and
Dictyostelium discoideum cells grown directly on carbon support
ﬁlm, for example, have provided unprecedented insights into the
organization of the cytoskeleton on the levels of individual ﬁla-
ments without the need for extensive post-processing [17,26].
Although averaging can obviously not be applied to tomo-
grams of pleomorphic structures in a ﬁrst instance, such tomo-
grams may nevertheless contain repetitive components. Such
features can be extracted in silico, and subtomograms contain-
ing them can be subjected to classiﬁcation and averaging.
These averages can be used subsequently for replacing the cor-
responding features in the tomograms, resulting in synthetic
tomograms with a much improved, local signal-to-noise ratio.
Such a procedure has been used in a tomographic study of
enveloped Herpes simplex virions [27] or in visualizing nuclear
pore complexes in intact nuclei [28].5. Molecular interpretation of cryotomograms
In cryotomograms, the macromolecular complement of an
organelle or cell is represented by its natural density, thereby
aﬀording interpretation at the molecular level. Even at thepresent practical level of resolutions, cellular tomograms con-
tain a vast amount of information. Essentially, they are three-
dimensional images of the entire proteome and they should
ultimately enable us to map the spatial relationships of macro-
molecules in an unperturbed cellular context. However,
retrieving this information is confronted with major problems.
The signal-to-noise ratio of the cryotomograms is very low.
Furthermore, the tomograms are distorted by missing data,
resulting in a non-isotropic resolution, and the macromole-
cules are embedded in crowded environments, where they liter-
ally touch each other [16].
Basically, two strategies can be pursued for mapping macro-
molecules in cellular environments: speciﬁc labeling or ap-
proaches based on structural signatures and pattern
recognition. Of course, the two approaches are not mutually
exclusive.
Proteins with epitopes accessible from the outside can be
immuno-labeled, or alternatively, speciﬁc ligands carrying
gold nanoparticles can be designed. Such labels could pro-
vide valuable guidance in the search for a speciﬁc molecule
within a huge molecular landscape. Intracellular labeling is
more problematic and requires innovative approaches based
on non-invasive genetic manipulations. Ideally, such ap-
proaches provide the option to introduce a label at a speciﬁc
point in time and to subsequently remove the background as
done with the ReAsH compound in ﬂuorescence microscopy
[29]. Nonetheless, achieving quantitative labeling is a notori-
ously diﬃcult task. Moreover, it is hard to imagine how a
labeling approach could be parallelized such that it becomes
a high-throughput technology capable of mapping entire
proteomes. For every molecule of interest, the whole proce-
dure involving labeling as well as the recording and recon-
struction of tilt series needs to be repeated. Even if some
clever tactics make this feasible, it would be a daunting chal-
lenge to interrelate the individual maps, given the unique
nature of cellular tomograms.
The visualization and structure-based identiﬁcation of a sin-
gle 26S proteasome in the cytoplasm of a Dictyostelium cell has
indicated that a structural-signature-based approach could be
used for mapping cellular proteomes [17]. Therefore, there is
a strong incentive to exploit the information content of cryot-
omograms by means of intelligent pattern recognition algo-
rithms. The task is the location of a priori known structures
in the context of organelles or cells, and not so much the dis-
covery of novel molecular features. The strategy we are pursu-
ing is template-matching [30,31]. Provided that high- or
medium-resolution structures of the molecules of interest are
available, they can be used for a systematic interrogation of
the tomograms. Such an approach is computationally demand-
ing because not only are the positions of the molecules under
scrutiny unknown, their orientations are also unknown, and
the search has to be performed for every molecular species.
On the other hand, the tomogram needs to be recorded only
once, and it is then interpreted in a sequential manner. Ideally,
an exhaustive search would reveal a cellular atlas of all resolv-
able macromolecules (Figs. 2 and 3). Simulations and experi-
ments with phantom cells and therefore allowing validation
of the search results have shown that such an approach is fea-
sible [31]. Whereas only very large complexes can be mapped
with an acceptable ﬁdelity (>95) at the present resolution of
4–5 nm, an improvement in resolution to 2 nm will allow the
mapping of medium-sized complexes.
Fig. 2. Molecular signature-based interpretation of cellular cryoelectron tomograms. The position and orientation of complexes are determined by
template matching (horizontal ﬂow chart). For a comprehensive mapping of all resolvable complexes (cellular atlas), a library of template structures
must be available (vertical ﬂow chart). For a detailed discussion of the template matching approach, see [31].
Fig. 3. Stereo view of a tomogram of a phantom cell, i.e., a lipid vesicle encapsulating macromolecules (proteasomes in yellow, thermosomes in
blue). The two molecular species were identiﬁed and located by template matching. Because the contents of phantom cells are known, the results of
the template matching can be validated (for details, see [31]).
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Once the challenges of obtaining a suﬃciently good resolu-
tion are met, the next challenge will be to create comprehensive
libraries of templates. A whole array of methods can contrib-ute to achieve this goal. Structural genomics eﬀorts will in-
crease the pace at which high-resolution structures of
domains, subunits or larger entities become available and
eventually will provide a comprehensive structural dictionary.
Integrative hybrid approaches, combining information from
W. Baumeister / FEBS Letters 579 (2005) 933–937 937diﬀerent sources and of variable quality, will play an important
role [2]. EM single particle analysis will undoubtedly play a key
role in furnishing medium-resolution structures of complexes.
Prospects for improving throughput by means of automated
data collection and analysis are good [32].
A major bottleneck that requires more attention is the isola-
tion and puriﬁcation of proteins. Especially for labile macro-
molecular assemblies, which are probably more abundant in
cells than stable complexes, novel strategies are needed. The
methods that are traditionally used in biochemistry tend to
optimize yield and purity. Given the modest requirements of
single particle analysis, where only very small quantities of
material are needed and impuritites can be removed computa-
tionally, there is no reason to purify labile complexes to
exhaustion. Hence, there is plenty of room for innovative ap-
proaches, these being either aimed at minimizing puriﬁcation
steps, or avoiding puriﬁcation altogether by taking advantage
of optimized in vitro translation systems.7. Outlook
With cryoelectron tomography providing three-dimensional
images at molecular resolution and with image analysis tools
at our disposal for interpreting the tomograms, we are now
poised to integrate structural data into pseudoatomic maps
of organelles or cells. Such maps will provide unprecedented
insights into the molecular architecture that underlies cellular
behavior, but they will also pose new challenges. It will not
be a trivial task to extract generic features from such maps
or to derive general rules regarding the principles that govern
supamolecular organization from them, given the stochastic
nature of cellular systems as well as their dynamics. Systems
analysis has to take this into account and may well need to de-
velop statistical methods similar to those being used for ana-
lyzing macroscopic social systems.
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