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Abstract: - In this paper we propose an engineering approach for fast prototyping of a HMM-based speech recognizer. The 
presented system has been specifically used for words and sentences recognition of a regional variety of Italian. Experimental 
results have been obtained using the AVIP corpus of Italian spontaneous speech. 
       The  prototyping  system  is  based  on  the  "Khoros"  software framework, which offers the possibility of creating a 
processing system that can be easily modified and extended, while keeping the needed software modularity.  
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1   Introduction 
Algorithms for speech processing and recognition have 
attracted great interest during the last twenty years. New 
algorithms and methods, originating from the  dynamic 
programming approach [1], are continuously proposed for 
searching and obtaining better results. This trend calls for a 
development environment which can be effectively used in 
order to achieve the maximum of modularity in easily 
adding and substituting new modules. In this paper the 
Khoros framework  [3,4] has been used for building up and 
managing the system, which  leads to an efficient prototype 
of the recognition process. The recognition system here 
presented is based on HMM theory [1] and uses a 
vocabulary made up of words extracted from Italian 
spontaneous dialogs taken from the AVIP corpus [2]. 
The organization of the paper is the following: section 2 
presents the Khoros Framework, section 3 describes the 
implemented  toolbox named “speech_recognizer”, section 
4 shows the way how to build the recognition system, and 
section 5 summarizes the performance of the system tested 
on the AVIP spontaneous speech corpus. The conclusions 
are reported in section 6. 
 
 
2   The “KHOROS” Software Framework 
It consists of toolboxes (standard and user-
programmed), that are collections of programs or software 
objects related to a specific application domain. This 
"toolbox-oriented" software management allows both the 
creation and collections of powerful algorithms, always 
available and reusable within the environment, and the rapid 
designing of a speech processing system. Khoros supports 
the entire software living cycle with the programming tools 
Craftsman, Composer, Guise and Cantata. Craftsman is 
used to create and to manage toolboxes and software 
objects. Composer edits the software objects and Guise 
creates the proper Graphical User Interfaces. Cantata is a 
Visual Program Builder and an Execution Environment. It 
interprets the programs dynamically and it enforces a highly 
modular software organization that makes easier the 
maintenance operations, so that the system prototype can be 
quickly updated when required.   
 
 
3   “Speech_recognizer” new toolbox 
This toolbox is made up of several operators, each of 
which has a specific function. The modularity of the system 
is obtained by building a single operator (in Khoros called 
“ghyph”) which has to be assigned to a specific function; 
therefore, in the planning phase it is very important to 
distinguish all the blocks or single logical step units. 
Obviously, the user has to choose the granularity he wants 
to achieve. 
Composer is the Khoros tool used for editing the source 
code, while Guise allows the user to provide graphical 
interfaces.  Once the needed function and the related user 
interface have been created, it is possible to collect all the 
operators in a toolbox, using Craftsman. The 
“speech_recognizer” toolbox contains operators for the 
training and recognition phases of the system core that uses 
the Hidden Markov statistical models.  
An HMM is defined as a double stochastic process: the 
first is not observable (hidden), the second one produces a 
sequence of observable symbols according to a probabilistic 
law that associates the given observed symbol to the hidden 
state. We indicate an HMM using the notation λ=<Q, O, A, 
B, π> where Q is the finite set of hidden states, O the set of 
observable symbols, A the state transition matrix, B the 
emission probabilities of observable symbols for each state 
matrix, and π initial state probabilities vector. The success 
of an HMM depends on the used learning algorithms which 
enable the re-estimation (Expectation Maximization, Baum-
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predefined HMM topology - and the recognition (Viterbi 
[10], Backward-Forward). The chosen topology is “left-to-
right no skip”: from a state to the immediate following one 
or to the same state. This is justified by the fact that speech 
production is a sequential phenomenon, such as in each 
state a new symbol is emitted, and the one given at the time 
t is temporally antecedent the one which will be emitted at 
the time t+1. In this experience it has been used a path-
discriminating continuous density HMMs (each for a 
specific word). For each state, two Gaussian mixtures are 
defined as it has been considered a HMM model having the 
property of continuous observation probability density 
[11,12]. The Baum-Welch algorithm was used with a 
number of max 100 iterations; it can be also stopped when 
the probability values of two close iterations go under a 
certain threshold and the trend of the preceding values is 
convergent. 
The set of observations consist of feature vectors 
(MFCC + energy) obtained by a short time analysis using  a 
sliding window (time width: 25msec) that moves left to 
right  and is updated every 10msec [6,7,8,9]. For each 
window 16 element vectors are calculated (15 mfcc, 1 
energy).  
It has been created one HMM model per word. Each of 
them has been trained by using the Viterbi algorithm for a 
first evaluation, then the Baum-Welch algorithm to adjust 
the model parameters (A, B, π), in order to maximize the 
probability of the observations. The recognition phase uses 
the Viterbi algorithm. Best classification results over the 
test data are achieved by modifying the number of states in 
the HMM training phase. So it has been created an operator 
for features extraction (“Feat_ext”), four operators for the 
recognition system itself (“make_proto”, “Init”, “Rest”, 
“Viterbi”), and the last operator (“Result”) deals with 
visualization and statistical generation of results obtained in 
the recognition phase. Figure 1 shows glyphs collected in 
the realized toolboxes. 
 
 
Toolbox Glyph 
Speech_recognizer 
Feat_ext 
Make proto 
Init 
Rest 
Viterbi 
Result 
Fig. 1: Speech_recognizer  toolbox  with  the  realized       
glyphs 
 
 
 
4   Speech recognition system 
Once the new toolbox has been created, Cantata gives 
the possibility to assemble all the glyphs within a visual-
programming environment. Blocks can be connected one to 
the other using not only temporal-sequential order, but also 
introducing count loops, switches, expressions, if/else, 
while loops, and other operators. Working this way, a data 
flow diagram (DFD) is get and it is possible either a single 
individual execution of a glyph or the execution of the 
whole DFD. Figure 2 shows the first level of our DFD. 
 
 
Fig. 2: First DFD level 
 
Every single block can be built up with several different 
operators in order to have a kind of hierarchical structure.  
Figure 3 shows how the Training phase is made up. 
 
 
Fig. 3: The training phase. 
 
 
5 Experimental Results 
The Speech Processing System here presented has been 
tested using the AVIP corpus. It contains 12,4 hours of 
spontaneous dialogs from 78 different speakers of 4 
different regional Italian spoken varieties. It includes many 
different annotation levels, such as a broad phonetic 
labeling, a word-by-word annotation and an intonation tier, 
based on autosegmental-metrical analysis. The first step was 
a test of recognition involving the same training set, which 
proved to be very useful for the tuning of many internal 
parameters. The next step was a test on words and sentences 
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set. All tests have been carried out by modifying the state 
number of the model, but leaving as fix the number of 
mixture (2 for state). 
From the first type of test it is possible to evaluate only 
the performance on isolated word recognition, since the 
training set is made up of single words. Results are shown 
in figure 4. It has been obtained a maximum of 98.50% 
correct recognition using 16 states and 2 mixtures for state. 
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Fig. 4: Recognition results of training set varying states 
number   
 
Second test involves independent speakers and the 
results are shown in figure 5. 
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Fig. 5: Recognition results of independent set training 
speakers by varying states number 
  
6 Conclusions 
For a complete speech recognition system many 
different processing tasks are needed: data acquisition, data 
pre-processing, feature extraction, training phase, 
classification, results presentation modules, and others. The 
Khoros framework is a development environment for 
software products especially designed for a visual object 
oriented paradigm. The created system can be easily and 
quickly updated and modified keeping up the planned 
modularity.   
In this paper a speech recognition system for 
spontaneous spoken Italian variety has been presented. A 
new toolbox called “speech_recognizer” has been created. 
The training and recognition phases are based on the HMM 
theory. The system has been tested using the Italian AVIP 
corpus. The experimental results show an excellent 
recognition rate on the training test (98,50%) and a good 
recognition rate on independent speakers training set 
(70,25% on words and 69,92% on sentences).  
The easy way to create new modules and to integrate 
them in the presented system gives the possibility of largely 
investigating both new algorithms and larger databases. 
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