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Summary. Due to the dynamics of the environment and the variability on the product usage,
product units in the eld are usually exposed to varying failure-causing stresses. Some prod-
ucts are equipped with sensors and smart chips that measure and record usage/environmental
information over the life of the product. For some products, it is possible to track environ-
mental variables dynamically, even in real time, providing useful information for eld-failure
prediction. In many applications, predictions are needed for individual units, giving the re-
maining life of individuals, and for the population, giving the cumulative number of failures
at a future time. It is always desirable to obtain more accurate predictions for both the pop-
ulation and the individuals. This paper outlines a model and methods that can be used for
eld-failure prediction using dynamic environmental data. Multivariate time series models are
also used to describe the dynamic covariate information. The cumulative exposure model is
used to link the explanatory variables which are recorded as a multivariate time series, and
the failure-time model.
Key Words: Cumulative exposure model; covariate process; failure time data; multivari-
ate time series; reliability; usage history.
1 Introduction
1.1 Background
Laboratory tests that are conducted to obtain product reliability information are often
done under a constant stress. Product units in the eld, however, are usually exposed
to varying failure-causing stresses due to the dynamics of the environment and the
variability in product usage. These variations include environmental variables such as
temperature, humidity, vibration, UV intensity and spectrum, and usage variables such
as loading and use rate, which vary from unit to unit and over time within each unit.
For some products, it is possible to track environmental variables dynamically, even
in real time. This usage/environmental information can be obtained from sensors and
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smart chips that are installed in a product to measure and record such information over
the life of the product. For products that are connected to a network or installed with a
wireless transmission device, such information is available dynamically or periodically.
For products that are not connected to a network, this information is available at the
time of product inspection, return, or repair.
Several examples of products/systems that provide dynamic information are as
follows.
 OnStarTM [OnS09] is an in-vehicle safety and security system created to help protect
automobile occupants. The system consists of various sensors and has the ability to
communicate vehicle information to the driver as well as to a central location, via
a satellite wireless connection. The system also collects usage and environmental
information and, with the vehicle owner's permission, transmits this information
periodically to the central location.
 Large medical systems, such as CT scanners, have sensors and devices that can
provide real-time system information to those who do system maintenance.
 Hahn and Doganaksoy [HD08, Section 9.9] describe an application involving modern
locomotive engines installed with sensors that indicate operating status variables
such as oil pressure, oil temperature, and water temperature. Such information is
automatically recorded and transmitted to a central location and can be used to
shutdown an engine, should a dangerous condition arise. Aircraft subsystems also
have similar sensors.
 High-voltage power transformers can be monitored by an automatic dissolved gas
analyzer (DGA) system (e.g., [STW+05]). DGA automatically performs periodic
analyses (typically every hour) to indicate the presence of dierent kinds of dis-
solved gases in the transformer insulating oil and moisture content. Certain combi-
nations of gas mixtures are known to be a precursor of a failure event. In addition,
the DGA system reports real-time dynamic loading and thermal information. This
information is automatically transmitted to a control center for monitoring and
analyses.
 Computers and high-end printers with smart chips can record the usage history
and the environmental condition such as operating temperature. This information
is available dynamically through the network or other communications channels and
can, in cooperation with the owner, be downloaded periodically.
1.2 Applications in Prediction
One important reason for outtting products with sensors, smart chips, and com-
munications channels is to assist in the delivery of timely maintenance actions and
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to increase system availability. It can be expected, however, that using dynamic us-
age/environmental information in modeling and data analysis will also provide stronger
statistical methods and more accurate inferences or predictions of eld failures. These
improvements can be realized when one or more of the important sources of variability
the eld data can be explained by the additional information. In applications, predic-
tions for the number of eld failures or warranty returns for the population is important
for nancial planning decisions, such as setting warranty reserves for a manufactured
product or capital budgeting for a company's eet of assets. For example, after a prod-
uct has been introduced into the eld for a certain period of time (e.g., one year),
the nance department is often interested to know what will be the total number of
returns for some future period of time (i.e., the next three years), based on early war-
ranty returns of the product. By taking advantage of the dynamic information available
from the product, one can expect to get more accurate predictions than what would
be obtained by using only the traditional failure-time data.
The prediction of the remaining life of individual units sometimes is also of interest,
especially for eets of assets for a company (e.g., locomotives in Section 9.9 of [HD08],
and high-voltage power transformers in [HMM09]). [HMM09] give the prediction inter-
vals for the remaining life of high-voltage power transformers based only on currently
available failure-time data. The prediction intervals given there are wide for individual
units. The dynamic usage/environmental information can be expected to improve the
accuracy of prediction intervals for individuals.
1.3 Related Literature
[Nel90, Chapter 10] describes the cumulative exposure model in the context of life
tests. The cumulative exposure model is equivalent to the time scale accelerated failure
time model with time-dependent covariates used in [RT92]. [RT92], however, used a
nonparametric estimation method that does not require specication of the baseline
failure-time distribution.
[Nel01] describes prediction for eld reliability of units under dynamic stresses using
the cumulative exposure model. The problem considered in our paper, however, is
dierent. We consider predictions and prediction intervals (PIs) for both the population
and individual units based on the distribution of remaining life. The uncertainty in the
covariate process is also considered.
In the area of warranty prediction involving dynamic stress, [GMMO09] consider
warranty prediction with stress that is random from unit to unit but constant within a
unit. Stress information, however, is not available for individual units. [HM10] consider
a warranty prediction problem where the the average use-rate is available for both
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failed and censored units. However, warranty prediction procedures using the dynamic
information need to be developed.
2 Data and Model
2.1 Notation
Let T be the time to failure random variable. The usage/environmental informa-
tion at time t is denoted by a random vector X(t) = [X1(t);    ; Xp(t)]0 where
p is the number of covariates. The history of the covariate process is denoted by
X(t) = fX(s) : 0  s  tg which records the dynamic information from time 0 to
time t. Because of the dynamic information on usage and environmental conditions,
observations of X(t) are available for each small time interval with length . X(t) is
assumed to be constant over these intervals. Thus, the covariate history is recorded as
a multivariate time series.
The data are denoted by f ti; i;xi(ti) g for i = 1; 2    ; n where n is the number
of observations in the dataset. Here ti is the failure time (time in service) for unit i
if it failed (did not fail). The censoring indicator i = 1 if unit i failed and i = 0
otherwise. Let x(t) be the observed covariate information at time t. Then xi(ti) =
fx(s) : 0  s  tig is the observed covariate history from the time origin to ti for unit
i.
2.2 Cumulative Exposure Model
We use the cumulative exposure model, as described in [Nel90], to model the failure-
time data with covariates which were recorded as a multivariate time series. In partic-
ular, the cumulative exposure U for a unit with failure time T is dened as
U =
Z T
0
g[X(s);]ds  F0(u;0) (1)
given the covariate entire history X(1) = x(1). Here g[X(t);] is the time scale
acceleration rate which is a function of the covariate process history with parameter ,
and F0(u;0) is the baseline cumulative distribution function (cdf). g[X(t);] gives the
instantaneous eect of the stress/exposure on the product life from both the usage and
the environment at time t. If a unit is operated under harsh environmental conditions
and/or has a large use rate, then g[X(t);] > 1. That is, the calender time scale is
accelerated. The unit would be expected to fail sooner than those used under mild
conditions.
There needs to be a restriction on g[X(t);] in order for the parameters to be
estimable. In particular, the function needs to have g[X(t);] = 1 when  = 0. Given
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the covariate history X(1) = x(1) and  = 0, the cumulative exposure is U =R T
0
g[x(s);]ds =
R T
0
1ds = T . That is, the cumulative exposure has the same scale as
the calender time scale.
We assume that lifetimes of product units that are all used at the same constant use
rate and environmental conditions can be adequately described by the same distribu-
tion. This is because the failure mechanisms of those units are similar. The cumulative
exposure model converts units under dierent usage and environmental conditions into
a comparable scale which is called the cumulative exposure. We assume that failure
time of the population under the cumulative exposure time scale can be adequately
described by a single distribution.
2.3 Modeling the Time Scale Acceleration Rate
The following log-linear relationship is widely used as an acceleration factor
g[X(t);] = exp[0X(t)]: (2)
This model assumes the eect on the time scale acceleration is proportional for dierent
values of X(t). This model is sometimes called the proportional quantiles (PQ) model
or the scale accelerated failure-time (SAFT) model (e.g., [ME98, Chapter 17]). Here
X(t) might be transformed values of the original explanatory variable.
 If use-rate information is available, one possible relationship is g[X(t);] = exp[0+
1X(t)] where X(t) = log(use rate), which is the inverse power law (e.g., [ME98,
Page 480]).
 If information on temperature is available, the Arrhenius relationship (e.g., [ME98,
Page 472]) can be used, in which case g[X(t);] = exp[0 + 1X(t)] where X(t) =
 11605=(temp+273:6) is a transformation of Celsius temperature temp. 1 can be
interpreted as the eective activation energy in electron volts. Both 0 and 1 are
product or material characteristics.
 If information on both temperature and use rate is available, the following relation-
ship can be used,
g[X(t);] = exp[0 + 1X1(t) + 2X2(t)]
where X1(t) is the transformed temperature and X2(t) is the transformed use rate.
2.4 Modeling the Baseline Distribution
The baseline cdf is dened as the cdf of the failure-time distribution for a unit which
is used at typical xed conditions. These baseline conditions are similar to the use
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conditions in a standard life test or accelerated life test. We will model the baseline cdf
F0(u;0) as a log-location-scale distribution. The general log-location-scale cdf is
F0(u;0) = 

log(u)  


; u > 0: (3)
Here 0 = (; )
0,  is the location parameter,  is the scale parameter, and (z) is
the standard cdf for the location-scale family of distributions (location 0 and scale 1).
The corresponding probability density function (pdf) is
f0(u;0) =
dF0(u)
du
=
1
u


log(u)  


where (z) = d(z)=dz. The Weibull and lognormal distributions are the most com-
monly used distributions for modeling of failure-time data from this family of distribu-
tions. The cdf and pdf of T , given the entire history X(1) = x(1), is
F (t;;0) = F0
Z t
0
g[x(s);]ds;0

and f(t;;0) = g[x(t);]f0
Z t
0
g[x(s);]ds;0

respectively.
2.5 Modeling the Covariate Process
For the purpose of prediction of failure times, a parametric model for X(t) is needed.
This allows prediction of the future covariate vector for an individual unit. X(t) is
modeled as
X(t) = m(t;) + a(t) : (4)
Here m(t;) is the mean function with parameter  and a(t) is the error term which is
assumed to be a stationary process. The parametric form for the mean function m(t;)
needs to be specied according to the particular application. Some components of 
can be random to allow for population nonhomogeneity of the covariate process. Also,
depending on the application, the following gives possible models for the distribution
of a(t).
 In a simple case, a(t) for dierent values of t can be modeled as independently and
identically distributed (iid) with N(0; ) where  is the covariance matrix.
 To allow for more complicated models for a(t), the vector autoregressive (VAR)
moving average time series models in [Rei03] can be used. For example, the VAR(1)
model is represented as
a(t) = 	 a(t  1) + "(t) (5)
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where 	 is an unknown coecient matrix. For the purpose of prediction, a paramet-
ric distribution assumption is needed for the noise term "(t). One common choice is
that "(t) are iid with N(0; 2I) where I is the identity matrix and 2 is the variance
factor.
3 Parameter Estimation
In this section, we use the method of maximum likelihood (ML) to obtain estimates
for unknown model parameters. The ML estimates for the failure-time distribution
parameters are obtained by conditioning on the observed covariate history. The ML
estimates for the parameters of the covariate history can also be obtained by assuming
that the data were generated from a specic class of multivariate time series models.
3.1 ML Estimate for Parameters of the Failure-time Distribution
The likelihood of the failure-time data, conditional on the observed covariate history,
is
L(;0jDATA) =
nY
i=1

g[xi(ti);]f0
Z ti
0
g[xi(s);]ds;0
i 
1  F0
Z ti
0
g[xi(s);]ds;0
1 i
:
(6)
The maximum likelihood (ML) estimate
b0; b00 is obtained by nding those values
of (0;0)0 that maximize (6).
3.2 ML Estimate for Parameters of the Covariate Process
The likelihood for the covariate history, assuming the parameter  in the mean function
m(t;) is non-random and the error term a(t) is distributed with N(0; ), is
L(; jDATA) =
nY
i=1
Y
sti
1
(2)p=2jj1=2 exp

 1
2
[xi(s) m(s;)]0 1[xi(s) m(s;)]

:
(7)
The ML estimates are denoted by b and b. For more complicated models describing
a(t), the parameters can also be estimated using the method of ML. The ML estimation
techniques described, for example, in [Rei03, Chapter 5] can be used.
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4 Predictions
As described in Section 1.2, predictions are needed for both the cumulative number
of eld failures and the remaining life of individual units. There is need for accurate
predictions on both the population and individuals in business and industry. The avail-
ability of dynamic environmental information can be expected to improve the accuracy
of predictions, especially for individuals. In applications, predictions need to correspond
to the real time scale, after the data-freeze date (DFD). These predictions will be based
on the distribution of remaining life of units that have survived until the DFD.
4.1 Distribution of Remaining Life
The distribution of remaining life provides the basis for calculating the prediction for
the population and the individuals. The distribution of Ti, given Ti > ti and the
covariate history Xi(ti), is
i(tw;) = Pr[ti < Ti  twjTi > ti;Xi(ti)]; tw > ti: (8)
Here  is the collection of parameters including ;0, and the parameters for the
covariate process. In particular,
i(tw;) = EXi(ti;tw)jXi(ti) fPr[ti < Ti  twjTi > ti;Xi(ti);Xi(ti; tw)]g (9)
=
EXi(ti;tw)jXi(ti)
n
F0
R tw
0
g[Xi(u);]du;0
o
  F0
R ti
0
g[xi(u);]du;0

1  F0
R ti
0
g[xi(u);]du;0

where Xi(t1; t2) = fXi(u) : t1 < u  t2g. When the model for X(t) is complicated,
the distribution of Xi(ti; tw)jXi(ti) may be mathematically intractable. Numerical
methods can, however, be applied to evaluate i(tw;).
4.2 Prediction for the Population
When focusing on the overall population, we need to generate predictions for the cu-
mulative number of failures for the units in the eld. The prediction for the warranty
returns can also be obtained in a similar way but there is a need to adjust the risk set for
the length of the warranty period. Prediction intervals are also needed for quantifying
the statistical uncertainties.
Let N(s) be the number of eld failures at s time units after the DFD. N(s) =P
i2RS Ii(s) where RS is the risk set and Ii(s)  Bernoulli[i(ti + s;)]: The point
prediction for N(s) is bN(s) =Pi2RS i(ti + s; b). A prediction interval (PI) for N(s)
is denoted by
h
Ne ; eN
i
. The naive (plug-in) PI is obtained by solving
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FN (Ne ; b) = 2 ; and FN ( eN ; b) = 1  2 : (10)
Here FN (nk;); nk = 0; 1;    ; n is the cdf of N(s) where n is the number of units in
the RS at the DFD. 1  is the desired coverage probability. Note that N(s) is a sum
of non-identically distributed Bernoulli random variables. The cdf of Nk does not have
a simple closed-form expression. An approximation is usually needed in applications.
The Volkova approximation ([Vol96]), which is based on a rened normal approximation
with correction for the skewness of N(s), is used by [HMM09] for a prediction problem.
The Poisson approximation is also used in the literature (e.g., [EM99, Section A.3])
when the expected number of failure (after the DFD in setting of this paper) is small
(e.g., less than 10).
4.3 Prediction for Individuals
When focusing on individuals, we will compute prediction intervals for each individual.
The naive prediction interval for the individual remaining life is denoted by
h
Tei; eTi
i
and can be obtained by solving
i(Tei; b) = 2 ; and i( eTi; b) = 1  2 (11)
where i(  ;) is given in (9). Note here the PI of remaining life is conditional on the
individual's current time in service ti and its observed covariate process xi(ti). Thus
each individual will have a distinct PI.
5 Calibration of Prediction Intervals
The PIs in (10) and (11) ignore the uncertainty in b. Thus the coverage probability is
generally smaller than the nominal 1  level. These PIs can be calibrated to improve
the coverage probability property. We will use simulations to do the calibration.
5.1 Bootstrapping the Distribution of b
To account for the uncertainty in b, we use a parametric bootstrap simulation to ap-
proximate the distribution of b. The calibration has two parts: rst, we use bootstrap to
generate the bootstrap version of the covariate process xi (ti); i = 1; 2;    ; n. Because
we assume a parametric model for the covariate process as in (4), parametric simulation
methods can be used here to generate xi (ti). Repeating the ML estimation procedure
in Section 3.2, one obtains the bootstrap version of estimates of the parameters for the
covariate process.
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The second part of the calibration process is to obtain the bootstrap version esti-
mates of parameters for the failure-time distribution. The traditional bootstrap method
that uses simple random sampling with replacement can be problematic with heavy
censoring, as it can result in bootstrap samples without enough failures for the esti-
mation of the parameters. Here we use the random weighted bootstrap method (e.g.,
[NR94], [JYW01]) to obtain the bootstrap version estimates of the parameters. See
[HMM09] for another application of random weighted bootstrap in calibration PIs. In
particular, with a set of random weights Zi generated from any positive continuous
distribution with E(Zi) =
p
Var(Zi), the random weighted likelihood is
L(;0jDATA) =
nY
i=1

g[xi (ti);]f0
Z ti
0
g[xi (s);]ds;0
iZi 
1  F0
Z ti
0
g[xi (s);]ds;0
(1 i)Zi
:
Here xi (ti) is the bootstrap sample generated in the rst part. The bootstrap versions of
the parameter estimates for the failure-time distribution can be obtained by maximizing
the random weighted likelihood. Combining with the bootstrap version estimates of the
parameter for the covariates, we obtain the bootstrap version of b, which is denoted
by b.
5.2 Calibration for Prediction Intervals
With B bootstrap samples of b; the calibration of PIs for the population can be done
by using a procedure similar to the procedure described in Section 6.2 of [HMM09].
Here B is usually chosen to be a large number (e.g., B = 10; 000). The calibration of
PIs for individuals can be done by using a procedure similar to the procedure described
in Section 5.4 of [HMM09].
6 Conclusions and Areas for Future Research
In this paper, we outline a model and methods that can be used for eld-failure predic-
tion using dynamic environmental data. We also describe predictions of the cumulative
number of eld failures and the remaining life for individuals. Prediction intervals are
also given and the associated calibration procedures are also described.
In future work, we will consider more general modeling of eects of covariate pro-
cesses on the failure-time distribution. For example, one can model the time scale
acceleration rate function g in (1) as g[X(t);]. This means the time scale acceleration
rate function depends on the history from the time origin to time t. For example, some
environmental variables may have delayed eect on the failure-time distribution. Alter-
native models, such as the proportional hazards model with time dependent covariates
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could also be considered. Parametric models for the baseline hazard function and the
covariate process will be needed if prediction is the main goal of the application.
Modern sensor technology also allow us to obtain dynamic degradation measure-
ments (or indirect measurements) for products or components of products on the eld.
Prediction and intervals using dynamic degradation can be expected to have some ad-
vantages and provide more useful information. Some research has been done in this
direction. [GP08] used dynamic environmental data to update the distribution of re-
maining life under a Bayesian frame work. [VTM09] developed a statistical model for
linking eld and laboratory exposure data that measure the chemical degradation pro-
cesses of a coating system, where environmental variables such as UV spectrum and
intensity, temperature, and relative humidity were also measured repeatedly. More gen-
eral models and methods for prediction and prediction intervals, however, need to be
developed for these situations.
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