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Abstract
Suppose an interval is put on a horizontal line with random roughness. With proba-
bility one it is supported at two points, one from the left, and another from the right from
its center. We compute probability distribution of support points provided the roughness
is fine grained. We also solve an analogous problem where a circle is put on a rough plane.
Some applications in static are given.
1 Introduction
1.1 Motivations
The Amonton-Coulomb law of friction (dry friction) says that if the motion of a body is a
translation along a fixed plane, the friction force is up to a constant multiplier (the dry friction
coefficient) equals total normal load. If the body slides along a plane with nonzero angular
velocity, to obtain total friction force and total friction momentum, one has to integrate in-
finitesimal friction forces over the contact spot. This makes the problem of sliding of a body
along a plane in the presence of dry friction non-trivial.
There is a series of publications where dynamical problems of this kind are studied: [10,
13, 5, 9, 11, 12]. A key role in these models is played by the hypothesis on the distribution
of the normal load on the contact spot. All such hypotheses are essentially phenomenological
although some quasistatic argument is usually attached. The uniform distribution [5, 11, 12]
or rotational symmetric ones (for cylindrical bodies with rotational symmetric base) [6, 7] are
compatible with dynamics only for bodies of infinitesimal height. Dynamically compatible
deformations of the above distributions are considered in [4], see also [1, 2, 3], where qualitative
analysis of the motion is presented.
Very careful experiments [12], where a plastic disk slides along nylon, stretched over the
surface of a flat table, essentially confirm (even quantitatively) theoretical predictions. Other
experiments, where a rigid disk slides along a rigid surface [8, 1] produce much more noisy
data which correspond to the the above theoretical works only qualitatively. We believe that
the main reason for such noisy and unstable data is that when both the disk and the support
surface are sufficiently rigid, it is hard to expect that their surfaces are perfectly flat: very small
deviations from ideal flatness can change unpredictably the distribution of the normal load and
break any deterministic hypothesis on the distribution of a load over the contact spot. In this
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Figure 1: Random comb
case one should use some probabilistic assumptions. For example, it is possible to consider a
(perfectly) flat body on a rough surface with random roughness.
Instead of a disk on a plane in this paper we consider two simpler problems: an interval
on a rough line and a circle on a rough plane. We also consider some static problems which
appear in this context.
1.2 An interval on a line
Consider the points
wj = (xj, 0), xj = −1 + 2/N, j = 1, . . . , N
on the horizontal interval
I = {(x, z) ∈ R2 : x ∈ [−1, 1], z = 0}.
Each point wj is supposed to be the lower end of a vertical interval whose length ξj is uniformly
distributed on [0, 1]. We call any such vertical interval a tooth and the whole set of these
intervals a random comb, see Fig. 1
An interval J , lying on this random comb and projecting exactly on I, with probability 1
is supported by two teeth with horizontal coordinates
a1 = xj1 ∈ I− = [−1, 0], a2 = xj1 ∈ I+ = [0, 1], 1 ≤ j1, j2 ≤ N.
We say that in this case the event Sa takes place.
Theorem 1.1. In the limit N →∞ the density p : I−× I+ → R+ of probability distribution of
the random event Sa is
p(a) = (a2 − a1)
( 4
3(1 + a2)3
+
4
3(1− a1)3 +
1
6
)
. (1.1)
Graph of the function p is presented in Fig. 2. We see that p(0, 0) = 0 and p attains global
maximum at the points (−1, 0) and (0,1).
To get “mechanical” interpretations, suppose that the heavy interval J is drawn along a
rough line. Where it will be scratched more: near ends or in the middle?
Density of probability distribution for the right support point a2 is as follows:
p2 =
∫ 0
−1
p(a) da1 =
4
3(1 + a2)2
− 2
3(1 + a2)3
+
2a2
3
+
1
4
.
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Figure 2: Graph of the function p
We have: p2(1)/p2(0) = 14/11. Therefore endpoints of J are support points 14/11 times more
frequently than points near the center of J . However we should take into account that the rate
of scratching depends also on the normal load. Hence we have to perform another calculation.
Suppose that the rate of scratching is proportional to the normal load. If J is supported at
the points a1 < 0 < a2, the left and right tooth carries the weight
l1(a) =
Pa2
a2 − a1 and l2(a) =
Pa1
a1 − a2
respectively, where P is the weight of J . Therefore the rate of scratching at the left support
point is proportional to
scr1(a1) =
∫ 1
0
a2
a2 − a1p(a) da2 =
2
3(1− a1)3 +
1
2
.
Analogously scr2(a2) =
2
3(1+a2)3
+ 1
2
. Since scr2(0)scr2(1) =
10
7
, we see that the middle point will be
scratched stronger than the end.
Another application of (1.1) is as follows. Suppose that J is a heavy beam of mass M lying
on an uneven surface. A man of mass m walks along the beam. At some moment it may
happen that under the weight of the man the beam will leave its initial equilibrium, starting
to rotate on one of the support points. We compute the probability
p∗ = p∗(µ), µ =
m
m+M
∈ [0, 1]
3
Figure 3: Graph of the function p∗
of the random event that this does not happen. This event is equivalent to the following two
inequalities:
−a1 > µ, a2 > µ.
Therefore
p∗ =
∫ µ
−1
∫ 1
µ
(a2 − a1)
( 4
3(1 + a2)3
+
4
3(1− a1)3 +
1
6
)
da2da1 =
(1− µ)2
6
(
6 + µ−
( 2µ
1 + µ
)2)
.
In particular, if m =M , we have p∗ ≈ 1/4. Graph of the function p∗(µ) is presented in Fig. 3.
1.3 Circle on a plane
Consider the points
wj = w(αj) = (xj , yj, zj) = (cosαj , sinαj, 0), αj = 2pij/N j = 1, . . . , N
on the horizontal circle
c = {(x, y, z) ∈ R3 : x2 + y2 = 1, z = 0}.
Each point wj is supposed to be the lower end of a vertical interval whose length ξ(wj) is
uniformly distributed on c. We call any such vertical interval a tooth and the whole set of
these intervals a random circular comb, see Fig. 4.
A thin hoop J , lying on this random comb, with probability 1 is supported by three teeth
wni = (cosαni , sinαni, 0), 1 ≤ ni ≤ N, i = 1, 2, 3.
We say that in this case the event Sϕ takes place Sϕ takes place, where
ϕ = (ϕ1, ϕ2, ϕ3), ϕi = 2pini/N mod 2pi, i = 1, 2, 3. (1.2)
We are interested in probability distribution of the random event Sϕ.
4
Figure 4: Random circular comb
We assume that orientation of the triangle ϕ = (ϕ1, ϕ2, ϕ3), ϕi = αni is positive i.e.,
ϕi+1 − ϕi = ϑi−1 mod 2pi, for some real ϑ1, ϑ2, ϑ3 > 0, ϑ1 + ϑ2 + ϑ3 = 2pi,
where it is convenient to assume the subscript i to lie in the cyclic group Z3.
The mass center of J should lie inside the triangle with vertices wn1, wn2, wn3 (otherwise J
can not be in equilibrium on the teeth n1, n2, n3). This condition is equivalent to the inequalities
0 < ϑi < pi. Moreover, the events S
(ϕ1,ϕ2,ϕ3), S(ϕ2,ϕ3,ϕ1), and S(ϕ3,ϕ1,ϕ2) are the same. Therefore
ϕ ∈ Ŝ = S/Z3, S = {ϕ ∈ T3 : 0 < ϑi(ϕ) < pi, i = 1, 2, 3},
where Z3 acts on T
3 by cyclic permutations:
(ϕ1, ϕ2, ϕ3) 7→ (ϕ2, ϕ3, ϕ1) 7→ (ϕ3, ϕ1, ϕ2).
In the limit N → ∞ distribution of the random event Sϕ has density pS : Ŝ → R+. This
density is invariant with respect to the action Rα of the circle T:
Ŝ ∋ ϕˆ 7→ Rα(ϕˆ) = ϕˆ+ α 1, 1 = (1, 1, 1)T ∈ R3, α ∈ T. (1.3)
Therefore it is natural to consider this distribution on the quotient
T̂ = Ŝ/T = T /Z3, T = {ϑ = (ϑ1, ϑ2, ϑ3) : 0 < ϑi < pi, ϑ1 + ϑ2 + ϑ3 = 2pi}. (1.4)
More precisely, let pr : Ŝ → T̂ be the natural projection. Then there exists a function pT :
T̂ → R+ such that pT ◦ pr = pS . The space T̂ should be considered with the measure µT :
dµT =
1
3
∣∣dϑ3 ∧ dϑ2 + dϑ1 ∧ dϑ3 + dϑ2 ∧ dϑ1∣∣. (1.5)
Then dϕˆ = dϕˆ1dϕˆ2dϕˆ3 is the pull-back of dµT : pr∗(dµT ) = dϕˆ.
Theorem 1.2. The density pT satisfies the equation
pT (ϑˆ) = 2pi sin
ϑ1
2
sin
ϑ2
2
sin
ϑ3
2
( 1
pi2
+
3∑
i=1
f(ϑˆi)
)
, f(ξ) =
∫ ξ/2
0
(ξ − 2ϕ) sinϕ
((pi − ϕ) cosϕ+ sinϕ)3 dϕ.
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Figure 5: Graph of the function pT .
Graph of the function pT is presented in Fig. 5. Here we take ϑ1, ϑ2 as coordinates on T̂ .
Hence T̂ can be regarded as the triangle
{(ϑ1, ϑ2) : 0 < ϑ1 < pi, 0 < ϑ2 < pi, ϑ1 + ϑ2 < pi}
with identification
(ϑ1, ϑ2) ∼ (ϑ2, 2pi − ϑ1 − ϑ2) ∼ (2pi − ϑ1 − ϑ2, ϑ1). (1.6)
We see that p = 0 if one of the angles ϑi vanishes. Maximal value of p is attained at points
ϑ such that for some i ∈ Z3 ϑi = pi and ϑi±1 = pi/2.
As an illustration consider a man of mass m going around the hoop of mass M . Let
p∗ = p∗(µ), cosα = µ =
m
m+M
, 0 ≤ α ≤ pi/2
be the probability of the random event that the hoop stands motionless during all the walk.
This event is equivalent to the 3 inequalities
0 < ϑi < 2α, i = 1, 2, 3.
Hence
p∗ =
∫
D(α)
pT (ϑ) dϑ1dϑ2, D(α) =
{
(ϑ1, ϑ2) : ϑ1 < 2α, ϑ1 < 2α, 2pi − 2α < ϑ1 + ϑ2
}
/ ∼,
where ∼ is the equivalence relation (1.6).
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Figure 6: Graph of the function µ 7→ p∗(µ)
Since D(α) is empty for α < pi/3, we only have to consider the case pi/3 < α < pi/2. Graph
of the function µ 7→ p∗(µ),
p∗ =
2pi
3
∫ 2α
2pi−4α
dϑ1
∫ 2α
2pi−2α−ϑ1
sin
ϑ1
2
sin
ϑ2
2
sin
ϑ1 + ϑ2
2
( 1
pi2
+f(ϑ1)+f(ϑ2)+f(2pi−ϑ1−ϑ2)
)
dϑ2
is presented in Fig. 6. In particular, p∗ = 1/2 for µ ≈ 1/6.
2 Proof of Theorem 1.1
Let Ω be the configuration space of the random comb: Ω = [0, 1])N . We consider large integer
L, and put
n = (n1, n2), 1 ≤ n1 ≤ N/2 < n2 ≤ N.
Then we define two random events ν and Qn, where by definition
• ν = n iff J is supported by the teeth n1 and n2,
• Qn = (K1, K2) iff length of the tooth with number ni equals
ξni ∈
(
1− (Ki − 1)/(NL), 1−Ki/(NL)
)
, i = 1, 2.
For any K ∈ {1, . . . , NL}2 we have:
P{Qn = K} = (NL)−2.
Therefore by the formula of total probability
P{ν = n} =
∑
K
P{ν = n|Qn = K}P{Qn = K} =
∑
K
P{ν = n|Qn = K}
(NL)2
.
In the limit L→∞ we obtain:
P{ν = n} = 1
N2
∫ N
0
∫ N
0
P{ν = n|ξn = 1− A/N} dA, ξn = (ξn1 , ξn2), 1 = (1, 1)T . (2.1)
7
In the limit N →∞ we obtain densities of probability distributions
p : I− × I+ → R+, pν|Q : I− × I+ × [0, N ]2 → R+,
p(a) = lim
N→∞
N2
4
P{ν = n}, pν|Q(a, A) = lim
N→∞
P{ν = n, ξn = 1− A/N},
a = (a1, a2) =
(− 1 + 2n1/N,−1 + 2n2/N).
Equation (2.1) implies
p(a) =
1
4
∫ N
0
∫ N
0
pν|Q(a, A) dA. (2.2)
Now we turn to computation of pν|Q. The interval J = J(a, A) is determined by the equation
z = 1− A1a2 −A2a1
N(a2 − a1) −
A2 − A1
N(a2 − a1)x, x ∈ I.
We have to consider two cases.
(1) The interval J does not intersect the line segment I+ joining the points (−1, 1) and
(1, 1). This happens provided
|A1 − A2| < A1a2 − A2a1.
(2) J ∩ I+ = (x∗, 1). In this case |A1 − A2| ≥ A1a2 − A2a1 and
x∗ =
A1a2 −A2a1
A1 −A2 .
In case (1) probability for the point wj = (xj , 0) to have the tooth (entirely) under J is
zj = 1− A1a2 −A2a1
N(a2 − a1) −
A2 − A1
N(a2 − a1)xj < 1. (2.3)
Therefore probability for the whole comb to be under J is
p
(1)
ν|Q =
N∏
j=1
(
1− A1a2 − A2a1
N(a2 − a1) −
A2 − A1
N(a2 − a1)
(
− 1 + 2j
N
))
= eF1 ,
F1 =
N∑
j=1
log
(
1− A1a2 −A2a1
N(a2 − a1) −
A2 − A1
N(a2 − a1)
(
− 1 + 2j
N
))
.
In the limit N →∞ we have: F1 = −A1a2−A2a1a2−a1 . Hence
p
(1)
ν|Q = e
−
A1a2−A2a1
a2−a1 .
Consider case (2). For definiteness we assume that A1 > A2 i.e., x∗ > 0. Then probability
for any point wj to have the tooth under J is determined by (2.3) if xj ∈ [−1, x∗] and equals 1
if xj ∈ [x∗, 1].
Probability for the whole comb to be under J is p
(2)
ν|Q = e
F2,
F2 =
∑
j≥1,−1+2j/N≤x∗
log
(
1− A1a2 − A2a1
N(a2 − a1) −
A2 − A1
N(a2 − a1)
(
− 1 + 2j
N
))
= −1
2
∫ x∗
−1
(A1a2 −A2a1
a2 − a1 +
A2 − A1
a2 − a1 x
)
dx+O(1/N).
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For N →∞ we obtain:
p
(2)
ν|Q = e
−
(A1(a2+1)−A2(a1+1))
2
4(a2−a1)(A1−A2) if A1 > A2.
The case A1 < A2 can be obtained from this one by the exchange A1 ↔ A2, a1 ↔ −a2.
Therefore
p
(2)
ν|Q = e
−
(A2(−a1+1)−A1(−a2+1))
2
4(a2−a1)(A2−A1) if A2 > A1.
Considering in (2.2) the limit N →∞ we see that
p(a)|N→∞ = Q1 +Q+2 +Q−2 , Q1 =
1
4
∫
D1
p
(1)
ν|Q dA, Q
±
2 =
1
4
∫
D±2
p
(2)
ν|Q dA, (2.4)
D1 = {A ∈ R2+ : |A1 −A2| < A1a2 − A2a1},
D±2 = {A ∈ R2+ : |A1 − A2| ≥ A1a2 − A2a1, ±(A1 −A2) > 0}.
Change of the variables
a2A1 − a1A2 = r, −A1 + A2 = q
transforms the integrals as follows:
Q1 =
1
4
∫
|q|<r
1
a2 − a1 e
− r
a2−a1 drdq =
1
2
(a2 − a1), (2.5)
Q+2 =
1
4
∫
D+
1
a2 − a1 e
r2
4(a2−a1)q drdq, D+ = {−(1 + a2)q < r < −2q}.
The quantity Q−2 (a) is obtained from Q
+
2 (a) by the exchange a1 ↔ −a2.
It is convenient to compute Q+2 in the variables u = −r2/q, v = −r/q. Direct computation
gives:
Q+2 =
4(a2 − a1)
3
( 1
(1 + a2)3
− 1
8
)
, Q−2 =
4(a2 − a1)
3
( 1
(1− a1)3 −
1
8
)
. (2.6)
Now equation (1.1) follows from (2.4), (2.5), and (2.6).
3 Proof of Theorem 1.2
Let Ω be the configuration space of the circular random comb: Ω = [0, 1]N . The teeth that
support J are determined by equation (1.2).
We consider large integer L, and define two random events ν and Qn, where by definition
• ν = n iff J is supported by the teeth n = (n1, n2, n3),
• Qn = K = (K1, K2, K3) iff length of the tooth with number ni equals
ξni ∈
(
1− (Ki − 1)/(NL), 1−Ki/(NL)
)
, i = 1, 2, 3.
For any K ∈ {1, . . . , NL}3 we have: P{Qn = K} = (NL)−3. Therefore by the formula of
total probability
P{ν = n} =
∑
K
P{ν = n|Qn = K}P{Qn = K} =
∑
K
P{ν = n|Qn = K}
(NL)3
.
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Putting 1 = (1, 1, 1)T ∈ R3, in the limit L→∞ we obtain:
P{ν = n} = 1
N3
∫ N
0
∫ N
0
∫ N
0
P{ν = n|ξn = 1− A/N} dA, ξn = (ξn1, ξn2, ξn3). (3.1)
In the limit N →∞ we obtain densities of probability distributions
pS : Ŝ → R+, p˜ν|Q : S × [0, N ]3 → R+,
pS(ϕˆ) = lim
N→∞
(N
2pi
)3
P{ν = n}, p˜ν|Q(ϕ|A) = lim
N→∞
P{ν = n|ξn = 1−A/N}, (3.2)
where ϕˆ ∈ Ŝ and ϕ ∈ S.
Equations (3.1)–(3.2) imply
pS(ϕˆ) =
1
8pi3
∫
R
3
+
p˜ν|Q(ϕ|A) dA, R3+ = {A = (A1, A2, A3) ∈ R3 : Ai > 0, i = 1, 2, 3}, (3.3)
where ϕˆ is the image of ϕ under the natural map S → Ŝ.
Both densities pS and p˜ν|Q are invariant with respect to the action Rα of the group T,
see (1.3). Hence we obtain the densities pT , pν|Q on T̂ = Ŝ/T and T × [0, N ]3 respectively:
T = S/T,
pT (ϑˆ) = 2pipS(ϕˆ), pν|Q(ϑ|A) = p˜ν|Q(ϕ|A),
where measures on Tˆ and T are determined by (1.5). Then (3.3) implies
pT (ϑˆ) =
1
4pi2
∫
R
3
+
pν|Q(ϑ|A) dA. (3.4)
Now we turn to computation of pν|Q.
The plane passing through J = J(a(ϕ), A) is determined by the equation
z = 1− σ0
N
− σx
N
x− σy
N
y,
σ0 =
1
∆
∣∣∣∣∣∣
cosϕ1 sinϕ1 A1
cosϕ2 sinϕ2 A2
cosϕ3 sinϕ3 A3
∣∣∣∣∣∣ =
A1 sin ϑ1 + A2 sinϑ2 + A3 sinϑ3
∆
> 0, (3.5)
∆ =
∣∣∣∣∣∣
cosϕ1 sinϕ1 1
cosϕ2 sinϕ2 1
cosϕ3 sinϕ3 1
∣∣∣∣∣∣ = sin ϑ1 + sinϑ2 + sin ϑ3, (3.6)
σx =
1
∆
∣∣∣∣∣∣
A1 sinϕ1 1
A2 sinϕ2 1
A3 sinϕ3 1
∣∣∣∣∣∣ , σy =
1
∆
∣∣∣∣∣∣
cosϕ1 A1 1
cosϕ2 A2 1
cosϕ3 A3 1
∣∣∣∣∣∣ . (3.7)
We consider two cases.
(1) The disk J does not intersect the disk I+, obtained as a shift of the disk I by the vector
(0, 0, 1). This happens provided σx cosϕ+ σy sinϕ + σ0 > 0 for all real ϕ i.e.,
σ2x + σ
2
y < σ
2
0.
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(2) J ∩ I+ 6= ∅. In this case J is below I+ over the domain
Dσ = {x2 + y2 ≤ 1, σxx+ σyy + σ0 ≥ 0}.
In case (1) probability for the point wj = w(αj) to have a tooth (entirely) under J is
1− σ0
N
− σx
N
cosαj − σy
N
sinαj ≤ 1.
Therefore probability for the whole comb to be under J equals
p
(1)
A =
∏
j 6=n1,n2,n3
(
1− σ0
N
− σx
N
cosαj − σyN sinαj
)
= eF1 , αj =
2pij
N
, j = 1, . . . , N,
F1 =
∑
j 6=n1,n2,n3
log
(
1− σ0
N
− σx
N
cosαj − σyN sinαj
)
= −σ0 +O(1/N).
For N →∞ we obtain:
p
(1)
A = e
−σ0 .
In case (2) the tooth is under J with probability
1− σ0 + σx cosαj + σy sinαj
N
if αj ∈ B+, and 1 if αj ∈ B−,
B± =
{
α ∈ T : ±(σx cosα + σy sinα+ σ0) ≥ 0
}
.
Therefore probability for the whole comb to be under J equals
p
(2)
A =
∏
αj∈B+, j 6=n1,n2,n3
(
1− σ0+σx cosαj+σy sinαj
N
)
= eF2 , αj =
2pij
N
, j = 1, . . . , N,
F2 =
∑
αj∈B+, j 6=n1,n2,n3
log
(
1− σ0+σx cosαj+σy sinαj
N
)
= σ0A+O(1/N),
A = 1
2piσ0
∫
B+
(σx cosϕ+ σy sinϕ+ σ0) dϕ.
Proposition 3.1. A = 1
pi
(ϕσ − tanϕσ), where ϕσ = arccos
(− σ0/√σ2x + σ2y).
In the limit N →∞ we obtain the probability
p
(2)
A = e
−σ0A.
By (3.4) we have the equation
p = p1 + p2, p1 =
1
4pi2
∫
B1
p
(1)
A dA, p2 =
1
4pi2
∫
B2
p
(2)
A dA, (3.8)
B1 =
{
A ∈ R3+ : σ2x + σ2y < σ20
}
, B2 =
{
A ∈ R3+ : σ2x + σ2y ≥ σ20
}
.
Computation of the integrals p1, p2 requires some preliminary work. First, we introduce new
coordinates
τi = (1− cos ϑi)Ai/∆, i = 1, 2, 3
and put
1 = (1, 1, 1)T ∈ R3, ci = cot ϑi
2
, i = 1, 2, 3.
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Proposition 3.2. For any ϑ ∈ T
c1c2 + c2c3 + c3c1 = 1,
∑
sinϑi∏
sin(ϑi/2)
= 4,
1∏
sin(ϑi/2)
= 〈1, c〉 − c1c2c3. (3.9)
Combining (3.5)–(3.7) and (3.9), we have:
∆ =
4
〈c, 1〉 − c1c2c3 , σ0 = 〈c, τ〉, (3.10)
σ2x + σ
2
y − σ20 = −〈τ, Jτ〉, J =

 −1 1 11 −1 1
1 1 −1

 = 1⊗ 1− 2. (3.11)
Integrals (3.8) in the new coordinates take the form
pi =
∆3pˆi
32pi2
∏
sin2 ϑi
2
=
2pˆi
pi2(〈c, 1〉 − c1c2c3) =
2
pi2
sin
ϑ1
2
sin
ϑ2
2
sin
ϑ3
2
,
pˆ1 =
∫
C1
e−〈c,τ〉 dτ, pˆ2 =
∫
C2
e−〈c,τ〉A dτ, (3.12)
C1 = {τ ∈ R3 : 〈c, τ〉 > 0, 〈τ,Jτ〉 > 0}, C2 = {τ ∈ R3+ : 〈τ,Jτ〉 < 0}. (3.13)
3.1 Convenient variables
To compute integrals (3.12), it is convenient to introduce new variables. We put
w = 1− 〈τ,Jτ〉〈c, τ〉2 , λ =
|c× 1|√
2
≡
√
〈c, 1〉2 − 3.
Equation (3.11) implies
(σ2x + σ
2
y)/σ
2 = w2. (3.14)
In the domain C2 (see (3.13)) we have: w > 1. The identity
λ2w =
(〈1, τ〉
〈c, τ〉 − 〈c, 1〉
)2
+
〈c× 1, τ〉2
〈c, τ〉2
suggests the following change of variables: (τ1, τ2, τ3) 7→ (u, w, ψ),
〈c, τ〉 = u, 1
λ
(〈1, τ〉
〈c, τ〉 − 〈c, 1〉
)
=
√
w cosψ,
〈c× 1, τ〉
λ〈c, τ〉 =
√
w sinψ.
The Jacobian det ∂(u,w,ψ)
∂(τ1,τ2,τ3)
equals the product
det
∂(u, w, ψ)
∂(u, v1, v2)
det
∂(u, v1, v2)
∂(τ1, τ2, τ3)
, v1 =
√
w cosψ, v2 =
√
w sinψ.
These determinants equal 2 and 2u−2 respectively. Therefore
det
∂(u, w, ψ)
∂(τ1, τ2, τ3)
=
4
u2
.
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Assuming i to be an element of the cyclic group Z3, we put
ai =
ci〈c, 1〉 − c2
(ci−1 + ci+1)λ
, bi =
ci−1 − ci+1
(ci−1 + ci+1)λ
.
Direct computations show that
a2i + b
2
i = 1, ai+1bi−1 − ai−1bi+1 =
2ci
c2i + 1
= sinϑi, bi+1bi−1 + ai+1ai−1 =
c2i − 1
c2i + 1
= cosϑi.
Therefore for some ψ1, ψ2, ψ3 ∈ T
ai = sinψi, bi = cosψi, ψi+1 − ψi−1 = ϑi. (3.15)
3.2 The integrals pˆ1 and pˆ2
By using the variables (u, v, ψ) in (3.12), we obtain:
pˆ1 =
∫ ∞
0
du
∫
G1
u2
4
e−u dwdψ, pˆ2 =
∫ ∞
0
du
∫
G2
u2
4
e−uA dwdψ, (3.16)
where the domains G1, G2 are as follows:
G1 =
{
(w, ψ) : 0 < w < 1
}
, G2 =
{
(w, ψ) : w > 1,
τi
〈c, τ〉 > 0, i = 1, 2, 3
}
.
Proposition 3.3.
pˆ1 = pi, pˆ2 = pi
3
(
f(ϑ1) + f(ϑ2) + f(ϑ3)
)
. (3.17)
Proof of Proposition 3.3. The first equation (3.17) is obvious. To prove the second one, we
note that
pˆ2 =
1
2
∫
w>1
dw
∫
ψ∈G(w)
A−3 dψ, (3.18)
G(w) = {ψ ∈ T : sin(ψ + ψi) < 1/√w, i ∈ Z3}. (3.19)
Indeed, by Proposition 3.1 and equation (3.14) we have: A = A(w). Therefore we can perform
integration in (3.16) in the variable u which implies (3.18).
To check that the domain G is determined by (3.19), we define
ν = 〈1, τ〉 = u(λ√w cosψ + 〈c, 1〉),
β = 〈c× 1, τ〉 = uλ√w sinψ.
Then 
 uν
β

 =

 c1 c2 c31 1 1
c2 − c3 c3 − c1 c1 − c2



 τ1τ2
τ3

 ,

 τ1τ2
τ3

 = 1
λ2

 3c1 − 〈c, 1〉 c2 − c1〈c, 1〉 c2 − c33c2 − 〈c, 1〉 c2 − c2〈c, 1〉 c3 − c1
3c3 − 〈c, 1〉 c2 − c3〈c, 1〉 c1 − c2



 uν
β


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Hence the inequalities τi > 0 take the form
3ci − 〈c, 1〉+ (c2 − ci〈c, 1〉)(λ
√
w cosψ + 〈c, 1〉) + (ci+1 − ci−1)λ
√
w sinψ > 0.
After simple transformations we get: ai cosψ + bi sinψ < 1/
√
w which implies (3.19).
Equations (3.18)–(3.19) imply
pˆ2 =
1
2
∫
w>1
|G(w)|
A3(w) dw,
where |G(w)| is the measure of the set G(w).
The set T \ {pi/2 − ψ1, pi/2 − ψ2, pi/2 − ψ3} has 3 connected components: U1, U2, and U3,
where the interval Ui has endpoints pi/2− ψi−1 and pi/2− ψi+1. Hence
G(w) = G1(w) +G2(w) +G3(w), Gi(w) = G ∩ Ui,
pˆ2 = pˆ
(1)
2 + pˆ
(2)
2 + pˆ
(3)
2 , pˆ
(i)
2 =
∫
w>1
|Gi(w)|
A3(w)
dw.
By using (3.15) and (3.19), we get:
|Gi(w)| = ϑi − 2(pi − ϕσ(w))
provided the right-hand side is non-negative.
By using the change w = 1/ cos2 ϕσ, ϕσ ∈ (pi − ϑi/2, pi) in the integral
pˆ
(i)
2 =
pi3
2
∫
w>1
ϑi − 2(pi − ϕσ(w))
(ϕσ(w)− tanϕσ(w))3 dw,
we obtain the equation
pˆ
(i)
2 =
∫ pi
pi−ϑi/2
pi3(ϑi − 2(pi − ϕσ)) sinϕσ
(−ϕσ cosϕσ + sinϕσ)3 dϕσ = 2pi
3f(ϑi).
4 Several proofs
Proof of Proposition 3.1. We define σ∗ and ϕ∗ by the equations√
σ2x + σ
2
y = σ∗, cosϕ∗ = σx/σ∗, sinϕ∗ = σy/σ∗
Then A takes the form
A = 1
2pi
∫
Bˆ+
(
1 + σ∗
σ0
cos(ϕ− ϕ∗)
)
dϕ,
Bˆ+ = {ϕ ∈ T : σ0 + σ∗ cos(ϕ− ϕ∗) ≥ 0} = {ϕ ∈ T : −ϕσ ≤ ϕ− ϕ∗ ≤ ϕσ}.
This implies the required assertion.
Proof of Proposition 3.2. The first identity (3.9) follows from the equation
c3 = − cot(ϑ1/2 + ϑ2/2) = 1− c1c2
c1 + c2
.
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To prove the second one we note that
sinϑ1 = −2 sin(ϑ1/2) cos(ϑ2/2 + ϑ3/2) = 2
∏
sin(ϑi/2)− 2 sin(ϑ1/2) cos(ϑ2/2) cos(ϑ3/2).
Adding to this equation two analogous ones and dividing by
∏
sin(ϑi/2), we get:∑
sinϑi∏
sin(ϑi/2)
= 6− 2(c2c3 + c3c1 + c1c2) = 4.
Finally, adding up the equations
sin2
ϑ1
2
= sin
ϑ1
2
sin
ϑ2 + ϑ3
2
= sin
ϑ1
2
(
sin
ϑ2
2
cos
ϑ3
2
+ cos
ϑ2
2
sin
ϑ3
2
)
,
cos2
ϑ1
2
= − cos ϑ1
2
cos
ϑ2 + ϑ3
2
= cos
ϑ1
2
(
sin
ϑ2
2
sin
ϑ3
2
− cos ϑ2
2
cos
ϑ3
2
)
.
dividing by
∏
sin(ϑi/2), we obtain the third identity (3.9).
5 Discussion
Our computation of probability distributions in Theorems 1.1 and 1.2 are based on the as-
sumptions that length of a tooth is uniformly distributed on [0, 1] and the teeth are situated
on the base of the comb with a constant step. However we believe that the answers (i.e., for-
mulas for densities of these distributions) are not sensitive to these details. For example, the
answers should be the same if the teeth are randomly uniformly distributed on the base and/or
lengths of the teeth are identical independently distributed random values with a continuous
distribution density on [0, b], 0 < b < ∞. It would be interesting to obtain a proof of this
conjecture.
We have already mentioned that it is interesting to consider analogous problems where base
of a random comb is two-dimensional, for example, a disk. Also we would be happy to see
dynamical applications of these problems.
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