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Abstract: A spectral element method is described which enables Poisson problems defined in irregular infinite domains 
to be solved as a set of coupled problems over semi-infinite rectangular regions. Two choices of trial functions are 
considered, namely the eigenfunctions of the differential operator and Chebyshev polynomials. The coefficients in the 
series expansions are obtained by imposing weak C’ matching conditions across element interfaces. Singularities at 
re-entrant corners are treated by a post-processing technique which makes use of the known asymptotic behaviour of 
the solution at the singular point. Accurate approximations are obtained with few degrees of freedom. 
Introduction 
Numerical methods for solving differential equations can be categorized according to their 
global or local nature. The accuracy of local approximations is improved by decreasing the 
typical mesh length, and hence the approximations become even more local in character. On the 
other hand an improvement in the accuracy of global approximations is achieved by increasing 
the order of the approximating polynomials. The disadvantage of the latter is that they are 
cumbersome to use when applied to problems defined in complex geometries. It is in situations 
like these that local methods such as the finite element method have proved their worth. This can 
be seen by the almost exclusive use of the finite element method to solve problems in elasticity 
and structural mechanics. The method proposed in this paper seeks to combine the flexibility of 
the finite element method with the superior approximation properties of the spectral method. 
Spectral methods involve representing the solution to a differential equation in terms of a 
truncated series of smooth global functions from an orthogonal set. The schemes are, of course, 
most effective for problems with smooth solutions, in which case they converge faster than any 
finite power of the typical mesh size [lo]. This property is known as exponential convergence. 
Haidvogel and Zang [14] made comparisons between spectral methods and finite difference 
methods for solutions to Poisson’s equation on a rectangle. They presented some examples 
containing corner singularities indicating that although the spectral method had a finite rate of 
convergence it had a lower absolute error than the finite difference method. 
Global domain-decomposition techniques have appeared previously in the solution of boundary 
value problems and in computational fluid dynamics. A ‘global element method’ has been 
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introduced by Delves and Hall [4] for elliptic equations. In this method the trial functions within 
each global element need not satisfy the boundary conditions and the interface condition 
between elements is imposed implicitly via a variational principle. The cell discretization method 
of Greenstadt [ll] is formulated in variational terms with the interface conditions being made in 
the form of explicit, exact constraints so that the discretization method reduces to the solution of 
a constrained variational problem. The spectral element method of Patera [17] uses a variational 
formulation with trial functions that are Co across element boundaries, with flux continuity at 
element interfaces satisfied as part of the convergence process. In the present method the trial 
functions are chosen to satisfy the given boundary conditions. In the flow problems we wish to 
solve the boundary conditions are of a simple form and it is not a major task to find trial 
functions which satisfy them. The coefficients in the series expansion within each element are 
determined by matching the solution and its derivative at element boundaries. 
In this paper we restrict ourselves to domains which can be broken up into a union of 
semi-infinite rectangles. In particular we consider the contraction geometry which is an infinite 
channel whose diameter changes abruptly. This is shown in Fig. 1 together with a set of 
boundary conditions which we use later. General irregular domains can be treated by mapping 
‘curvy’ elements onto a rectangle. We treat infinite geometries without truncating the domain 
which is in contrast to finite difference and finite element methods and indeed most applications 
of spectral methods. Within each constituent rectangle we represent the solution of the differen- 
tial equation in the form of a truncated eigenfunction expansion. The coefficients in the 
expansion are then determined by imposing matching conditions across element interfaces. Away 
from a neighbourhood of a singularity these expansions converge rapidly. 
Consider the following problem 
V2u =f(x, y) in fi, u=O onr, (1.1) 
where f E L2( i2) and Sz is a plane domain with a polygonal boundary r which is the union of a 
finite number of straight lines. This definition of I(t allows for re-entrant corners. If the Sobolev 
spaces H’(Q) and Ht( fi) are defined in the usual manner as 
H’(U)= {u: uEL2(SZ), DUEL2(,)}, 
H~(L?)={v:uEHi(L?), u=Oonr}, 
then Grisvard [13] shows that there exists a unique solution u E Hi( Sz) to problem (1.1). From 
the estimates he obtains in the infinite strip one would expect this result to carry over to the 
contraction geometry. If the problem has inhomogeneous boundary conditions then the unique 
solution u belongs to a linear manifold generated by H’( In). 
In this paper we are concerned with the accurate treatment of reentrant boundary singularities 
within the context of the spectral element method. To motivate our work we briefly review 
current methods for treating such singularities. 
Suppose that there is a single boundary singularity and assume for simplicity that it occurs at 
the origin. Grisvard [12] shows that the solution of (1.1) can be represented in terms of an 
expansion of the form 
u(x, v) = w(x, Y) + dx(r, e>+, e>, (1.2) 
where w E H*(Q), u( Y, 6) is a vertex singular function not in H2( 0) and x is a cut-off function. 
The inclusion of the cut-off function localizes the influence of the singular function to the 
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neighbourhood of the vertex. The singular function is found by solving a harmonic problem in a 
region sufficiently close to the origin. If an interior angle of w is subtended at the origin by r 
then u( Y, 0) takes the form 
U(Y, 0) = I-~‘~ sin(&/w). (I 3 
The coefficient d, known as the stress intensity factor, is a continuous linear functional of the 
source term in (1.1). This is a local functional if and only if IT/O is integral. Thus if ~T/W is not 
integral then the functional is global. 
Lehman [16] shows that in the neighbourhood of a reentrant corner 
CD 
U(X, y) = c d,u,(r, 0) +inharmonic terms, 
k=l 
(l-4) 
where the functions uk are harmonic. We note that this formal power series coincides with (1.2) 
where d=d,, v=vl and 
00 
w(x, y) = c d,u,(r, 0) +inharmonic terms. 
k=2 
There are numerous techniques available for determining d in (1.2). In finite element methods 
it is possible to supplement the trial function basis by appropriate singular functions chosen so 
as to match all the leading terms of the exact solution near singular points (Fix, Gulati and 
Wakoff [7], Barnhill and Whiteman [2]). An approximation to d is obtained in a natural way as 
part of the solution process. Babuska and Rheinboldt [l] provide a theory which automatically 
refines the mesh near singularities by measuring approximate error bounds. The dual singular 
function method [5] uses a representation formula for d in terms of the source term f(x, y), the 
solution u( x, y) and the singular functions of the dual operator. One uses the singular functions 
in the trial space but only piecewise polynomials in the test space. A further equation is obtained 
by using the formula for d. The method proceeds by initializing d, then using the Galerkin 
method to approximate the solution U, updating d using the formula and continuing until 
convergence is reached. 
In the global element method the singularity is isolated in a sector of a circle. The remainder 
of the region is then divided up into larger elements. Within the sector an expansion of the form 
(1.4) is used to represent the solution. Each element is mapped onto the square [ - l,l] x [ - l,l] 
where a basis of Chebyshev polynomials is used as trial functions. 
The spectral element described in this paper is easy to implement in the semi-infinite regions 
considered here and permits the use of a post-processing technique to obtain accurate solutions 
to (1.1) near a singularity. Expansions in terms of eigenfunctions and Chebyshev polynomials are 
considered. Both these expansions satisfy the differential equation within each element. The 
unknown coefficients in these expansions are found by matching solutions across element 
interfaces. We show that for a restricted class of right-hand sides f( x, v) an expansion in terms 
of eigenfunctions converges exponentially for ] x ] > 0. The Dirichlet data for u on Y = R, where 
R is not too small, is therefore very accurate and can be used to determine the coefficients d, in 
the Lehman series (1.4) by matching. We go on to show that, for more general f( x, y) which are 
infinitely differentiable with respect to y and piecewise continuous with respect to x, the same 
conclusion holds when the global expansion is in terms of Chebyshev polynomials in the 
y-direction. 
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Fig. 1. Contraction geometry and boundary conditions. 
The paper is organized as follows. In Section 2 we describe the problem we shall be looking at 
in detail and the method of matched eigenfunction expansions. In Section 3 we give the analytic 
form of the singularity and describe the post-processing idea to determine the coefficients in the 
singular expansion. In Section 4 we describe a method based on expansions in terms of 
Chebyshev polynomials. In Section 5 we present some numerical examples and discuss the 
results and in Section 6 we make our concluding remarks. 
2. The method of matched eigenfunction expansions 
Matched eigenfunction expansions have been used extensively to obtain solutions to the 
linearized shallow water equations for water waves for a variety of bottom topographies. For 
example Evans and McIver [6] use this technique to investigate the properties of edge waves over 
a shelf. Garrett [9] uses a similar method for cylindrical geometries to tackle the problem of 
whether or not a harbour of an artificial island needs a bottom. 
We consider the solution of Poisson’s equation, v2u =f( x, y), in a contraction geometry Q 
with contraction ratio 1 : a where (Y < 1. Figure 1 shows the geometry of the problem and the 
boundary conditions. We divide the domain into regions I and II as shown in the figure. 
We write the solution of the problem in region I in the form 
u’(x, y) =y + 5 a,(x) sin(n7y). (2.1) 
n=l 
Let f(x, y) be such that the linear functionals 
P,(X) = [lfb, Y) sinby) dy (2.2) 
JO 
exist for all x < 0. Substituting (2.1) into the differential equation and using the orthogonality 
properties of sin(kTy), k = 1, 2,. . . , we require that the functions a,(x) satisfy the ordinary 
differential equations 
a;(x) - n2T2an(X) =J&(x), x E (- co, 01) (2.3) 
with a,( - cc) = 0, for all values of n. Using Lagrange’s method of undetermined parameters (see 
[3], for example) we may write the solution of (2.3) in the closed form 
e --nnx x 
a,(x) = A, epnnx + B,, ennx - K/ o en(t) ennr dt + EJxpn(t) epnnt dt, (2.4) 
0 
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where A, and B,, are constants to be determined. The first two terms in the right-hand side of 
(2.4) represent the solution of the homogeneous equation while the remaining terms represent the 
particular solution. Equation (2.4) may be written in the alternative form 
A, - $---/xpn(t) ennr 
0 
dt) eennx+ (B,,+ &tpn(t) ee”“‘df) ennx. 
(2.5) 
Now in order that a,(x) is to satisfy the condition a,(x) + 0 as x + - 00 we require the term 
multiplying eCnrx to be zero in the limit as x ---) - co, i.e., 
1 
A,, = - 
1 2n7r 0 
-mp,(t) ennf dt. 
With this value of A,, the solution a,,(x) given by (2.5) can be manipulated to yield the following 
expression in terms of the unknown value of a,, at x = 0, 
a,(x) = a,(O) ennx - &lop,,(t) sinh[nT(x - t)] dt 
x 
+L is O n71 -a p,(t) envr dt sinh(nTx). 1 
Similarly, in region II the solution of the Poisson problem is given by 
u”(x, y) = f + f b,(x) sin(nTy/a), 
n=l 
where 
b,(x) = b,(O) eennxln + &Jxqn(t) sinh[na(x - t)/a] dt 
0 
mq, (t) e-nnt/n dt 
I 
sinh[ .,x/,], (2.8) 
d-4 = (fb Y> sinb~~/d dy. (2.9) 
The constants a,(O) and b,(O) are to be determined by the matching process across the interface 
x = 0 between regions I and II. We truncate the sums appearing above to N terms. 
Firstly, consider the matching of u1 and un across x = 0. We require the following: 
Multiplying both sides of (2.10) by sin( may) and integrating from 0 to 1 we obtain 
1 ia, = ~ 2 ,sin(mTcu) + F c,,b,,, 
am 71 n=l 
for m = 1, 2,. . . , N, where 
i 
an( -l)“+l 
sin( macu), m # n/a, 
c = mn 71(n2 - m2a2) 
(2.10) 
(2.11) 
(2.12) 
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and where a,,, = a,(O), b, = b,(O). We may write (2.11) in system form 
a = b, + 2Cb, (2.13) 
where C is the matrix whose elements are c,,. We need one further condition at the interface 
x = 0 and we consider one of the following 
(2.14) 
for r = 0, 1, 2. Multiplying both sides of (2.14) by sin(mTy/a) and integrating between 0 and (Y 
yields the following 
b=a,+ iCTa, (a,), = 2(L;a) (_ 1)” (2.15) 
b = -2XCTX-‘a - (a/frr)Xq - (2/7)XCTp (r = I>, (2.16) 
b = 2aX2CT( X-1)2a + (2a/7r2) X2CTp - (a’/T’) X’q (r = 2). (2.17) 
where X= diag(1, l/2,. . _, l/N) and 
p, = Jo p,(t) emntdt, 
-00 
4, = irr4,,,( t) e-mnt/ol dt. 
Let C’ denote the matching process as a result of imposing (2.10) and (2.14) for a fixed value of 
r. For example to obtain weak C’ matching we solve the algebraic systems (2.13) and (2.16). 
Substituting for b in (2.13), we obtain 
r=O: [I-(4/(u)CCT]a=bo+2Cao, (2.18) 
r=l: [I + 4CXCTXP1] a = b, - (2a/~r) CXq - (4/7r) CXC’p, (2.19) 
r = 2: [I - 4aCX2CTXP2]a = 6, + (4au/~r~)CX~C~p - (2a2/a2)CX2q. (2.20) 
The condition numbers of these coefficient matrices for (Y = i are given in Table 1 for different 
values N where we have used the notation a.b + c to denote a.b X 10’. 
The condition number of a matrix A is defined to be 11 A 11 11 A PI 11 using the spectral norm. 
The condition number is a measure of the difficulty in solving a system of algebraic equations. 
From the results the Co and C2 matching matrix becomes singular for large values of N and so 
is not suitable. Examination of (2.13) and (2.15) shows that the Co matching problem is 
independent of the source term f(x, y). The condition number of the C’ matching matrix 
remains reasonable for large values of N and so it is this condition that was chosen for our 
matching process. 
Table 1 
Condition numbers of the matching problems 
N Co C’ C’ 
2 1.388 1.117 1.057 
4 5.409 1.589 1.965 
8 7.876 +3 2.003 9.272 +l 
16 -2.877 +8 2.054 5.780 +6 
32 -3.243 +8 2.092 4.724 +8 
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We solve the algebraic system (2.19) for a and then find b using (2.16). Thus we have 
determined the coefficients a, and b, that appear in (2.1) and (2.7) respectively, and so the 
approximate solution of the Poisson problem is known everywhere in s2. 
3. Treatment of the singularity 
The series expansions we have obtained in regions I and II converge to the solution of the 
Poisson problem as N + cc. Away from the singularity a relatively small number of terms in the 
expansions are required to achieve good accuracy. However, in a small neighbourhood of the 
singularity these expansions converge prohibitively slowly and one may require hundreds of 
terms to achieve reasonable accuracy there. Clearly this is not efficient from the computational 
point of view. In this section we propose a technique which circumvents this difficulty. With a 
knowledge of the asymptotic form of the singularity we use a few terms of a singular expansion 
to obtain an accurate solution near the singularity. 
Although solutions of elliptic boundary value problems with analytic coefficients and boundary 
data are analytic where the boundary is analytic, such solutions generally have singularities at 
corners. However, in most elliptic problems, the effect of singularities which occur on the 
boundary do not penetrate into the interior of the region. 
In the contraction geometry of Fig. 1 there is a re-entrant corner at the point (0, a) subtending 
an interior angle of &r. Therefore in this example it can be shown that solutions of Laplace’s 
equation in the vicinity of the re-entrant corner are of the form 
y2’j3 sin( +,S). 
Thus the solution, u(x, y), of Laplace’s equation is asymptotic to 
E dnr2n’3 sin(:n8), 
II = 1 
(34 
for some real constants d,, at the re-entrant corner. (Logarithmic terms do not appear since the 
solution is continuous at the re-entrant corner and the singularity occurs in the derivative of the 
solution.) 
Define a neighbourhood S of the corner by 
s= {(Y, e):O<rgR,Odeg:lT}, 
where r2 = x2 + (y - a)2 and B = tan~i{( (Y - y)/x}. Since the series representation for u 
converges slowly near the re-entrant corner because of the singularity we will replace it by an 
expansion of the form 
uR(r, 0) = 1 + E d,,r2”j3 sin(ine), (3.2) 
n=l 
which will be valid in S. The determination of the coefficients d,, and hence the asymptotic form 
of u at the corner, is by means of a post-processing technique. 
We impose the condition that 0 < R -c min{ a,1 - a}. This ensures that the arc r = R cuts afi 
along 0 = 0 and 6’ = $rr. Since in the neighbourhood of the reentrant corner there is a unique 
harmonic function satisfying the boundary conditions along 8 = 0 and 8 = &, 
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where U: and U: are the harmonic parts of uii and u’, respectively, which satisfy the given 
boundary conditions. The coefficients d, are determined by matching uR with U: and u! along 
the circumference of the arc r = R. We assume that along the arc Y = R we are sufficiently 
distant from the corner for the singularity to have no effect and for the series expansion for u to 
be sufficiently rapidly convergent to the true solution. 
We impose the following weak Co matching condition in order to determine d,, n = 1,. . . , M: 
(3.3) 
where xR( 0) = RCOS 8 and yR( 8) = (Y - Rsin 0. Multiplying both sides of (3.3) by sin(;me) and 
integrating with respect to 0 over the interval [0,&r] we obtain 
d, = [ ;?IR2m/3 1 I- [! V’2ug 0 sin(+me) de + /3c’2uL sin(+mf3) de - e, , 77/z 1 (3.4) 
where 
0, if m is even., e, = 
3/m, if m is odd. 
The integrals in (3.4) cannot be computed analytically and so a numerical quadrature rule is used 
enabling the coefficients d, to be evaluated explicitly. Since the integrals involve oscillatory 
functions Filon’s formula is used. Suppose we wish to evaluate the integral of f( 0) sin( kt9) over 
the interval [S,,f3,], then Filon’s formula gives 
J 
02f(e) sin(k8) de-h[Af(e,) cos(ke,) -Af(e2) cos(ke,) +m+ CT], 
4 
where h = ( e2 - 8,)/2n and 
1 sin(2kh) 
A= kh + 2k2h2 - 
2 sin*(kh) 
k3h3 ’ 
R = (I + cos2(kh)) sin(2kh) 
k2h2 - k3h3 ’ 
C= 4 sin(kh) 4 cos( kh) 
k3h3 - k2h2 ’ 
S = -f(e,) sin(k0,) -f(e,) sin(k6,) + 2 k f(0, + 2ih) sin( kt!J, + 2ikh), 
i=o 
T= if[8,+(2i-l)h] sin[k0,+(2i_l)kh]. 
i=l 
Thus everything on the right-hand side of (3.4) can be determined and so the coefficients in 
the expansion for uR can be obtained. It remains to decide what value of R should be chosen. 
These questions will be answered in the results section where we investigate the variation of the 
coefficients with R. 
The success of the post-processing technique depends on the fast convergence of the series 
expansions (2.1) and (2.7) in the far field and in particular along the arc r = R for 0 < t9 d $r. 
For Laplace’s equation these series expansions converge exponentially for each fixed value of 
x # 0. For example, in region I we have 
u’(x, u) =y + E a,(O) ennx sin(nTy), 
n=l 
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and the presence of the exponential term in this expression ensures rapid convergence. In the 
case of Poisson’s equation restrictions are required on the source term f( x, y) to obtain a similar 
result. The following theorem considers the convergence of (2.1) in region I. 
Theorem. Suppose that the function f (x, y) satisfies the following: 
(i) the derivatives of f (x, y) of order 0, 1,. . . , k - 1 with respect to y are continuous for 
0 < y < 1 and f (x, y) is piecewise continuous in x, 
(ii) @f(x, O)/ Cl yj = ajf (x, l)/ a yJ = 0 for all even j < k, 
(iii) akf/ Cly k is integrable on 0 < y < 1, 
then we have the following results: 
(a) p,(x) is such that 
I P,(X) I <Ml/nk, n -+ 00; 
(b) a,(x) given by (2.6) is such that 
) a,(x) 1 < M2/nk+*, n + co; 
(c) and if we take the limit as k + co, i.e., f(x, y) is infinitely differentiable with respect to y, 
then the Fourier sine series for u(x, y) converges exponentially for each fixed value of x f 0. 
Proof. From (2.7), 
p,(x) = k1f(x3 Y) sin(nTy) dy. 
Integrating by parts k times and using the conditions of the theorem we obtain 
p,(x) = “-1 
(n71)k 
‘2(x. 
0 aYk 
y)[z;;n;;) dy. 
Taking absolute values yields 
I P,(x) I G M/(nnlk =Ml/nk, 
where 
M= sup 
~ I 
$$ Y> > h&f,=<, 
region I 71 
which proves (a). 
If we write B, = a,(O) -A, where the a,(O) are constants determined by matching, then 
taking the absolute value of (2.10) yields 
la,(x)l< z/:WIp.(t)Ie”“‘dt+ ~/Plp,(f)le-““‘dt 
e nnx 0 
+- zn* /_,I p,(t) I enTt dt + Iarm I enTx. 
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Using the first result, which bounds p,(x), we obtain 
1 a,(x) 1 < 2-lTk+2 (1 + (1 - ennx) + enTx} + 1 a,(O) 1 ennx 
where M, = M,/T~. For x # 0 the second term decays exponentially as n + 00 and therefore the 
coefficients a,(x) decay like n-(k+2) as n + co. This proves result (b). The final result is easily 
established by working through the above proof for infinitely differentiable f(x, Y). [7 
Thus provided f(x, Y) is infinitely differentiable the eigenfunction solution converges ex- 
ponentially for each fixed value of x # 0. For source terms which do not satisfy condition (ii) of 
the theorem an expansion in Chebyshev polynomials is recommended 
same convergence result. This approach is discussed in the next section. 
4. Expansions in Chebyshev polynomials 
in order to obtain the 
When eigenfunction expansions are used to express the solution of a differential equation the 
conditions on the source term f(x, Y) required to give exponential convergence are very 
restrictive. In this section we outline a method which uses Chebyshev polynomials in the Y 
direction which is exponentially convergent for any source term f(x, Y) which is infinitely 
differentiable with respect to Y and piecewise continuous in x. 
We stress that Chebyshev polynomials are not used in the semi-infinite direction. In this 
direction a linear combination of exponential functions is used, the particular combination 
chosen so that the solution expansion automatically satisfies the differential equation within each 
element. This is the major reason why Laguerre polynomials are not used. Another reason is the 
poor resolution properties of this set of orthogonal polynomials [lo]. 
We expand the solution of the Poisson problem is region I in terms of the generalized 
Chebyshev polynomials T,*(y) which are defined in terms of the Chebyshev polynomials by 
T,*(y) = T,(2Y - l>> T,(y) = cos(n cos-‘y). 
We assume expansions of the form 
u(x, y>=y+ 5 %b)T,*(Y), fb, Y> = E Lb>T,*(YL 
n=O 
where the functions a,(x) are to be determined 
expansions into the differential equation yields 
(4.1) 
n=O 
and the f,(x) are known. Substituting these 
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Following Fox and Parker [8] we integrate (4.2) twice with respect to y. We make use of the 
result 
CC 
JJC +7*(y) dy = & (6~0 -~~,+~,}T,*(Y)+~{~w,-~w,+w,~~,*(Y) r=O 
1 T,*(y) +Ay+B, 
(4.3) 
and then equate coefficients of T,*(y) for Y >, 2 on both sides of the doubly integrated equation. 
We do not use the equations for r = 0 and r = 1 since these only determine the constants of 
integration A and B. The boundary conditions provide two further equations. The resulting 
system of ordinary differential equations decouples into two systems: one for the odd coeffi- 
cients and one for the even ones. 
For illustrative purposes we consider the odd coefficients. These satisfy the following system: 
1 1 1 1 1 1 a,(x) 
D 2/6 D2/4 + 16 D*/12 0 0 - 0 a3(x) 
D */20 D2/12 + 16 D2/30 0 - 0 a5(x) 
D2 -D2 +16 D2 
2n(2n + 1) 2n(n+l) (2n + 1)(2n + 2) 
a2n+l(X) 
where D2 = d2/ dx2, F,(x) =ft( x)/6 - f3( x)/4 +fs( x)/12, etc. We perform one step of the 
Gaussian elimination procedure to eliminate al(x). The reduced system takes the following 
vector form 
-D2Ma + 16a = F, 
where aT = (a-,, a5,. . . , a2n+l, 
M= 
5/12 l/12 
-l/20 l/12 
0 -l/42 
. . . ), FT=(F3, F, ,..., F2,,+ ,,...) and 
l/6 l/6 ‘/6 . 
-l/30 0 0 
l/24 -l/56 0 
l/6 
0 
0 
(4-4) 
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Note that the dependence of a3 etc. on x is assumed. Write a = Rv where R is a non-singular 
matrix such that R-'MR = A is diagonal. With this change of variable (4.4) is diagonalized: 
-D*v+ Ev=(RA)-'P, 
where E = 164-l. Since the system 
undetermined parameters to solve for 
If f(x, y) = 0, then 
u,(x) = u,(O) exp(+), 
(4-5) 
is now diagonalized we can use Lagrange’s method of 
each component u,(x) of v. 
(4.6) 
where Aj = 4/ & and pi is an eigenvalue of M. The quantities u,(O) are constants to be 
determined by the matching, cf. Section 2. Let S = diag(exp(Xjx)), then 
v(x) = S(x)v(O). 
Since a,= -(a,+a,+a,+ *** +uzn+i+ ... ), the odd part of U(X, y), u,~~(x, y), can be 
written in the form 
Note that the functions P,(y) = T,*(y) - T,*(y) for r odd satisfy homogeneous boundary 
conditions on y = 0 and y = 1. If we let PT = ( Pj, Ps, P,, . . .), then 
%,,dX, Y) = a=P= (RS(x)v(O))=P(y). 
One can write down a similar expression for the even part of u(x, y) in region I and also the 
solution to the problem in region II. The constants v(0) are found by matching across the x = 0 
interface as before but this time using the orthogonality properties of the Chebyshev polynomi- 
als. 
The rate of convergence of the series expansion for u(x, y) depends on the values of hj. Let 
M. be the principal submatrix of order N of the infinite matrix M. The eigenvalues pj of MN 
were calculated numerically for different values of N and the corresponding values of Aj found. 
All except the several largest values of h, were good approximations to 2j7 while the largest 
value A, behaved like N*. Thus all except the several largest values of h, are good approxima- 
tions to the eigenvalues of the continuous problem. This observation was also made by Zang, 
Wong and Hussaini [18] in their work on Chebyshev series expansions of solutions to elliptic 
partial differential equations. 
Gottlieb and Orszag [lo] show that Chebyshev coefficients of an infinitely differentiable 
function g(y) decay exponentially. The exponential convergence of the series (4.1) for each fixed 
x # 0 is now a consequence of this result and the behaviour of the A, appearing in (4.6). 
5. Numerical results 
In this section we present details of the proposed method. First we consider the solution of 
Laplace’s equation in the region illustrated in Fig. 1 together with the given boundary conditions. 
In our examples we take (Y = $. In Tables 2 and 3 we present various coefficients a, and h,, 
appearing in our series expansions (2.6) and (2.8) respectively, for different values of N. The 
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Table 2 
Coefficients a,, for different values of N 
?I N=2 N=4 N=8 N=16 N=32 N = 64 
1 5.55 -1 5.55 -1 5.58 -1 5.59 -1 5.60 -1 5.60 -1 
2 1.71 -1 1.71 -1 1.77 -1 1.79 -1 1.80 -1 1.81 -1 
4 -3.21 -2 -2.30 -2 -2.14 -2 -2.09 -1 -2.07 -1 
8 1.16 -2 7.78 -3 7.28 -3 7.13 -3 
16 4.04 -3 2.56 -3 2.41 -3 
32 1.37 -3 8.28 -4 
64 4.54 -4 
Table 3 
Coefficients b, for different values of N 
n N=2 N=4 N=8 N=16 N=32 N=64 
1 -1.39 -1 -1.29 -1 -9.20 -2 -8.56 -2 -8.36 -2 -8.29 -2 
2 3.03 -2 3.31 -2 4.65 -2 3.11 -2 2.91 -2 2.85 -2 
4 7.99 -3 1.15 -2 1.62 -2 1.02 -2 9.62 -3 
8 2.78 -3 3.83 -3 5.47 -3 3.31 -3 
16 9.27 -4 1.25 -3 1.82 -3 
32 3.02 -4 4.01 -4 
64 9.72 -5 
coefficients decay like l/n which is the expected rate due to the presence of the singularity and 
hence discontinuous derivative at the reentrant corner. On the other hand, the rate of conver- 
gence of the truncated series (2.1) and (2.7) is faster than any finite power of N-‘, for 1 x 1 > 0. 
The integrals appearing in the definition of the coefficients d, in (3.4) are evaluated using 
Filon’s rule with subintervals of width ~/64. These coefficients were evaluated for different 
values of R, the radius of the sector in which the singular expansion is deemed to be valid. The 
coefficients converge as R is increased to the value i in which case the circumference of the 
sector is tangent to the bottom of the channel ( y = 0). Only eight terms in the singular expansion 
were needed since the higher terms in the singular expansion (3.2) are negligible because r < 1. 
Table 4 gives the computed values of the first four coefficients d, in (3.2) for different values of 
R. 
Table 4 
Coefficients d, for different values of R 
R 4 d, d, da 
l/32 
l/16 
3/32 
l/8 
- 2.2171 - 1.7366 - 0.7265 
5,‘32 
3,‘16 
7/32 
l/4 
- 2.2104 - 1.7341 - 0.6815 
- 2.2086 - 1.7335 - 0.6792 
- 2.2078 - 1.7333 - 0.6789 
- 2.2074 - 1.7332 - 0.6788 
- 2.2071 - 1.7332 - 0.6788 
- 2.2069 - 1.7332 - 0.6788 
- 2.2067 - 1.7332 - 0.6788 
0.4212 
- 0.0528 
- 0.0602 
- 0.0607 
- 0.0608 
- 0.0608 
- 0.0609 
- 0.0609 
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Conformal mapping techniques provide an analytic solution to this problem. The contraction 
geometry, 9, of Fig. 1 can be mapped conformally onto the infinite channel a” defined by 
sz” = ((6, 77) : - 00<~<00,0~Tj~1}. 
This transformation is performed in two stages. Let z = x + iy and w = u + iu, then $2 can be 
mapped conformally onto the upper half-plane 52’ by means of the transformation 
$ = -&:&*, ]11. 
If we write h = 5 + in, then 52’ is mapped conformally onto a” [15] by means of the 
transformation 
dw/ dh = --71w. 
Given a point A in the region fi it is a simple task to write down the point in z in 1(2 to which 
it corresponds: 
where w = - exp( -aX) and p = l/a*. The solution of the Laplace problem in $2” is given by 
@(A) = Im(A) = n. 
Therefore the analytic solution of the Laplace problem in the original region is given by 
One cannot, in a straightforward manner, write down the analytic solution in Sz. One would 
need to find analytically A(z), i.e., the inverse of the function z(X) given above. What we have 
done is to take a point A in a” in which the analytic solution is known, then find z in A2 to 
which it corresponds and to compare the numerical solution at z with the analytical solution at 
A. In Table 5 we compare the numerical solution with the known analytical solution. In this table 
we present the errors in the numerical solution at a representative selection of points in the 
contraction geometry. We need to add that nowhere in the region 1(2 did the error exceed 
O(10-5). The Cartesian coordinates of the points are given as well as their polar coordinates with 
respect to the re-entrant corner as defined in Section 3. Note that the angle 0 is measured in 
Table 5 
Error in the computed solution at various points in the domain 
X Y r e error 
0.033 0.231 0.038 0.53 -5.3 -6 
- 0.052 0.161 0.103 2.10 3.4 -5 
0.143 0.202 0.151 0.32 -8.2 -6 
- 0.157 0.339 0.181 3.66 -7.2 -5 
- 0.779 0.552 0.836 3.51 -1.3 -5 
- 2.539 0.500 2.551 3.24 -2.4 -6 
0.703 0.125 0.714 0.18 6.8 -6 
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Fig. 2. Contour plot of u( x, y). 
radians and for Y < $ the singular expansion is used. The results show that the method described 
in this paper gives accurate results in the whole domain even near the re-entrant corner. This is 
because the known behaviour of the solution near this point has been incorporated into the 
solution procedure. A contour plot of the solution u(x, y) is given in Fig. 2. The contour levels 
run from 0 to 1 at intervals of 0.1. 
For our second example we consider Poisson’s equation with f( x, y) = exp( - 1 x I). The two 
approaches described in the paper are applied to this problem and a comparison made. The 
procedures introduced in Sections 2 and 4 are followed whereby approximations in terms of 
eigenfunctions and Chebyshev polynomials, respectively, are sought in each of regions I and II. 
For both approaches the numerical results show that these coefficients decay like l/n, similar to 
those in Tables 2 and 3. Note that f(x, y) does not satisfy condition (ii) of the theorem but 
nevertheless results (a) and (b) of the theorem hold for k = 1. This means that the rate of 
convergence of the truncated series in (2.1) and (2.7) is 0( N-*) for 1 x 1 > 0. Note that the 
theorem is valid for the eigenfunction expansion only. There are no corresponding restrictions on 
the behaviour of f( x, y) at the boundaries when Chebyshev polynomials are used as was pointed 
out in the previous section. The resulting series expansions in terms of Chebyshev polynomials 
decay exponentially for 1 x 1 > 0. The Chebyshev approach is therefore superior. The contour 
plot of the solution of this problem is similar to that of the Laplace problem and so is not given. 
6. Conclusions 
In this paper we have developed a spectral element method for solving Poisson’s equation in 
infinite domains. A post-processing technique has been used to obtain the coefficients of a 
singular expansion of the solution in the vicinity of a re-entrant boundary singularity. The 
success of this technique is due to the rapid convergence of the series expansions (2.6) and (2.8) 
in the far field for a certain class of source term f( x, y). For more general source terms 
expansions based on Chebyshev polynomials are developed which have the same convergence 
properties. The Chebyshev method is recommended for problems in which f(x, y) does not 
satisfy the conditions of the theorem in Section 3. 
Accurate results are obtained with relatively few degrees of freedom. Fewer degrees of 
freedom are required in these expansion methods than in conventional finite difference or finite 
element methods for several reasons. First, the approximation already satisfies the differential 
equation within each element. Secondly, the series solution converges rapidly away from the 
singularity. The expansion methods also have the advantage of being able to treat the whole 
domain without the need for domain truncation. 
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The extension of this method to treat domains which can be broken up into a union of 
rectangles, some of which are finite, is in progress. 
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