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Abstract
This work is concerned with performanceissues related to Linear Colliders,
specifically the achievement and maintenance of very low emittance beams.
The need for very high quality beams at a large scale calls for the use of
special beam storagefacilities called damping rings. The quality of a particle
beam is characterised by the beam emittance andstability. In this thesis, we
investigate the effectiveness of currently employed correction algorithms and
their suitability particularly with regards to achieving vertical emittances of
order 2pm in the International Linear Collider (ILC) damping rings. The
ILC is a project currently at the planning stage, that would complement
the Large Hadron Collider (LHC), acting as a precision machine; it will be
able to verify measurements from previously conducted experiments while
at the same time sheddinglight on new physics. Wealso assess the possible
value of novel modeling and tuning techniques, which are based on recent
technological advances of the beam position monitors (BPMs).
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Chapter 1
Introduction
The use of accelerators started, in a sense, with the exploration of the prop-
erties of cathode rays, which eventually led to the discovery of the electron by
J.J. Thomson in 1897 [54]. The technology has advanced rapidly since then
and has madepossible the construction of ever more powerful accelerators,
dedicated to unveiling the secrets of nature and increasing our knowledge of
the physical world. At the same time, accelerator physics has been estab-
lished as a distinct subject, discovering transverse and longitudinal beam
focusing principles, leading to the invention of high power RF sources, char-
acterising the beam dynamics encountered in such machines and eventually
establishing beam manipulation schemes.
Currently, the development of accelerators is at a critical point. For
reasons that will be explained shortly, the LEP collider at CERN may be
the last circular ete~ collider built to operate at the energy frontier. The
quest for even more powerful accelerators has therefore shifted the focus
of research into linear colliders. In this chapter we present the reasons
that support the construction of linear accelerators and discuss some of the
challenges such designs will be faced with.
1.1 Motivation for Linear Colliders and Low Emit-
tance Tuning
As the specified beam energy for an accelerator system increases, synchrotron
radiation effects start to play a very significant role that eventually dictates
the accelerator geometry. This becomes immediately apparent from the fol-
lowing equation relating the energy loss per turn for a single electron (or
positron) to the beam energy and theradiusof the storage ring:
E4
ANEinar x 7 . (LA)
The energy lost per turn will have to be replaced by the RF systems and
this is a major running cost for the collider. Building a ring with a larger
radius can decrease the energy loss and therefore the running costs, but the
building costs (tunnel excavation, vacuum system, magnets) increase more
or less linearly with the circumference. For these reasons, the LEP collider
at CERN is generally considered as the last energy-frontier electron-positron
storage ring collider, with a circumference of 27 km and an energy maximum
of 209 GeV.
The concept of a linear collider dates back as far as 1965 [55] and it
provides a more economically viable solution for colliders in the TeV range.
1.1.1 Luminosity
Along with the centre of mass energy, the luminosity of any collider is the
critical quantity of interest from the physics point of view since it determines
the rate of collisions per unit cross section. A high numberofcollisionsis
obviously desirable andit is this requirement that drives many of the design
requirements for any collider.
For any collider the luminosity is given by:
 _ feN?La (1.2)
where f, is the bunch collision frequency, Nz is the numberof particles per
bunch andA is the overlap area of collision at the IP.
Fora linear collider with head-on collisions of beams with equal numbers
of particles per bunch the luminosity is given by the equation
a HN?frep
* *AnozoyE , (1.3)
where fc = Nofrep and np is the numberof bunchesper pulse and 77, 0, are
the effective beam sizes (i.e. the rms beam sizes at the IP). Hp is called the
“pinch enhancementfactor” andis used to take into account theself-focusing
(pinch) of the intense beams duringcollisions (typical value of ~2).
We should note that there are alternative expressions for the luminosity
of head-on collisions depending on the bunch configuration of the beams
and other validity conditions (e.g. different number of particles per bunch
in each beam, different tune shift parameters €, etc.). Equation (1.3) is
perhaps the most commonly quoted luminosity formula for a linear collider.
Usually, for most experiments, the figure of merit for a collider is the
integrated luminosity and not the peak luminosity. To account for down-
time, injection, beam lifetimes, etc., one experimental year is taken to be
10’s. For example, the expected integrated luminosity of a collider with
-1peak luminosity of £ = 10°%cm~*s~! would be Lintegrated = 104° cm~? or
10fb-! (1b = 10-** cm~}),
1.1.2 The Need for Low Emittance Tuning (LET)
The average beam poweris given by:
2Peeam = noNoLemfrep . (1.4)
Therefore, in terms of power the luminosity equation can be rewritten as:
1 Pbeam Nb 1L=— —)(—)]4p. 1.520 ( Loewe ox Oy p (1.5)
Consequently, higher luminosity can always be achieved by increasing the
 
beam power. However,this is not a viable option, since higher beam pow-
ers are generally constrained by electrical power availability as well as the
additional costs and efforts associated with high intensity beams within the
machine (machine protection, beam dumps). The availability of power is
further reduced by the RF to beam power conversion efficiency, NRF-+beam:!
Pream = 1RF-—beamPRF- (1.6)
Since a linear collider is by definition a one-pass machine, it is bound
to have a much lowercollision rate than a storage ring. A large numberof
bunches per bunch train can recover some of the loss induced by the lower
repetition rate but this again impacts negatively on the power consumption.
To achieve the very high luminosities intended then in linear collider,
the transverse beam sizes must besignificantly reduced. However such a
reduction leads to extremely high charge densities of the colliding beams
and beam-beam effects becomesignificant:
e instability effects, leading to tighter collision tolerances on the beams;
e a high level of beamstrahlung radiation diluting the luminosity spec-
trum;
e production of copious quantities of ete~ pairs causing background
noise in the detectors.
The very high electric fields generated by the beam interact with the
opposing bunchescausing the particles to deflect. As this deflection occurs,
the particles radiate photons. This phenomenonis called beamstrahlung
and is analogous to synchrotron radiation, although classical synchrotron
radiation theory cannot be applied in this high beam intensity regime.
The amount of beamstrahlung radiation gives an indication of the dilu-
tion of the luminosity spectrum. Therelative energy loss during collision
due to beamstrahlung radiation is approximately given by [64]:
er3 E, N?2Ops © 0. < a & 1.7BS OBOoe ( Oz ) (oz + oy)? (17) 
Equations (1.7) and (1.5) show that dgg is a function of the sum of the
two beam sizes while luminosity is a function of the product of the two
beam sizes. Obviously the goal is to minimize dgg while simultaneously
maximizing the luminosity L; therefore the standard strategy is to collide
flat, ribbon-like beams with oz >> oy. Then equation (1.7) becomes:
3 E N2ips © 0.862, (—™ 2 , (1.8)2moc? o, a2  
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so then the luminosity can increase independently of the beamstrahlung
radiation, by making oy as small as possible. Combining equations (1.8)
and (1.5) a scaling law correlating £ and Ogg can be restated:
x nPac VOBSoz
E32 oycm
L (1.9)
Furthermore, if the vertical beam size at the IP is expressed as:
ByéyOy =4/——; 1.10nla (1.10)
then equation (1.9) becomes:
nP. 6Ceee 28, (2, (1.11)Eom Ey
Formula (1.11) reveals the fundamental linear collider parameters entering
  
the luminosity scaling, (i.e. power conversion efficiency 7, power Pac, beam-
strahlung energy loss dgg and vertical emittance ¢,) and justifies the need
for low emittance tuning techniques.
1.2 Linear Collider Designs
Currently there are two international projects concerned with the design
and development of linear colliders: the Compact Linear Collider (CLIC)
(56, 9] and the International Linear Collider (ILC). There are significant
differences in the design specifications between the two designs, however the
need for high quality beams is equally important and the issues regarding
low-emittance tuning are common. At the time this work began, the ILC
design was more developed and therefore it was chosen as the design to
use for investigating someof the generic problemsrelated to low-emittance
tuning.
1.3. Overview of the ILC
The ILC will collide electrons and positrons in bunches of 5.7nm vertical
size, 554nm horizontal size, length 6mm, containing 20 billion particles.
326 klystrons . 326 klystronsy y circumferences 33 MW, 139 us
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Figure 1.1: Schematic of CLIC layout.
Figure 1.2: Schematic of ILC layout.
 Site To be determined
Peak Luminosity 34 x 10% cms"!
Energy Up to 500 GeV with an option
to upgrade to 1 TeV
Length Approximately 31 km
Accelerating Gradient 31.5MV/m
Numberofaccelerating structures 16000    
Table 1.1: Key ILC parameters [67].
Theelectron source for the ILC will use laser light pulses to generate elec-
trons from a photocathode. Synchrotron radiation from high energy elec-
trons passing througha helical undulator, interacting with a titanium-alloy
wheeltarget, will then produce positrons; these positrons are collected and
accelerated in a separate linac. Theelectron and positron bunches are then
guided into their respective damping rings, where they are accelerated to
5 GeV. The two counter-rotating beams, after extraction from the damping
rings, will be sent to the superconducting RF main linacs, each 12 km long,
wherethey will be accelerated to 250 GeV beforecollision at the Interaction
Point (figure 1.2).
Chapter 2
Beam Dynamics
Beam dynamics has been described as the interplay between charged parti-
cles and electromagnetic fields. This interplay is of critical importance for
the design and operation of any accelerator system. The key problem ad-
dressed by beam dynamicsis the accurate prediction of the behaviour of a
beam of particles under the influence of external electromagnetic fields and
electromagnetic fields generated within the bunches.
Although accelerator science and technology are by now well established
scientific disciplines (the first accelerator in the form of a cyclotron was
built in 1931), no single description of the dynamics has yet becomestan-
dard. This can be quite confusing for the reader, especially in regards to
the necessary assumptions that must be made when developing any given
formalism and which should be made clear. On the other hand, different
approachesaresuitable for different problems.
In this chapter we aim to give a brief account of the developed theory
of beam dynamics and in particular of those aspects of beam dynamics
relevant to low-emittance tuning, neglecting collective effects. Key concepts
are highlighted and put into context in relation to the required specifications
for future accelerator systems and their design. This leads to an explanation
of the research program of Low Emittance Tuning (LET).
2.1 Single Particle Motion
Real beams are collections of particles. Key concepts of beam dynamic
theory though, have been developed through the treatment of single particle
motion in an accelerator system. Therefore, this distinction between single
and multiple particle motion is necessary for a clearer understanding of the
concepts and helps to avoid some commonsources of confusion that usually
plague relevant presentations of the theory.
Although the charged particles in a bunch will interact with each other,
relativistic effects in high energy accelerators mean that a good understand-
ing of beam behaviourcanstill be obtained by neglecting these interactions
as long as the bunchchargeis not too large.
In this section we present key beam dynamic conceptsfor single particle
motion; this presentation involves different starting points and attempts to
indicate the links between the different approaches.
  
Figure 2.1: Reference system. x and y are collectively known as the trans-
verse axes, individually named “horizontal” and “vertical”, respectively; s
is the longitudinal coordinate of the particle path while p is the bending
radius.
2.1.1 Hill’s Equation
The coordinate system we will use is shown in figure 2.1. The x and y
axes of this coordinate system are collectively known as the transverse axes,
individually named “horizontal” and “vertical”, respectively; s is the lon-
gitudinal coordinate of the particle path while p is the bending radius. A
certain arrangement of magnets (“optics”) defines a trajectory (“orbit”).
For the initial design conditions and without magnet errors, the particles
move along the reference trajectory, indicated by the redcircle.
Let us consider a particle passing through a magnetic field with gradient
OB,/Ox over a short distance As. The slope of the particle’s transverse
trajectory will then be altered by an amount:
Ag! == =—As (=) = OSte, (2.1)
Pp p
 
wherep is the radius of curvature of the trajectory through the magnetic
field and OB,/0z is the gradient of the magnet.
In equation (2.1) we used the formula:
Ba= %, (2.2)
qd
A particle of charge g moving in a uniform field B with momentum p follows
a circular trajectory of radius p, given by equation (2.2). The quantity Bp
is called the beam rigidity and is often used instead of p/g. The beam
rigidity does not refer to a particular strength or radius of curvature of the
trajectory and it is useful because it gives a more intuitive way of writing
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many formulae without the use of the reference momentum.
The slope x’ = dx/ds, changes by an amount Ag’ = —[P«As/(Bp)]z.
Rearranging terms we get
Az! 1 OB,— = —-——r. 2sAs Bp Ox “ 28)
Taking the limit as As — 0, we obtain a secondorderdifferential equation
that describes the motion of the particle in the horizontal direction,
1 OB"+ BoGet=O ; (2.4)
Similarly, for the vertical direction, y, we get
Lév_ 1OBy _ 9W— Bon Yao (2.5)
In this analysis it is useful to ignore the centripetal term that is inherent in
a curvilinear coordinate system. For large accelerators, the centripetal term
is usually small in comparison with the gradient term, though it muststill
be taken into account in the dipole (bending) magnets. Equations (2.4) and
(2.5) are known as Hill’s equations. !
2.1.1.1 Solution to Hill’s Equation
For K,(¢) = — [22x /(Bp)] equation (2.5) becomes
y" + K,(s)y =0. (2.6)
In a periodic beamline, with a length of one repeated unit (i.e. one period)
and for constant K’, we can use the following mathematical result and obtain
the solution for equation (2.6)
Acos(VKs+6) K <0,
y= As+6 K =0,
Acosh(V/Ks+6) K>0.
 
Actually, they are special cases ofHill’s differential equation.
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The integration constants A and 6 can be determinedby theinitial values
y(s) = ( u(s) (2.7)y'(s)
as the transverse motion state-vector, the solution of equation (2.6) is
of yo and yp. Defining
y(s) = M(s; 80)y(so) , (2.8)
where M(s; sq) is the transfer matrix. For a constant focusing function
the transfer matrix takes the following forms
cos(VKX) Tz sin(VK\)
—VKsin(VKA) cos(VKX)
M(s;s0) = ‘ k =0: drift space
cosh(\/|K|,) Si sinh(\/|K|))
V|K|sink(V/JK]\) —_cosh(//K]))
and \ = s — sg. Following the sameline of thought, a transfer matrix for a
K > 0: vertically focusing quad
K <0: vertically defocusing quad
pure sector dipole ? with K, = 1/p? is
M. = cos(#) psin(@) (2.9)
° —4 sin(9) cos(0) ’
where 6 = X/p is the orbiting angle and p is the bending radius.
Having transfer matrices that describe all elements along a length s in
the beam line, it is possible to follow the motion of the particle along the
length s. If a particle traverses a series of elements having transfer matrices
My, Mg, ..., My, then the input and output coordinatesof the particle through
these elements are related by the matrix
M = Mn Mn-1-+*Mo- My. (2.10)
 
24 sector dipole is one with perpendicular entrance and exit angles to the edge of the
dipole field
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2.1.1.2 Closed Form Solution and Courant-Snyder Parameteri-
zation
The solution of equation (2.6) can also be written in the the form
y = Aw(s) cos[y(s) + 6], (2.11)
where u(s) = VK. If K is a periodic function of s, then it is possible,
subject to certain other constraints, uniquely to determine a function w(s)
that is also periodic in s (with the sameperiod K’). 7(s) is a monotonically
increasing function of s. When is a periodic function of the longitudinal
position s, the solution will differ from that of a simple harmonic oscillator
by a factor representing a spatially varying amplitude, w(s) in our case, and
a phase which no longer developslinearly with s, ~(s).
To determine w(s) and w(s) we can substitute the general solution into
equation (2.6). We then get
y+ Ky = Aldw'y' + wy" sin(y +6) +
Alw" — w(v’)? + Kw] cos(y +56) =0. (2.12)
Since both functions w and ~ are independentof 6, we will require that the
coefficients of the sine and cosine terms individually vanish. Therefore we
have
Qw'y’ + wy" =0 and
w" — w(y')? + Kw =0. (2.13)
Now we can establish a relationship between w and w. Multiplying thefirst
of equations 2.13 with w we can get the following transformation
Qww!! + wp" = (wy)! =0, (2.14)
which leads to
=, (2.15)
where & is an arbitrary constant of integration. Using this relationship
between w and w, for the second of equations (2.13) we formthe differential
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equation that w mustsatisfy:
w(w" + Kw) = k?. (2.16)
Using a known trigonometric identity, we can rewrite equation (2.11) to
take the following form:
y = w(s)[A1 cos(w) + Ag sin(v)] . (2.17)
Consequently
y = (Ayu! + a) cos(#) + (Agw’ — A) sin(~). (2.18)
For the initial conditions 29,2 at s = so, the constants A; and Ag are
/ /Yo Yow — TowAy==, Ag =2.
W W
(2.19)
Since we require that the function w is periodic over the distance L, the
transfer matrix for the propagation of the beam from sg to sg + L is of the
form represented in the following matrix equation of motion
ait
y sot+L
_ cos(Ayyz) — = sin(Awz) we sin(Ay)
—Hee
EY
sin(Ayr) cos(Agiy)
+
%&sin(Ayz) i). .Y
(2.20)
The phase of the particles’s oscillation advances through the repetition pe-
riod by
-sotL k
(so > so + L) = Ay, = / 2s: (2.21)hsg
Observation of equation (2.20) reveals that the function w?(s) and its
derivative both scale with the arbitrary constant k. Different values of k
lead to different values of w?(s), scaled by a factor of k. The fundamental
importance of w? andits derivative to the problem at hand,has led to the
definition of a new set of variables, which are termed the Courant-Snyder
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parameters:
 
 
w2(sas) = 28).
_ 1d6(s)_ 1d (w(s)a8) = ~3Gs --35 ( k )
a?(sy(s) = tee (2.22)
The function ( is also referred to as the amplitude function or beta-function.
The previous matrix equation can now be rewritten as
/
y sotL
_ ( cos(Ayz) + asin(Ayz) Bsin(Ary) ( Y
/—ysin(Ayz) cos(Awz,) — asin(Awz) y
(2.23)
The phase advance can now be written as
sotl dsAw, = / oe, 2.24UL ~» BES) (2.24)
As well as indicating variations in the local amplitude, ( gives the local
wavelength of the oscillation (divided by 27). For a circular machine, a very
important concept can now bedefined. The numberofoscillations per turn,
1 dsSs Gi, 2.25"= On} Bs) (2.25)
is called the tune of the accelerator. There exist different tunes for the
horizontal and vertical direction. Longitudinally, the RF cavities provide
focusing in a similar way that quadrupoles provide transverse focusing.
2.1.2 Hamiltonian Formalism
Hamiltonian mechanics provides a frameworkespecially suited for the prob-
lems posed in accelerator physics. The development of mathematical tech-
niques for such systemsis especially helpful for accelerators since any devi-
ations, due to nonlinear restoring forces, can be treated as perturbations of
the harmonic oscillation.
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There exists a function H(z;,p;;t), called the Hamiltonian, that defines
the dynamics of a system. Given the Hamiltonian, the equations of motion
are derived in the the following manner:
  
 
dx; _ OH
dt — Ov; ,
ao Om’ (2.26)
where p; are the momenta conjugate to the coordinates x;. The conjugate
momentum and the Hamiltonian depend on the Lagrangian L:
L=T-V, (2.27)
where T' is the kinetic energy and V is the potential energy of the system,
and can be derived as follows:
 OLYK = Da; (2.28)
H = So aipi-L, (2.29)
a
with d
. Lywee. 2.zt a ( 30)
For many cases the Hamiltonian can be expressed as the total energy of
the system. In the simple case of a particle with one degree of freedom with
kinetic energy 7’ and potential energy V:
Da 1T= am V= wa (2.31)
where w is a constant, the Hamiltonian would be written as:
H=T+V= Pe + mate? (2.32)2m 2
It should be noted that in Hamiltonian mechanics the “state” of the sys-
tem at any time is defined by specifying values for the coordinates x; and
the canonical momentum p;, defined by equation (2.28). Using Hamilton’s
equations of motion (2.26) and the Hamiltonian (2.32), we get the equations
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of motion:
dx Pxon? (2.33)
oe = —muz. (2.34)
If we consider the case of a particle of fixed mass, moving in one degree
of freedom and subject to a force F' given by:
F=-—mu*z, (2.35)
wherew is a constant,then, according to Newtonian mechanics, the equation
of motion is given by:
dne = Pout) ; (2.36)
and therefore:
m d £ mux—— = ee WwWdt
d2xr 2
diz => -Wtz. (2.37)
The solution to the latter equation is found to be:
x(t) = xosin (wt + go). (2.38)
The dynamics in this case is defined by the force F and given the function
that describes F one can derive the equations of motion. H defines the
dynamics in Hamiltonian mechanics in the same way that F' defines the
dynamics in Newtonian mechanics.
One important aspect of the Hamiltonian formalism is the fact that the
equations of motion for a particular system can be easier to solve. For
example, in Lagrangian Formalism the Euler-Lagrange equations will give
n second-order differential equations, Hamilton’s equations give 2n first-
orderdifferential equations. Avoiding the higher-order equations hascertain
advantages concerning linear methods,stability analysis, etc.
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2.1.2.1 The Relativistic Hamiltonian
Einstein tells us that the equation relating the energy E and mechanical
momentum p of a particle with rest mass ™is:
E? = p*c? + mc4. (2.39)
The Hamiltonian can often take the form:
H=T+V, (2.40)
where T’ is the kinetic energy and V is the potential energy, making the
Hamiltonian the total energy of the system expressed in canonical variables.
Using equation (2.39) the relativistic Hamiltonian, in the absence of an
electromagnetic field, becomes:
H = V/p?c?+ mc, (2.41)
p now being the canonical momentum. Adding an electromagnetic field into
the system with a potential energy of:
V=q¢, (2.42)
where ¢ is a scalar function of position and q is the particle’s charge, the
relativistic Hamiltonian becomes:
H = \/ (p— qA)2e2 + m2c4 +. 4, (2.43)
where A is the vector potential. From this Hamiltonian, Hamilton’s first
equation, (2.26), will give:
dx OH (pz — GAz)=ee (2.44)
a oe \ (P — aA)? + mc?
Rearranging the last equation gives:
p-qA = Byme
p= Byme +qA. (2.45)
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Equation (2.45) gives the canonical momentum.
Hamilton’s second equation, gives:
 
   
dpe _ OHel
OA OA OA_ 9A.) 242 — GA) 24 — gA,)tv. GA) + (Py VAy) Be + (Pz Gz) Fe
Ooalt. 2.49. (2.46)
If we use equation (2.45) then we get the more compact form
dp, (04g Oy ,0Az\ 00
te =a (4 Oz |! Oe +i) 18g | aT)
Equation (2.47) can be rewritten, in the form:
Bim = =» #ye 9A) = (kh +ux B)
d es =uorme = q(E+u~xB), (2.48)
where wi = (“, y, Z). Equation (2.48) is equivalent to the Lorentz force equa-
tion:
FP=q(E+ix B). (2.49)
All the components comprising an accelerator, such as the magnets, RF
cavities and other components are at defined locations along the reference
trajectory. As a result the longitudinal position of a particle arriving, for
example, at a magnet is known but not necessarily the time at which it
arrives. Therefore it is more convenient in accelerator physics to work with
the path length s of the reference trajectory as the independent variable
than the time ¢.
Such a change in the independent variable can be accommodated with
recourse to the Principle of Least Action. The Euler-Lagrange equations
define a path in a plot of & vs x for which the action S is minimum:
5S =5 if Lat =0. (2.50)
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Figure 2.2: Path followed by a particle in phase-space between time tp and
time t,. The Euler-Lagrange equations define the path for which the action
S is minimum.
In terms of the Hamiltonian this equation becomes:
tiS= / (Prt + Pyy + pss — H)dt. (2.51)
to
At this point we can choose our coordinates so that the s axis defines the
reference trajectory. If we change the variable of integration from the time
t to the path length s, the action becomes:
Z1
S= / (pox! + pyy! + ps — Ht')dz, (2.52)
Z0
where the primeindicates derivatives with respect to s. A comparison be-
tween equations (2.51) and (2.52) indicates that in order to describe the
Hamiltonian in terms of the path length s as the independent variable, the
appropriate canonical variables are:
(x, Pz), (Y; Py) (=t,2), (2.53)
and also use for the Hamiltonian H = —p,. Rearranging equation (2.43) and
identifying the Hamiltonian with the energy we can derive an expression
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for Ds:
 2H=—ps=4— mc? — (py — gAz)? — (py — qAy)? — GAs.
(2.54)
It is very helpful to work with variables whose values remain small as the
particle moves through the accelerator because one can make useful approx-
imations. We therefore introduce the reference momentum Pp which can be
chosen freely but is usually given a value close to the nominal momentum
of particles in the accelerator. So if we make the substitution:
~ Pii i= D> 2.Pi P Po ( .55)
then Hamilton’s equations remain unchangedas long as the substitution:
HoH == (2.56)
takes place simultaneously. Accordingly, we can now write:
 
(E —q¢)?_ mc?FaEomee,— an}t— Gy ay)? as, (2.57)
where the normalized vector potential @ is defined by:
The transverse normalized momenta pz, py will now be small but the
longitudinal normalized momentum E/Po will generally be close to the speed
of light, c. A canonical transformation can be made using a generating
function of the second kind [21]:
1Fo(@, Px; ), Py, —t, 0,8) =P, + Py + (= — ct) (= + 5) ; (2.59)
0 0
where P,, Py and 6 are the new momentum variables, and {po is the normal-
ized velocity of a particle with the reference momentum Po. With the help
of equations:
__ OF
i= 8a; ’  
OF: ~ OF=—2, K=H+—, (2.60)Qi OP, ’ Oz
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we find that the transverse variables remain unchanged,
Pe = FP,
by = Py Y=y. (2.61)
The new Hamiltonian K is then:
é 1 ad \* m?2c?K=—- — 6= —(P,- 2_ P= 2_ _—Bo I( r Pe) (Pe ae) Py ay) PRO(2.62)
where 6 is a new dynamical variable called the “energy deviation” and is
 
given by:
E 1—-=> (2.63)Poe Bo
With an appropriate choice for Po, 6 is then a small value. Reverting to the
original notation through:
Zz, (2.64)
weget the so-called “Accelerator Hamiltonian”:
6 1 qe \* 1 4wah J(Ao0-#) ~ Pa — 2)? — (Py Oy)” ~ pag — Os:
(2.65)
 
and
i = (4,4,8), G= (2.66)
In a field free region equation (2.65) becomes:
5 i 2 1H=—-—,/(—+6) —p?-p?-s=. 2.67Bo V(4 r ) va Ty Bere an)
In a drift space of length L there is no dependence on the coordinates and
 
therefore the momenta are constant, i.e.
Ap, = 0, Ap, =0, Ad =. (2.68)
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The transverse coordinates then will changeas:
 
 
 
A B— = z ; (2.69)L i 2 5 i
(3 +8) ~ Pa ~ Py ~ Bae
Ay _ Py (2.70)L 1 2 7 ; ‘(4 +5) 98-73 ay
The changein the longitudinal coordinates is given by
1SS ee wot? . (2.71) 
 LL Bo 21 pz — —t\(4+8) 8-2 a
The set of equations (2.68), (2.69), (2.70) and (2.71) are a dynamical
map for the drift space. Knowing the values of the dynamical variables
at the entrance of the drift space we can calculate the values at the exit.
This dynamical map is nonlinear and that prevents us from writing directly
this dynamical map as a transfer matrix. It is possible though that Tay-
lor expansions are made for the changes in the coordinates (2.69), (2.70)
and (2.71). For small values of the canonical momenta (that is where the
reference momentum comes into use), first order approximations provide
acceptable accuracy for some applications.
2.1.2.2. The Paraxial Approximation
All the elements in an accelerator system are not linear. When, however, we
refer to “linear” elements, we refer to those elements whose principle effects
on the beam may be obtained by expanding the Hamiltonian to second order
in the dynamical variables. This approximation is known as the “paraxial
approximation”.
The magnetic field inside a normal quadrupole is given by:
By=bX, By=h—, B,=0, (2.72)
Po PO
where the coefficient bg describes the strength of the quadrupole field. The
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above field components can be derived from the potential:
1 byA,=0, A,=0, As =—55,, (7 — 9"). (2.73)
The Hamiltonian describing the motion inside a quadrupole, using the
usual accelerator variables, is:
n= (4 +5) 2,» _a (2.74)—- —- ¢ — — _ — ; .Bo Bo Po Py sage
where the longitudinal component a, of the normalised vector potential is:
 
 
== —-=(2? — y*), (2.75)
If we define the normalised quadrupole gradient as:
q bak=, 2.76‘Py PO 26)
then the Hamiltonian can be rewritten as:
 
Hud (446)— rtp ty — Ste? - 0) (2.77)Bo Bo Po Py e632 aa
Expanding the Hamiltonian of equation (2.77) to second order in the dy-
namical variables (making the paraxial approximation) we construct the
Hamiltonian:
1
Qry22 
1 1 1 1Ha = =p? =p? =kyx? — ~kyy? 6. 2.782 aa t oPy tT ahe gr + (2.78)
Equation (2.78) looks muchlike the harmonicoscillator equation; for kj >> 0
we have a “focusing” potential in 7 and a defocusing potential in y. There
is no focusing in the longitudinal direction. The transfer map obtained from
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(2.78) can be written as a matrix:
coswh nw 0 0 O 0
—wsinwl coswl 0 0 0 O
no 0 0 coshwL Smhek g 90 (2.79)
0 0 wsinhwl coshwlL 0 0
0 0 0 0 1 xa
0 0 0 0 0 1
2.1.2.3. Canonical Variables
The concept of canonical (or conjugate, or canonically conjugate) variables
is of major importance. They always occur in complementary pairs, such as
spatial location x and linear momentum p, angle ¢ and angular momentum
L, and energy F and timet.
For the case of Hamiltonian dynamics, the canonical variables consist of
a set of coordinates and their conjugate momenta defined by equation (2.28),
rather than coordinates and velocities used in the Lagrangian formalism.
2.1.2.4 Action-Angle Variables
In order to specify the location of a particle in phase-space we need to know
the coordinate x and the conjugate momentum p,. An alternative way for
this specification is to give the action J; and the position or angle ¢, around
the phase-space ellipse. The action J, and angle ¢, can be defined so that:
ct = Vv 280 Sq COS Pg ,
2J,Pr = -4/ 3, (sin gz + Az CoS dz). (2.80)
Therefore for angle ¢, , we get:
Pxtan dz = —Qz — Pa , (2.81)
and
Qe = Yor? + 2gtPz + Gop? . (2.82)
It is possible to see that (¢z, J,) form a canonical pair of variables, by
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deriving them as new variables from the generating function:
2x
Fi = F,(z, dz) = ~ 9g, (tan bs + On). (2.83)
Since the action is constant:
dJxy OH
the Hamiltonian must be independent of ¢,. We also know (again from
section 2.1.1.2) that: doz 1ee (2.85)
Equations (2.84) and (2.85) may be derived from Hamilton’s equations, using
the Hamiltonian:
Jy
Equation (2.86) provides a simple approximation for uncoupled linear dy-
H (2.86)
namics in an accelerator.
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2.1.3. Matrix Formalism
The solutions to Hamilton’s equations of motion can be expressed in termsof
symplectic transformations. In a linear beamline, these transformations can
be approximated as symplectic matrices (using the paraxial approximation).
Symplectic transfer matrices can be written down explicitly for all elements
in an accelerator (e.g. drift, dipole, quadrupole, RF cavity, etc.). The
tracking of a particle is then possible using equation (2.10). The 2 x 2
transfer matrix in one degree of freedom can be written for one periodic
section, quite generally, as;
Rg = I cos(fz) + S2- Agsin("z), (2.87)
So = ( ‘ ; (2.88)
and Ag is a symmetric 2 x 2 matrix and J is the identity matrix. The right
where
hand side of equation (2.87) has 4 parameters corresponding to the three
independent components of matrix Az and the parameter juz. The values of
the components of the symmetric matrix Ag and the parameter jz can then
be determined from the values of the four components of Ro.
If we consider the horizontal motion of a particle we can write Ag as:
_ Yen-(*%) oso
Symplecticity is a very important concept in the formalism developed to
describe the the dynamicsin an accelerator system. A symplectic matrix M
is defined as a matrix that satisfies the equation:
M?.S-M=S, (2.90)
where M7 denotes the transpose of matrix M. The implications of symplec-
ticity are analysed in section 2.2.1. If we were to makea classical analogy,
we would say that a symplectic transport of a particle is transport with no
“friction” forces.
The symplectic condition for the general form of a transfer matrix, Ro,
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applied in equation (2.87) gives the condition:
Bun — 08% = 1. (2.91)
If R2 is symplectic, then we find from (2.91) that:
RE. Ap - Rp = Ag. (2.92)
Therefore, the matrix Ag is invariant under a transformation representing
the transport through a cell. Ag is defined in termsof a single set of Twiss
parameters. Therefore, it is defined at a single point in a beamline. This
implies that we are dealing with a periodic beamline.
Theinvariance of this particular transformation can help us in defining
a very important concept in beam dynamics, that of action. If we construct
the quantity J, :
Jp =
N
l
e (« pe)(2). (2.93)
where p, is the momentum canonically conjugate to z, then under transport
(= Jum (=). (2.94)
Pz Pz
(2 pe) AE deta (2) aa, (2.95)Px
through cell :
and then:
Jy —
Ni
le
Weobserve that J, is also invariant under transport througha cell. We
can write: 1t= 5(et + 2agtPz + Burp?) (2.96)
J, defined in this way is usually called the action of the particle. It
is the same quantity that was defined in equation (2.96) in section 2.82.
The componentsof Ag are functions only of the componentsof the trans-
fer matrix for a complete periodic cell. Consequently, the parameters az, Jz
and yz characterize the beamline rather than the motion of a particular
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Figure 2.3: Ellipse describing particle motion in horizontal phase-space (Hor-
izontal momentum-vs horizontal coordinate). A particle moving through a
periodic lattice will, after each period, movein steps around the ellipse. The
parameters 3, and yz describe the shapeof theellipse, and are functions of
position in the lattice, with the sameperiodicity as the lattice. The action
J, describes the amplitude of the betatron oscillation: the area of theellipse
is TJy.
particle and they are usually called the Twiss parameters ?; the same
parameters we encountered in 2.1.1.2. Obviously, there exist corresponding
Twiss parameters for the vertical and longitudinal motion.
If the canonical variables x and p, of a single particle at the sameposition
of every periodic cell are plotted on a phase-space diagram, thenan ellipseis
formed, the shape of which is determined by the Twiss parameters and with
area equal to 27J,, figure 2.3. Under the assumption oflinear symplectic
transport, the action is a conserved quantity. When transported through
a periodic cell, a set of particles with a given action will move round an
ellipse in phase-space. If we take “snapshots” of this set of particles in
phase-space at corresponding points in different periodic cells, then these
“snapshots” will look identical. Should the distribution of particles be not
properly matched to the lattice, then the ellipse will appear to “rotate” from
one periodic cell to the next.
 
°There is an interesting story behind the naming; it turns out out that Prof. Twiss
had nothing to do with the introduction of the these parameters
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2.1.4 Linear Coupled Motion
Under the assumption of uncoupled motion the transverse motion of parti-
cles in an accelerator can be treated independently for the horizontal and
vertical plane. Proper selection, design and alignment procedures can be
implemented to ensure that uncoupled buncheswill be transported through
the lattice. In reality though, errors in fabrication and alignment tolerances
will inevitably introduce coupling between the two transverse planes of mo-
tion, i.e. the motion in each plane in no longer independent of the motion
in the other planes. The major sources of coupling are solenoid fields, ver-
tical alignmenterrors of sextupoles and rotated quadrupoles, which are two
of the most generally used magnets in accelerator systems. Restricting the
sources of coupling to these three sources one defines the regime of linear
coupling.
2.1.4.1 Matrix Formalisms
In the presence of coupling, the single-turn transfer matrix will not be block
diagonal, i.e it will contain non-zero elements in locations other that the
block-diagonal. A global decoupling involves a transformation that will lead
to a block-diagonal transfer matrix. This is the approach introduced by
Edwards and Teng [18]. A number of approaches to characterize the beta-
tron coupling in an accelerator system have been publishedin the literature
[19, 47, 11, 34] and this is a subject of continuing research. Here we present
two of the different descriptions for the betatron coupling.
Sagan and Rubin description
 
Sagan and Rubin have described the construction of the C’ matrix to
describe the betatron coupling [48].
In a circular accelerator the linear 4 x 4 one-turn transfer matrix T’ for
the two-dimensional phase spase(x, x’, y, y’) can be described by four 2 x 2
sub-matrices, M,m,n and JN,
MmT= ( na ON (2.97)
where M and are the standard transfer matrices for the (x, x’) and (y. y’)
phase space, respectively. Off-diagonal sub-matrices m,n represent the cou-
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pling between the two transverse planes. In a perfect accelerator system
with no coupling present, m =n = 0.
Equation (2.97) can be further decomposed into normal modesas:
T=VuvV"} (2.98)
where V is a symplectic matrix:
IC=| * . (2.99)-—C yI
with y defined via the symplecticity condition as:
y+ ||C}| =1. (2.100)
A 0U = ( 0 >) (2.101)
and A is the single-turn transfer matrix for one of the normal modesandis
U has the form:
given by the standard formula [30]:
A= cos 27Vv4 + Aq sin 27V4 By sin Qrv,
—Yq sin 27V4 cos 27v,4 — a, sin 27, . (2.102)
A similar formula holds for B, associated with the other normal mode.
The symplectic conjugate Ct is equal to:
f= ( th Sin (2.103)
—€21  €22
The components of C are parameters based on the elementsofthe single-
turn transfer matrix and characterize how the normal modesarerelated to
the horizontal and vertical motion. The following relations have been derived
for these components[5]:
Cra = 14/4 (4) sin dda Coo = —¥ se (2) cos Ada.
(2.104)
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Similarly, if only mode B is excited:
Cr = 114i i (=) sin Adp; Co = —14] Es (=) cos Ads,Ba \y B Ba \y B (2.105)
where (x/y)g is the ratio of the x amplitude to the y amplitude for the
B mode and Adg the phase difference between the two motions. It is
therefore possible to determine the components of C' through the measurable
quantities (z/y)p, (y/z)a, Ada and Adz.
Geometrical representation of C
 
The real-space ellipse traced out by a single particle during successive
turns when only one normal modeis excited can be written as:
© = Lamp Cos ¢, (2.106)
Y = Yamp Cos (¢ + A¢). (2.107)
Such a representation defines an ellipse with major axes d and f that is
tilted by an angle 0 with respect to the x and y axes. In the case of weak
coupling, where |C;;|? < 1 and y ~ 1 wefind:
04 & Cray/ ~ (2.108)
da = eaV/Ba, (2.109)
fa © €alCie|V/ Bp. (2.110)
In such an approximation and with the appropriate scaling by the root
beta functions, C22 is interpreted as the tilt angle of the ellipse and C12 as
the ratio of the lengths of the major and minoraxis of theellipse.
Since Adz,is the difference in phase between the horizontal and vertical
motion, the term C2 is a measure of the componentof vertical motion that
is in phase with the horizontal motion. Similarly, the term Cg is a measure
of the component of vertical motion that has a phase difference of 90° with
respect to the horizontal motion.
Local Coupling Description
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Figure 2.4: Real-space ellipse with major axes d and f tilted by an angle 0
with respect to the x and y axes. In the case of weak coupling the compo-
nents of the C matrix, C22 and C2 can be interpreted as the tilt angle of
the ellipse and the ratio of the lengths of the major and minoraxis of the
ellipse, respectively.
Wolski [70] has proposed the following description of coupled linear op-
tics. This approach can easily be adapted to three degrees of freedom,
whereas the more conventional descriptions (e.g. Sagan and Rubin) deal only
with two degrees of freedom (coupling between the two transverse planes).
However,in an accelerator, the coupling between transverse and longitudinal
motion is often not negligible. The key conceptis to derive the lattice func-
tions for the optics of coupled bunches. This approach uses a general 6 x 6
formalism, making no assumptions on the presence or absenceof coupling.
If the linear single-turn transfer matrix / is symplectic, then it has six
eigenvalues that can be arranged in reciprocal pairs
A-pAR = 1. (2.111)
where k = I,II,III, corresponding to each of the three degrees of freedom.
The eigenvectors e+, of M are defined as:
Mex = ALCL . (2.112)
These eigenvectors can be normalized and arranged in such a way that they
form a matrix F such that:
ET.§.E=i8. (2.113)
33
A matrix Q is then defined as:
ot 4o=35( 1 a. (2.114)
Using matrix Q the normalising matrix N can be constructedas:
Na @, (2.115)
where F is now the matrix of eigenvectors of R, the transfer matrix for one
periodic cell of a beamline. Then N has the following property:
Ne -R-N= R(uq, per, Lett)- (2.116)
R is a block-diagonal rotation matrix with rotation angles j,:
Ss COS, ©.SIN LL,R = . 2.117a(x) ( —sin [Jp COS LE ( )
Since E is a matrix of the eigenvectors of R with appropriate ordering,it
can diagonalize R , with the eigenvalues being the elements of the diagonal:
eH
etHI
eHE1.R-E= : 7 (2108)
eeu
eoHAI
etl
Wecan also write
Q?-E?-R-E-Q= Ru, un, um), (2.119)
where
Ro(u1)
R(u1, Pu, Pa) = Ro(11) (2.120)
Ro(um)
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With the help of equation (2.115) we can write
N?.R-N = R(uy, wat, emt)- (2.121)
It can be proved that matrix N is symplectic. Starting from the defini-
tion of N,
N?.S.-N=Q'?.E?.S-E-Q, (2.122)
and using equation (2.113) we get
N?.N =iQ?-S-Q. (2.123)
From the definition of matrix Q,[eq.(2.114)], it follows that:
N?.S.N=S. (2.124)
Thus, matrix N is symplectic.
Using the normalizing matrix N it is possible to define a vector J with
new dynamical variables:
J=N7}-2, (2.125)
where
X{ x
Py Pz
. xXF=| oT |, gai} % |. (2.126)Pr Py
Xi z
Puy 6
The newpairs of variables (X,, P,), etc. are canonically conjugate since they
are derived from the original variables (x, p,), that form canonically conju-
gate pairs themselves, by a symplectic transformation (N~+) [70]. With the
help of a generating function of the Ist kind :
- 1 :Fi(Xe, be) = 5 S> Xftan dx, (2.127)
k=I,IL,III
and its appropriate derivatives:
OF, OF,
XxX = So .b= 5p Fy Bde’ (2.128)
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it is possible to derive the pair of new canonical variables (¢,, Jy):
1 PrJe = 5 (XE + Pe), tan de =—
Using equation (2.129) the action vector J is constructed:
V2J; cos $y
—/2JF sin $y
V2Jq cos 67
—/2Jy sin or
V2Jun cos br
—J/2Jqy sin or
J=
(2.129)
(2.130)
For a transformation R = R(so,s1) across one complete periodic cell from
point sg to point s; we have:
Z(s1) = R- (so).
Accordingly:
J(s1) = N71. £(s})
= N7!.R-&(s0)
= N?.R-N-N7!. (so)
= N7!.R-N-J(so).
Using equation (2.116) in (2.132) it then becomes:
J(s1) = R(u1, un, um) « J(80) -
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(2.131)
(2.132)
(2.133)
Taking into account that R(t, Li, Lr) is a rotation matrix, the latter equa-
tion becomes:
V2J, cos oy V2J, cos ($1 + Lr)
—/2J, sin $y —/2J, sin (by + 11)
Runs as wm) - V2Jq1 cos or _ V2d cos (én + ym)
—J2Jy sin bn —/2Jy sin (on + ptt)
V2Jq1 cos br V2Jq cos (ort + Hm)
—/2Jur sin orm —/2Jur sin (or+ ut)
(2.134)
Therefore the action-angle variables for a single periodic cell will trans-
form, underthe action of the relevant transfer matrix R, as:
Jp Jk Pk > Pk + Hk- (2.135)
The sigma matrix is defined as the averageoverall particles in the bunch
of the outer product of the phase-space variables:
y= (@- 2d). (2.136)
With the help of equation (2.125) the latter equation becomes:
H=N-(J- IT). NT. (2.137)
If the angle variables are uncorrelated so that:
1(sin d; sin dg) = (cos ¢; cos Px) = afuk» (2.138)
where 0x is the Kronecker delta, and:
(sind; cos dy) = 0, (2.139)
then the sigma matrix can be written as:
s= So Brey, (2.140)
k=LII,I01
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where the matrices B* are defined as:
BE=N.T*.NT, (2.141)
and the emittances €, are given by:
Ek = (Jk) - (2.142)
The matrices T* have the following form:
  
1
1
7 ° 0
0
0
0
0
pu — 1
1
0
0
0
0
pil — 0 , (2.143)0
1
1
The components BK of the matrices B* are the generalizations of the
Twiss parameters for the case of coupled optics. They may bereferred to
as the coupled lattice functions or the generalized Twiss parameters. In the
case of a block diagonal single-turn transfer matrix, the motion is uncoupled
and the coordinate in every plane is determined only byits relative action.
Identifying k = I with the horizontal and k = II with the vertical plane, the
following relationships between the components Bf and the familiar Twiss
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parametersare established; in the horizontal plane:
Be = Bry, (2.144)
a, = fy, (2.145)
‘Ye = Bho, (2.146)
and in the vertical plane:
By = 833, (2.147)
ay = — B34, (2.148)
vy = Bay. (2.149)
The usual case for a storage ring involves a single-turn transfer matrix
that is not block-diagonal. In that case motion from the longitudinal plane
is coupled to the transverse planes through the mechanism of dispersion, so
for the horizontal coordinate we have:
X= 26,7 cos dz + zd . (2.150)
It follows that:
(2d) = nz(6"). (2.151)
In termsof the 6k components as defined in equation (2.141):
(75) = Bigem, (2.152)
(5°) = (6eent- (2.153)
It then follows that the horizontal and similarly the vertical dispersion are
  
given by: at olyie = Fle’ Np = Flee (2.154)
In the sigma matrix definition (2.140), there is also the assumption that
the distribution is matched in the sense that the sigma matrix is invariant
under transport from one periodic cell to the next:
R-S-RT=D. (2.155)
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Theeigenvalues of ©. S are equal to +i¢,, where ¢, are the emittances
of the beam. The eigenvectors of © - S are contained in the same matrix E
that contains the eigenvectors for the transfer matrix R. Multiplying both
sides of equation(2.140) we have:
m-S= SBE. Sey. (2.156)
k=I,ILIII
But for the matrices B* we have:
BY¥.g = N-T*.N?.S  (N is symplectic)
- BF.S = N-T*.S-N7}, (2.157)
With the help of definition (2.115) it follows that:
Be¥.s = E-Q-T*-S-.Q7)-E"}
B.BR.S-E = Q-T*.$.qQ. (2.158)
Performing the multiplications for the right hand side of equation (2.158),
where the matrices are constant:
E7). BY. §.E =-iT* (2.159)
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where now the T* matrices have the form:
  
1
-1
Ti = : 5 (2.160)
0
0
0
0
TU — ! (2.161)-1
0
0
0
0
pul — ; (2.162)0
1
-1
E“\(DS)E = ral . (2.163)
—€ll
ETII
—ENll
The components of the diagonal are the eigenvalues of the © - S matrix,
where €, comes from equation (2.142).
Oneof the goals of such a description is to know how the coupledlattice
functions transform with respect to position in an accelerator. The coordi-
nates of each particle from position sg to position s; transform under the
4l
action of a transfer matrix R = R(so, 81) as:
£(s1) =R.- X(so) . (2.164)
Equation (2.136) provides then the transformation of the sigma matrix as:
X(s1) = R-D(so)- RT
-D(s1)-S = R-D(so)-R?-S (Ris symplectic)
= R-X(so)-S-R?. (2.165)
It is known that for any matrices U,V, the eigenvalues of V are equal
to the eigenvalues of U- V -U~1. Therefore, the eigenvalues of ©(s,)-S are
the same as the eigenvalues of (so) -S. As a result, the bunch emittances
(i.e. the eigenvalues) are conserved under linear symplectic trasportation.
Knowing that the sigma matrix is related to the coupled lattice functions
through equation (2.140), the coupled lattices will transform in the same
way as the sigma matrix:
B*(s1) = R- B¥(so)- RB? . (2.166)
It is important to note that in this transformation of the coupled lattice
functions R can be any symplectic transfer matrix, irrespective of periodicity
regarding the lattice structure. Therefore, if one can determine theinitial
lattice functions for the bunchdistribution at the start of the beam line, then
it is possible to calculate their propagation using the appropriate symplectic
transfer matrices.
In the case of a storage ring, if the single-turn transfer matrix R, starting
at a some point, is known, then it is possible to calculate the matched
coupled lattice functions B* at that point (i.e. the lattice functions that
describe a distribution that remains invariant after one turn). Knowing also
the emittances at that point allows for the calculation of the sigma matrix
at that point. In that case the square of the horizontal beam size is given
by:
(a?) = Siyer + Bien + PULent (2.167)
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The square of the horizontal beam size may also be written as:
o2 = Bre, +1203, (2.168)
where
o? = (z”), (2.169)
of = (67). (2.170)
However, for equation (2.168) to be true a numberof assumptions must
be made. Assuming that there is no coupling between the two transverse
planes, then at = 0. Furthermore, if the coupling is weak between the
horizontal and the longitudinal plane (small horizontal dispersion), then the
approximation:
Bh, Bo (2.171)
is valid. At the sametime, if the longitudinal motion is slow, so that the
energy deviation 6 of each particle can be considered as a constant, the
horizontal position of a particle with zero betatron amplitude at that point
in the storage ringis:
io = Hinds (2.172)
Additionally, the angle variables ¢, of all particles must be uncorrelated
and the energy deviation 6 is uncorrelated with the horizontal variables J,
or dg.
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2.1.4.2 Perturbation Theory for Coupled Motion
To describe betatron couplingfor a single particle in Hamiltonian mechanics,
we start from the Hamiltonian which is a function of the particle’s angles
and actions and, generally, time or distance along the reference trajectory:
H = H($z, Jz, by, Jy; 8)- (2.173)
The equations of motion derived from equation (2.173) are then:
 Je _OH dy __OHds Oda’ ds Ody’
do, OH doy OH
ds Og’ ds Ody are)
The Hamiltonian, for a particle moving along a linear, uncoupled beam-
line can be written as: J J
H= ++. 2.175B By (2.175)
A Hamiltonian describing the betatron coupling in a skew quadrupole,
in cartesian coordinates, has the form:
 
1
where 1 aB
= —— =. 2.1
The equations of motion, then, in a skew-quadrupole can be written,as:
dp, dp.=k y .
ds sy; ds k ’
dx dy
In the case of a numberof skew quadrupoles distributed around a storage
ring, the “focusing” effect of a skew quadrupole is represented by a term in
the Hamiltonian:
kty = 2ksv/ BaByv/ JeJy cos pz COS py- (2.179)
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Therefore, the Hamiltonian can now be written as:
i= Jo gp a— — 2ks/ BaeByV/ Ixy cos bz COS Py « (2.180)
The beta functions and the skew quadrupole strength are functions of
position, s; the solution of the equations of motion becomes cumbersome.
We can, however, simplify the problem, by “averaging” the Hamiltonian
[30], thus:
H = WyJz + WyJy — 2K COS bz COS dy ; (2.181)
where
_ C ds“YC Sy Bow’
is a constant term and is the circumference of the ring.
 (2.182)
If we rewrite the coupling term in the Hamiltonian, we get:
H = UyJ_ + WyJy — K->/ Judy 008 (bz — by) — K4>/TaJy 008 (ba + by) -
(2.183)
The constants K4 represent the skew quadrupole strength averaged around
the ring; we have to take into account though that the “kick” from a skew
quadrupole depends on the betatron phase:
, 1 Cc .KeeX = [ eltetiy) £../ByByds . (2.184)
If we suppose that kK >> K4, then the Hamiltonian simplifies to:
=bigJx + Wydy — h=4/ Jad, 008 (Oz — Gy). (2.185)
The equations of motion from the simplified Hamiltonianare:
 
 
os _ — 5p = KV Tod sin (be ~ by),
Ge = Fg ohVTeTesin (2 — by).
we is OF os, 4 [Pecos (6204),
st = aytS F608(2 ~ oy): (2.186)
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From equations (2.186) it follows (in general) that:
We dy _
ds ds
d
Jz + Jy = constant . (2.187)
Furthermore,if:
Px = Py, (2.188)
then: ay ay
ae TY _ds ds 0 (2.189)
This result implies that if we can find a solution to the equations of motion
with ¢z = ¢y for all s, then the actions will remain constant. If:
Pr = Py (2.190)
d do, doGPa _ Oya de” (2.191)
then:
J, VitK62/Aw?-1a (2.192)
Je \/14+ 42 /Aw? +1
Making the substitution J; + Jy = Jo, where Jo is a constant, we get the
fixed point solution:
J, = ={14+——=~——] w.
2 \/1+ «2/Aw?
1 1Jy = 5[1- Jo: (2.193)
4/1 + «2 /Aw?
If we identify (Jo) with the natural emittance in a storage ring (deter-
mined by synchrotron radiation effects, see section 2.2.2.1), then (J,) and
(Jy) may be identified with the equilibrium horizontal and vertical emit-
tances respectively.
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2.2 Collection of Particles
Tracking individual particles is important but in practice we need to describe
the behaviour(e.g. variation of size) of a collection of particles, a “bunch”,
usually containing of order 10!° particles or more. In this analysis, we
assume that particles move independently, considering only the effects of
external electromagnetic fields.
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2.2.1 Symplectic Transport
Symplecticity is a very important concept in the formalism developed to
describe the the dynamics in an accelerator system. As a starting point we
define a symplectic matrix M, a 2n x 2n matrix that satisfies the equation:
M?.S-M=S, (2.194)
where M7 denotes the transpose of matrix M and S is a 2n x 2n matrix
with block diagonals:
0 155 = ; 2.1952 (" ;] (2.195)
Equations (2.26) can be written in the form:
d,Gens Vel, (2.196)
where
x Oz
Pa One
E=| y and Vzg=]| (2.197)
In the paraxial approximation, the Hamiltonian describing the dynamics
of a particle in an electromagnetic field can be shownto be of second-order
in the dynamical variables. This leads, as we have mentioned, to linear
equations of motion. For a general second-order Hamiltonian we can write:
VzH =J-2, (2.198)
where J is a symmetric matrix, ie. JT = J (J in this context should not
be confused with the action). Combining equations (2.198) and (2.196) we
get:
d ., 3Heo Te: (2.199)
The solution to the equation (2.199) is:
z(t) = M(t) - £(0), (2.200)
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where matrix M is given by:
M(t) =exp(tS- J). (2.201)
The matrix exponential is defined as:
co An
exp(A) = 5° =e (2.202)
n=0 ~
following the similar definition for the exponential function as a powerseries
in the form of a Taylor series expansion. Taking into account that J is
symmetric and S' antisymmetric:
JT = J sT=-S, (2.203)
and someuseful properties such as:
exp(A) - exp(—A) = 1, (2.204)
and
S-exp(tS - J) =exp(tJ-S)-S, (2.205)
we can show that the transfer matrix M is symplectic,i.e.
MT(t)-S-M(t) = exp(—tJ-S)-S-exp(tS- J) (2.206)
= exp(—tJ-S)-exp(tJ-S)-S (2.207)
= §, (2.208)
2.2.1.1 Emittance
If we consider bunches consisting of a very large numberof particles, then
we need to describe the average of some quantity over all particles in the
bunch (usually, this quantity is a dynamical variable). The notation for this
descriptionis (e), e.g. (a) is the average horizontal coordinateofthe particles
in the bunch. This is the value that would be recorded by a horizontal Beam
Position Monitor (BPM) as the bunch goespast.
The quantities (2;), where x; (1 < i < 6) is one of the dynamicalvariables
(©, Pz, Y;Py,Z,5), are usually called the first order moments of the bunch
distribution. Collectively, the first order moments of the bunch distribution
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are also called the bunch centroid.
The quantities:
Dig = (i — (@4)) (5 — (5))) = (waz) — (vi) (25) (2.209)
are called the second order moments of the bunch distribution. Thefirst
order moments describe the position of the bunch, while the second order
momentsdescribe the size of the bunch.
A symmetric matrix © can be formed by the second order moments %j;,
usually referred to as the sigma matriz. The diagonal components of the
sigma matrix are the variances of the dynamical variables over all particles
in the bunch, for example:
Yu = 2 — (x)? = Ge.
The term coupling is usually used to describe situations where motion
of particles in one plane affect the motion in another. It is important here
to distinguish between the terms of a coupled/uncoupled bunch and a cou-
pled/uncoupled beamline.
An uncoupled bunch distribution is one for which all the components
of the sigma matrix outside the 2 x 2 block diagonals are zero. In any
other case the distribution is said to be coupled. The same conditions for
componentsof the transport matrix define a coupled or uncoupled beamline.
An uncoupleddistribution travelling down an uncoupled beamline will stay
uncoupled. If however, an uncoupled bunchdistribution travels through a
coupled beamline then coupling will be introduced to the bunch.
For the special case of an uncoupled bunch distribution of first order
moments (x;) all equal to zero, the horizontal part of the sigma matrix can
ee ( es (2.210)
(rpz) (p3 )
The eigenvalues of Ug -S2 are A+ as follows
be written as:
ee (2.211)
where
ey (e*)= ee) (2.212)
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with S_ being equal to: 0 1So = .
The quantity €, defined by (2.212) is known as the horizontal emittance.
Obviously, similar expressions can be written downfor the vertical and lon-
gitudinal emittances.
Knowing the transfer matrix R = R(so,s,) from a point so to a point
8, along the reference trajectory, we can calculate how the sigma matrix
transforms. In matrix form this can be written simply as:
%(s1) = R-X(so)- RP. (2.213)
From the sigma matrix ©, we can construct the matrix U-S. S is the
matrix used to define the symplectic condition for a matrix M (equation
(2.194)). For a symplectic transfer matrix R = R(so,s1), the matrix © S
can be transformed as:
y-SOR-D-RT.S=R-E-S-R?, (2.214)
For any matrices 1 and N, we can observe that the eigenvalues of N -
M - N~! are the same as the eigenvalues of M. Therefore the eigenvalues
of }- S are conserved under symplectic, linear transport represented by a
symplectic transfer matrix R. The latter statement leads to the conclusion
that the beam emittances for an uncoupled distribution, defined by (2.212)
and similar expressions for the vertical and longitudinal degrees of freedom,
are also conserved. It is important to note here that emittances defined this
way are only conserved for uncoupled bunches.
Generalization of the definition of the emittances to coupled distributions
is possible. For a periodic beamline, any bunch distribution for which the
sigma matrix remains invariant under transport through one periodiccell is
known as a matched distribution. If R is the transfer matrix for one periodic
cell and the sigma matrix © satisfies the condition:
“=R-D-R, (2.215)
then ¥ is a matcheddistribution. The Twiss parameters are defined by the
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transfer matrix for a single periodic cell:
Ro = ( COS [lz + Az SIN Ly By Sin [Ly . (2.216)
—Yz SIN [by COS Lg — Ag SIN [bz
Given the Twiss parameters, it is possible to express x and p, in terms of
Jy, and dy:
x VBe =O V2Jz cos be
= a 1 , . ; (2.217)Px VT TG —V2Jq sin bz
Assuming that the angle variablesofall particles in the bunch are uniformly
distributed:
(sin dz) = (cos¢z) = 0,
and using equation (2.217) and
Botte — 0% =1, (2.218)
which comesfrom the symplectic condition for matrix Rg (equation (2.216)),
wearrive at the following
(x7) = Be (Je), (2.219)
(zPz) = —O,z (Jz) , (2.220)
9) = Ye (Ja) - (2.221)
From equations (2.219), (2.220), (2.221) and (2.218) wefind:
(x?) (ve) — (aps)” = Ja)”. (2.222)
If we compare the latter equation with equation (2.212) we get:
Ex = (Jz) - (2.223)
Thus the horizontal emittance of a bunchis simply the average of the hor-
izontal actions over every particle in the bunch. Thelatter derivation is
consistent with the fact that both the emittance and the action are con-
served underlinear symplectic transport.
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So now, equations (2.219), (2.220), (2.221) can be rewritten as:
(x?) = BxE« 5
(zz) = —AzExz,
(p2\ = nen.
Therefore, the size of the bunch is given by the Twiss parameters combined
with the emittance. The Twiss parameters give the local variation in the
size of the bunch, while the emittance represents an invariant size of the
bunch.
Geometric and Normalized Emittance
In these considerations regarding the emittance of a beam we have as-
sumed that the reference momentum [9 remainsfixed, which is appropriate
for damping rings (accelerating cavities in damping rings exist to replen-
ish the energy lost by particles due to synchrotron radiation). In a linear
accelerator, consisting of a number of accelerating cavities, the energy of
each particle is increased significantly. Therefore each cavity affects the
energy deviation 6 of each particle. When this energy deviation becomes
large enough,then the linear approximations on which the derivation of the
transport matrices was based are no longer valid.
To maintain 6 at a small value in a linac, we can adjust the reference
momentum. The transverse coordinates x and y are independent of the
reference momentum. The conjugate momentum p, though is defined as:
_ yma +qAzgDe Pp , (2.224)
where “ is the transverse velocity, y is the relativistic factor for the particle,
m the rest mass of the particle, q the electric charge and A, the horizontal
component of the magnetic vector potential. A change in the reference
momentum, will result in the following transformations:
PoPor P5, Le? 2, Pa > FyPx- (2.225)
0
The transformations the dynamical variables undergo in equation (2.225)
are not symplectic. As a result the emittance of the beam will not be
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conserved undera change in reference momentum. We can howeverdefine a
new quantity that is conserved under changes in reference momentum. We
observe from equations (2.225) and (2.212) that the horizontal emittance
transforms as:
PoPo — Ph, Ez PEL = pies > Pye, = Poez. (2.226)
0
Since Pp = Go'yYomc we can write:
BOYES = BoE - (2.227)
This new quantity is called normalized emittance, €,,y andis defined as:
Ex,N = Boe - (2.228)
Equation (2.227) shows that the normalized emittance is conserved under a
change in reference momentum +.
The normalized vertical emittance is defined in the same way as the
normalized horizontal emittance and therefore is conserved under a change
in the reference momentum. Often, the emittance ¢, described in equation
(2.212) is referred to as the geometric emittance to distinguish it from the
normalized emittance defined by equation (2.228). It is important to note
here that during acceleration of particles in a linac and scaling of the refer-
ence momentum with average beam energy, the geometric emittance varies
in inverse proportion to the beam energy:
Ey X ——. (2.229)
This effect is known as adiabatic damping. Theresult of adiabatic damp-
ing is that, for fixed beta functions, the size of a bunch decreases as the
energy of the bunchis increased.
Emittance Conservation - Liouville’s Theorem
It can be shown that if the transfer matrix is symplectic then the phase
space area (a plot of the conjugate momentum vs the corresponding coordi-
nate) of an element of the system (in our case a particle) is conserved. This
 
4For ultra-relativistic particles, G4 ~ Go ~ 1, so the normalised emittance is often
written simply as: €z,n = YE
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Figure 2.5: Evolution of a phase-space element (a plot of the conjugate
momentum vs the corresponding coordinate) defined by vectors v and U9.
Under symplectic transport, the area of the phase-space element is con-
served.
conservation applies for all systems described by a Hamiltonian even if the
dynamics are nonlinear andthis is proved by Liouville’s Theorem.
Liouville’s theorem is a consequence of symplecticity. If we consider a
phase-space area defined by vectors U; and v2, then for that phase-space
element we have:
A= |v, x to] = 072 -S- de. (2.230)
As the system evolves over a period of time, t, the following transforma-
tions occur:
Uy Re vy = M(t) : v1 and Vo a v = M(t) : Uo : (2.231)
The area of the “time-evolved” phase-space elementis:
A = 0.9.4
= 01.MT(t)-S-M(t)-%o. (2.232)
Since M(t) is symplectic, we have:
MT(t)-S-M(t)=S, (2.233)
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and therefore:
A=) .S-%=A, (2.234)
the area of the phase-space element is conserved during the motion of the
system.
56
2.2.2 Radiation
Charged particles that undergo acceleration emit radiation. In the case of
relativistic particles this phenomenon is called synchrotron radiation. In
a storage ring the radiation emission occurs mainly in the bending fields
of the dipole magnets. It should be noted that synchrotron radiation is a
non-symplectic effect, analogousto a frictional force that steadily damps the
motion of a harmonic oscillator.
The particles lose energy through the emission of synchrotron radiation
and this loss has to be compensated appropriately in the RF cavities, so
that the combination of loss and replenishment of energy leads to some
equilibrium value for the emittances. The majority of photons emitted due
to synchrotron radiation are located within a cone of angle 1/y around
the instantaneous direction of motion of the particle. For ultra-relativistic
particles, y is very large, so that the direction of particle motion and the
direction of radiation emission are almost aligned. Thus, the direction of
motion is not affected by the “recoil” effect. The total momentum of the
particles changes with the emission of radiation as:
dp= p-dpwv(1- 2) , (2.235)Po
where dp is the momentum ofthe radiation, Po is the reference momentum
and we assume that the total momentum of the particle is close to the
reference momentum:
pe Po. (2.236)
Substituting this into the expression for the vertical betatron action:
ody = ‘yy? + 2ayypy + ype . (2.237)
we find the change in the action resulting from the emission of radiation:
dpdJy = —(ayypy + PyPy) p. . (2.238)
If we average for all particles in the beam we can find the change in the
vertical emittance of the beam:
ddey = (dJy) = -2V5 . (2.239)
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where (ypy) = —Qyéy, (pz) = Yyfy and Byyy — a2 = 1. Assuming that the
non-symplectic effects, such as the radiation in the case at hand, are slow,
dey _—s Ey dp Uo
dt bes EoTo 2’ aan)
where To is the revolution period and Up is the energy loss in one turn. For
we can write:
an ultra-relativistic particle with the nominal energy, traveling at around
the closed orbit, we can calculate the energy loss per turn by integrating the
radiation power around thering:
dUo = f Prat = prc. (2.241)
where P, is the the power radiated by a particle [65]:
C, E4P= Op (2.242)
with ‘i
_ oe en —5 3
Then, the damping timeis defined as:
ryTy =2—2Th, (2.244)Uo
and the evolution of the vertical emittanceis:
tEy(t) = €y(0) exp (-2+) : (2.245)
y
Through theprocess of radiation emission the particles lose longitudinal
and transverse momentum. In the RF cavity, where the lost energy of the
particles has to be restored, the particles see an accelerating electric field
parallel to the closed orbit, therefore the increase in the particle’s momentum
is parallel to the closed orbit. This leads to a reduction in the amplitude of
the betatron oscillation of the particle; however the vertical momentum py,
is not changed.
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Figure 2.6: Acceleration in an RF cavity. The particles see an accelerating
electric field parallel to the closed orbit, therefore the increase in the parti-
cle’s momentum is parallel to the closed orbit. This leads to a reduction in
the amplitude of the betatron oscillation of the particle; however the vertical
momentum py is not changed.
2.2.2.1 Equilibrium Emittance
Thereason that the emittances do not damptozero,is due to the fact that
radiation is not a classical process. Radiation is emitted in discrete units
(photons) and this induces noise in the beam. The effect of the noise is to
increase the emittance of the beam. Eventually, an equilibrium is reached,
determined by a balance between the radiation damping and the quantum
excitation.
In the presence of dispersion, the action becomes:
QW, = yE? + 2a,Fpz + Bape, (2.246)
where
Z="2—n0 and fx —Pe—Np,d- (2.247)
After the emission of radiation carrying momentum dp, we have:
dp . be dp _ 7 dp dpbr 0-a eIee Pa > Pa (1- F)+e) (2.248)
The changein the action then becomes:
Jz Jg t+ dJy. (2.249)
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The change in the horizontal actionis:
dJ_ = iy + we (2)Po Po
dz, 1 dp dp dpae Pyat | PR at’ (2.250)
where in thelimit 6 — 0:
Wy = Ae@Pz + Bap _ Ne (Ye at QgPx) — Noe (G2 + BuPz) (2.251)
1 1
wW2>= = (722 + 2272p, + Bn?) — (OMe + BxNp,)Px - =Bp . (2.252)2 P 2
If we take the limit dp — 0 in the limit of a small interval time dt — 0,
then: dJy 1 dp Pydt 'PydtPoe’
Writing the time evolution of the action as equation (2.250) and taking
 (2.253)
into account the quantization of synchrotron radiation, we get:
de (u) (u*)—*= = —yw,Ni+ pV 2.254dt Pye 7 1 pace 2254)
where wu is the photon energy, and N is the number of photons emitted per
unit time. Averaging around the circumference of the ring, the quantum
excitation term of equation (2.254) becomes:
  (uw) 1 (u?)w2NPa ~ w2Npat (2.255)
With the help of equation (2.252) for wg and the assumption that v < nz
and pz < p,, the excitation term is written as:
 w ausa PHN(w?)ds (2.256)2" P22 2ERCo
where
H = ane + 2deNeNp, + BaNpy - (2.257)
Including both damping and excitation terms and averaging over all
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particles in the bunch, the horizontal emittance evolves as:
de 2 1 ,ae pire ee N(u?\ds. 22dt 7a? | 2B2Cp bn a (22088)
From quantum radiation theory we know that:
PN(u?) = 20,7"Bo , (2.259)
where the “quantum constant” C, is:
h=>23.832 x 10-3 m. (2.260)32/3 me
The time evolution of the horizontal emittance then becomes:
de, 2 2 ale— = ——6, —7eCgy* = , 2.261
dt Tz t iy a Io ( )
where Jo, /5 are the second and fifth synchrotron radiation integrals respec-
tively, defined by:
‘ds HHb= $5, I = $ ads, 2.262J pt? F [pe ee)
and j, is the horizontal damping partition number, given by:
je =1-—-=. (2.263)
The fourth synchrotron radiation integral J, contains the effects of the vari-
ation in path length andfield strength with a:
ordGe f ue (= + 2k ds. (2.264)Jp \p
The equilibrium emittance can be calculated from the condition:
  
 
dey 2 2 Is— =0 “ —e=—OC,7'—. 2.265
dt Ex=E0 Tx ° JaTx ae Ig ( )
Consequently, weget:
Ts65 = Cy’ —. 2.266
: a? Jele ( )
The equilibrium emittance is determined by the beam energy, the lattice
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functions in the dipoles and the bending radius; it is sometimes called the
natural emittance of the lattice, since it is the horizontal emittance that
will be achieved in the limit of zero bunch charge; as the current is in-
creased, particle interactions can increase the horizontal emittance above
the equilibrium value determined by radiation effects.
2.2.2.2 Theoretical Lower Limit of Vertical Emittance
In a planar storage ring, in the absenceof alignment, steering and coupling
errors, the equilibrium vertical emittance according to the previous analysis
should be zero. However, even in such an ideal case, the equilibrium vertical
emittance is larger than zero; the quantum excitation sets a limit on the
vertical emittance that can be achieved in a storage ring. The photons
emitted at the 1/y angle exert a recoil effect perpendicular to the direction
of particle motion, exciting vertical betatron oscillations.
The fundamental lower limit on the vertical emittance is given by [43]:
ey = sak ¢pe (2.267)
This fundamental lower limit of the equilibrium emittance is typically
of the order of 0.1 pm, assuming the betatron function and the bending
radius to be of similar order. This value is very small compared with the
actually achieved vertical emittances in real accelerators. That is due to
the fact that the observed vertical emittance is affected by the presence of
cross-plane betatron coupling and vertical steering errors which lead to a
small vertical dispersion and consequently, to a small yet non-zero vertical
emittance.
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2.3 Lattice Imperfections
Any accelerator system is bound to have deviations from the design values
for a numberof crucial parameters, like the location of magnets (physical
coordinates) and the intensity of the applied fields. Understanding and com-
pensating for machineerrorsis a significant challenge in modernaccelerators,
where the structures are very large, involving hundredsor even thousandsof
magnets. For such machines to work at the design specifications regarding
performance, these errors have to be identified and reduced, usually to a
very high level of precision.
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 Figure 2.7: Closed orbit distortion. A “kick” occurs in the closed orbit at
the location of the dipole field error.
2.3.1 Closed Orbit Distortion (COD)
The design magnet positions and strengths ensure that particles with the
reference momentum initially on the reference trajectory will continue to
follow that trajectory throughout the accelerator structure. The steering
of the beam in the presence of dipole fields leads to a curved reference
trajectory. In the event of a dipole field error (i.e. any deviation from the
design strength values), particles will be steered away from the reference
trajectory at the point of the error. Dipole field errors can happen due to
dipole magnets that do not have exactly the right strength or have some
rotation about the reference trajectory. Dipole field errors also occur in
the case of quadrupole magnets being misaligned horizontally or vertically.
With respect to the center of a quadrupole magnet, thefield has the following
components:
Bz = bg, By =bo—, B, =0. (2.268)
TO TO
If the axis of the quadrupole is displaced vertically by a distance of Ay
from the reference trajectory, then we can find the field with respect to the
reference trajectory by making the substitution y + y — Ay in equation
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(2.268):
By = byt. — by AY, 6,=k—, B,=0. (2.269)a) TO To
A closed orbit is defined as the trajectory of a particle that closes on
itself after one turn. Clearly, in a storage ring the closed orbit must exist in
order to store beam. The closed orbit, in the presence of field errors is not
the reference trajectory, but it can still be established and this is usually
the first task in beam commissioning a new machine.
An expression for the closed orbit can be derived, taking into account
only dipole horizontal field errors, e.g. from a vertical alignment error on a
quadrupole magnet. If one sucherrorof integrated strength B,Asis present,
then the changein vertical momentum for a particle crossing the location
of the erroris:
Apy = FpBeds = Aby, (2.270)
where q is the charge of the particle and Po is the reference momentum.
Supposing that there is no coupling in the ring, the dipole field error, being
horizontal, will have an effect only on the vertical direction. The position
and momentum of a particle can be written in terms of the lattice functions
and the action-angle variables:
YFHVv 2ByJy cos dy ; (2.271)
by = 4] sE(sindy + ay 00864). (2.272)
If the total phase advance over one turn of the storage ring is jy, then
the conditions for the closed orbit to exist can be written as:
V 2ByJy COS (Py + Hy) = 1/ (28yJyp) COS yo » (2.273)
 
and
2JyYo..3, [Sin (yg + My) + ay Cos (by + fy)] + AP, =
2/J,
ae(sin dy, + Ay COS dyg) ; (2.274)y
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following equations (2.271) and (2.272), where the Twiss parameters are to
be evaluated at position s = 0. Here Jy and ¢,, are the action and angle
for a particle on the closed orbit.
The solution of equations (2.273) and (2.274) gives:
ON
. ’8 sin? VyJy = Gyo = Ty, (2,275)
where Vy = jy/27 is the vertical tune. Immediately apparent from equation
(2.275) is that if the tune is an integer number then the action becomes
infinite, therefore the closed orbit solution no longer exists. The dependence
of the action on the beta function, also indicates that at positions where the
latter obtains large values the more sensitive the lattice becomesto errors.
Combining equations (2.272) and (2.275) we get:
Ua(s) = eeean, cos (Vy + fy(s)), (2.276)
where /ly(s) is the phase advance from s = 0 to s andtheerroris located
at s = 0. In all likelihood more than one dipole field error will be present
in the machine. Assuming that the closed orbit distortion is not too large,
we can express the combined effect of these errors as the sum of closed orbit
distortions caused by each error separately. Adding upall the steering errors
in the ring, leads to the expression:_ {54°ul —eco (Try + [y(s, s’))ds’, (2.277)SsYeo(s) 0 sin Ty
where Cyis the length of the reference trajectory, and j1,(s, 5’) is the phase
advance from s’ to s along the reference trajectory.
2.3.1.1 Orbit Amplification Factor
It is important to be able to determine, especially in the design phase of
a machine, what will be its sensitivity to these errors. This knowledge
defines the specifications regarding alignment tolerances and the necessary
correction systems.
Real machines usually have a large numberoffield and alignmenterrors.
Furthermorethese errors are also of unknownlocation and magnitude. In the
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absence therefore of a detailed description of the errors present, statistical
methods are employed to determine the most probable equilibrium orbit.
An expectation value for the orbit distortion can be calculated by the root
mean square value of equation (2.277).
For a quadrupole of integrated focusing strength k,L, vertically mis-
aligned from the reference trajectory by AY, the steeringis:
= = (ky L)AY . (2.278)
The square of the closed orbit distortion can then be written:
‘ 1 Co Co
B (s) = Asin? $ $ A | By(s")By (s”) (kL)5 (ki L) svAYAYgn see
wy y
. COS (Ty + fly(8; 8") cos (Ty + [ly (s; 8))ds'ds". (2.279)
 
Averaging over many random alignment errors and assuming that the
quadrupole alignmenterrors are uncorrelated, weget:
Yeo(s) _ ~By (kL (2.280)By(s) = Faesin— y(kil)". ‘
The latter equation can also be written as:
V (Yoo) & AV (AY?) , (2.281)
where A, called the amplification factor is equal to:
A= (kyL)*. 2.282eea 2D,Bulla)1 ( )
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2.3.2 Vertical Dispersion and Betatron Coupling
In a storage ring, the major causesof vertical emittance growthare:
e Vertical dispersion;
e Betatron coupling;
e Closed orbit distortion, which effectively leads to the previous phe-
nomena:
— vertical steering generates vertical dispersion;
— an off-centered beam in a sextupole effectively “sees” a skew
quadrupolefield; this leads to betatron coupling and couples hor-
izontal dispersion into the vertical plane.
Vertical dispersion couples longitudinal and vertical motion while be-
tatron coupling leads to coupling between horizontal and vertical motion.
The dominant causes of residual vertical dispersion and betatron coupling
are the following magnet alignmenterrors:
e tilts of the dipole magnets around the beam axis;
e tilts of the quadrupole magnets around the beam axis;
e vertical alignment errors of the quadrupole magnets;
e vertical alignment errors of the sextupoles.
To estimate therefore the alignment tolerances of the magnetic compo-
nents in a storage ring, it is necessary to have a relation between these
quantities and the vertical emittance. To this end, the linear imperfections
of magnetic components (misalignments, errors in strength) have to be re-
lated to both vertical dispersion and betatron coupling. Here, we outline
the derivation of such relations [66]. Using the theory described in section
2.1.4.2 we can make estimates in the design phase of any accelerator system.
The emittance may be defined as the betatron action averaged overall
particles in the beam:
Ex=(Jz) and é, = (Jy). (2.283)
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Using the fixed point solutions of equation (2.193), we get:
1 1 1 1Eg = = 1+ ————————- |< and e,=-= 1- ——————. £0.
\/1 4+ «2 /Aw? 2 4/14 4?/Aw?(2.284)
It is now sufficient to find an expression for «/Aw in termsof the lattice
functions, magnet parameters and rmsalignment. Starting with:
  ae a fi© (ile), «/BeByds (2.285)Aw ~~ 2xAv Jo oe 8 ,
taking the modulus squared, and using for sextupoles k, = kpAy, we get:
 2 AY2(ay) a Oe) > BeBy(kel)?. (2.286)sextupoles
In order to establish a relationship between the vertical dispersion and
the vertical emittance, we can start by writing the equation of motion for
the trajectory of a particle with momentum P:
d*y e—=—B,. 2.287ds? P ”® ( )
For a small energy deviation 6, the relationship between P and the reference
momentum Ffis:
Px(1+6)Po. (2.288)
The horizontal magnetic field to first orderis:
eOB,B, © Bor ty Oy + 20B,02. (2.289) 
Considering a particle following an off-momentumclosed orbit, so that:
y=no and r=7,4, (2.290)
we consequently find:
d2
— — kiny * —kos + kishe - (2.291)
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Equation (2.291) is similar to the “equation of motion” for the closed orbit:
d?Yeoast — kyYco © —kos + k1sXco- (2.292) 
Wecan therefore generalise the relationship between the closed orbit distor-
tion and the quadrupole alignmenterrors, to apply to the dispersion:
 ]
N Y2
AC) _(AY6)
( )
( y (s) )- 8 sin? 7 Vy quads +3 si
n T Vy r y ( ) ( )
It is assumed that the skew dipole fields come from vertical alignment errors
on the quadrupoles with mean square (AY6), the skew quadrupoles fields
comefrom thevertical alignment errors on the sextupoles, with mean square
(AY) and that all the alignmenterrors are uncorrelated.
To relate the vertical emittance to the vertical dispersion, we use equa-
tions (2.266) and HIsy = a (2.294)
which can be transformedto:
= (7 2.295)(na) f Gade (Md
Hence, the vertical emittance can be written as:
2 I3Cay? (Hy) (2.296)jyle
where jy is the vertical damping partition number and if we express the
right hand side in terms of the natural rms energy spread:
Tsof = CoFh (2.297)
weobtain:
ey © 7 (Hy)o3 (2.298)
JY
where j, is the longitudinal damping partition number, given by:
je=2ts. (2.299)
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In a planar ring, where the dispersion is zero (in the absence oferrors) in
the bending magnets we have I4, < Jz and jy ~ 1. Noticing the similarity
between equations (2.257) and (2.246) we can write:
2 1Ny = VByHy cosdny ( = 5 (My). (2.300)
ngee Y G2, 2.301ant (8). om
Including the contribution of quadrupoletilts, equation (2.293) becomes:
dg (AY2 Ae?(Be) = OY ayaa gore Yo Banin? TY, In” TV8sin?. Y quads 8s Y quads
Therefore, we get:
 
(A¥3)
sexts
Finally, we must add the vertical emittance generated by betatron coupling,
according to equation (2.284), where:
  
k 2 AY?) (AG? )
sexts quads
These formulae will be compared to simulation results for various lattices
in section 4.2.
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2.3.3 Computation of Equilibrium Distribution
Whenbetatron coupling is present things get more complicated and one
turns to numerical methods for computing the equilibrium emittances in
practical cases. Two methods have been widely used for this purpose: Chao’s
method [13] and the envelope method [33]. Chao’s method focuses on the
evaluation of the beam distribution parameters taking into account theef-
fects of betatron coupling; however it provideslittle “physics insight”. The
envelope method, on the other hand (implemented in the code AT, Ap-
pendix B) is more enlightening in that respect and a detailed description of
it is given here.
2.3.3.1 The Ohmi Envelope Calculation
The full 6 x 6 sigma matrix has the form:
(x?) (ape) (xy) (xpy) (xz) (x6)
(Pox) (pz) (Py) (PePy) (P22) (p24)
(yz) (yPz) (y*) (yy) (yz) (8) (2.304)
(Py) (PyPz) (Pyy) (Pz) (Pyz) (Py)
(zz) (zpe) (zy) (zy) (2*)— (28)
(Sz) (Spx) (Sy) (Spy) (52) (6?)
>
A more compact form of matrix © is:
yay = (ony) where Z! = ( LP, Y Py 2 0 ) . (2.305)
The brackets () indicate the average over all particles in the bunch. In
the general case, betatron coupling will be present and therefore the sigma
matrix will not be block diagonal.
Wehave seen that from the eigenvalues of U- S we can calculate the
emittances. We therefore need to know how the sigma matrix transforms.
Since it is written as the product of the phase-space coordinates averaged
(= nae (2 | (2.306)
Paz Paz
YH M-D-MT. (2.307)
over a bunch, we have:
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Since S' is a constant matrix amd M is symplectic, we can write:
y-S » M-D-M?.S
o-S Hw M-d-S-M"!. (2.308)
The eigenvalues of &- S are conserved under a transformation of this type.
Therefore, the bunch emittance is conserved under linear symplectic trans-
port.
Aninvariant or “matched” distribution is one that satisfies:
rH M.d-MT=Y. (2.309)
In an electron storage ring, we know that radiation effects will damp the
emittances to some equilibrium values. It is possible to apply the concept of
the matched distribution to find the equilibrium emittance values. However
two modifications need to be made to the single-turn transformation of the
sigma matrix to account for radiation effects:
e The matrix M will no longer be symplectic; this accounts for radiation
damping.
e As well as first-order terms in the transformation, represented by the
matrix 1/7, we now also have zeroth-order terms. These terms corre-
spond to quantum excitation.
The condition for a matched distribution is then written as:
Y=M-D-MT+D, (2.310)
where M and D are constant non-symplectic matrices representing thefirst-
order and zeroth-order termsin the single-turn transformation, respectively.
Equation (2.310) is sufficient to determine the sigma matrix uniquely. So,
the envelope method for computing the equilibrium emittances in a storage
ring can be described as a three-step process:
e Find the first order terms M and zeroth-order terms D in thesingle
turn transformation (2.309).
e Use the matching condition of equation (2.310).
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Figure 2.8: Momentum change in a particle emitting a photon
e Find the equilibrium emittances from the eigenvalues of ©: S.
It should be noted that since the transfer matrix M is not symplectic,
the emittances are no longer conserved and we expect to find a different
emittance at each point around the ring. However, if the radiation effects
are small, the variations in the emittance will be small.
As an example of the transformation of the matrices M and D we can
look at the case of a thin “slice” of a dipole; this case is important because,
in most storage rings, radiation effects are only significant in dipoles. “Com-
plete” dipoles can be constructed by concatenating the maps for a number
ofslices.
Having the map for a thin slice of dipole, one simply has to concatenate
the mapsfor all the elements in the ring in order to construct the map for
complete turn starting at any given point.
Thetransformation of the phase-space variables in the emission of radi-
ation carrying momentum dp is:
LTHe# yoy SHS
dp d dppers (1-2) vn py (1- 2) py m4 (1-2 , (2.311)
where Po is the reference momentum. For the transformation of matrices
M and D, we need to find an expression for dp/Pp and then write the
transformations of equation 2.311 to first order.
In the case of an ultra-relativistic particle, the momentum lost through
radiation can be expressed in terms of the synchrotron radiation power, P,
(energy loss per unit time):
dp P, Py x\ ds— xr —dtx —|(14+-)]— 2.312
Po Eo Eo ¥ p Cc” ( )
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where p is the radius of curvature of the reference trajectory.
The radiation power from a particle of charge e and energy F in a mag-
netic field B is given by [16]:
Py, = STOR? (2.313)
The dipole may have a quadrupole gradient B and the particle some energy
deviation LE:
B=Bo+ Bi
E = E9(1+9).
Making the substitutions and using:
we get:
2
PR, = get (- + inv) (1+6)°EG27 \p
1? xx - + 2h) 1=6)°E4,( p) 9) Bo
wherekj, is the normalised quadrupole gradient in the dipole:
eky = —B,.i= 771
The normalised momentum loss can therefore be written as:
dp -Ue pd x x ——r—|= ky- — (1+ 6)*EodPo Qn (a+? ) esis oer eoes
and expanding to first order, we get:
eyFo
Po 2m p2 on p
(2.314)
(2.315)
(2.316)
(2.317)
(2.318)
(2.319)
1 EB Cy BB 2 2(5 7 2k toae)+O(6*) (2.320)
With the expression for dp/Pp in equation (2.320), the transformations
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of phase-space become:
Cy ERLHe per (1-§ td“3 ds) Pr » (2.321)
a #8,yrry by (1- om as) Py » (2.322)
C, EB Cy, (1 ER
Sr>S a (o Oar spas) 5 - 5 (4 +m) Beds
Cy Ep
The first-order terms give us components in the matrix M. The zeroth-
order term in the map for the © matrix is going to be found by taking into
account the quantum nature of radiation:
2 u2
Dee = (2) aS oe (2.324)
where (u”) is the mean square photon energy. Using the results:
N(u) = P,, (2.325)
and r
N(u?) = 2Cy/"Bo ; (2.326)
we find that, to zeroth-order in the phase-space variables:
dp\? 2 C, EB((#) ) = 20%Yopte (2.327)
The latter term is first-order in ds whereas the first contribution was in
second-order in ds; therefore in the limit ds — 0 the first contribution
vanishes.
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The matrices M and D havethe following form for a thin slice of dipole:
1 0 0 0 0
0 1- 2Alds 0 0 0
u 0 0 1 0 0
- 0 0 0 1-GBas 0 0
0 0 0 0 1 0
3-$ (4 + 2h) Sas 0 0 0 0 1-223as(2.328)
and 00000 000000 000000 0D= (2.329)00000 000000 0
0000 0 22SBas
For a full transformation for a dipole (or an entire ring) one needs to
concatenate the maps. For example, given the sigma matrix at location 59,
we find the sigma matrix at location s; = s9 + ds from:
¥(s1) = M(s1; 80) - ¥(89) -M7(s1; 80) + D(s1; 50) - (2.330)
The sigma matrix at position sg is given by:
U(se) = M(se;81)+X(s1)- MT(so; 81) + D(s9; 80)
= M(s9; 89) -=(89) -M7(s2; 80) + M(s9; 81) - D(s1; 80) - M7 (s9; 1)
+D(589; 81). (2.331)
Hence:
M(89; 80) = M(s9; 81) - M(s1; S50)
D(s9; 80) = M(s81) - D(s1; 80) -M7(s25 81) + D(s2381). (2.332)
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This process of concatenation can be generalised as:
M(Sn; 80) = M(sn; 8n—1) . M(8n-13 Sn—2) Tee M(si; So)
n
D(8n; $0) = S- M(8n3 Si) « D(si3 8:1) - M7(8p; 8:)-
i=1
(2.333)
To solve equation (2.310) in order to find the sigma matrix, having ob-
tained the maps M and for an entire ring, we makeuse of the eigenvectors
U and the diagonal matrix A, containing the eigenvalues of, matrix M:
M-U=A-U. (2.334)
If we define matrices © and D as:
y=U-S-U", (2.335)
D=U-D.-U', (2.336)
then the solution for the sigma matrix elementsis given by:
iy = ey , (2.337)
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2.4 Betatron Coupling Measurements
The most typical experimental parameterization of betatron coupling is the
closest approach orsplitting of the normal mode tunes. If the horizontal
and vertical tunes can be broughtclose together (ideally vz = vy) by an ad-
justment of purely horizontal and vertical focusing quads, then the machine
is said to be “globally decoupled” .
Global decoupling is usually very quick and useful, however it does not
guarantee correction of individual (local) coupling errors [5, 19]. On the
other hand local coupling can bedifficult to diagnose, but, if corrected, can
lead to significant improvements on low-emittance tuning.
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2.4.1 Phase-Advance Measurements
An alternative method is based on exciting coherent oscillations of the beam
at a resonant -betatron or synchrotron- frequency (“shaking”) and then
measuring the phaseof the oscillations at the BPMsaroundthering [8, 41,
36]. This technique yields the betatron phases ¢z,, at the BPMs, which can
then be related to the beta function via:
Way 1
ds Bay e
(ss) — (50) = f° a5as. (2.338)
This technique is fast and is particularly useful where @,,, is small or
where closed orbit distortions are large and therefore varying quadrupole
strengths leads to unacceptable variations in the orbit.
The componentsof the oscillations in the vertical and horizontal planes
can also be resolved, allowing the extraction of local coupling parameters.
Using the components of the C matrix (see section 2.1.4.1) the coupling
can be parametrized. Assuming weak coupling the motion of the horizontal
normal modeat a detector is given by:
xz = A,gvV By cosnw,z,
y= —Ag/By[Cr2 cos nw + C2 sin nw], (2.339)
where A, is the overall amplitude and 6,are the beta functions, wz is the
normal modefrequency and 7 is the turn number. Equation (2.339) shows
that C9 is the normalized amplitude of the vertical component of the motion
that is in-phase with the horizontal motion, while Cj2 is the normalized
amplitude of the out-of-phase component. For the vertical normal mode
excitation, equivalent explanations hold for terms Cj, C2 respectively and
the equations of motion become
Ls = —AyVB2[Cu cos NW, — Cyy sin nwy] ,
Ayv/ By COs Nwy . (2.340)y
The Ci; are a measure of the coupling with Ci; ~ 1 corresponding to full
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coupling. The terms C11, Co2, Cig are calculated using the measurements
and equations (2.339) and (2.340). The term C2; cannot be measured since
the transverse momenta, z’, y’ are not measurable.
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2.4.2 Skew Quadrupole Modulation
A different approach, that overcomes the shortcomings of the skew quad-
rupole scan method for measuring and characterizing the coupling, has been
proposed and applied at the Relativistic Heavy Ion Collider (RHIC) [32, 42].
This technique involves a skew quadrupole strength modulation that replaces
the scan. The tunesplit is again the observable during the modulation. The
method benefits from the fact that it is not necessary to move the tunes to
the linear difference coupling resonance before the modulation. Modulating
the skew quadrupolesis proved to be quite fast and this opensthe possibility
for continuouscorrection of the global coupling during acceleration.
The two tunes (12, as dictated by perturbation theory, are
Dee Al:Qi = is &s AA + iCoP
oyQ2 = Qy0- 5 = /A2 + |C- |? (2.341)2
where Qz,0, Qy,o are the tunes for the uncoupled case and
A= Qz,0 a Qy,0 —?P, (2.342)
where p is the integer tune split. C~ is the coupling coefficient and it has
the following definition:
Cy =|C7|e* = = ¢Viperdl, (2.343)us
with |C~| being the coupling amplitude, y the angle of the coupling, 6,
and Gy, the horizontal and vertical beta functions respectively, ®; and Oy
the betatron phase advances, k, the skew quadrupole strength, L the ring
circumference and s the distance between the skew quadrupole location and
the reference point for the coupling calculation.
Following equations (2.341) the tune split |AQ| becomes:
|AQ| = 1Q1 — Q2 — p| = VA? +|C7, (2.344)
and is a measurable quantity. By modulating one skew quadrupole, its
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contribution to the total coupling will also modulate as:
Cned =C_mod,amp sin 27ft, (2.345)
with C~mod being the coupling that the skew quadrupole introduces, C,4—
its amplitude and f the frequency of the modulation. The total coupling in
the ring is:
Crot = Cres + Onroad» (2.346)
where Ci.resiS the residual coupling in the ring before the skew quadrupole
modulation. Equation (2.346) is justified by the fact that the coupling phe-
nomena present are assumed linear, which is true for weak coupledlattices,
and therefore the contributions from different sources are additive.
If the modulation frequency is small enough, then the tunes have enough
time to adjust (come to equilibrium) to the coupling change. Substitution
of equations (2.345) and (2.346) in equation (2.344) leads to:
_ 1
|AQ/? = A? + |Cx|? + =|C |?r 9 mod,amp
+ 2|Cres||Crrodgmp! CO8 Ax sin 2xft
Lia- 5 |Cmodamp| ©8 4nft, (2.347)
where Ay is the angle difference between C,,, and C44 amp’ The 2f term
in equation (2.347) is only related to the skew quadrupole modulation am-
plitude, |reecdivoav
the terms C,,, and C,,. Therefore, in the frequency domain of |AQ|?,res
|, and the f term is related to the dot multiplication of
there will be either two distinct peaks located at f and 2f if the machine
is initially coupled, or only one peak at 2f if the machineis initially well
decoupled. Thus, the f peak can be considered as a manifestation of the
residual coupling.
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Chapter 3
Low Emittance Tuning
Studies at KEK-ATF
The Accelerator Test Facility (ATF) at KEK is one of the major facilities
for research programsrelated to the International Linear Collider design. It
is dedicated to the study of ultra-low emittance beams and the development
of robust tuning techniques that will deliver such high-quality beams on a
routine basis.
The instrumentation at the ATF damping ring, whichis one part of the
ATFfacility (the others being the linac and the extraction line), consists of
[60]:
e Fast, high resolution beam position monitors:
Table 3.1: Key ATF parameters[35].
 Beam energy 1.28 GeV (in operation mode)
Circumference 138.56 m
Average current 400 mA
Bunch population 2 x 10!°/ per bunch
Number of bunches 20
Natural emittance lnm
Vertical emittance <5 pm
Typical beam size 704m xX 7um (rms horizontal x rms vertical)
RMSenergy spread 5.5614 x 10-4 GeV
RF voltage 0.3MV
RF frequency 714 MHz
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Figure 3.1: ATF ring layout.
— Button type BPMs,that can be operated in narrow band (average
over many turns) or TBT (Turn-By-Turn) mode.
e High resolution beam size monitors:
— Laser wire monitor.
— X-ray synchrotron radiation beam size monitor.
— Synchrotron radiation bunch length monitor.
e Fast and high resolution beam position monitors for the extracted
beam:
— Strip line BPM.
— Micro wave cavity BPM.
The ATF damping ring contains 50 horizontal orbit correctors and 51
vertical orbit correctors. There are in total 96 BPMsin each plane. Addi-
tionally, every sextupole (68 in total) has an independently adjustable skew
quadrupole trim winding for compensating the betatron coupling.
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ATFhas so far achieved one of the lowest values for the vertical emit-
tance, approximately equal to 4.5 pm [28]. However, since the current tech-
nology is already pushed to thelimit (tighter magnet alignment tolerances,
need for high-resolution BPMs,etc.) to reach such low values, the following
questionsarise:
e Are the currently implemented tuning techniques and instrumentation
sufficient to further reduce the vertical emittance to the ILC damping
rings specification of 2 pm?
e If not, what are the problemsthat set limitations?
Furthermore,
e Are these techniques robust and repeatable?
In this chapter we describe a standard procedure for low emittance tuning
that has been successfully implemented at various machines(e.g. ALS, SLS,
AS [50, 45]), the Orbit Response Matrix (ORM) analysis, discuss results
from conducted experiments and finally, attempt to provide an answer to
the above questions, based on experimental data and results from computer
simulation models.
3.1 Orbit Response Matrix Analysis and Linear
Optics from Closed Orbits (LOCO)
3.1.1 The Orbit Response Matrix (ORM)
The ORMis constructed by measuring the closed orbit response to known
dipole field perturbations. We consider a set of small dipole perturbations
given by 6;,j7 = 1,...,N, where N is the number of correctors (dedicated
dipole magnets) around the ring. The measured change in closed orbit
caused by each dipole perturbationis y;,i = 1,..., 1/, where Mis the number
of Beam Position Monitors (BPMs). The orbit response matrix FR is then
defined as:
Ay;AG; Rij = (3.1)
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3.1.2 Analysis Technique
Analysis of the ORM data can help with correcting the optics of an acceler-
ator system (i.e. calibrate quadrupole strengths, rolls, etc.). For example,
from the design quadrupole gradientsit is possible to calculate the expected
orbit response matrix. Reversing the process, from the measured response
matrix one can calculate the actual gradients in each quadrupole.
The ORM analysis aims to construct a model response matrix of the
storage ring that is as close as possible to the measured response matrix.
Mathematically this is achieved by minimizing the quantity:
 v=LW (3.2)
where
W, = Rimod,j—Rmeasi.y . (3.3)
O%
with
k= (i-1)jmaz + J, (3.4)
and o; being the rmserror of a measurement using the i” BPM. A number
of parameters w,, are associated with the modeled response matrix so that:
Rod = Bunod(@n) . (3.5)
These parameters includethe kicker angle calibration factor, the BPM’s gain
factor, the dipole angle and dipole roll, etc. To bring then the measured and
response matrices as close together as possible, the aim is to find a set of
parameters wm, such that:
Wi(wm) = 0. (3.6)
The \? minimisation can be also viewed as:
Mmod,, ~ Mmeas, ,)”2 ( mod,, meas;, _yt yyMenwhy 849o-a,j «
Minimising ||W?|| is equivalent to minimizing y?. For a given initial set
of values, Wm,, for parameters such as the quadrupole gradients, we obtain
an initial vector Wy... LOCO finds the changes in Aw, that are the best
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solution to the equation W;, + AW; = 0. If we assume that W,, is a linear
function of w,, AW, = owtAwa, then x? is minimized by solving:
OW,
° Own—W, Awn.- (3.8)
If we have an initial set of parameters wm we can evaluate W;. LOCO
takes a set of initial values w0) and looks for changes Awm so that equation
(3.6) is satisfied for:
Wm = wo) + Awm. (3.9)
3.1.3. The LOCO Algorithm
The linear response of the ORM to certain magnetic field perturbationsis
the foundation of the algorithm presented here. Linear Optics from Closed
Orbits (LOCO) is an implementation of the ORM algorithm [46, 52, 1].
Originally written in FORTRANit has since been rewritten in MATLAB
and linked to the accelerator code AT [59].
Effectively what LOCO doesis solve equation (3.8), by inverting the
matrix: aw
W= k
dWm (3.10) 
This inversion is done by Singular Value Decomposition (SVD), a method
in which any given matrix A of dimensions m x n is factorised as
A=UXV', (3.11)
where U and V are unitary matrices of dimensions m x m and n x nre-
spectively and © is an m x n matrix containing the singular values of A in
descending order. More details about SVDare given in Appendix A. LOCO
can be used to calibrate the normal and skew quadrupole gradients in each
quadrupole in a storage ring as well as calibrating the gains and cross-plane
coupling in the BPMsandstrength and rotational alignment (tilts) around
the reference trajectory. These are the set of parameters w,, that can be
changed so that the model response matrix comesasclose as possible to the
measured response matrix. It then also is possible to find the changes in
quadrupole gradients that best restore the design optics in a storage ring and
to find settings for the skew quadrupoles to correct the betatron coupling.
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In practice, the response matrix is not a perfectly linear function of the
quadrupole gradients, so LOCO performs a correction iteratively until it
converges to the best set of parameters Wn.
3.1.3.1 Input Data for LOCO
The primary input data for LOCO is the measured closed orbit response
matrix. At the ATF the raw data consist of a set of BPM readings for a
set of strength settings of each corrector. These data are pre-processed to
give the orbit variation at each BPM with respect to the variation of each
corrector.
The horizontal and vertical dispersion can also be providedas input data
for a LOCO analysis. Doing so helps in “breaking” the degeneracy between
BPMgains and corrector strengths; the effect on the ORM is the same,
whether there are BPM gain errors or errors on the corrector strengths.
LOCO does not address the effects of closed orbit distortions that lead to
contributions to the vertical dispersion and instead assumesthatall vertical
dispersion is generated by betatron coupling in the skew quadrupoles. For
this reason the dispersion readings that are “fed” into LOCO are given
individual weight factors which are subsequently used in thefitting routine.
Choosing the right weight factor is important in achieving a goodfit. For
example, if vertical steering does make a significant contribution to the
vertical dispersion, then fitting for the latter with an assignment of a large
weight factor will distort the values found for the skew quadrupole strengths,
compromising therefore the fit to the coupling parts of the response matrix.
3.2  Betatron Coupling Correction at the ATF
The specified vertical emittance for the International Linear Collider damp-
ing rings is 2pm. This specification poses a great challenge in the design of
the storage ring since it is almost a factor of two lower than the lowest ver-
tical emittance ever achieved [2]. Therefore, a major goal at the ATFis to
demonstrate a reliable tuning technique for operation in this low-emittance
regime. Information on the optics of a storage ring can be obtained by anal-
ysis of the closed orbit response matrix, as described above. This technique
has been applied successfully in a number of machines worldwide.
Two major effects limit the attainment of low vertical emittance values:
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e Vertical dispersion.
e Betatron coupling.
There are many effects that cause dispersion to arise in the vertical
plane. These are ultimately caused byerrorsin the lattice leading to vertical
steering errors. Betatron coupling is the mechanism whereby motion in one
transverse plane is transferred (“coupled”) to the other and it is a direct
consequence of the fact that due to errors in any real machine the beam
dynamics cannot be fully separated into 3 planes. In the case of a damping
ring, where the horizontal emittance is orders of magnitude larger than the
vertical and where the vertical emittance is crucial for the final luminosity
seen at the interaction point, the main concern is about horizontal emittance
being coupled into the vertical (though it works vice-versa).
Using ORM analysis, it is possible to determine the changes in the
quadrupole gradients that best restore the design optics as well as the set-
tings for skew quadrupoles to correct the betatron coupling and vertical
dispersion. LOCOis used to find skew quadvalues at the sextupoles so that
the model ORM matches the measured ORM. These values then are used
to set the strengths of the real skew quads; the skew quad values that one
gets from the fit are added to the existing settings of the skew quads. In
our assessment of the effectiveness of LOCO in betatron coupling correction,
we want to project coupling errors (e.g. tilted quads, vertically misaligned
sextupoles) onto the skew quadrupoles and check whether the ORM analysis
can fit the appropriate parameters to minimize betatron coupling.
3.2.1 Possible Limitations in Coupling Correction using ORM
Analysis
Past attempts to minimize the vertical emittance using ORM analysis in the
KEK-ATF have met with limited success [68]. The plot in figure 3.2 comes
from data taken on an ATF shift on 30 May 2008.
In particular, figure 3.2 shows how the vertical beam size changes as the
ORM-calculated coupling correction is applied is percentage steps. Thereis
no significant beam size reduction and the minimum is achieved at 20% of
the calculated gradient as opposed to the expected value of 100%. It appears
that the application of LOCO at the ATF was able to provide some infor-
mation about the lattice and the diagnostics. However, when applying a be-
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Figure 3.2: Effect of applied correction to the vertical beam size at the
ATF-KEK. The points indicate the application of the coupling correction
in percentage steps(termed as “Correction Factor” in the x-axis). The error
bars indicate the standard deviation of the number of measurements (5)
taken by the XSR monitor.
tatron coupling correction with skew quadrupole strengths determined from
the LOCO analysis, then the vertical emittance actually increased. This
failure can be the result of different factors; for example, the significance
of the dispersion weight factor applied in fitting the model to the measured
data [50]. If the dispersion weight factor is too low, then the vertical disper-
sion remainslarge after the correction and dominates the generated vertical
emittance; if it is too high, then the fitted skew quadrupole strengths are
incorrect because of the effects of vertical steering. Futhermore, the vertical
emittance level at which the ATF usually operates is very small to begin
with. It is very likely that the “correct” skew quadrupolesettings (strengths)
have been found and any changes thereafter, lead to a reduction in betatron
coupling at the expenseof increasing the vertical dispersion, generated by
vertical steering, and vice-versa. In this case it would be essential to reduce
the vertical steering by performing a beam-based alignment [14].
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It is worth noting that at the time the data shown in figure 3.2 were
taken, it was not fully realised that the resolution of the beam size monitor
was limited to around 10 wm, because of mechanical vibration of the monitor
from a nearby cooling water channel [73]. This problem was subsequently
corrected. The laser wire gives a better estimate of the emittances, but
measurements take much longer than with the XSR monitor.
3.2.1.1 No BPM Coupling Case Scenario
Results such as these described in section 3.2.1 prompted an investigation
on the applicability of ORM analysis to the ATF for low emittance tuning.
Here wepresent the results of simulations aiming to addressthis issue.
For our simulations wefirst introduce random errors on the skew quad-
rupoles, which for the ATF case are superposed as extra windings on the
focusing sextupoles, and then simulate the ORM data. The simulations
for the latter are performed using the Accelerator Toolbox (AT) code. In
principle, LOCO can be fed with data calculated by any tracking code,
but since LOCO is implemented in MATLABit is convenient to use the
MATLAB-based code AT.
The parameters that are varied when fitting the model to the simulated
response matrix of the ring with the skew quadrupole errors are the follow-
ing:
e BPMgains and couplings;
corrector magnet kicks and couplings;
quadrupole strengths;
one family (focusing) skew quadrupole strengths.
Typical values for BPM gainsare in the order of 1% to 3% but larger values
have been observed [49].
Weshould note that in the ATF, every sextupole has an independently
adjustable skew quadrupole trim winding for compensating the betatron
coupling. Therefore, in principle, the skew quadrupole (SQ) components
on the focusing (SF) and defocusing (SD) sextupoles can be independently
fitted as parameters in the LOCO analysis; however, since the horizontal
and vertical phase advances between the adjacent SF and SD sextupoles are
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nearly equal, sucha fit will result in a degeneracy from the coupling point
of view. Thisis illustrated in figure 3.3.
When attempting a fit using both families of skew quads, we there-
fore end up with a goodcorrelation between the sum of the adjacent skew
quadrupole gradients that were fitted and the skew quadrupole gradients
that were applied, similar to the correlation achieved in the case offitting
just one family of skew quadrupoles. Therefore only the skew quadrupoles
in one family of sextupoles (focusing sextupoles) were used as parameters
in the fit.
Figure 3.4 shows the “measured” response matrix (matrix computed
for a set of applied random skew quadrupole strengths) and the difference
between the “measured” response matrix and the modeled response matrix,
after the modelis fitted to the “measured” response matrix using LOCO. We
see that the scales on the two plots are different as well as that the cross-
plane sectors of the response matrix are much smaller than the in-plane
sectors. The horizontal BPMs are numbered 1-96, vertical BPMs 97-192;
horizontal corrector magnets are numbered 1-47, vertical corrector magnets
48-97.
Thecross-plane sectors of the response matrix are shown in figures 3.5
and 3.6. The fact that it is possible to find a goodfit to the “measured” data
in the cross plane sector of the ORM suggests that LOCO can besuccessful
in performing a betatron coupling correction.
The quality of the fit performed by LOCO to the “measured” response
matrix can be indicated by the distribution of residuals. The units of the
residuals are BPM standard deviations. To construct the distribution, the
difference between the “measured” orbit response matrix and thefitted orbit
response matrix is taken, and every element in the difference matrix is then
divided by the resolution of the BPMs. For our simulations the BPM reso-
lution was set to a commonvalueof 1 wm, based on the resolution believed
to be achieved by the ATF BPMs. Thedistribution, shown infigure 3.7, is
a histogram overall elements in the difference response matrix, normalised
by the total number ofpoints.
Figure 3.8 shows the fitted quadrupole strengths. The fit appears to
be extremely accurate, indicating that LOCO has been able to correctly
calibrate the optics.
The fitted BPM couplings are shownin figure 3.9. The couplingis defined
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Figure 3.3: Correlation between applied and fitted skew quadrupole (SQ)
strengths, in simulation of ORM analysis in the ATF. Upperplot: All SQs
used in the fit, red circles represent the sumof the strengths for each pair
of sextupoles. Bottom plot: Correlation between one family of SQs. The
similar quality of the correlations indicates a degeneracy between the two
different fits.
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Figure 3.4: Measured response matrix (left) and difference between the mea-
sured response matrix and the modeled response matrix after LOCO fitting
(right). Note the different scales on the two plots and that the cross-plane
sectors of the response matrix are very much smaller than the in-plane sec-
tors. The color change from blue to red is an indication of the increasing
magnitude of BPM readings.
as the measured beam motion in one planeresulting from a real unit beam
motion in the other plane. For a given BPM,if the coupling measuredarises
from a rotation of that BPM around the beam axis, then a coupling of 0.01
would correspond to a rotation of 10 mrad. Thefitted values are very small,
as we can observe from the appropriate scale on the graph, indicating that
LOCO has been reasonably accurate in estimating the BPM coupling, since
there is no BPM coupling introduced in the simulation parameters.
Similarly the fitted BPM gains shown in figure 3.10 are very close to
one, resulting in a gain matrix [equation (3.12)] approximately equal to the
identity matrix; that is as expected, since no BPM gain errors have been
introduced in the simulation.
The corrector magnet kicks have also been fitted with high accuracy to
the applied value of 35 mrad, as shownin figure 3.11.
The “measured” and fitted horizontal and vertical dispersion are shown
in figure 3.12. The fit is very accurate and this is a result of choosing the
“correct” weight factor for the dispersion in the fitting routine of LOCO.
The aim at this point is to try to identify the skew quadrupole strengths
that were applied by using LOCOtofit the simulated ORM data.
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Figure 3.5: Sector of the response matrix corresponding to horizontal BPMs
and vertical corrector magnets (cross-plane response).
Figure 3.13 shows that a good fit to the applied skew quadrupole strengths
can be achieved, if the conditions of the fit are optimised. In this case Fit
Conditions 1 and 2 refer to different cut-off thresholds, 2 x 107° and 2x 10~4
respectively, for the singular values used in the singular value decomposition
stage of the fitting process. The singular values are shown in figure 3.14.
The dispersion weight factor used in the LOCOsimulation is also a very
important parameter that has to be chosen “correctly” in order to get the
best possible values for the skew quadrupole strengths; figure 3.15 shows
how the correlation between applied andfitted skew quadrupole strengthsis
affected by a “bad” weight factor choice (weight factor value = 10 as opposed
to the optimal value of 0.01). This choice also affects the dispersion fit as
shown in figure 3.16.
Figure 3.17 showsthe distribution of the vertical emittance, after correc-
tion has been applied, for different sets of random skew quadrupole errors.
Since there are no othererrors included at this stage, this indicates the best
possible emittance that could be achieved using this technique; the aver-
age is just under 2pm starting from an average initial emittance of around
30 pm.
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Figure 3.6: Sector of the response matrix corresponding to vertical BPMs
and horizontal corrector magnets (cross-plane response).
3.2.1.2 Degeneracies
Degeneracies in the fit can be identified by applying one kindof error in
simulation, and fitting for another. Of particular concerns are degeneracies
between orbit corrector magnets and BPM parameters, and skew quadrupole
strengths. Corrector magnet or BPMtilts will give the appearance of cou-
pling in the measured ORM anddispersion, without actually generating cou-
pling in the machine. Should these errors be degenerate with the strengths
of the skew quadrupoles, the attempted correction using skew quadrupole
strengths determined from ORM analysis could increase the coupling in the
machine.
To investigate the possibility of such degeneracies, LOCO was usedtofit
skew quadrupole strengths to data generated from a model of the ATFlat-
tice where the only errors present were corrector magnet rotations around
the beam axis (tilts). The vertical emittance was then calculated after a
correction based on thefitted skew quadrupole strengths. Figure 3.18 shows
the distribution of the final vertical emittance for a numberof sets of cor-
rector tilts of 50 mrad rms as the only errors present in the lattice. The
average final vertical emittance is below 0.1 pm. This is much smaller than
the limit of just below 2pm, that comes from the accuracy with which real
skew quadrupole errors can be determined. Since the actual correctortilts
in ATFare believed to be much smaller than 50 mrad [29], we can conclude
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Figure 3.7: Distribution for the residuals of the LOCO fit to the response
matrix, in units of BPM resolution. To construct the distribution, we take
the difference between the “measured” ORM and the ORM fitted by LOCO,
divide each value by the resolution of the associated BPM andplot a his-
togram over all elemets in the ORM, normalised by the total number of
points.
that there is no significant degeneracy between the corrector magnet tilts
and the skew quadrupole strengths.
Next, we applied BPM couplingerrors, and again fitted for skew quad-
rupole errors. The BPMcoupling errors were modeled byoff diagonal termsSem) =Ym Dyxz yy y
where 2m,%m and z,y are the measured and real positions of the beam,
respectively. Independent values for gzy and gy were used for each BPM,
with rms 0.02. The distribution of vertical emittances after a “correction”
in the gain matrix:
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Figure 3.8: Nominal and fitted quadrupole gradients for the ATF in the case
of no BPM coupling. Red points are the nominal values, black circles are
the fitted values.
based on skew quadrupole strengths is shown in Fig. 3.19. The average
final vertical emittance is 5.6 pm. This is significantly larger than the target
value of 2pm, and may imply a limitation in the technique. Values of order
0.02 for the coupling components of the BPM gain matrix are believed to
be realistic for the BPMs in ATF.
To further investigate this degeneracy, we created a lattice where both
BPM coupling and random skew quadrupole errors are present and simu-
lated the appropriate ORM data. We then used LOCOto fit this dataset
using skew quadrupoles. The results of the fit are shown in figure 3.20.
This fit is consistent with the proposed degeneracy. All fit conditions
have remained the same as in the case where only skew quadrupole errors
are present (figure 3.13) but now the fit is quite poor and suggests that
LOCOcannot distinguish between the two sourcesoferror.
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Figure 3.9: BPM couplings fitted by LOCO for the ATF in the case of no
BPM coupling. The error bars indicate the standard deviation of the BPM
couplings.
3.2.2 Reducing Correctors
The ORM analysis, even though it appears that it will not beeffective for
correction at the desired level for the ILC damping rings, remains a very
useful analysis technique and providessignificant information for the optics
of a given accelerator system.
Collection of a full set of ORM data, using all the orbit correctors in
the ATF, takes between two and four hours. However, even with a large
set of fit parameters (normal and skew quadrupole gradients, BPM gains
and couplings, corrector magnets strengths andtilts) the fit is highly over-
constrained. This suggests that it may be possible to reduce the number
of constraints (e.g. the numberof correctors) without adverse effects on
the results. The benefit would be a reduction in the time taken for data
collection and data processing.
To determine the most effective orbit correctors to use for correcting cou-
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Figure 3.10: BPM gainsfitted by LOCOfor the ATF in the case of no BPM
coupling. The error bars indicate the standard deviation of the BPM gains.
pling errors, we simulate ORM data for a model of the ATF in which only
one skew quadrupole error has been applied at a time. Using only the skew
quadrupoles on one family of sextupoles, we construct 34 orbit response ma-
trices. From these matrices, we take the components corresponding to the
horizontal response to a vertical kick, constructing a 3-D array of dimen-
sion 96 x 51 x 34 (96 horizontal BPMs,51 vertical correctors and 34 skew
quadrupoles). This array can be reshapedinto a set of 51 matrices B,,each
with dimensions 34 x 96: each of the matrices B, gives (for a particular
orbit corrector) the responses of the BPMs to changes in strength of the
skew quadrupoles. Finally, we construct the matrix C where each column
correspondsto an orbit corrector k, and the elements within a column are
the elements of By:
OX4 Y;7 =C. (3.13)
where X; is the reading on (horizontal) BPMsi, 5; is the strength of skew
quadrupole 7, and Y; is the strength of (vertical) orbit corrector k. Now we
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perform a singular value decomposition of C' which gives a factorization:
C=U-W-V". (3.14)
where W is a diagonal matrix of the singular values of C’, and V and U are
unitary matrices. The rows of V‘ corresponding to the smallest singular
values indicate those correctors to which the various 0X;/05; are least sen-
sitive; in other words, those correctors that are least effective in telling us the
skew quadrupole strengths based on analysis of the ORM.If we canidentify
a set of correctors residing almost entirely in the lowest rows of V‘, then
we should be able to exclude those correctors from the ORM data, without
affecting our ability to fit the skew quadrupoleerrors. In figure 3.21 we can
see the elements in the rows of V7 corresponding to the smallest singular
values of C. Wefind that these rows are populated almost entirely by orbit
correctors in the two long straight sections of the ATF lattice. This is per-
haps expected given the fact that the skew quadrupoles are located entirely
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in the arcs.
Using only correctors in the arcs would reduce the time taken to collect
ORM data bya factor of two. To test whether this would impact the quality
of the fit, we simulated a correction procedure using ORMdata including
different sets of correctors:
e correctors located in the straight sections only;
e correctors located in the arc sections only;
e half of the correctors, evenly spaced around thering;
e all available correctors.
The distributions of final vertical emittances for each set are shown in
Fig. 3.22. The results suggest that using ORM data collected from half
of the total number of available correctors, leads to a correction outcome
similar to the correction achieved using ORM data collected from all avail-
able correctors. The practical benefit of this is the reduction in the time
needed for measurements and the possibility of performing repeated correc-
tion attempts within a normal eight-hourshift.
3.2.3 Assessment of Coupling Correction Effectiveness using
Experimental Data
Using data collected from a shift at ATF we attempt to evaluate our LOCO
routine for betatron coupling correction. The routine uses the optimal fit
conditions that have been identified in simulations (e.g. singular value cut-
off threshold and weight factors on vertical and horizontal dispersion).
The measurement process involved three steps:
e Collect the ORM data for LOCO and perform the analysis assuming
that all coupling comes from the skew quadrupoles;
e Adjust the strengths of the skew quadrupole magnets according to the
values coming from the analysis in step 1;
e Collect another set of ORM data and again apply a LOCOanalysis,
to determine a new set of “measured” skew quadstrengths.
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Theability of LOCO to correct the coupling is directly indicated by a
comparison between the change in the skew quadrupole strengths found by
LOCO between the two iterations (two different ORM sets) and the known
changes applied to the currents in the trim windings. The data were taken
from the machinein its initial condition and after the first applied correction.
Figure 3.23 shows the aforementioned comparison. The appropriate data
were collected at ATF on April 10 2008. Weobserve that the fitted changes
in skew quadrupole strengths are reasonably well correlated with the known
changes in the currents of the trim windings. The correlation is not as
successful as the one achieved in simulation (figure 3.3), but given the fact
that in the real machine the possibility of multiple sources of error is more
than likely, we can be confident that the LOCO analysis provides meaningful
results.
3.2.4 Analysis of January 2010 Data
Here we present the analysis of data received during morerecent shifts (Jan-
uary 19-20 2010). We were able to take ORM and beta-function measure-
ments. A LOCO analysis, varying the same parameters as before (section
3.2.1), was subsequently performed.
Figure 3.24 (upper plot) shows the measured orbit response matrix, and
the difference between the measured and the modeled response matrix. The
large spikes on the difference plot indicate that some BPMswere not working
properly during the measurements and should be excluded from the data set
(13 out of 96 BPMs). Having done that, the new fit is also shownon figure
3.24 (bottom plot).
We should note the different scales between the two plots of figure 3.24
andalso that the cross-plane sectors of the response matrix are considerably
smaller than the in-plane sectors. The horizontal BPMs are numbered 1 to
96 and the vertical BPMs 97 to 192; horizontal correctors are numbered 1
to 50, vertical correctors 51 to 101.
In figure 3.25 the cross plane sectors of the response matrices are pre-
sented. Theresiduals of the coupling componentsafter the fit are significant
andthis is an indication that the effectiveness of a coupling correction based
on the LOCOalgorithm maybe limited.
The quality of the fit to the response matrix can be indicated by a
distribution of residuals in units of the “resolution” of the associated BPM.
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The fit according to figure 3.26 appears to be reasonable, compared
to the simulations where the introduced errors were limited (figure 3.7).
Furthermore, the calculated projected vertical emittance from the fitted
model is around 16pm. This result however indicates that reaching the
2pm goalfor the vertical emittance using ORM analysisis practically going
to be quite difficult. These results are illustrated in figure 3.27.
3.2.4.1 Beta function Measurements and Comparison
The beta beat is defined as the quantity:
Bmeas oi Brom (3. 15)
?
Paom
where Bmeas, Pnom stand for the measured and nominal beta functions, re-
spectively, in the ring.
Figures 3.28, 3.29 and 3.30illustrate the beta beat in different sections
of the beam. The “measured” data refers to beta function measurements
taken during the aforementioned shifts and the “fit” data come from the
beta functions calculated with the fitted model produced by LOCO.
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Figure 3.30: Beta beats (3,, Gy) in the straight sections of the ATF.
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It is evident that there is very good agreement between the measurements
andthe fitted model in somesectionsof the ring, while there are considerable
discrepancies elsewhere. However, in all cases the trend of the two curves
is approximately the same, which suggests that the ORM analysis gives
sensible results. It is not clear whether the results from the ORM analysis
are sufficiently accurate and reliable for the technique to form the basis of a
procedure for tuning the ATF dampingring to a vertical emittance of 2 pm.
It should be noted that the fitting process appears to be quite robust even
in the case of erroneous measurements. This is showninfigure 3.31, where
the beta functions of both the original fit and the improved (excluded BPM
measurements) fit are depicted. The exclusion of the “bad” BPMs seemsto
have only a marginaleffect on thefit.
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Figure 3.31: Comparison of the original and improved (excluded erroneous
BPM measurements) fit for the beta functions in the east arc. The fitting
process appears to be quite robust, even in the case of “bad” BPM mea-
surements.
3.3. Conclusions
Weevaluated the use of the LOCO algorithm for betatron coupling correc-
tion, in the context of the challenging goal regarding the specifications for
the ILC Damping Ring vertical emittance. This included investigation of
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possible situations where a correction based on ORM analysis is likely to be
of limited success.
For the simple case of a lattice with only skew quadrupoleerrors, the sim-
ulations suggest that we can achieve a vertical emittance of just below 2 pm
in the ATF damping ring. Wealso established that there is no significant
degeneracy between skew quadrupole strengths and corrector magnettilts.
However, there appears to be a degeneracy between the skew quadrupole
strengths and the BPM couplings, that may put a lower limit on the verti-
cal emittance that can be achieved using this technique, of around 6 pm.
The impact of BPM couplingerrorsis therefore significant for the perfor-
mance of LOCOanditis likely to limit the technique’s practical usefulness
in view of the ultra-low vertical emittance levels required. Equally impor-
tant is the fact that the current implementation of the LOCO algorithm
will not be able to handle a lattice the size of the ILC damping ring. Con-
sequently, it would be worthwhile investigating alternative modeling and
tuning techniques.
Simulations also suggest that the ORM data can becollected using about
half the total numberof orbit correctors, without compromising the final
outcomeof the correction. This would have significant practical benefit, in
reducing the amount of time needed for ORM data collection by half.
Further measurements and attempts with LOCO at the ATF support
the conclusion that orbit response matrix analysis will not be able to “tune”
the machine down to the low levels of vertical emittance specified for the
ILC Damping Rings.
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Figure 3.14: Singular values of the “measured” response matrix used in
LOCO.
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Figure 3.16: Poorfit of dispersion, especially in the vertical plane as a result
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112
 14
  
 
>Ooce
oO=
lono
Ww
0) 10 20 30 40 50 60 70 80 90
Initial Vertical Emittance (pm)
16F
a
¢c
oO=
oOo
Ww   
1 2 3 4 5 6
Final Vertical Emittance (pm)
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This indicates that the best possible emittance (no other errors besides skew
quadrupole errors present) that could be achieved using this techniqueis just
under 2pm starting from an averageinitial emittance of around 30 pm.
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Figure 3.22: Distribution of final vertical emittance after correction based
on ORM data using different sets of orbit correctors. The results suggest
that using ORM datacollected from half of the total number of available
correctors, leads to a correction outcomesimilar to the correction achieved
using ORM data collected from all available correctors.
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Fitted gradient = -0.00087+0.00007 m”‘/A; R = -0.88
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Figure 3.25: Cross-plane responses; vertical BPMs to horizontal correc-
tors(top), horizontal BPMsto vertical correctors (bottom). The residuals
of the coupling componentsafter the fit are significant; this is an indication
that the effectiveness of a coupling correction based on the LOCOalgorithm
may be limited.
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Figure 3.26: Data from shift at ATF on January 2010): Distribution of the
residuals of the fit to the response matrix in units of BPM resolution.
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Chapter 4
LET Studies for the ILC
Damping Rings
Thespecifications for the ILC damping rings define operation with a vertical
emittance of 2pm. This is an especially challenging goal, given the fact
that the lowest vertical emittance demonstrated is approximately 3.2 pm
[2]. Low-emittance tuning techniques have to be checkedforreliability and
ease of implementation. For any correction procedure to be successful an
effective diagnostics and correction system is paramount. However, BPMs
add impedance to the ring, and diagnostics and correctors add complexity
and cost. It is therefore desirable to understand how the final achievable
emittance depends on the numbers, locations and performance of the BPMs
and correctors, and to determine the minimum number of these components
required.
In this chapter, we present the results of simulations for some of the
different configurations of the dampingrings, aimed at different lattice char-
acteristics that are important for achieving the desired performance as well
as for operational stability. In particular, we investigate the sensitivity of
different lattice configurations to magnet misalignments and the effective-
ness of some widely used correction schemes for low-emittance tuning. The
simulations are idealized, i.e. not all types of possible errors were included.
This approach may not berealistic, however it provides a necessary and
crucial step in understanding the dynamics of each configuration and the
relative effect of different types of errors when studied separately. Perform-
ing morerealistic simulations (i.e. by including all possible errors that are
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 Figure 4.1: Evolution of the ILC Damping Rings design.
usually encountered in real operating accelerators) is of course possible, but
doing so would not help in identifying the effect of individual typesof errors,
such as magnet misalignments, and their contribution to the overall machine
performance. The major goal of this effort is to make informed suggestions
about the design and operational conditions needed for the ILC damping
rings which will allow the production of the specified high quality beams.
The ILC dampingring design has been through a numberof revisions
and refinements (figure 4.1). We give a brief description of the lattice evolu-
tion and show results from simulations regarding the most important lattice
designs.
4.1 Evolution of the Lattice Design
The ILC dampingring design and specifications have gradually evolved from
the first configuration studies [67, 71, 72, 24] to the 6.4km baseline lattice
[25]:
The OCS6design (figure 4.4) was based on Theoretical Minimum Emit-
tance (TME)arccells, while all the DCO lattice designs are based on a
racetrack layout with FODO-style arc cells. The transition from a TME
lattice to a FODOlattice was motivated by reducing construction costs and
complexity. The TMElattice requires extra quadrupoles so that both the
horizontal beta function and horizontal dispersion function have a minimum
in the middle of the bending magnet of each cell. Given that the equilib-
rium emittance in the damping rings is expected to be dominated by the
wiggler section, there is no real need for a TMElattice. In the DCO2lattice
the injection and extraction lines were placed in opposite sides of the ring
and there were 2 separate wiggler sections. In the DCO3lattice the wiggler
sections were unified and injection and extraction lines were placed on one
side of the ring. These changes were driven by global configuration issues.
Finally in the DCO4 lattice the positron injection and electron extraction
beam lines for both positron and electron rings are in the same tunnel when
two rings are on top of each other. Positron injection and electron extrac-
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 Figure 4.2: ILC Damping Rings Lattice Designs
tion beam lines have to be in the same tunnel as well as electron injection
and positron extraction beam lines when the arc bending magnets of the
positron and electron damping rings are put on top of each other. These
modifications also simplify the cryogenic systems required for the wigglers
and the RF modules of the rings.
Figure 4.2 shows these changes in the different versions of the damping
ring design.
The present baseline lattice for the ILC damping rings has a circumfer-
ence of 6476 m and a racetrack layout, shown in figure 4.3. The circum-
ference of the damping ring is driven by the available performance of the
extraction kicker; for a given number of bunches there has to be enough
“gap” between them so that the kicker can extract them. The most impor-
tant operational parameters are shown in table 4.1.
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Figure 4.3: DCO4 layout
 Circumference 6476 m
Beam energy 5 GeV
Average current 400 mA
Max bunch population 2 x 101°
Transverse damping time 25 ms
Natural Emittance 0.8 nm
Vertical emittance 2 pm
RMS bunchlength 9mm
RMSenergy spread 0.13%
RF voltage 24 MV
RF frequency 650 MHz
 
Table 4.1: Basic ILC Damping Ring parameters
Two arcs, each consisting of 96 FODOcells, are joined by two long
straights containing the damping wiggler, RF cavities and injection/extraction
systems. To provide operationalflexibility, the momentum compaction fac-
tor is tunable between 1.3x10~4 and 2.8x10~‘4; the reason for this is to be
able to lower the RF voltage and therefore increase the single bunch instabil-
ity threshold. Adjustment of the momentum compaction factor is achieved
by changing the phase advancein the arc cells. To achieve the specified
damping time of 20 ms with a beam energy of 5 GeV, a damping wiggler of
length 200 m is needed. Underideal conditions the equilibrium emittanceis
dominated by the lattice functions in the wiggler; however orbit distortion
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Figure 4.4: Schematic layout of the OCS6 positron damping ring
and dispersion in the arcs can makea significant contribution to the vertical
emittance if not corrected carefully.
4.2 Sensitivity to Linear Imperfections
The luminosity of a linear collider will depend on the vertical emittance of
the beam extracted from the damping rings. In an electron storage ring,
the dominant sources of vertical emittance are the vertical dispersion and
the betatron coupling. An important part of the design of the damping
rings is the specification of the systems capable of measuring andcorrecting
the dispersion and the coupling at the necessary level. To understand the
issues and optimize the design we performed simulation studies exploring
different design scenarios. As a first step, we looked at the sensitivity of
the vertical emittance to vertical alignment errors on the quadrupoles and
sextupoles: these errors are expected to makea significant contribution to
the vertical emittance in the operating rings. These investigations provide
a solid foundation for more complete studies where additional effects are
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Figure 4.5: Sensitivity of vertical rms beam position to quadrupole mis-
alignments. Red circles indicate the theoretical prediction based on equa-
tion (2.282) while blue asterisks represent the simulation results. All ILC
damping ring designs appear to be moresensitive than the ATF lattice.
included, such as BPM noise and rotation.
Here we present the results of simulations for the three “milestone” de-
signs for the ILC Damping Rings, which are based on ATF andtheinitial
recommendations of the configuration studies for the ILC damping rings
[67]. We first apply the type and rangeoferrors in the specific lattice and
then calculate the relevant beam parameters. This is done for 100 seeds and
the blue vertical lines represent the total range of possible values for these
beam parameters. We compare where appropriate, the simulation results
with theoretical equations from the literature and chapter2.
Figure 4.5 shows the dependence of the closed orbit distortion (COD)
on vertical quadrupole misalignments for different lattice designs. It also
includes results from the same simulations for the ATF damping ring which
can serve as a reference; the latter is the major “testbed” for low emittance
tuning studies. The orbit amplification factor [equation (2.282)] is used for
the theoretical prediction of the closed orbit distortion.
There is very good agreement between the simulation and the theoreti-
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cal predictions. All the ILC damping ring designs appear to havea similar
level of sensitivity with regard to vertical quadrupole misalignments, with
the DCO4lattice achieving marginally the lowest closed orbit distortion of
just over 2mm for an rmsvalue of 100m of vertical quadrupole misalign-
ment. However, all three designs are almost twice as sensitive as the ATF
lattice; and that means that the alignment tolerance specifications for the
ILC dampingrings will have to be relatively demanding.
The effect of quadrupole rotations (tilts) with respect to the reference
trajectory on the vertical emittance of the beam is shown in figure 4.6.
Raubenheimer [43] gives a formula for the dependence of the vertical
emittance with respect to quadrupole rotations:
 Ey ja|1 — cos 27Vz cos 2Vy] 3Se Bx By (ky L)(0?aa) jylcos 2mvz — cos 2nvy]? ee ory
< ee So Byn2 (kL)? , (4.1)sin? try ye iquads
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where (0?vad) is the mean square quadrupole rotation, jz,j, and jz, are
the horizontal, vertical and longitudinal damping partition numbers respec-
tively, vz, ¥y are the betatron tunes, 3,, 3, are the beta functions, 7, is the
horizontal dispersion, o5 is the rms energy spread and k,L is the integrated
quadrupole strength. Thefirst term in equation (4.1) gives the contribution
to the vertical emittance from betatron coupling and the second term gives
the contribution from vertical dispersion. An alternative theoretical equa-
tion for the vertical emittance, used in the sensitivity graphs, is the addition
of the contributions of vertical dispersion and betatron coupling and is the
combination of equations (2.284) and (2.301) given by Wolski [66].
The simulation results are in good agreement with the theoretical pre-
dictions. Both the DCO and DCO4designs appear to beless sensitive to
quadrupole rotations than the OCS6 lattice regarding vertical emittance
growth.
Similarly, the dependence of the vertical emittance on sextupole mis-
alignments is shownin figure 4.7.
The theoretical equation that correlates the sextupole vertical alignment
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errors and the generated vertical emittance is very similar to equation (4.1):
 € 1 — cos 27, cos 27y a jal r ul . 3 Br Byape ~ _ ? Ex(Yront) Ajylcos Irv cos 2vy]? <<
S05 (keg L 4.2Asin? Ty 2Panel 2b)", (4.2)
where this time (y?,,,) is the mean square sextupole alignmenterror.
The sensitivity of the different damping ring designs and the ATF to
quadrupole vertical misalignments is shown in figure 4.8. The theoretical
equation used for the prediction of the vertical emittance in the presence of
quadrupole vertical misalignmentsis:
Ey = Edispersion + Ecoupling » (4.3)
according to the aforementioned equations of chapter 2. We again see that
the ILC damping ring designs are much moresensitive to alignment errors
than the ATF.
4.3 Orbit and Dispersion Correction
The next step in theseseries of investigations is to study the effectiveness of
a simple combined correction of the orbit and the dispersion in minimizing
the vertical emittance (3, 4]. The different operation parameters have been
set to accommodate necessary compromises (dynamic aperture, stability).
It is therefore important to know howthecorrection procedure “behaves”
under different machine parameters and configurations.
Furthermore, we focus our studies on the morerecent designs; the OCS6
lattice having been supersededsinceits initial proposal, we concentrate our
combinedcorrection simulations on the DCO and DCO4lattice designs.
4.3.1 Correction Procedure
Underideal conditions the equilibrium horizontal emittance is dominated by
the lattice functions in the wiggler and the vertical emittance damps to the
limit set by the opening angle of the radiation, equation (2.267); however,
orbit distortion and dispersion in the arcs can makea significant contribution
to the vertical emittance if not corrected properly. Therefore it is useful to
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investigate operating scenarios with different BPM arrangementsin thearcs.
The DCO (and subsequent) lattices are designed to provideflexibility in the
working point [26]. In particular, good dynamic properties are achieved
with phase advancein thearc cells set to (approximately) 72°, 90° or 100°.
However, the larger the phase advance, the less stable a lattice becomes; the
sensitivity of the lattice to magnet alignment errors increases and correction
of the vertical emittance becomes harder to achieve. Therefore, we opted,
for the early version of the ILC damping ring lattice (DCO), to study the
cases of 72° and 90° which provided a better foundation for the attempted
correction process.
The beam position is measured with a set of N BPMs, which aredis-
tributed over the ring depending on the scenario (table 4.2). The beam is
steered using a set of M dipole magnets (correctors). The BPM readings
are represented by a vector wu of dimension N and the corrector strengths
(kicks) by a vector 0 of dimension M. Measured dispersion at the BPMsis
represented by vector D (dimension N). The orbit response matrix (ORM)
A describes the change in beam position at each BPM resulting from a
changein strength of each corrector. Similarly, the dispersion response ma-
trix (DRM) B describes the change in dispersion at each BPM resulting
from a change in strength of each corrector. Both A and B are matrices of
dimension N x M.
For both orbit and dispersion to be corrected simultaneously, a set of
corrector kicks @ must be found that solves the following system of linear
( (1 —ali fn ( (l-a)A F=0 (4.4)
aDy aB
In general, there are 2 equations in WM unknowns.If, as is the case here,
equations:
2N > Mthen it is not possible, in general, to find exact solutions for
the kicks 6 (the system is over-constrained). However, using singular value
decomposition (SVD), we can find a solution that minimizes the residual
orbit and dispersion. A more detailed description of the SVD method and
its “mechanics” is given in Appendix A. The factor a appearing in Eq. (4.4)
determines whether more weight is given to correcting the orbit (a = 0) or
to correcting the dispersion (a = 1) in finding the solution. The optimum
value of a for minimizing the vertical emittance depends on the lattice and
the arrangement of BPMs andcorrectors: the goal is to investigate this
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 Scenario Arc phase Arc BPM
advance locations
I 72° every quad
II 90° every quad
Ill 72° every D-quad
IV 90° every D-quad
Vv (em 2/3 D-quads
VI 90° 2/3 D-quads
 
Table 4.2: Scenarios studied in orbit and dispersion correction simulations
for the DCOlattice.
dependence and assess the performance of the correction algorithm under
the different configurations.
4.3.2 Simulation Results for the DCO Lattice: No BPM
Gain Errors
Here we present the results of simulations of orbit and dispersion correction
in six different scenarios, shown in table 4.2, using the DCOlattice design.
In each case the phase advance acrossa single arc cell is either 72° or 90°.
BPMsare located at every quadrupolein the straights; in the arcs BPMsare
located either at every quadrupole, or only at every defocusing quadrupole,
or only at two out of every three defocusing quadrupoles. In these series of
simulations for the DCO lattice, all BPMsare considered to have no gain
errors. Note that the numberof correctors that we use is always equal to the
number of BPMs.For each scenario we apply random vertical misalignments
to all quadrupoles (50 wm rms) andto all sextupoles (100 wm rms). These
values are chosen in accordance with realistic rms errors for quadrupoles
and sextupoles [27, 29]. We then apply a combined orbit and dispersion
correction, with the goal of minimising the vertical emittance.
For each scenario in our simulations, we first obtain the ORM and DRM.
For a given set of random misalignments we then find the closed orbit and
the dispersion at each BPM. The solution for the corrector strengths in
equation (4.4) can then be found, for a given weight factor, by singular
value decomposition.
One of the first issues we can investigate is how the orbit and the dis-
persion behave as we apply the correction. These observations can serve as
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a basic test as to whether our correction schemeis in fact acting according
to the formulation hypotheses. Figure 4.9 shows the results for scenario
        10° ~ 10°E— cSE 2= 26 a3 2a TCE 3on 2w =< $8 s= 3ob10° “40°0 50 100 0 50 100
weight factor (%) weightfactor (%)
Figure 4.9: Orbit and dispersion correction in scenario I as a function of the
weight factor a. Red lines indicate the standard deviation over 100 seeds of
random alignmenterrors.
I averaged over 100 seeds of random errors. As expected the orbit is al-
most perfectly corrected for a = 0, and the dispersion is almost perfectly
corrected for a = 1.
Given the orbit and dispersion, it is possible to make an analytical esti-
mate of the vertical emittance using equation (4.5):
Jn 1 —cos(2mv,_) cos(2tVy)
Ajy [cos(2mvy) — cos(2rv,)]2*
S> ByBa (kaL)? [(aemt) + (yepit)
sexts
a Me
+)205 By ) (4.5)
where jz, jy and jz, are the horizontal, vertical and longitudinal damping
Ey
partition numbers; v, and vy are the betatron tunes; €, is the horizontal
emittance; 3, and (, are the horizontal and vertical beta functions; k2L is
the integrated normalised sextupole strength; 75 is the rms energy spread;
Ny is the vertical dispersion; %/sezt is the vertical displacement of a sextupole
magnet with respect to the design reference trajectory; and Yorpiz is the ver-
tical closed orbit distortion with respect to the design reference trajectory.
This equation provides an estimate of the vertical emittance based on equa-
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tion (4.2). The two terms on the right side represent the betatron coupling
and the vertical dispersion components of the vertical emittance. In the
presence of both sextupole and quadrupole vertical alignment errors, the
offset of the beam at the sextupoles, generating the betatron coupling, can
be assumed to be a linear combination of the vertical alignment error of the
sextupoles and the vertical closed orbit distortion caused by the vertically
misaligned quadrupoles.
The estimate of the vertical emittance using this formula may be com-
pared to that obtained from the simulation code. The result, for scenario I,
is shownin figure 4.10. It is evident that while the theoretical vertical emit-
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Figure 4.10: Emittance following orbit and dispersion correction, as a func-
tion of weight factor in scenario I. The red line showsthe theoretical expected
emittance from the corrected orbit and dispersion; the blue line shows the
actual calculated emittance.
tance shows broadly similar behaviour to the simulated emittance there are
also considerable discrepancies, particularly at low values of a. It appears
that the theoretical relationship can not be used for a quantitive prediction
of the vertical emittance. This is probably due to the fact that the assump-
tions made in the derivation of equation (4.5) are not completely valid in
the present model. In the simulations, the vertical dispersion and the be-
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tatron coupling have a commonorigin: the beamoffset in the sextupoles.
Therefore, an orbit and dispersion correction effectively corrects both the
dispersion and the betatron coupling, leading to a very low vertical emit-
tance. However, the theoretical formula treats the dispersion and betatron
coupling seperately.
Now we comparethefinal vertical emittance as a function of the weight
factorfor the different scenarios given in Table 1. For each scenario, we vary
the weight factor in steps of 0.01, between 0 and 1. For each weight factor,
we apply the correction to each of 100 seeds of random misalignments. The
final vertical emittance averaged over 100 seeds is shown in figure 4.11. We
see that in several scenarios the final vertical emittance is less than 1 pm;
this is not realistic, and occurs becauseof the limited set of errors we have
applied. In practice additional types of errors such as quadrupole rotations,
BPM gain errors and dipole field strength errors are to be expected for
any operating accelerator system and therefore the achieved final vertical
emittance after correction would be much larger. On the other hand, in
scenarios V and VI the vertical emittance does not come down below 10
pm,signifying that the combinedcorrection algorithm is ineffective with the
proposed BPM configuration in thelattice. We therefore focus our attention
on scenarios I to TV. As well as a distribution in the final emittance there is a
distribution in the weight factor that gives the minimum vertical emittance.
For tuning the machine in practice, i.e. without explicit knowledge of the
magnet misalignments, it is important to know the optimum weight factor,
i.e. the weight factor that is (in a statistical sense) most likely to lead to
minimum emittance. One way to define the optimum weight factor is as
follows. For a given scenario and set of random errors, we can determine
the weight factor that leads to the minimum emittance. We can repeat for
a number of sets of random errors, recording the “best” weight factor for
each set. The weight factors thus recorded have some distribution-see figure
4.12 for the cases of scenarios I through IV. The optimum weight factor can
be chosen as the point at which the distribution peaks. The width of the
distribution is also important: a lattice that has a very wide distribution
for the optimum weight factor may be harder to tune than a lattice with a
very narrow distribution, since the statistical optimum weight factoris less
likely to be close to the “best” weight factor in any given case. On the other
hand,if the final vertical emittance has a very broad minimum, then tuning
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Figure 4.11: Corrected vertical emittance for the DCO lattice, averaged over
100 seeds of random errors, as a function of weight factor.
the lattice may not be very sensitive to the weight factor.
Finally, we can apply the correction to each of a numberofsets of ran-
dom errors, using a single optimized weight factor for each scenario. The
average final vertical emittances obtained in this way are showninfigure
4.13. Note that, as already mentioned, the absolute values obtained are not
very meaningful, because of the idealised nature of the simulations. How-
ever, the relative value obtained (and the spread in each case) gives some
indication of how the different scenarios behave in comparison with each
other.
4.3.3 Simulation Results for the DCO4 Lattice: Effects of
BPM Gain Errors
For the DCO4lattice we performed simulation studies using the same tech-
nique described in section 4.3.1. The investigated scenarios now include the
case of the 100° phase advance instead of the reduced BPMs(present in 2
out of every 3 defocusing quadrupoles). These scenarios are shown in table
4.3.
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Figure 4.12: Distribution of weight factors leading to the lowest emittance
for each of 100 seeds of random errors.
For the case of BPMs with no gain errors, figure 4.14 shows how the
correction algorithm behaves with respect to the applied weight factor.
For the same configuration scenarios, namely the 72° and 90° phase ad-
vance and their reduced BPMsvariants, the two lattices DCO and DCO4,
appear to have very similar behaviour (comparison with figure 4.11). This
is reasonable given the fact that the two lattices are quite similar, as in-
dicated also by the sensitivity graphs presented earlier. The average final
vertical emittance for a single optimized weight factor used in the correction
algorithm for each scenario is shown in figure 4.15. The 90° phase advance
lattice appears to achieve the lowest corrected vertical emittance.
Wealso investigated the effect of BPMcoupling on this combined cor-
rection algorithm. The BPM coupling is implemented as described in BPM
gain modeling [equation (3.12)]. The behaviour of the correction algorithm
for the DCO4lattice is illustrated in figure 4.16 for the different phase ad-
vance settings.
In the presence of BPM coupling of up to 2% thereis still a small range
of values for the weight factor that will lead to a minimization of the vertical
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Figure 4.13: Final vertical emittance for the DCO lattice, for each lattice
configuration (Table 4.2).
emittance similar to that of the ideal case (perfect BPMs).
It is interesting to investigate how the correction process behaves for
very low weight factors, since at that region of weight factor values, the final
vertical emittance changes significantly, compared to larger values. Figure
4.17 showstheresults of the combined correction simulation run for very low
weight factors in the presence of 2% BPM gain errors. Almost immediately
after “leaving” the complete orbit correction area (weight factor=0) the
correction achieves very low vertical emittance values that very rapidly reach
a minimum; however, the algorithm starts to loose its correcting ability as
soon as the weight factor shifts the correction towards vertical dispersion
correction. This degradation is severe enough to the point that correction
is no longer possible (the correction algorithm does not converge) and that
is indicated by the end points of the red and blue lines in the equivalent
case shownin the first plot of figure 4.16. Effectively, as the algorithm shifts
the weight towards full dispersion correction, the coupling in the BPMs
leads to increasingly erroneous “correction” based on the dispersion and
consequently the correction process fails.
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 Scenario Arc phase Arc BPM
advance locations
I 72° every quad
II 90° every quad
Ill 100° every quad
IV 72° every D-quad
Vv 90° every D-quad
VI 100° every D-quad
 
Table 4.3: Scenarios studied in orbit and dispersion correction simulations
for the DCO4lattice.
For low dispersion weights (a = 0, pure orbit correction) the behaviour
of the correction is little affected in the sense that it is still possible to
achieve a very good correction; this is not surprising, since the simulation
includes no horizontal orbit distortion, so the BPM coupling makesno real
difference. However, as soon as one starts to increase the weight factor more
than 5% thenthe effectiveness of the combinedorbit-dispersion correction is
significantly impaired. This is due to the fact that, the horizontal dispersion
is large (of order of 0.5m) compared with the vertical dispersion (a few mm),
which would generate a few pm vertical emittance. Even a small amount
of BPM coupling can have significant impact on the measurement of the
vertical dispersion.
A frequency analysis, as shown in figures 4.18, 4.19 and 4.20, of the
optimum weight factor for the different scenarios complements ourfindings
regarding the effects of BPMcoupling in the correction process. The opti-
mumweight factor is defined as the weight factor that achieves the lowest
vertical emittance after the correction process has been implemented.
It is evident that for all the different phase advance settings for the
DCO4lattice, the distribution of optimum weight factors changes radically
with the introduction of BPM coupling. As a result one needs to be more
accurate in determining the exact value for the optimum weight factor, since
there no longer exists such a wide range of possible values as in the case of
ideal BPMs.
Furthermore, taking into account the values on the y-axes of the plots,
we can see that there is a decrease in the sum of the seeds for the cases
where BPM coupling is introduced in the simulations. Table 4.4 shows the
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Figure 4.14: Corrected vertical emittance, averaged over 100 seeds of random
errors, as a function of weight factor.
successful correction percentages.
Effectively, from nearly 100% of successful seeds (i.e. successfully imple-
mented correction), that percentage drops with the increase in BPM cou-
pling. That signifies that BPM coupling can in certain cases (depending
on the particular magnitude of the magnet alignment errors) render the
combined correction process ineffective.
Figure 4.21 shows how the ratio
Ty, Real
")y,Measured
changes in the case of 1% BPM coupling for the DCO4 lattice 72°. For a
weight factor of up to approximately 50% (correction equally directed to-
wards vertical dispersion and closed orbit distortion) the ratio is smaller
than unity, indicating that in the presence of BPM coupling thereal dis-
persion is less than the measured one. Shifting the weight of the correction
to larger values (targeting more the dispersion correction) the real disper-
sion becomeslarger than the measured one,indicating that the “untreated”
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Figure 4.15: Final vertical emittances for each lattice configuration (Table4.3).
closed orbit distortion leads to residual vertical disperion through the off-
centered beam at the sextupoles. Interestingly though (since one would
expect this behaviour to continue) shifting the weight to even larger values
(targeting almost exclusively the dispersion correction), leads to a drop of
the ratio below unity. The reasons for this are currently unclear. The im-
portant information from these results lies in the fact that in the presence
of even very low levels of BPMcoupling there exists a significant difference
between measured and real dispersion and this can hinder low emittance
tuning attempts.
4.4 Conclusions
A combined orbit and dispersion correction will be an important first step
in tuning the ILC damping rings for the goal of 2pm vertical emittance.
Quadrupole and sextupole vertical alignment errors are expected to be one
of the main sources of vertical emittance blow-up, since it is these errors
that lead to vertical closed orbit distortion and vertical dispersion. In the
145
DC04-72lattice DC04 - 90° lattice
  
 
Fin
al
ver
tic
al e
mit
tan
ce,
gy
(pm
)
    0 20 80 10040 60
weightfactor (%)
DCO4 - 100°lattice
 
 
  0 20 10040 60
weightfactor (%)
Figure 4.16: Final vertical emittance as a function of weight factor in the
presence of BPM coupling for the DCO4 72°, 90° and 100° lattices. Green
lines: No BPM coupling; Blue lines: 1% BPM coupling; Red lines 2% BPM
coupling. Dotted lines indicate the range of final vertical emittances over
different seeds.
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Figure 4.17: Final vertical emittance to weight factor for very low weight
factor values- DCO4 72° lattice.
presence of only these errors, it is possible to optimize the correction pro-
cess so that in simulations, a vertical emittance significantly below 1pm can
be achieved, even where the number of BPMsandcorrectors are reduced
by half in the arcs. Such a reduction can be quite significant, since it re-
duces the overall cost of the accelerator and most importantly, it reduces
the impedance contributed by the BPMsto the dampingring.
The comparison between simulations regarding the sensitivity to align-
ment errors for the ATF and the ILC dampingrings, show that the ILC
damping ring is significantly more sensitive and therefore, the alignment
tolerances will have to be morestrict in order to achieve the specified verti-
cal emittance.
In a real machine, other kinds oferrors will inevitably be present and
they are likely to play a significant role. In particular we have identified
that BPM coupling errors can have a large impact on the behaviour of the
combined orbit-dispersion correction. BPM performanceis often dependent
on a number of parameters, like temperature and bunch charge [15, 12].
Where only quadrupole and sextupole vertical alignment errors are present,
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Figure 4.18: Frequency plots indicating the optimum weight factor for the
DCO4lattice 72° for different values of BPM gainerrors.
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Figure 4.19: Frequency plots indicating the optimum weight factor for the
DCO4lattice 90° for different values of BPM gain errors.
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Figure 4.20: Frequency plots indicating the optimum weight factor for the
DCO4lattice 100° for different values of BPM gain errors.
BPM Gain Error (%) Successfully
corrected seeds (%)
DCO4- 72° lattice
 
 
0 100
1 80
2 52
DCO4- 90° lattice
0 100
1 80
2 46
DCO4 - 100° lattice
0 92
1 53
2 40
Table 4.4: Percentages of successfully implemented combinedcorrection for
the different values of phase advance. From nearly 100% of successful seeds
(i.e. successfully implemented correction), that percentage drops with the
increase in BPM coupling.
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Figure 4.21: Real to Measured Dispersion ratio for the case of the DCO4
lattice 72° with 1% BPM coupling. The dotted lines indicate the minimum
and maximum ratio at each weight factor.
a tuning technique using only orbit and dispersion correction can be highly
effective and reliable. However, there are clear indications that where other
kinds of errors are present, the effectiveness or reliability of the orbit and
dispersion correction canbesignificantly impaired. For example, with BPM
coupling errors, the correction can fail to convergein a significant proportion
of cases. Thereliability and ease of application (including large rings) of any
correction algorithm to be employed is a paramount feature for operational
conditions and therefore alternative/novel correction techniques should be
explored and developed.
Experience at the ATF has shownthe difficulty of achieving vertical emit-
tances of a few pm using existing techniques. In reality, the ILC damping
rings are likely to be even moredifficult, because of the greater sensitivity to
alignment errors, and the larger scale (number of components) of the rings.
This motivates the development of new tuning techniques; in particular, to
address limitations from BPM couplingerrors.
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Chapter 5
BPM Gain and
Turn-by-Turn Data Analysis
Tuning any machineto achieve its design values for key operational parame-
ters can be, and usually is, a very demandingtask;it is often time consuming
and there are a number of parameters that, as has been demonstrated in
previous chapters of this work, can significantly inhibit or render ineffective
the use of traditional low-emittance tuning techniques.
In view of the very demandingspecifications for the vertical emittance
of the ILC, the investigation and development of tuning techniques that will
be robust, reliable and quick to implement, is paramount. In this chapter
we present two novel techniques [69] and assess their effectiveness based
on results from simulations and experiments. For the second technique,
based on calibration of the BPMsusing excitation of normal mode motion
of the beam, we present experimental data indicating the practicality of the
approach. Application of the calibration data for low emittance tuning has
yet to be fully tested experimentally, though it works well in simulation.
An important aspect of these techniquesis that they address local coupling,
based on local measurements. They are therefore as easily applied to a large
ring (such as the ILC damping ring) as to a smallring.
5.1 Using Turn-By-Turn (TBT) Data
The development of BPMs capable of high resolution turn-by-turn bunch
position measurements can offer a new approach for the tuning of storage
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rings. Data coming from a set of such BPMscan be analyzed to give useful
information for the optics of the machine and therefore improve the perfor-
mance with the necessary adjustments. There are significant advantages to
this approach of optics measurement compared to more traditional tuning
methods; the data collection is very fast, leading to quick correction imple-
mentation, and analysis can be local, so that correction can be applied to
storage rings irrespective of their size.
In the following sections we describe a technique for using turn-by-turn
BPM data in order to determine the lattice functions that describe the
local coupling in a storage ring; reducing the betatron coupling is a major
target in any low emittance tuning attempt. Wediscuss the principles of
the technique, present the simulation results for some example situations
and consider possible limitations arising, for example from BPM gain and
coupling errors.
5.1.1 Optics Tuning
A very important procedure routinely performed in any accelerator system
is tuning of the optics, so that operational parameters are brought into
line with the design specifications. There exist well-established techniques
[32, 10, 6, 7] generally used to characterize the optics. Adjusting the magnet
strengths to bring the measured values of the lattice functions close to the
design values can help to improve machine performance.
A common procedure for measuring the beta functions at the location
of a particular quadrupole is to observe the variation in betatron tunes with
respect to changes in the strength of the quadrupole fields. For example, if
the change in quadrupole strength is known thenthe horizontal beta function
GB, at the location of the quadrupole can be determined from the equation:
1Av, = —B,Ak\L (5.1)4
where Av, is the change in horizontal tune resulting from the change in
the integrated normalized strength of the quadrupole. However, there are
several disadvantages to this technique, such as timeinefficiency and possible
beam loss [47].
An alternative technique is to measure, at a set of BPMs, the coherent
betatron oscillations resulting from either a “kick” to a stored bunch, or from
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resonant excitation of the beam. In the absence of coupling and processes
that damp the amplitude of the coherent oscillations (such as decoherence
and synchrotron radiation), the horizontal coordinate at a given BPM on a
turn t can be written as:
x(t) = /26,Jz cos (27Vzt + dz0), (5.2)
where 3, is the beta function at the location of the BPM and vz and J,
are the horizontal betatron tune and action respectively. ¢z9 is the initial
betatron phase of the bunch at the BPM (turn t = 0). In the event that the
betatron action is not known,it is still possible, from measurement of the
oscillation amplitude at each BPM, to determinethe relative beta functions.
Information on the optics is also provided by the phase of the betatron
oscillation at each BPM. This is very useful information, since one can de-
termine the phase advance between any two BPMswith very good accuracy
by measuring the coordinates at the BPMs over many turns. The use of
phase advance data has been applied successfully for optics measurement
and correction is storage rings [42, 11, 34, 31]. The current state of develop-
ment and availability of high-bandwidth BPMswith good resolution offers
the possibility for a different approach in analyzing turn-by-turn data and
extracting the maximum information embedded in them.
The proposed technique changes the aim from global to local coupled
lattice function determination, with the use of turn-by-turn data. Appro-
priate data from 3 (or more) BPMsis combined with a modelof thelattice
between them, in order to determine the lattice functions at the BPMs. In
principle it is possible to fit BPM gains and magnet strengths to the data,
as well as the lattice functions. However, simulations suggest that the BPM
data may have a rather poor sensitivity to errors on individual magnets.
The obvious drawbackis that this makes the determination of the individ-
ual errors by the collected data difficult; this insensitivity can be considered
also an advantage, in the sense that magnet strengths should generally be
knownaccurately enough to justify the use of a modelin fitting the data.
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5.1.2 Description of the Technique
For our purposes,it is convenient to use for the lattice functions in a coupled
beamline the definition:
p& =N-T*.NT (5.3)
where (in n degrees of freedom) N is a 2n x 2n matrix that normalizes the
single-turn transfer matrix at a given point in the lattice, i and j are indices
taking values from 1 to 2n (corresponding to components of the cartesian
phase space vector), k = J, II... (corresponding to the normal mode), and
T* have components Ti =1 fori=j = 2k andi = j= 2k —1, and Ts = 0
otherwise (definitions described in chapter 2). Following these definitions,
the beam distribution at any point in the lattice is given by:
(iz;)= S> Bhep (5.4)k=1,I...
where €, are the emittances, invariant under symplectic transport;
eigenvalues(X) = tic, (5.5)
The normalizing transformation Ny, at a point A in the lattice relates the
cartesian variables to the action-angle variables. Considering two degrees of
freedom we can write:
£ J2J1 cos by
Po _ yy | ~v2Jrsinér
y V2J11 cos b11
Py —/2J17 sin o71
where J; and Jy; are the invariant actions associated with the amplitudes
(5.6)
of the oscillations in each normal betatron mode and ¢; and @¢7; are the
corresponding phase-angles.
Since the matrix N,4 represents a transformation between two sets of
canonical variables, it must be symplectic; we know that a symplectic ma-
trix in two degrees of freedom can bespecified by 10 parameters [18, 17].
However, it is possible to choose the reference phase angles with respect
to the cartesian coordinates by specifying values for N4jio and N34. For
given reference values for the phase angles, the normalizing matrix N can
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Figure 5.1: Schematic representation of the local BPM arrangement
 
be specified with 8 parameters.
Knowing the strengths and positions of magnets between point A and
another point elsewhere in the ring, we can determine the transfer matrix
between these points. Then the same 8 parameters can be used to specify
the normalising matrices at the new point.
The measurement of phase and amplitude data using BPMs at three
different locations A, B and C provide 14 constraints.
Each mode(called mode I and mode IJ)is associated with two phase
advances, one from A to B and one from B to C. Assuming that modeI
excitation leads predominantly to horizontal motion, we can identify further
constraints from measurements of the amplitude of an oscillation in mode
I, relative to the “x” amplitude at BPM 4; specifically, we measure the “y”
amplitude at BPM A and both the “x” and “y” amplitudes at BPMs B and
C’. Similarly, assuming that modeII leads predominantly to vertical motion,
we can identify the remaining constraints from measurementsof an oscilla-
tion in modeII, relative to the “y” amplitude at BPM A; accordingly, we
measure the “x” amplitude at BPM A and both the “x” and “y” amplitudes
at BPMs B and C.
If one knows the transfer matrices between the BPMsand the BPM gains
are not included as parameters, then there are 8 parameters available (the
parameters that determine the normalizing matrix NV) to fit 14 constraints.
Therefore the system of equations is over-constrained. In principle, the
surplus of constraints can be used to determine BPM gain errors or magnet
focusing errors.
In a linear approximation, the BPM gains can be represented as a 2 x 2
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matrix [eq.(3.12)] relating the measured beam coordinates to the actual
beam coordinates. Each BPM then can potentially add four variables to
the fit; however, if we do not know the exact amplitudes of the induced
oscillations in the two normal modes, then we can exclude from the set
of variables two of the components of the gain matrix of one BPM. The
gains would then befitted relative to these components. With three BPMs
we are led to a total of ten additional variables; including all of these new
parameters would result in an under-constrained fitting problem.
5.1.3. Methods for Solving the Fitting Problem
Weapply twodifferent methods for performingthe fitting problem described
in the previoussection.
The first method (“method 1”) involves thefitting of the 8 variables that
parameterize the normalizing transformation at point A, and subsequently
determine the normalizing transformations at points B and C by applying
the transfer matrices that are computed using the “ideal” model.
In the second method (“method 2”) the attempt is to fit all 24 variables
that parameterize the normalizing matrices at all 3 BPMs, and apply the
transfer matrices computedfrom the “ideal” modelas additional constraints.
The fit is performed with the help of a convenient parameterization of
the group of symplectic matrices. A convenient such parameterization is of
the form:
N =exp(S-Q) (5.7)
where S is a 2n x 2n block-diagonal antisymmetric matrix [eq.(2.88)]. If
additionally Q is any symmetric 2n x 2n matrix, then N will be symplectic,
though not necessarily with Nj2 = N34 = 0. The conditions on Nj2 and N34
cannot be simply expressed in terms of constraints on @, but they can be
added as additional constraints on the fit.
5.1.4 Simulation Set Up and Results
The simulation is set up to track particles for 600 turns in a model of the
ATF dampingring lattice. The initial conditions of the particles are chosen
to correspond to each of the two “transverse” normal modes, in succession.
In practice, collection of such data would involve recording turn-by-turn
data at the BPMs, while resonantly exciting the beam at a frequency corre-
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sponding to one or the other of the betatron tunes. In the results presented
here, strength errors of the order of 0.5% rms variation were applied to all
the normal quadrupoles. Random strengths with rms 0.04m~! integrated
normalised gradient were also applied to the skew quadrupoles in order to
generate some betatron coupling. Generating betatron coupling in this way,
would roughly correspond to vertical offset with rms 1 mm in the sextupoles.
Theerrors were applied only for generating the orbit data: when performing
the fit using the second method described in 5.1.3, a model of the lattice
with the errors removed is used.
In figures 5.2 and 5.3 the correlation between the actual and fitted values
of some of the lattice functions at one BPM (BPM inparticular, figure
5.1) is shown for the two fitting methods described above respectively. The
lattice functions shown are:
e Bhs. corresponding to 3, in the uncoupled case;
° Bios corresponding to —az;
e 31,, representing the beam tilt (xy) dependence on ¢yy.
A good correlation exists between the actual and fitted values, particu-
larly for 64, and (1. The correlation for G1, and (14, which are the lattice
functions describing local coupling, is less satisfactory than in the other
cases; this may very well reflect the fact that these lattice functionsaresig-
nificantly smaller than the others. This effectively means that the error in
the fit becomes of a similar order of magnitude to the quantity being mea-
sured and therefore the relative error is much larger. The “bow-tie” shape
observed in the cases of G1, and G14 is due to the fact that weartificially
establish the sign of the simulated values in accordance with the sign of the
values coming from the model.
Figures 5.4 and 5.5 show the results of the same simulation with the
addition of 2% rms BPM gain errors using the different fitting procedures,
respectively. In this case, while the correlations for the “in-plane” lattice
functions are still good, the correlations between actual and fitted values
for Gt, and 415 have deteriorated considerably. This again, may bea direct
consequenceof the magnitude of these functions compared to therest.
Wealso observethat, comparing between the twodifferent approachesin
performing the fit, the second method appears togive slightly better results
in all the different cases examined.
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Figure 5.2: Selected lattice functions at the central BPM (BPM B)from a
set of three providing data for a fit. The fitted values from the turn-by-turn
data shown on the vertical axis are plotted versus the set of values resulting
from the applied normal and skew quadrupole strength errors. No BPM
gain errors applied. Thefit is obtained using method 1.
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Figure 5.3: As figure 5.2; but the fit is obtained using method 2.
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Figure 5.4: As figure 5.2, but with 2% BPM gain errors applied.
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Figure 5.6: Average number(blue) ofiterations -out of 400 seeds (red)- until
the residual threshold has been met for different step-sizes.
The fit is based on an iterative procedure (Newton-Raphson), where
small changes are made to someinitial values of the parameters of N and
then “verified” with equation (5.6) until a certain level of agreement is
reached. To check the robustnessof the fitting method we vary the step-size
of the changes in the parameters. Figure 5.6 shows the numberofiterations
needed for different step-sizes in method 2.
Figure 5.7 showsthe correlation achieved for the beta functions fit in
relation to different step-sizes. The solution does not appear to be affected
by the step-size.
It is also important to determine how the accuracy of the fitting proce-
dure depends on the magnitude of the BPM gainerrors. Figures 5.8 and 5.9
show this dependence for the two different fitting techniques, respectively.
Both methods appear to behave the same way; the in-plane functions
achieve a consistently high correlation, almost irrespective of the BPM gain
errors, while the cross-plane function fitting gets progressively worse.
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Figure 5.7: Correlation between fitted and measured beta function values
for various step-sizes.
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5.2 Normal Mode Calibration of BPMs
The quality of BPM datais very important in tuning any accelerator system,
especially at the ultra low emittance level required for the ILC damping
rings. Throughout this work,all of the performed simulations regarding the
ATFas well as the ILC damping ring lattices, have shown that correction
attempts are significantly affected by the errors introduced by BPM coupling
errors. It is therefore necessary to be able to address the problem of BPM
calibration. Here we present a technique for calibrating the BPMs using
excitation of the normal modeoscillations of the beam. We show data
collected at the Cornell Electron Storage Ring-Test Accelerator (CesrTA)
regarding the use of normal modeexcitation in BPM calibration and assess
the results. We also present the results of simulations showing the use of
BPMcalibration data for low-emittance tuning in ATF and the DCO4 ILC
damping ring lattice. The results appear very promising and it is hoped
that the technique will soon be fully tested experimentally.
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5.2.1 Description of the Technique
There are three “natural” coordinate systems that characterize the geometry
of a BPM, shownin figure 5.10. These are:
e The coordinate system referring to the lab frame;
e the coordinate system with respect to the BPM; and
e the coordinate system describing the normal modeoscillations of the
beam.
For the purposes of low emittance tuning, we shall find that the coordinate
system defined by the normal modesis the most helpful.
lab y
n
be BPM v4
7
normal mode y
by
    
  normal mode x
 b3bg
Figure 5.10: Schematic of a Beam Position Monitor (BPM).
If the dispersion is purely parallel to one normal mode, then emission of
a photon will excite only that normal mode,illustrated in figure 5.11.
The basis for the technique relies on measurement of the response of the
BPMbuttonsto excitation of the two transverse normal modes. In practice
this can be done in different ways:
e observe turn-by-turn button signals following a “ping” to the beam;
e observe turn-by-turn button signals during resonant “shaking” of the
beam;
e fitting phase and amplitude data; and
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Figure 5.11: The important coordinate system for low emittance tuning is
defined by the normal modes. If the dispersion is purely parallel to one
normal mode, then emission of a photon will excite only that normal mode.
The calibration of BPMs using normal modeexcitation can help to minimise
the normal modeII dispersion, consequently minimising mode II emittance.
If a change in beam energy leads to a change in orbit along the x axis (blue
dots), then the vertical (y) dispersion is zero; however if the normal mode
axes are tilted with respect to the laboratory axes, then there will still be a
quantum excitation of the mode II emittance, as a consequence of betatron
coupling. However, if a change in beam energy leads to a change in orbit
along the normal mode uw axis (green dots), then there will be no quantum
excitation of the mode II emittance.
e constructing a linear combination of the z and y BPM readings to
minimize the presence of cross-planesignals.
5.2.2 Experimental Data
In this section we present data collected at CesrTA on 12/10/2009. To
perform the calibration, we first need to determine the correlations between
button signals following normal mode excitations. The relevant data are
shown in figures 5.12 and 5.13: the possible combinations of correlations
between the 4 buttons are illustrated (bs; and bg indicate what the BPM
system interprets as the x and y position, respectively).
The gradient of the button signal correlation plots give the elements of a
matrix that relates the changes in button signals to changes in normal mode
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coordinates as shown in equation (5.8):
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The 2 x 4 matrix Bo! defined by:
prp=(‘ a (5.9)
gives us the BPM calibration; it is then possible to determine changes in
normal modecoordinates from changes in the button signals.
To test the accuracy of an attempted calibration we can compare the
Fourier spectraof:
1. uncalibrated x and y turn by turn signals, and;
2. calibrated u and v turn by turn signals.
In general, an excitation in either transverse direction causes a disturbance
in the other transverse direction also, and that is seen as two distinct peaks
in the x — y coordinate system of the lab frame. In the u — v normal mode
coordinate system though, excitation of the beam should disturb only the
relevant direction, corresponding to onedistinct peak. This expectation is
verified as shown in figures 5.14. and 5.15 following the two normal mode
excitations respectively.
167
5.2.3 Correction Using the BPM Calibration Technique
We have seen that in order to achieve an ultra-low vertical emittance, cor-
rection of the betatron coupling as well as the vertical dispersion is needed.
Howeverthe “tilts” on the BPMscan lead to systematic errors in measure-
ments of both betatron coupling and vertical dispersion. In chapter 3 we saw
that although Orbit Response Matrix analysis provides a very good way of
understanding the optics, it has not been very successful in tuning the ATF
damping ring at the desired levels of vertical emittance. Here we investi-
gate the effect of the BPM calibration technique on the standard correction
routine applied at the ATF.
The simulations of the correction process were performed using the fol-
lowing set-up:
e Application of 150m vertical misalignment errors to all sextupoles.
e Application of 100 um vertical misalignmenterrors to all quadrupoles.
e Implementation of a partial vertical orbit correction, leaving 300 um
rms vertical closed orbit distortion (to represent BPM alignmenter-
rors).
e Application of 3% random gain errors to each button of each BPM.
e Tracking of a bunch in each of the normal modes and collection of
BPM measurements on each turn. Use of the turn-by-turn data to
calibrate the BPMs.
e Make a dispersion measurement (by tracking a bunch with a longitu-
dinal excitation).
e Application of a dispersion correction based on calibrated BPM dis-
persion measurements, using 34 skew quadrupoles (one family) in the
dampingring.
The beam is excited sequentially in both the transverse normal modes
and turn-by-turn data are collected. These data are analyzed to characterize
the response of each BPM to beam motion in each normal mode. Thedis-
persion calculations in the simulation are based on beam motion observation
at the BPMs with respect to energy changes. Using the BPM characteri-
zation from the turn-by-turn data, the dispersion “parallel” to each normal
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mode can be identified. The applied correction aims at the minimization of
the dispersion “parallel” to the “vertical” normal mode. Should the disper-
sion parallel to one normal mode be zero, the quantum excitation of this
modewill be zero; the emittance in this mode will be solely generated by
the radiation opening angle.
It should be noted that this sequential orbit and dispersion correction is
performed using response matrices calculated from the ideal model.
Figure 5.16 shows the final vertical emittance in the ATF for a number
of different seeds, without BPM calibration.
Figure 5.17 showsthe results for the same correction procedureas before,
but now with the use of the “calibrated” BPMs.
It is evident that the correction in the last case showssignificantly better
results, since the majority of the seeds lead to a final vertical emittance under
the 2pm limit. In the case of the correction without the use of the BPM
calibration, the final vertical emittance range of values is much larger and
most of the seeds indicate a correction of vertical emittance to a level much
worse than 2pm.
Figures 5.18 and 5.19 show the dependence of the correction process
on the BPM gain errors, with the blue lines showing the range offinal
vertical emittances for different, randomseeds. In the case of the calibrated
BPMs,the correction is almost independent of the magnitude of the BPM
gain errors and a constant vertical emittance correction is achieved; without
BPMcalibration, the correction rapidly degrades to the point of failure after
a certain level of BPM gain error.
5.2.4 Implementation of the BPM Gain Analysis at the DCO4
Lattice
The combined orbit-dispersion correction simulations presented in chapter
4, showed that the performanceof the correction is heavily dependent on the
performance of the BPMs. Furthermore, the application of ORM analysis
techniques, like LOCO,for a lattice the size of the ILC dampingring,raises
computational issues since the matrices involved in the calculation become
very big. Therefore it would be advantageous to investigate whether a cor-
rection using BPM gain analysis could correct the vertical emittance at the
specified levels for the ILC dampingrings.
For the following simulations the tolerances are relaxed compared to the
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simulations in chapter 4, so that now the rms vertical misalignment errors on
the quadrupoles and sextupoles are 100 zm and 150 ym respectively. Figures
5.20 and 5.21 show theresults of the correction procedure described in 5.2.3,
with a BPM gain error of 4%.
In the case of a 6km ring like the ILC dampingring, the use of BPM
calibration, is proven to be significant since it brings the final vertical emit-
tance under the 2pm threshold. When this calibration is not performed,
the final vertical emittance increases, reaching tens of picometers.
The correction procedure using the BPM calibration techniqueis also not
sensitive to the magnitude of the gain errors the BPMsexhibit, as shown in
figure 5.22. If the calibration of the BPMsis ignored though, the correction
gradually loses its effectiveness and for large values of BPMgain errors, the
algorithm becomes unstable; the correction ends up increasing the vertical
emittance (figure 5.23).
5.3. Conclusions
The characterization and measurement of betatron coupling is a key step
in reducing the vertical emittance. Well-established techniques have been
used in order to measure the betatron coupling, but have been shownto lack
efficiency in timeas well as localized applicability. On the other hand, having
access to high quality BPM data for successful tuning of an accelerator
system at the ultra low emittance level has been shown in previous chapters
of this work to be of great importance. Therefore it is important to have
some meansofcalibrating the BPMsin a rapid yet accurate way.
The “unifying” theme in both these aspects of low emittance tuning
is the use of the normal mode excitation of the beam. Combined with the
recent development and expanding availability of BPMs capable of recording
tracking data on a turn-by-turn basis, it is possible to extract information
that is very helpful in dealing with both of these issues.
The technique proposed, described in section 5.1, for characterisation of
the coupled lattice functions has the advantage of timeefficiency and offer
the possibility of local betatron coupling correction. However, the results
of the simulations indicate that it is too sensitive to BPM gain errors and
this limits its practical usefulness. The accuracy of the fit relies also on
having a good model of the lattice in which the technique is applied. It
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may bepossible to improvethereliability of the the fit by carrying out the
fitting iteratively, e.g. once the lattice functions have been fitted at different
locations aroundthering, the quadrupole strengths leading to these lattice
functions can be determined. Thereis the possibility of further improvement
of the quality of the fit that can be achieved; for example, data from a larger
number of BPMscould be used to provide additional constraints to the fit.
The calibration of BPMs appears to be a much more promising tech-
nique. This technique has been shown experimentally to provide accurate
calibration of the BPMsin a consistent and rapid manner. The useof the
calibrated BPMsin a correction scheme then has been shownin simulations
to significantly improve the low emittance tuning attempts. Perhaps most
importantly, this technique can be advantageous for low emittance tuning
irrespective of ring size, bypassing the computation constraints of methods
like ORM analysis, usually imposed in the case of large accelerator systems,
like the ILC dampingrings.
Hopefully, the normal modecalibration of the BPMsto assist with low
emittance tuning can betried in an existing storage ring like the ATF, once
the necessary hardware upgrades have been completed.
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Figure 5.12: Correlations between button signals following a horizontal
(mode I) excitation. For example, the final sub-plot in the figure (bot-
tom right hand corner) showsa correlation between the y coordinate and
the x coordinate of the beam as read by the BPM. This shows either the
presence of coupling, or an inaccurate calibration of the BPM (to the Carte-
sian coordinates); it is not possible, using the data in the present plot to
distinguish between them.
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Figure 5.13: Correlations between button signals following a vertical (mode
II) excitation. We now see that there is no correlation between signals bs
and bg (bottom right hand corner). This means that the x value returned by
the BPM (bs) is orthogonal to the direction along which the beam oscillates
when excited in normal modeII.
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Figure 5.14: Fourier spectra of readings from a BPM with beam excitation
at the Mode I resonant frequency. The horizontal axis shows the frequency
of the Fourier mode (in machine tune units); the vertical axis shows the
logarithm of the mode amplitude (in arbitrary units). Top: spectra of x
and y BPM readings (nominal calibration). Bottom: spectra of u (Mode
I coordinate) and v (ModeII coordinate) readings from a BPM calibrated
using normal mode excitations. In the top plot, we see that the Mode
I oscillation appears in both 2 and y BPM readings (peaks at the same
frequency in the x and y coordinates). In the bottom plot, we see that an
oscillation in Mode I appears only in the u (Mode I) coordinate.
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Figure 5.15: Fourier spectra of readings from a BPM with beam excitation
at the ModeII resonant frequency. The horizontal axis shows the frequency
of the Fourier mode (in machine tune units); the vertical axis shows the
logarithm of the mode amplitude (in arbitrary units). Top: spectra of x
and y BPM readings (nominal calibration). Bottom: spectra of u (Mode
I coordinate) and v (ModeII coordinate) readings from a BPM calibrated
using normal mode excitations. In the top plot, we see that the Mode
II oscillation appears in both x and y BPM readings (peaks at the same
frequency in the x and y coordinates). In the bottom plot, we see that an
oscillation in ModeII appears only in the v (ModeII) coordinate. With
the normal mode calibration (bottom plot), there remains a peak in the u
(Mode I) coordinate, but it is at a different frequency from the peak in the
v (Mode IJ) coordinate, and is likely from a different source of excitation.
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Figure 5.16: ATF Damping Ring, 3% BPMgain error: Final vertical emit-
tance distribution for 400 seeds, no BPM calibration. The very broad range
(reaching the nm scale) of results indicates that with this amount of BPM
gain error, correction is not effective if no BPM calibration is applied.
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Figure 5.17: ATF Damping Ring, 3% BPM gain error: Final vertical emit-
tance distribution for 400 seeds, BPM calibration. The calibration of the
BPMsbrings downthe final vertical emittance to an average of less than
2pm.
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Figure 5.18: Dependence of correction scheme on BPM gain errors for the
ATF Damping Ring; No BPM calibration. We observe that even at 2%
BPMgainerror, the correctionis ineffective in bringing the emittance down
to the desiredlevels.
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Figure 5.19: Dependenceof correction scheme on BPM gainerrors for the
ATF Damping Ring; Calibrated BPMs. The calibration leads to a correction
that is insensitive to the magnitude of BPM gainerrors.
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Figure 5.20: DCO4 Damping Ring, 4% BPM gain errors: Final vertical
emittance distribution for 400 seeds, no BPM calibration. When this cal-
ibration is not performed, the final vertical emittance increases, reaching
tens of picometers, far from the desired level of 2 pm.
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Figure 5.21: DCO4 Damping Ring, 4% BPM gain errors: Final vertical
emittance distribution for 400 seeds, with BPM calibration. Calibrating the
BPMsleadsto effective correction, bringing the vertical emittance down to
the specified level.
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Figure 5.22: Final vertical emittance versus BPM gain errors for the DCO4
lattice; correction applied using calibrated BPMs. Thecorrection procedure
using the BPM calibration technique is not sensitive to the magnitude of
the gain errors the BPMsexhibit, even at very high levels of gain error.
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Figure 5.23: Final vertical emittance versus BPM gain errors for the DCO4
lattice; no calibration of the BPMs. Ignoring the BPM calibration, the
correction gradually loses its effectiveness and for large values of BPM gain
errors, the algorithm becomes unstable; the correction ends up increasing
the vertical emittance.
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Chapter 6
Conclusions
The work presented in this thesis deals with issues related to beam quality
for future linear colliders. The need for increasingly high luminosity with
every new machineis what ultimately drives the need for low-emittance tun-
ing of accelerator systems. Our investigations focused on the International
Linear Collider damping rings; we investigated the effectiveness of differ-
ent correction procedures in view of various types of errors and identified
possible limitations that arise in currently established low-emittance tuning
techniques.
The Accelerator Test Facility at KEK is dedicated to the study of low-
emittance beams. Orbit response matrix analysis at the ATF-KEK has
not yet been proven experimentally to lower the vertical emittance to the
levels required for the ILC damping rings. Weinvestigated the effects of
degeneracies in the LOCO algorithm; our simulations showed that there is
no significant degeneracy between skew quadrupole strengths and corrector
tilts. However, a degeneracy between skew quadrupole strengths and BPM
couplings has been shownto exist, limiting the achievable vertical emittance
using this technique to approximately 6pm. Given that the simulations
performed have not included all the errors that will exist in reality, it is
reasonable to expect that, in the presence of more sources of errors, ORM
analysis will not be sufficient to correct the vertical emittance to the level
of 2pm. On the other hand, this techniqueis still a very useful tool for
providing information about the machine optics. Therefore, it would be
useful to be able to implement it in a more rapid manner. Simulations have
shown that ORM data can becollected using about half of the total number
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of orbit correctors, without compromising the correction outcome.
It is also important to note that the application of LOCO to a machine
the size of the ILC dampingring is likely to run into problems regarding
computation and time efficiency. The ORM data of such a storage ring
create matrices that are too big to handle for the current implementation
of LOCO. There are of course options to be explored in order to overcome
such difficulties. One option would be to implement parallelization of the
codein order to speed up the computationally intensive routines used by the
algorithm, such as the SVDleast squaresfitting; this of course would mean
that the entire implementation of the algorithm would have to be rewritten.
A different approach would be to try to apply the existing implementation
to sections of the ring, thereby reducing the amount of ORM data needed.
Wealso investigated a combined orbit-dispersion correction routine on
several different designs of the ILC damping rings. In the presence of
quadrupole and sextupole vertical misalignments (the major expected sources
of vertical emittance) simulations showed that it is possible to optimise the
process so that a vertical emittance of a fraction of a pm can be achieved,
even with reduced number of BPMs and correctors. However, BPM cou-
pling compromises severely the reliability of the combined orbit-dispersion
correction. Although it is still possible in idealised simulations to achieve
the desired levels of vertical emittance, it is unlikely that such goodresults
could be achieved in practice.
Havingidentified that BPMperformanceiscritical for any low-emittance
tuning attempt, we explored two novel tuning techniques that involve BPM
gain analysis and Turn-By-Turn (TBT) data. Thefirst of these techniquesis
aimed at characterising the betatron coupled lattice functions and perform-
ing a local betatron coupling correction. The proposed fitting procedures
work reasonably well as long as the BPM gain errors are fairly small; the
accuracy of the fit also depends on the quality of the model of the lattice.
However, the accuracy with which the coupling can be determined appears
to be sensitive to BPM coupling errors and this looks likely to limit the
practical usefulness of the technique.
The second technique, dealing with BPM calibration using normal mode
excitation and TBT data collection, appears to be much more promising.
Simulations show significant improvement of the correction outcome once
the BPMs have been calibrated and the correction timeis no longer “hin-
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dered” bythesize of the facility it is being applied to. With the upcoming
upgrades of the BPM systemsand correctors in both the ATF at KEK and
the CesrTA at Cornell, it should be possible to test the proposed correction
procedure using calibrated BPMs experimentally in the near future.
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Appendix A
Singular-Value
Decomposition (SVD)
M.I.T. Professor Gilbert Strang calls it “wonderful” [20], an “absolutely high
point of linear algebra” [63] that “..is not nearly as famous as it should
be.” [51].
The Singular-Value Decomposition is a factorization method for rectan-
gular real or complex matrices. It has many applications in signal processing
and statistics, and can be used for matrix approximation, determining the
rank, range and null space of a matrix. Here we concentrate on the applica-
tions of SVD most relevant to Low Emittance Tuning, namely the computa-
tion of the pseudoinverse and least squaresfitting of data. We finally
discuss briefly the subject of numerical calculation for the SVD method.
A.1 The Theorem
Suppose / is an m x n matrix whose entries come from the field K, which
is either the field of real numbers orthe field of complex numbers. For such
a matrix / there exists a factorization that is of the form
M =UxV* (A.1)
where U is an m X m unitary matrix over K, the matrix © is an m x n
diagonal matrix with non-negative real numbers on the diagonal and V*
is the conjugate transpose of V, an n x n unitary matrix over kK. Such a
factorization is called a singular-value decomposition.
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A common convention is to order the diagonal entries 4;; in decreasing
order. In this case the diagonal matrix U is uniquely determined by M
(though the matrices U and V are not). The diagonal values of © are
knownas the singular values of M.
A.2 Singular Values
A non-negative real number o is asingular value for M if and only if there
exist unit-length vectors u in K™ and v in K” such that
Mv=ou and M*u=ov (A.2)
The vectors u and v are called the left-singular vector and the right-
singular vector of o, respectively.
From equation A.1 the diagonal entries of © are necessarily equal to the
singular values of M/. The columns of U and are,respectively, left- and
right-singular vectors for the corresponding singular values. Consequently,
the above theorem states that:
e An m X n matrix M has at least one and at most p = min(m,p)
distinct singular values.
e It is always possible to find a unitary basis for kKconsisting of left-
singular vectors of M.
e It is always possible to find a unitary basis for K” consisting of right-
singular vectors of M.
A singular value which can producetwoleft- (or right-) singular vectors
that are linearly independentis called degenerate. Non-degenerate singular
values have always uniqueleft and right singular values, up to multiplication
by a unit phase factor e’?. Consequently, if all singular values are non-
degenerate and non-zero, then its singular-value decomposition is unique, up
to multiplication of a column of U by a unit phase factor and simultaneous
multiplication of the corresponding column of V by the same unit phase
factor.
Degenerate singular values, by definition, have non-unique singular vec-
tors. If uy and ug are two left-singular vectors which both correspond to
the same singular value o, then any normalized linear combination of the
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two vectors is also a singular vector corresponding to the singular value o.
The similar statement is true for right-singular vectors. Consequently, if
has degenerate singular values, then its singular-value decomposition is not
unique.
A.3  Pseudoinverse
Singular-value decomposition can be used to compute the pseudoinverse of
a matrix. The pseudoinverse of the matrix M in A.1 is
Mt =VxtU* (A.3)
where )* is the pseudoinverse of © with every non-zero entry replaced by
its reciprocal.
A.4 Total Least Squares Minimisation
A total least squares problem refers to determining the vector x which min-
imizes the 2-norm vector Ax under the constraint ||x|| = 1. The solution
turns out to be the right-singular vector of A corresponding to the smallest
singular value.
A.5 Calculation of the SVD
It can be shown that U and V from equation (A.1) are the matrices composed
by the eigenvectors of JM’ and M’'M. That singular value decomposition
of a matrix M,then,is a fairly straightforward procedure:
e Form the products MM’ and M’M.
e Find their eigenvectors and eigenvalues.
However, there is always a gap between mathematical theory and com-
putational practice. Arithmetic operations carried out on real numbers do
not have (as one would desire) infinite precision. Therefore, the results can
only approximate with limited precision the real computation. Procedures
that are simple and elegant can suffer dramatic flaws when described in a
computational algorithm and the SVD is no exception to this rule. It turns
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out that the computation of the product M’M can be subject to serious
loss of precision. Direct methods exist though, for calculating the SVD of
M without having to resort to the formation of M’M.
The SVD of Mis usually computed in two-steps. Firstly, M is reduced
to a bidiagonal matrix using Householder transformations; then the com-
putation of the SVD of the bidiagonal matrix is performed with iterative
methods involving eigenvalue algorithms. In the case that m >> n, then it
is useful to first reduce M to a triangular matrix using QR decomposition
and then use the Householder transformations to further reduce M into a
bidiagonal form.
The calculation of the SVD in the second step was first described by
Golub and Kahan[22] andits variant, described by Golub and Reinsch [23]
is that most used today.
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Appendix B
Accelerator Physics Codes
A multitude of accelerator physics codes is currently in use, with varying
“popularity” and scope of purpose. Someof these codes can model a number
of different phenomenarelated to beam dynamics in an accelerator system,
while others are more specific. Here we give a brief description of the codes
used for the simulations presented in this thesis: MAD, AT and Merlin.
B.1 Methodical Accelerator Design (MAD)
MADis a widely used code, developed at CERN [58, 57]. It provides the
tools for modeling charged-particle optics in alternating-gradient accelera-
tors and beam lines andis often the software of choice for the initial design
and configuration of new accelerator systems. Features include among oth-
ers: linear lattice parameter calculation, linear lattice matching, transfer
matrix matching, closed orbit correction and particle tracking.
The code is maintained and developed on a regular basis and extensive
documentation and a manualare available. The syntax is fairly straightfor-
ward; a typical code sample defining ring and magnetic component param-
eters is the following:
! ILCDR FODO LATTICE "DCO4"
EO := 5.0 ! nominal beam energy (GeV)
BLENGTH := 2.00 ! length of standard bending magnet
QLENGTH := 0.30 ! length of standard quadrupole
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SLENGTH : 0.25 ! length of standard sextupole
ANGARCB : TWOPI/200 ! angle of arc
! bending magnet (200 arc-fodo cells)
! Drift from quadrupole to beam position monitor
LDBPM := 0.0
DBPM: DRIFT, L=LDBPM
! Beam position monitor
BPMRNG: MONITOR
BPMDFT: DRIFT, L=0
! Drift from orbit corrector to quadrupole
LDCOR := 0.0
DCOR: DRIFT, L=LDCOR
! Orbit corrector
LCOR := 0.0
CORRNG: KICKER, L=LCOR, HKICK=0, VKICK=0
DCORRNG: DRIFT, L=LCOR
! Skew quadrupole (coupling corrector)
SKQRNG: QUADRUPOLE, L=0.2, K1i=0.0, TILT
! Corrector, quad and BPM
CQB(Q1): LINE=(CORRNG,DCOR,Q1,DBPM, BPMRNG)
Unfortunately, the data handling and post processing capabilities of
MADare not very flexible (because MAD has its own “command” lan-
guage) and therefore the use of other software packages is often needed. At
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the sametime the code operates as a “black box”, in the sense that the user
does not have immediate and direct access to the subroutines (the physics)
that perform the calculations (although the source codeis available).
B.2 Accelerator Toolbox (AT)
The Accelerator Toolbox providesa collection of functions for modeling par-
ticle accelerators and beam transport lines [53]. The code was structured
in a way that benefits from the functionality and simplicity of MATLAB
[62]. The latter commercially available programming environment special-
izes in technical computing and visualization and therefore simplifies the
data handling and analysis procedure.
Mostof the AT is written in the MATLAB programming language. In
order to avoid the speed drawback of interpreted programming languages
(like MATLAB), computationally intensive routines have been written in
C and compiled into MEX-files; binary code is therefore executable from
within the MATLAB environment. The source codeis available so that
inspection and modifications (if necessary) can be made. An example using
AT to find the orbit response matrix is the following :
%FINDRESPMDEMO response matrix demo
% This script illustrates the use of AT function FINDRESPM
spear2
4, The most common RM is corrector-to-BPM
% In this demonstration we will not use the actual correctors
% to keep the lattice simple.
% We will use all focusing quadrupoles as correctors:
% In order to do this we need to use StrMPolesymplectic4 pass-method
% for them. This mehod looks at all terms of the polynomial
% expansion of transverse magnetic field.
% (QuadLinearPass only looks at field ’K’)
/% PolynomB(1) gives horizontal kick
% PolynomA(1) gives a vertical kick
% Find indexes of elements that belong to QF Qi Q2 Q3 families
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% We will use them as corrector elements
QFI = findcells(THERING, ’FamName’,’QF’);
QiI = findcells(THERING, ’FamName’,’Q1’);
Q2I = findcells(THERING, ’FamName’,’Q2’);
Q3I = findcells(THERING, ’FamName’ ,’Q3’);
CORRINDEX = sort([ QFI QiI Q2I Q3I]);
% Install the new pass-method ’StrMPoleSymplectic4Pass’
THERING = setcellstruct (THERING, ’PassMethod’ , CORRINDEX, ’StrMPoleSymplectic4Pass’ )
% We will use etrance points of all bending magnets as observation points (BPMs)
BPMINDEX = findcells(THERING, ’BendingAngle’) ;
NBPM
NCOR
length (BPMINDEX);
length (CORRINDEX);
% Prepare input parameters for FINDRESPM that will tell it, which
% parameters to use as orbit perturbations
% See help for FINDRESPM
% Set the size of a parameter change for numeric differentiation
KICKSIZE = 1e-5;
RX findrespm(THERING,BPMINDEX ,CORRINDEX, KICKSIZE, ’PolynomB’,1,1);
RY findrespm(THERING,BPMINDEX ,CORRINDEX, KICKSIZE, ’PolynomA’,1,1);
% Build the response matrix
% In the form
h
% | HH HV |
% | VH VV |
h
% HH - Horizontal BPM response to horizontal orbit kicks
% HV - Horizontal BPM response to vertical orbit kicks
% VH - vertical BPM response to horizontal orbit kicks
% VV - vertical BPM response to vertical orbit kicks
RespM_XY = [RX{1} RY{1}; RX{3} RY{3}] ;
figure(1);
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mesh (RespM_XY);
colormap(’ copper’) ;
xlabel(’Corrector Number’ )
ylabel(’BPM Number’) ;
zlabel(’Normalized Orbit Response’) ;
title(’Orbit Response Matrix - uncoupled lattice’)
% Now we wish to introduce coupling:
QDI = findcells(THERING, ’FamName’, ’QD’) ;
% Generate random rotations:
QDTILTS = 1*(pi/180)*randn(1,length(QDI)) ;
% Put random values in the ring
settilt (QDI,QDTILTS);
% Generate the new response matrix for the lattice with errors
RX findrespm(THERING,BPMINDEX ,CORRINDEX, KICKSIZE, ’PolynomB’,1,1);
RY findrespm(THERING,BPMINDEX ,CORRINDEX, KICKSIZE, ’PolynomA’,1,1);
RespM_XY_Coupled = [RX{1} RY{1}; RX{3} RY{3}];
figure(2);
mesh (RespM_XY_Coupled);
colormap(’ copper’) ;
title(’Orbit Response Matrix - coupled lattice’)
xlabel(’Corrector Number’)
ylabel(’BPM Number’) ;
zlabel(’Normalized Orbit Response’) ;
A lattice definition can be imported from a MADlattice description file
using an appropriate translation function. All plotting commandsand other
programming tasks, memory managementand interactive graphics are built
into MATLAB.
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B.3 Merlin
 
Merlin [61] is a C++ class library for performing charged particle acceler-
ator simulations. Originally designed for simulations concerning linear col-
lider beam dynamics, it has since been extended to include moretraditional
storage ring physics. The code greatly benefits from the object-oriented
programming nature of C++.
Aninterface to a MADoptics listing is supported (class MADInterface),
which readsa lattice file generated with the MAD OPTICS command. The
following code example demonstrates the calculation of the closed orbit dis-
tortion, for a lattice with magnet alignment errors:
#include
#include
#include
#include
#include
#include
#include
"NumericalUtils/PhysicalUnits.h"
"MADInterface/MADInterface.h"
"AcceleratorModel/Supports/MagnetMover.h"
"BeamDynamics/ParticleTracking/ParticleBunch.h"
"BeamDynamics/ParticleTracking/ParticleTracker.h"
"RingDynamics/ClosedOrbit.h"
"BPMVectorBuffer.h"
#define BEAMENERGY 5.0*GeV
typedef vector< MagnetMover* > MagnetMoverList;
using namespace PhysicalUnits;
using namespace ParticleTracking;
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int main()
{
// Construct the AcceleratorModel
// from a lattice file produced by MAD
MADInterface madi("../lattices/MERLINFodo.lattice.txt", BEAMENERGY);
ofstream madlog("mad.log") ;
madi .SetLogFile(madlog);
madi.SetLoggingOn();
AcceleratorModel* theModel = madi.ConstructModel();
// Extract a list of magnet movers from the AcceleratorModel
// and translate the 20th mover 20 microns vertically
MagnetMoverList magnetMovers;
theModel->ExtractTypedElements (magnetMovers);
magnetMovers [20] ->SetY(20.0e-6);
// Find the closed orbit in the ring.
ClosedOrbit theClosedOrbit (theModel , BEAMENERGY);
PSvector co(0);
theClosedOrbit .FindClosedOrbit (co);
// Construct a bunch of particles
// to track through the lattice.
// Here we just add a single particle on the closed orbit.
ParticleBunch* theBunch = new ParticleBunch(BEAMENERGY);
theBunch->AddParticle(co);
// Construct a ParticleTracker to perform the tracking
ParticleTracker tracker (theModel->GetBeamline(), theBunch);
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// Construct a BPMBuffer to record the bunch centroid at each BPM
BPMVectorBuffer* bpmVecBuffer = new BPMVectorBuffer();
BPM: :SetDefaultBuffer (bpmVecBuffer);
// Do the tracking
tracker.Run();
// Write the tracking results to a file
ofstream bpmLog("ClosedOrbit .dat") ;
vector<BPM: :Data>& theBPMBuffer = bpmVecBuffer->BPMReading;
for (vector<BPM: :Data>::iterator bpm_iter=theBPMBuffer.begin() ;
bpm_iter!=theBPMBuffer.end(); bpm_iter++)
{
bpmLog<<std: :setw(14)<<(bpm_iter->x) . value;
bpmLog<<std: :setw(14)<<(bpm_iter->x) .error;
bpmLog<<std: :setw(14)<<(bpm_iter->y) . value;
bpmLog<<std: : setw(14)<<(bpm_iter->y) .error;
bpmLog<<end1;
$3
BPM: :SetDefaultBuffer (0);
delete bpmVecBuffer;
delete theBunch;
delete theModel;
cout<<"Finished!"<<end1l;
return 0;
}
Merlin has the very important advantage of flexibility regarding data
generation and data handling, originating from generic C++ attributes. How-
ever, visualization and data (statistical) analysis routines are not built-in
and can be cumbersome to code in C++. Furthermore, access to the source
code of the provided classes allows direct inspection of the implemented
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algorithms. Some documentation is available, however it is not complete.
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