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ABSTRACT 
A method i s  deve loped  fo r  d i s t r i b u t i n g  t h e  compu- 
O f f - t h e - s h e l f  t r a n s p u t e r  boa rds  a r e  used 
t a t i o n  o f  g r a p h i c s  p r i m i t i v e s  o n  a p a r a l l e l  p rocess -  
i n g  n e t w o r k .  
t o  p e r f o r m  t h e  g r a p h i c s  t r a n s f o r m a t i o n s  and scan- 
c o v e r s i o n  t a s k s  t h a t  wou ld  n o r m a l l y  be a s s i g n e d  t o  a 
s i n g l e  t r a n s p u t e r  based d i s p l a y  p r o c e s s o r .  
i n  t h e  n e t w o r k  p e r f o r m s  a s i n g l e  g r a p h i c s  p r i m i t i v e  
c o m p u t a t i o n .  F r e q u e n t l y  r e q u e s t e d  t a s k s  can be d u p l i -  
c a t e d  o n  s e v e r a l  nodes.  
Each node 
The r e s u l t s  i n d i c a t e  t h a t  t h e  c u r r e n t  d i s t r i b u -  
t i o n  o f  commands on t h e  g r a p h i c s  n e t w o r k  shows a p e r -  
formance d e g r a d a t i o n  when compared t o  t h e  g r a p h i c s  
d i s p l a y  b o a r d  a l o n e .  A change t o  more c o m p u t a t i o n  
p e r  node f o r  e v e r y  communicat ion ( p e r f o r m  more com- 
p l e x  t a s k s  o n  each node)  may cause t h e  d e s i r e d  
i n c r e a s e  i n  t h r o u g h p u t .  
INTRODUCTION 
I n  an  e f f o r t  t o  i n c r e a s e  t h e  g r a p h i c s  r e n d e r i n g  
speed o n  a t r a n s p u t e r  based d i s p l a y  board ,  a method 
has been deve loped  t h a t  o f f  l o a d s  t h e  scan-convers ion  
t a s k s  t o  a n e t w o r k  o f  o t h e r  p r o c e s s o r s  and f r e e s  t h e  
d i s p l a y  b o a r d  fo r  p e r f o r m i n g  o n l y  d i s p l a y  t a s k s .  
NETWORK ARCHITECTURE 
The n e t w o r k  a r c h i t e c t u r e  o f  t h e  g r a p h i c s  computa- 
t i o n  n e t w o r k  i s  shown i n  F i g u r e  1 .  The i n p u t  c o n t r o l  
m a s t e r  node r e a d s  i n  t h e  d r a w i n g  command f r o m  an 
a p p l i c a t i o n  program. S i n c e  t h e  c o n f i g u r a t i o n  o f  t h e  
n e t w o r k  and t h e  p r i m i t i v e s  p r e s e n t  o n  each node o f  
t h e  n e t w o r k  a r e  known, a d e c i s i o n  can be made o n  t h e  
c o r r e c t  r o u t i n g  p a t h  f o r  t h e  command. Fo r  e v e r y  com- 
mand r e c e i v e d  b y  t h e  i n p u t  mas te r  node, a copy i s  
s e n t  t o  t h e  o u t p u t  mas te r  node. These commands a r e  
queued up  i n  a f i r s t - i n - f i r s t - o u t  (FIFO) b u f f e r  on 
t h e  o u t p u t  mas te r  c o n t r o l  node fo r  l a t e r  p r o c e s s i n g .  
t h e  g r a p h i c s  n e t w o r k  such as d i s p l a y  board  hardware 
commands, t h e  command i s  s e n t  d i r e c t l y  t o  t h e  o u t p u t  
c o n t r o l  m a s t e r  FIFO b u f f e r  and n o  command i s  s e n t  t o  
t h e  g r a p h i c s  n e t w o r k .  
NETWORK COMMUNICATION 
F o r  t h e  commands t h a t  do  n o t  g e t  p rocessed  o n  
The g r a p h i c s  commands a r e  d i s t r i b u t e d  t h r o u g h  
t h e  n e t w o r k  b y  u s i n g  smar t  b u f f e r  p rocesses  t h a t  r u n  
c o n c u r r e n t l y  ( m u l t i - t a s k e d )  on  each p r o c e s s o r  i n  t h e  
n e t w o r k .  The c o n f i g u r a t i o n  o f  t h e  b u f f e r s  c o n t a i n e d  
o n  each p r o c e s s o r  i n  t h e  n e t w o r k  i s  shown i n  F i g u r e  2 .  
Commands s e n t  anywhere on  t h e  n e t w o r k  a r e  p r e -  
f i x e d  w i t h  a command b y t e  t h a t  s p e c i f i e s  t h e  t y p e  of 
'Sen io r  Research A s s o c i a t e  (work funded  under  Space 
A c t  Agreement C99066G). 
d a t a  t o  e x p e c t  n e x t .  There a r e  f o u r  t a g s  t h a t  each 
i n p u t  b u f f e r  uses t o  make n e t w o r k  r o u t i n g  d e c i s i o n s .  
They a r e  as  f o l l o w s :  
t a g . g ! o b a l  
t a g .  work 
t a g .  dump 
t a g . r e s u l t  
The i n p u t  b u f f e r  p rocess  c o n t r o l s  commands s e n t  
from b o t h  t h e  i n p u t  and o u t p u t  mas te r  c o n t r o l  nodes.  
The i n p u t  b u f f e r  reads  a command from any one o f  
t h r e e  i n p u t  l i n k s .  These a r e  m u l t i p l e x e d  i n p u t s  t h a t  
use t h e  Occam ALT c o n s t r u c t  ( P o u n t a i n  1 9 8 7 ) .  
Because t h e  t r a n s p u t e r  g r a p h i c s  n e t w o r k  used i n  
t h i s  example i s  a m u l t i p l e  i n s t r u c t i o n  m u l t i p l e  d a t a  
s t r e a m  (MIMD) p a r a l l e l  p r o c e s s o r  w i t h  n o  sha red  mem- 
ory ,  a method was d e v i s e d  t o  d i s t r i b u t e  t h e  g r a p h i c s  
d a t a  t h a t  i s  n o r m a l l y  g l o b a l l y  scoped t o  t h e  e n t i r e  
n e t w o r k  o f  p r o c e s s o r s .  T h i s  was r e q u i r e d  t o  keep  
t r a c k  o f  wh ich  window or sc reen  c o o r d i n a t e  system was 
a c t i v e  so t h e  scan-convers ion  t a s k s  wou ld  be p e r -  
f o rmed  p r o p e r l y .  
When t h e  i n p u t  b u f f e r  p rocess  g e t s  a t a g . g l o b a 1  
command, t h e  command i s  s e n t  t o  b o t h  t h e  s t a g i n g  
b u f f e r s  o n  t h e  c u r r e n t  p r o c e s s o r  and t h e  a d j a c e n t  p r o -  
c e s s o r .  R o u t i n g  d e c i s i o n s  a r e  made so t h a t  each p r o -  
cesso r  o n l y  g e t s  one copy  o f  t h e  t a g . g l o b a 1  command 
and i t s  r e s p e c t i v e  d a t a  p a c k e t .  The d a t a  f low fo r  t h e  
t a g . g l o b a 1  command i s  shown i n  F i g u r e  3 .  
i s  r e a d  f r o m  t h e  i n p u t  channel  to  d e t e r m i n e  t h e  d e s t i -  
n a t i o n  o f  t h e  work p a c k e t .  The d e s t i n a t i o n  i s  d e t e r -  
mined o n l y  b y  t h e  p r o c e s s o r  number, see F i g u r e  1 .  
R o u t i n g  d e c i s i o n s  a r e  made b y  compar ing  t h e  c u r r e n t  
node number w i t h  t h e  d e s t i n a t i o n  node.  I f  t h e  work 
p a c k e t  i s  for t h e  c u r r e n t  node, t h e  d a t a  i s  s e n t  t o  
t h e  f i r s t  o f  s e v e r a l  s t a g i n g  b u f f e r s .  I f  t h e  work 
p a c k e t  i s  f o r  a n o t h e r  node, t h e  d a t a  i s  s e n t  t o  an  
a d j a c e n t  p r o c e s s o r  based on  t h e  r o u t i n g  a l g o r i t h m .  
t a g . w o r k  commands, b u t  o n l y  i s  used  b y  p r o c e s s o r s  0 
and 8 .  T h i s  a l l o w s  d a t a  t o  be s e n t  t o  t h e  p r o c e s s i n g  
node be low fo r  t h e  t a g . w o r k  or t a g . g l o b a 1  commands. 
See F i g u r e  3 fo r  t h e  ne twork  d a t a  f low f o r  t h e  
t a g . g l o b a 1  command. 
The s t a g i n g  b u f f e r  p rocesses  a r e  used t o  b u f f e r  
p e n d i n g  g r a p h i c s  command r e q u e s t s  as  w e l l  as t o  keep  
t h e  ne twork  f r o m  d e a d l o c k i n g .  I t  i s  t h e  i n p u t  con- 
t r o l  mas te r  nodes r e s p o n s i b i l i t y  t o  keep  t r a c k  o f  how 
many o f  each command a r e  p e n d i n g  on t h e  ne twork .  The 
number o f  commands f o r  each node canno t  exceed t h e  
number o f  s t a g i n g  b u f f e r s  i n  t h e  n e t w o r k  or t h e  n e t -  
work w i l l  dead lock .  When t h e  o u t p u t  m a s t e r  c o n t r o l  
b u f f e r  r e c e i v e s  d a t a  o f f  o f  t h e  n e t w o r k  ( t h i s  i s  d i s -  
cussed be low) ,  a command i s  s e n t  t o  t h e  i n p u t  mas te r  
I f  t h e  t a g  i s  t ag .work ,  t h e  n e x t  p a c k e t  o f  d a t a  
The r e t u r n  b u f f e r  i s  a l s o  used when r o u t i n g  t h e  
c o n t r o l  node to  decrement  t h e  command c o u n t e r  for  t h e  
a p p r o p r i a t e  g r a p h i c s  command. 
r e q u e s t e d  g r a p h i c s  commands s t e p  t h r o u g h  t h e  s t a g i n g  
b u f f e r s  o u t p u t t i n g  t o  t h e  g r a p h i c s  c o m p u t a t i o n  p r o c -  
ess. I t  i s  t h e  g r a p h i c s  c o m p u t a t i o n  p rocess  t h a t  
p e r f o r m s  t h e  scan-convers ion  t a s k  fo r  t h e  r e q u e s t e d  
command. The computed d a t a  i s  packed i n t o  an a r r a y .  
The p r o c e s s  t h e n  w a i t s  u n t i l  a tag.dump command i s  
r e c e i v e d  b e f o r e  dumping t h e  computed d a t a  to t h e  
r e t u r n  b u f f e r  p r o c e s s .  
message d i r e c t l y  t o  t h e  g r a p h i c s  c o m p u t a t i o n  p rocess  
and bypasses t h e  s t a g i n g  b u f f e r s  c o m p l e t e l y .  When 
t h e  g r a p h i c s  c o m p u t a t i o n  p rocess  r e c e i v e s  t h e  tag.dump 
command, i t  sends i t s  computed d a t a  to  t h e  r e t u r n  
b u f f e r  p r o c e s s  where i t  i s  r o u t e d  t o  t h e  o u t p u t  mas- 
t e r  node. 
mas te r  c o n t r o l  node for t h e  tag.dump command. 
The s t a g i n g  b u f f e r s  a c t  as FIFO queues and t h e  
I f  t h e  t a g  i s  tag.dump. t h e  i n p u t  b u f f e r  sends a 
F i g u r e  4 shows t h e  r o u t i n g  from t h e  o u t p u t  
Once t h e  computed d a t a  a r e  r e c e i v e d  by t h e  r e t u r n  
b u f f e r  p r o c e s s ,  t h e  t a g ,  t a g . r e s u l t .  i s  a t t a c h e d  t o  
t h e  b e g i n n i n g  o f  t h e  d a t a  p a c k e t  to i d e n t i f y  i t  as 
computed d a t a .  Based on  t h e  c u r r e n t  p r o c e s s o r  number, 
r o u t i n g  d e c i s i o n s  a r e  made to  send t h e  d a t a  t o  t h e  
o u t p u t  m a s t e r  c o n t r o l  node. The d a t a  flow t o  t h e  o u t -  
p u t  m a s t e r  c o n t r o l  node for t a g . r e s u l t  i s  shown i n  
F i g u r e  5 .  
SYNCRONIZATION 
On a ne twork  o f  p r o c e s s o r s  such as t h e  one used 
f o r  t h e  g r a p h i c s  eng ine ,  i t  i s  n o t  p o s s i b l e  to  d e t e r -  
mine t h e  e x a c t  o r d e r  o f  c o m p l e t i o n  o f  any o f  t h e  com- 
p u t a t i o n s  d i s t r i b u t e d  on  t h e  n e t w o r k .  I n i t i a l l y ,  i t  
may n o t  seem i m p o r t a n t  t o  m a i n t a i n  t h e  c o r r e c t  
sequence o f  d r a w i n g  commands t h a t  g e t  s e n t  t o  t h e  d i s -  
p l a y  p r o c e s s o r ;  however, when d e a l i n g  w i t h  m u l t i p l e  
windows, m u l t i p l e  d r a w i n g  c o l o r s ,  and sc reen  doub le -  
b u f f e r i n g ,  t h e  o r d e r  t h e  d i s p l a y  board  r e c e i v e s  t h e  
commands i s  c r i t i c a l .  Fo r  example, i f  t h e  a p p l i c a -  
t i o n  sends t h e  f o l l o w i n g  sequence of commands: 
d r a w . l i n e 0  
s e l e c t . w i n d o w 0  
draw.  1 i n e 0  
and t h e  g r a p h i c s  n e t w o r k  comp le tes  t h e  compu ta t i ons  i n  
a d i f f e r e n t  o r d e r  such as:  
s e l e c t . w i n d o w 0  
d r a w . l i n e 0  
d r a w . l i n e 0  
t h e  d e s i r e d  r e s u l t  w i l l  n o t  be a c h i e v e d .  
The o u t p u t  mas te r  c o n t r o l  node c o n t r o l s  t h e  syn- 
c h r o n i z a t i o n  o f  t h e  g r a p h i c s  n e t w o r k .  I t  does t h i s  
b y  r e a d i n g  t h e  commands s t o r e d  i n  i t s  FIFO queue and 
t h e n  send ing  a tag.dump command t o  t h e  g r a p h i c s  n e t -  
work t h a t  g e t s  r o u t e d  to t h e  a p p r o p r i a t e  p r i m i t i v e  
Computat ion node. The command s i g n a l s  t h e  p r i m i t i v e  
compu ta t i on  node t o  send i t s  r e s u l t  back t o  t h e  o u t -  
p u t  mas te r  c o n t r o l  node. Regard less  o f  t h e  c o m p l e t i o n  
o r d e r  o f  t h e  compu ta t i ons  d i s t r i b u t e d  on  t h e  n e t w o r k ,  
t h e  o u t p u t  node c o n t r o l s  t h e  d a t a  f low to  t h e  g raph-  
i c s  d i s p l a y  board .  T h i s  m a i n t a i n s  t h e  c o r r e c t  F I F O  
o r d e r i n g  o f  t h e  r e q u e s t e d  g r a p h i c s  d i s p l a y  commands. 
PERFORMANCE 
The t r a n s p u t e r  s e r i a l  l i n k s  used o n  t h e  g r a p h i c s  
ne twork  a r e  s e t  to  t r a n s f e r  d a t a  a t  10 M b i t s l s e c  
(IYMOS 1986) .  To check to  see i f  t h e  d e v i s e d  n e t w o r k  
d i d  i ndeed  i n c r e a s e  t h e  g r a p h i c s  t h r o u g h p u t  r a t e ,  sev- 
e r a l  t e s t  cases were r u n  t o  d e t e r m i n e  t h e  scan- 
c o n v e r s i o n ,  d a t a  t r a n s f e r ,  and d a t a  d i s p l a y  t i m e s .  
The t e s t s  were pe r fo rmed  on  a s u b s e t  o f  t h e  f u l l  n e t -  
work.  Two p r o c e s s o r s ,  a compute node and t h e  d i s p l a y  
board  were used and a l l  t i m i n g s  were t a k e n  u s i n g  t h e  
t r a n s p u t e r ' s  h i g h - p r i o r i t y  m ic rosecond  r e s o l u t i o n  
t i m e r .  
The r e s u l t s  f o r  two t e s t  cases a r e  shown be low 
i n  Tab les  1 and 2 .  The d i s t r i b u t e d  r e s u l t s  a r e  com- 
pa red  t o  t h e  c o m p u t a t i o n l d i s p l a y  t i m e s  fo r  t h e  d i s -  
p l a y  b o a r d  a l o n e .  A l l  compu ta t i ons  were p e r f o r m e d  i n  
i n t e g e r  d e v i c e  c o o r d i n a t e s .  
u s i n g  Bresenham's i n t e g e r  l i n e  a l g o r i t h m  ( F o l e y  and 
Van Dam 1982) .  Times f o r  scan-convers ion ,  d a t a  t r a n s -  
f e r ,  and d i s p l a y  a r e  g i v e n  i n  Tab le  1.  
The f i r s t  case t e s t e d  was a l i n e  scan-convers ion  
The second case t e s t e d  was a c i r c l e  scan- 
c o n v e r s i o n  u s i n g  Bresenham's i n t e g e r  c i r c l e  a l g o r i t h m .  
These r e s u l t s  a r e  shown i n  Tab le  2. 
U n f o r t u n a t e l y .  t h e  r e s u l t s  p r e s e n t e d  above d o  
n o t  shown any advantage t o  p e r f o r m i n g  t h e  d i s t r i b u t e d  
c o m p u t a t i o n  o f  g r a p h i c s  p r i m i t i v e s .  W i t h  t h e  c u r r e n t  
d a t a  t r a n s f e r  r a t e s ,  t h e  d a t a  t r a n s f e r  t i m e  domina tes  
o v e r  t h e  c o m p u t a t i o n a l  t i m e .  
A more advantageous c o m p u t a t i o n  scheme wou ld  be 
t o  p e r f o r m  more c o m p u t a t i o n  on each node i n  t h e  n e t -  
work.  Fo r  example,  t h e  mapping from t h r e e - d i m e n s i o n a l  
w o r l d  c o o r d i n a t e s  t o  two-d imens iona l  i n t e g e r  d e v i c e  
c o o r d i n a t e s  c o u l d  be pe r fo rmed  on  t h e  g r a p h i c s  compu- 
t a t i o n  n e t w o r k  and t h e n  o n l y  t h e  i n t e g e r  draw commands 
would have t o  be s e n t  t o  t h e  d i s p l a y  b o a r d .  
SUMMARY 
An a r r a y  o f  t r a n s p u t e r s  was des igned  t o  speed 
g r a p h i c s  compu ta t i ons  by o f f  l o a d i n g  scan-convers ion  
t a s k s  and f r e e i n g  t h e  d i s p l a y  p r o c e s s o r  f o r  d i s p l a y  
o n l y .  Because of t h e  c u r r e n t  bandw id th  o f  t h e  t r a n s -  
p u t e r  s e r i a l  l i n k s ,  and t h e  s m a l l  c o m p u t a t i o n  t i m e  
f o r  t h e  scan c o n v e r s i o n s  t e s t e d ,  a pe r fo rmance  degra -  
d a t i o n  was obse rved  on  t h e  ne twork  when compared t o  
t h e  d i s p l a y  board  by i t s e l f .  U n t i l  h i g h e r  bandw id th  
s e r i a l  l i n k s  a r e  a v a i l a b l e  on  t h e  t r a n s p u t e r s  or more 
c o m p u t a t i o n  i s  pe r fo rmed  on each node o f  t h e  g r a p h i c s  
ne twork  f o r  e v e r y  communicat ion,  t h i s  method o f  d i s -  
t r i b u t i n g  t h e  g r a p h i c s  work load  does n o t  o f f e r  any  
pe r fo rmance  g a i n s .  
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TABLE 1.  - COMPARISON OF LINE COMPUTE/DISPLAY TIMES 
Scan c o n v e r t  l i n e  (0,O) t o  (511,  511) 
T r a n s m i t  computed d a t a  t o  d i s p l a y  b o a r d  
T r a n s m i t  d a t a  and d i s p l a y  l i n e  
Scan c o n v e r t ,  t r a n s m i t ,  and d i s p l a y  
G r a p h i c s  b o a r d  draw l i n e  command 
G r a p h i c s  b o a r d  f a s t  d raw l i n e  command 
O p e r a t i o n s  p e r f o r m e d  Time,  
7933 
12 512 
28 400 
36 399 
14 887 
3542 
Scan c o n v e r t  c i r c l e  
T r a n s m i t  computed d a t a  t o  d i s p l a y  b o a r d  
T r a n s m i t  and d i s p l a y  c i r c l e  
S c a n - c o n v e r t ,  t r a n s m i t ,  d i s p l a y  
G r a p h i c s  b o a r d  c i r c l e  draw command 
TABLE 2 .  - COMPARISON OF CIRCLE 
COMPUTE/DISPLAY T I M E S  
2338 
37 362 
54 685 
57 064  
37 349 I 
O p e r a t i o n s  p e r f o r m e d ,  
r a d i u s  = 100, 
c e n t e r  = (256 ,  256) 
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