We prove that a simply connected irreducible Riemannian symmetric space of compact type with the property that the isotropy action is hyperpolar has rank one or it is isometric to one of the rank two symmetric spaces SU (3)/SO(3), SU (3), SU (6)/Sp(3), E 6 /F 4 . Their corresponding principal orbits are isometric to the manifolds of flags in the projective planes IRP 2 , CP 2 , HP 2 , CaP 2 .
Introduction
An isometric action of a compact Lie group G on a complete Riemannian manifold (M, g) is called polar if there exists a connected, closed submanifold Σ, called a section, that intersects each orbit of G orthogonally. One can prove that every section of a polar action is totally geodesic. If the section is also flat with the induced metric, then the action is called hyperpolar. Because gΣ is also a section for each g in G and GΣ = M, there is a section through each point of M and each section is expressed in this way.
The hyperpolar actions on irreducible compact Riemannian symmetric spaces have been classified by A. Kollross [10] . He obtains that these actions are orbit equivalent to the examples found by R. Hermann [8] , the Hermann actions, if the cohomogeneity is greater than one. A classification and a structure theory for hyperpolar actions with a fixed point on compact homogeneous Riemannian manifolds appears in [5] , where it is showed that the Kaction on a compact, connected homogeneous Riemannian manifold (G/K, g) is hyperpolar of cohomogeneity ρ if and only if G/K is a symmetric space of rank ρ. Here, as in other articles (see [10] , [11] , [12] ), the Hermann actions and in particular the isotropy actions on symmetric spaces of compact type are always considered as hyperpolar.
Nevertheless, we show that all isotropy action is polar (Theorem 3.1) but hyperpolar only for a few number of simply connected irreducible Riemannian symmetric spaces of compact type. So far no example of polar action which is not hyperpolar on an irreducible symmetric space of rank greater than one had been found. In fact, the question whether the two classes of actions must coincide in irreducible symmetric spaces of rank greater than one had been an important open problem. In this paper we obtain that the classes of polar and hyperpolar actions do not coincide in general. In fact, our main result is: The principal orbits of the symmetric spaces in (1.1) are isometric to the principal orbits of the corresponding s-representation [13] . Then they may be expressed as the flag manifolds: F IR = SO(3)/(Z 2 × Z 2 ), F C = SU (3)/T 2 , F H = Sp(3)/Sp(1) 3 and F Ca = F 4 /Spin (8) in the projective planes IRP 2 , CP 2 , HP 2 and CaP 2 , respectively. It is worthwhile to note that they are among the known few examples admitting metrics with positive sectional curvature and they arise as isoparametric hypersurfaces in the spheres S 4 , S 7 , S 13 and S 25 [9] . R. Bott and H. Samelson introduced in [1] the notion of variationally complete action and they obtained that the isotropy action on a symmetric space of compact type is variationally complete (see also [8] ). Afterwards, L. Conlon in [2] considered flat, closed, connected, totally geodesic submanifolds, which he called K-transversal domains, and he proved that a hyperpolar action of a compact Lie group on a complete Riemannian manifold is variationally complete. As a consequence of Theorem 1.1, the converse of the Conlon's Theorem does not hold. This fact is really surprising: it stands in contradiction with the idea about equivalent concepts established so far (see [4] ).
Preliminaries
In this section we summarise some basic facts about symmetric spaces of compact type. For the general theory, we refer to [7] , [14] . A Riemannian symmetric space is a connected Riemannian manifold (M, g) where each point p ∈ M is an isolated fixed point of an involutive isometry s p of (M, g). A compact subgroup K of a connected Lie group G is called symmetric subgroup if there exists an involutive automorphism σ of G such that G σ o ⊆ K ⊆ G σ , where G σ and G σ o denote the fixed set of σ and its identity connected component, respectively. A pair (G, K), where G is a Lie group and K is a symmetric subgroup is called a symmetric pair. Any Riemannian symmetric space M has a homogeneous presentation G/K, where G is the identity component I o (M, g) of the isometry group I(M, g) of (M, g) and K, the isotropy subgroup of G at some point o ∈ M, is a symmetric subgroup of G. Conversely, if (G, K) is a symmetric pair, then G/K endowed with a G-invariant metric is a Riemannian symmetric space. Let g and k denote the Lie algebras of G and K, respectively. Then k is g σ = {X ∈ g | σX = X} and g = m ⊕ k, where m is the −1-eigenspace of σ on g, is a reductive decomposition of G/K, called the Cartan decomposition associated to σ. It follows that k and m satisfy the characteristic bracket relations [ 
Let g be a compact semisimple Lie algebra and σ an involutive automorphism of g. Then σ extends uniquely to a complex involutive automorphism of g C , the complexification of g. Here and in the sequel, σ and its differential σ * on g and on g C are denoted by the same letter σ. A symmetric pair (G, K), where G is a connected Lie group with Lie algebra g and K is a Lie subgroup of G with Lie algebra k = g σ is said to be associated with (g, σ). In this case, such pair is said to be of compact type. When the action of G on the coset space M = G/K is effective then G = I o (M, g), where g is any G-invariant Riemannian metric on M, and (M, g) is said to be a Riemannian symmetric space of of compact type. The (unique) involutive automorphism σ of G such that G σ o ⊆ K ⊆ G σ is called the associated automorphism to the symmetric pair (G, K).
The Killing form B of g is strictly negative definite. In what follows we consider G/K equipped with the G-invariant Riemannian metric g induced by the restriction of <, >= βB to m × m, for some β < 0. For the irreducible case, g is essentially the unique G-invariant Riemannian structure on G/K.
Next, let (G, K) be a symmetric pair of compact type and H ⊂ G a closed subgroup. Let x = a · o be a regular point of the H-action on G/K. The tangent space of the H-orbit H · x through x ∈ M at this point is given by T x H · x = {X * x | X ∈ h}, where h is the Lie algebra of H and X * denotes the fundamental vector field or the infinitesimal H-motion corresponding to X on M, that is
Denote by ν a the subspace of m given by
, where a * x denotes the differential map of a at x, it follows that
The principal orbits all have the same (maximal) dimension, and their codimension is called the cohomogenity of the H-action on M, or the dimension of the orbit space M/H. The following criterion for polarity and hyperpolarity is given in [11] (see also [6] ). (i) The H-action on G/K is polar (resp., hyperpolar) with respect to some Riemannian metric g induced by an Ad(G)-invariant scalar product on g.
(ii) For any a ∈ G such that x = a · o is a regular point of the H-action, the linear subspace ν a is a ρ-dimensional Lie triple system such that the Lie algebra
As a direct consequence of this result, it follows that if the H-action on G/K is of cohomogeneity one, then it is hyperpolar.
Isotropy actions
Let (G, K) be a symmetric pair of compact type. We analyse the isotropy action on G/K, i.e. the action of the symmetric subgroup K of G on G/K. Let x = (exp tA) · o be a regular point of the isotropy action, where A = 0 is an element in m. Because the set of regular points is dense, (exp tA) · o is a regular point except for isolated values of t, always for t = 0. From (2.2) the subspace ν a , for a = exp tA, is given by
Denote by m A the centralizer of A in m, i.e. m A = {X ∈ m | [A, X] = 0}. The maximal abelian subalgebras of m are all Ad(K)-conjugate, and in particular they have the same dimension.
From the correspondence between flat totally geodesic submanifolds and abelian subalgebras of m, this dimension is in fact the rank of the symmetric Riemannian space (G/K, g). Hence, taking into account that the cohomogeneity ρ of the isotropy action is dim ν a and m A ⊆ ν a , we get rank
Under the canonical identification of m with the tangent space (ii) There exists
Proof. For X ∈ m, we have
Let λ 1 , . . . λ n be the eigenvalues and {e 1 , . . . , e n } the eigenvectors of the (self-adjoint) operator R A in m, dim m = n, such that λ i = 0 if i = 1, . . . , r, and λ r+1 = . . . = λ n = 0, being r = rank R A ≤ n − 1. Moreover, from (3.4), we get λ i > 0 for i = 1, . . . , r. From (3.5), it follows that each X ∈ m orthogonal to m A can be expressed as X = r i=1 X i e i and then
Hence, if moreover X belongs to ν a , where a = exp tA and x = a · o is a regular point, we obtain
which implies that X must be zero. So, m ⊥ A ∩ ν a = {0} and, since m A ⊆ ν a , we obtain that ν a = m A and ρ = dim m A . So, s a = m A , < s a , Ad a −1 k >=< m A , k >= 0 and then, using Theorem 2.1, the isotropy action is polar and we get (i) ⇔ (ii). Taking into account that the cohomogeneity of a hyperpolar action cannot be greater than rank G/K, (3.3) becomes into an equality and we have (ii) ⇒ (iii). Finally, if rank G/K = ρ then (3.3) implies that dim m A = ρ and hence, m A must be abelian which proves (iii) ⇒ (ii).
2 Corollary 3.2 On compact rank one symmetric spaces, the isotropy action is hyperpolar.
Proof of Theorem 1.1
We shall need some general results of complex simple Lie algebras. See [7] for more details. Let g C be a simple Lie algebra over C and h C a Cartan subalgebra of g C . Let ∆ denote the set of non-zero roots of g C with respect to h C and Π = {α 1 , . . . , α l } a system of simple roots or a basis of ∆. Because the restriction of the Killing form B of g C to h C × h C is nondegenerate, there exists a unique element H α ∈ h C such that
for all H ∈ h C . Moreover, we have h C = α∈∆ CH α and B is strictly positive definite on h IR = α∈∆ IRH α . Put < α, β >= B(H α , H β ). We choose root vectors {E α } α∈∆ , such that for all α, β ∈ ∆, we have 6) where the constants N α,β satisfy N α,β = −N −α,−β and
For this choice, E α and E β are orthogonal under B if α + β = 0, B(E α , E −α ) = 1 and we have the orthogonal direct sum
Denote by ∆ + the set of positive roots of ∆ with respect to some lexicographic order in Π.
Then the IR-linear subspace g of g C given by
Next, we shall describe automorphisms of order 2 on the compact Lie algebra g (or on g C ). First, suppose that σ is an inner automorphism.
(A) σ is an inner automorphism
Each inner automorphism of order 2 on g C is conjugate in the inner automorphism group of g C to some σ = Ad exp 2π
2 H k with m k = 1 (hermitian symmetric space) and the corresponding simple root systems Π(H) for g σ C given by Π(H) = {α i ∈ Π | i = k} or H = H k with m k = 2 (non-hermitian symmetric space) and Π(H) = {α i ∈ Π | i = k}∪ {−µ}. Denote by ∆ + (H) the positive root system generated by Π(H). Then, we have h ⊂ k = g σ and Proof. We shall show that for rank G/K ≥ 2 and σ = Ad exp 2π √ −1H there exist α, β ∈ ∆ ∆(H) satisfying the hypothesis of Lemma 4.1. Then the proof follows as a direct consequence from this lemma and Corollary 3.2.
First, we consider H = 
, e 6 or e 7 and α k and α 0 = −µ are elements of ∆ ∆(H). Adjoining α 0 = −µ to Π we have an extended systemΠ = {α 0 , α 1 , . . . , α l } which determines the corresponding extended Schläfli-Dynkin diagram of g C . We take α 0 and α k as α and β in Lemma 4.1. Because α k − α 0 is not a root, we only have to prove that α 0 + α k ∈ ∆, or equivalently, using (4.7), that < α 0 , α k >= 0.
On
α0
, we have k ∈ {1, . . . l} and ∆ is given by
Hence, for k ∈ {2, . . . , l − 1} we get that α 0 + α k is not a root. For k = 1 or k = l, the corresponding symmetric space is CP l and rank G/K = 1. On b l :
we have k = 1 and
So, we get (α 0 + α 1 ) = −(2α 2 + . . . + 2α l ) ∈ ∆. On c l :
Hence, α 0 + α 1 , α 0 + α l−1 and α 0 + α l are not roots.
On e 8 and consequently on e 6 and e 7 , we have < α i , α i >= 2, for all i ∈ {1, . . . , 8}, < α 4 , α 5 >=< α 5 , α 6 >=< α 6 , α 7 >=< α 7 , α 8 > (4.12) =< α 4 , α 2 >=< α 4 , α 3 >=< α 3 , α 1 >= −1 and < α i , α j >= 0 for the other (i, j). If g C = e 6 then µ = α 1 + 2α 2 + 2α 3 + 3α 4 + 2α 5 + α 6 and hence k = 1 or k = 6. It is easy to check that < µ, α 1 >=< µ, α 6 >= 0. If g C = e 7 , then µ = 2α 1 + 2α 2 + 3α 3 + 4α 4 + 3α 5 + 2α 6 + α 7 , k = 7 and we again obtain < µ, α 7 >= 0.
Next, suppose that H = H k , for some k ∈ {1, . . . , l} such that m k = 2 and α = l i=1 n i α i is an element of ∆ + (H). Then n k = 0 or n k = m k = 2 and we get that α k ∈ ∆ ∆(H). From [3, Lemma 4.5],μ given byμ = l j=1 (m j − 1)α j is a root for g C = a l . Because it can be expressed asμ = α k + l j=1 j =k (m j − 1)α j , it also is an element of ∆ ∆(H). Then, we take α = α k and β =μ in Lemma 4.1 when g C is b l , c l or d l :
For g C = b l , k belongs to {2, . . . , l} and if k < l, it follows from (4.9) that α + β and α − β are not roots. For k = l, G/K is an one-rank symmetric space, namely S 2l .
If g C = c l , then k ∈ {1, . . . , l − 1}. For k ∈ {2, . . . , l − 2}, α + β ∈ ∆ and α − β ∈ ∆. When k = 1 or k = l − 1, rank G/K = 1 and it coincides with HP l−1 .
For g C = d l and k ∈ {2, . . . , l − 2} it follows from (4.11) that α + β and α − β are not roots. Now, consider g C = g 2 :
and k = 2. A set of roots ∆ of g 2 is given by
Then, ∆ ∆(H) = {±α 2 , ±(α 1 + α 2 ), ±(2α 1 + α 2 ), ±(3α 1 + α 2 )} and α = α 2 and β =μ = 2α 1 + α 2 satisfy the hypothesis of Lemma 4.1.
, we have
and the other < α i , α j > are zero. In fact, < α, α >= 1 or 2 for all α ∈ ∆. In particular, we get <μ,μ >= 1 and < α 1 ,μ >= 0. Then, <μ + α 1 ,μ + α 1 >=<μ − α 1 ,μ − α 1 >= 3 and it implies thatμ ± α 1 are not roots. Hence, for H = H 1 , the roots α = α 1 and β =μ verify the hypothesis of Lemma 4.1. For k = 4, the corresponding Riemannian symmetric space G/K has rank one and it is precisely the Cayley plain CaP 2 .
If g C = e 6 :
, it follows from (4.12) that < α 2 ,μ >= 0 and so,
Because on e 6 , e 7 and e 8 , < α, α >= 2 for all α ∈ ∆, we have thatμ + α 2 andμ − α 2 are not roots. In similar way we get thatμ ± α 3 and µ ± α 5 are not roots.
and H = H 2 , we take α = α 2 and β = α 2 + α 3 + 2α 4 + α 5 . Because < β, β >= 2 we get that β ∈ ∆ ∆(H). Moreover, < α, β >= 0 and then we obtain again that < α + β, α + β >=< α − β, α − β >= 4, which implies that α ± β are not roots. For H = H 1 we obtain that < α 1 ,μ >= 0 and it proves thatμ ± α 1 are not roots. In similar way,μ ± α 6 are not roots.
Finally, we consider g C of type e 8 :
. For H = H 8 , we get, using (4.12), that < α 8 ,μ >= 0 and it gives thatμ ± α 8 are not roots. So, we only need to consider the case H = H 1 . Here, we take α = α 1 and β = α 1 + α 2 + 2α 3 + 2α 4 + α 5 . From (4.12), β is a root and < α, β >= 0, which gives as before that α ± β are not roots.
(B) σ is an outer automorphism
Let G/K be an irreducible, compact, simply connected Riemannian symmetric space such that the associated automorphism to the pair (G, K) is outer (not inner) and so, rank k < rank g. It is well known that G/K is just one of the following:
(i) the symmetric spaces of Type I (4) or (ii) the symmetric spaces of Type II or group type .
Next, we look for hyperpolar isotropy actions on each one of these spaces. We shall prove that the spaces in (1.1) are the unique irreducible, compact, simply connected Riemannian symmetric spaces of rank greater than one where the isotropy action is hyperpolar. Then Theorem 1.1 will follow from Corollary 3.2 and Proposition 4.3.
SU (l)/SO(l) : Consider su(l) as a compact real form of the complex classical Lie algebra a l−1 = sl(l, C) and let h C be the diagonal matrices of trace 0. Then h C is a Cartan subalgebra of sl(l, C). On su(l) we take the involutive automorphism σ defined by σ(X) =X. Then the Cartan decomposition associated to σ is su(l) = so(l) ⊕ m, where m consists of all symmetric purely imaginary l × l-matrices of trace 0, and σ determines the automorphism associated to the pair (SU (l), SO(l)). The set of roots with respect to h C is given by ∆ = {e i − e j , 1 ≤ i = j ≤ l}, where e i (H), 1 ≤ i ≤ l, is the corresponding diagonal element of H ∈ h C and Π = {α i = e i − e i+1 , 1 ≤ i ≤ l − 1} becomes into a basis. Let E ij denote the l × lmatrix whose r-th row and s-th column is given by δ ir δ js . Then the root vectors are given by E α i +...+α j = E i(j+1) and
and < α i , α j >= 0 for the other (i, j). It is easy to check that Using (3.3) , it implies that the cohomogeneity of the SO(l)-action is strictly greater than l − 1 = rank (SU (l)/SO(l)). Then this action cannot be hyperpolar. Now, we shall prove that the SO(3)-action on SU (3)/SO(3) is in fact hyperpolar. Here, h is generated by
from (4.8) and (4.14) and taking again A = √ −1H α 1 , we get m A = h and, from Theorem 3.1, the SO(3)-action is hyperpolar.
SU (2l)/Sp(l) : For a 2l−1 with its compact real form su(2l), we put as before α i = e i −e i+1 , 1 ≤ i ≤ 2l − 1. Then Π = {α i , i = 1 . . . , 2l − 1} is a basis of the root system. Let σ be the involutive automorphism on su(2l) given by θ(X) = J lX J −1 l , where J l is the l × l-matrix given by 0 I l −I l 0 and I l denotes the identity matrix of order l. Then the Cartan decomposition associated to σ is su(2l) = sp(l) ⊕ m, where
Moreover, we have
belong to m, for all i ∈ {1, . . . , l − 1}. Putting A = √ −1(H α 1 + H α l+1 ) and taking l ≥ 4, we get from (4.8) and (4.14) that U 0
Hence, the Sp(l)-action on SU (2l)/Sp(l) is not hyperpolar for l ≥ 4. Next, we only have to consider the Sp(3)-action on SU (6)/Sp(3), because SU (4)/Sp(2) has rank one. Here a positive root system ∆ + is given by
, for α, β ∈ ∆ + , a = 0, 1, a basis for m is the following:
From (4.8) and (4.14) and taking
Then m A is abelian and so, Theorem 3.1 implies that the isotropy action on SU (6)/Sp(3) is hyperpolar.
The associated automorphism σ to the symmetric pair (SO(2l), SO(2r + 1) × SO(2(l − r) − 1)) is given by σ(X) = I 2r+1,2(l−r)−1 XI 2r+1,2(l−r)−1 , being I 2r+1,2(l−r)−1 the 2l × 2l matrix
The Cartan decomposition associated to σ is so(2l) = (so(2r + 1) × so(2(l − r) − 1)) ⊕ m, where
it follows that h = i IRH i is abelian subalgebra of so(2l) and h C = i CH i is a Cartan subalgebra of d l = so(2l, C). Moreover, from (4.15) we get m ∩ h = IRH r+1 . Next, we put A = H r+1 . Using again (4.16), we obtain [A, E 6 /F 4 : In order to obtain the corresponding outer involutive automorphism on e 6 , we recall the general method to obtain automorphisms from symmetries of the Dynkin diagram. Let g C be a simple Lie algebra over C, h C a Cartan subalgebra of g C and a system Π = {α 1 , . . . , α l } of simple roots of the set ∆ of roots with respect to h C . Let {H α 1 , . . . , H α l ; E α : α ∈ ∆} be a Weyl basis of g C and let s : Π → Π be a symmetry of the corresponding Dynkin diagram. Then, extending s to ∆ by linearity, the linear transformation of g C defined by σ(H α i ) = H s(α i ) and σ(E α ) = E s(α) becomes into an automorphism on g C which preserves g and it is inner if and only if s = Id.
Next, consider g C = e 6 and the symmetry s of order 2 given by
Then g σ C is of type f 4 , where a basis is given by
E ±(α 2 +...+α 5 ) , E ±(α 2 +α 3 +2α 4 +2α 5 +α 6 ) + E ±(α 1 +α 2 +2α 3 +2α 4 +α 5 ) , E ±(α 1 +α 2 +α 3 +2α 4 +α 5 +α 6 ) , E ±(α 1 +α 2 +α 3 +2α 4 +2α 5 +α 6 ) + E ±(α 1 +α 2 +2α 3 +2α 4 +α 5 +α 6 ) , E ±(α 1 +α 2 +2α 3 +2α 4 +2α 5 +α 6 ) , E ±(α 1 +α 2 +2α 3 +3α 4 +2α 5 +α 6 ) , E ±(α 1 +2α 2 +2α 3 +3α 4 +2α 5 +α 6 ) }.
Hence, we obtain the following basis for m = (g σ ) ⊥ in g : 
. Then, using (4.8) and (4.12), we obtain
and Theorem 3.1 implies that the F 4 -action on E 6 /F 4 is hyperpolar.
; then σ ′ is an outer automorphism of order two on g C = e 6 . Using (4.12) we get that a basis for g σ ′ C is given by
E ±(α 2 +α 3 +2α 4 +α 5 +α 6 ) + E ±(α 1 +α 2 +α 3 +2α 4 +α 5 ) , E ±(α 1 +α 2 +α 3 +2α 4 +α 5 +α 6 ) , E ±(α 2 +α 3 +2α 4 +2α 5 +α 6 ) + E ±(α 1 +α 2 +2α 3 +2α 4 +α 5 ) , E ±(α 1 +α 2 +α 3 +2α 4 +2α 5 +α 6 ) + E ±(α 1 +α 2 +2α 3 +2α 4 +α 5 +α 6 ) , E ±(α 1 +α 2 +2α 3 +2α 4 +2α 5 +α 6 ) }.
A glance at g σ ′ shows that it is of rank 4 and dimension 36, hence of type c 4 . The subspace m = (g σ ′ ) ⊥ in g is generated by Because rank E 6 /Sp(4) = 6, it follows that the the isotropy action on E 6 /Sp(4) is not hyperpolar.
Finally, we study isotropy actions on irreducible Riemannian symmetric spaces of type II, i.e. on compact simple simply connected Lie groups G equipped with a bi-invariant metric, up to scalar the Killing form. The corresponding symmetric pair is given by (G × G, ∆G), where ∆G denotes the diagonal of G × G, and the associated automorphism σ is the mapping σ : (g 1 , g 2 ) → (g 2 , g 1 ). As before, we consider the Lie algebra g of G as a compact real form g = h + α∈∆ + (IRU 0 α + IRU 1 α ) of a complex simple Lie algebra g C , where ∆ + denotes the set of positive roots with respect to some lexicographic order. Then (−1)-eigenspace of σ on g ⊕ g is given by m = {(X, −X) | X ∈ g}.
Put A = ( √ −1H α , − √ −1H α ), for some α ∈ ∆ + and suppose that there exits β ∈ ∆ + such that < α, β >= 0. Then, using (4.8) we get that (U a β , −U a β ) belongs to m A and [(U 0 β , −U 0 β ), (U 1 β , −U 1 β )] = 2( √ −1H β , √ −1H β ). Hence, m A is not abelian and Theorem 3.1 implies that the isotropy action on (G×G)/∆G cannot be hyperpolar. Using Cartan matrices, one can easily check that < α 1 , α l >= 0, being l = rank g C , for any complex simple Lie algebra g C , except for a 1 , a 2 and g 2 . Moreover, taking ∆ as in (4.13) for g C = g 2 , we get < α 1 , α 1 >= 2, < α 2 , α 2 >= 6, < α 1 , α 2 >= −3, which implies that < α 1 , µ >= 0. Hence, we only need to analyse the isotropy action on the rank two symmetric space (SU (3) × SU (3))/∆SU (3). Here, m is generated by
From (4.8) and (4.14) and taking A = ( √ −1H α 1 , − √ −1H α 1 ), we obtain
Then m A is abelian and so, from Theorem 3.1, the isotropy action is hyperpolar.
