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บทคัดย่อ
การวิเคราะห์อภิมาน เป็นการใช้วิธีการทางสถิติในการรวมผลงานวิจัยหลายเรื่องท่ีศึกษาปัญหาการวิจัย 
ในเรื่องเดียวกัน การตัดสินใจเพื่อเลือกตัวแบบท่ีเหมาะสมในการวิเคราะห์เพื่อหาผลลัพธ์ของผลรวมของค่าสถิต ิ
ที่ได้จากงานวิจัยท่ีน�ามาศึกษานั้น จะพิจารณาจากตัวแบบอิทธิพลในรูปแบบต่างๆ ในการประมาณช่วงความเชื่อมั่น
ส�าหรบัการวเิคราะห์อภมิาน สามารถเลอืกตวัแบบทีเ่หมาะสมได้จากลกัษณะความคลาดเคลือ่นของการทดลองส�าหรบั
งานวิจัยที่มีทั้งตัวแบบอิทธิพลก�าหนดและตัวแบบอิทธิพลสุ่ม ซึ่งทั้ง 2 ตัวแบบมีการค�านวณความแตกต่างของค่าสถิติ
จากงานวจิยัต่างกัน อกีท้ังบทความนีไ้ด้น�าเสนอเกณฑ์ในการเปรยีบเทียบประสิทธภิาพช่วงความเชือ่มัน่ โดยพจิารณา
จากค่าความน่าจะเป็นคลอบคลุมและค่าเฉลี่ยความกว้าง จะสามารถบอกถึงวิธีการประมาณค่าท่ีมีประสิทธิภาพ 
มากที่สุดได้
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Abstract
Meta-analysis is one of the statistical analyses of a large collection of analysis results from individual for 
the purpose of interpreting findings. The purpose of selecting an appropriate model for combining the results 
to produce an overall statistic from the included studies. Confidence intervals estimate for meta-analysis 
consider for heterogeneity among studies of experiment. The models for meta-analysis are the fixed effect 
model and the random effect model. The coverage probability and expected length are the criteria for evaluating 
the performance of confidence intervals.
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1. บทน�า
 การวิเคราะห์อภิมาน (Meta-analysis) เป็นการน�า 
งานวิจัยหลายๆ เรื่อง ที่ศึกษาปัญหาวิจัยเดียวกัน 
มาทบทวนงานวจิยัอย่างเป็นระบบ โดยน�าเอาวธิกีารทาง
สถติมิาใช้ในการสังเคราะห์หาข้อสรปุของงานวจิยั เพือ่ให้
ได้ผลที่มีประสิทธิภาพน่าเชื่อถือ Glass [1] เป็นนักวิจัย
ทางการศกึษาท่านแรก ทีน่�าเอาการวเิคราะห์อภมิานมาใช้ 
ซึ่งข้อมูลส�าหรับการวิเคราะห์อภิมานประกอบด้วย 
ผลการวิจัยในรูปขนาดอิทธิพลและคุณลักษณะของ 
งานวิจัย การรวมผลงานวิจัยหลายๆ เรื่องเข้าด้วยกัน 
อาจท�าให้เกิดปัญหาหลายอย่างตามมาได้ เช่น ผลจาก
อคติที่เกิดจากการรายงานและการเผยแพร่งานวิจัย 
การรวมงานวจิยัทีแ่ตกต่างกันเข้าด้วยกนั โดยอาจแตกต่าง 
จากการคัดเลือกกลุ่มตัวอย่าง ระยะเวลาในการศึกษา 
เป็นต้น
 การวิเคราะห์อภิมาน มีบทบาทส�าคัญในงานวิจัย
หลายๆ ด้าน [2] ทัง้ในด้านการแพทย์และสาธารณสุข เช่น
การทดสอบยาและการวินิจฉัยโรค เป็นต้น ด้านจิตวิทยา 
การวเิคราะห์อภมิานถกูน�ามาใช้ในการรกัษาผูป่้วยทางจติ 
ด้านวทิยาศาสตร์ อยูใ่นเรือ่งของการทดลองทางชวีวทิยา
และด้านสังคมศาสตร์ใช ้ในการประเมินผลสัมฤทธิ ์
ในการเรียนการสอน ซึ่งการวิเคราะห์อภิมานจะเป็น 
เครื่องมือส�าคัญในการตอบปัญหาและวางแผนงานวิจัย 
ในการวเิคราะห์อภมิาน นกัวจิยัจะประเมนิความแตกต่าง 
ของผลจากงานวจิยัท่ีน�ามาศกึษา ซึง่อยูใ่นรปูของค่าสถติิ 
ที่มีผลลัพธ์ท่ีแตกต่างกัน และผลของการประเมินความ
แตกต่างจากผลการวิจัยที่น�ามาศึกษาจะน�าไปใช้เพื่อ
ประกอบการตัดสินใจเลือกตัวแบบทางสถิติ เพื่อหาค่า 
ผลรวมของสถิติ โดยตัวแบบที่ใช้ในการวิเคราะห์ข้อมูลมี 
2 ตัวแบบ คือตัวแบบอิทธิพลก�าหนด (Fixed Effect 
Model) และตวัแบบอทิธพิลสุม่ (Random Effect Model) 
จึงท�าให้นักวิจัยจ�าเป็นต้องมีความรู้ความเข้าใจในวิธีการ
ทางสถิติ เพื่อเลือกใช้ตัวแบบที่เหมาะสมในการวิเคราะห์
อภิมาน
 วตัถปุระสงค์ของบทความนีเ้พือ่อธบิายตวัแบบทาง
สถิติท่ีใช้ในการวิเคราะห์ข้อมูลท้ัง 2 ตัวแบบในรูปของ 
ช่วงความเชื่อมั่น ซึ่งเป็นวิธีการประเมินความแตกต่าง 
ทางสถิติส�าหรับการวิเคราะห์อภิมาน
2. พารามิเตอร์ที่ใช้ในการวิเคราะห์อภิมาน
 ในการตัดสินใจเพื่อเลือกพารามิเตอร์ที่เหมาะสม 
เพื่อรวบรวมผลการวิจัยท่ีน�ามาศึกษาเข้าด้วยกันจะต้อง
พิจารณาถึงผลลัพธ์ที่ได้จากการเปรียบเทียบกันระหว่าง
ข้อมูลจากกลุ่มทดลองและกลุ่มควบคุม โดยกลุ่มทดลอง
เป็นกลุ่มของข้อมูลท่ีเราต้องศึกษา และกลุ่มควบคุมเป็น 
กลุ่มของข้อมูลที่ต้องการน�ามาเปรียบเทียบกลุ่มทดลอง 
เช่นในการทดสอบยาแอสไพรนิ แบ่งกลุม่ทดลองออกเป็น 
2 กลุม่ โดยทีก่ลุม่ท่ี 1 เป็นกลุม่ทดลองให้ยาแอสไพรนิจรงิ 
ส่วนกลุ่มท่ี 2 ให้เป็นกลุ่มควบคุมให้ยาหลอก (Placebo) 
ซึ่งเป็นสารที่ไม่ก่อให้เกิดขบวนการทางการรักษา โดย
ผลลัพธ์ที่เป็นไปได้ของการทดลองอาจอยู ่ในรูปของ
ข้อมูลแบบทวินาม [3] ซึ่งแบ่งข้อมูลออกเป็น 2 กลุ่ม เช่น 
การตาย-การรอดชีวิต การรักษาหาย-การรักษาไม่หาย 
เป็นต้น ค่าสถิติที่น�ามาประมาณค่าพารามิเตอร์ของ
ข้อมูลชนิดนี้ คือค่าความเส่ียงสัมพัทธ์ (Relative Risk), 
Absolute Risk Reduction (ARR), Number Needed 
to Treat (NNT) และ Odds Ratio (OR) ส่วนข้อมูลอีก
รูปแบบหนึ่งคือข้อมูลแบบต่อเนื่อง เช่น การศึกษาถึง 
การเปลี่ยนแปลงของระดับน�้าตาลในเลือดของผู ้ป่วย
โรคเบาหวาน เป็นต้น ซึ่งค่าสถิติท่ีน�ามาประมาณค่า
พารามิเตอร์ของข้อมูลชนิดนี้ คือผลต่างค่าเฉลี่ย (Mean 
Difference) และผลต่างค่าเฉลีย่มาตรฐาน (Standardized 
Mean Difference) ซึ่งแต่ละวิธีมีรายละเอียดส�าคัญ 
ดังต่อไปนี้
2.1 ค่าความเสี่ยงสัมพัทธ์ (Relative Risk)
 ค่าความเสี่ยงสัมพัทธ์ คืออัตราส่วนความน่าจะเป็น
ท่ีจะประสบความส�าเร็จของกลุ่มทดลองและกลุ่มควบคุม 
ถ้าค่าความเส่ียงสัมพัทธ์มีค่าเท่ากับ 1 แสดงว่าไม่มี
ความแตกต่างกันระหว่างกลุ่มท่ีเปรียบเทียบกัน แต่ถ้า
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เหตุการณ์ที่เราสนใจเป็นผลในเชิงลบ และค่าความเส่ียง 
สมัพทัธ์ มค่ีาน้อยกว่า 1 แสดงว่าการเกิดเหตกุารณ์ในกลุม่
ทดลองน้อยกว่ากลุ่มควบคุม
2.2 Absolute Risk Reduction (ARR) 
 ARR คือค่าผลต่างระหว่างความน่าจะเป็นของ
เหตกุารณ์ในกลุม่ทดลองและกลุม่ควบคุม ค่าท่ีได้บอกถงึ
ร้อยละของสิง่ทีส่ามารถป้องกันไม่ให้เกิดเหตกุารณ์ทีเ่ป็น
ผลในเชิงลบได้ในสิ่งที่เราศึกษา ในกรณีท่ีเกิดเหตุการณ์
ในกลุม่ทดลองมมีากกว่าในกลุม่ควบคุม ARR ทีเ่ท่ากับ 0 
แสดงว่าไม่มีความแตกต่างต่างกันระหว่างกลุ่ม คือกลุ่ม
ทดลองและกลุ่มควบคุม
2.3 Number Needed to Treat (NNT)
 NNT มีค่าเป็นส่วนกลับของ ARR ค่า NNT เป็น
พารามิเตอร์อีกตัวหนึ่งท่ีใช้ในการประเมินประสิทธิภาพ
ของการใช้ยา โดยค่าท่ีได้จะบอกถึงจ�านวนผู ้ป่วยท่ี 
จะต้องได้รับยาที่เราสนใจศึกษา เพื่อที่จะป้องกันการเกิด
เหตุการณ์ท่ีเป็นผลในเชิงลบ 1 เหตุการณ์ (เพื่อให้เกิด
ผลในเชิงบวก)
2.4 Odds Ratio (OR)
 OR เป็นสัดส่วน Odds ระหว่างกลุ ่ม 2 กลุ ่มท่ี 
เปรยีบเทยีบกัน ส�าหรบัค่า Odds ในแต่ละกลุม่จะมค่ีาเท่ากบั 
ความน่าจะเป็นทีเ่กิดเหตกุารณ์หารด้วยความน่าจะเป็นที่
ไม่เกิดเหตกุารณ์ ค่า OR ทีเ่ท่ากับ 1 หมายความว่า โอกาส
ทีจ่ะเกิดเหตกุารณ์ท่ีเราสนใจในท้ังสองกลุม่ไม่แตกต่างกัน 
นัน่คอืไม่มคีวามแตกต่างระหว่าง 2 กลุม่ท่ีเปรยีบเทยีบกัน 
ค่า OR จะมีค่าใกล้เคียงกับค่าความเสี่ยงสัมพัทธ์ ในกรณี
ทีเ่หตกุารณ์ทีส่นใจเกดิขึน้น้อยมาก นอกจากนีย้งัสามารถ
ใช้ OR แทนค่าความเสีย่งสมัพทัธ์ ได้ในกรณท่ีีไม่สามารถ
ค�านวณค่าความเสี่ยงสัมพัทธ์ได้
2.5 ผลต่างค่าเฉลี่ย (Mean Difference)
 ผลต่างค่าเฉลี่ย คือผลต่างระหว่างค่าเฉลี่ยในกลุ่ม
ทดลองกับกลุ ่มควบคุม ซึ่งใช้ในกรณีข้อมูลที่ได้จาก 
งานวิจัยมีการกระจายแบบปกติและงานวิจัยเหล่านั้นใช้
เครื่องมือหรือมาตรวัดเดียวกันในการวัดผล
2.6 ผลต่างค่าเฉลี่ยมาตรฐาน (Standardized Mean 
Difference)
 ผลต่างค่าเฉลี่ยมาตรฐาน เป็นอัตราส่วนระหว่าง 
ผลต่างของค่าเฉลีย่ทัง้ 2 กลุม่และส่วนเบีย่งมาตรฐานร่วม
ของกลุ่มทดลองและกลุ่มควบคุม ใช้ในกรณีท่ีข้อมูลที่ได้
จากงานวจิยัมกีารแจกแจงแบบปกต ิแต่งานวจิยัแต่ละเรือ่ง 
ใช้มาตรวดัแตกต่างกนัในการวดัผลอย่างเดียวกัน การท่ีจะน�า 
ผลที่ได้มาเปรียบเทียบและรวมเข้าด้วยกัน จ�าเป็นต้อง
แปลงให้อยู่ในรูปของผลต่างค่าเฉลี่ยมาตรฐาน ซึ่งจะให้
ค่าที่ไม่มีหน่วยของการวัดมาเกี่ยวข้องกับขนาดอิทธิพล
3. วิธีการวิเคราะห์อภิมาน
 จากค่าพารามิเตอร์ท่ีแสดงผลเปรียบเทียบระหว่าง
กลุม่ทดลองและกลุม่ควบคุม ล�าดับต่อไปคือการรวมผลลพัธ์ 
ที่ได้จากงานวิจัยในแต่ละเรื่องเข้าด้วยกัน เพื่อจะเลือกใช้
ตัวแบบท่ีเหมาะสมจะต้องตรวจสอบก่อนว่าผลลัพธ์ท่ีได้
จากงานวิจัยแต่ละงานมีความแตกต่างกันหรือไม่ โดยน�า
การทดสอบทางสถิติมาใช้ในการทดสอบ สถิติที่นิยมใช้
คือ Q-Statistic ซึ่งมีลักษณะการแจกแจงแบบไคสแควร ์
ทีอ่งศาความเป็นอสิระเท่ากบั n-1 เมือ่ n คือจ�านวนงานวจิยั 
ที่น�าผลมารวมกัน ถ้าผลการวิจัยท่ีน�ามาวิเคราะห์มี 
ความแตกต่างกนัอย่างไม่มนียัส�าคัญทางสถติ ิหรอืสาเหต ุ
ของความแตกต่างมาจากความคลาดเคลื่อนแบบสุ ่ม 
(Random Error) [4] ควรจะเลือกใช้ตัวแบบอิทธิพล
ก�าหนด (Fixed Effect Model) แต่ถ้าผลการวิจัยที่น�ามา
วเิคราะห์มคีวามแตกต่างกนัอย่างมนียัส�าคญั ซึง่จรงิๆ แล้ว 
ควรจะหาสาเหตุของความแตกต่างของผลการวิจัยนี ้
ซึ่งอาจจะเกิดจากความบังเอิญ หรือความแตกต่าง 
ในหน่วยทดลองนั้นๆ แต่ถ้าไม่สามารถหาเหตุผลมา
อธิบายความแตกต่างนั้นได ้จะใช้วิธีการรวมผลการวิจัย
โดยตัวแบบอิทธิพลสุ่ม (Random Effect Model)
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3.1 ตัวแบบอิทธิพลก�าหนด (Fixed Effect Model)
 ตัวแบบอิทธิพลก�าหนดเป็นตัวแบบทางสถิติที่ใช ้
ในการรวมผลการวิจัย เมื่อมีการทดสอบสถิติแล้วพบว่า
ผลการวิจัยท่ีน�ามาทดสอบนั้นมีความแตกต่างกันอย่าง
ไม่มนียัส�าคัญทางสถติ ิตวัแบบอทิธพิลก�าหนดมข้ีอสมมติ
เบื้องต้นว่า ความแตกต่างในผลการวิจัยหรืออิทธิพลที ่
แท้จรงิท่ีมผีลท�าให้การวจิยัมคีวามแตกต่างกันเกิดขึน้ ซึง่มี 
สาเหตุมาจากความผิดพลาดแบบสุ่มภายในงานวิจัยเอง 
ซึง่จดัเป็นความแปรปรวนภายในงานวจัิย (Within-study 
Variation) จะไม่ถกูน�ามาพจิารณาในขัน้ตอนการวเิคราะห์
อภมิานข้อมลู ตวัแบบอทิธพิลก�าหนดแสดงดังสมการที ่1 
[6]
 Yi  = θ + ei  (1)
โดย Yi คืองานวิจัยที่ i ที่น�ามาวิเคราะห์อภิมาน 
ซึ่ง i = 1, 2, …, n
 θ คือขนาดอิทธิพล
 ei คือค่าความคลาดเคลื่อนจากการสุ่ม 
ซึ่ง 
  คือค่าความแปรปรวนในแต่ละกลุ่มทดลอง
3.2 ตัวแบบอิทธิพลสุ่ม (Random Effect Model)
 ตัวแบบอิทธิพลสุ ่ม  เป ็นตัวแบบทางสถิติ ท่ีใช ้ 
ในการรวมผลการวิจัยเข้าด้วยกัน เมื่อมีการทดสอบ 
ทางสถิติ แล้วพบว่าผลการวิจัยท่ีน�ามาทดสอบนั้นมี 
ความแตกต่างกัน อย่างมีนัยส�าคัญทางสถิติ ตัวแบบ
อิทธิพลสุ่ม มีข้อสมมติเบื้องต้นว่า ความแตกต่างของ
ผลการวิจัยที่เป็นหน่วยตัวอย่างมาจากความแปรปรวน
ภายในงานวิจัยและความแปรปรวนระหว่างงานวิจัย 
(Inter-study Variation) ตัวแบบอิทธิพลสุ ่มแสดงดัง
สมการที่ 2 [6]
  (2)
โดย Yi คืองานวิจัยที่ i ที่น�ามาวิเคราะห์อภิมาน 
ซึ่ง i = 1, 2, …, n
 θ คือขนาดอิทธิพล
 δi คือค่าความแปรปรวนระหว่างงานวิจัย 
ซึ่ง 
 τ2 คือค่าความแปรปรวนภายในงานวิจัย
 ei คือค่าความคลาดเคลื่อนจากการสุ่ม 
ซึ่ง 
  คือค่าความแปรปรวนในแต่ละกลุ่มทดลอง
 การพิจารณาผลท่ีได้จากตัวแบบอิทธิพลก�าหนด
และอิทธิพลสุ่ม ถ้าใช้การประมาณค่าแบบจุดจะให้ค่าท่ี 
ใกล้เคียงกัน แต่ถ้าใช้การประมาณโดยใช้ช่วงความเชือ่มัน่ 
(Confidence Intervals) การใช้ตัวแบบอิทธิพลสุ่มจะให้
ช่วงที่กว้างกว่า เนื่องจากมีอิทธิพลจากความแปรปรวน
ระหว่างงานวิจัย แต่ในปัจจุบันยังไม่มีข้อสรุปใดบอกว่า
ตัวแบบใดมีความเหมาะสมที่สุด เพราะแต่ละตัวแบบต่าง
มีทั้งข้อดีและข้อเสีย [5]
4. ช่วงความเชื่อมั่นส�าหรับการวิเคราะห์อภิมาน
 การประมาณช่วงความเชือ่มัน่ (1-α )100% ของการ
วิเคราะห์อภิมาน เป็นการหาค่าสถิติ 2 ค่า คือ a และ b 
ซึ่ง P(a ≤ θ ≤ b) = 1-α  โดยที่ θ คือพารามิเตอร์ของขนาด
อิทธิพลท่ีต้องการประมาณขึ้น การก�าหนด 1-α จะมีค่า
เท่ากับ 0.90, 0.95 หรือ 0.99
 วิธีการประมาณค ่าช ่วงความเชื่อมั่นส�าหรับ 
การวิเคราะห์อภิมาน ท่ีน�าเสนอในบทความนี้แบ่งเป็น 
2 ตัวแบบ ได้แก่ ช่วงความเชื่อมั่นส�าหรับการวิเคราะห์
อภิมาน ส�าหรับตัวแบบอิทธิพลก�าหนด ช่วงความเชื่อมั่น
ส�าหรับการวิเคราะห์อภิมาน ส�าหรับตัวแบบอิทธิพลสุ่ม
4.1 ช่วงความเช่ือม่ันส�าหรับการวิเคราะห์อภิมาน 
ส�าหรับตัวแบบอิทธิพลก�าหนด
 เนือ่งจากตวัแบบอทิธพิลก�าหนด มสีาเหตขุองความ
แตกต่างของการวมงานวิจัยที่มาจากความคลาดเคลื่อน
แบบสุ่มเพียงอย่างเดียว จึงมีลักษณะช่วงความเชื่อมั่น 
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ดังสมการที่ 3 [3]
  (3)
โดย  = 
  = 
 wi = 
4.2 ช่วงความเช่ือม่ันส�าหรับการวิเคราะห์อภิมาน 
ส�าหรับตัวแบบอิทธิพลสุ่ม
 ตัวแบบอิทธิพลสุ ่ม มีสาเหตุของความแตกต่าง
ของการวมงานวิจัยที่มาจากความคลาดเคลื่อนของ 
ความแปรปรวนภายในงานวจิยัและความแปรปรวนระหว่าง 
งานวิจัย ซึ่งมีลักษณะช่วงความเชื่อมั่นดังสมการที่ 4 [3]
  (4)
โดย  = 
  = 
  = 
  = 
 ซึ่งการประมาณค่าพารามิเตอร์ τ ด้วย τ  มีผู้วิจัยได้
ท�าการศึกษาไว้หลายท่าน ซึ่งมีรายละเอียดดังต่อไปนี้
4.2.1 วิธีการประมาณค่าของ Hunter and Schmidt 
 Hunter  and  Schmidt  [6]  ได้ประมาณค่าความแปรปรวน 
ระหว่างงานวิจัย โดยค�านวณจากความแตกต่างของ 
ผลรวมความแปรปรวนจากการประมาณขนาดอิทธิพล
และค่าเฉลีย่ของความแปรปรวนภายในกลุม่ ดังสมการที ่5
  (5)
โดย Q = 
  = 
 wi = 
4.2.2 วิธีการประมาณค่าของ Hedges 
 Hedges [7] ได้ประมาณค่าสัดส่วนความแตกต่าง
ของความแปรปรวนซึ่งค�านวณมาจากความแตกต่าง
ระหว่างผลรวมความแปรปรวนของค่าขนาดอิทธิพลและ
ค่าเฉลี่ยถ่วงน�้าหนักของความแปรปรวน ดังสมการที่ 6
  (6)
โดย  = 
4.2.3 วธิกีารประมาณค่าของ Dersimonian and Laid 
 Dersimonian and Laid [8] ได้เสนอวธิกีารประมาณ
ค่าอิทธิพลสุ่ม สูตรท่ีใช้ในการค�านวณของค่าอิทธิพลสุ่ม 
มาจากความแปรปรวนภายในงานวจิยัและความแปรปรวน 
ระหว่างงานวิจัยมาถ่วงน�้าหนัก ดังสมการที่ 7
  (7)
โดย  = 
  = 
5. เกณฑ์ในการพจิารณาการเปรยีบเทยีบประสิทธภิาพ 
ช่วงความเชื่อมั่น
5.1 ค่าความน่าจะเป็นครอบคลมุ (Coverage Probability)
 ค่าความน่าจะเป็นครอบคลุม ในการประมาณช่วง
ความเชื่อมั่นส�าหรับขนาดอิทธิพล (θ) สามารถค�านวณ
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หาจ�านวนช่วงความเชื่อมั่นท่ีครอบคลุมค่าพารามิเตอร์
ขนาดอิทธิพล (θ) ดังสมการที่ 8
  (8)
โดย i มีค่าตั้งแต่ 1, 2,…, M
 Ci คือค่าครอบคลุม
 M คือจ�านวนรอบในการท�าซ�้า
 Li คือค่าประมาณด้านบนของช่วงความเชื่อมั่น 
ช่วงที่ i
 Ui คือค่าประมาณด้านล่างของช่วงความเชื่อมั่น 
ช่วงที่ i
 Ci มีค่าเป็น 1 เมื่อ θ ตกอยู่ในช่วงความเชื่อมั่นที่
ประมาณขึน้ช่วงที่ i ส�าหรบัขนาดอทิธพิลในแต่ละวธิี และ 
ท�าการค�านวณค่าความน่าจะเป็นครอบคลมุสามารถหาได้
จากผลรวมของค่า Ci ทีส่ามารถครอบคลมุค่า θ มาหารด้วย 
จ�านวนรอบในการท�าซ�้า ซึ่งจ�านวนช่วงความเชื่อมั่น
ทั้งหมดเท่ากับจ�านวนรอบในการท�าซ�้าดังสมการที่ 9
  (9)
โดย i มีค่าตั้งแต่ 1, 2,…, M
 M คือจ�านวนรอบในการท�าซ�้า
5.2 ค่าเฉลีย่ความยาวของช่วงความเชือ่ม่ัน (Expected 
Length)
 การหาค่าความยาวของช่วงความเชือ่มัน่ใดๆ ในแต่ละ 
วิธีการประมาณค่าขนาดอิทธิพล θ แทนด้วยสัญลักษณ์ 
Lengthi ค�านวณจากผลต่างระหว่างค่าประมาณด้านบน
และค่าประมาณด้านล่างของช่วงความเชื่อมั่นช่วงท่ี i 
ดังสมการที่ 10
  (10)
โดย i มีค่าตั้งแต่ 1, 2,…, M
 M คือจ�านวนรอบในการท�าซ�้า
 Li คือค่าประมาณด้านบนของช่วงความเชื่อมั่น 
ช่วงที่ i
 Ui คือค่าประมาณด้านล่างของช่วงความเชื่อมั่น 
ช่วงที่ i
 ค่าเฉลี่ยความยาวของช่วงความเชื่อมั่น สามารถ 
ค�านวณได้โดยน�าค่าความยาวของช่วงความเชือ่มัน่จ�านวน 
ช่วงมาหาค่าเฉลี่ย ดังสมการที่ 11
  (11)
โดย i มีค่าตั้งแต่ 1, 2,…, M
 M คือจ�านวนรอบในการท�าซ�้า
6. สรุป
 การวิเคราะห์อภิมาน เป็นการใช้วิธีการทางสถิต ิ
ในการรวมผลงานวจิยัหลายเรือ่งเข้าด้วยกัน ซึง่เป็นการเพิม่ 
ความสามารถทางสถิติท่ีสามารถหาข้อสรุปสุดท้าย 
ในกรณีที่งานวิจัยให้ผลที่แตกต่างกัน โดยแสดงถึง 
การเปรยีบเทยีบระหว่างกลุม่ทดลองและกลุม่ควบคุม การใช้ 
ช่วงความเชื่อมั่นในการวิเคราะห์อภิมานจึงเป็นการหา
ข้อสรุปอย่างกว้างขวางส�าหรับงานวิจัยที่น�ามารวบรวม 
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