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Abstract
The main result here is a characterisation of binary 2-neighbour-transitive codes with
minimum distance at least 5 via their minimal subcodes, which are found to be generated
by certain designs. The motivation for studying this class of codes comes primarily from
their relationship to the class of completely regular codes. The results contained here
yield many more examples of 2-neighbour-transitive codes than previous classification
results of families of 2-neighbour-transitive codes. In the process, new lower bounds
on the minimum distance of particular sub-families are produced. Several results on the
structure of 2-neighbour-transitive codes with arbitrary alphabet size are also proved. The
proofs of the main results apply the classification of minimal and pre-minimal submodules
of the permutation modules over F2 for finite 2-transitive permutation groups.
1 Introduction
A subset C of the vertex set V Γ of the Hamming graph Γ = H(m, q) is a called code,
the elements of C are called codewords, and the subset Ci of V Γ consisting of all vertices of
H(m, q) having nearest codeword at Hamming distance i is called the set of i-neighbours ofC.
The classes of completely regular and s-regular codes were introduced by Delsarte [12] as a
generalisation of perfect codes. The definition of a completely regular code C involves certain
combinatorial regularity conditions on the distance partition {C,C1, . . . , Cρ} of C, where ρ is
the covering radius. The current paper concerns the algebraic analogues, defined directly
below, of the classes of completely regular and s-regular codes. Note that the group Aut(C)
is the setwise stabiliser of C in the full automorphism group of H(m, q).
Definition 1.1. Let C be a code in H(m, q) with covering radius ρ, let s ∈ {1, . . . , ρ}, and
X 6 Aut(C). Then C is said to be
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1. (X, s)-neighbour-transitive if X acts transitively on each of the sets C,C1, . . . , Cs,
2. X-neighbour-transitive if C is (X, 1)-neighbour-transitive,
3. X-completely transitive if C is (X, ρ)-neighbour-transitive, and,
4. s-neighbour-transitive, neighbour-transitive, or completely transitive, respectively, if C
is (Aut(C), s)-neighbour-transitive,Aut(C)-neighbour-transitive, orAut(C)-completely
transitive, respectively.
A variant of the above concept of complete transitivity was introduced for linear codes by
Solé [33], with the above definition first appearing in [23]. Note that non-linear completely tran-
sitive codes do indeed exist; see [22]. Completely transitive codes form a subfamily of com-
pletely regular codes, and s-neighbour transitive codes are a sub-family of s-regular codes,
for each s. It is hoped that studying 2-neighbour-transitive codes will lead to a better un-
derstanding of completely transitive and completely regular codes. Indeed a classification of
2-neighbour-transitive codes would have as a corollary a classification of completely transitive
codes.
The main result of the present paper, stated below, provides a characterisation of binary
2-neighbour-transitive codes with minimum distance at least 5.
Theorem 1.2. Let C be a binary code inH(m, 2) with minimum distance at least 5. Then C is
2-neighbour-transitive if and only if one of the following holds:
1. C is the binary repetition code with minimum distance m;
2. C is one of the following codes (see [16, Definition 4.1]):
(a) the Hadamard code with m = 12 and minimum distance 6,
(b) the punctured Hadamard code with m = 11 and minimum distance 5,
(c) the even weight subcode of the punctured Hadamard code with m = 11 and mini-
mum distance 6; or,
3. there exists a linear subcode C ⊆ C with minimum distance δ and a subgroup X0 6
Aut(C)0, where C, X0, m and δ are as in Table 1, such that
(a) C is (X, 2)-neighbour-transitive, where X = TC ⋊X0 6 Aut(C), and,
(b) C is the union of a set S of cosets of C, and Aut(C) acts transitively on S.
Remark 1.3. Note that, in line 9 of Table 1 it is an open problem as to whether certain values
of r correspond to a code having minimum distance 4. For soc(X0) = PSU3(r), if r ≡ 3
(mod 4) then C is self-orthogonal (that is, C ⊆ C⊥), whilst this is not the case when r ≡
1 (mod 4). Thus, when soc(X0) = PSU3(r), there are two examples of minimal (X, 2)-
neighbour-transitive codes if r ≡ 1 (mod 4), one for each of lines 8 and 9, when soc(X0) =
PSU3(r), but only one, in line 8, when r ≡ 3 (mod 4) (see the proof of Theorem 4.5).
The parameters of perfect codes over prime power alphabets have been classified, and
codes satisfying these parameters found; see [35] or [36]. In contrast, the class of completely
regular codes is vast, with similar classification results remaining an active area of research.
Several recent results have been obtained by Borges et al. in [3, 4, 5, 6]. For a survey of
results on completely regular codes see [7].
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line soc(X0) m δ k conditions
1 Zdp r = p
d >
√
r − 1 + 1 r−12 23 6 r ≡ 7 (mod 8)
2-hom. not 2-trans.
2 Zt2 2
t 2t−1 t+ 1 t > 4, 2-trans.
3 PSLt(2
k) 2
kt−1
2k−1
>
2k(t−1)−1
2k−1
+ 1 tk t > 3, (k, t) 6= (1, 3)
4 A7 15 8 4 -
5 PSL2(r) r + 1 >
√
r + 1 r+12 23 6 r ≡ ±1 (mod 8)
not 3-trans.
6 Sp2t(2) 2
2t−1 − 2t−1 22t−2 − 2t−1 2t+ 1 t > 3
7 Sp2t(2) 2
2t−1 + 2t−1 22t−2 2t+ 1 t > 3
8 PSU3(r) r
3 + 1 > r2 + 1 r2 − r + 1 r is odd
9 PSU3(r) r
3 + 1 > 4 r3 − r2 + r r ≡ 1 (mod 4)
10 Ree(r) r3 + 1 > r3/2 + 1 r2 − r + 1 r > 3
11 M22 22 8 10 -
12 M23 23 8 11 -
13 M24 24 8 12 -
14 HS 176 > 50 21 -
15 Co3 276 100 23 -
Table 1: Parameters for the “minimal” binary linear-(X, 2)-neighbour-transitive codes C in
H(m, 2) of Part 3 in Theorem 1.2, where k is the dimension of C, X = TC ⋊ X0, and the
minimum distance δ of C satisfies 5 6 δ < m. (See Theorem 4.5, and also Remark 1.3. Note
that C is given in the relevant part of the proof of Theorem 4.5.)
Completely-transitive codes have been studied in [6, 15], for instance. Neighbour-transitive
codes are investigated in [19, 20, 21]. The class of 2-neighbour-transitive codes is the subject
of [16, 17, 18], and the present work comprises part of the first author’s PhD thesis [25]. Codes
with 2-transitive actions on the entries of the Hamming graph have been used to find certain
families of codes that achieve capacity on erasure channels [30], and many 2-neighbour-
transitive codes indeed admit such actions (see Proposition 2.2).
The study of 2-neighbour-transitive codes has been partitioned into three subclasses, as
per the following definition. For definitions and notation see Section 2.
Definition 1.4. Let C be a code in H(m, q), X 6 Aut(C) and K be the kernel of the action
of X on the set of entriesM . Then C is
1. X-entry-faithful if X acts faithfully onM , that is, K = 1,
2. X-alphabet-almost-simple ifK 6= 1, X acts transitively onM , and XQii is a 2-transitive
almost-simple group, and,
3. X-alphabet-affine if K 6= 1, X acts transitively on M , and XQii is a 2-transitive affine
group.
Note that Proposition 2.2 and the fact that every 2-transitive group is either affine or almost-
simple (see [9, Section 154]) ensure that every 2-neighbour-transitive code satisfies precisely
one of the cases in Definition 1.4.
Those 2-neighbour transitive codes that are alsoX-entry-faithful, for some automorphism
group X, and have minimum distance at least 5 are classified in [16]; while those that are
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X-alphabet-almost-simple, for some automorphism group X, and have minimum distance at
least 3 are classified in [17]. As a consequence of these results, the proof of Theorem 1.2
amounts to finding all minimal subcodes of binary 2-neighbour-transitive and X-alphabet-
affine codes, for some automorphism groupX, having minimum distance at least 5. Note that
such codes having a binary repetition subcode are classified in [18].
Table 1 gives certain parameters of the minimal binary 2-neighbour-transitive and X-
alphabet-affine codes with minimum distance δ satisfying 5 6 δ 6 m. While δ is not explicitly
found in every case, bounds are given for those cases where δ is not known. In particular,
in line 10 of Table 1, where soc(X0) = Ree(r), the bound of δ > r
3/2 + 1, on the minimum
distance δ, is new. This bound follows from Lemma 4.4, which shows that if the minimum
weight codewords of C form a 2-(m, δ, λ) design and C is self-orthogonal (C ⊆ C⊥), then
δ >
√
m− 1 + 1.
Section 2 introduces the notation used in the remaining sections. In Section 3 it is shown
that if C is X-alphabet-affine, so that q = pd for some prime p, then C contains an FpX0-
module as a block of imprimitivity for the action of X on C. Restricting to the case q = 2,
a strategy of characterisation via minimal submodules is then used in Section 4 for the proof
of Theorem 1.2. The proof makes use of results on 2-transitive permutation modules; see, in
particular, [27, 32].
2 Notation and preliminaries
Let the set of entries M and the alphabet Q be sets of sizes m and q, respectively, both
integers at least 2. The vertex set V Γ of a Hamming graph Γ = H(m, q) consists of all
functions from the set M to the set Q, usually expressed as m-tuples. Let Qi ∼= Q be the
copy of the alphabet in the entry i ∈M so that the vertex set ofH(m, q) can be identified with
the product
V Γ =
∏
i∈M
Qi.
An edge exists between two vertices if and only if they differ asm-tuples in exactly one entry.
Note that S× will denote the set S \ {0} for any set S containing 0. In particular, Q will usually
be a vector-space here, and hence contains the zero vector. A code C is a subset of V Γ . If
α is a vertex of H(m, q) and i ∈ M then αi refers to the value of α in the i-th entry, that is,
αi ∈ Qi, so that α = (α1, . . . , αm) when M = {1, . . . ,m}. For more in depth background
material on coding theory see [11] or [31].
Let α, β be vertices and C be a code in a Hamming graph H(m, q) with 0 ∈ Q a dis-
tinguished element of the alphabet. A summary of important notation regarding codes in
Hamming graphs is contained in Table 2.
Note that if theminimum distance of a codeC satisfies δ > 2s, then the set of s-neighbours
Cs satisfies Cs = ∪α∈CΓs(α) and if δ > 2s + 1 this is a disjoint union. This fact is crucial in
many of the proofs below; it is often assumed that δ > 5, in which case every element of C2
is distance 2 from a unique codeword.
A linear code is a codeC inH(m, q) with alphabetQ = Fq a finite field, so that the vertices
of H(m, q) from a vector space V , such that C is an Fq-subspace of V . Given α, β ∈ V , the
usual inner product is given by 〈α, β〉 = ∑i∈M αiβi. The dual of a linear code is defined
below.
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Notation Explanation
0 vertex with 0 in each entry
(ak, 0m−k) vertex with a ∈ Q in the first k entries and 0
otherwise
diff(α, β) = {i ∈M | αi 6= βi} set of entries in which α and β differ
supp(α) = {i ∈M | αi 6= 0} support of α
wt(α) = | supp(α)| weight of α
d(α, β) = |diff(α, β)| Hamming distance
Γs(α) = {β ∈ V Γ | d(α, β) = s} set of s-neighbours of α
δ = min{d(α, β) | α, β ∈ C,α 6= β} minimum distance of C
d(α,C) = min{d(α, β) | β ∈ C} distance from α to C
ρ = max{d(α,C) | α ∈ V Γ} covering radius of C
Cs = {α ∈ V Γ | d(α,C) = s} set of s-neighbours of C
{C = C0, C1, . . . , Cρ} distance partition of C
Table 2: Hamming graph notation.
Definition 2.1. Let C be a linear code inH(m, q) with vertex set V . Then the dual code of C
is C⊥ = {β ∈ V | ∀α ∈ C, 〈α, β〉 = 0}.
2.1 Automorphisms of a Hamming graph
The automorphism group Aut(Γ ) of the Hamming graph is the semi-direct product B ⋊ L,
where B ∼= Sym(Q)m and L ∼= Sym(M) (see [8, Theorem 9.2.1]). Note that B and L are
called the base group and the top group, respectively, of Aut(Γ ). Since we identify Qi with
Q, we also identify Sym(Qi) with Sym(Q). If h ∈ B and i ∈ M then hi ∈ Sym(Qi) is the
image of the action of h in the entry i ∈M . Let h ∈ B, σ ∈ L and α ∈ V Γ . Then h and σ act
on α explicitly via:
αh = (αh11 , . . . , α
hm
m ) and α
σ = (α1σ−1 , . . . , αmσ−1).
The automorphism group of a code C in Γ = H(m, q) is Aut(C) = Aut(Γ )C , the setwise
stabiliser of C in Aut(Γ ).
A group with an element or set appearing as a subscript denotes a setwise stabiliser sub-
group, and if the subscript is a set in parantheses it is a point-wise stabiliser subgroup. A group
with a set appearing as a superscript denotes the subgroup induced in the symmetric group
on the set by the group. (For more background and notation on permutation groups see, for
instance, [13].) In particular, let X be a subgroup of Aut(Γ ). Then the action of X on entries
is the subgroup XM of Sym(M) induced by the action of X on M . Note that the pre-image
of an element of XM does not necessarily fix any vertex of H(m, q). The kernel of the action
of X on entries is denoted K and is precisely the subgroup of X fixingM point-wise, that is,
K = X(M) = X ∩B. The subgroup of Sym(Qi) induced on the alphabet Qi by the action of
the stabiliser Xi 6 X of the entry i ∈ M is denoted XQii . When XM is transitive on M , the
group XQii is sometimes referred to as the action on the alphabet.
Given a group H 6 Sym(Q) an important subgroup of Aut(Γ ) is the diagonal group
of H , denoted Diagm(H), where an element of H acts the same in each entry. Formally,
Diagm(H) = {g ∈ B | ∃h ∈ H such that, ∀i ∈M,gi = h}.
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It is worth mentioning that coding theorists often consider more restricted groups of auto-
morphisms, such as the group PermAut(C) = {σ | hσ ∈ Aut(C), h = 1 ∈ B,σ ∈ L}. The
elements of this group are called pure permutations on the entries of the code.
Two codes C and C ′ inH(m, q) are said to be equivalent if there exists some x ∈ Aut(Γ )
such that Cx = {αx | α ∈ C} = C ′. Equivalence preserves many of the important properties
in coding theory, such as minimum distance and covering radius, since Aut(Γ ) preserves
distances in H(m, q).
A linear representation or projective representation of a groupG is a homomorphismφ from
G into GL(V ) or PGL(V ), respectively, for some vector space V . If F is the field underlying
V , then the vector space V is called an FG-module and any subspace U 6 V such that
UG = U , where the action of G is induced by φ, is called an FG-submodule of V , and is
itself an FG-module. Either of F or G may be omitted if the context is clear. An FG-module
V is called irreducible if it contains no non-trivial submodule, that is, if U 6 V such that
UG = U then U = V or U = 0. Note that these definitions are usually given in a slightly more
general form, but suffice for the purposes of later chapters. For further background see [28],
for instance.
Suppose that C is an Fq-linear code, so that V Γ ∼= Fmq , and C is (X, s)-neighbour-
transitive with X = TC ⋊ X0. Then X0 is naturally embedded in GL(V Γ ) and thus V Γ
is an FqX0-module and C is a FqX0-submodule of V Γ .
2.2 s-Neighbour-transitive codes
This section presents preliminary results regarding (X, s)-neighbour-transitive codes, defined
in Definition 1.1. The next results give certain 2-homogeneous and 2-transitive actions asso-
ciated with an (X, 2)-neighbour-transitive code.
Proposition 2.2. [16, Proposition 2.5] LetC be an (X, s)-neighbour-transitive code inH(m, q)
with minimum distance δ. Then for α ∈ C and i 6 min{s, ⌊ δ−12 ⌋}, the stabiliser Xα fixes
setwise and acts transitively on Γi(α). In particular, Xα acts i-homogeneously onM .
Proposition 2.3. [16, Proposition 2.7] LetC be an (X, 1)-neighbour-transitive code inH(m, q)
with minimum distance δ > 3 and |C| > 1. Then XQii acts 2-transitively on Qi for all i ∈M .
The next result gives information about the order of the stabiliser of a codeword in the
automorphism group of a 2-neighbour-transitive code.
Lemma 2.4. [16, Lemma 2.10] If C is an (X, 2)-neighbour transitive code in H(m, q) with
δ > 5 and 0 ∈ C, then (m2
)
(q − 1)2 divides |X0|, and hence |X|. In particular, if |X0| =
m(m− 1)/2 then q = 2.
The concept of an (X, 2)-neighbour-transitive extension was introduced in [18].
Definition 2.5. Let q = pd, V = Fdmp and W be a non-trivial Fp-subspace of V . Identify V
with the vertex set of the Hamming graph H(m, q). An (X, 2)-neighbour-transitive extension
ofW is an (X, 2)-neighbour-transitive code C containing 0 such that TW 6 X andK = KW ,
whereK = X ∩B, TW is the group of translations by elements ofW andKW is the stabiliser
ofW in K. Note that TW 6 X and 0 ∈ C means thatW ⊆ C. If C 6= W then the extension
is said to be non-trivial.
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Themain result of [18] is stated below. The importance of this result, in the present context,
is that it classifies all binary 2-neighbour-transitive codes with minimum distance at least 5 that
have a repetition subcode.
Theorem 2.6. [18, Theorem 1.1] Let V = Fdmp be the vertex set of the Hamming graph
H(m, pd) and C be an (X, 2)-neighbour-transitive extension of W with δ > 5, where W is
an Fp-subspace of V with Fp-dimension k 6 d. Then p = 2, d = 1 and one of the following
holds:
1. C =W is the binary repetition code, with δ = m,
2. C = H, where H is the Hadamard code of length 12, as in [16, Definition 4.1], with
δ = 6, or,
3. C = P, where P is the punctured code of the Hadamard code of length 12, as in [16,
Definition 4.1], with δ = 5.
Moreover, in each case C is an (Aut(C), 2)-neighbour-transitive extension of the binary rep-
etition code in the appropriate Hamming graph.
The concept of a design, introduced below, comes up frequently in coding theory. Let
α ∈ H(m, q) and 0 ∈ Q. A vertex ν of H(m, q) is said to be covered by α if νi = αi for every
i ∈M such that νi 6= 0. A binary design, obtained by setting q = 2 in the below definition, is
usually defined as a collection of subsets of some ground set, satisfying equivalent conditions.
We refer to the latter structures as combinatorial designs. In particular, the concept of covering
a vertex just described, corresponds to containment of a subset.
Definition 2.7. A q-ary s-(v, k, λ) design in Γ = H(m, q) is a subset D of vertices of Γk(0)
(where k > s) such that each vertex ν ∈ Γs(0) is covered by exactly λ vertices of D. When
q = 2, D is simply the set of characteristic vectors of a combinatorial s-design. The elements
of D are called blocks.
The following equations can be found, for instance, in [34]. Let D be a binary s-(v, k, λ)
design with |D| = b blocks and let r be the number of blocks incident with a point. Then
vr = bk, r(k − 1) = λ(v − 1) and
b =
v(v − 1) · · · (v − s+ 1)
k(k − 1) · · · (k − s+ 1)λ.
Lemma 2.8. [16, Lemma 2.16] LetC be an (X, s)-neighbour transitive code inH(m, q). Then
C is s-regular. Moreover, if 0 ∈ C and δ > 2s then for each k 6 m, the set of codewords of
weight k forms a q-ary s-(m,k, λ) design, for some λ.
3 Modules as blocks of imprimitivity
This section investigates the structure of anX-alphabet-affine code C via the groupX. When
the kernelK of the action ofX onM does not act transitively onC a system of imprimitivity can
be identified. For a groupG and a prime p the p-core Op(G) is the largest normal p-subgroup
of G.
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Lemma 3.1. Let C be an X-alphabet-affine code in H(m, q), where q = pd for some prime
p, and i ∈ M . Then the p-core Op
(
KQi
)
of KQi is the unique minimal normal subgroup of
XQii .
Proof. The fact that C is X-alphabet-affine implies, by Definition 1.4, that XM is transitive,
K 6= 1 and XQii is a 2-transitive affine group. It follows that Xi and Xj are conjugate in X
for all i, j ∈ M . Since K ⊳ X it follows that KQi ⊳ XQii for each i ∈ M , and since XM is
transitive it follows thatKQi is isomorphic toKQj . NowK 6
∏
i∈M K
Qi which implies, since
K 6= 1, thatKQi 6= 1 for all i ∈M . By hypothesis, we haveXQii ∼= Ti⋊G0, where Ti ∼= Zdp is
the minimal normal subgroup of XQii and G0 acts transitively on Q
×
i . HenceK
Qi contains Ti
as a normal subgroup. Since Ti is a normal p-subgroup of K
Qi , it is contained in Op
(
KQi
)
.
Since Op
(
KQi
)
is a characteristic subgroup of KQi it follows that Op
(
KQi
)
6 Op
(
XQii
)
.
We claim that Op
(
XQii
)
= Ti, from which the result follows.
Now P := Op
(
XQii
)
∩G0 is a normal p-subgroup of G0 such that Op
(
XQii
)
= Ti ⋊ P .
SinceG0 is transitive on Q
×
i , and since P E G0, all the P -orbits have the same length, say u,
and u divides |Q×i | = pd− 1. However, u also divides |P |, and so u is a p-power. This implies
that u = 1 and hence that P = 1. Thus Op
(
XQii
)
= Ti.
Lemma 3.2. Let C be an X-alphabet-affine code in H(m, q) where q = pd. Let G =∏
i∈M K
Qi and Ti be the minimal normal subgroup of X
Qi
i . Then Op(G) =
∏
i∈M Ti acts
regularly on the vertex set of H(m, q).
Proof. Let
T =
∏
i∈M
Ti ∼= Zdmp .
Then T is a normal p-subgroup of G and hence is contained in N = Op(G). Let Ni = N
Qi E
GQi = KQi, for each i ∈M . Since N is a p-group, so is Ni. Thus, by Lemma 3.1, Ni 6 Ti,
and so N 6
∏
i∈M Ni 6
∏
i∈M Ti = T which implies that T = N . Finally, Ti acts regularly
on Qi, so that Op(G) =
∏
i∈M Ti acts regularly on
∏
i∈M Qi, the vertex set of H(m, q).
Lemma 3.3 presents the main idea of this section.
Lemma 3.3. Let C be an X-alphabet-affine code in H(m, q) with q = pd, and G, Ti be as in
Lemma 3.2. Then Op(K) = K ∩Op(G) is normal in X, the orbit of the vertex 0 under Op(K)
is an FpX0-module and K = Op(K)⋊K0.
Proof. Now Op(K) 6
∏
i∈M Op(K)
Qi and for each i, Op(K)
Qi is a normal p-subgroup of
XQii . Thus Op(K)
Qi 6 Op(K
Qi) which, by Lemma 3.1, is Ti. That is,
Op(K) 6
∏
i∈M
Op(K)
Qi 6
∏
i∈M
Ti = Op(G),
by Lemma 3.2. Since Op(K) 6 K we have Op(K) 6 K ∩ Op(G), and since K ∩ Op(G) is
a p-group that is normal inK (as Op(G) E G), equality holds. Now Op(K) is a characteristic
subgroup ofK and hence is normal in X. In particular, Op(K) is X0-invariant and hence the
orbit 0Op(K) is an FpX0-submodule of T =
∏
i∈M Ti
∼= Fdmp . Now, G0 =
∏
i∈M K
Q×i
0
, so
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that Op(G) ∩ G0 = 1. Also, Op(G) = T is transitive on the set of vertices of H(m, q), by
Lemma 3.2, so that G = Op(G)⋊G0. Thus K = Op(K)⋊K0.
The next lemma is needed in order to prove Proposition 3.5.
Lemma 3.4. Let C be an X-alphabet-affine and (X, 2)-neighbour-transitive code in H(m, q)
with δ > 5, and C 6= Rep(m, 2) if q = 2, such that the group TC of translations by codewords
of C is contained in X. Then Xi,j acts transitively on Qi ×Qj .
Proof. By Lemma 2.8, the weight δ codewords form a q-ary 2-(m, δ, λ) design, for some λ > 0.
Thus, for all a ∈ Q×i and b ∈ Q×j , there exists at least one weight δ codeword α such that
αi = a and αj = b. Hence, for all a ∈ Q×i and b ∈ Q×j , there exists ha,b ∈ TC such that
0(ha,b)i = a and 0(ha,b)j = b. It follows that TC acts transitively on both of the sets Qi and Qj ,
and, since TC 6 Xi,j , so does Xi,j . To complete the proof we will show that the subgroup S
of TC fixing 0 ∈ Qi is transitive on Qj .
Since C 6= Rep(m, 2) when q = 2, it follows from [16, Lemma 2.15] that δ < m. Thus,
there exist β ∈ C and distinct i′, j′ ∈M such that βi′ = 0 and βj′ = c′, for some c′ ∈ Q×j′ . By
Proposition 2.2,X0 acts 2-homogeneously onM , so there exists some γ ∈ C such that either
γi = 0 and γj = c, for some c ∈ Q×j , or γi = c and γj = 0, for some c ∈ Q×i . If γ has the
second property, then γ(h−c,c) has the first property. Thus we may, without loss of generality,
assume that γi = 0 and γj = c 6= 0. Finally, for any given b ∈ Q×j define γ′ = γhc,−ch−c,b and
observe that (γ′)i = 0 + c − c = 0 and (γ′)j = c− c+ b = b. Then the translation tγ′ lies in
S and maps 0 to b in Qj . Thus S is transitive on Qj .
Recall the definition of an (X, 2)-neighbour-transitive extension from Definition 2.5.
Proposition 3.5. Let C be an X-alphabet-affine and (X, 2)-neighbour-transitive code in the
Hamming graph H(m, q) with q = pd, δ > 5 and 0 ∈ C. Then C is an (X, 2)-neighbour-
transitive extension of W , where W is the code formed by the orbit of 0 under Op(K), with
K = X ∩B. It follows that:
1. XW = Op(K)⋊X0,
2. W is XW -alphabet-affine,
3. W is (XW , 2)-neighbour-transitive with minimum distance δW > 5,
4. W is an FpX0-module, and,
5. ifW 6= Rep(m, 2) then q2 divides |W |.
Proof. By Lemma 3.3,W = 0Op(K) is an FpX0-module,Op(K) E X, andK = Op(K)⋊K0.
In particular, part 4 is proved. By Lemma 3.2, Op(G) ∼= Zdmp acts regularly on the vertex set
of H(m, q), from which it follows that TW = Op(K) E X. Now, TW E X implies, by [18,
Lemma 3.1], that W is a block of imprimitivity for the action of X on C. By assumption W
contains 0, which implies that X0, and thus K0, fixes W . Thus K = KW , and so C is an
(X, 2)-neighbour-transitive extension ofW . As TW is transitive onW , we have XW = TW ⋊
X0, proving part 1. By [18, Corollary 3.2], W is (XW , 2)-neighbour-transitive and δW > 5,
which gives part 3. Now, TW , and hence K, is non-trivial, X
Qi
W,i 6 X
Qi
i 6 AGLd(p) and, by
Proposition 2.2, X0 acts transitively onM . Since, by part 1, X0 = XW ∩X0, and since X0,i
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is transitive on Q×i , it follows that X
Qi
W,i is affine 2-transitive, and so, by Definition 1.4, W is
XW -alphabet-affine, establishing part 2.
Suppose W 6= Rep(m, 2) and fix i, j ∈ M with i 6= j. Suppose there are k codewords
α ∈ W such that αi = αj = 0. Lemma 3.4 implies that XW,i,j acts transitively on Qi × Qj .
Thus, for any a ∈ Qi and b ∈ Qj there are the same number k of codewords β ∈ W such
that βi = a and βj = b. Therefore, |W | = kq2, proving part 5.
Proposition 3.5 states that every code that is bothX-alphabet-affine and (X, 2)-neighbour-
transitive with δ > 5 is an (X, 2)-neighbour-transitive extension of some Fp-subspace W of
the vertex set V ∼= Fdmp ofH(m, q), where q = pd. SinceW must also be (XW , 2)-neighbour-
transitive, classifying (X, 2)-neighbour-transitive codes requires knowledge of all subspaces
of V which form 2-neighbour-transitive codes, and all (X, 2)-neighbour-transitive extensions
of them. In fact, given a subgroup X0 of Aut(Γ )0 such that X0 acts transitively on Γ2(0),
any FpX0-submodule W , with minimum distance δW > 5, of V will be (XW , 2)-neighbour-
transitive, with XW = TW ⋊X0. This suggests finding all such groups X0 and considering
FpX0-submodules of V . The next section investigates this problem for the case q = 2.
4 Binary linear codes
When q = 2 a code is called binary and, for any X 6 Aut(Γ ) the groups X
Q×i
0,i and K0 are
trivial. This section considers binary codes satisfying the following definition. Since K0 = 1,
it follows from the results of the previous section that these codes are the building blocks of
binary (X, 2)-neighbour-transitive codes. Note that the condition Diagm(F
×
q ) 6 K0 is trivially
satisfied when q = 2.
Definition 4.1. A code C inH(m, q) is linear-(X, 2)-neighbour-transitive if Diagm(F
×
q ) 6 K0,
TC 6 X and C is (X, 2)-neighbour-transitive.
The next lemma shows that a binary linear-(X, 2)-neighbour-transitive code with δ > 5 is
a submodule of the F2-permutation module of a 2-homogeneous group in its 2-homogeneous
action.
Lemma4.2. LetC be an (X, 2)-neighbour-transitive codewith TC 6 X andminimumdistance
δ > 5 in the Hamming graph H(m, 2) with vertex set V ∼= Fm2 . Then C is a submodule of V ,
regarded as the permutation module for the 2-homogeneous action of XM ∼= X0 onM .
Proof. If x = hσ ∈ X0, with h ∈ B and σ ∈ L, then h = 1, since hi fixes 0 for each i, so that
x = σ ∈ L. Thus X0 ∼= XM0 ∼= XM acts as pure permutations on entries, so that V may be
regarded as the permutation module for the action of X0 onM . Since δ > 5, Proposition 2.2
implies that this action is 2-homogeneous. SinceX0 acts faithfully onM we have thatK0 = 1.
ThusK = TC (since TC 6 K andK0 = 1) and henceX = TC⋊X0. Thus, C is a submodule
of the 2-homogeneous F2X0-permutation module V .
The next result, Lemma 4.3, is a kind of converse to Lemma 4.2. Note that if C has
minimum distance δ = 3 and C is perfect, then C has covering radius ρ = 1, and is thus not
2-neighbour-transitive, since C2 is empty.
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Lemma 4.3. Let G act 2-homogeneously on a set M of size m > 5, let V ∼= Fm2 be the
permutation module for the action of G on M , let Y be the submodule of V consisting of
the set of all constant functions, and let C be an F2G-submodule of V . Then C is a code in
H(m, 2) with minimum distance δ, X = TC ⋊G 6 Aut(C), and precisely one of the following
statements holds:
1. C = {0} with δ undefined.
2. δ = 1 and C = V .
3. δ = m and C = Y is linear-(X, 2)-neighbour-transitive.
4. δ = 2 and C = Y ⊥, the dual of Y under the standard inner product, and C is X-
neighbour-transitive.
5. δ = 3, C is a perfect code in H(m, 2), and C is X-neighbour-transitive.
6. 4 6 δ < m and C is linear-(X, 2)-neighbour-transitive.
Proof. First, the permutation module V may be regarded as the vertex set of H(m, 2) in the
natural way, so that C is a code in H(m, 2). Also X = TC ⋊ G 6 Aut(C), so that X0 = G.
Part 1 holds if and only if |C| = 1. Assume |C| > 2 and let δ be the minimum distance of
C. Since TC acts transitively on C, and 0 ∈ C, there exists a weight δ codeword in C. Note
that the weight 1 vertices are the characteristic vectors of the subsets of M of size 1, and
the weight 2 vertices are the characteristic vectors of the subsets of M of size 2. Since G
acts 2-homogeneously onM , it follows thatX0 acts transitively on each of the sets Γs(0), for
s = 1, 2. Thus, Γ1(0) is a subset of either C or C1, since any weight 1 vertex is distance 1
from 0 ∈ C, and Γ2(0) is a subset of either C, C1 or C2, since any weight 2 vertex is distance
2 from 0 ∈ C. If Γ2(0) ⊆ C2 it immediately follows that C is (X, 2)-neighbour-transitive, as
TC acts transitively on C, and X0 acts transitively on Γ1(0) and Γ2(0).
Suppose δ = 1. Then there exists some α, β ∈ C such that d(α, β) = 1. Since TC acts
transitively on C, it can be assumed that β = 0. It then follows that α is in Γ1(0) ∩C, so that
Γ1(0) ⊆ C. Thus, every weight 1 vertex ν is in C, and the translation tν by ν lies inX. Hence
C = V , as in part 2.
Suppose δ = m. If α ∈ V with d(0, α) = m it follows that αi = 1 for all i ∈ M . As
0 ∈ C, we have part 3, that is C = Y . Since m > 5, we deduce Γ2(0) ⊆ C2, so that C is
(X, 2)-neighbour-transitive, by the argument in the first paragraph of the proof.
Suppose δ = 2. Then Γ1(0) ⊆ C1. However, there exists a vertex α ∈ Γ2(0) ∩C, so that
Γ2(0) ⊆ C and every weight 2 codeword is in C. Thus C = Y ⊥, and part 4 holds.
Suppose δ = 3. Again, Γ1(0) ⊆ C1. Now, there exists a weight 3 vertex α ∈ C and
distinct i, j, k ∈ M such that supp(α) = {i, j, k}. Let ν ∈ Γ2(0) such that νi = νj = 1.
Then d(α, ν) = 1, so that ν ∈ C1. Hence, Γ2(0) ⊆ C1 and so Γ2(0) ∩ C2 = ∅. As TC acts
transitively on C, we have Γ2(β) ∩ C2 = ∅ for any β ∈ C. Hence C2 = ∅ and C is perfect,
giving part 5.
Finally, suppose 4 6 δ < m. Since δ > 4, for i = 1, 2, every weight i vector is at least
distance i from any non-zero codeword. Thus, Γ1(0) ⊆ C1 and Γ2(0) ⊆ C2 so that C is a
linear-(X, 2)-neighbour-transitive code, completing the proof.
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A lower bound for the minimum distance of the dual of a linear code generated by the
blocks of certain designs is given in [1, Lemma 2.4.2]. This result is applied below, and will
be used later to provide information about the minimum distance of some binary linear-(X, 2)-
neighbour-transitive codes of interest.
Lemma 4.4. Let C be binary linear code in H(m, 2) with minimum distance δ satisfying 3 6
δ < m such that the weight δ codewords of C form a 2-(m, δ, λ) design D, and let C⊥ be
the dual code of C with minimum distance δ⊥. (In particular, this is satisfied if there exists
X 6 Aut(C) such that X0 acts 2-homogeneously on M .) Then m − 1 6 (δ − 1)(δ⊥ − 1).
Furthermore, if C is self-orthogonal, that is C ⊆ C⊥, then δ > √m− 1 + 1.
Proof. First, as 3 6 δ < m, neither C nor C⊥ is either the repetition code, or its dual. If X0
acts 2-homogeneously on M , then each weight 2 vector, being the characteristic vector of a
2-subset of M , is covered by the same number λ of weight δ elements of C. Thus, the set
Γδ(0) ∩ C of all weight δ codewords of C forms a 2-(m, δ, λ) design D for some integer λ,
justifying the statement in parentheses.
Let C2(D) be the code spanned by the blocks of D, considered as characteristic vectors.
Now, C2(D) is fixed setwise by X0 and C2(D) 6= Rep(m, 2), since D contains at least 1
weight δ vertex, and δ < m. As C2(D) is contained in C, it follows that the minimum distance
of C2(D) is also δ, and C⊥ is contained in (C2(D))⊥. Thus, δ⊥ is bounded below by the
minimum distance of (C2(D))⊥. Hence, by [1, Lemma 2.4.2], δ⊥ > (r + λ)/λ, where r =
(m−1)λ/(δ−1). Thus, δ⊥ > (m−1)/(δ−1)+1, that is,m−1 6 (δ−1)(δ⊥−1) as required.
Suppose C ⊆ C⊥. Then δ⊥ 6 δ so that m− 1 6 (δ − 1)2, that is, δ > √m− 1 + 1.
Mortimer [32] investigated the permutation modules of 2-transitive groups, in particular
studying when proper submodules exist, other than those corresponding to the binary repeti-
tion code and its dual. In the case of permutation modules over F2, a more thorough account
is given in [27], completing most of the relevant cases left unanswered from [32]. The results
from [27, 32] are crucial for the proof of our next result.
Theorem 4.5. Let C be a binary linear-(X, 2)-neighbour-transitive code in H(m, 2) with min-
imum distance at least 5, and C 6= Rep(m, 2). Then C contains a binary linear-(X ′, 2)-
neighbour-transitive code C of dimension k with minimum distance δ > 5, where X ′ =
TC ⋊X0, such that the values of X0, m, δ and k satisfy one of the lines of Table 1.
Also, for X0, m and k as in each of the lines of Table 1, there exists a binary code C in
H(m, 2) of F2-dimension k, such that C is linear-(TC ⋊X0, 2)-neighbour-transitive, for some
δ satisfying the condition in that line of the table.
Note that perfect linear codes over finite fields are classified (see [35]), and a code with
minimum distance 100 and length 276 invariant under XM
0
∼= Co3 is given in [24]. Also, the
minimumdistance δ of the codes corresponding to line 9 of Table 1, where soc(X0) = PSU3(r)
with r ≡ 1 (mod 4), has not been shown here to satisfy δ > 5, though these codes are 2-
neighbour-transitive with δ > 4, by Lemma 4.3; see Remark 1.3.
Proof. By Lemma 4.2, X0 is 2-homogeneous on M and C is a submodule of the vertex set
V ∼= Fm2 of H(m, 2), regarded as the F2-permutation module for the action of X0 on M .
Every 2-homogeneous permutation module has (at least) two proper submodules, given by
the repetition code Y and its dual Y ⊥, under the standard inner product. Since Y ⊥ has
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minimum distance 2, and C 6= Y by assumption, we require that the heart of V , defined to be
Y ⊥/(Y ∩ Y ⊥), is reducible.
Lemma 4.3 implies that any submodule of V of dimension at least 1, other than V ,Y and
Y ⊥, gives a code C such that C is either perfect with δ = 3, or C is linear-(X, 2)-neighbour-
transitive with δ > 4. As perfect linear codes over F2 have been classified (see [35], for
instance), differentiating these cases is possible. In fact, if δ = 3, m > 5 and C is perfect,
then C is a Hamming code of length 2t − 1, where t > 3.
First, suppose X0 acts 2-transitively on M . The main result of [32] then implies that X0
andm are as in Table 1, so that we can restrict the discussion to those groups listed. Further
details taken from [32] will be pointed out as they are used. The remaining information in
Table 1 comes from explicit examples, with the help of [27], and Lemma 4.4 for some of the
bounds on δ. A preminimal submodule of V is defined to be a submodule U containing Y
such that U/Y is a minimal submodule of V/Y . Hence, we have that C contains a module
U that is either minimal or preminimal. If δU is the minimum distance of U , then δ 6 δU and
δ > 5 implies δU > 5. In the following, let C = U . In [27, Section 3] the faithful minimal and
preminimal X0-submodules of the permutation module V for the 2-transitive group X0 are
classified.
Let X0 be a 2-transitive subgroup of AGLt(2) and m = 2
t, where t > 3, since m > δ >
5. By [27, Theorem 4.1], there is no minimal submodule and there is a unique preminimal
submodule. It is spanned by the constant and linear functions, giving δ 6 2t−1. Indeed
this preminimal submodule is the Reed-Muller code RM2(1, t), by [1, Theorem 5.3.3], with
minimum distance equal to 2t−1 and dimension t+1. Moreover, δ > 5 is satisfied when t > 4,
while if t 6 3 then δ = 2t−1 < 5, as in line 2 of Table 1.
Let soc(X0) ∼= PSLt(2k) and m = (2kt − 1)/(2k − 1), or X0 ∼= A7 6 PSL4(2) and
m = 15. Note that t > 3, by [32]. By [27, Theorems 5.1 and 5.2], both a unique preminimal
submodule, of dimension mk + 1, and a unique minimal submodule, of dimension mk, exist,
and are generated by the characteristic functions of all hyperplanes, and the characteristic
functions of all complements of hyperplanes, respectively. The subfield subcode of the pro-
jective Reed-Muller code PRM2/2k(2k − 1, t) has minimum distance (2k(t−1) − 1)/(2k − 1),
by [1, Proposition 5.7.1], and is generated by the characteristic functions of all hyperplanes,
by [1, Theorem 5.7.9]. The code generated by the characteristic vectors of all complements
of hyperplanes is the even weight subcode of PRM2/2k(2k − 1, t) which has minimum dis-
tance at least (2k(t−1) − 1)/(2k − 1) + 1, by [1, Theorem 5.7.9]. If (k, t) = (1, 3) then the
characteristic vector of the complement of a hyperplane has weight 4. Thus, δ > 5 requires
(k, t) 6= (1, 3). So line 3 or 4 of Table 1 holds.
Let soc(X0) ∼= PSL2(r), where, by [32], X0 is not 3-transitive, r ≡ ±1 (mod 8) and
m = r+1. By [27, Lemma 5.4], there are no minimal submodules and exactly two preminimal
submodules, both having dimension (r+1)/2 and producing codes with minimum distance at
most (r+1)/2. These codes are the extended quadratic residue codes by [1, Theorem 2.10.2
and Corollary 2.10.1]. Perfect codes must have odd length, by [35], which implies that δ > 4,
but to satisfy δ > 5 requires r > 9. By [1, Theorem 2.10.1 and Corollary 2.10.2], the minimum
distance of these extended quadratic residue codes satisfies (δ − 1)2 > r, so that, except for
r = 9 (since 15 is not a prime power), we have that δ > 5 holds. Suppose r = 9 and δ > 5.
Then, by [2, Table 1], |C| 6 12. However, by [32, (F) Page 13], C has dimension at least 4,
and thus |C| > 24, giving a contradiction. Thus δ > 5 occurs only when r > 23, and line 5 of
Table 1 holds. Note that when r = 23 we have that C is the extended binary Golay code (see
[1, Exercise 2.10.1 (4)]).
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Let X0 ∼= Sp2t(2), t > 2 and m = 22t−1 − 2t−1 or 22t−1 + 2t−1. By [27, Theorem 6.2],
there are no minimal submodules; if t = 2 there are two preminimal submodules, each having
dimension 2t + 1, and if t > 3 then there is a unique preminimal submodule, of dimension
2t+1. From [27, Lemma 6.1] we have that δ is 22t−2 and 22t−2−2t−1 whenm = 22t−1−2t−1
and 22t−1 + 2t−1, respectively. Thus, δ > 5 requires t > 3, and line 6 or 7 of Table 1 holds.
Let soc(X0) ∼= PSU3(r) and m = r3 + 1. Then, by [32], r is odd. Let D be the design
submodule of the 2-(r3 + 1, r + 1, 1) design invariant under X0. If r ≡ 1 (mod 4) then, by
[27, Theorem 7.2], there are no minimal submodules and two preminimal submodules, namely
D and D⊥, of dimensions r2 − r + 1 and r3 − r2 + r, respectively. Since m is even, and
hence D is not perfect, δ > 4 is satisfied for D and D⊥, by Lemma 4.3. Let r ≡ 3 (mod 4).
Then, by [27, Theorem 7.3] and [26, Theorem 4.1], D⊥ is the unique preminimal submodule
of dimension r2 − r+ 1. By Lemma 4.4, and since D has minimum distance at most r+ 1, it
follows that D⊥ has minimum distance at least r2 + 1, as in lines 8 or 9 of Table 1.
Let soc(X0) ∼= Ree(r) and m = r3 + 1. By [27, Theorem 7.4], a unique preminimal
submodule of dimension r2−r+1 exists, so thatC ⊆ C⊥. Thus, by Lemma 4.4, δ > r3/2+1,
and line 10 of Table 1 holds.
Let X0 ∼= Mm, where m = 22, 23 or 24. For m = 24, the Golay code G24 has minimum
distance 8 and dimension 12. For m = 23 the Golay code G23 has minimum distance 7 and
dimension 12, whilst the even weight subcode of G23 has minimum distance 8 and dimension
11. Since G23 has covering radius 3, puncturing G23 results in a code of length 22 that is
invariant under M22 with minimum distance 6. The dual of this code has dimension 10 and
minimum distance 8, confirmed by calculation in [14]. By the discussion in [27, Section 8]
these are all the possibilities for C, so lines 11–13 of Table 1 hold.
Let X0 = HS. Then [27, Section 8] states that there exists a unique preminimal submod-
ule, which is a codimension 1 submodule of a moduleD generated by a 2-(176, 50, 14) design.
By [10], D has minimum distance 50 and dimension 22. Hence C has minimum distance at
least 50 and dimension 21 and Table 1, line 14 holds. Let X0 ∼= Co3. Then [27, Section 8]
states that there exists a unique preminimal submodule of dimension 23. A codeC with length
276, dimension 23 and δ = 100 is constructed in [24], so Table 1, line 15 holds.
This completes the examination of all possibilities forX0 2-transitive onM . Suppose finally
thatX0 is a 2-homogeneous, but not 2-transitive, subgroup ofAΓL1(r)wherem = r is a prime
power, so that r ≡ 3 (mod 4), by [29]. Let r ≡ 7 (mod 8). Then, by [1, Lemma 2.10.1 and
Theorem 2.10.2], quadratic residue codes provide examples of dimension (r − 1)/2. By [1,
Corollary 2.10.1], these quadratic residue codes satisfy C = C⊥, so that, by Lemma 4.4, we
have δ >
√
r − 1+1. Thus δ > 5 for r > 23. Since 15 is not a prime power, only the possibility
that r = 7 remains. If r = 7, then the quadratic residue codes are the perfect Hamming code
and its dual with minimum distances 3 and 4, and dimensions 4 and 3, respectively. Note also
that when r = 23 then C is the binary Golay code, by [1, Exercise 2.10.1 (4)]). Comparing
dimensions tells us that these are all the possibilities for C here. The perfect Hamming code
does not arise for larger r, since, for t > 4, PSLt(2) does not have a subgroup that acts
2-homogeneously, but not 2-transitively, on 2t − 1 points. For r ≡ 3 (mod 8), the argument
in [32] for PSL2(r) 6 G 6 PΣL2(r) gives a contradiction. Thus, line 1 of Table 1 holds,
completing the proof.
Theorem 1.2 may now be proved.
Proof of Theorem 1.2. Let Y = Aut(C). Suppose C is a (Y, 2)-neighbour-transitive code in
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H(m, 2) with minimum distance at least 5. It follows from Proposition 2.3 that Y Qii
∼= S2
and from Proposition 2.2 that Y acts transitively on M . Thus, either Y ∩ B is trivial, or C is
Y -alphabet-affine. If C is Y -alphabet-affine then, by Proposition 3.5, C is a (Y, 2)-neighbour-
transitive extension of an F2Y0-submodule W of the vertex set of H(m, 2), viewed as the
permutation module Fm2 for Y0. If Y ∩ B is trivial then C is as in [16, Theorem 1.1], and if
W = Rep(m, 2) then C is as in Theorem 2.6, which combined give the first and second cases
of the result. If W is not the repetition code then the minimum distance of W is less than
m, by [16, Lemma 2.15]. Thus, by Theorem 4.5, W , and hence C, contains a code C with
parameters as in Table 1, with X0 = Y0. Since Y acts transitively on C and, by Part 1 of
Proposition 3.5, TC 6 Y , the third part of the result holds.
Conversely, if C is a code in H(m, 2) as in the first or second part of the result, then C
is 2-neighbour-transitive by [16, Theorem 1.1] or Theorem 2.6. Suppose that C is a code in
H(m, 2) containing a linear subcode C satisfying the conditions of Part 3 of Theorem 1.2. By
Theorem 4.5, C is 2-neighbour-transitive by, so that, by Proposition 2.2 and since δ > 5, we
have that X0 acts transitively on Γi(0), for i = 1, 2. Since C is a union of a set S of cosets of
C, Aut(C) acts transitively on S, and TC 6 Aut(C) it follows that Aut(C) acts transitively on
C. Hence C is 2-neighbour-transitive.
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