Convolution Neural Networks (CNNs), a special subcategory of Deep Learning Neural Networks (DNNs), have become increasingly popular in industry and academia for their powerful capability in pattern classification, image processing, and speech recognition. Recently, they have been widely adopted in High Performance Computing (HPC) environments for solving complex problems related to modeling, runtime prediction, and big data analysis. Current state-of-the-art designs for DNNs on modern multi-and many-core CPU architectures, such as variants of Caffe, have reported promising performance in speedup and scalability, comparable with the GPU implementations. However, modern CPU architectures employ Non-Uniform Memory Access (NUMA) technique to integrate multiple sockets, which incurs unique challenges for designing highly efficient CNN frameworks. Without a careful design, DNN frameworks can easily suffer from long memory latency due to a large number of memory accesses to remote NUMA domains, resulting in poor scalability. To address this challenge, we propose NUMA-aware multi-solver-based CNN design, named NUMA-Caffe, for accelerating deep learning neural networks on multi-and many-core CPU architectures. NUMA-Caffe is independent of DNN topology, does not impact network convergence rates, and provides superior scalability to the existing Caffe variants. Through a thorough empirical study on four contemporary NUMA-based multi-and many-core architectures, our experimental results demonstrate that NUMA-Caffe significantly outperforms the state-of-the-art Caffe designs in terms of both throughput and scalability. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. With the prevalence of powerful multi-core-and many-core-based architectures in modern HPC systems, researchers have attempted to apply HPC resources to accelerate deep neural networks' (DNNs') long training processes. Existing approaches have focused on developing GPU-centric approaches [16, 21, 28 , 51] to speed up DNN training due to its massive parallelism and architecturespecific optimization libraries (e.g., cuBLAS and cuDNN [13] ). However, there are several limitations hindering GPU scalability as an effective training platform: (i) small resident memory that most real-world data input cannot fit in, (ii) lack of generality in optimizations, (iii) difficulty in porting across architectures, and (iv) strong bias towards certain applications [55] . This makes widely available CPU-based multi-and many-core architectures a strong alternative for training complex neural networks. This effort has been widely supported by both academia and industry, e.g., Microsoft's Project Adam [14] and spg-CNN [52] . The main reason to use CPU-based platforms is that they are easily accessible and can achieve several teraflops, perfect for training medium and moderately large networks within a reasonable time. Additionally, recent research on CPU architectures [19, 55] has shown significant training speedups, even at the level of performance as those achieved by GPU optimizations. Thus, tackling CPU-based machine learning challenges is both important and necessary.
INTRODUCTION
Deep learning frameworks, such as Caffe [34] , TensorFlow [5] , and CNTK [62] , require a substantial amount of computation resources to keep the model training time reasonable. With the prevalence of powerful multi-core-and many-core-based architectures in modern HPC systems, researchers have attempted to apply HPC resources to accelerate deep neural networks' (DNNs') long training processes. Existing approaches have focused on developing GPU-centric approaches [16, 21, 28, 51] to speed up DNN training due to its massive parallelism and architecturespecific optimization libraries (e.g., cuBLAS and cuDNN [13] ). However, there are several limitations hindering GPU scalability as an effective training platform: (i) small resident memory that most real-world data input cannot fit in, (ii) lack of generality in optimizations, (iii) difficulty in porting across architectures, and (iv) strong bias towards certain applications [55] . This makes widely available CPU-based multi-and many-core architectures a strong alternative for training complex neural networks. This effort has been widely supported by both academia and industry, e.g., Microsoft's Project Adam [14] and spg-CNN [52] . The main reason to use CPU-based platforms is that they are easily accessible and can achieve several teraflops, perfect for training medium and moderately large networks within a reasonable time. Additionally, recent research on CPU architectures [19, 55] has shown significant training speedups, even at the level of performance as those achieved by GPU optimizations. Thus, tackling CPU-based machine learning challenges is both important and necessary.
However, the state-of-the-art Convolution Neural Network (CNN) designs often lack sophistication in considering complex memory hierarchies of modern multi-core and many-core architectures and their impact on throughput and scalability. For instance, modern multi-core and many-core architectures have employed non-uniform memory access (NUMA) techniques to scale memory bandwidth. A NUMA architecture can scale to thousands of cores, such as SGI UV [53] and HP Integrity Superdome X [24] . A typical NUMA architecture integrates multiple microprocessors, and each has its memory physically attached. Any two microprocessors use a high-speed interconnect (e.g., Intel QuickPath [17] and AMD's HyperTransport [23] ) to exchange data. Cores in each microprocessor can access the local memory directly attached to the same microprocessor and also remote memory attached to other microprocessors. To simplify the discussion for the systems in which NUMA effects may exist in both main memory and last-level caches, we refer to cache/memory along with all CPU cores that can access a memory partition with uniform latency as a NUMA node. Local and remote NUMA nodes have significant differences in accessing latency and available bandwidth. Typically, a remote access has lower bandwidth and incurs more latency than a local access. In NUMA architectures, multithreaded programs may suffer from significant performance degradation if they access data in remote memory with high frequency. Since modern supercomputers are commonly built on a large amount of multi-socket-based computing nodes, identifying and resolving scaling issues originating from remote NUMA communication is evident for scaling up deep learning algorithms.
Through a detailed performance scalability study, we find that current multi-and many-core CPU-based CNN designs do not take NUMA effects into consideration, causing significant scalability issues on today's NUMA architectures. Take two variants of a popular CNN framework-Caffe as an example, the original Berkley Vision Lab version [34] and the newly released Intel-Caffe [19] , which is highly accelerated by Intel Math Kernel Library 2017 [32] and batch-level parallelization [55] -have largely focused on the layer-level parallelism and memory optimizations inside a NUMA node. However, according to our observations on four contemporary architectures, neither of the two designs scales well across NUMA nodes (Section 3). This is because worker threads spawned for both batch-level and BLAS-level parallelization run on cores in different NUMA nodes, which incur significant latency due to remote memory access and remote bandwidth contention.
To scale CNN training in NUMA architectures, explicitly co-locating data with its computation is essential for avoiding remote accesses and bandwidth contention. A possible solution is to use processes rather than threads. Under that design, the approach becomes equivalent to distributed memory DL implementations such as S-Caffe [7] , FireCaffe [30] , Chainer [56] , MaTEx [57] , PowerAI [15] , CNTK [62] , PaddlePaddle [4] , and Caffe2 [26] . However, this approach has the limitation that it consumes large memory, which is unaffordable for machines with limited memory space such as Intel Knights Landing (KNL). To illustrate the increase of memory usage with the increase of MPI processes, we configure Intel-Caffe at a various number of MPI processes, train Alexnet on Imagenet dataset on 56 core Intel Broadwell machine, and collect memory usage using smem [1] . We have found that the total in-process private memory usage can increase up to 6.3× as the number of process grows from 1 to 56 during strong scaling. On upcoming massively multi-threaded architectures, a process-based solution would be increasingly problematic. Thus, it is necessary to maintain a threaded implementation of CNN training frameworks. However, a CNN usually consists of multiple layers and complex input/output data structures, resulting in different data access patterns. Reorganizing the data layouts at the beginning of each layer is costly and can easily surpass the benefit from minimizing remote accesses.
To address these challenges in the current Caffe designs, we propose NUMA-Caffe, a NUMAaware multi-solver-based design for CNN acceleration on NUMA architectures. It transforms the layer-level data-parallelized Caffe to support NUMA-aware training with multi-level hierarchical parallelism. NUMA-Caffe is independent of DNN topology, impact-free on network convergence, and offers both superior throughput and scalability to the existing designs.
While data-parallel schemes to eliminate scalability bottleneck have been well studied in distributed [5, 22] and multi-GPU [12] -based CNN-training; none of them have studied the NUMAscalability issue in the CPU-based system. Distributed CNN training on clouds suffers from high communication overhead due to the distributed file system and remote procedure call; comparatively, CPU-based NUMA systems can leverage the fast inter-solver communication through shared memory. On the other hand, due to micro-architectural differences between CPU and GPU, it is necessary to characterize the performance of CNN training on non-accelerated NUMA systems and evaluate the optimization. In summary, this article makes the following contributions: -We conduct a thorough empirical characterization of NUMA effects on state-of-the-art Caffe designs, and discover the root cause of their scalability issues and its corresponding sources (Section 3). -With the design challenges in mind, we propose the methodology and design details of NUMA-Caffe, a NUMA-aware multi-solver-based design for CNN acceleration on modern CPU-based multi-and many-core architectures (Section 4). -We evaluate NUMA-Caffe with multiple training datasets and DNN topologies on four mainstream NUMA architectures (i.e., AMD Opteron, Intel Sandy Bridge, Intel Broadwell, and Intel Knights Landing). Experimental results demonstrate that our design achieves significant improvement over the state-of-the-art Caffe designs, regarding both overall training throughput and memory scalability (Section 5). Optimization by NUMA-Caffe is orthogonal to other CPU-specific Caffe optimizations (i.e., cache blocking, etc.) and is thus complementary to BVLC-Caffe and Intel-Caffe implementation.
BACKGROUND
In this section, we briefly discuss the basics of general Artificial Neural Networks (ANNs), CNNs, and their state-of-the-art implementation Caffe [34] , and the current training/execution for CNNs.
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Basics of ANNs
An ANN comprises a series of stacked-up layers, each of which contains a group of neurons. A neuron L h+1 [i] in each layer applies a non-linear function (Ψ) to a linear combination of the outputs of neurons in the preceding layer (L h ) using a set of weights (W ):
The common execution method of ANNs is Stochastic Gradient Descent (or SGD), which conducts first forward propagation [14, 55] to compute the network's output of an input example and then performs backward propagation to calculate the error gradients of the weights. After that, SGD produces delta weights via multiplying error gradients of weights and their corresponding inputs. In other words, delta weights are the updates that SGD applies to the existing weights for model updating. The overall training process of ANNs is to repeat the procedure above for a new input example with the updated model.
CNN and Caffe
A CNN is a subclass of traditional ANNs where each of its neurons only connects to a small region (or its local surroundings) of the previous layer. Another significant difference is that neurons of CNNs' layers form feature maps and all the neurons in a feature map will apply the same feature to their corresponding inputs. One of the most popular and widely used CNN training infrastructures today is Caffe, originally developed by Berkeley Vision and Learning Center (BVLC) [34] for community-based deep learning missions. Caffe simulates DNNs as a network of computing units. These computing units, referred to as "layers," take a dataset as input, perform a specific set of operations, and then pass the output data to the next layer. Figure 1 shows its data structures and layer computation in Caffe. As discussed previously, a set of layers stack one upon another and perform sequential training for a deep network. This process is referred to as "forward and backward pass." Caffe represents all data in the network as "blobs," ranging from a batch of images to model parameters and gradient data generated during passes. Layers communicate and store data through blobs. Blob is implemented as an N-dimensional array and allocated with a contiguous chunk of memory. A blob contains a batch of M images, which will take a continuous space of M × channel K × height H × width W. Among the layers shown in Figure 1 , the convolution layer is the most significant layer in a CNN training process [34, 55] . Convolution layers extract features from image data by convolving feature vectors on input samples one-by-one using BLAS libraries. Generally, BLAS libraries parallelize this operation by creating multiple worker threads, each of which operates on a small section of that image. This is commonly referred as BLAS-level parallelism. A recent study [55] has shown that, due to a small image size, BLAS operations cannot efficiently parallelize convolution layers in Caffe. A batch-level parallelization is then proposed by this study: each batch is parallelized using OpenMP pragma at coarse-grained level instead of fine-grained BLAS level. This method significantly improves parallel efficiency of the convolution layers in Caffe. Figure 2 illustrates both BLAS-level and batch-level parallelization. However, due to the sequential nature of the blobs and non-uniformity of memory access, neither BLAS-level nor batch-level parallelization can resolve the issue that parallel threads may cross NUMA boundary when performing memory access. So far, none of the recent state-of-the-art CNN frameworks (e.g., References [14, 19, 34, 52, 55] ) have focused on such system aspects of DNN design nor explored the potential NUMA scalability problems when training DNNs. This motivates us to investigate the performance impact of NUMA effects on different Caffe designs, especially when a large number of NUMA nodes are utilized for computation.
CNN Training and Execution
The current training process for CNN is similar to what was described in Section 2.1. Caffe applies a mini-batch gradient descent algorithm where it updates model parameters after training on a minibatch of N samples. These mini-batches reduce the divergence of network training by a frequent update of model parameters. From the performance perspective, mini-batch gradient descent helps efficient computation of convolution. For CNN execution, current designs such as Caffe follow a two-step process [52] : Unfolding+Parallel_MM. First, the input activation vector is unfolded into a matrix. Then, a matrix-matrix multiplication is performed, where one matrix contains the layer's weights and the other contains the unfolded activations. [34] , the coarse-grain parallelized Caffe based on BVLC [55] (i.e., the batch-level parallelization discussed in Section 2.2), and the newly released Intel-Caffe [19] for optimizing CNN training on newer multi-and many-core architectures, especially benefiting the Intel family platforms (e.g., Broadwell and Intel Knights Landing), using fine-grained architecture-specific or customized tuning (e.g., efficient cache utilization and vector processing extension). Upon further investigation, Intel-Caffe already includes the coarse-grain parallelization and its related optimizations described in Reference [55] . Therefore, we select Intel-Caffe as the state-of-the-art design for our evaluation in this article. Furthermore, we apply the newest and most optimized Intel Kernel Library (Intel MKL 2017) [32] for all the Caffe designs under evaluation.
We conduct the evaluation of memory scalability and NUMA effects on Caffe designs using four contemporary NUMA-based multi-and many-core architectures: Intel Sandy Bridge (four NUMA nodes), AMD Opteron (eight NUMA nodes), Intel Broadwell (four NUMA nodes), and Intel Knights Landing (four NUMA nodes). The Intel KNL is configured to SNC-4 mode and on package high-bandwidth memory (HBM) is set as flat mode. While all the plots are drawn without explicitly using HBM, we report the effect of HBM in the evaluation section. The detailed architecture configurations of all four machines can be found in Table 1 . Two training datasets are selected for the evaluation in this section: CIFAR-10 [36] and Imagenet [37] . CIFAR-10 is a CNN performing imaging classification for a computer vision dataset with 10 object classes, each having 6,000 32×32 color images. We apply a Caffe implementation of Alex's cuda-convnet model [37] to train CIFAR-10. The other training set we select is Imagenet, which is a large database of images for visual recognition research. We refer to ILSVRC 2012 dataset, which consists of more than 1 million images belonging to 1,000 categories. Several models have been proposed to train the Imagenet dataset.
In this article, we analyze a popular model based on Alexnet [37] , consisting of 25 layers: 5 convolution and 3 inner-product layers. For a fair comparison, we keep the network models the same for different Caffe designs when training the two datasets. The experiments are run with strong scaling by maintaining the batch size constant to 128 and 256 for CIFAR-10 and Alexnet, respectively.
Observations on Scalability
To observe Caffe's scalability, we measure the throughput (iterations/sec) of the two different Caffe designs (i.e., BVLC-Caffe and Intel-Caffe) with increasing numbers of NUMA nodes on the four architectures listed in Table 1 . Figures 3 and 4 demonstrate their performance scalability (in terms of speedup of throughput) for strong scaling scenario across NUMA nodes. We have the following observations:
(1) The BVLC-Caffe performs much worse than Intel-Caffe at every scaling point. This is because BVLC-Caffe only applies BLAS-level parallelism while Intel-Caffe adds another level of parallelism, batch-level parallelism (depicted in Figure 2 and Reference [55] ), for further optimizing parallel efficiency and memory access pattern. Although both designs utilize the newest math kernel library (MKL2017), Intel-Caffe enables additional architecture-specific optimizations such as cache blocking. This performance superiority of Intel-Caffe over BVLC-Caffe is reflected in both scalability and single NUMA node performance discrepancy. (2) Both BVLC-Caffe and Intel-Caffe suffer from bad scalability on all four architectures.
BVLC-Caffe either does not scale or scales worse than a single NUMA node scenario. Even with a superior parallelization scheme and additional platform-specific optimizations, Intel-Caffe only scales slightly better than BVLC-Caffe before reaching to two NUMA nodes. However, its scalability drops significantly beyond two NUMA nodes. (3) Design implementation, training dataset and its network topology, and system architecture all impact Caffe's scalability. For instance, design and training input shape Caffe's memory access pattern and parallelization at each layer. System architecture choice decides specific tuning opportunities and overall systematic constraints such as memory bandwidth and access latency. Due to the variation in CPU capability and memory access pattern, convolution algorithms scale differently with the number of NUMA nodes. If NUMA overhead exceeds computational capability, a drop of throughput will be observed, e.g., for Sandy Bridge and AMD cases in Figure 3 .
All the evidence above seems to suggest the state-of-the-art Caffe designs suffer from significant scalability issues when increasing the number of NUMA nodes. Since the experiments are conducted under strong scaling scenario, we focus on investigating memory-level scalability issues. Next, we apply system-level profiling tools to quantify the bottlenecking effects so as to explore the potential root cause of Caffe's scalability issue on multi-core architectures.
Identifying Root Cause of Caffe's Scalability Bottleneck
According to the observations from Figures 3 and 4, a strong possibility that results in such scalability problems for Caffe designs is NUMA factor. Thus, we first leverage the hardware performance event counters to investigate if remote NUMA accesses are frequent. We use the event node-loadmiss as the evaluation metric, which counts memory loads that fetch data from cache and DRAM residing in remote NUMA domains. Figure 5 (a) and (b) show the node-load-miss with the growing NUMA counts on Intel Broadwell platform for both datasets. We can clearly observe that for both cases remote memory access increases. BVLC-Caffe's remote memory access increases even more significantly than Intel-Caffe. This access intensity gap between the two designs is mainly caused by different memory access patterns with or without coarse-grain parallelization. These two figures indicate that current Caffe designs might not have taken NUMA scalability into consideration.
To further quantify the NUMA effects, we apply the Precise Event-Based Sampling (PEBS) [33] provided by Intel Broadwell and Sandy Bridge to estimate the DRAM access latency in cycles. Table 2 shows the sampling-based DRAM access latency and its contribution to the total memory access latency for CIFAR-10 on Broadwell. The scaling factor is the ratio that normalizes average DRAM latency against one NUMA scenario. We can clearly observe that, under strong scaling, the fraction of memory access time spent on DRAM has increased significantly due to frequent long-latency accesses when increasing the number of NUMA nodes, i.e., from 20% to 37%. This observation suggests that NUMA factor plays a significant role in bottlenecking the scalability of contemporary Caffe designs and it needs to be significantly reduced for achieving better scalability. Table 3 shows the average bandwidth of four packages (or NUMA domains) on the Sandy Bridge machine while training CIFAR-10 network using Intel-Caffe. We collected the bandwidth using vTune [18] . Although the network is trained with full capacity on four packages of the Sandy Bridge (all 32 cores), only one package consumes 83.98% of total read and write bandwidth. One possible option to distribute the bandwidth utilization all over the four packages is to use Linux command-line scheduler for scheduling memory placement. For instance, numactl runs processes with a specific NUMA scheduling or memory placement policy. "numactl--interleave" can set a "memory interleave policy." Memory pages will be allocated using round robin on nodes. When memory cannot be allocated on the current interleaving target, it falls back to other nodes. Although this simple scheme can help improve memory bandwidth utilization, it fails to maintain data-locality in the NUMA nodes; resulting in complex memory access patterns that bottleneck performance due to many long random remote memory accesses. For instance, we use Intel-Caffe to train GoogleNet [54] on Intel Sandy Bridge and AMD Opteron platforms using "numactlinterleave," and its performance appears to be much worse than our proposed optimization, i.e., 1.4× and 1.6× slower throughputs, respectively. Similar phenomena is observed for training other networks on different architectures. This observation suggests that a more sophisticated design to provide focused NUMA optimization is highly desirable.
Source of NUMA Effects in Caffe
We further analyze the source of NUMA communication that is bottlenecking Caffe's scalability. To pinpoint the problematic code regions that cause significant NUMA access overhead, we performed data-centric analysis provided by HPCToolkit [6] (e.g., mapping activities to the corresponding function or instruction regions) to trace every node-load-miss of CIFAR-10 trained by Intel-Caffe. Table 4 summarizes the code regions that are causing significant REMOTE_DRAM accesses. We can observe that, although all these layers are susceptible to NUMA-induced overhead, convolution layer consumes 51.5% of the total remote DRAM accesses while performing matrix-multiplication (not including im2col_cpu). Regarding runtime, convolution layer is also the most significant and occupies the majority of the runtime. Additionally, 5.4% of the remote DRAM access occurs when pooling layer performs non-linear downsampling. Table 4 reflects how a CNN is mapped to the NUMA domains in the current Caffe designs. During the network initialization, Caffe initializes queues along with several temporary buffers to hold input images and intermediate results to pass to the next layer. During memory allocation, no explicit NUMA affinity is maintained. If no thread binding is applied, OS will schedule a thread to any random CPU core of the packages. As a result, memory gets allocated to the package where the first touch occurs without any explicit control. During the training phase, Caffe runs data-parallel layers without any expectation of data locality. Both BLAS-level parallelism and coarse-grain batchlevel parallelism spread worker threads to available CPU resources. As current implementations of Caffe do not consider NUMA boundaries, worker threads reach across NUMA nodes. But their corresponding input image batches and output may not reside in the same NUMA domain. This also happens to all the temporary buffers created and initialized outside of the OpenMP regions. Figure 6 illustrates the thread mapping of coarse-grain parallelized Caffe (e.g., Intel-Caffe) on a multi-NUMA machine where each OpenMP thread in a layer is mapped to a core statically. Both fine-grain and coarse-grain implementations have to cross the NUMA boundary to fetch or write data to the remote memory domains, drastically increasing memory access latency under limited bandwidth.
NUMA-Aware Design: Challenges
To eliminate significant NUMA overhead in the current Caffe designs, one possible solution is to maintain NUMA locality between data and worker threads within each layer, requiring us to split data buffers and initialize them to NUMA domains. However, this fine-grain data-partitioning may pose significant overhead and is difficult to effectively eliminate NUMA communication. Recall the description of the basic data structures in Caffe in Section 2.2. The dimension of a blob structure is not the same throughout the network. Based on initial batch size and layer construct, input and output blob can vary. For instance, pooling layer reduces the spatial size of a blob to decrease the number of parameters. As a result, subsequent convolution layers will have a reduced kernel size. Explicit maintenance of NUMA private data localization and tagging them to worker threads during the forward and backward pass on every layer may incur significant overhead. Moreover, it is difficult to eliminate remote NUMA memory access through static data partitioning due to irregular access patterns for different layers. For example, a data-parallel implementation of a fully connected inner-product layer still requires accessing parameters residing in the remote NUMA domains.
DESIGN METHODOLOGY
To address the challenges above, we propose a highly-efficient NUMA-aware CNN training framework for CPU-based multi-and many-core architectures, named NUMA-Caffe. As discussed previously, data needs to be co-located with its computation to avoid frequent remote NUMA accesses. A straightforward solution is to replace threads with processes (e.g., MPI processes) for ensuring data and computation co-location. However, processes consume more memory in comparison to threads [66] . Thus, a process per core or NUMA domain is not applicable to machines with limited memory space, such as Intel Knights Landing. Thus, NUMA-Caffe still keeps the pure threaded implementation within a single machine as the existing Caffe variants. However, unlike the existing Caffe variants, NUMA-Caffe adopts a hierarchical parallelism to assign work across threads and distribute threads to different NUMA domains. Figure 7 overviews the NUMA-aware design for NUMA-Caffe. On the algorithm level, NUMA-Caffe decomposes the work into two levels of parallelism. The whole dataset is first decomposed into disjoint segments for computation and distribute to different NUMA domains to benefit from NUMA node-level parallelism. NUMA-Caffe then further partitions the dataset in each NUMA domain to enjoy the thread-level parallelism inside a NUMA node. Section 4.1 describes this NUMA-aware algorithm in NUMA-Caffe.
After that, NUMA-Caffe maps the algorithm to an arbitrary NUMA machine for both computation and data. NUMA-Caffe employs a more flexible thread-handling scheme than the one used in existing Caffe variants that are based on OpenMP environmental variables. Section 4.2 elaborates on the thread-mapping approach. Finally, Section 4.3 discusses the issues raised in NUMA-Caffe implementation.
NUMA-Caffe Algorithm
Caffe employs a mini-batch-based stochastic gradient for training optimization: mini-batch Standard Gradient Descent (SGD) can perform training on independent data samples and then update the network parameters at the end of every N training samples. Given this nature of the SGD training algorithm, we can confine the computation on disjoint input datasets to enable network-level parallelism. As illustrated in Figure 7 , NUMA-Caffe replicates the network across different NUMA domains, known as different solvers. Inside each solver, NUMA-Caffe performs the computation based on the local data with the fine-grained parallelism on the layer level as the existing Caffe variants do. Finally, all solvers synchronize at the end of each iteration to update the gradient to guarantee the correctness of the algorithm.
Algorithm 1 elaborates on the NUMA-aware design. The code region marked in black color is the algorithm used in the latest Caffe implementation-Intel-Caffe, while the blue code lines are the adaptation added by NUMA-Caffe. From the algorithm, we can see that NUMA-Caffe introduces a new parallel loop nest at line 4 to enable the work decomposition across NUMA domains. Threads in each NUMA domain inheri the computation from the original algorithm and perform layer-level parallelism independently as shown from line 5-11. After all the NUMA domains finish processing the batch, a synchronization is needed to gather all the results at the end of each iteration, as shown at line 12-13. Next, we highlight two features in this algorithm and prove its correctness. -Parallel SGD Solvers. Training independent solvers is an SPMD technique. More specifically, multiple solver instances compute layer output and gradients of their own dataset and then work towards the convergence of a common neuron model. Within each layer, SGD solvers are trained independently on different mini-batches. As a result, each solver computes slightly different model parameters (e.g., weight and bias) compared to another solver running in parallel. The layer operations during a forward and backward pass of a solver are completely independent of those of another solver.
-Reduction of Gradients. As all the SGD solvers work toward a common goal-convergence of the network, timely gradient update is important for the network to get experience from all the parallel solvers. In NUMA-Caffe, we use synchronous gradient update, under which, co-running solvers block/wait at a barrier for other solvers to finish an epoch and then perform a global reduction of the gradients. Note that the asynchronous update is not chosen because it can create divergence and inaccuracy to the final network since slower solvers may work on outdated parameters. We will demonstrate that the reduction overhead in NUMA-Caffe is negligible compared to the major NUMA-induced latency in the existing NUMA-oblivious Caffe solutions (see Section 5).
Algorithm Correctness Proof.
Under an unchanged set of training parameters (e.g., batch size), NUMA-Caffe does not change the original mini-batch SGD but only applies hierarchical dataparallelism. The entire batch (b) is split into n kernels, each with a batch size of b/n. Theorem 1 demonstrates that our algorithm's result is theoretically equivalent to that of the original algorithm used in BVLC and Intel-Caffe.
Theorem 4.1. Batch gradient descent on a single compute node is equivalent to batch gradient descent on multiple nodes performed by averaging the gradient updates.
Proof. Let n be the number of compute nodes and nk the batch size. Set x 1 , . . . , x nk to be the samples in a batch. Batch gradient descent computes the gradient updates for each one, ∇ x 1 , . . . , ∇ x nk without performing a weight update and then applies the update for 1 nk
We split the samples among the nodes. How this is done does not matter, but for simplicity, we will set x 1 , . . . , x k to node 0, x k+1 , . . . , x 2k to node 1, and so on. Then, the gradient update computed by node r is 1 k
The average is then
which is precisely the number computed on a single node.
We also conduct empirical validation to confirm the output correctness of our algorithm through empirical evaluation. We evaluate the accuracy of NUMA-Caffe in comparison to BVLC-Caffe. As an example here, we report NUMA-Caffe's accuracy for training CIFAR-10 network. We configure NUMA-Caffe to use eight SGD solvers on the AMD node. Figure 8 compares the output accuracy of these two Caffe designs. From the data, we find that NUMA-Caffe does not suffer from accuracy reduction. After 40,000 iterations, NUMA-Caffe's percentage of error is within the bound of 1.24%. Experiments on other networks also give the same conclusion.
Throughout the article, we measure performance and accuracy under strong scaling with fixed batch size for fair comparison. Due to fixed batch size, we do not observe accuracy loss. On the other hand, several recent studies have proposed schemes for large batch trainings without deviating the accuracy during weak scaling; Goyal et al. [26] proposed the scheme of changing the learning rate, which overcomes this challenge for distributed systems with a broad range of minibatch sizes. You et al. [61] applied batch normalization to large batch sizes (8, 768 ), resulting in no accuracy loss. We use a batch size of 64-256, implying that our solution can scale 128-512 compute nodes, providing no accuracy loss.
Hierarchical Computation and Data Mapping Strategy
The intrinsic two-level parallelism of NUMA-Caffe can be naturally mapped to threads running on NUMA architectures. Binding these threads to cores is necessary but challenging. As existing Caffe implementations are based on OpenMP and MKL, KMP_AFFINITY environmental variables can bind threads to cores according to thread creation order. However, threads in nested parallel regions are created in an unpredicted order, so NUMA-Caffe cannot rely on these environmental variables.
From implementation perspective, NUMA-Caffe's hierarchical thread mapping is performed at three levels: (1) At top level, NUMA-caffe creates a pthread-based SGD solver for each NUMA domain. (2) At the next hierarchical level, each pthread solver parallelizes the batch-level loop operations of the solver using OpenMP threads. These intra-solver OpenMP threads maintain the NUMA-affinity of their parent pthread solver via cpu-bind. (3) At the lowest level of the hierarchy, each OpenMP thread performs single-threaded BLAS operations through MKL threads. These MKL threads maintain the affinity of their parent OpenMP threads through CPU-binding.
For this kind of hierarchical thread mapping, NUMA-Caffe employs its own thread scheduler. First, NUMA-Caffe extracts the NUMA topology using hwloc [8] to understand the mapping between cores and NUMA domains. NUMA-Caffe assigns a unique ID for each NUMA domain and provides an equation to iterate all the core IDs that belong to this NUMA domain. Second, NUMA-Caffe records the ID of a NUMA domain when it allocates a solver for it. Third, for all the threads spawned within a solver, NUMA-Caffe binds all these threads to the NUMA domain allocated for the solver by explicitly iterating all the core ID in this NUMA domain and calling sched_setaffinity. With this approach, NUMA-Caffe can automatically distribute all of its threads to appropriate cores in any given NUMA architecture without any manual interference.
Besides binding threads to cores, NUMA-Caffe also needs to guarantee the data are placed in appropriate NUMA domains. Linux employs "first touch" policy by default, that is, allocating memory pages in a NUMA domain if a thread from this NUMA domain initializes these pages. To leverage this first touch policy, NUMA-Caffe spawns a helper thread per solver to initialize all the data, such as the queues and temporal buffers used in this solver. NUMA-Caffe's thread scheduler and helper threads guarantee the data and computation are co-located in the same NUMA domain automatically.
-Mapping Gradient Update to NUMA Architectures. As discussed previously, NUMA-Caffe applies a synchronized gradient update at the end of each iteration. Synchronizing all threads from different NUMA domains may incur many remote accesses. To maintain a balanced remote NUMA memory bandwidth during the update, we create a tree topology of the NUMA domains. This could be more effective than the flat structure when the number of NUMA nodes is very large. For n NUMA nodes, we create a n − ary tree of solvers, which maintains a list of parent and children. At the end of each iteration, solvers follow tree hierarchy for gradient reduction. For example, the parent solvers wait for their child solvers to reach the barrier. Once notified by their child solvers, a parent solver reduces the gradient by accumulating its own gradient with its child solvers' gradients and notifies its parent. In this way, the root solver eventually computes the gradient of the total network. After that, the root solver computes the updated weights for the next iteration and child solvers to copy the new weight blobs to their individual local NUMA domains.
Discussion
There are several advantages of our NUMA-Caffe design. First, it provides automatic data localization and eliminates all the major remote memory access within data parallel layers. Second, it is network agnostic, as it does not statically split data structures within each layer and maintain data-thread affinity between NUMA nodes. This design can be applied to any neural network topology. This also removes the burden to design and test new networks to accommodate NUMA effects and enables instantaneous scaling. Third, due to data encapsulation, this design is easier to be adopted in any object-oriented DNN implementation since all the buffers as well as global control structures are private to the respective parallel solver instance without requiring any explicit affinity maintenance. Finally, our design is convergence-invariant, which means it does not affect the network convergence rate.
EVALUATION AND ANALYSIS
We evaluate 2 NUMA-Caffe on four modern NUMA architectures: Intel Sandy Bridge, AMD Opteron Magny-Cours, Intel® Knights Landing, and Intel Broadwell. Table 1 shows the hardware configurations of these machines. To evaluate our NUMA-Caffe, we choose two state-of-the-art Caffe designs for comparison: BVLC-Caffe [34] and Intel-Caffe [19] . Their background is introduced in Section 3. For a valid comparison, all three Caffe designs are compiled with g++ 4.8.5 -O3 and linked to Intel MKL 2017 for optimized BLAS operations on all the testing machines. We 2 Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations, and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more information, go to http://www.intel. com/performance. disable SMT in all of our Intel platforms because we find that SMT does not show benefit to all three Caffe designs.
We configure the three Caffe implementations to train two different networks. First, we use the ImageNet dataset to train the AlexNet network with an exponential learning policy. The initial learning rate, the momentum, and the weight decay are set to 0.01, 0.9, and 0.0005, respectively. AlexNet has a default batch size of 256. Second, we use the CIFAR-10 dataset to train the CIFAR network with 0.9 momentum and 0.004 weight decay. We set the initial learning rate as 0.001. CIFAR has a batch size of 128. These configuration parameters are either the default provided by Caffe or chosen by experienced users.
We employ the following comparison strategy: (1) We measure the end-to-end of execution time and show that NUMA-Caffe has the best throughput and scalability across multiple NUMA nodes for most cases (Section 5.1) and (2) We collect NUMA-related events via hardware performance counters to highlight that NUMA-Caffe successfully removes most of the remote accesses, which leads to its high performance and superior scalability (Section 5.2).
Performance and Scalability Measurement
To quantitatively evaluate different Caffe design performance, we measure the training throughput, which is defined as the number of training iterations completed per second. The measurement excludes all the intermediate validation and snapshot steps. A higher throughput indicates better performance. For scalability evaluation, we have all Caffe variants keep input batch size constant and train it with more cores (known as strong scaling). We report the speedups that are normalized against the training throughput of BVLC-Caffe running on all the cores of a single NUMA node of each testing machine. Figure 9 shows the normalized throughputs of all Caffe variants trained on our AMD Opteron, Intel Sandy Bridge, Intel ® KNL and Intel Broadwell machines. From the figure, we can see that BVLC-Caffe has the worst performance, Intel-Caffe provides a 3-10× speedup over BVLC-Caffe across different machines, and NUMA-Caffe shows the best performance-up to a 14× speedup over BVLC-Caffe and a 2.4× speedup over Intel-Caffe when using all the cores across all NUMA nodes. Particularly, NUMA-Caffe achieves a significant speedup on Intel KNL and Broadwell, which are among the latest architectures released by Intel. These two architectures support MKL 2017 using advanced vectorization units, such as AVX2 and AVX512. They are sensitive to the NUMA overhead because long latency memory accesses along with a high bandwidth requirement can significantly degrade the performance of vectorization. We also evaluate NUMA-Caffe and Intel-Caffe on KNL with HBM enabled. For both Caffe implementations, we place the data in HBM first and then in DRAM if HBM is full. We find that NUMA-Caffe achieves a 1.29× speedup over Intel-Caffe. Moreover, NUMA-Caffe gains a 2× speedup over the DDR4-only mode of itself.
Evaluation on AlexNet network.
For performance scalability, BVLC-Caffe does not scale across NUMA nodes at all; Intel-Caffe has a slightly better scaling than BVLC-Caffe but still does not scale in most architectures; NUMACaffe has the best scalability. As BVLC-Caffe depends on MKL for the parallelism, it inherits the problem that MKL owns: not a NUMA-aware design. Thus, BVLC-Caffe does not show any speedup when running on Intel KNL and Broadwell, and even worse performance on AMD Opteron and Intel Sandy Bridge. In contrast, Intel-Caffe employs coarse-grained-layer-level parallelism. Its parallelization and synchronization overhead is largely reduced compared to BVLC-Caffe, causing less traffic across NUMA nodes. Thus, for some architectures, such as AMD Opteron, Intel-Caffe shows moderate scalability. However, Intel-Caffe does not use a NUMA-aware design, so it does not scale in most architectures. Unlike the two, NUMA-Caffe shows the near-linear scalability across all the machines. It is mainly due to its NUMA-aware algorithm and the thread scheduler to co-locate computation and data to avoid most remote NUMA accesses. In Section 5.2, we will show that NUMA-Caffe effectively removes most of the remote accesses. Figure 10 shows the performance and scalability of the three Caffe designs on our four testing platforms. Overall, BVLC-Caffe has the lowest throughput, while Intel-Caffe and NUMA-Caffe have comparable throughputs when using two NUMA nodes. It is worth noting that NUMA-Caffe has an increasing speedup over Intel-Caffe when running on more NUMA nodes. For example, the speedup of NUMA-Caffe over Intel-Caffe is from 1.15× to 1.36× when using two and four NUMA nodes in the Intel Sandy Bridge machine. Furthermore, when training on Intel Broadwell machine, NUMA-Caffe achieves a 1.4× speedup on two NUMA nodes and gains the highest improvement of 2.2× on four NUMA nodes. Through explicitly using HBM on Intel KNL, NUMA-Caffe runs 1.06× faster than Intel-Caffe. Unlike Alexnet, both NUMACaffe and Intel-Caffe gains a small speedup of 1.12× and 1.33×, respectively, over the DDR4-only mode, when explicitly using HBM. This observation indicates that CIFAR network is less memory bandwidth bound compared to AlexNet. From the evaluation on all four platforms, NUMA optimization of CIFAR network results in relatively lower speedup than AlexNet.
Evaluation on CIFAR Network.
For scalability, BVLC-Caffe does not show any scalability, which is in expectation because of the frequent synchronization and high parallelization overhead at the fine-grained MKL level. Intel-Caffe shows moderate scalability, and NUMA-Caffe has a slight improvement over IntelCaffe. Moreover, NUMA-Caffe introduces some management overhead, such as forking solvers and thread scheduling. This overhead cannot be easily amortized in the CIFAR network training. Therefore, NUMA-Caffe shows less throughput at some points compared to Intel-Caffe, such as running on one NUMA node of Intel Sandy Bridge and Intel KNL. Figure 11 summarizes the performance of a GoogLeNet model training on three platforms and three variants of Caffe implementations. From the figure, BVLC-Caffe has the worst performance among all the platforms while Intel-Caffe enjoys speedup of 3.6×, 5.6×, and 4.75× on four-NUMA Sandy Bridge, Broadwell and eight-NUMA AMD, respectively. NUMA-Caffe achieves the best performance with 8× and 2× speedup on Sandy Bridge compared to BVLC-Caffe and Intel-Caffe. On the eight-NUMA AMD machine, NUMA-Caffe supersedes Intel-Caffe and BVLC-Caffe by 3× and 14×, respectively. A similar trend is observed on Broadwell machine where NUMA-Caffe achieves 1.7× and 9.6× speedup compared to Intel-Caffe and BVLC-Caffe. On the KNL machine, both Intel-Caffe and NUMA-Caffe suffer from the bottleneck at the input buffer due to the slower HDD disks on our server node. For this reason, we do not report GoogLeNet results on KNL machine here.
Evaluation on GoogLeNet Network.
Among the three testing platforms, BVLC-Caffe shows no scalability at all due to poor CPU and memory utilization. Intel-Caffe shows moderate scalability on AMD and better scalability on Broadwell. NUMA-Caffe shows the best scalability on AMD machine where it scales 1.1×, 2.2×, and 3× more than Intel-Caffe on two, four, and eight NUMA nodes, respectively.
Comparison to GPU-Based Implementation.
We further train the three DNNs on single NVIDIA Tesla K40c GPU with BVLC-Caffe. We compare the performance of GPU-based training with the Intel-Caffe and NUMA-Caffe training on Sandy Bridge with four NUMA nodes. Both AlexNet and GoogLeNet training by BVLC-Caffe on GPU show superior performance than IntelCaffe and NUMA-Caffe training. BVLC-Caffe trains AlexNet 3.2× and 1.38× faster on GPU compared to Intel-Caffe and NUMA-Caffe training. For GoogLeNet training, BVLC-Caffe on GPU gains 2.5× and 1.09× speedup compared to Intel-Caffe and NUMA-Caffe training on Intel Sandy Bridge. Both AlexNet and GoogLeNet training is computationally expensive. NVIDIA Tesla K40c takes advantage of higher FLOPs/cycle count compared to Intel Sandy Bridge and achieves superior performance while training these networks. On the contrary, CIFAR training on Intel-Caffe and NUMA-Caffe achieves 1.7× and 2.3× speedup compared to the training by BVLC-Caffe on NVIDIA GPU. Due to smaller datasets and shallower CIFAR network, GPU training is bottlenecked by communication overhead.
Summary of the Findings.
We summarize our findings from the experiments as follows:
-BVLC-Caffe with fine-grained MKL-level parallelism only does not show any scalability across NUMA nodes with the given two networks and four NUMA architectures. -Intel-Caffe shows moderate scalability, and the scalability on CIFAR is better than AlexNet.
This shows that deeper networks are more sensitive to NUMA latency. -NUMA-Caffe demonstrates the best throughput and scalability in most cases. However, the NUMA-aware design and mapping are not free. NUMA-Caffe may introduce additional overhead, which if not amortized by the beneficial computation, will slightly degrade the overall performance.
Detailed Analysis with NUMA-Related Events
To evaluate our NUMA-aware optimizations in NUMA-Caffe, we further collect NUMA-related events from hardware performance counters using Linux Perf [41] on Intel Broadwell. We glean two events: node-load and node-load-miss, which indicate local and remote NUMA node accesses, respectively. We compare all three Caffe designs using a derived metric: remote memory access per iteration, which is the absolute remote memory accesses averaged across iterations. Table 5 presents the reduction of remote memory access by Intel-Caffe and NUMA-Caffe during CIFAR training on Broadwell. Compared to the Intel-Caffe designs, NUMA-Caffe achieves the highest, 96% reduction of remote accesses on four NUMA nodes. To further understand the root causes of remote accesses in NUMA-Caffe, we associate the metrics with source code. We find that over 71% of the remote accesses occur during gradient and weight update between parallel SGD solvers. This communication across NUMA nodes guarantees the correctness of NUMACaffe. The remaining 29% of remote access is caused while populating the minibatch buffers from image database. Thus, NUMA-Caffe can eliminate most of the unnecessary remote NUMA accesses. Furthermore, Figure 12 plots the layer level speedup of CIFAR training on Intel-Caffe and NUMA-Caffe compared to BVLC-Caffe. Compared to Intel-Caffe, NUMA-caffe achieves the best speedup of 1.44×, 2.9×, and 1.24× on conv1, conv2, and conv3 layer, respectively.
To evaluate the bandwidth usage across different NUMA nodes, we measure the bandwidth consumption for NUMA-Caffe when training the CIFAR network in Table 6 . From the table, we can see that NUMA-Caffe achieves balanced bandwidth usage, effectively avoiding bandwidth contention. We further compare the memory access and thread synchronization overhead of CIFAR training on Sandy Bridge. NUMA-Caffe achieves 7× less memory access latency and 1.12× less wait and spin time for CIFAR training compared to Intel-Caffe. This proves that NUMA-aware optimization achieves speedup by reducing both memory reference overhead and synchronization overhead.
For AlexNet and GoogLeNet training with ImageNet data, we observe a similar behavior as for CIFAR. Table 5 shows that, compared to Intel-Caffe, NUMA-Caffe achevies the highest 92.09% and 91.47% reduction of remote accesses during AlexNet and GoogLeNet training on four NUMA nodes. NUMA-Caffe achieves 12× and 13× less memory access latency for AlexNet and GoogLeNet training, respectively, compared to Intel-Caffe. Moreover, NUMA-Caffe has the least wait and spin time compared to Intel-Caffe. NUMA-Caffe observes 1.56× and 1.19× less synchronization overhead compared to Intel-Caffe training on four-NUMA Intel Sandy Bridge. Figure 13 plots the layer-level speedup of AlexNet training on four NUMA nodes by Intel-Caffe and NUMACaffe compared to BVLC-Caffe. All the most significant layers achieve the best performance after NUMA optimization. Similar layer-level speedup is observed for GoogLeNet training. Figure 14 shows the speedup of the most significant 16 layers of GoogLeNet that contributed 80% of the total runtime. NUMA-Caffe shows the best performance to optimize the most significant layers compared to Intel-Caffe.
While NUMA-Caffe effectively reduces a significant amount of remote NUMA accesses, it cannot totally eliminate them. At the end of each forward-backward pass, solvers of NUMA-Caffe update their gradients. This gradient update involves obtaining weight matrix located on remote NUMA domains. Moreover, actively waiting on lock words by threads across NUMA domains requires remote NUMA accesses. These remote accesses are necessary to guarantee the correctness of the algorithm.
RELATED WORK DNN Frameworks.
Depending on the specific underlying architecture, different forms of dataparallelism have been applied for training a DNN. For example, recent DNN research has been largely focusing on GPU-powered approaches [16, 21, 28, 51] due to its massive parallelism and architecture-specialized acceleration libraries (e.g., cuBLAS and cuDNN [13] ). Although GPU-accelerated DNNs have reported significant speedup, there are still two major limitations that hinder scalability: (1) many real-world data models cannot be effectively processed due to GPUs' memory constraints and (2) major performance improvement of GPU-based DNNs comes from the specialized libraries, which are not general, hard to port and pose significant bias for training certain types of applications [55] .
At node-level, several CPU-based frameworks that target accelerating complex networks on multi-and many-core architectures have been proposed. For instance, popular CNN-based frameworks, including BVLC [34] , coarse-grain parallelized Caffe [55] and Intel Caffe [19] , have significantly accelerated CNNs for shared-memory multi-core systems. This line of research is very promising because the results in References [19, 55] have demonstrated that their multi-core-based approaches have achieved a similar level of performance as those obtained by the GPU-optimized CNNs, but without GPUs' major limitations. However, when scaling up to a large number of NUMA nodes, their performance is still hindered by the significant overhead caused by frequent remote memory access. Similarly, the recent spg-CNN [52] provides a scheduler for automatic code generations, optimizing for sparsity and spatial reuse in convolutions. However, spg-CNN has not taken NUMA effects on modern architectures into consideration to conduct optimization for addressing this important system-level issue. To tackle this problem, we propose NUMA-Caffe, a NUMA-aware multi-solver design for CNN acceleration. More specifically, we transform the layer-level data-parallelized Caffe to support NUMA-aware training with multi-level hierarchical parallelism. Our design is independent of CNN topology, impact-free on network convergence rate, and provides further scalability to the existing multi-core-based CNN frameworks.
Several data-parallelism oriented proposals have studied DNN training from the perspectives of distributed-memory environment [39, 48, 50] . Data-parallel methods on distributed-memory environments replicate the model and launch them on separate node/machine with different mini-batches and reconstruct the model parameters through gradient update. Other than dataparallelism, model-parallelism-based approaches also perform well for training large models on distributed systems where communication is a major bottleneck [22, 35] . It scales training by partitioning a model itself and executing parts of it across different nodes. This approach helps reduce communication overhead while maintaining data locality within each node. The Distbelief [22] framework introduced both data-parallelism and model-parallelism in CPU clusters where it asynchronously updates models after distributed training. Tensorflow [5] and Mxnet [12] apply similar multi-solver-based data and model-parallelism for distributed training on heterogeneous systems including multi-GPU and mobile devices. Facebook [59] adopts both data-parallelism and model-parallelism to train multi-GPU machines. FireCaffe [30] uses data-parallelism and introduce reduction trees instead of a parameter server to scale DNNs on multi-GPU clusters. At node-level, BVLC-Caffe [34] adopts the similar data-parallelism for multi-GPU training. These map-reduce like DNN training frameworks preserve the data-locality and at the same time, reduce inter-node communications; this inherent capability inspired us to choose model-replication based data-parallel mechanism for optimizing NUMA-bottlenecks. Furthermore, we apply batchlevel data parallelism for intra-node parallelism. Although we adopt an approach that is well explored in the distributed and multi-GPU systems, the goal of this article is orthogonal to the prior work. First, cloud-based implementations incur large network communication overhead due to distributed file systems and remote procedure call; comparatively, NUMA-Caffe can take advantage of the fast inter-node communication of shared memory systems. Second, although multi-GPU systems observe NUMA behaviors, due to micro-architectural differences it is important to study various DNN NUMA characteristics on CPU-based systems. Moreover, NUMA-Caffe enables other NUMA-aware optimizations of CPU systems (i.e., lock cohorting). To our knowledge, NUMA-Caffe is the first to quantify the CPU-based NUMA-scalability challenges of various DNNs.
Locality-Aware Analysis and Application Optimization. Locality-aware thread placements have been explored to improve data sharing in parallel programs [44, 45, 46] . Furthermore, NUMAaware locality models are proposed for thread and data placement [43] . The recent development of NUMA analysis tools [38, 42] have provided a better understanding of NUMA bottlenecks in different types of applications. With the help of this development, NUMA-aware library [9] , compiler [47] , OS [47] , and application optimizations [60, 63, 65] have also emerged. Reference [65] optimizes graph analytics for NUMA-based architectures. NUMA-aware Phoenix [60] explores the MapReduce scalability on NUMA systems. Dimmwitted [63] studies the challenges of scaling statistical analytics on NUMA-based shared memory systems and proposes three optimization tradeoffs. Inspired by some of the valuable experience from these research, we have extensively characterized three state-of-the-art multi-and many-core-based CNNs and proposed design to significantly address their scalability limitations caused by the negative NUMA effects.
Distributed Memory DNN Optimizations. Several researchers have proposed designing distributed memory DL algorithms and implementations. A few prominent approaches include SCaffe [7] , FireCaffe [30] , Chainer [56] , MaTEx [57] , PowerAI [15] , CNTK [62] , PaddlePaddle [4], and Caffe2 [26] . These approaches leverage HPC interconnects by using MPI [25, 27] , and provide overlap of communication with computation. While one MPI process per NUMA domain can reduce NUMA problems, exascale systems may have 1K-10K threads per node and likely would not have sufficient memory to allow one MPI rank per NUMA domain. There is a significant body of research on parameter-server-based solutions including GeePS [20] , Petuum [58] , MXNET [12] , Poseidon [64] , Parle [10] , ProjectAdam [14] , CaffeonSpark [3] , SparkNet [49] , DSSTNE [2], and others [11, 22, 29, 31 ]. Yet, parameter-server-based solutions have convergence issues and require warm start [40] -which are not attractive for large datasets such as considered in this article.
CONCLUSIONS
In this article, we proposed a novel NUMA-aware framework for training CNNs on modern CPUbased multi-and many-core-based architectures. We first conducted a thorough empirical evaluation of NUMA impact with several existing Caffe designs running on four contemporary NUMA architectures, pinpointed the root cause of their scalability issues, and analyzed its sources. Based on these insights and a detailed discussion on design challenges, we proposed the design methodology and implementation of our NUMA-aware multi-solver CNN acceleration framework, named NUMA-Caffe. NUMA-Caffe's design choice is orthogonal to other CPU-specific Caffe optimizations (i.e., cache blocking). As a result NUMA-Caffe provides complementary benefits to BVLCCaffe and Intel-Caffe. Finally, we evaluated our design with multiple input datasets and CNN topologies on various NUMA architectures. Results demonstrate that our design outperforms the state-of-the-art CNN solutions in both throughput and scalability.
