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Abstract
Gauge theory with massless fermions on a cylinder (= (1+1) di-
mensional spacetime with compact space S1) is studied in the Hamil-
tonian framework. Without using a gauge fixing condition, gauge de-
grees of freedom are eliminated by explicitly solving Gauss’ law. The
resulting effective Hamiltonian describes interacting fermions coupled
to a finite number of quantum mechanical variables representing the
physical Yang-Mills degrees of freedom. The method can be trivially
extended to other gauge theories with matter on a cylinder.
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A rigorous construction and investigation of gauge theories with matter
in (3+1) dimensions is beyond present day’s knowledge. (1+1) dimensional
models are much simpler and can be used as a testing ground to get more
insight into gauge theories on a sound mathematical basis.
The identification of the physical degrees of freedom of non-Abelian gauge
theories is highly non-trivial and crucial for understanding the physics of
these models. Though trivial on a plane (= spacetime IR× IR), pure YM the-
ory on a cylinder (= spacetime S1× IR) is non-trivial and has a finite number
of physical degrees of freedom. This is most easily seen in the Hamiltonian
framework: Here, the temporal component A0 of the YM field is not dynam-
ical but only a Lagrange multiplier enforcing Gauss’ law (= invariance under
all static gauge transformations), and the only gauge invariant quantities
one can construct at some fixed time from the spatial component A1 of the
YM-field are the eigenvalues of the Wilson loop (holonomy) W [A1] over the
whole space.
In a recent interesting paper Rajeev [1] presented a method to eliminate
gauge degrees of freedom in pure YM theory on a cylinder and reduced it to
a model for a free “particle” moving on a group manifold G (the structure
group of the YM field) which can be solved exactly [2] (q = W [A1] ∈ G can
be interpreted as position of the “particle” which due to invariance under
rigid gauge transformations, q → h−1qh ∀h ∈ G, effectively moves only on
the Cartan subgroup of G [2]). The approach of [1] is very elegant as no gauge
1
fixing condition is imposed but Gauss’ law is explicitly solved resulting in an
effective Hamiltonian Heff on the physical Hilbert space Hphys of the model.
In this Letter we extend the method of Rajeev [1] to massless fermions
coupled to a Yang-Mills field with gauge group G = SU(N) or U(N) on a
cylinder. The construction is done on a semiclassical level with the fermion
field algebra in the naive (unphysical) representation (no filled Dirac sea)
as this simplifies the arguments and allows for a straightforward extension
to other gauge theories with matter on a cylinder. We note that a rigorous
construction of this model and the elimination of the gauge degrees of freedom
can be done also on the full quantum level, and that the final result does not
depend on whether one goes to the full quantum level before or after this
elimination (we hope to report on that in a future publication).
We start with the Lagrangian density1
L = ψ¯γν(−i∂ν + Aν)ψ − 1
2e2
tr(FνµF
νµ) (1)
with2 Aν ≡ AaνT a the YM field, Fνµ ≡ ∂νAµ − ∂µAν + i[Aν , Aµ] with ν, µ ∈
{0, 1} spacetime indices, ψ, ψ¯ ≡ ψ∗γ0 the fermion fields, and e the coupling
constant; more explicitly, ψ(∗)(x) ≡ ψ(∗)σ,A(x), T a ≡ T aAB, γν ≡ γνσσ′ with
σ, σ′ ∈ {1, 2} and A,B ∈ {1, 2 . . .N} the spin and color indices, respectively.
1∂ν ≡ ∂/∂xν with x0 ≡ t (time), x1 ≡ x ∈ [0, 2pi) (spatial coordinate); our metric
tensor is gνµ = diag(1,−1)
2the T a = (T a)∗ are the generators of the Lie algebra g of G in the fundamental
representation normalized to that tr(T aT b) = δab/2 (tr(·) is the N ×N -matrix trace)
2
By the usual canonical procedure [3] we obtain the Hamiltonian (we assume
periodic boundary conditions for all fields)
H =
∫ 2pi
0
dx
(
tr(e2Π1(x)
2 − 2A0(x)G(x)) + ψ∗(x)γ5(−i∂1 + A1(x))ψ(x)
)
(2)
where Πaν(x) = F
a
0ν(x)/e
2 and iψ∗σ,A(x) are the canonical momenta to A
a,ν(x)
and ψσ,A(x), respectively, γ5 = −γ0γ1, and3,4
G(x) ≡ −∂1Π1(x)− i : [A1(x),Π1(x)] : +ρ(x) (3)
with ρa(x) = ψ∗(x)T aψ(x); the normal ordering : · · · : means that terms
coming from the non-commutativity of Aa1(x) and Π
b
1(y) have to be discarded.
Moreover, we have the following canonical (anti-) commutator relations
[Aaν(x),Π
b
µ(y)] = −igνµδabδ(x− y)
{ψσ,A(x), ψ∗σ′,B(y)} = δσσ′δABδ(x− y) (4)
with the other (anti-) commutators vanishing as usual. From the primary
constraint Π0(x) ≃ 0 we get the secondary constraint G(x) ≃ 0 (Gauss’
law). Following Rajeev [1] we introduce the Wilson line S(x) ≡ SAB(x) as
the (unique) solution of
(∂1 + iA1(x))S(x) = 0, S(0) = 1. (5)
3we use the notation G(x) ≡ Ga(x)T a and similarly for Aν , Πν , ρ etc.
4 [·, ·] is the commutator and {·, ·} the anticommutator
3
This allows us to write Gauss’ law as
G˜(x) = −∂1Π˜1(x) + ρ˜(x) ≃ 0 (6)
with G˜(x) ≡ : S(x)−1G(x)S(x) : and similarly for Π1 and ρ. In this form,
Gauss’ law is easily solved: Π˜1(x) ≃ Π1(0) + R(x) with R(x) =
∫ x
0 dyρ˜(y).
Introducing p ≡ ∫ 2pi0 dxΠ˜1(x)/2pi we obtain
Π˜1(x) ≃ p + R¯(x), R¯(x) = R(x)−
∫ 2pi
0
dy
2pi
R(x), (7)
and from Π1(0) = Π1(2pi) we get the constraint
p+ R¯(2pi) = :q−1
(
p+ R¯(0)
)
q : (8)
with q ≡ S(2pi) identical with the Wilson loop W [A1]. Due to the cyclicity
of the trace, we obtain from (2) the effective Hamiltonian
H′eff =
∫ 2pi
0
dx
(
tr(e2Π˜1(x)
2) + ψ˜∗(x)γ5(−i∂1)ψ˜(x)
)
= e22pitr(p2) +
∫ 2pi
0
dx
(
tr(e2R¯(x)2) + ψ˜∗(x)γ5(−i∂1)ψ˜(x)
)
(9)
with ψ˜(x) ≡ S(x)−1ψ(x). As ρ˜a(x) = 2tr(T aS(x)−1T bS(x))ψ∗(x)T bψ(x), it
follows from the invariance of T a ⊗ T a,
T aABT
a
CD = (h
−1T ah)AB(h
−1T ah)CD ∀h ∈ G,
that
ρ˜a(x) = ψ˜∗(x)T aψ˜(x). (10)
4
Note that the fermion fields ψ˜(∗) still obey the canonical anticommutator
relations, but they have twisted boundary conditions
ψ˜(2pi) = q−1ψ˜(0). (11)
It is easy to see that the Wilson loop variables obey
[pa, q] = −qT a, [pa, q−1] = T aq−1. (12)
The canonical anticommutator relations imply [R¯a(0), ψ˜∗(x)] = ( x
2pi
−1)ψ˜∗(x)T a,
and with pa = Πa1(0)− R¯a(0) we obtain
[pa, ψ˜∗(x)] = − x
2pi
ψ˜∗(x)T a. (13)
At this stage we have formulated the model entirely in terms of the Wilson
loop variables p = paT a, q, and the twisted fermion fields ψ˜(∗) obeying the
relations given above. H′eff has to be regarded as an operator on the tensor
product H′phys of the Hilbert space of the Wilson loop variables [2] and an
appropriate fermion Fock space.
H′phys is not quite the physical Hilbert space of the model as we still have
the constraint (8) which is associated with the invariance under rigid gauge
transformations
q → h−1qh
p → h−1ph
ψ˜(x) → h−1ψ˜(x) ∀h ∈ G. (14)
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Indeed, it is easy to check that eqs. (8), (9), (11), (12), and (13) are invariant
under (14).
To eliminate this constraint, it is convenient to introduce an algebraic
basis in the Lie algebra g of G as follows. Let eij be the N ×N matrix with
the elements (eij)kl = δikδjl. We define Hi = ei,i−ei+1,i+1 for i = 1, . . . , N−1,
E+1 = e1,2, E
+
2 = e1,3, . . . , E
+
N−1 = e1,N , E
+
N = e2,3, . . . , E
+
1
2
N(N−1)
= eN−1,N ,
and E−j = (E
+
j )
∗. These matrices obey
[Hi, Hj] = 0
[Hi, E
±
j ] = ±aijE±j ∀i, j (15)
with aij the elements of (N − 1)× 12N(N − 1) matrix given by aij = δik(j) −
δil(j) − δi+1,k(j) + δi+1,l(j) where k(j), l(j) are determined from E+j = ek(j),l(j).
Moreover,
H∗i = Hi, (E
+
i )
∗ = E−i ,
tr(HiHj) = bij tr(E
+
i E
−
j ) = δij ,
tr(HiE
±
j ) = tr(E
±
i E
±
j ) = 0 ∀i, j (16)
where b is the (N−1)×(N−1) matrix with elements bij = 2δij−δi+1,j−δi,j+1.
Note that b is invertible.5 Obviously the matricesHi, i = 1, . . . , N−1 and E±j ,
j = 1, . . . , 1
2
N(N − 1), span the Lie algebra of G = SU(N). For G = U(N)
we have to add to these H0 = 1 (the N × N unit matrix) and set a0j = 0,
5by induction one can show that its determinant is N 6= 0
6
b0j = bj0 = Nδj0 so that the relations above still hold. Then we can write
X =
∑
j
(
X0,jHj +X
+,jE−j +X
−,jE+j
)
∀X ∈ g
with X0,j =
∑
k(b
−1)jktr(HkX) = (X
0,j)∗ with (b−1)jk the elements of the
inverse matrix of b, and X±,j = tr(E±j X) = (X
∓,j)∗.
Every q ∈ G can be represented as q = hqdh−1q with d in the Cartan
subgroup of G, d = exp (−2pii∑i Y iHi) (note that this representation is not
unique). We can explicitly solve the constraint (8) by performing a rigid
gauge transformation (14) with h = hq. Denoting for simplicity the gauge
transformed q, ψ˜ etc. by the same symbol, we can represent ψ˜ as
ψ˜(x) ≃ d−x/2piψ(x) (17)
with ψ(x) free fermion fields obeying periodic boundary conditions. Perform-
ing a Fourier transform, ψ(x) =
∑
n∈ZZ ψˆ(n) exp (inx)/
√
2pi, and using
exp (−i∑iαiHi)Hj exp (i∑iαiHi) = Hj
exp (−i∑iαiHi)E±j exp (i∑iαiHi) = E±j exp (∓i∑iαiaij)
for all real αi following from (15), we obtain from (8) by a straightforward
but tedious calculation that ρˆ0,j(0) ≃ 0 and
(1− e∓2pii
∑
iY
iaij )

p±,j + 1
4pi2
∑
n∈ZZ
ρˆ±,j(n)(e∓2pii
∑
iY
iaij − 1)
(n∓∑iY iaij)2

 ≃ 0
where ρˆ(n) =
∫ 2pi
0 dxρ(x) exp (−inx), and with that
Π˜(x) ≃ p+ R¯(x) ≃∑
j
p0,jHj +
1
2pi
∑
n∈ZZ
∑
j
(
ρˆ0,j(n)
in
einxHj(1− δn0)
7
+
ρˆ+,j(n)
i(n−∑iY iaij)e
i(n−
∑
iY
iaij)xE−j +
ρˆ−,j(n)
i(n+
∑
iY
iaij)
ei(n+
∑
iY
iaij)xE+j
)
.
From (12) we get [p0,j, d] = −d1
2
∑
k(b
−1)jkHk.
6 Hence we can represent the
p0,j as 1
4pii
∑
k(b
−1)jk ∂
∂Y k
. Putting this all together, we obtain from (9)
Heff = − e
2
8pi
∑
j
∂2
∂Yj∂Y j
+
∑
n∈ZZ
ψˆ∗(n)γ5(n+
∑
j
Y jHj)ψˆ(n) +
e2
2pi
∑
n∈ZZ
∑
j
(
(1− δ0n)
ρˆ0,j(n)ρˆ0j (−n)
n2
+
ρˆ+,j(n)ρˆ−,j(−n)
(n−∑iY iaij)2 +
ρˆ−,j(n)ρˆ+,j(−n)
(n +
∑
iY
iaij)2
)
(18)
with ∂
∂Yj
≡ ∑k(b−1)jk ∂∂Y k and ρˆ0j ≡ ∑k bjkρˆ0,k. This is our final result.
It should be pointed out that (18) is identical with the Hamiltonian one
obtains by fixing the gauge in eqs. (2), (3) to
A0(x) = 0, A1(x) =
∑
j
Y jHj (19)
which is essentially the Coulomb gauge. Thus the construction above can be
regarded as an justification of that gauge.
It is important to note that though we have eliminated in eq. (18) as many
gauge degrees of freedom as possible, there are still gauge transformations
left, namely all those that leave the diagonalized Wilson loop d in the Cartan
subgroup of G. For example, h(x) = exp (ix
∑
jν
jHj) with ν
j ∈ ZZ is a gauge
transformation (i.e. h(0) = h(2pi) = 1) leaving d invariant but acting non-
trivially on the Y j : Y j → Y j + νj (it is straightforward to check that (18)
is invariant under these gauge transformations). This can be understood as
6we used T a
AB
T a
CD
= 1
2
δADδBC − αδABδCD with α = 12N for G = SU(N) and 0 for
G = U(N)
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Gribov ambiguity [4]: the Coulomb gauge condition ∂A1(x)/∂x = 0 does
not uniquely determine one representative in each gauge orbit. Demanding
that the physical states of the model are invariant also under these discrete
gauge transformations leads to a highly non-trivial vacuum structure on the
full quantum level similar to the one of the Schwinger model [5]. We intent
to report on that in a future publication.
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