Abstract-In order to reduce the impact of block for the rate of face recognition ,in this paper, through the control of sparseness in the non-negative matrix factorization , the face image do non-negative sparse coding to obtain the eigenspace for the image. The experiment uses the ORL face database. The experimental results show that using NMFs obtains Eigenfaces with the local features of face and has a strong ability to express the occluded human face. The algorithm has good adaptability to partial occlusion, and has better robustness than PCA algorithm.
I. INTRODUCTION
There are two mainly types of the methods about Face recognition feature extraction, the first method is based on the whole face; the second method is based on local features [1] .The first retains the information of the topological relations in the face parts and the information of the parts itself, the second, however, extracts the local contour information to design specific recognition algorithm. Matrix decomposition has been used widely in many applications [2] ,such as in numerical algebra, matrix decomposition can divide large-scale complex problems into smaller sub-problems to solve simply; in the field of applied statistics, we can obtain low rank approximation of the original data matrix by the matrix decomposition, so we can find the internal structure of the data. In the application of machine learning and pattern recognition [3] , the matrix low rank approximation can greatly reduce the dimension of the data, which can save storage space and computing time. Lee and Seung [4] propose the nonnegative matrix factorization method in the journal of "natural" In 1999 (NMF) which is a decomposition method based on local features [5] . NMF decomposition algorithm which compares with some traditional algorithms has the advantages of simplicity of realization, the results of the decomposition and the form of decomposition of explanatory, and takes less storage space and many other advantages. Many large-scale face database of face recognition need to deal with effectively in the form of matrix, NMF just provide a new way to deal with large-scale face images. Then Patrik [6] proposed a non-negative sparse matrix factorization method for face recognition on the basis of the NMF, which can be able to find stable and intuitive local features and to free to control the sparse degree of matrix decomposition. The algorithm has fast convergence and small storage space. It will reduce high-dimensional of data matrix, so it is suitable for handling large data. In this paper,firstly, we do sprse coding of images by NMFs to reduce the dimensionality of the data so that further computational methods can be applied. At last we can get the image of the local representation [7] . Then the images are classified and identified by PSVM algorithm. And we do the experiment by PCA+PSVM to compare with that. The experimental results show that the NMFs has robustness for partial occlusion, and the recognition results is better than PCA [8] .
II. NON-NEGATIVE SPARSE MATRIX FACTORIZATION AND PROXIMAL SUPPORT VECTOR MACHINE

A. Non-negative Sparse Matrix Factorization
Many data of information or signal processing features with non-negative, Such as grayscale images, material composition, the number of occurrences of words in articles and the probability transfer matrix of statistics and so on. In dealing with this data with the method of linear representation, often require decomposition results (including the basis vectors and coefficients) are nonnegative. At this point, if using factor analysis of the traditional method, such as principal component analysis because the results contain negative and lose the physical meaning, however, the use of non-negative (positive) matrix decomposition method can avoid this [9] . NMF is a multi-variable analysis method. An M-dimensional random vector V is observed for N times, These observations for the The error betweenV and V ′ can be written as [10] :
NMF should to solve the optimization problem as follows: (4) can obtain the following iterative formula to solve for W and H:
The reference [9] Proved that the iterative algorithm is convergent. Therefore, the basic idea of NMF algorithm can be simply described as ： For any given a nonnegative matrix V, NMF algorithm can find the nonnegative matrices W and H, allowing them to meet the V = WH, Thus a non-negative matrix factorization is put into two non-negative matrices. Before and after the decomposition of the matrix contains only non-negative elements, therefore, any column vector of the original matrix V can be interpreted as a weighted combination of all column vectors in the left matrix W, the weight coefficient is the corresponding column vector elements in the right matrix H. In image processing, the pixel gray value of image is always non-negative, and positive linear combination also makes this of reconstructed nonnegative, the result of NMF method can express some physical meaning directly. The form based on combination of basis vectors has a semantic interpretation of very intuitive representation, which reflects the concept of local composition the whole in the human mind. NMFs compares with traditional NMF methods, this algorithm can better find an intuitive, stable local feature of the face, and are free to control the sparse degree of matrix decomposition. By adjusting the size of the sparseness can obtain a good result of the face recognition, and also have the relativity to solve the characteristic matrix and coefficient matrix small and fast convergence, etc., thus various types of samples after NMFs decomposed that the coefficient vector is very easy for division; this is exactly the reason for choosing the algorithm.
B. Proximal Support Vector Machine
Support Vector Machine (SVM) [10] based on the minimization principle of structural risk, between the model complexity and learning ability to find the best compromise, owning good generalization ability, is a powerful tool for data classification. However, the standard SVM requires solving complex quadratic programming problem, often slow, and high computational complexity. The PSVM of use in this article are different from SVM, it is changed from the inequality constraints into equality constraints, which replaced to solve the problem of the original convex quadratic programming, to break the traditional thinking, analysis of the original problem directly. Thus, its greatest feature is that fast training to learn in the basic premise of no loss of recognition accuracy and is suitable for the rapid learning of the data. Consider the m points 
III. EXPERIMENT AND RESULT ANALYSIS
A. Experimental Environment And Process
This experiment which using the NMFs and the standard PCA method, is conducted in ORL face database. The identification process is shown in Fig. 2 . For the given training image set and test sets of images, first, the implementation of feature extraction by NMFS, then using PSVM to classify for the training Set Feature Subspace, at last, get the recognition results.
B. Contents And Results Of Experimental
NMFs decomposition includes multiple parameters, such as the number of iterations, sparse degree and so on. Therefore, before the experiment of face recognition of Partial occlusion, first selected sparseness through experiments, using the first picture of 40 types of people in the face to iteration in the experiment, and updating the termination conditions of iteration due to time: update matrix iteration 1000 times in the first meeting with the K-1, K of Non-negative matrix V. In order to improve the speed of recognition, we use the PSVM to classify. Although there is no convergence to rational precision value, the final recognition rate reached to the ideal value, Fig. 3 shows the feature extracted face image after image characteristics extraction under different sparseness.
The experimental results show that the image show the local characteristics of the human face with the increasing of sparsity. And we find the best sparsity to show the human face is 0.8 by repeated experiments.
And we can see that the NMFs algorithm can show the characteristics of the human face, which can reduce the dimensionality of the data so that further computational methods can be applied ,and the sparsity can be changed according to the need.
Then operate the recognition experiments under different sparseness, as shown in TableⅠ: From table I we can see that the recognition rate up to maximum 87.5% when the sparseness is 0.8.The local features of NMFs Eigenfaces have a strong ability to show the Obscured face. This article select 0.8 as sparseness, then operate the experiment using the images of different block area and parts of human face, and compared with the PCA algorithm. During the experiment, we use the ORL database as the Training Image Set. remove the sample of exaggerated facial expressions or that can not be normalized. Some occlusion pictures are displayed as follows: We test the robustness of the NMFs algorithm through the above sample pictures. First, we randomly selected 5 pictures as training samples, the rest as test samples. We do 20 times experiments, and select the average recognition rate as the recognition results. The experimental results are shown in Fig. 5 .
The two pictures in Fig. 5 which the abscissa shows the percentage of the block area in the face area (the occlusion rate), and the ordinate shows the recognition rate. The figure 5(a) showed the occlusion of the mouth, which the recognition rate was 4.2% in the intersection of two lines. When the occlusion rate was less than 4.2%, the recognition rate of using NMFs algorithm was slightly lower than that of using the PCA algorithm. However, when the occlusion rate was more than 4.2%, we compared the NMFs algorithm with PCA algorithm, the recognition rate all decreased. But when we used the NMFs algorithm, the recognition rate decreased slowly. The Fig. 5(b) showed the occlusion of the eyes, the recognition rate of using the NMFs was stable, which showed that the robustness of the NMFs algorithm was better than the PCA algorithm, so this feature can reduce the impact of beard for the recognition. And that showed that the NMFs algorithm can show the local feature of the human face. From the two pictures in Fig.5 , the recognition of the two algorithms all decreased. That showed that the block of the main features of the face (such as mouth,eyes,nose,ear) directly affected the recognition rate. The experimental result showed that the NMFs algorithm was adaptable when beard block the mouth, however, the recognition rate should be improved.
IV. CONCLUSION
In this paper, we proposed a method which combined the NMFs with PSVM for face recognition, and applied to partial occlusion for the face. Using the NMFs algorithm did the feature extraction of the face image. Then using the PSVM algorithm did classification and identification. The experimental result showed that the method has better robustness than PCA algorithm.
It shows that the method is not sensitive to the block face, and reduces the computational complexity to a certain extent. But the recognition rate should be improved.
So we will try to improve the NMFs algorithms or combine with other effective identification algorithms to improve the recognition rate of the occlusive face image in the future. 
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