Abstract. A generalized two-dimensional periodic Dirac operator is considered, with L ∞ -matrix-valued coefficients of the first order derivatives and with complex matrix-valued potential. It is proved that if the matrix-valued potential has zero bound relative to the free Dirac operator, then the spectrum of the operator in question contains no eigenvalues.
Introduction
Let M 2 be the space of complex (2 × 2)-matrices, I ∈ M 2 the unit matrix, and (h j1 σ 1 + h j2 σ 2 ) −i ∂ ∂x j , acting in L 2 (R 2 ; C 2 ), with the domain D( D) = H 1 (R 2 ; C 2 ). The functions h jl ∈ L ∞ (R 2 ; R) are assumed to be periodic with a (common) period lattice Λ ⊂ R 2 , and 0 < ε ≤ h 11 (x)h 22 (x) − h 12 (x)h 21 (x) for a.e. x ∈ R 2 . We denote by L Λ (R 2 ) the set of all Λ-periodic functions W ∈ L 2 loc (R 2 ; C) such that W ϕ ∈ L 2 (R 2 ) for any ϕ ∈ H 1 (R 2 ), and for every ε > 0 there exists a number C ε (W ) ≥ 0 satisfying
for all ϕ ∈ H 1 (R 2 ). If V (l) ∈ L Λ (R 2 ), l = 0, 1, 2, 3, then
is a closed operator in L 2 (R 2 ; C 2 ) with domain D( D + V ) = D( D) = H 1 (R 2 ; C 2 ) (a Λ-periodic matrix-valued potential V has zero bound relative to D if and only if V (l) ∈ L Λ (R 2 ), l = 0, 1, 2, 3). The following theorem is the main result of this paper.
Theorem 0.1. Let h jl ∈ L ∞ (R 2 ; R), j, l = 1, 2, be periodic functions with period lattice Λ ⊂ R 2 . Suppose that there exists ε > 0 such that ε ≤ h 11 (x)h 22 (x) − h 12 (x)h 21 (x) for a.e. x ∈ R 2 . If V (l) ∈ L Λ (R 2 ), l = 0, 1, 2, 3, then the operator (0.1) has no egenvalues. continuity of the spectrum is a consequence of the absence of eigenvalues (of infinite multiplicity); see [1] (and also [2] ). This fact is of general nature and is also valid for the generalized Dirac operator D + V .
The first results about the absence of eigenvalues in the spectrum of the periodic Dirac operator were obtained in [3] - [5] . For n ≥ 2, consider the n-dimensional periodic (with period lattice Λ ⊂ R n ) Dirac operator
where V = V I , V 0 = m α n+1 , m ∈ R , (0.3) the α j , j = 1, . . . , n + 1, are Hermitian (M × M )-matrices satisfying the anticommutation relations α j α l + α l α j = 2δ jl I, δ jl is the Kronecker symbol, and I is the unit (M ×M )-matrix (M ∈ 2N). The components A j of the vector-valued (magnetic) potential and the scalar (electric) potential V are real-valued periodic functions with period lattice Λ ⊂ R n ; let K be the standard fundamental domain of Λ. In [5, 6] , the absolute continuity of the spectrum of the operator (0.2), (0.3) was proved for all n ≥ 2 under the conditions V ∈ C(R n ), A ∈ L ∞ (R n ; R n ), and
(|x| is the length of the vector x ∈ R n ). In subsequent papers, the restriction on the periodic scalar potential V has been relaxed. The spectrum of the operator (0.2), (0.3) is absolutely continuous if (at least) one of the following conditions is satisfied: 1) n = 2, V ∈ L q (K), q > 2, and the vector-valued potential A ∈ L ∞ (R 2 ; R 2 ) satisfies (0.4) (see [7] );
2) n ≥ 3, A ≡ 0, and N |V N | p < +∞, where the V N are the Fourier coefficients of V , p ∈ [1, q n (q n − 1) −1 ), and the q n > n are some numbers, the smallest (found before) values of which were presented for n ≥ 4 in [8] (the numbers q n are found as the largest roots of the algebraic equations q 4 − (3n 2 − 4n − 1)q 3 + 2(4n 2 − 6n − 3)q 2 − (9n 2 − 16n − 4)q − 4n(n − 2) = 0 , q 3 ≃ 11.645, n −2 q n → 3 as n → +∞; for the first time the above condition on the Fourier coefficients V N appeared in [4] for n = 3); 3) n = 3, V ∈ L q (K), q > 3, and the vector-valued potential A ∈ L ∞ (R 3 ; R 3 ) satisfies (0.4) (see [9] ); 4) n ≥ 2, V ∈ L 2 (K), A ∈ L ∞ (R n ; R n ), there exists a vector γ ∈ Λ\{0} such that |A| L ∞ (R n ) < π|γ| −1 and the map
is continuous; see [10] . (In particular, under an appropriate choice of γ ∈ Λ\{0}, the latter condition is satisfied if V is an arbitrary piecewise continuous scalar potential with piecewise analytic discontinuity surfaces; such potentials were considered in [3] .) Some other conditions on the scalar potential V and a small vector-valued potential A can be found in [10] .
The periodic Dirac operator with a nonsmall vector-valued potential A was studied in [11] - [13] . In [12] , the absolute continuity of the spectrum of the operator (0.2) was proved under the conditions V = V I, V 0 = V 0 α n+1 , where V, V 0 ∈ L q (K), A ∈ L q (K; R 2 ), q > 2, for n = 2, and under the conditions V, V 0 ∈ C(R n ; R), A ∈ C 2n+3 (R n ; R n ) for n ≥ 3. For n = 2, the proof is based on the results of the papers [14, 15] , where the periodic Schrödinger operator
was treated. For the operator (0.5), the absolute continuity of the spectrum was proved first for V ∈ L 2 loc (R 2 ; R), A ∈ C(R 2 ; R 2 ) in [14] , and then in [15] for the more general case where
loc (R 2 ; R 2 ), q > 1 . For the periodic Dirac operator (0.2) with n = 2, a similar result (as in [12] ) was obtained in [11] (it was assumed, however, that V 0 ≡ m = const, but the proof carries over to functions V 0 ∈ L q (K), q > 2, without essential modifications). The methods used in [11] were the same as in [7] . More general conditions on V , V 0 , and A (for n = 2) were obtained in [16] : it suffices to require that the functions V 2 ln(1 + |V |), V 2 0 ln(1 + |V 0 |), and |A| 2 ln q (1 + |A|) belong to L 1 (K) for some q > 1. For n ≥ 3, the results of [12] were based on Sobolev's paper [17] , where the absolute continuity of the spectrum was proved for the Schrödinger operator with a periodic vector-valued potential A ∈ C 2n+3 (R n ; R n ). The latter condition was relaxed by Kuchment and Levendorskiȋ in [2] (and also by Sobolev; see the remark at the end of the survey [18] ): it suffices to require that A ∈ H q loc (R n ; R n ), 2q > 3n − 2, which makes it possible to relax accordingly the constraint on the vector-valued potential A also for the periodic Dirac operator (see [12, 18] ).
Let M h , h > 0, be the set of all even Borel signed measures (charges) µ on R (of finite total variation) for which R e ipt dµ(t) = 1 for every p ∈ (−h, h). In [13] , it was proved that the spectrum of the periodic (with period lattice Λ ⊂ R n ) Dirac operator (0.2) is absolutely continuous for n ≥ 3 if the following conditions are fulfilled:
1) the (M × M )-matrix-valued functions V and V 0 are Hermitian and continuous, and
2) A ∈ C(R n ; R n ) and there exist a vector γ ∈ Λ\{0} and a measure µ ∈ M h , h > 0, such that for every x ∈ R n and every unit vector e ∈ R n with (e, γ) = 0 (where (., .) is the scalar product in R n ) we have 6) where
is the volume of the fundamental domain K. For a periodic vector-valued potential A ∈ C(R n ; R n ), condition (0.6) is fulfilled (under an appropriate choice of γ ∈ Λ\{0} and measure µ ∈ M h , h > 0) whenever A ∈ H q loc (R n ; R n ), 2q > n−2, and also in the case where N |A N | C n < +∞, where the A N are the Fourier coefficients of A (see [13, 19] ). The results of [13] were used in [20] in order to prove the absolute continuity of the spectrum of the periodic Schrödinger operator
with a vector-valued potential A ∈ C 1 (R n ; R n ) satisfying condition 2) and with the scalar potential V ∈ L p w (K; R) for which t (meas {x ∈ K : |V (x)| > t}) 1/p → 0 as t → +∞, where p = n/2 for 3 ≤ n ≤ 6 and p = n − 3 for n ≥ 7, meas standing for Lebesgue measure. The multidimensional periodic Schrödinger operator was studied in many papers; the relevant facts and references can be found in [2, 18] and [21] - [25] .
Let G denote the set of all continuously differentiable and monotone nonincreasing functions g : (0, +∞) → (0, +∞) (i.e., g(t 1 ) ≥ g(t 2 ) for 0 < t 1 ≤ t 2 ) such that 1 0 (r g(r)) −1 dr < +∞ and g(r/2)/g(r) → 1 as r → +0. We write L 2 {g, Λ}, g ∈ G, for the Banach space of periodic (with
If g ∈ G, then g(r)(ln r) −1 → −∞ as r → +0; therefore, for any W ∈ L 2 {g, Λ} the function W 2 belongs to the Kato class K 2 (see [26] ), which implies that W ∈ L Λ (R 2 ).
For n = 2, the operator D + V (see (0.1)) was considered in [27] in the case where h jl ∈ C ∞ (R 2 ), j, l = 1, 2, V (l) ∈ C ∞ (R 2 ; R) for l = 1, 2, and V (l) , ∂V (l) /∂x j ∈ L ∞ (R 2 ) for l = 0, 3 and j = 1, 2. In [28] , a special case of Theorem 0.1 was proved: under the same conditions on h jl , it was assumed that V ∈ L q loc (R 2 ; M 2 ), q > 2. The latter result was improved in [29] (and was announced in [30] ): it suffices to require that
The methods employed in the proof of Theorem 0.1 can also be used for the proof of the absolute continuity of the spectrum of the two-dimensional periodic Schrödinger operator
with variable metric (see [29] - [32] ); here G = (G jl ) j,l=1,2 is a real symmetric positive definite matrix-valued function (a metric) with
The functions A, V , and G are periodic with a common period lattice Λ ⊂ R 2 . For the first time, the absolute continuity of the spectrum of the operator (0.7) was proved by Morame in [27] under the con-
Later on, in the case where G ∈ C m+α (R 2 ; M 2 ), m ∈ Z + , α ∈ (0, 1), Kuchment and Levendorskiȋ in [2] proved the existence of periodic isothermal coordinates y(x) ∈ C m+1+α (R 2 ; R 2 ) that reduce the matrix-valued function G to a scalar form; the use of such coordinates allowed them to relax the restrictions on A, V , and G by reducing the problem to the case of a constant matrix G. The periodic isothermal coordinates were applied in a series of papers by Birman, Suslina, and Shterenberg. In [33] , the absolute continuity of the spectrum of the operator (0.7) was proved
, Σ is a periodic system of piecewise smooth curves, δ Σ is the δ-function concentrated on Σ, and σ ∈ L q loc (Σ; R). In the subsequent papers [34] - [37] , Shterenberg relaxed the conditions imposed on A, V , and G. The following conditions were given in [36] :
. . , m , t ≥ 0, and the scalar potential V is defined as the distribution dµ/d 2 x, where µ is a periodic Borel signed measure satisfying some additional conditions (which occur also in [35] ); in this situation the closure of the quadratic form
fail to be bounded relative to the form ∇ϕ 2
. Finally, in [37] , the restriction (0.9) on the vector-valued potential A was relaxed to A j ∈ L Λ (R 2 ), j = 1, 2. It should be mentioned that in [36, 37] Shterenberg studied also a generalization of the operator (0.7) obtained by the incorporation of weight functions. The results pertaining to the absolute continuity of the spectrum of the periodic Schrödinger operator were applied to the study of the spectrum of the Schrödinger operator in periodic waveguides (see [38, 39] and also [40, 41] ).
In [30] (without using periodic isothermal coordinates, and with the help of results on the generalized two-dimensional periodic Dirac operator), it was proved that no eigenvalues are present in the spectrum of the periodic operator (0.7) if the following conditions are fulfilled: G satisfies (0.8), A j ∈ L 2 {g, Λ}, j = 1, 2, for some g ∈ G, and the scalar potential V is defined via a quadratic form V(ϕ, ϕ), ϕ ∈ H 1 (R 2 ); this form has zero bound relative to the form
, and is such that
is Hermitian, then it may fail to coincide with
µ is a periodic (locally finite) Borel signed measure [29] ). In [30] , the functions A j , j = 1, 2, can be complex-valued, and the form V is not assumed to be Hermitian. If the function [0, +∞) ∋ t → g(t) ∈ [0, +∞) is monotone nondecreasing and the function (0, +∞) ∋ t → g(t −1 ) belongs to G (in particular, this is true if g(.) = l(.)), then for every periodic vector-valued potential A ∈ L 2 loc (R 2 ; C 2 ) satisfying (0.9) there exists g ∈ G such that A j ∈ L 2 {g, Λ}, j = 1, 2 (see [31] ). Therefore, the condition imposed in [30] on the vector-valued potential A is less restrictive than (0.9) (with g as indicated). In [32] (as well as in [37] ), the constraint on A was relaxed up to A j ∈ L Λ (R 2 ), j = 1, 2.
Notation and the main statements
Since the change V (0) − λ → V (0) reduces the operator D + V − λ I, where I is the identity operator on L 2 (R 2 ; C 2 ) and λ ∈ C, to the operator D + V , it follows that in the proof of Theorem 0.1 it suffices to check the absence of the eigenvalue λ = 0. Also, we may assume that Λ = Z 2 (an appropriate linear change of variables can be made, preserving the form of the
Multiplying the generalized Dirac operator (0.1) from the left by the
we obtain the operator
for which {F, G, H} ∈ Γ and the (new) periodic matrix-valued potential V satisfies the assumptions of Theorem 0.1. Therefore, Theorem 0.1 is a direct consequence of the next Theorem 1.1.
and defined on the Sobolev class
is not an eigenvalue of this operator).
For the proof of Theorem 1.1, we apply Thomas' method (originating from [42] and used for checking the absence of eigenvalues in the spectrum of periodic elliptic differential operators). With the help of this method, in this section we reduce Theorem 1.1 to Theorem 1.2.
As a preliminary, we introduce some notation and several definitions. The Fourier coefficients of a function ϕ ∈ L 1 (K; C d ), d = 1, 2, will be denoted by
Let C(K), C 1 (K), and H 1 (K) be the spaces of functions ϕ : K → C, the Z 2 -periodic extensions of which belong to C(R 2 ), C 1 (R 2 ), and the Sobolev class H 1 loc (R 2 ), respectively; by C 0 (K), C 1 0 (K), and H 1 0 (K) we denote the corresponding subspaces of functions ϕ such that
In what follows, we identify functions defined on K with their Z 2 -periodic extensions to R 2 . The norms and scalar products in
, are standard (as a rule, we do not indicate a particular space in the notation for its norm and scalar product). The scalar products are assumed to be linear in the second argument; ∇ = (∂/∂x 1 , ∂/∂x 2 ), and meas is Lebesgue measure on R 2 . Let {F, G, H} ∈ Γ(p, q, F ). For all k = (k 1 , k 2 ) ∈ R 2 and all κ = (κ 1 , κ 2 ) ∈ R 2 , we introduce the operators
There exist numbers
(see, e.g., [29] ). Relations (1.2) and (1.3) imply that the operators D(k), k ∈ R 2 , are closed, and if k ∈ 2πZ 2 , then their range R( D(k)) coincides with the space L 2 (K; C 2 ), ker D(k) = {0}, and the inverse operators D −1 (k) are compact (see (1.2), (1.3), and the properties of d ± (k) presented in § 2).
The generalized Dirac operator D + V of the form (1.1) is unitarily equivalent to the direct integral
The unitary equivalence mentioned above is established via the Gel ′ fand transformation [43, 44] (for periodic Dirac operators, see also [9, 12] ). The matrix-valued potential V , viewed as acting in L 2 (K; C 2 ), has zero bound relative to the operators
where I is the identity operator in L 2 (K; C 2 ), and the operator
is compact, the representation of the operator (1.1) in the form of a direct integral (1.4) and the analytic Fredholm theorem imply that if λ = 0 is an eigenvalue of D + V , then λ = 0 is an eigenvalue of each of the operators [1] and [44, § XIII.16]). Consequently, for the proof of Theorem 1.1 it suffices to find a complex vector k + iκ ∈ C 2 such that ker ( D(k + iκ) + V ) = {0}. Thus, Theorem 1.1 is implied by the following statement.
, and a unit vector e = (e 1 , e 2 ) ∈ R 2 with e 1 > 0 such that for some numbers µ > 0 as large as we wish the following is true: for all k ∈ R 2 with k 1 = π and all vector-valued functions ϕ ∈ H 1 (K; C 2 ) we have
where c = c(p, q, F ) > 0.
The proof of Theorem 1.2 is presented in § 5. It is based on Theorems 3.1 and 5.1, proved in § 3 and § 6, respectively. In § 2, for the operators d ± (k) we list the properties needed for what follows. In § 3 we prove that the Dirac operator D(0) + V with a matrix-valued potential V of a special form is similar to the Dirac operator D(k + iκ) for some vectors k, κ ∈ R 2 . In § 4 we collect the auxiliary statements to be used either in the proof of Theorem 1.2, or (mainly) in the proof of Theorem 5.1. The estimates proved in Theorem 5.1 for the Dirac operator D(k) + V with a matrix-valued potential of a special form are used in the proof of Theorem 1.2. In § 6, Theorem 5.1 is deduced from Theorem 6.1, which is proved in the same section.
Properties of the operators d ± (k)
In this section we present the properties of d ± (k), k ∈ R 2 , which we considered in detail in [29] and the proofs of which can be found in [28, 29] . In the case where k = 0, we use the abbreviation d ± . = d ± (0). The results of this section will be employed substantially in what follows.
Estimates (1.3) imply that the operators
, and the subspaces R( d ± ) are closed subspaces in L 2 (K) for which dim coker d ± = 1. For all ϕ ∈ H 1 (K) we have
(the bar stands for complex conjugation).
On the set Γ we consider the metric
onto the subspace L; the set of orthogonal projections is endowed with the operator topology (induced by the operator norm). This lemma and the convexity of the sets Γ(p, q, F ) imply that there exist continuous functions
and we may assume that χ − = χ + (see (2.1)).
Lemma 2.2 ([29]
). For any {F, G, H} ∈ Γ for a.e. x ∈ K we have χ + (x) = 0. Then for all x ∈ R 2 and all Φ ∈ H 1 (K) we have
where c 3 = c 3 (p, q, F ; g) > 0 (the integrals may take the value +∞).
We denote by H 1 0 {g, Z 2 }, g ∈ G, the Banach space of functions Φ ∈ H 1 0 (K) such that Φ e
By Lemma 2.3,
Since r ε g(r) → 0 as r → +0 for any ε > 0, the space C 1 0 (K) is embedded continuously in H 1 0 {g, Z 2 }. On the other hand,
with c 4 = c 4 (g) > 0 (see [29] ). The following Lemma 2.4 is an immediate consequence of Lemma 2.3 and estimate (2.2).
Lemma 2.4 ([29]
). If {F, G, H} ∈ Γ(p, q, F ) and g ∈ G, then there is a number
The next lemma follows from the definition of the set L(R 2 ) (see, e.g., [22, 36] ).
Theorem 2.1 is a consequence of Lemmas 2.3, 2.4, and 2.5. For the proof of identity (2.3), we use the fact that the operator d + is closed. First, identity (2.3) is established for ψ ∈ C 1 (K), and then, with the use of Lemma 2.5, in the general case, for ψ ∈ H 1 (K).
Theorem 2.2 ([28]). Suppose {F, G, H} ∈ Γ. Then there exist unique real-valued functions
Moreover, (2.4) implies that Φ, Ψ ∈ C 0 (K) and κ 1 > 0. 
Lemma 2.6 ([29]). Suppose {F, G, H} ∈
Γ. Then χ + = c 6 (GH) −1 ( d + Ψ − H), where Ψ ∈ H 1 0 (K) ∩ C(K) is
Lemma 2.8 ([29]). Under the conditions of Lemma 2.7, for all λ ∈ R we have
Lemma 2.8 follows from Lemma 2.7, because Ψ ∈ H 1 loc (R 2 ) and if Ψ(x) − x 2 = λ (= const) on some set M ⊆ K with meas M > 0, then ∂Ψ/∂x 1 = 0 and ∂Ψ/∂x 2 = 1 for a.e. x ∈ M , which contradicts Lemma 2.7. Lemma 2.8 will be used in the proof of Theorem 1.2. Instead of Lemma 2.8, we could apply Theorem 2.3 stated below (this method of argument was chosen in [28] for the proof of the absence of eigenvalues in the spectrum of the generalized two-dimensional periodic Dirac operator D + V with matrix-valued potential V ∈ L q loc (R 2 ; M 2 ), q > 2).
Theorem 2.3 ([28]). Suppose {F, G, H} ∈ Γ and identity (2.4) is fulfilled for real-valued functions
Φ, Ψ ∈ H 1 0 (K) ∩ C(K) and a vector κ = ( κ 1 , κ 2 ) ∈ R 2 . Then R 2 ∋ x → Z(x) = Φ(x) − iΨ(x) + κ 1 x 1 + ( κ 2 + i)x 2 ∈ C
is a continuous bijective map (with continuous inverse).
Under the conditions of Theorem 2.3, Z(.) is a periodic map: for any x ∈ R 2 and n ∈ Z 2 , we have Z(x + n) = Z(x) + κ 1 n 1 + ( κ 2 + i)n 2 , and κ 1 > 0.
Similarity between the Dirac operator D(0) + V with a special matrix-valued potential and the Dirac operator D(k + iκ)
We put
Lemma 2.3 and Theorem 2.1 imply that for any Φ ∈ H 1 0 {G} the operators of multiplication by e Φ and by e b σ 3 Φ act within the space H 1 (K; C 2 ). Theorem 3.1. Suppose {F, G, H} ∈ Γ(p, q, F ) and g ∈ G. Then for any two functions C 1 , C 2 ∈ L 2 {g, Z 2 } there exist unique vectors k, κ ∈ R 2 and functions Φ, Ψ ∈ H 1 0 {G} ⊂ H 1 0 (K)∩ C(K) such that for some µ ∈ C\{0} (consequently, for all µ ∈ C) we have
3) Proof. By Theorem 2.1 and relations (1.2) and (2.1), vectors k, κ ∈ R 2 and functions Φ, Ψ ∈ H 1 0 {G} ⊂ H 1 0 (K) ∩ C(K) satisfy (3.1) for some µ ∈ C\{0} (and hence, for all µ ∈ C) if and only if, for both signs + and − ,
where
multiplication by e iµΦ and by e µΨ , µ ∈ C, acts within the space H 1 (K)). We denote (χ ± , G ± iF) = µ
Since the functions χ ± (with χ ± = 1) are chosen so that χ − = χ + , we have µ
+ . Also, |µ (1) ± | ≤ p + F and |µ (2) ± | ≤ p. Since the subspaces R( d ± ) are closed in L 2 (K) and dim coker d ± = 1, equations (3.4) can be solved for Φ ± ∈ H 1 0 (K) and k, κ ∈ R 2 if and only if (χ ± , C ± ) = µ
(1)
For any vector τ = (τ 1 , τ 2 ) ∈ R 2 and any function Ω + ∈ H 1 (K), we can write
where c 0 = c 0 (p, q, F ) > 0. Since the function Ω + ∈ H 1 (K) in (3.6) is arbitrary, we obtain
(in particular, this implies that |µ
+ , Lemma 3.1 shows that there exist unique vectors k, κ ∈ R 2 satisfying (3.5): .7) and (3.8) imply (3.3) . For the vectors k, κ ∈ R 2 chosen as above, we have C ′ ± ∈ R( d ± ), therefore, we can find (unique) functions Φ ± ∈ H 1 0 (K) such that i d ± Φ ± = C ′ ± . On the other hand, C ′ ± ∈ L 2 {g, Z 2 }, so that, by Lemmas 2.3 and 2.4,
, and (3.2) is implied by (3.3), (3.4), and (3.9). If C ± ∈ R( d ± ), then (χ ± , C ± ) = 0, whence k = κ = 0. If C 1 and C 2 are real-valued, then C − = C + and (χ − , C − ) = (χ + , C + ), and from (3.7), (3.8) it follows that κ = 0 and (3.4) ). By complex conjugation and (2.1), we obtain If under the assumptions of Theorem 3.1 we put
Therefore, the next theorem, which we need for what follows, is a consequence of Theorem 3.1.
Theorem 3.2. Suppose {F, G, H} ∈ Γ(p, q, F ). Then the following objects exist and are unique: a vector κ ∈ R 2 and real-valued functions Φ, Ψ ∈ H 1 0 {G} ⊂ H 1 0 (K) ∩ C(K) such that for all k, κ ∈ R 2 and all µ ∈ R we have
The functions Φ, Ψ and the vector κ defined in Theorem 3.2 coincide with the corresponding objects in Theorem 2.2, because they satisfy condition (2.4), which is implied by (3.10).
Lemma 3.2. For the vector
Proof. Identity (2.4) yields µ
Since |µ (1) + | ≤ p + F and |µ (2) + | ≥ √ c 0 (see the proof of Lemma 3.1), from (3.11) we deduce that
and κ 1 > 0 by Theorem 2.2.
Auxiliary statements
Let k ∈ R 2 , µ ∈ R. For every N ∈ Z 2 , we denote
} (here and in the sequel, we agree that the statements and formulas involving ± and ∓ are understood independently for the upper and the lower combination of signs). If
For a ≥ 2π, we introduce the finite sets
In the above notation, the dependence on the vector k ∈ R 2 and the number µ ∈ R, which will be specified in advance, is not indicated explicitly. Let # O denote the number of elements of a finite set O. We have
Lemma 4.1. Suppose {F, G, H} ∈ Γ(p, q, F ). Then for all vectors k ∈ R 2 , all numbers µ ∈ R, and all functions ϕ ∈ H 1 (K) we have
This lemma is a consequence of estimates (1.3) (with the same constants c 1 and c 2 ).
Proof. For b ≥ 0, we introduce the following functions:
and O ⊂ Z 2 is a finite set, then
, the function f W is monotone nondecreasing, and for any ε > 0 we can find a number
Let W ∈ L(R 2 ); we put
where C ε (W ) is as in Lemma 2.5. The function h W is monotone nonincreasing, and h W (t) → 0 as t → +∞.
for all k ∈ R 2 and all ϕ ∈ L(T ± (µ/2)\T ± (a)). Proof. By Lemma 2.5 (with ε = 1), for all µ ∈ R, all k ∈ R 2 , and all ϕ ∈ H 1 (K) we have
On the other hand, if ϕ ∈ L(T ± (µ/2)), µ ≥ 4π, then ϕ * , ± = ϕ * , and ϕ * ≥ π ϕ whenever k 1 = π. Therefore, (4.5) implies (4.3) with c 7 = 1 + π −1 C 1 (W ). Now, suppose that 2π ≤ a ≤ µ/2 and ϕ ∈ L(T ± (µ/2)\T ± (a)). Then, for any k ∈ R 2 , we have ϕ * , ± ≥ a ϕ , and by Lemma 2.5 we obtain
for any ε > 0, which yields (4.4).
This lemma follows from Lemma 2.5, since, under the assumptions of Lemma 4.4, we have
Proof. Indeed,
(we have used estimate (4.1)).
the functions defined in (4.2). There exists a monotone nonincreasing function h
and for all µ ∈ R, all k ∈ R 2 with k 1 = π, all ϕ ∈ H 1 (K), and all b ≥ 0 we have
Proof. By Lemma 2.5, for any ε > 0 there exists a number C ε (W ) ≥ 0 such that
for all µ ∈ R, k ∈ R 2 , and ψ ∈ H 1 (K). We define
is monotone nonincreasing, and W b L 2 (K) → 0 as b → +∞, the function h W is also monotone nonincreasing, and h W (b) → 0 as b → +∞. On the other hand, using (4.1) and (4.7), we see that if µ ∈ R, k ∈ R 2 , k 1 = π, ϕ ∈ H 1 (K) (in which case π ϕ ≤ ϕ * ,± ), b ≥ 0, ε > 0 and a ≥ 2π, then
These inequalities and the definition of h W imply (4.6).
Proof of Theorem 1.2
For an arbitrary set M ′ ⊆ N we put
In this and the next sections we use the symbol
to denote the sum of two terms obtained from expressions with indices ± and ∓ when fixing the upper or the lower combination of signs.
, and Ψ is a real-valued function of class C(K) such that
for any λ ∈ R. Then there exists a number a 0 = a 0 (p, q, F ; V (0) , V (3) ) ≥ 2π such that for any a ≥ a 0 there is a set M ⊂ N, depending also on F, G, H, V (0) , V (3) , and Ψ, for which Q (N\M) = 0 and for all µ ∈ πM, all k ∈ R 2 with k 1 = π, and all
we have the estimate
. The proof of this theorem is postponed until § 6. We pass to the proof of Theorem 1.2, in which Theorems 3.1, 3.2, and 5.1 will play an important part. For l = 1, 2 and b ≥ 0 (as in (4.2)), we introduce the functions
Since V (l) ∈ L(R 2 ), l = 1, 2, Lemma 4.6 allows us to choose a number b = b(c 1 ; V (1) , V (2) ) ≥ 0 so that for all µ ∈ R, all k ∈ R 2 with k 1 = π, and all ψ ∈ H 1 (K) we have the inequalities
for both signs + and − . For l = 1, 2 we have
with the following properties: the operators of multiplication by the functions e ±iΦ ′ and by the matrixvalued functions e ±b σ 3 Ψ ′ act within the space H 1 (K; C 2 ), for every k, κ ∈ R 2 we have
where 6) where
and κ ∈ R 2 be the vector-valued functions and the vector defined in Theorem
(for the functions F, G, H).
Multiplications by e µΦ and by e iµb σ 3 Ψ , µ ∈ R, also act within the space H 1 (K; C 2 ). From (3.10) we obtain
for all µ ∈ R and all k ∈ R 2 . By Lemma 2.8, Ψ satisfies (5.1). Let a 0 and c 8 be the numbers defined in Theorem 5.1 (for the functions V (0) , V (3) , and Ψ). We put ε = 1 16 √ 2c 8 and choose a number a ≥ a 0 so that εa ≥ C ε (V (l) ), l = 1, 2, where C ε (.) is as in (4.7) . By Theorem 5.1, there exists a set M ⊂ N, depending on F, G, H, on the matrix-valued potential V , and also on the choice of b and a, such that Q(N\M) = 0 and estimate (5.3) is valid for all µ ∈ πM, all k ∈ R 2 with k 1 = π, and all vector-valued functions (5.2). Using (4.7), (5.4), and the estimates
we obtain the inequalities
Therefore, (5.3) implies that, again for all µ ∈ πM, all k ∈ R 2 with k 1 = π, and all ϕ as in (5.2),
Now we use (5.5) with κ = µ κ and also (5.6) -(5.8) and the estimate Φ L ∞ (K) ≤ c * 1 (see Theorem 3.2) to obtain the inequality
which is valid for all µ ∈ πM, all k ∈ R 2 with k 1 = π, and all ϕ ∈ H 1 (K; C 2 ). To complete the proof of Theorem 1.2 it remains to put e = κ/| κ| and c = 3c * 1 /c * 3 (see Lemma 3.2), and it suffices to choose numbers µ . = | κ|µ ∈ π| κ| M for which
Remark. Under the conditions of Theorem 1.2, if V (l) ∈ L 2 {g, Z 2 }, l = 1, 2, for some g ∈ G, then the proof of Theorem 1.2 simplifies, because Theorem 3.1 provides an identity similar to (5.5) but without the term
b σ l on the right-hand side (see also [29] ).
Proof of Theorem 5.1
Under the conditions of Theorem 5.1, denote
Theorem 5.1 is equivalent to the following statement.
, and Ψ is a real-valued function of class C(K) satisfying (5.1) for all λ ∈ R. Then there exists a number
with the following property: for every a 1 ≥ a ′ 0 we can find a set M ⊂ N, depending also on F, G, H, V (+) , V (−) , and Ψ, such that Q (N\M) = 0 and for all µ ∈ πM, all k ∈ R 2 with k 1 = π, and all ϕ ± ∈ H 1 (K) we have . Suppose µ ≥ µ 0 > 0, where µ 0 is a sufficiently large number to be chosen later. To start with, we assume that µ 0 ≥ 4π. Let ϕ ± ∈ H 1 (K), and let k ∈ R 2 . For a ∈ [2π, µ/2], we denote ϕ (a) ± = P T ± (a) ϕ ± , ϕ (a)
where T ± (a) = {N ∈ Z 2 : G ± N (k; µ) ≤ a} (the functions G ± N (k; µ) and G N (k; µ), N ∈ Z 2 , and also the norms . * and . * ,± , were defined at the beginning of § 4). Lemma 4.1 yields the estimates
(a) ± 2 * ,± = c 2 ϕ
(a) ± 2 * , (6.1)
We choose a number a ′ 0 ≥ 2π for which max {h where the P N are the Fourier coefficients of P (the numbers a ′ 0 , δ, and J depend on p, q, F , V (+) and V (−) , and the numbers a 2 , . . . , a J+1 depend on a 1 and the functions F, G, H, V (+) , and V (−) ). Now we specify the choice of µ 0 . We assume that µ 0 ≥ 2a J+1 , max {h (by Lemma 4.2 and the estimate # T ± (µ/2) < 3π 2 µ 2 (see (4.1) with a = µ/2 ≥ µ 0 /2 ≥ 2π), condition (6.6) can indeed be ensured if µ 0 is chosen sufficiently large). Since
it follows that, depending on the functions ϕ ± ∈ H 1 (K), we can find indices j ± ∈ {1, . . . , J} such that ϕ (a j ± ) ± − ϕ (a j ± +1 ) ± 2 * ,± ≤ J −1 ϕ ± 2 * . Then, by Lemma 4.1 and (6.2), we have
The above choice of the indices j ± is important for the proof of the next lemma.
Lemma 6.2. We have
