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In this paper we study the maximum–minimum value of poly-
nomials over the integer ring Z. In particular, we prove the
following: Let F (x, y) be a polynomial over Z. Then,
maxx∈Z(T ) miny∈Z |F (x, y)| = o(T 1/2) as T → ∞ if and only if there
is a positive integer B such that maxx∈Zminy∈Z |F (x, y)| B . We
then apply these results to exponential diophantine equations and
obtain that: Let f (x, y), g(x, y) and G(x, y) be polynomials over Q,
G(x, y) ∈ (Q[x, y] − Q[x]) ∪ Q, and b a positive integer. For every
α in Z, there is a y in Z such that f (α, y) + g(α, y)bG(α,y) = 0 if
and only if for every integer α there exists an h(x) ∈ Q[x] such that
f (x,h(x)) + g(x,h(x))bG(x,h(x)) ≡ 0, and h(α) ∈ Z.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Extremum problems are interesting in mathematics and have various applications. In many cases
what is concerned are not simply minimization or maximization, but a combination of both. Let C
and D be arbitrary non-empty sets, and let K be a function from C × D to [−∞,+∞]. For each
u ∈ C one can take the minimum of K (u, v) over v ∈ D and then take the maximum of this min-
imum as a function on C . The quantity so obtained is usually denoted by maxu∈C minv∈D K (u, v).
Generally, problems considered have continuity. In this paper similar problems over Z are studied. Let
F (x, y) be a polynomial over Q and C , D are subsets of Z. The quantity maxu∈C minv∈D |F (u, v)| is
studied in this paper. Much is actually known about the special case maxu∈Zminv∈Z |F (u, v)| = 0.
Because maxu∈Zminv∈Z |F (u, v)| = 0 is true if and only if for every x ∈ Z there is a y ∈ Z such
that F (x, y) = 0. This is part of the problem of diophantine equations with parameters [5]. There
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Schinzel’s terminology [6], this means that F (x, y) ∈ C2(Q,1,1). The next problem lies in ﬁnding the
conditions on maxu∈Zminv∈Z |F (u, v)|  c for an arbitrary positive integer c. From the result just
mentioned, similar necessary and suﬃcient conditions for this case are given in [12]. More precisely,
let x¯ denote a sequence of variables 〈x1, x2, . . . , xn〉. Let f (x¯, y) ∈ Q[x¯, y] and positive integer c. Then
∀x¯∃y; | f (x¯, y)| c is true in Z if and only if for every a¯ in Zn there is a g(x¯) ∈ Q[x¯] and an integer b,
|b| c, such that y − g(x¯) is a factor of f (x¯, y) − b in Q[x¯, y] and g(a¯) ∈ Z. What can be said about
the value maxu∈Zminv∈Z |F (u, v)| in general? One of the main results of [3] is as follows.
Let F (X, Y ) ∈ Q[X, Y ]. If A is a set of positive upper asymptotic density and y(a), a ∈ A, are integers such
that |F (a, y(a))| = o(a1/2), then there exists a polynomial f (X) ∈ Q[X] such that F (X, f (X)) is a constant.
The requirement that for every a in Q, F (x, y)− a has no factors of the form y − f (x) with f (x) ∈
Q[x] is necessary for the growth of the value |F (a, y(a))|. For example, let F (x, y) = (2x)2 − 2y + 1.
Then, for every integer a, we may take b = 2a2 to obtain that F (a,b) = 1.
In fact, based on the above theorem we will show that if F (x, y) ∈ Q[x, y] and
maxx∈Z(T ) miny∈Z |F (x, y)| = o(T 1/2), then there is a positive number B such that
maxx∈Zminy∈Z |F (x, y)|  B . The constant 1/2 is the best constant, as the example f (x, y) = x − y2
shows. For every integer a = b2 + b for some positive integer b, then miny∈Z |F (a, y)| = b. This result
means that the maximum–minimum value of a polynomial over Z cannot grow very slowly unless
this polynomial is in some special forms.
In the last section of this paper, the properties of the maximum–minimum values given above will
be applied to diophantine equations with parameters involving exponentials. These properties will
then provide necessary and suﬃcient conditions for those equations and extend the results in [5]. In
a certain sense we extend the results of C2(Q,1,1) in [6] to exponential polynomials. Namely, the
following is proved: Let f (x, y), g(x, y) and G(x, y) be polynomials over Q, G(x, y) ∈ (Q[x, y] −Q[x])∪Q,
and b a positive integer. For every α in Z, there is a y in Z such that f (α, y) + g(α, y)bG(α,y) = 0 if and only
if for every integer α there exists an h(x) ∈ Q[x] such that f (x,h(x)) + g(x,h(x))bG(x,h(x)) ≡ 0, and h(α) ∈ Z.
This paper is a revised version of the paper under the same title announced in [3]. In the previ-
ous paper we applied an effective version of Hilbert’s Irreducibility Theorem of [1] to give a lower
bound on the maximum–minimum of polynomials on Z. With totally different proofs, better results
are obtained in [2,3]. In this paper based on the results in [3] we rewrite the part concerning the
maximum–minimum of polynomials. We then apply these results to exponential diophantine equa-
tions.
2. Diophantine inequalities
Let f (x, y) be a polynomial over Q. We write degx( f (x, y)) and degy( f (x, y)) to denote the de-
grees of the variables x and y in f (x, y), respectively. If f (x) is a polynomial with single variable, then
we simply write deg( f (x)) to denote the degree of the polynomial f (x). If D is the least common
multiple of the denominators of the coeﬃcients of f (x, y), then D is called the denominator of the
polynomial f (x, y) and denoted by Den( f (x, y)). Hence, Den( f ) · f (x, y) ∈ Z[x, y]. We use ‖ f (x, y)‖
to denote the maximum of the absolute values of the coeﬃcients of the polynomial Den( f ) · f (x, y).
For every subset A of Z, A(T ) = {a ∈ A, 0  |a|  T }, and |A| denotes the number of the elements
of A. The set A has density δ if and only if
d(A) = lim
T→∞
|A(T )|
2T
= δ.
The upper asymptotic density (abbreviated UAD) d¯(A) of a set A is
d¯(A) = limsup |A(T )|
2T
.
T→∞
914 S.P. Tung / Journal of Number Theory 130 (2010) 912–929Similarly, we deﬁne the lower asymptotic density (abbreviated LAD) d(A) of a set A to be
d(A) = lim inf
T→∞
|A(T )|
2T
.
If d¯(A) = d(A) = d, then d(A) = d. For every subset A of Z, let
S A,F (T ) = max
x∈A(T )
min
y∈Z
∣∣F (x, y)∣∣.
We have the following results.
Theorem A. (See [3].) Let A ⊆ N be a set of positive lower asymptotic density and let F (X, Y ) ∈ Q[X, Y ]. Then
either there exists f (X) ∈ Q[X] such that F (X, f (X)) is a constant, or S A,F (T )  T 1/2 for T → ∞.
Theorem B. (See [3].) Let F (X, Y ) ∈ Q[X, Y ]. If A is a set of positive upper asymptotic density and y(a),
a ∈ A, are integers such that |F (a, y(a))| = o(a1/2), then there exists a polynomial f (X) ∈ Q[X] such that
F (X, f (X)) is a constant.
Deﬁnition. Let F (x, y) be a polynomial over Q, the solvable set S F of F (x, y) over Z is S F =
{t ∈ Z | F (t, y) = 0 is solvable in Z}.
Note that for any x ∈ S F we may choose a y such that F (x, y) = 0. Therefore, S SF ,F (T ) = 0. Also,
if F (x) ∈ Q[x], and F (x) may be viewed as an element of Q[x, y], then S F is simply the set of roots
of F (x) = 0. Hence, if F (x) ∈ Q[x] and S F is inﬁnite, then F (x) ≡ 0.
To prove our ﬁrst main result we need the following lemma, which is stated and proved implicitly
in Theorem 3.2.2 of [4]. For the sake of completeness, we rewrite its proof here.
Lemma 2.1. Let G(x) be a rational function with coeﬃcients in Q. If there are inﬁnitely many integers a in Z
such that G(a) is an integer, then G(x) is in Q[x].
Proof. Suppose that G(x) = s(x)/t(x) with s(x) and t(x) in Q[x] and deg(t(x)) > 0. There are q(x) and
r(x) in Q[x] such that s(x) = q(x)t(x) + r(x) and deg(r(x)) < deg(t(x)). Let d = Den(q(x)). If r(x) is not
zero, then for b suﬃciently large, 0 < |r(b)/t(b)| < 1/d. Thus, G(b) = q(b)+ r(b)/t(b) is not an integer.
This contradiction shows that r(x) must be zero, and G(x) ∈ Q[x]. 
Now, we state our ﬁrst main result.
Theorem 2.2. Let F (x, y) be a polynomial over Q with degy(F (x, y)) > 0. If the UAD of set S F is positive,
then there is a positive integer m such that F (x, y) = G(x, y) ·∏mi=1(y − Gi(x)) where G(x, y) and Gi(x) are
polynomials over Q and SG is with zero UAD.
Before we show the proof, we should give a few remarks. This theorem shows that if the UAD
of set S F is positive, then there is a G(x) ∈ Q[x] such that F (x,G(x)) ≡ 0. This result replaces the
condition of arithmetical denseness of C2(Q,1,1) in [6] by a positive UAD. For every integer a, if b =
G(a) is an integer, then F (a,b) = 0. Thus, a ∈ S F . This theorem also tells us that for every F (x, y) ∈
Q[x, y], there is a ﬁnite set of polynomials {G1(x),G2(x), . . . ,Gm(x)} such that for almost all (except
a set of zero UAD) the elements a ∈ S F , F (a,b) = 0 if and only if b = Gi(a) for some 1 i m.
Proof. We prove by double induction on the degree of y in F (x, y). The ﬁrst induction demonstrates
that there is a polynomial G(x) ∈ Q[x] such that F (x,G(x)) ≡ 0. The second induction demonstrates
that we may factor F (x, y) such that F (x, y) = G(x, y) ·∏mi=1(y − Gi(x)), where G(x, y) and Gi(x) are
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ﬁrst result. However, we need to apply the second result in our ﬁrst induction.
Suppose that degy(F (x, y)) = 1. Then there are f0(x), f1(x), and g(x) in Q[x] with f0(x) and f1(x)
relatively prime such that
F (x, y) = g(x)( f1(x)y − f0(x)).
Clearly, for any pair of integers (s, t) if F (s, t) = 0, then either t = f0(s)/ f1(s) or g(s) = 0. The solvable
set Sg of g(x) = 0 is a ﬁnite set. Since S F is with positive UAD, S F − Sg is an inﬁnite set. Hence, there
are inﬁnitely many a in Z such that b = f0(a)/ f1(a) is an integer. We obtain that G(x) = f0(x)/ f1(x)
is a polynomial by Lemma 2.1. Then y − G(x) is a factor of F (x, y) and for every s ∈ S F − Sg ,
F (s,G(s)) = 0.
Now suppose that degy(F (x, y)) > 1. We claim that if the UAD of the solvable set S F is positive,
then there exists a G(x) ∈ Q[x] such that F (x,G(x)) ≡ 0. For any x ∈ S F we may choose a y such that
F (x, y) = 0. From Theorem B, there is a polynomial f1(x) ∈ Q[x] such that F (x, f1(x)) is a constant,
say d1. Thus,
F (x, y) = (y − f1(x))F1(x, y) + d1
where F1(x, y) ∈ Q[x, y]. If d1 = 0, then F (x, f1(x)) ≡ 0 and this proves our claim.
Now, we assume that d1 = 0, then for any s ∈ S F , there is an integer t = t(s) such that F (s, t) = 0
and (t− f1(s))F1(s, t) = −d1. Clearly, if t− f1(s) = 0, then |t− f1(s)| 1/Den( f1(x)). This implies that
F1(s, t) = o(√s) as s → ∞. By Theorem B again, there is a constant d2 and a polynomial f2(x) ∈ Q[x]
such that F1(x, f2(x)) = d2. Hence,
F1(x, y) =
(
y − f2(x)
)
F2(x, y) + d2
for a polynomial F2(x, y) ∈ Q[x, y], and
F (x, y) = (y − f1(x))[(y − f2(x))F2(x, y) + d2]+ d1.
Let
T = {(s, t) ∈ Z2: F (s, t) = (t − f1(s))[(t − f2(s))F2(s, t) + d2]+ d1 = 0}.
For these pairs of integers (s, t) in T we discuss whether or not (t− f2(s))F2(s, t) = 0. There are three
possible cases.
Case 1. There is a set S with positive UAD such that for every s ∈ S and (s, t) ∈ T , t − f2(s) = 0.
Case 2. There is a set S with positive UAD such that for every s ∈ S and (s, t) ∈ T , F2(s, t) = 0.
Case 3. There is a set S with positive UAD such that if s ∈ S and (s, t) ∈ T , then (t − f2(s))F2(s, t) = 0.
Case 1. In this case, there is a set S of integers s with positive UAD such that t − f2(s) = 0 and
F (s, t) = 0. This implies that F (x, f2(x)) = 0 has inﬁnitely many roots. Then F (x, f2(x)) ≡ 0, and we
have proved our claim.
Case 2. In this case, there is a set S of integers s with positive UAD such that F2(s, t) = 0 and
F (s, t) = (t − f1(s))[(t − f2(s))F2(s, t) + d2]+ d1 = 0.
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F2(x, y). Thus, there exist polynomials H(x, y) and Hi(x) over Q with UAD of SH equal to zero such
that
F2(x, y) = H(x, y) ·
m∏
i=1
(
y − Hi(x)
)
and
F (x, y) = (y − f1(x))
[(
y − f2(x)
) · H(x, y) · m∏
i=1
(
y − Hi(x)
)+ d2
]
+ d1.
Now, for every s ∈ S , there is a t such that
F (s, t) = (t − f1(s))
[(
t − f2(s)
) · H(s, t) · m∏
i=1
(
t − Hi(s)
)+ d2
]
+ d1 = 0,
and
F2(s, t) = H(s, t) ·
m∏
i=1
(
t − Hi(s)
)= 0.
Then, for s ∈ S − SH , it is true that ∏mi=1(t − Hi(s)) = 0 or there is an i such that t = Hi(s) ∈ Z.
We ﬁnd that for every s ∈ S − SH , there is an i, 1  i m, such that F (s, Hi(s)) = 0. The equation
F (x, Hi(x)) = 0 has a ﬁnite number of roots unless F (x, Hi(x)) ≡ 0. Because S is of positive UAD
and SH is of zero UAD, thus S − SH is of positive UAD. There must exist an i, 1  i m, such that
F (x, Hi(x)) ≡ 0.
Case 3. In this case, there is a set S with positive UAD such that for any s ∈ S , and t ∈ Z,
F (s, t) = (t − f1(s))[(t − f2(s))F2(s, t) + d2]+ d1 = 0
implies that (t − f2(s))F2(s, t) = 0. We ﬁrst show that there is a constant c2 such that f2(x) =
f1(x) + c2. Suppose that f2(x) − f1(x) is not a constant. Then, for each pair of integers (s, t) ei-
ther t − f1(s)  s or t − f2(s)  s as s → ∞. Also, for any (s, t) in Z2, |F2(s, t)| 1/Den(F2(x, y)) if
F2(s, t) = 0. Since d1 = 0, F (s, t) = 0 implies that t − f1(s) = 0. Thus, (t − f2(s))F2(s, t) = 0 implies
that
F (s, t) = (t − f1(s))[(t − f2(s))F2(s, t) + d2]+ d1  s
as s → ∞. This contradicts the statement that there are inﬁnitely many s such that F (s, t) = 0 for
some t . Hence, f2(x) = f1(x) + c2 for a rational number c2. Therefore, we may write
F (x, y) = (y − f1(x))[(y − f1(x) − c2)F2(x, y) + d2]+ d1.
If there are inﬁnitely many s ∈ S F such that F (s, f1(s)+c2) = 0, then F (x, f1(x)+c2) ≡ 0 and we have
proved our claim. Now, assume there are only a ﬁnite number of s ∈ S F such that F (s, f1(s) + c) = 0,
and let T be this solution set. Then, S − T is a set with positive UAD. Let s ∈ S − T and t be the
integers such that
F (s, t) = (t − f1(s))[(t − f1(s) − c2)F2(s, t) + d2]+ d1 = 0.
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We obtain that for every s ∈ S − T there is an integer t such that F (s, t) = 0 and F2(s, t) = o(√s)
as s → ∞. Theorem B may applies again on the polynomial F2(x, y). We may repeat the argu-
ments and continue the same procedure on the polynomials F2(x, y), F3(x, y), . . . and so on. Note
that degy(Fi+1(x, y)) <degy(Fi(x, y)). Once we meet the case that for some p, 1 p < degy(F (x, y)),
there is a positive UAD set of integers s such that (t − f p(s))(F p(s, t)) = 0 and F (s, t) = 0 for some t ,
then with the same arguments as the Case 1 or Case 2 above, we may prove our claim.
Now assume that we reach the ﬁnal situation that degy(Fr(x, y)) = 0 where r = degy(F (x, y)).
That is, Fr(x, y) ≡ Fr(x) ∈ Q[x] and
F (x, y) = (y − f1(x)){(y − f1(x) − c2)[(y − f1(x) − c3)(· · · (Fr(x)) · · ·)+ d3]+ d2}+ d1,
where di ∈ Q for 1 i  n. Moreover, we will show that Fr(x) must be identically equal to a constant
in Q. From the assumption of the induction there are inﬁnitely many s, t such that
F (s, t) = (t − f1(s)){(t − f1(s) − c2)[(t − f1(s) − c3)(· · · (Fr(s)) · · ·)+ d3]+ d2}+ d1 = 0,
but
Fi(s, t) =
(
t − f1(s) − ci
){(
t − f1(s) − ci+1
)[· · · (Fr(s)) · · ·]+ di+1}+ di = 0
for 1  i < r. Also, for any (s, t) in Z2 and i, if t − f1(s) − ci = 0, then it is bounded below by 1/di
where di = Den(y − f1(x) − ci). If degx(Fr(x)) > 0, then Fr(s)  s and Fi(s, t)  s as s → ∞. Then,
F (s, t)  s for such integer t as s → ∞ but this contradicts that F (s, t) = 0. Therefore, Fr(x) = c for
some c ∈ Q and
F (x, y) = (y − f1(x) − c1){(y − f1(x) − c2)[(y − f1(x) − c3)(· · · (c) · · ·)+ d3]+ d2}+ d1.
We may rewrite this nest product form so that
F (x, y) = c(y − f1(x) − c1){(y − f1(x) − c2)[(y − f1(x) − c3)(· · ·) + e3]+ e2}+ e1,
with ei in Q. We then may rewrite this nest product form following reverse Horner’s Rule to obtain
the summation form
F (x, y) =
n∑
j=0
a j
(
y − f1(x)
) j
for some rational numbers a0, . . . ,an . Let G(z) =∑nj=0 a j z j . Clearly, for any integer c, G(c) = 0 if and
only if F (x, f1(x) + c) ≡ 0. Now, let (s, t) in Z2 such that
F (s, t) =
n∑
j=0
a j
(
t − f1(s)
) j = G(t − f1(s))= 0.
We then obtain that F (x, f1(x)+ t − f1(s)) ≡ 0. Thus, we have proved our claim that if the UAD of set
S F is positive, then there exists a G(x) ∈ Q[x] such that F (x,G(x)) ≡ 0.
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F (x, y) = (y − G1(x))H(x, y)
for an H(x, y) in Q[x, y]. Note that degy(H(x, y)) = degy(F (x, y)) − 1. If the UAD of SH is positive,
then from induction hypothesis we obtain that
H(x, y) = G(x, y) ·
m∏
i=2
(
y − Gi(x)
)
where G(x, y) and Gi(x), 2 i m, are polynomials over Q and SG is with zero UAD. Therefore,
F (x, y) = G(x, y) ·
m∏
i=1
(
y − Gi(x)
)
where G(x, y) and Gi(x) are polynomials over Q and SG is with zero UAD. 
Corollary 2.3. Let F (x, y) be a polynomial over Q and the UAD of S F is positive, then there exists a set A with
zero UAD and for every s ∈ S F − A there exists a G(x) in Q[x] such that F (x,G(x)) ≡ 0 and G(s) is an integer.
Proof. By Theorem 2.2, we may write that
F (x, y) = G(x, y) ·
m∏
i=1
(
y − Gi(x)
)
where G(x, y) and Gi(x) are polynomials over Q, m > 0, and SG is with zero UAD. Let s ∈ S F − SG
and t ∈ Z such that F (s, t) = 0. Since s is not in SG , G(s, t) = 0. Thus, t = Gi(s) for some i. 
The above corollary replaces the condition of arithmetically dense of C2(Q,1,1) of [6] by positive
UAD. Schinzel devoted a whole chapter to this topic [6], and it is certainly an interesting problem
to see what can be obtained with this replacement. We also like to point out following facts. Let
G(x) ∈ Q[x], then for any a ∈ Z, G(a) ∈ Z if and only if G(b) ∈ Z for every b ≡ a (mod Den(G)). Thus,
this corollary shows that the requirement of S F with positive UAD implies that S F is with positive
density. It is also note worthy that over an algebraic number ﬁeld K and in C2(K , r,1), where r > 0,
the condition that S F is arithmetically dense implies S F = (O K )r , where O K is the ring of integers
of K [8]. Since S F is a union of arithmetic progressions in O K , this means that this set of arithmetic
progressions is a covering system of O K . This fact has been applied to show that the decision problem
of diophantine equations with parameters over O K is co-NP-complete [9,10].
We may say that Corollary 2.3 gives us a necessary and suﬃcient condition that
max
x∈A miny∈Z
∣∣ f (x, y)∣∣= 0
for a set A with positive UAD. We then will study a more general case, i.e., the case of
maxx∈A miny∈Z | f (x, y)| is bounded by a constant. We like to mention an interesting result about
this case.
Proposition 2.4. (See [11].) Let F (x, y) be a polynomial over Q and the degree of y in F (x, y) is equal to n.
If there is no polynomial g(x) over Q such that F (x, y) =∑nj=0 c j(y − g(x)) j where c j are rational num-
bers, then there are at most n different polynomials g1(x), . . . , gt(x), t  n, such that y − gk(x) is a factor
of F (x, y) − bk for a bk in Q.
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Namely, unless f (x) is identically equal to zero, the number of its roots is bounded by the degree
of f (x). Here, we ﬁnd that unless f (x, y) is in a special form, then the number of polynomials g(x)
such that f (x, g(x)) = c for some number c ∈ Q is bounded by the degree of y in f (x, y). This fact
will be used in the proof of Theorem 3.4 in the next section.
For convenience, a name is assigned to the polynomials whose maximum–minimum values will
not grow too slowly.
Deﬁnition. A polynomial f (x, y) is said with polynomial growth on an inﬁnite set A if
maxx∈A(T ) miny∈Z | f (x, y)| = o(T 1/2).
In the following we will use our results about maxx∈A miny∈Z | f (x, y)| = 0, i.e., Corollary 2.3, to
prove the case that a polynomial is not with polynomial growth. That is, maxx∈A miny∈Z | f (x, y)| =
o(T 1/2).
Theorem 2.5. If F (x, y) ∈ Q[x, y] does not have polynomial growth on a positive UAD set A, then there is
a ﬁnite set S of polynomials gi(x) ∈ Q[x], 1 i  n, and a set T of zero UAD, such that
(i) F (x, gi(x)) is a constant in Q;
(ii) for each a ∈ A − T there exists an i such that gi(a) ∈ Z.
Proof. We prove by induction on d = degy(F (x, y)). Let d = 1. Assume that F (x, y) does not have
polynomial growth on a positive UAD set A, then by Theorem B there is a polynomial g(x) ∈ Q[x],
such that F (x, g(x)) is equal to a constant b in Q. Thus, there exists a G(x) ∈ Q[x] such that
F (x, y) = (y − g(x))G(x) + b.
If deg(G(x)) = 0, then we may rewrite
F (x, y) = (ay + h(x))/c
where a, c are integers and h(x) ∈ Z[x]. Let S = {(−h(x) + i)/a | 0 i  a − 1}. Clearly,
F
(
x,
(
h(x) + i)/a)= i/c
a constant in Q[x]. Also, for every α ∈ Z, there is an i, 0  i  a − 1 such that (−h(α) + i)/a is
an integer. If deg(G(x)) > 0, then G(s)  s as s → ∞. This implies that y = g(s) is an integer for
any suﬃciently large s ∈ A. This, in fact, implies that g(x) is an integer-valued polynomial. We have
proved the case d = 1.
Assume now that the statement has been proved for polynomials with degree less than d. From
the assumption and Theorem B, we may write that
F (x, y) = (y − f (x))G(x, y) + c,
where f (x),G(x, y) are polynomials over Q and c is a number in Q. Let X be the set of integers x
for which f (x) /∈ Z. Then, X is a ﬁnite union of arithmetic progressions P1, . . . , Pm . If A ∩ X is of zero
UAD, then we are done. Now assume that A ∩ Pi is of positive UAD for some i. Since |y − f (x)|  1
for any integers x and y in the arithmetic progression Pi , G(x, y) does not have polynomial growth on
A ∩ Pi . Hence the inductive hypothesis applies. Therefore, there is a ﬁnite set of polynomials hi, j(x),
1 j  ni , and a set Ti of zero UAD, such that
(i) G(x,hi, j(x)) is a constant in Q;
(ii) for each a ∈ (A ∩ Pi) − Ti there exists a j such that hi, j(a) ∈ Z.
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G(x, y) = (y − hi, j(x))Q i, j(x, y) + c j,
and
F (x, y) = (y − f (x))[(y − hi, j(x))Q i, j(x, y) + c j]+ c.
Now, for every a ∈ A let ba ∈ Z such that
F (a,ba) =min
y∈Z F (a, y).
There are two possible cases:
(i) Q i, j(a,ba) = 0 for almost all a in (A ∩ Pi) − Ti . By Corollary 2.3, there exists a ﬁnite set S of
polynomials gi,k(x), 1 kmi , such that Q i, j(x, gi,k(x)) ≡ 0 and for almost all a ∈ (A ∩ Pi)− Ti there
is a gi,k(x) in S such that ba = gi,k(a). Now, for a ∈ (A ∩ Pi) − Ti and gi,k(x) be the corresponding
polynomial
F
(
a, gi,k(a)
)= (gi,k(a) − f (a))[(gi,k(a) − hi, j(a))Q i, j(a, gi,k(a))+ c j]+ c
= (gi,k(a) − f (a))[c j] + c
= o(a1/2)
as a → ∞. This implies that gi,k(x) − f (x) = di,k is a constant. Thus,
F
(
x, gi,k(x)
)= (gi,k(x) − f (x))[(gi,k(x) − hi, j(x))Q i, j(x, gi,k(x))+ c j]+ c = di,k · c j + c
is a constant in Q.
(ii) Q i, j(a,ba) = 0 inﬁnitely often. Since ba − f (a) = 0 and Q i, j(a,ba) = 0,
F (a,ba) =
(
ba − f (a)
)[(
ba − hi, j(a)
)
Q i, j(a,ba) + c j
]+ c  a
unless f (x) − hi, j(x) is a constant. This implies that F (x,hi, j(x)) is a constant too.
The union of the polynomials chosen takes care of the arithmetic progression Pi where A ∩ Pi is
of positive UAD. A ﬁnite union of sets with zero UAD is a set with zero UAD. Applying the arguments
to each arithmetic progression we ﬁnish the proof. 
The next theorem shows that if a polynomial does not have polynomial growth on Z, then its
maximum–minimum is bounded by a constant, and we may specify its presentation. Stated differ-
ently, the equivalence of the statement (iii) and statement (iv) in the Theorem 2.6 below was given
in [11], although the statement there was not correct. We give the correct statements below.
Theorem 2.6. Let F (x, y) be a polynomial over Z. The following statements are equivalent:
(i) SZ,F (T ) = o(T 1/2) as T → ∞.
(ii) There is a positive integer B such that maxx∈Zminy∈Z |F (x, y)| B.
(iii) There is a positive integer B, integers {a1, . . . ,an} with their absolute values less than or equal to B, and
polynomials {g1(x), . . . , gn(x)} over Q that for every integer α there is an i, where 1  i  n, such that
y − gi(x) is a factor of F (x, y) − ai over Q and gi(α) is in Z.
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that
F (x, y) = (b1 y − H1(x)){(b2 y − H2(x))[(b3 y − H3(x))(· · · (G(x, y)) · · ·)+ d3]+ d2}+ d1,
where either di = 0 or Hi(x)/bi − H1(x)/b1 = ci ∈ Q for 2 i  n, and for every integer α there is an i
such that Hi(α)/bi is an integer.
Proof. (i) → (ii). Assume that S A,F (T ) = o(T 1/2) as T → ∞. From Theorem 2.5, with the excep-
tion of a set S of zero UAD there is a positive integer B such that maxx∈Z−S miny∈Z | f (x, y)|  B .
From the proof of Theorem 2.5 we may see that S = Z − ⋃ni Si where n  degy(F (x, y)), and
Si = {ai + bi z | z ∈ Z} for some ai,bi ∈ Z are arithmetic progressions in Z. If S is of zero UAD, then
it must be an empty set. We then obtain that maxx∈Zminy∈Z | f (x, y)| B .
(ii) → (iii). Assume that maxx∈Zminy∈Z | f (x, y)| B . This means that for every integer a there is
an integer b such that | f (a,b)| B . Let
G(x, y) =
B∏
j=0
(
F (x, y) + j)(F (x, y) − j).
Then for every integer a there is an integer b such that G(a,b) = 0. By Proposition 1.1 of [8] there
exist polynomials {g1(x), . . . , gn(x)} over Q such that for every integer α there is an i, 1  i  n,
y − gi(x) is a factor of G(x, y) over Q, and gi(α) ∈ Z. Since for each i, y − gi(x) is prime polynomial
and a factor of G(x, y), it must be a factor of F (x, y) + j or F (x, y) − j for some j.
(iii) → (iv). Assume that y − gi(x) is a factor of F (x, y) − ai over Q. Since f (x, y) − ai is a poly-
nomial over Z, by Gauss Lemma there exist integer bi and primitive polynomial Hi(x) ∈ Z[x], where
gi(x) = Hi(x)/bi such that bi y−Hi(x) is a factor of F (x, y)−ai over Z. Since Hi(x)/bi = gi(x), then for
every integer α there is an i such that Hi(α)/bi is an integer. We only need to show that if y − gi(x)
is a factor of F (x, y) − ai over Q for 1 i  n, and then
F (x, y) = (y − g1(x)){(y − g2(x))[(y − g3(x))(· · · (G(x, y)) · · ·)+ e3]+ e2}+ e1,
where G(x, y) ∈ Q[x, y] and ei ∈ Q for 1 i  n.
Suppose that there exist 1 p < q n such that gp(x) = gq(x) + a for any a ∈ Q. From Lemma 2.2
of [11], F (x, gi(x)) ∈ Q for every i, 1 i m implies that
F (x, y) =
[
m∏
i=1
(
y − gi(x)
)] · G(x, y) + c
for a c ∈ Q and a G(x, y) ∈ Q[x, y]. Thus we take di = 0 for 2 i  n, and d1 = c. Therefore, we may
assume that these n polynomials gi(x) = Hi(x)/bi all differ only by a constant, and in particular, there
is a rational number ci such that gi(x) = g1(x)+ ci for 2 i  n. We prove by induction on the degree
of y in F (x, y). Since y − g1(x) is a factor of F (x, y) − a1,
F (x, y) = (y − g1(x))G1(x, y) + a1.
Also for every gi(x), 2 i  n, we have F (x, gi(x)) = ai and
F
(
x, gi(x)
)= (gi(x) − g1(x))G1(x, gi(x))+ a1 = (ci)G1(x, gi(x))+ a1 = ai .
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1This means that for every i, 2  i  n, G1(x, gi(x)) = (ai − a1)/ci ∈ Q. Since degy(G1(x, y)) =
degy(F (x, y)) − 1, by induction hypothesis we ﬁnd that there exist G(x, y) ∈ Q[x, y] and ei ∈ Q for
2 i  n such that
G1(x, y) =
(
y − g2(x)
){(
y − g3(x)
)[· · · (G(x, y)) · · ·]+ e3}+ e2.
Therefore,
F (x, y) = (y − g1(x)){(y − g2(x))[(y − g3(x))(· · · (G(x, y)) · · ·)+ e3]+ e2}+ e1,
where G(x, y) ∈ Q[x, y] and ei ∈ Q for 1 i  n.
(iv) → (i). If di = 0 for 2 i  n, then
F (x, y) =
(
n∏
i=1
(
bi − Hi(x)
)) · G(x, y) + d1.
For every integer a, there is an i such that b = Hi(a)/bi is an integer. Clearly, F (a,b) = d1 and
max
x∈A(T )
min
y∈Z
∣∣F (x, y)∣∣= d1 = o(T 1/2)
as T → ∞.
Now, assume that Hi(x)/bi − H1(x)/b1 = ci ∈ Q, then Hi(x)/bi − H j(x)/b j = ci, j ∈ Q. Thus, for any
integer a, no matter how large it is, we ﬁnd that b jHi(a)/bi − H j(a) = b j · ci, j is a constant in Z. Now,
letting α be an arbitrary integer, there is an r such that β = Hr(α)/br is an integer. Then,
F (α,β) = (b1β − H1(α)){(b2β − H2(α))[· · · (brβ − Hr(α))(· · · (G(α,β)) · · ·)+ dr + · · ·]+ d2}+ d
= (b1Hr(α)/br − H1(α)){(b2Hr(α)/br − H2(α))
× [· · · (brHr(α)/br − Hr(α))(· · · (G(α,β)) · · ·)+ dr + · · ·]+ d2}+ d1
= (b1Hr(α)/br − H1(α)){(b2Hr(α)/br − H2(α))
× [· · · (br−1Hr(α)/br − Hr−1(α) + dr−1)+ · · ·]+ d2}+ d1
= (b1 · cr,1)
{
(b2 · cr,2)
[· · · (br−1 · cr,r−1 + dr−1)+ · · ·]+ d2}+ d1,
which is a constant in Z. Thus, maxx∈A(T ) miny∈Z |F (x, y)| = o(T 1/2) as T → ∞. This completes the
proof. 
This shows that for a polynomial over Q its maximum–minimum on Z is either growing poly-
nomially or bounded by a constant. Therefore, the value of this maximum–minimum cannot grow
logarithmically. This fact is used to prove our results on exponential diophantine equations in the
next section.
3. Exponential diophantine equations
Similar to the problems of diophantine equations with parameters [5], this section studies what
may be referred to as the exponential diophantine equations with parameters. Let f (x, y), g(x, y)
and G(x, y) be polynomials over Q, and b a positive integer. Our goal is to show that if the equation
f (x, y) + g(x, y)bG(x,y) = 0 has enough solutions in Z, then f (x, y) + g(x, y)bG(x,y) must be in some
special forms. An easily obtained suﬃcient condition for the equation f (x, y) + g(x, y)bG(x,y) = 0
having many solutions in Z is that there is an h(x) ∈ Q[x] such that f (x,h(x))+ g(x,h(x))bG(x,h(x)) ≡ 0
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equivalent to either G(x,h(x)) ≡ c and f (x, c)+ g(x, c)bc ≡ 0, or to f (x,h(x)) ≡ g(x,h(x)) ≡ 0. Thus, if
h(a) is an integer, then f (a,h(a))+ g(a,h(a))bG(a,h(a)) = 0. We will show that this suﬃcient condition
is also a necessary condition for many cases.
A special case is ﬁrst shown here to simplify the proof of the main theorem of this section.
Lemma 3.1. Let f (x, y), g(x, y) and G(y) be polynomials over Q, A ⊆ Z with positive UAD, and b a positive
integer. If for every α ∈ A there is a y in Z such that f (α, y) + g(α, y)bG(y) = 0, then there is an h(x) ∈ Q[x]
such that f (x,h(x)) + g(x,h(x))bG(h(x)) ≡ 0.
Proof. If b = 1, then f (x, y) + g(x, y)bG(x,y) = f (x, y) + g(x, y), which is a polynomial over Q. Hence,
by Corollary 2.3 this lemma is true. Thus, we assume that b > 1. Let f (x, y) =∑mi=0 ai(y)xi , g(x, y) =∑n
j=0 b j(y)x j and G(y) =
∑s
k=0 ck yk . We may multiply the equation f (x, y) + g(x, y)bG(x,y) = 0 by
the number Den( f (x, y)) ·Den(g(x, y)). Hence, without loss of generality, we may assume that f (x, y)
and g(x, y) are polynomials over Z. Then for any α and β in Z, we obtain that if f (α,β) = 0 then
| f (α,β)| 1. This is also the case for g(x, y).
If s = 0, i.e., G(y) is identically equal to a constant c ∈ Q, then by Corollary 2.3 there is an h(x) ∈
Q[x] such that f (x,h(x)) + g(x,h(x))bc ≡ 0. Thus, we may further assume that the degree of G(y)
is greater than 0. Moreover, it can be assumed that the leading coeﬃcient cs of G(y) is positive
too. Otherwise, we multiply the term b−G(y) on both sides of the equation to obtain the equation
f (x, y)b−G(y) + g(x, y) = 0. Since b−G(y) = 0 for any integer y, we obtain that for every α ∈ A there is
a y in Z such that f (α, y)+ g(α, y)bG(y) = 0 if and only if for every α ∈ A there is a y in Z such that
f (α, y)b−G(y) + g(α, y) = 0. Also, for any h(x) ∈ Q[x] we have that f (x,h(x)) + g(x,h(x))bG(h(x)) ≡ 0
if and only if f (x,h(x))b−G(h(x)) + g(x,h(x)) ≡ 0. Therefore, if cs < 0, we simply interchange the roles
of f (x, y) and g(x, y).
First, assume that there is no β in Q such that f (x, β) + g(x, β)bG(β) ≡ 0, otherwise, simply let
h(x) = β and we obtain the conclusion. Now, let B ⊆ A be the set such that α ∈ B if and only if there
is a y in Z such that f (α, y) + g(α, y)bG(y) = 0 and g(α, y) = 0. Note that g(a, y) = 0 if and only if
f (a, y) = 0. Hence, α ∈ B if and only if there is a y in Z such that [ f (α, y)]2 + [g(α, y)]2 = 0. If B is
of positive UAD, then there is an h(x) ∈ Q[x] such that [ f (x,h(x))]2+[g(x,h(x))]2 ≡ 0 by Corollary 2.3.
Hence, f (x,h(x)) ≡ g(x,h(x)) ≡ 0, and the conclusion of this lemma is true for this case.
Now suppose that B is of zero UAD. Then A − B is still of positive UAD. Now let a be an integer in
Z such that |a| > ‖ f (x, y)‖ and |a| > (2‖G(y)‖)2, and then |G(a)| > |a|/2. Let r be a positive integer
larger than degy( f (x, y)) and degy(g(x, y)), then for any y in Z
∣∣ f (a, y)∣∣ m∑
i=0
∣∣ai(y)∣∣|a|i  m∑
i=0
|a||y|r |a|i < |y|r |a|m+2.
For any β in Z, in order that f (a, β) + g(a, β)bG(β) = 0, we have that | f (a, β)| = |g(a, β)bG(β)|. If
g(a, β) = 0, then f (a, β) = 0. This case has been proved above. Thus, we assume that g(a, β) = 0,
hence |g(a, β)| 1. We then should have that |β|r |a|m+2  bG(β) . Suppose that a is suﬃciently large
and β > a, we then have that
bβ/2 < bG(β) < f (a, β) < βram+2 < βr+m+2.
Since r,m are constants and b > 1, this is impossible for a, and hence β , suﬃciently large. Thus, for
any a ∈ Z with its absolute value suﬃciently large and f (a, β) + g(a, β)bG(β) = 0 for some β , we
should have that |β| < |a|. This then implies that
∣∣ f (a, β)∣∣< |β|r |a|m+2 < |a|m+2+r .
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b|β|/2 < bG(|β|) < |a|m+2+r .
We then have that
|β| < 2(m + 2+ r) logb
(|a|).
This means that if f (a, β) + g(a, β)bG(β) = 0 and |a| is large enough, then |β| is much smaller when
compared with |a|. For every β in Z, it is assumed that
f (x, β) + g(x, β)bG(β) ≡ 0,
and then the number of α’s in Z is at most M =max{m,n} such that
f (α,β) + g(α,β)bG(β) = 0.
Letting S ∈ A be an integer large enough to ensure the condition that if f (S, β)+ g(S, β)bG(β) = 0 for
some β , then | f (S, β)| < |S|m+2+r as shown above. Let δ be the UAD of A. We also may require the
integer T to be large enough such that∣∣A(T )∣∣/2T > δ/2, S/T < δ/4
and
T > (4/δ)M · (m + 2+ r) logb
(|T |).
Then,
∣∣A(T )∣∣/2T = |{x: |x| T , ∃yf (x, y) + g(x, y)bG(y) = 0}|
2T
= A(S)
2T
+ |{x: S  |x| T , ∃yf (x, y) + g(x, y)b
G(y) = 0}|
2T
 δ/4+ 2(m + 2+ r) logb(|T |) · M
2T
< δ/4+ 2(m + 2+ r) logb(|T |) · M
(8/δ)M · (m + 2+ r) logb(|T |)
= δ/4+ δ/4= δ/2.
This contradiction shows that A− B is of zero UAD. Thus, we obtain that either h(x) ≡ c and f (x, c)+
g(x, c)bG(c) ≡ 0, or f (x,h(x)) ≡ g(x,h(x)) ≡ 0. Therefore, f (x,h(x)) + g(x,h(x))bG(h(x)) ≡ 0. 
Lemma 3.1 cannot be extended to the case in which the exponent is a polynomial with a single
variable x, as the equation y − 2x = 0 shown. For every integer a, we may ﬁnd an integer b such that
b = 2a . But for any polynomial g(x), g(x) − 2x is not identically equal to zero. Surprisingly, a similar
result can be shown for polynomials in two variables. Before we show this result, we present two
lemmas to handle the easier cases.
Lemma 3.2. Let f (x), g(x), G(x) be polynomials over Q, and b a positive integer. If f (x)+ g(x)bG(x) ≡ 0, then
there is only a ﬁnite number of solutions for the equation f (x) + g(x)bG(x) = 0 over Z.
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and f (x) and g(x) are polynomials over Z. Furthermore, we may also assume that b > 1 and
deg(G(x)) > 0, as we explained in the ﬁrst part of the proof of Lemma 3.1. Then, bG(|x|) grows ex-
ponentially as |x| grows. Thus, there exists a positive integer α such that for any β > α, | f (β)| <
|g(β)bG(β)|. This implies that if β is a solution of the equation f (x) + g(x)bG(x) = 0 over Z, then
|β| < α. 
Lemma 3.3. Let f (x, y) ≡ 0, g(x, y), and G(y) ≡ c be polynomials over Q, and b > 1 be a positive integer.
Then the number of h(x) ∈ Q[x] such that
f
(
x,h(x)
)+ g(x,h(x))bG(h(x)) ≡ 0
is ﬁnite.
Proof. The fact that f (x,h(x)) + g(x,h(x))bG(h(x)) ≡ 0 means either that h(x) ≡ c and f (x, c) +
g(x, c)bG(c) ≡ 0, or that f (x,h(x)) ≡ g(x,h(x)) ≡ 0. Suppose h(x) ≡ c and f (x, c) + g(x, c)bG(c) ≡ 0.
Let f (x, y) =∑mi=0 f i(y)xi , and g(x, y) =∑nj=0 g j(y)x j . Thus, f0(c) + g0(c)bG(c) is the constant term
of the polynomial f (x, c) + g(x, c)bG(c) ≡ 0. Therefore, this integer c is a solution of the equation
f0(y) + g0(y)bG(y) = 0.
There are only ﬁnitely many such solutions by Lemma 3.2.
Suppose that f (x,h(x)) ≡ g(x,h(x)) ≡ 0. Since f (x, y) ≡ 0, the number of h(x) in Q[x] such that
f (x,h(x)) ≡ 0 is less than or equal to the y degree of f (x, y). Therefore, the number of h(x) ∈ Q[x]
such that
f
(
x,h(x)
)+ g(x,h(x))bG(h(x)) ≡ 0
is ﬁnite. 
Now, we are ready to prove the main theorem of this section. In our proof, we apply an “ascent”
argument. We show that if an equation
f (x, y) + g(x, y)bG(x,y) = 0
has a solution (a,b), then under certain conditions, b > y1 will imply that there is a y2 > y1 such
that b > y2. The same reasoning may be repeated to obtain that for every positive integer i > 1 there
is a yi+1 > yi such that b > yi+1 too. This is impossible because b is ﬁnite. Thus, we may deduce that
these conditions do not exist.
Theorem 3.4. Let f (x, y), g(x, y) and G(x, y) be polynomials over Q, G(x, y) ∈ (Q[x, y] − Q[x]) ∪ Q,
A ⊆ Z with positive UAD, and b be a positive integer. If for every α ∈ A, there is a y in Z such that
f (α, y) + g(α, y)bG(α,y) = 0, then except for a set of zero UAD for every α ∈ A there exists an h(x) ∈ Q[x]
such that
f
(
x,h(x)
)+ g(x,h(x))bG(x,h(x)) ≡ 0,
and h(α) ∈ Z.
Proof. As before, we assume that f (x, y) and g(x, y) are polynomials over Z and b > 1. If G does not
contain any term with variable x, i.e. G is a polynomial with single variable y, then with Lemma 3.1
we have obtained our conclusion.
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on A, then there is a positive constant C and a positive UAD set S ⊆ A such that T ∈ S if and only
if miny∈Z |G(T , y)| > T C . Let B ⊆ S such that for every T ∈ B there is a y in Z such that f (T , y) +
g(T , y)bG(T ,y) = 0, and g(T , y) = 0. This then implies that f (T , y) = 0. Hence, for every a ∈ B there
is a c ∈ Z such that
[
f (a, c)
]2 + [g(a, c)]2 = 0.
If B has positive UAD, then by Theorem 2.2 there is an h(x) such that
[
f
(
x,h(x)
)]2 + [g(x,h(x))]2 ≡ 0.
This then implies that
f
(
x,h(x)
)+ g(x,h(x))bG(x,h(x)) ≡ 0.
Now, we assume that B has zero UAD. Let T ∈ S − B , and β ∈ Z is a solution of the equation
f (T , β) + g(T , β)bG(T ,β) = 0. Then, g(T , β) = 0. Hence, |g(T , β)|  1, and | f (T , β)|  bT C . Let d be
a positive integer greater than the degrees of f (x, y) and g(x, y). In order that | f (T , β)|  bT C , it
is necessary that |β| > b(T C /d) if T ∈ S is large enough. While evaluating the value of G(T , |β|), be-
cause the value of |β| is much larger than T , the value of the highest y-degree term will dominate
the value of the sum of other terms. This then implies that |G(T , β)| > b(T C /(d−1)) . Therefore, from
|G(T , β)| > T C we obtain that |β| > b(T c)/d , which implies that |G(T , β)| > b(T C /(d−1)) . Repeating the
same arguments, we obtain that |β| > b(b(T C /(d−1))/d) . Thus, |β| needs to grow larger and larger, but
that is impossible. (This is our inﬁnite ascent argument.) Therefore, G(x, y) does not have polyno-
mial growth on A. From Theorem 2.5, there exists a polynomial h(x) over Q such that y − h(x) is
a factor of G(x, y) − a for an a ∈ Q. Substituting y with h(x) in f (x, y) + g(x, y)bG(x,y) = 0 we obtain
the equation f (x,h(x)) + bag(x,h(x)) = 0. Suppose that f (x,h(x)) + bag(x,h(x)) ≡ 0, then equation
f (x,h(x)) + bag(x,h(x)) = 0 is a single variable diophantine equation. It has only a ﬁnite number of
solutions in Z. The polynomial G(x, y) may be rewritten as
G(x, y) = (y − h(x))g1(x, y) + a = (αy − H(x))G1(x, y) + a,
where g1(x, y) ∈ Q[x, y], α ∈ Z, H(x) = αh(x) ∈ Z[x], and G1(x, y) ∈ Q[x, y]. Then for every t ∈ A there
is a y ∈ Z such that
f (t, y) + g(t, y)b(αy−H(t))G1(t,y)+a = 0.
Suppose that for any d in Q and any h1(x) in Q[x], y − h1(x) is not a factor of G1(x, y)− d, then from
Theorem B there is a positive constant C such that miny∈Z |G1(T , y)| > T C for inﬁnitely many T ’s.
Thus, |T | can be required to be greater than all the roots of f (x,h(x)) + ba g(x,h(x)) = 0 and |2a1/C |.
If
f (T , β) + g(T , β)b(α·β−H(T ))G1(T ,β)+a = 0
is true for a β in Z, then α · β = H(T ). Then (α · β − H(T ))(G1(T , β) + a) > (1/2)T C . As above, with
an “ascent” argument on the value of β , it is impossible that f (T , y) + g(T , y)bG(T ,y) = 0 for any y
in Z if T is large enough. Therefore, there is an H1(x) over Q, H1(x) = h(x), such that y − H1(x) is
a factor of G1(x, y) − d for a d in Q. Hence
G(x, y) = (αy − H(x))[(y − H1(x))G2(x, y) + d]+ a
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H(x)/α = H1(x) + e, or there is an e ∈ Q such that h(x) + e is a factor of G2(x, y). We conclude that
there is a polynomial h1(x) over Q such that y − h1(x) is a factor of G(x, y) − c for a c in Q. If
f (x,h1(x)) + bc g(x,h1(x)) ≡ 0, then we may repeat the same arguments as above. By Proposition 2.4,
if there is no polynomial H(x) over Q such that g(x, y) =∑nj=0 c j(y − H(x)) j where c j are rational
numbers, then such factors are ﬁnite. Hence, there must exist an h(x) over Q and an a ∈ Q such that
G(x,h(x)) ≡ a and f (x,h(x)) + bag(x,h(x)) ≡ 0.
Now, consider the case that in which a polynomial H(x) arises over Q such that G(x, y) =∑n
j=0 c j(y − H(x)) j where c j are rational numbers. Let D = Den(H(x)), hence D · H(x) ∈ Z[x]. Then y
can be replaced by H(x) + z/D and we obtain that for every x ∈ A there is a z in Z such that
f
(
x, H(x) + z/D)+ g(x, H(x) + z/D)bG1(z/D) = 0
where G1(z/D) =∑nj=0 c j(z/D) j . From Lemma 3.1 we obtain that either
f
(
x, H(x) + β/D)+ g(x, H(x) + β/D)bG1(β/D) ≡ 0
for a β ∈ Q or there is an h1(x) ∈ Q[x] such that
f
(
x, H(x) + h1(x)/D
)+ g(x, H(x) + h1(x)/D)bG1(h1(x)/D) ≡ 0.
Let h(x) = H(x) + β/D or h(x) = H(x) + h1(x)/D , respectively,
f
(
x,h(x)
)+ g(x,h(x))bG(x,h(x)) ≡ 0.
Therefore, we may conclude that if for every α ∈ A, there is a y in Z such that f (α, y) +
g(α, y)bG(α,y) = 0, then there exists an h(x) ∈ Q[x] such that
f
(
x,h(x)
)+ g(x,h(x))bG(x,h(x)) ≡ 0.
From Lemma 3.3, the number of these h(x) is ﬁnite. Let A = {h1(x), . . . ,hn(x)} be the set of poly-
nomials over Q such that hi(x) ∈ Q[x] if and only if
f
(
x,hi(x)
)+ g(x,hi(x))bG(x,hi(x)) ≡ 0.
Also, let
Si =
{
x
∣∣ x ∈ Z, hi(x) ∈ Z}
for 1 i  n. Note that for any a ∈ Z if hi(a) is an integer, then it means that the equation f (a, y)) +
g(a, y))bG(a,y)) = 0 is solvable in Z. If A−⋃ni Si is of positive UAD, then with the same arguments we
obtain that G(x, y) has polynomial growth on A −⋃ni Si , and there must exists another h(x) in Q[x],
h(x) ≡ hi(x) for 1  i  n, such that f (x,h(x)) + g(x,h(x))bG(x,h(x)) ≡ 0. This is a contradiction. Thus,
A −⋃ni Si is of UAD zero. This completes the proof. 
In Theorem 3.4 we need to require that the set A is with positive UAD. Simply requiring that the
number of the elements of A is inﬁnite will not be enough to show the conclusion of Theorem 3.4.
This is shown by the following example.
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well known that there are inﬁnitely many pairs of integers (a,b) satisfying this equation. Then,
F (a,b) = (a2 + 2ab − 1)− (ab + b2)2a2−2b2
= (a2 + 2ab − 1)− 2(ab + b2)
= a2 − 2b2 − 1= 0.
However, if F (x, g(x)) ≡ 0, then we should have that x2 − 2(g(x))2 ≡ d for some d in Q, but this is
impossible.
The set
⋃
i Si in the proof of Theorem 3.4 is a union of some arithmetic progressions. Therefore,
if Z −⋃i Si is not empty, then it is of positive density. We then obtain the following corollary. This
corollary extends the result in [8] to exponential diophantine equations.
Corollary 3.5. Let f (x, y), g(x, y) and G(x, y) be polynomials over Q, G(x, y) ∈ (Q[x, y] − Q[x]) ∪ Q, and b
a positive integer. For every α in Z, there is a y in Z such that f (α, y) + g(α, y)bG(α,y) = 0 if and only if for
every integer α there exists an h(x) ∈ Q[x] such that f (x,h(x)) + g(x,h(x))bG(x,h(x)) ≡ 0, and h(α) ∈ Z.
Generally, Corollary 3.5 is no longer true if the exponent G(x, y) is a polynomial with single vari-
able y as the previously given equation x− 2y = 0 shown. However, we propose following conjecture.
Conjecture. Let f (x, y), g(x, y) and G(x, y) be polynomials over Q, A a subset of Z with positive UAD, and b
a positive integer. If for every α ∈ A, there is a y in Z such that f (α, y)+ g(α, y)bG(α,y) = 0, then there exists
an h(x) = p(x)bq(x) + r(x) where p(x),q(x) and r(x) are in Q[x] such that
f
(
x,h(x)
)+ g(x,h(x))bG(x,h(x)) ≡ 0.
Schinzel proved the following: Let F (x), f (x), g(x) and h(x) be polynomials over Z where F (x),h(x) are
not constant and the GCD of the polynomials f (x), g(x) and h(x) is equal to 1. Then there exists an arithmetic
progression P such that if t ∈ P then [ f (t)2F (t) + g(t)]/h(t) is not an integer [7, p. 996, Theorem 2]. This
may solve the conjecture for the case of degy( f (x, y)) = 1. However, the answer to the general case
is not known.
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