[1] This work evaluates the sensitivity of tropospheric ozone (O 3 ) and its radiative forcing (RF) from 1890 to 1990 to different biomass burning (BB) emissions using a global tropospheric climate-chemistry model (CCM) with a modified chemical mechanism for anthropogenic volatile organic compounds (AVOC). The use of the most efficient simplified chemical scheme among three chemical mechanisms with different degrees of complexity is acceptable for global scale simulations of the radiative effects of tropospheric O 3 changes in the CCM, since the differences in the results are small. The CCM model with simplified chemistry is implemented to study various aspects of the impact of BB emissions on tropospheric O 3 and its RF. The backward emission model results are in good agreement with the present-day observations for regions downwind of BB sources, while the forward emission model may reasonably produce the distributions of regional emissions in the preindustrial period. The global mean RF due to tropospheric O 3 increase from 1890 to 1990 is 0.41 W m À2 on a global average. When no anthropogenic emissions in the preindustrial period are considered, this forcing reaches 0.47 W m
Introduction
[2] Biomass burning (BB) is one of the most significant sources of trace gases and aerosols on a global scale [Crutzen et al., 1979; Logan et al., 1981; Andreae and Crutzen, 1997] . The influence of BB emissions on tropospheric ozone (O 3 ) has been investigated in numerous measurements and modeling studies [Crutzen and Zimmermann, 1991; Thompson et al., 2001; Swap et al., 2003; Fehsenfeld et al., 2006] . Recently, three historical emission data sets from van Aardenne et al. [2001] , Ito and Penner [2005a] , and Mouillot et al. [2006] have indicated that there are significant preindustrial emissions from open biomass burning. The database of van Aardenne et al. [2001] has been compared to the conventional assumption (i.e., zero anthropogenic emissions and 10% open biomass burning emissions from their present-day estimates for the preindustrial simulations [Crutzen and Zimmermann, 1991] ) by Lamarque et al. [2005] . They found that from 1890 to 1990 the tropospheric O 3 burden increased by only 71 Tg with the van Aardenne et al. from aerosols for South America. The estimates for forcing due to BB aerosol is expected to have a high uncertainty just due to present-day estimates of the emissions [e.g., Ito and Penner, 2005b; Andreae and Gelencser, 2006] , but Textor et al. [2007] found that the simulated aerosol burden and optical properties depend more on the model-specific transport, removal, chemistry, and parameterizations of aerosol microphysics rather than on the spatial and temporal distributions of the emissions. However, differences in different emission databases need to be considered when evaluating the impact of BB to improve modeling studies.
[4] The uncertainties in the BB emissions are also associated with the seasonal variations. Schultz [2003] used fire products from the Along Track Scanning Radiometer (ATSR) satellites to analyze spatial and temporal variations in emissions from BB. The bias in active fire products is significantly large without a quantitative validation and calibration using high-resolution data [e.g., Kasischke et al., 2003; Boschetti et al., 2004] . Further, seasonal variations in the emissions are substantially influenced by the available biomass for combustion (i.e., fuel load) and burning conditions (i.e., flaming and smoldering fires) [e.g., Hoffa et al., 1999; Bertschi et al., 2003; Korontzi et al., 2003] . Duncan et al. [2003] made use of the Total Ozone Mapping Spectrometer (TOMS) Aerosol Index (AI) data product as a surrogate to estimate seasonal and interannual variability in BB. The interannual variability of O 3 produced by BB is important in southeastern Asia [e.g., Page et al., 2002; .
[5] Integrating a complicated photochemical scheme into a global climate model increases the CPU time needed for calculations. Fast chemical solution methods are useful in investigating the factors affecting the O 3 changes, because the chemistry is often the most time consuming part of the calculations. Also, the total number of primary pollutants and their reaction products are often simplified in global CTMs and CCMs [e.g., Müller and Brasseur, 1995; Houweling et al., 1998; Shindell et al., 2003; Wong et al., 2004] . To increase the accuracy and reduce the uncertainty in the models, it is essential that the simplified model provide results that are equivalent to more complete chemical mechanisms.
[6] The purpose of this paper is to investigate the effects of different BB emission changes on tropospheric O 3 . For this purpose, a coupled chemistry-climate model with a fast chemical mechanism for anthropogenic volatile organic compounds (AVOC) is used to calculate the O 3 concentration and its RF. Section 2 describes the CCM used for estimating the differences in the chemical mechanisms for AVOC and emission estimates. Section 3 describes the different emission data sets for BB sources. Section 4 shows an evaluation of the representation for AVOC on tropospheric O 3 as well as the sensitivity of the O 3 concentration and its RF to different BB emissions. We also show comparisons with O 3 observations for regions downwind of BB sources. Section 5 presents a summary of our findings.
Model Description
[7] We investigate the effects of different AVOC chemical mechanisms and BB emissions on tropospheric O 3 and its RF using the Chemical Atmospheric general circulation model for the Study of the atmospheric Environment and Radiative forcing (CHASER) model [Sudo et al., 2002a; Sudo and Akimoto, 2007] , which has been applied in the integrated earth system model [Kawamiya et al., 2005] , with an online simulation of gas-phase chemistry [Sudo et al., 2002a] and aerosols [Takemura et al., 2000] . The different simulations performed in this study are summarized in Table 1 . Our two-way coupling between aerosols and gas-phase chemistry provides consistent chemical fields for aerosol dynamics and aerosol mass for heterogeneous processes and calculations of gas-phase photolysis rates [e.g., Liao et al., 2003] .
[8] To evaluate the impact of the modeled tropospheric O 3 changes on climate, we use the RF calculated from the CCM simulations. The instantaneous shortwave and longwave radiative fluxes at the tropopause were calculated by the k-distribution and the two-stream discrete ordinate method [Nakajima and Tanaka, 1986] . Absorption and scattering were calculated for gases, aerosols, and clouds. For a complete description of the radiation scheme adopted in the model, the reader is referred to Nakajima et al. [1995, and references therein] .
[9] Two separate simulations are performed for calculations of radiative fluxes for 1890 , respectively [e.g., Shindell et al., 2003 . The differences in the radiative fluxes are calculated for 1890 and 1990 by calling the radiation code twice, once based on the climatologically simulated O 3 archived daily in previous work [Sudo et al., 2002a] and once based on the inline calculated distribution in this work. Then the RF is calculated from the differences in the radiative fluxes at the tropopause between the 1890 and 1990 simulations. The tropopause height is defined as the lowest level at which the vertical temperature gradient is greater than À2 K km À1 [e.g., Logan, 1999] . The adjusted forcing is more indicative of the climate impacts of tropospheric O 3 changes [Hansen et al., 2002] , however, the instantaneous forcing is used here to examine the sensitivity to different sources [e.g., Shindell et al., 2006] .
[10] In these simulations, we used meteorological fields of wind velocities and temperature from the European Center for Medium-Range Weather Forecasts (ECMWF) to constrain the dynamic component of the model, in addition to sea surface temperature data for 1996. This ensures that the effects of different AVOC chemical mechanisms and BB emissions on tropospheric O 3 are separated from the climate feedback. The meteorology was defined on about 2.8°latitude Â 2.8°longitude horizontal grid (T42) with 32 vertical sigma layers. The evolution of species was calculated with a time step of 10 min. The model was exercised for a 1-year time period with 6-month spin-up time.
[11] Three different chemical mechanisms with different degrees of complexity were examined to quantify the differences due to different AVOC chemical representations and to determine the standard chemistry for later simulations in this paper. The default chemical mechanism (CM1) in the model is described by Sudo et al. [2002a] . It includes 38 tracers, 12 short-lived compounds that are not transported, and 141 reactions. The photochemical representation for AVOC is based on the IMAGES chemical mechanism [Müller and Brasseur, 1995] and the MOZART model [Brasseur et al., 1998 ], and uses a lumped compound, other nonmethane volatile organic compounds (ONMV), as a surrogate for the NMVOC (i.e., C 2 H 6 , C 3 H 8 , C 2 H 4 , and C 3 H 6 ). The ONMV + OH-reaction rate constant at 298 K was taken from the average OH-reaction rate of NMVOC weighted by their anthropogenic emissions [Middleton et al., 1990] . The climatological simulation of the CHASER model with the similar chemical scheme to CM1 has been evaluated with several observational data sets by Sudo et al. [2002b] . Their evaluation showed that the model captured the geographic, vertical and seasonal variations of O 3 quite well. The calculated O 3 concentrations were also in good agreement with the ensemble mean when constraining precursor emissions [Stevenson et al., 2006] .
[12] Ito et al. [2007b] extended the photochemistry representation from the 3-D chemical transport model (GEOSChem) [Bey et al., 2001] . The species that are emitted into the model atmosphere are specified with more explicit surrogates [Ito et al., 2007b] . The recent mechanism of Ito et al. [2007b] includes detailed descriptions for a wider set of organic compounds than are typically included in global models and is termed the ''extended'' mechanism (CM2). The ONMV is specified as three primary aromatic species, two alkanes and one alkene, and their various secondary reaction products are treated. The extended mechanism includes 61 tracers, 56 nontracers, and 400 reactions. A complete listing of reactions is available at http://wwwpersonal.umich.edu/$sillman/web-publications/Ito_2007_ TableA1.pdf. Ito et al. [2007b] has evaluated the CM3 with several observations in the 3-D chemical transport model (IMPACT) model. They showed that the model-measurement agreement was as good as the chemical mechanism used in the GEOS-Chem model [Bey et al., 2001] .
[13] Given the need to conserve computational resources for a CCM [e.g., Shindell et al., 2005 Shindell et al., , 2006 , it is necessary to group organic compounds together to form the smallest possible set of model classes. In these ''condensed'' mechanisms (CM3) multiple chemical pathways are treated as one reaction, and not all organic intermediates (i.e., alkyl radicals) are explicitly described. Here, we formed a condensed mechanism (CM3) based on the grouping suggested by Jacob et al. [1989] from the extended chemical mechanism of Ito et al. [2007b] . They identified the most important features of individual AVOC as (1) the lifetime (hours versus days) and (2) the tendency of the compound to be a net producer of odd hydrogen radicals (OH, HO 2 , and RO 2 ). The appropriate product yields and weighted averages of reaction rate constants were determined using the 0-d model developed by Sillman [1991] and were based on the number of species lumped in each group and their species concentrations (except for the isoprene and terpene chemistry, as noted below in this section). For further detail, the reader is referred to Jacob et al. [1989] . The four alkanes, benzene, toluene (as a surrogate for all alkylbenzenes), two ketones, acetic acid and larger organic acids in the extended chemistry of Ito et al. [2007b] are represented with a Slower Reacting Species (SRS), while three alkenes and m-xylene (as a surrogate for dialkyl-and trialkylbenzenes) are represented with a Faster Reacting Species (FRS). The condensed chemistry includes 26 tracers, 12 nontracers, and 137 reactions in the model.
[14] The chemical schemes for isoprene [Pöschl et al., 2000] and terpenes [Brasseur et al., 1998 ] in the default chemical mechanism are used in the extended and simplified chemical mechanisms as well. Here, we focus on the direct forcing from O 3 on climate, and ignore possible secondary effects such as impact on CH 4 through changed OH [e.g., Wild and Prather, 2000; Dentener et al., 2005; Dalsøren and Isaksen, 2006; Fiore et al., 2006] . The methane changes enhance the OH perturbation through a positive feedback, but this is not crucial for the short-lived mode perturbations performed here [e.g., Wild and Prather, 2000; Wild et al., 2001] . Thus uniform mixing ratios for present-day CH 4 were set to 1.77 ppmv in the Northern Hemisphere (NH) and 1.68 ppmv in the Southern Hemisphere and to 0.70 ppmv for the preindustrial simulation on the basis of observations [Etheridge et al., 1998; Dlugokencky et al., 1998 ].
[15] For the base emission inventory, we use the data set of van Aardenne et al. [2001] . The 1°Â 1°grid emissions are based on historical activity data and are available every 10 years from 1890 to 1990. We compare the base BB emission inventory to the conventional assumption [Crutzen and Zimmermann, 1991] and to more recent data sets [Ito and Penner, 2005a; Mouillot et al., 2006] , as described in section 3. The industrial emissions of van Aardenne et al. [2001] are the same in the three BB emission inventories. The default seasonal cycle in emissions is taken to be the same as that given by Sudo et al. [2002a] . To fit our set of modeled chemical species, we have made the assumption that the 1990 speciation of the nonmethane hydrocarbon emissions [Olivier et al., 1999] was valid for the entire period of this study. The black carbon emission data set for the time period from 1870 to 2000 is taken from Ito and Penner [2005a] . Other aerosol emissions are set as in the work by Takemura et al. [2000] . Thus the aerosols in the model are the same for all simulations.
[16] Natural emissions from vegetation, ocean, and soils for the preindustrial simulation are the same as for the present-day simulations. The biogenic emissions of NMVOC were based on Guenther et al. [1995] . The emissions for isoprene and terpenes were reduced by 20%, following Houweling et al. [1998] and Roelofs and Lelieveld [2000] . The diurnal cycle of isoprene emission was calculated using solar incidence at the surface, while that of terpenes was parameterized using surface air temperature in the model [Guenther et al., 1995] . We also scaled the geographic distribution of ocean emissions of hydrocarbons [Müller, 1992] to the more recent estimates of Plass-Dülmer et al. [1995] , following von Kuhlmann et al. [2003] . The soil NO x emissions are taken from van Aardenne et al. [2001] , which take into account the effect of increased fertilizer use.
Biomass Burning Emission Data Sets
[17] Here, we describe the present-day and preindustrial biomass burning emission data sets used in this study. We define biomass burning as savanna burning, forest fires, agricultural waste burning, and biomass used for fuels (biofuels). We examine four different data sets of BB emissions (ED1, ED2, ED3, and ED4) and three different seasonal variations (SV1, SV2, and SV3) with one of the data sets. Each data set provides emission estimates for 1890 and 1990.
[18] First (ED1), van Aardenne et al. [2001] used the present-day emissions of Hao et al. [1990] and Bouwman et al. [1997] from open biomass burning, assuming that all BB in the wet savanna was anthropogenic in origin while half was anthropogenic in the dry savanna. The ED1 used rural population as a surrogate for emissions from deforestation fires in tropical regions and neglected deforestation activities in industrialized regions. Thus the anthropogenic emissions from the BB due to land use changes for 1890 were projected by using present-day emissions [Olivier et al., 1999] and adjusting on the basis of changes in rural population [Klein Goldewijk, 2001] . The ED1 present-day emissions from biofuel burning [Olivier et al., 1999] were also extrapolated back in time using the rural population data. The ED1 used the amount of arable land as a proxy for historical agricultural waste burning. Thus the emissions from agricultural waste burning for 1890 were estimated by using present-day emissions [Olivier et al., 1999] and adjusting on the basis of changes in arable land area [Klein Goldewijk, 2001] .
[19] Second (ED2), we used the 1°Â 1°gridded data set of Ito and Penner [2005a] . The ED2 emissions from open biomass burning were based on present-day emissions estimates from the spatially resolved monthly emissions of Ito and Penner [2004] and the regionally constrained annual carbon monoxide (CO) emissions of Arellano et al. [2004] for open vegetation burning. The open vegetation burning emissions were extrapolated back in time for 1979 -2000 using satellite data from the TOMS instrument [Herman et al., 1997] and for 1870 -1978 using anthropogenic CH 4 emissions from BB [Stern and Kaufmann, 1996] . Stern and Kaufmann [1996] based their BB emissions estimates on anthropogenic carbon dioxide emissions from land use change estimated by Houghton et al. [1983] . The ED2 present-day emissions from biofuel burning were calculated from Food and Agricultural Organization [2007] (FAOSTAT) in developed countries and from Yevich and Logan [2003] in developing countries. The switch from fossil fuels as the predominant present-day fuel to wood in preindustrial times was considered in developed countries [U.S. Energy Information Administration, 2004] . The historical household biofuel use for developing countries was estimated from the product of the per capita usage and the population change [United Nations, 1973] . Biofuel used as agroindustrial fuel (i.e., the use of crop wastes for an energy source in factories) was related to the crop production changes from the FAOSTAT. The emission factors compiled by Andreae and Merlet [2001] were used to convert the carbon emissions to O 3 precursors. The ED2 data set has been used for present-day simulations for O 3 precursors by Ito et al. [2007b] and for black carbon by Rotstayn et al. [2007] . They found good agreement between the model and measurements, which provided some measure of validation for the estimated emissions from BB for the present-day.
[20] The third BB data set (ED3) was that of Mouillot et al. [2006] for open biomass burning emissions. The annual emissions on a 1°Â 1°grid from 1900 to 2000 were estimated from a global fire map [Mouillot and Field, 2005] and carbon cycle model, the Carnegie-Ames-StandordApproach (CASA) [Potter et al., 1993] . Mouillot and Field [2005] estimated that burned area in the United States was 10 times higher at the beginning of the century than in the 1990s, while Mouillot et al. [2006] estimated that carbon emissions were only 3 times higher, because their biogeochemical model lowered available biomass as a response to fires. Their estimate of 270 -410 Tg C a À1 in 1900 was near the center of the 250 -610 Tg C a À1 range found by Leenhouts [1998] under presettlement conditions in the United States. We used the emission factors compiled by Andreae and Merlet [2001] and the CASA biome scheme map derived from the MODIS vegetation map [Friedl et al., 2002] by van der Werf et al. [2006] to convert the carbon emissions to the O 3 precursors. The open biomass burning emissions of ED3 are combined with the biofuel burning emissions of ED2. Thus the differences between the two databases are due to the differences in the open biomass burning.
[21] Most modeling studies assume no anthropogenic emissions from fossil fuel and biofuel in the preindustrial period and considered open biomass burning emissions to be only 10% of present-day estimates [e.g., Crutzen and Zimmermann, 1991; Gauss et al., 2006] . Thus an additional estimate for emissions in 1890 (ED4) was developed by using the original ED1 inventory, setting biofuel emissions to zero and reducing open biomass burning emissions to only 10% of their present-day values for the 1890 simulations, as in the work by Crutzen and Zimmermann [1991] .
[22] The global annual BB emissions for selected species used in this study are given in Table 2 . The total amounts of BB emissions for CO are in good agreement among the three data sets of ED1, ED2, and ED3. Figures 1 and 2 show the spatial distribution of the three emission databases for annual CO emissions (kg a À1 ) from the open biomass burning and biofuel burning categories, respectively. As cited by Klein Goldewijk [2001] , most of the land conversion from pristine to managed lands in developed countries in temperate regions occurred in the first and second half of the 19th century, while developing countries in the tropics have converted their lands to pasture and cropland in the second half of the 20th century. The forward emission model of ED3 showed major changes in the regional distribution of emissions from fires as a consequence of the switch between emissions from temperate and boreal forests in early times toward the tropics at the present, while the backward emission models of ED1 and ED2 reflect the situation without any strong O 3 precursor emissions in the temperate and boreal regions. In the southeastern United States for 1890, the open biomass burning of ED3 is significantly larger than the biofuel burning of ED2.
[23] Three different methods for determining the seasonal variations in emissions were used. First, the scaling method [Sudo et al., 2002a] which uses the ATSR fire counts [Arino and Plummer, 2001 ] (SV1) was applied to all of the databases to directly compare the different BB data sets. Then, the effect of seasonal variations in open biomass burning emissions was investigated using the ED2 data set with two different scaling methods. The SV2 scaling method was based on the TOMS data [Duncan et al., 2003; Ito and Penner, 2005a] . The total numbers of days of available data per month are used to calculate the weighted monthly averages of TOMS AI data, which correspond to absorbing aerosols (0.2 < AI) [Torres et al., 2002] . The calculated monthly averaged AI for the 8 regions defined by Duncan et al. [2003] was applied to the ED2 data. The SV3 scaling method was based on Moderate resolution Imaging Spectroradiometer (MODIS) fire product [Justice et al., 2002] . We used the Collection 4, version 3 Terra MODIS monthly Climate Modeling Grid (CMG) fire product at a 0.5°spatial resolution from January 2001 through December 2001 . The method used to produce the seasonal variations is based on the MODIS fire counts for 2001. The monthly emissions of the ED2 and the MODIS fire counts are summed to annual data to calculate the scaling factors for each 1°grid, and then the monthly variations in the ED2 emissions are estimated by adjusting the monthly emissions by the MODIS fire counts at 1°r esolution.
[24] Naik et al. [2007] estimated the RF due to BB by comparing the radiation fluxes without BB emissions and with those. Since there are significant open biomass burning emissions in the preindustrial period, we calculate the radiation fluxes with BB emissions for SO 2 , NO x , CO, and AVOC using CM3-ED1-SV1 in 1890 and FF in 1990 (CM3-BB-1890) and with FF emissions in 1890 and BB emissions in 1990 (CM3-FF-1890) to investigate the source contributions of BB and FF emissions. The RF is calculated from the differences in the radiative fluxes between the 1890 and 1990 simulations. Since the computed forcing values are subject to the effect of nonlinearities in the O 3 chemistry, the sum of BB and FF RF exceeded the total RF from CM3-ED1-SV1. Thus we calculate the proportions of the RF changes due to BB and FF sources for O 3 precursors to its sum of RF, and multiplied those by the total RF from CM3-ED1-SV1.
Model Results and Discussion
[25] In this section, we assess the changes in tropospheric O 3 and its RF in response to different AVOC chemical mechanisms and BB emissions with the condensed chemistry. The total RF in the area-weighted mean value is calculated for each simulation and the spatial distributions for the monthly averaged O 3 and its RF are compared below.
Comparison Between Different Chemical Mechanisms
[26] We perform three sensitivity simulations that provide a quantitative estimate of the O 3 concentration changes resulting from different AVOC chemistry. Here, we first show the model results for the O 3 concentrations using the default case (CM1-ED1-SV1), and then compare the simulations using the extended chemical mechanism (CM3) to calculations using the default chemical mechanism (CM1) and the simplified photochemistry (CM3) using the ED1 data set.
[27] Figure 3 shows the geographical distribution of surface O 3 concentrations from the simulations of CM1- [28] Figure 4 shows the differences in surface O 3 concentrations with different chemical mechanisms compared to those from CM2-ED1-SV1 in 1990. The differences in O 3 concentrations between the different chemical mechanisms are within 5 ppbv over most locations except between CM1-ED1-SV1 and CM2-ED1-SV1 at near-surface elevations over Eastern Europe, China, and United States during winter, when emission rates for biogenic VOC were low.
[29] The use of the most efficient simplified chemical scheme of CM3 is acceptable for global scale simulations of the radiative effects of tropospheric O 3 changes in a CCM, since the differences between the CM2 and CM3 simulations are small, compared to differences found between different model results [Stevenson et al., 2006] and the different BB databases discussed below. The simulation using CM3 reduces the computation time from that using the CM2 by a factor of 5.2 and from that using CM1 by 1.3. Thus the CCM model with the CM3 mechanism was implemented below to calculate the O 3 and its RF associated with the four different BB data sets and the three different temporal variations using the ED2 data set.
Atmospheric O 3 Responses Due to Different Biomass Burning Emissions
[30] We focus on the global changes in the distribution of surface O 3 due to the differences in the BB emissions. We first compare the model results for the O 3 concentrations between different BB emissions, and then discuss the differences in the calculated O 3 .
[31] Figure 5 shows the differences in surface O 3 concentrations with different emission databases compared to those from CM3-ED1-SV1 in 1890. The results of ED4 are significantly lower than others. Anthropogenic fires existed in the early twentieth century [Pyne, 1995] . The fact indicates that the assumption of no anthropogenic BB emissions in preindustrial period needs to be reconsidered. [Pyne, 2001] . This implies that both ED1 and ED2 may underestimate the preindustrial sources of O 3 precursors from BB in the United States. However, the biogeochemical model simulations in ED3 do not include the impacts of settlement and logging practices before 1900 which are certainly important in the United States [Pyne, 1982; Houghton et al., 1999] . Improvement in the historical land use changes is required to simulate these human impacts explicitly using spatially disaggregated simulation models [e.g., McGuire et al., 2001; Jain and Yang, 2005; Hurtt et al., 2006] .
[32] Model validation is a difficult issue because of the scarcity of validation data sets. However, the differences due to the different BB data sets emphasize important scientific issues that remain important subjects for discussion. Figure 6 shows a comparison of the monthly averaged surface O 3 mixing ratio from the model results for 1890 with observations over Tokyo [Pavelin et al., 1999] where the models with different BB data sets exhibit large differences. The simulated preindustrial O 3 concentrations are typically higher than preindustrial surface observations [Volz and Kley, 1988; Marenco et al., 1994; Pavelin et al., 1999] .
[33] Figure 7 shows the difference between present-day (1990) surface O 3 concentrations with different emission databases compared to those from CM3-ED1-SV1. High surface O 3 concentrations from ED3 data are found over eastern Russia. Wooster and Zhang [2004] found that Russian fires burned less fuel and emitted fewer products to the atmosphere because of the surface fires. It is difficult to simulate these regional characteristics using global models, but it could be improved with better treatment of ground versus crown fires in future works. The monthly averages in August calculated from ED3 data are significantly higher than those from ED1 over Brazil. We compare the monthly average surface O 3 concentrations from the sensitivity simulations with different BB emissions in 1990 to ambient measurements at Cuiabá in Brazil [Logan, 1999] (Figure 8 ). This site is strongly affected by BB [Kirchhoff and Rasmussen, 1990] . The model systematically overestimates during the wet season, but we focus on the dry season during July, August, and September in this paper. We note, however, that this systematic overestimate was not seen in the IMPACT, which used the CM2 for AVOC but different biogenic VOC emissions and chemistry [Ito et al., 2007b] . The peak O 3 concentration predicted using the ED2 database is in good agreement with the observations. The monthly averages in the burning season calculated from ED1 and ED3 data exceeded 80 ppbv. In terms of the cumulative percentage in the dry season, only 2% of the cases were measured above 80 ppbv in 1987 and 22% in 1988 [Kirchhoff and Rasmussen, 1990] . These results suggest that the model results from ED1 and ED3 overestimate the open biomass burning emissions. The peak O 3 concentrations predicted from the seasonal variations of SV1 and SV3 are consistent with the observations, while the SV2 variation peaks earlier than the observations. The correlation coefficient between SV2 and observations for O 3 (0.6) is significantly smaller than others (0.9). These results suggest that finer spatial resolutions are needed to scale the open vegetation burning emissions.
[34] Figure 9 shows the monthly average O 3 concentrations from the simulations with ED1, ED2, and ED3 in comparison with ambient measurements from the field campaigns compiled by Emmons et al. [2000] , in order to identify whether the changes in the BB emission databases affect the agreement of the vertical profile between models and measurements. The regional differences in O 3 concentrations among the different BB simulations are more pronounced near the surface and less pronounced in the upper troposphere where the radiative balance is sensitive to O 3 changes [Lacis et al., 1990] . Overall, the model results are in good agreement with the observations, although the model with ED3 overestimates O 3 near the surface over eastern Brazil. Even though some of the differences could be due to interannual variability, the interannual variability of O 3 produced by BB over Brazil was rather small for 1979 -2000 [Duncan et al., 2003 ]. The biogeochemical model needs to consider the carbon dynamics associated with land conversions in the Amazon, which includes the decay of biomass left on site, the longer timescale products removed offsite, and the regrowth of secondary forest [e.g., Guild et al., 1998; Ramankutty et al., 2007] . In southern Africa, ED2 underestimates the surface O 3 concentrations. However, the 1 -2 month offset was reported between the peak in hot spot from satellite [Justice et al., 2002] and those in the CO retrievals [Edwards et al., 2006; Gloudemans et al., 2006] . Ito et al. [2007a] demonstrated that the characteristic delay between the fire counts and emissions was mainly explained by significant changes in combustion factors for woodlands in their model, based on the measurements [e.g., Hoffa et al., 1999; Korontzi et al., 2003] . Thus it is needed to incorporate the seasonal variations of burned areas with fuel loads, combustion factors, and emission factors at a fine resolution to improve the mismatch between the model results and observations. 
Contribution of Biomass Burning Emissions to Radiative Forcing Due to O3 Change
[35] We present results from several model experiments to study various aspects of the impact of BB emissions on the RF due to tropospheric O 3 change. The differences in global annual averages of instantaneous RF due to the change in tropospheric O 3 from 1890 to 1990 among three different chemical mechanisms, three different BB data sets of ED1, ED2 and ED3, and three different seasonal variations were insignificant (Table 3) . These computed forcing values reflect both BB and fossil fuel (FF) emissions changes. The mean value is identical to the total instantaneous forcing of 0.41 W m À2 estimated by Shindell et al. [2006] who used the ED1 emission inventory but a different CCM. The global averages of the RF from the ED1, ED2 and ED3 data sets due to tropospheric O 3 increase from 1890 to 1990 were smaller than that calculated with the conventional assumption of ED4 (0.47 W m À2 ). The difference is comparable to that in the instantaneous forcing and adjusted forcing (e.g., 20% [Shindell et al., 2006] ). Fires have been used to clear land for a far longer time [Pyne, 1995] . Thus the preindustrial BB emissions need to be considered when evaluating controls on the emissions of trace gases and aerosols for a sustainable society.
[36] The geographical distribution of monthly averaged total instantaneous RF (shortwave + longwave) for January Figure 6 . Monthly averaged surface ozone mixing ratio (in ppbv) from the model results for 1890 and observations over Tokyo [Pavelin et al., 1999] . and August from CM3-ED1-SV1 simulation is shown in Figure 10 . In January, the total forcing is larger than 0.4 W m À2 in the band from 0 to 30 N and larger than 0.2 from 60°S to 60°N. In August, the total forcing is larger than 0.4 W m À2 over most of the NH and is stronger than that in January because of the larger O 3 changes and the increased solar irradiance in the NH summer.
[37] Figure 11 shows the difference in the monthly averaged total instantaneous RF (W m À2 ) (shortwave + longwave) with different emission databases compared to that from the CM3-ED2-SV1 simulation in August. There are significant differences in the southeastern United States and Brazil, where the differences due to different AVOC chemistry and due to different seasonal variations were negligible. The highest preindustrial emission data weakens the regional RF, while the highest present-day data strengthens the regional RF. In Brazil, the monthly averages in August calculated from the highest present-day data set (ED3) exceeds 1.0 W m
À2
, while the results from the ED1 and ED2 are 0.6-1.0 W m
. On a global average, this underestimation (ED3) is compensated by lower RF of 1.0-1.4 W m À2 in the southeastern United States. In these regions, the forest fires are associated with agricultural usage and land-clearing activities. The backward emission Figure 8 . Comparison of monthly average surface O 3 concentrations from the sensitivity simulations with different BB emissions in 1990 with ambient measurements at Cuiabá in Brazil [Logan, 1999] . models of ED1 and ED2 did not take into account the land conversion in temperate and boreal regions, where fire practices were spatially different from current forest fires [Pyne, 1982; Houghton et al., 1999] . The historical changes in the regional emissions may be represented by the forward emission model of ED3, but it requires further studies to represent the present-day O 3 observations near BB sources.
[38] Since the backward emission model results from ED1 and ED2 are in better agreement with the presentday observations for regions downwind of BB sources and the differences in RF between ED1 and ED2 are insignificant, the ED 1 emissions are used for the simulations to investigate the source contributions of BB and FF emissions. Figure 12 shows the monthly averaged total instantaneous RF (W m À2 ) (shortwave + longwave) due to BB (CM3-BB-1890) and FF (CM3-FF-1890) emission changes for January and August. The impact of BB on the RF is dominant over strong source regions in January. We calculate the global mean total sky BB RF of 0.15 W m À2 due to tropospheric O 3 changes from 1890 to 1990. Naik et al. [2007] estimated the adjusted forcing of 0.11 W m À2 due to O 3 produced exclusively from BB emissions.
Conclusions
[39] Ozone formation in biomass burning plumes has a considerable impact on the regional O 3 concentration during the biomass burning period. Overall, the model results for O 3 concentrations are in good agreement with the presentday measurements at sites that are strongly influenced by BB. However, the results using the ED3 overestimated the surface O 3 observations over Brazil.
[40] The calculated RF among the simulations from three different chemical mechanisms, three different BB data sets of ED1, ED2 and ED3, and three different seasonal variations due to tropospheric O 3 increase from 1890 to 1990 was 0.41 ± 0.01 W m À2 on a global average. The radiative effect of an increasing O 3 burden in the troposphere as a result of a 10% open biomass burning emissions reduction from their present-day values for the 1890 simulations [Crutzen and Zimmermann, 1991] is nonnegligible (18%), which is comparable to the difference in the instantaneous forcing and adjusted forcing of O 3 [Shindell et al., 2006] . Our computed BB forcing value due to the O 3 changes in the twentieth was 0.15 W m À2 . The preindustrial BB emissions need to be improved when evaluating controls on the emissions of trace gases and aerosols for a sustainable society.
[41] The highest preindustrial emission data weakens the regional RF over the southeastern United States, while the highest present-day data strengthens the regional RF over Brazil. In these regions, the most common land uses in the forests are logging and conversion of primary or secondary forests to cattle pasture or shifting cultivation. Biogeochemical models need to consider long-term dynamics of carbon and nutrients due to land use change, which includes the decay of biomass left on site, the longer timescale products removed offsite, and the regrowth of secondary forest [e.g., Guild et al., 1998; Ramankutty et al., 2007] . Improvement in the data sets of historical land use changes is required to improve the process-based simulation of historical terrestrial carbon [e.g., McGuire et al., 2001; Jain and Yang, 2005; Hurtt et al., 2006] . Further, fuel loads consumed by open fires must be separated from biomass used for fuels because of different emission factors, and these human practices must be treated as subgrid-scale phenomena [Ito et al., 2007a] . Clearly, further studies are needed to refine our understanding of the land cover dynamics on a regional basis.
