In this paper, an inverse optimal control problem of multi-agent systems is investigated based on partial stability and structured Lyapunov matrix. Agents with general linear dynamics are considered. The communication graph of the agents is assumed to be undirected and fixed. A cooperative optimal control protocol is designed to guarantee consensus based on static output feedback. It is demonstrated that, given the stabilizing static output feedback control input, a performance index function can be found such that the control input is optimal. A structured quadratic performance index is derived that is related to the topology of the communication graph. It allows for global optimal control that is implemented using the proposed distributed consensus protocol.
I. INTRODUCTION
Recently, cooperative control of multi-agent systems [1] - [13] has received intensive attention due to its broad applications in spacecraft, unmanned air vehicles, mobile robots, and networked autonomous team, etc. In particular, cooperative optimal control [14] - [22] has become an interesting problem in the studies of multi-agent systems. Indeed, optimality of a control protocol will lead to desirable characteristics such as phase and gain margins that ensure robustness with several types of disturbances [22] , [23] . The challenge is that the solution of a multi-agent optimization problem generally requires global information of agents, which is highly impractical. The existing works mainly focused on the design of consensus protocols which minimize a local performance index, rather than a global one. A suboptimal design using local linear quadratic regulator (LQR) design method was presented for a multi-agent system with linear time-invariant dynamics [18] , [19] . Solutions of the globally optimal problem was The associate editor coordinating the review of this manuscript and approving it for publication was Jianxiang Xi . obtained in [20] by using a local observer, where the global information is used. The optimal local distributed control was obtained by receding horizon control in [21] .
Another challenge of optimal control for multi-agent systems is that the communication graph topology interplays with the agent system dynamics. The notion of inverse optimality [23] has thus been introduced to solve the problem caused by the communication topology in the design of globally optimal controllers with distributed information. The inverse optimal control formulation was first proposed by Kalman [24] for single-input linear systems and then extensively studied [25] - [27] . In the inverse optimal control problem of multi-agent systems [28] - [32] , a control law is first designed and then shown to be optimal for some performance indices. Reference [29] brought together partial stability and optimality theory to design distributed cooperative control protocols that ensure consensus and are globally optimal with respect to a positive semi-definite quadratic performance criterion based on state feedback control. In [30] , the inverse optimal approach was employed to design distributed consensus protocols that guarantee consensus and global optimality VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ with respect to some quadratic performance indexes (convergence rate and damping rate) for identical linear systems on a directed graph. In [31] , the inverse optimal approach was extended to solve the optimal partial stabilization for the general linear systems, where the input matrix can be not full column rank. Note that in the above-reviewed works [29] - [31] , consensus protocols were designed based on the state feedback control. However, in practice, state feedback control is usually not implementable due to the fact that the state variables of a networked system may never be known precisely or the measuring cost is very high. In this scenario, output feedback control [35] is an alternative approach which is easily implemented and can reduce the cost dramatically comparing with the strategy of state feedback control. Based on which, the cooperative inverse optimal problem of multi-agent systems using dynamic output feedback control was investigated in our previous work [32] , in which a distributed observer is designed. In this paper, we consider the inverse optimal problem of multi-agent systems using distributed static output feedback control. Static output feedback design is a theoretically challenging issue in control theory and it has attracted considerable attention due to its paramount importance in practical applications [33] . However, so far, there has been no exact solution to this prominent problem which can guarantee the design of static output feedback or determine that such a feedback does not exist. The fact is that the existence of a static output feedback for a linear time-invariant system is equivalent to the solvability of two coupled linear matrix inequalities, which is a nonlinear optimization problem and can not be solved directly [34] . In [35] , the relation of these two matrix inequalities was investigated in detail and a structured Lyapunov matrix was proposed to derive a sufficient condition of the solvability for the stabilization problem.
Motivated by the above-mentioned discussions, we investigate the cooperative inverse optimal problem of multi-agent systems using the concepts of partial stability and structured Lyapunov matrix. Our main contributions in this investigation are two-fold. First, we solve the inverse optimal problem for a general linear time-invariant system with static output feedback control. Based on the structural Lyapunov matrix, we obtain a new LTI system after coordinate transformation. Using the theories of partial stability and optimality, we derive a result to ensure the inverse optimality for this new LTI system. Second, we extend the above-obtained result to the cooperative inverse optimal control for a multiagent system with static output feedback control. Agents with identical linear time-invariant dynamics are considered. The communication graph is assumed undirected and fixed. A structured quadratic performance index is derived that captures the topology of the undirected graph. It allows for global optimal control that is implemented using a distributed static output feedback control.
The rest of this paper is organized as follows. Section II introduces the notation and terminology used throughout this paper. Especially, the concepts of partial stability and structured Lyapunov matrix are introduced in this section. Section III gives a result to ensure the inverse optimality for a general linear time-invariant system, by employing the theories of partial stability and structured Lyapunov matrix. Then the result is applied in Section IV to solve the cooperative inverse optimal problem for multi-agent systems with identical linear agent dynamics and undirected network topologies. Section V gives a numerical example to verify the theoretical results. Finally, Section VI summarizes this paper with some future works.
II. NOTATION AND PRELIMINARIES A. NOTATION
In this paper, let R n and R m×n denote, respectively, the space of n-dimensional real vectors and m × n real matrices. For a real symmetric matrix P ∈ R n×n , P > 0 (P ≥ 0) means that it is positive definite (positive semi-definite). The matrix inequality A > B means that A and B are square matrices and A − B is positive definite. Singular values of a matrix A are the square roots of the eigenvalues of A T A, σ min (A) and σ max (A) denote the minimal and maximal singular values of A, respectively. For a positive semi-definite matrix A, σ min,>0 (A) denotes its minimal nonzero singular value. λ min (A) and λ max (A) denote the minimal and maximal eigenvalues of A, respectively. ker(A) denotes the null space of matrix A and rank(A) denotes the rank of matrix A.
The Kronecker product is denoted by ⊗, which satisfies the following properties [36] :
In this paper, only simple and undirected graphs are considered. A path from node v 1 
there is a path from any node to any other node in the graph. The adjacency matrix A = (a ij ) ∈ R N ×N of G is defined as a ij = a ji = 1 if there is an edge between node i and node j (j = i); otherwise a ij = 0. The degree of node i is defined as d i N j=1 a ij . The degree matrix is defined as
C. PARTIAL STABILITY
A manifold S X is a topological space that resembles the Euclidean space near each point. A manifold is affine if it is differentiable with a flat and torsion-free connection.
A neighborhood D(S) of a manifold S
X is an open set in X which contains the manifold S in its interior. An ε-neighborhood of a manifold S ⊂ D(S) is defined as
is the distance from a point to the manifold S.
The following lemma gives a sufficient condition for partial stability of a manifold. The interested reader is referred to [29] .
Lemma 1 (Partial Stability): Given an affine manifold S,
then S is uniformly Lyapunov stable. If, in addition, there is a Q ≥ 0, ker(Q) = ker(P) such thatV (x) ≤ −x T Qx ≤ 0, then the stability is uniformly asymptotic and exponential.
D. STRUCTURED LYAPUNOV MATRIX
In the following, Schur complement lemma [37] is first introduced, which is useful for the latter analysis.
The definition of structured Lyapunov matrix is then given as follows.
Definition 1 (Structured Lyapunov Matrix): Let V (x) = x T Px be a Lyapunov function candidate of a linear timeinvariant system. If the symmetric and positive definite matrix P can be described by
where
, then P is said to be a structured Lyapunov matrix. Remark 1: In fact, a symmetric and positive definite matrix can always be represented as in the form of (1).
Without loss of generality, let P = P 11 P 12 P T 12 P 22
. By Lemma 2,
Then, we have
Obviously, P > 0 if and only ifP > 0.
III. INVERSE OPTIMALITY OF GENERAL LTI SYSTEMS A. PROBLEM STATEMENT
Consider a linear time-invariant system (LTI) systeṁ
∈ R r is the measured output vector at time t, A ∈ R n×n is the system matrix, B ∈ R n×m is the input matrix, and C ∈ R r×n is the output matrix. Here, (A, B) is stabilizable and (A, C) is detectable. For simplicity, write x, u and y to represent x(t), u(t) and y(t), respectively, when their dependency on t is clear from the context.
For the system (4), the following assumption is introduced.
The following lemma about canonical form [35] is needed for the later analysis.
Lemma 3: For the LTI system (4) that Assumption 1 holds, there is a linear transformation such that the new system is of the form
where C 2 ∈ R r×m and rank(C 2 ) = m. The corresponding system matrix A can then be rewritten as
where A 11 ∈ R (n−m)×(n−m) and A 22 ∈ R m×m . Without loss of generality, it is assumed that the system (4) studied here always has such a canonical form as (5)- (7) . For the given system (4), if the static output feedback control u is partially exponentially stabilizing, then there exists a partial stability Lyapunov function V (x) by the converse Lyapunov theorem [23] . Based on the structure Lyapunov matrix, let V (x) = x T Px be a quadratic Lyapunov function candidate of system (4), then P can be rewritten as in (1) and (3) with (2).
Take a coordinate transformation to the system (4) with the canonical form (5)- (7) . Let T be the transformation matrix, i.e.,x = Tx. Note that T is defined as in (2). The LTI system (4) can thus be rewritten aṡ
whereÂ
In [35] , the following lemma is given based on the structured Lyapunov matrix.
Lemma 4: For the given system (4) that Assumption 1 holds, when µ → 0, if there exist positive definite matrices
then there exist some matrices T andP satisfying (2) with H = FU −1 , such that the system (4) is static output feedback stabilizing with u = Ky, K ∈ R m×r , in which (Â+BKĈ) TP + P(Â +BKĈ) < 0.
Remark 2: Note that from Lemma 4, the problem of finding a static output feedback matrix K for the system (4) is reduced to seeking a rectangular matrix H which satisfies (12)- (14) . In fact, Lemma 4 gives a sufficient condition of the solvability for the stabilization problem in which a structured Lyapunov matrix P is constructed. Based on this result, the authors in [35] further proposed a non-iterative algorithm to solve the static output feedback matrix K .
In this section, we consider the inverse optimal problem for the system (8) . It can be formally stated as follows: Given a stabilizing static output feedback control u = φ(y), find a performance index function J (x, u) such that the control input is optimal with respect to J (x 0 , u), wherex 0 is the initial value ofx.
B. MAIN RESULT
In the following, a result of inverse optimality is given for this general LTI system (8) .
Theorem 1: Consider the system (8) . Let u = φ(y) = Ky be a stabilizing static output feedback control with respect to S. If there exist a scalar function V (x), a constant γ > 0, and matrices R > 0, Q ≥ 0,P ≥ 0, and Y such that
then u = φ(y) = Ky = (B TPB ) −1 Yy is optimal with respect to the performance index
where the quadratic integrand is L(x, u) =x T Qx + u T Ru. Moreover, the optimal value of the performance criterion is equal to J (x 0 , φ(y)) = V (x 0 ). Proof 1: Consider the optimal control problem (8) and (19) , with the quadratic optimality performance integrand L(x, u) =x T Qx + u T Ru. The solution of the inverse optimal problem can be obtained by forming the Hamiltonian
Let ∂ ∂u H (x, u) = 0, then u = −R −1BTPx . From (18), the optimal control is given in form of u = (B TPB ) −1 Yy.
Since S = ker(P), the output feedback control vanishes on the set S. The Hamiltonian evaluated at this optimal control is equal to zero since H (x, Ky) =x T (Q +Â TP +PÂ − PBR −1BTP )x = 0. This Hamiltonian can thus be rewritten as
The value of the performance criterion is then given by
The optimum is achieved precisely at u = Ky, for which the integral on the right side vanishes. Because u is a stabilizing control input, it follows that V (x(t)) → 0 when t → ∞. Thus, the optimal value of the performance criterion equals
The Lyapunov function also implies that this optimal feedback control u = Ky is stabilizing, which can be derived as follows:V
for some γ > 0. By the assumptions of Theorem 1, the Lyapunov function V (x) =x TPx satisfies all the conditions of Lemma 1 for partial stability.
Remark 3: Theorem 1 states that under some matrix constraint conditions, the priori control input is optimal with respect to the performance index function. Notice that in Theorem 1, there are some key equalities. For example, Q + A TP +PÂ −PBR −1BTP = 0 is an algebraic Riccati equation for (Â,B). Also, YĈ +B TPB R −1BTP = 0 is a nonlinear matrix equality constraint, which can be solved by Matlab toolbox.
IV. INVERSE OPTIMALITY OF MULTI-AGENT SYSTEMS A. PROBLEM STATEMENT
In this section, we extend the above-obtained result of a single linear system to a multi-agent networked system. Suppose that the networked system consists of N agents labeled by 1, 2, . . . , N . The dynamics of agent i can be described bẏ
wherex i ∈ R n is the state, u i ∈ R m is the control input, y i ∈ R r is the measured output of agent i, andÂ,B,Ĉ are constant matrices with compatible dimensions. 
The communication topology among agents is represented by an undirected graph G = (V, E), where V = {1, 2, . . . , N } is the set of nodes, and E ⊆ V × V is the set of edges. L = L T is the Laplacian matrix of this undirected graph. In this paper, we assume that the communication graph is connected. Therefore, L is symmetric and positive semi-definite. Also, 0 is a simple eigenvalue of L.
For the multi-agent system (21) , the control input is designed as
where c > 0 is the coupling strength and K ∈ R m×r is an output feedback gain matrix. This leads to the closed-loop systemẋ
In this section, we investigate the inverse optimal problem for this multi-agent system (21) with (22) . That is, given a stabilizing static output feedback control u = φ(y) = c(L⊗K)y, find a performance index function J (x, u) such that the control input is optimal with respect to J (x 0 , u), wherex 0 is the initial value ofx.
B. MAIN RESULT
The next result shows that the distributed control (22) is globally optimal on the undirected graph.
Theorem 2: Consider the system (21) with (22) . Suppose there is a positive definite matrixP =P T > 0 satisfying
for some matrices Q = Q T > 0 and R = R T > 0. Define the output feedback gain matrix K = (B TPB ) −1 Y, then the control u = c(L ⊗ K)y is optimal with respect to the performance index (26) and is stabilizing to the null space of L ⊗ I n for sufficiently large coupling strength c satisfying
Proof 2: Define the Lyapunov function for the multi-agent system (21) as V (x) =x T (cL ⊗P)x. SinceP is nonsingular, the null space of cL ⊗P is equal to the null space of L ⊗ I n . Therefore, by the positive semi-definiteness of L, the Lyapunov function is zero on the null space of L ⊗ I n and is positive elsewhere. This Lyapunov function satisfies the condition (15) in Theorem 1.
Define L(x) =x T Qx, we have
Suppose that the value of the coupling strength c is taken as (27) . From (27) , we get
From (24) and (25), we have
It follows from (28) that Q ≥ 0. Thus, L(x) satisfies the condition (16) of Theorem 1.
For the multi-agent system (21) , denote the left hand of the algebraic Riccati equation beQ, that is
. VOLUME 7, 2019 By choosing K = cL ⊗ K,P = cL ⊗P, and R = I N ⊗ R,Q can be rewritten as
it follows from the condition (24) of Theorem 2 that
Then the condition (17) of Theorem 1 is satisfied.
It follows from the condition (25) in Theorem 2 that
Then the condition (18) 
implying asymptotic stability to the null space of cL ⊗ Q, which is equal to the null space of L ⊗ I n .
Remark 4: In Theorem 2, the bound on the coupling strength c is associated with the Laplacian matrix L. It seems that global information on the graph topology is required for this bound to be computed. However, we can compute the coupling strength c using adaptive control techniques. These methods can be implemented in a distributed fashion without knowing the global information on the graph topology. Note that σ max L ⊗ (Q −Ĉ T K T RKĈ) = λ max (L)λ max (Q − C T K T RKĈ). The largest eigenvalue λ max (L) can be estimated in a distributed way (see [38] for the details). λ max (Q− C T K T RKĈ) is single-agent-level information. The estimation of σ min,>0 L 2 ⊗ (Ĉ T K T RKĈ) can be done similarly, since λ 2 (L 2 ) = λ 2 2 (L).
V. NUMERICAL SIMULATIONS
In this section, we present several simulation results to validate the previous theoretical results.
Consider an LTI systeṁ Thus the new systemẋ
y =Ĉx, VOLUME 7, 2019 Figure 1 shows the trajectory of the state of the system (29) under the control where λ max (Q 1 ) < λ min (Q * ), λ min (Q 2 ) > λ max (Q * ). Let the initial values of (x 1 , x 2 ), (x 1 , x 3 ), (x 1 , x 4 ), (x 2 , x 3 ), (x 2 , x 4 ) and (x 3 , x 4 ) be (0, 0), and then compare the performance index hook face under different values of Q. The results are shown in Figs. 2-7 . It can be observed that the performance index J is minimal when Q = Q * .
VI. CONCLUSION
This paper has investigated the inverse optimal problem for a general linear multi-agent system with static output feedback control. Using the concepts of partial stability and structured Lyapunov matrix, some conditions have been derived to guarantee the optimality of cooperative control achieving asymptotic consensus under a positive semi-definite performance integrand. A numerical example has been presented for illustration and verification. Future works will focus on the inverse optimal cooperative tracking problem. It is also interesting to investigate the inverse optimal problem under directed graph topologies and heterogeneous agent dynamics.
