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Abstract—The purpose of the phased array beamform-
ing project [1], [2] is to develop a generic flexible effi-
cient phased array receiver platform, using a mixed signal
hardware/software-codesign approach. The results will be
applicable to any radio (RF) system, but we will focus on
satellite receiver (DVB-S) and radar applications. We will
present a preliminary mapping of beamforming processing
on a tiled architecture and determine its scalability.
The functionality, size and cost constraints imply an in-
tegrated mixed signal CMOS solution. For a generic flex-
ible multi-standard solution, a software defined radio ap-
proach is taken. Because a scalable and dependable solu-
tion is needed, a tiled hierarchical architecture is proposed
with reconfigurable hardware to regain flexibility. A map-
ping is provided of beamforming on the proposed architec-
ture. The advantages and disadvantages of each solution
are discussed with respect to applicability and scalability.
Different beamforming processing solutions can be
mapped on the same proposed tiled hierarchical architec-
ture. This provides a flexible, scalable and reconfigurable
solution for a wide application domain. Beamforming is a
data-driven streaming process which lends itself well for a
regular scalable architecture. Beamsteering on the other
hand is much more control-oriented and future work will
focus on how to support beamsteering on the proposed
architecture as well.
Keywords—phased array, beamforming, tiled architec-
ture, reconfigurable, scalable
I. Introduction
Beamforming, as the name implies, is about form-
ing an electromagnetic beam into a certain direction,
i.e. it makes a transceiver directional. An example
is a light-beam from a spotlight. Directivity can be
achieved by using a directional antenna, such as a dish
antenna, or by using multiple antennas in an array as
will be explained in the next section. Beamsteering
refers to changing the direction of the formed beam.
Beamsteering can be achieved mechanically by mov-
ing the antenna or by changing the path length from
each antenna in case of an array. Changing the path
length results in changing the phase of a sinusoid sig-
nal, therefore these kind of arrays are called phased
array systems. Practical reasons allow only a discrete
number of different path lengths for the mechanical
beamsteering option (for each path length a different
cable is needed). [3] With electrical beamsteering, this
restriction can be relaxed, allowing faster and more
flexible changing of the created beam. Smart anten-
nas refer to systems which determine the direction of
arrival (DOA) of a signal by using signal processing.
Switched beam systems choose between a number of
pre-determined beams while adaptive arrays allow for
complete flexibility in steering the beam. [4]. This is
summarized in table I.
Exploiting directionality of a transceiver is an ob-
vious way of improving the performance of a radio
(RF) system. This is because less energy is wasted
sending the signal to all directions or being sensitive
in all directions requiring a larger signal. Sending only
to the direction of the receiver also reduces distortion
to other receivers. Receiving only from the direction
TABLE I
Beamsteering for different antenna options
Antenna Steering
Directional antenna
Omni-directional isotrophic -
Parabolic reflector (dish) Mechanical
Aperture Mechanical
Multi-antenna transceivers
Array
Fixed plane Mechanical
Phased array
Selectable path length Mechanical
Phase delay filter Electrical
Smart antenna
Switched beam Electrical
Adaptive array Electrical
2of the transmitter increasing the signal-to-noise ratio
(SNR) of the receivers. This larger SNR can be ex-
ploited for energy savings, higher throughput or sim-
pler systems among others.
After a basic beamforming discussion in section II,
the problems of current solutions in the different appli-
cation domains are analysed (section III). This results
in several architecture implications. A system design
is presented in section IV, followed by the processing
architecture in section V. The amount of processing
and the trade-off between central processing and hier-
archical processing are discussed and different meth-
ods of beamforming are mapped on the architecture.
A. Related work
The array antenna was already proposed and imple-
mented in the beginning of the last century. Mechan-
ically steered array and phased array antennas were
used for radar during WWII. Electronically steered
phased array systems are used since the 1950s. [3]
Recently there has been increasing interest as part of
MIMO systems for 3G, 4G, WLAN etc. These sys-
tems use multiple antennas in order to exploit space
diversity, multi-path diversity, beamforming (directiv-
ity), spatial filtering or space-time coding. [5].
Research is being performed on optical beamform-
ing in relation to astronomy by [6]. The ESA research
project NATALIA is aiming at designing a small
phased array satellite receiver, but more focussed on
the antenna design [7]. In the area of processing ar-
chitectures for beamforming applications, there is the
MONARCH processor [8] designed by Raytheon and
sponsored by DARPA, which focusses on maximum
achievable processing power, or the TRIPS architec-
ture [9] as an example of a dataflow-machine.
II. Phased array beamforming
In this section we will provide a basic outline of the
principle of beamforming and some relevant charac-
teristics. Next some options for the main operating
principle are discussed.
A. Principle
Beamforming is based on the principle of interfer-
ence. Interference is the pattern resulting from the
addition of two or more (usually correlated) waves.
For in-phase signals, the waves add up constructively
and for out-of-phase signals the waves add up destruc-
tively. Assume a single omni-directional wave source,
emitting a spherical waveform x(t) = A cos(2pift+θ),
with A the amplitude, f the frequency, t time and θ
the initial phase. At a large distance, in the far field
region, the wavefront of this source arrives almost at
the same time at two relatively closely placed receivers
(antennas) with their plane perpendicular to the di-
rection of the source. Thus, if we neglect this small
arrival time error, the wavefront arriving at the re-
ceivers can be seen as planar and the two signals add
up constructively. We call the two or more antennas
in a plane, the array.
However, if the plane of the array is not perpendic-
ular to the direction of the source, but under a cer-
tain angle, the wavefront arrives at different times at
the antennas. If the antennas are placed a distance d
apart and the wavefront arrives at an angle ϑ incident
to the array (DOA), the wavefront travels a distance
d · sin(ϑ) further to the next antenna. Depending on
the frequency of the wave, this time delay results in a
phase delay (∆θ = ω ·∆t). This shown in figure 1.
The maximum signal amplitude is received for a
wavefront perpendicular to the array, thus if we cor-
rect the delay between the antennas for the angle we
are interested in, it is as if the wavefront is perpendic-
ular to the array and the maximum signal amplitude is
received when a signal is coming from that angle. We
can determine the sensitivity of an array with equidis-
tant elements into each direction by calculating the
array factor [3], [10], [11]:
Sa(ϑ) =
K∑
i=1
e
j 2pi
λ0
(K−i)d sin(ϑ) (1)
, with K the number of elements, d the distance be-
tween elements, λ0 the wavelength in free space and
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Fig. 1. Phased array antenna with adjustable gain and
time delay corrections
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Fig. 2. Polar plot of the phased array angular sensitivity
Fig. 3. Contrast representing power radiation pattern
ϑ the DOA. The result is shown in figure 2 and in
an alternative form in figure 3. Besides the array
factor, the sensitivity or gain of each antenna element
itself can also be dependent on the angle (DOA). This
element factor will combine with the array factor to
give the final sensitivity in each direction (S = Se ·Sa
[3]). An isotropic antenna is equally sensitive in all
directions and is assumed for the remainder of this
paper.
Beamsteering determines the gain and delay for
each antenna to create a certain angular sensitivity
or radiation pattern. For example to direct the main
beam in the intended direction or to attenuate an
interfering signal. Many advanced algorithms exist
to determine the beamsteering parameters [10], [11],
which are outside the scope of this project.
B. Characteristics
From the discussion of the previous section, we can
deduce a number of characteristics of phased array
systems.
• If we increase the array size (by increasing K or d),
the beam-width of the main beam decreases, which
results in a higher angular resolution.
• If we achieve a higher precision time or phase de-
lay for each antenna, we achieve a higher angular (ϑ)
precision.
• For a higher SNR, we can achieve a higher (dy-
namic) range, a higher throughput or a higher energy
efficiency.
• For a higher sampling (measurement) rate, we
achieve a better time resolution, which can be used
for a higher distance resolution and/or a larger chan-
nel bandwidth, for example.
C. Delay correction
An array without correction is most sensitive per-
pendicular to the plane of the array. By correcting for
the delay from a certain direction, the array is most
sensitive in that direction. As the angle increases, the
area of the wavefront that reaches an antenna becomes
less. A smaller (effective) area results in a wider main
beam. As mentioned, the delay of each antenna must
be corrected for. The distance of the antenna results
in a time delay, but for a certain frequency this results
in a phase delay.
C.1 Time delay
The time delay between antennas can be corrected
for by using different path lengths between the an-
tennas and the location where the signals are added.
For beamsteering, these different path lengths must
be changeable. If digital processing is used, one can
think of adjusting the sample moment of each ADC.
A different option is by using buffers, which is a time
delay implemented digitally. Also, if the needed sam-
ple time is in between two samples, interpolation can
be exploited to estimate the signal amplitude.
The time delay corrects the difference between the
planar wavefront from a certain angle and the sig-
nals at the array completely. Therefore it is not de-
pendent on the actual signal and any signal with any
bandwidth can be used (of course limited by the rest
of the system). For this reason this solution is often
called a true time delay (TTD).
C.2 Phase delay
As the phase is dependent on the frequency and
time, a time delay results in a phase delay (PD) for
a fixed frequency. However, the amount of phase de-
lay is thus also dependent on the frequency. If we
correct the delay by implementing a phase delay, the
delay is only approximately constant around the in-
tended frequency (see section IV-B). This results in a
solution which is only suitable for signal with a small
bandwidth compared to the carrier frequency.
4A phase delay can be implemented by a filter. This
filter can be in the analog domain or the digital do-
main. In the digital domain a FIR filter can be used,
which consists of complex multiplications followed by
addition. A FIR filter corresponds to performing a
truncated convolution. For a simple phase shift a sin-
gle complex multiplication for each antenna can be
used.
Another option, which can be seen as performing a
number of parallel convolutions or filters is the FFT.
The window used for the FFT determines the shape
that the signal is convolved with. Without a win-
dow (which means a rectangular window), this filter
shape is a sinc function. The advantage of an FFT
is that the sensitivity of the main beams in each di-
rection is calculated in one operation. The number
of directions corresponds to the maximum number of
non-overlapping main beams, which corresponds to
the number of antennas and thus FFT bins used. In
order to differentiate between performing an FFT on
the received signal after beamforming, for example for
OFDM reasons, we will refer to this method of using
a spatial FFT. Both digital options work on complex
signal, which means a Hilbert transform must be per-
formed first.[12]
III. Requirements
During the introduction an overview is given of
the advantages of using phased array beamforming.
Beamforming can be beneficial for any radio (RF) sys-
tem, such as broadcasting (DVB), radar, (radio) as-
tronomy, mobile communications (3G/4G) or wireless
communications (WLAN/WiMax), because the spec-
trum is scarce. We would like our beamforming archi-
tecture to be as generic as possible. Therefore we will
analyse the requirements and problems of three appli-
cation domains: satellite reception, radar and mobile
and wireless communications.
A. Applications
Satellite reception is normally achieved by using a
dish antenna. The DVB-S [13] standard specifies an
RF frequency of 10.7 to 12.75 GHz, a maximum SNR
of 16 dB, a channel bandwidth up to 33 MHz and
satellites are at least 5◦ apart. The satellite position in
europe is from about 20◦ to 50◦ elevation and 5◦E to
30◦E azimuth. The disadvantages of satellite dishes
are that they must be aimed mechanically and the
dish must be at a fixed position (stationary). It is
also quite large. This makes the dish unsuitable for
moving (or often relocating) vehicles. A phased array
system can therefore be beneficial. For flexibility we
would like to be able to form two or three independent
beams.
Radar is a specialised application aimed at detect-
ing and locating reflecting objects or targets. It is
for example used for scanning and tracking or guid-
ing objects. The characteristics mentioned in sec-
tion II-B determine the possible performance and of-
ten maximum performance is required. Therefore, fu-
ture phased array radar systems require a large array
size (a few thousand), a high SNR (100dB) and a high
sample rate (100MHz). We will look at radar systems
using 7 to 13 GHz signals. We would like to be able to
track or scan tens of objects, thus that many indepen-
dent beams. Phased array radar has been used since
the 1950s [3]. Recent systems use separate antennas
and front-end produced in specialised processes, mak-
ing the antenna front-ends costly because of the rel-
atively low volumes. Furthermore, a large amount of
specifically designed central processing is used. This
makes the system not easily scalable nor power effi-
cient. [11]
Mobile communications uses a single omni-
directional antenna for handhelds and a few anten-
nas which are made directional by construction at the
base station. Two antennas in each direction are used
for diversity reasons. For wireless communications, a
number of new standards use MIMO and thus option-
ally beamforming with a few (2 or 3) antennas. These
designs have the advantage of being commercial prod-
ucts for a large volume market, which also implies that
cost is important. Only recently some designs have
appeared that support multiple standards, but most
are designed for a (large volume) specific application.
Therefore, the designs do not exploit more than a few
antennas, are not flexible for multiple standards and
are not scalable for different applications. Most wire-
less and mobile communications operate from around
2 to 5 GHz, up to 5 MHz bandwidth and up to 90 dB
SNR. A few (up to four) independent beams would be
a good start. [5]
B. Implications & goals
The goal of this project is to design a cheap generic
flexible efficient array transceiver platform. This al-
lows for one converging solution for telecom, military
and consumer products, which can support multiple
standards and is adaptable to future standards. Re-
sulting from the requirements and limitations of sec-
tion III we get the following implications:
5• For functionality, size and cost reasons, we would
like an highly integrated design suitable for high vol-
ume production.
• In order to support multiple standards, we would
like a software defined radio based platform.
• A flexible, efficient and adaptable software defined
radio platform needs reconfigurable hardware.
• A platform suitable for a large variety of applica-
tions and required performance must be easily scal-
able.
• For cost, complexity and scalability reasons a hier-
archical design with largely identical components is
preferred.
The approach taken is to integrate the analog front-
end and the digital reconfigurable processing on a (sin-
gle) CMOS chip. These antenna and processing ele-
ments (tiles) are then combined on multiple hierar-
chical levels (MPSoC, chips on a board, boards in a
cabinet).
IV. System design
The received (RF) signal is at a high carrier fre-
quency up to 13GHz, which must be down-converted
to an intermediate frequency (IF) for further process-
ing. This is done by mixing the RF signal with a local
oscillator (LO) signal. [12] Beamforming can be per-
formed at several stages in this design. Also at each
stage a time or phase delay can be performed in mul-
tiple domains. We will also show that the delay can
be corrected after down-conversion. For each beam
we would like to form at the same time, we need a
parallel time or phase delay element per antenna or
we need to time share if possible. An advantage of
beamforming in the digital domain is that extra time
or phase delays simply means extra processing and no
other hardware. We can also support multiple meth-
ods of beamforming and easily switch between them.
A. Front-end
If the beamforming is performed at RF, optical el-
ements can be used to electronically change the path
length of the signal after the antenna. This has the
advantage that it implements a TTD so it is suitable
for wide-band signals. The disadvantage is that it
is not easily integrated on CMOS or easy to design
for completely flexible beamsteering. Also the SNR is
limited and I/O is difficult. For these reasons it is not
considered in our research. Another option is an ana-
log filter as phase delay, which is difficult to design
at these high frequencies, needing an (active) filter
with high Q and SNR. On the other hand there are
no synchronisation problems between antennas as we
can simply set the needed phase delay for each. Dig-
ital filters at RF are not an option as ADCs are not
yet feasible; they are either limited by the frequency
or by the SNR. [12]
A phase delay of the signal of interest can also be
implemented by setting the initial phase of the LO
for each antenna. The disadvantage is that the tim-
ing and distribution of each LO is critical and difficult
to implement. On the other hand, if beamforming is
performed after down-conversion, this timing and dis-
tribution is critical anyway, because for correct beam-
forming, the timing of all LOs must be synchronous
or known and corrected for.
Beamforming can also be performed at IF, after
down-conversion. As said, the timing and distribu-
tion is a problem, but if this is solved delay correction
is easier. Analog phase delay operate at a much lower
frequency than at RF, but on the other hand, they
need to be wide-band. More importantly, ADCs and
digital beamforming can be employed. This easily al-
lows for multiple methods of delay correction and mul-
tiple beams. One can for example use an TTD imple-
mentation for the main direction of interest, an FFT
as a fan-of-beams for scanning and multiple beams by
complex multiplication phase shifts for tracking.
Because of the timing and distribution problem
most current phased array systems use RF beamform-
ing. We will, however, further assume the use of an
IF with digital beamforming because of the discussed
advantages.
B. Delay at baseband
For a 10 GHz signal, λ ≈ 30 mm and if the anten-
nas are at a distance d = λ2 , which is the maximum
distance before grating lobes occur [3], [11], they are
15 mm apart. The phase difference between two adja-
cent antennas is between 0 and pi for 0◦ to 90◦ DOA.
For a large array the phase difference between the two
outer antennas can thus become quite large relative to
the frequency. At IF we have:
x(t) = A cos(ωt+ ϕ)
xRF (t)xLO(t) =
ARFALO
2[
cos
(
(ωRF + ωLO)t+ (ϕRF + ϕLO)
)
+ cos
(
(ωRF − ωLO)t+ (ϕRF − ϕLO)
)]
(2)
6For a time delay ∆t and a frequency around RF
(ω = ωRF +∆ω), we have:
xRF (t) = cos
(
(ωRF +∆ω)(t+∆t) + ϕRF
)
= cos(ωRF t+∆ωt+ ωRF∆t+∆ω∆t+ ϕRF )
xIF (t) = xRF (t)xLO(t)
=
[
cos
(
(ωRF +∆ω − ωLO)t
+ (ωRF +∆ω)∆t+ (ϕRF − ϕLO)
)
+ . . .
]
= [cos
(
(ωRF − ωLO)t+ (ϕRF − ϕLO) + ∆ωt
+ ωRF∆t+∆ω∆t
)
+ . . . ]
(3)
where cos((ωRF − ωLO)t + (ϕRF − ϕLO) + ∆ωt is
the wanted signal, while ωRF∆t+∆ω∆t is negated by
a time delay correction, but only ωRF∆t for a phase
delay correction.
From the above we can make two observations: the
time delay is the same at IF as at RF, which means
it results in a relatively small phase shift compared to
the IF. Furthermore, phase delay correction leaves an
error term of ∆ω∆t, which becomes larger for larger
∆ω, i.e. further from the RF. Thus the phase de-
lay solutions is only suitable for signals with a small
bandwidth compared to the RF (≈< 10%).
b
ea
m
fo
rm
er
si
g
n
a
l
p
ro
ce
ss
o
r
in
fo
rm
a
ti
o
n
p
ro
ce
ss
o
r
adaptive 
control
a
n
te
n
n
a
a
n
te
n
n
a
a
n
te
n
n
a
re
ce
iv
er
a
n
te
n
n
a
a
n
te
n
n
a
a
n
te
n
n
a
fi
lt
er
a
n
te
n
n
a
a
n
te
n
n
a
a
n
te
n
n
a
fr
eq
u
en
cy
 
co
n
v
er
si
o
n
a
n
te
n
n
a
a
n
te
n
n
a
a
n
te
n
n
a
b
ea
m
fo
rm
er
a
n
te
n
n
a
b
ea
m
fo
rm
er
RF
b
ea
m
fo
rm
er
si
g
n
a
l
p
ro
ce
ss
o
r
in
fo
rm
a
ti
o
n
p
ro
ce
ss
o
r
adaptive 
control
a
n
te
n
n
a
a
n
te
n
n
a
a
n
te
n
n
a
re
ce
iv
er
a
n
te
n
n
a
a
n
te
n
n
a
a
n
te
n
n
a
fi
lt
er
a
n
te
n
n
a
a
n
te
n
n
a
a
n
te
n
n
a
fr
eq
u
en
cy
 
co
n
v
er
si
o
n
a
n
te
n
n
a
a
n
te
n
n
a
a
n
te
n
n
a
b
ea
m
fo
rm
er
a
n
te
n
n
a
b
ea
m
fo
rm
er
RF
Beam
forming
Beam
steering
Processing
Fig. 4. Main system blocks
C. Blocks
A basic phased array system consist of an RF front-
end, beamforming, further (application dependent)
signal processing and beamsteering. This is shown in
figure 4. Besides the basics we need calibration and
equalisation to correct for distortions of the front-end,
either mechanical or electrical. This must be done
for each a tenn before beamforming, as the distor-
tion for each antenna can be different and can not be
separated after beamforming. Note that this calibra-
tion/equalisation consists of a gain and phase correc-
tion for each antenna. These parameters can therefore
possibly be combined with the parameters of the PD
beamforming. An alternative is correcting in the ana-
log domain as part of the front-end itself.
Thus, taking an IF front-end with digital beam-
forming, the remainder of the system design consists
of beamforming and beamsteering. For the beam-
forming we already discussed the three options: TTD
beamforming, complex multiplications or FFT beam-
forming. Note that we can combine the TTD option
with the PD options. It is for example possible to
“pre-steer” the array into the main direction of inter-
est and use the PD options to calculate a number of
different beams. For the PD options a Hilbert filter
is needed to create a complex representation of the
signal. In case of an FFT, a window can be applied
to adjust the main beam characteristics and/or time
domain behaviour (for a complex multiplication the
response is determined by its multiplication values in
the same way) [12]. Beamforming can also be per-
formed hierarchical, i.e. in multiple stages.
Beamsteering consists of signal processing and in-
formation processing feedback and adaptive control.
Signal processing takes care of processing the actual
signal content, which is of course dependent on the
application. For example, selecting a satellite channel
or determining the range of a target for radar. Infor-
mation processing uses the information of the signal
or a user to determine the next step. For example,
selecting between different modes of operation. Infor-
mation from the signal and information processing as
well as directions from the user are used to determine
the parameters needed for beamsteering.
Together this results in the high-level system design
shown in figure 5.
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Fig. 5. High-level system design
7V. Processing architecture
The processing architecture must support beam-
forming, for which we discussed three methods, and
beamsteering. As a consequence it must also cope
with combining the information of all the antennas.
Our main focus is on beamforming and I/O.
A. Processing
We will first discuss the advantages and disadvan-
tages of each beamforming method, including its com-
putational complexity.
A.1 Beamforming methods
The true time delay has the advantage that it cor-
rects the exact difference between the wave front from
a certain direction and the signals received at the an-
tennas. Therefore it is suitable for wide-band signals.
To implement the TTD we need to be able to de-
lay and adjust the amount of delay of each antenna.
For this we can use a buffer. However, the amount
of delay is small compared to the sample time. For
example, for a 10 GHz signal, the delay between an-
tennas is in the range of pico- to nano-seconds. For
an ADC at 100MHz sample rate, the time between
two samples is in the nano-second range. Thus, over-
sampling is needed, which is not practical at these
high sample rates with an acceptable SNR (see sec-
tion III) or we need to estimate the values between
samples. A simple form of estimation (first-order) is
interpolation. To implement interpolation we need 2
multiplications and 1 subtraction or 1 multiplication
and an addition and subtraction per antenna. Fur-
thermore for combining the signals for beamforming
we need an addition per antenna. Thus we have 4
operations per antenna per beam.
The phase delay options work with complex signals.
To create a complex representation of the signal we
can perform a Hilbert transform. This Hilbert trans-
form can be implemented in the analog domain or the
digital domain. As a complex signal is represented
with two real signals, the analog solution has the dis-
advantage of needing twice as many ADCs. Further-
more, a Hilbert transform can be implemented (ap-
proximated) by duplicating the signal and adding a
90◦ phase shift in one of the signal paths, which is diffi-
cult to design for wide-band signals or by a quadrature
mixer, which makes the LO distribution even more dif-
ficult as each antenna also needs an extra 90◦ phase
shifted LO signal. The Hilbert transform can also be
performed in the digital domain by implementing a
Hilbert filter which approximates the Hilbert trans-
form. How well the approximation must be is deter-
mined by the application requirement on the signal
and determines the needed processing. For a FIR fil-
ter implementation we need about half the number of
multiply-accumelate (MAC) operations as filter taps,
because half of the coefficients are zero. As this is for
each antenna, the amount of processing can easily be-
come as large as the beamforming itself, however, it
only needs to be performed once when multiple beams
are calculated. [12]
The phase delay correction with a complex multipli-
cation has the advantage that it is flexible with respect
to the beam-shape and the angle (DOA). Each beam
is independent and can have a different shape (and
direction). However, for each extra beam we need the
same amount of extra processing. For each antenna
we need a complex multiplication (which consists of
4 multiplications, an addition and a subtraction) and
a complex addition (which consists of two additions)
to combine antennas. Thus we have 8 operations per
antenna per beam.
The FFT calculates as many beams as antennas at
once. However, each beam is equally spaced and of the
same shape. This regularity makes it possible for the
FFT to compute more efficient than the same number
of beams with complex multiplications. The angle and
filter shape can be set for one beam by using a window
before the FFT, but this adds processing. All the
other beams have the same shape and are at a fixed
angle with respect to the set beam. The FFT is well
suited for scanning, as the beams are so positioned
next to each other, slightly overlapping as to cover all
the angles. The amount of processing for calculating
all beams at once is 12N log2N butterfly operations
for power-of-two N, with N the number of antennas.
A butterfly operation consists of four multiplications
and three additions and subtractions.
A.2 Data rate
Beamforming can be characterised as a streaming
application as data is continuously coming in and pro-
cessed. The data rate and thus processing require-
ments are high. For radar applications, we have a
100 MHz sample rate with 16-bit samples (≈ 100 dB).
For 1024 antennas, the FFT beamforming would need
100 · 106 · 5120 · 10 ≈ 5T 16-bit operations per second
(ops). For sattelite applications with 16x16 antennas,
three beams and 66 MHz sample rate with 4-bit sam-
ples (≈ 20 dB), we would need 66·106 ·8·256·3 ≈ 400G
4-bit ops. Both without the needed Hilbert filter.
8Fortunately, the processing for each method is sim-
ilar and regular, thus we can use a regular dataflow
architecture. On the other hand, the I/O rate is high,
which is problematic because I/O in radar applica-
tions is expensive, difficult to design and vulnerable.
Thus, we would like to limit the data rate as soon as
possible, by combining the data from antennas (beam-
forming) as soon as possible. But the combined data
can not be separated later, thus we loose flexibility,
and the distributed processing must be synchronised.
B. Architecture
So far we found that beamforming is a high data-
rate streaming application. Furthermore we would
like to integrate the analogue RF-frontend with digi-
tal reconfigurable processing on a single chip as a tile
and combine processing tiles on multiple hierarchical
levels. We would like a processing architecture which
can support all three options of beamforming. Also,
it is preferable to limit I/O as soon as possible.
First we will discuss central versus hierarchical pro-
cessing and explain the need for reconfigurability. Fi-
nally, we will show how to map beamforming on a
regular tiled processing array.
B.1 Central versus hierarchical
Central processing gives the most flexibility as all
the data is available unprocessed. This makes a cen-
tral processing architecture easy to adapt, either in
functionality or operation. Another advantage is that
it is easy to design because one needs not to split the
beamforming into parts and determine the depend-
abilities. On the other hand, there is a single point of
failure which leads to a lower MTBF. Of course redun-
dancy can be applied, but this is costly if everything
is duplicated and it is still vulnerable if only parts are
duplicated. Other disadvantages are that the large
amount of data from the antennas must be routed to
the central location, thus there is a lot of I/O.
Hierarchical processing limits the data and thus the
I/O as soon as possible. This requires the process-
ing to be distributed, which brings another advantage;
the architecture becomes scalable. When antennas are
added, processing is also automatically added and can
relatively easy be integrated in the system. Further-
more, if one of the processing elements breaks down,
the remainders stay operational. Thus, we have grace-
ful degradation instead of all-or-nothing when the cen-
tral processing breaks down. Of course this comes at
the cost of less flexibility as combined data can not be
separated later in the processing chain.
B.2 Reconfigurability
The solution we would like to propose is to regain
flexibility of the hierarchical distributed processing
approach by making the system reconfigurable. A re-
configurable hierarchical processing array has a num-
ber of advantages. We can configure the system to
use only part of the phased array or create multiple
sub-arrays. In this way we can save energy (at the
cost of less gain and a larger beam-width or grating
lobes), or use only the number of antennas needed to
increase the lifetime of the array. Also, we can use
the array for multiple functions at the same time, for
example part transmitting and part transceiving.
Broken tiles can be avoided. The system can be con-
figured to make optimum use of the remaining tiles.
Therefore the phased array stays useful even if some
of the elements have broken down. Note that for this
to work the I/O routing must also be flexible.
Reconfigurability inherently comes down to having
an adaptable system, to adapt to changing environ-
ments, while maintaining the quality of service. New
wireless and DVB standards also require this adapt-
ability to make optimum use of the current conditions.
B.3 Mapping
As set out above, a generic scalable tile-based hi-
erarchical reconfigurable processing array has many
compelling advantages. This leads to an architecture
as shown in figure 6. Next, we will look at how to map
the three beamforming methods on this architecture.
First we would like to mention that combining the
antennas can be performed in a tree-like way with the
antennas as leaves, or in a chain with the next antenna
added to the result of the previous antennas. The ad-
vantage of the latter is greater flexibility in connecting
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Fig. 7. Mapping of the three beamforming methods on a regular processing array
the antennas and better scalability, but the disadvan-
tage is that buffers are needed. A combination is also
possible. We will focus on tree-like combining.
If we assume that a tile can perform a complex mul-
tiplication or addition, this is enough processing for
each tile to calculate one (interpolated) time-delayed
value. Thus the time-delayed version of each antenna
can be calculated assuming enough buffering is avail-
able. This buffer, however, is not trivial and can add
quite an amount of hardware to the design. Next the
antennas are added in a tree-like fashion as shown
in figure 7a. Note, that in this case, the data is al-
ways transfered to the next column. Adding antennas
include the needed processing for interpolation and
leaves some processing for combining, making the ap-
proach easily scalable.
The complex multiplication of one antenna can ob-
viously be mapped on the first tile. If four tiles are
grouped on the next hierarchical level, we can map
the last addition on the free tile of the group and
chain these together for the final result as shown in
figure 7b. Again, two processing tiles per antenna are
enough to be easily scalable.
For an FFT, the first column can be used for win-
dowing. Next, the butterfly is mapped. This oper-
ation does not fit on a single tile. We can map the
complex multiplication on one tile and the remain-
ing two additions and subtractions on the second tile.
For each doubling of the number of antennas, the FFT
needs another stage and thus another processing col-
umn. This can be implemented as another hierarchi-
cal level, making this approach a little less scalable.
This mapping is shown in figure 7c.
VI. Conclusion
In this paper we have shown the rationale for choos-
ing an integrated generic scalable reconfigurable tile-
based hierarchical phased array platform. A high-
level system design was presented and a preliminary
mapping has been shown for the proposed processing
architecture. Beamforming is a data-driven stream-
ing process which lends itself well for a regular scal-
able architecture. Beamsteering on the other hand is
much more control-oriented and future work will fo-
cus on how to support beamsteering on the proposed
architecture as well. Besides beamsteering many open
questions are presented to be addressed.
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