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Abstract
In the strictly hyperbolic Cauchy problem, we investigate the relation between the modulus of continuity
in the time variable of the coefficients and the well-posedness in Beurling–Roumieu classes of ultradiffer-
entiable functions and functionals. We find well-posedness in nonquasianalytic classes assuming that the
coefficients have modulus of continuity tω(1/t) such that
∫ 1
0 ω(1/t) dt < +∞. This condition is sharp
because, in the case
∫ 1
0 ω(1/t) dt = +∞, we provide examples of Cauchy problems which are well-posed
only in quasianalytic classes.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we deal with the Cauchy problem in [0, T ] × Rx ,{
utt − a(t, x)uxx = 0,
u(0, x) = u0, ut (0, x) = u1 (1.1)
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strict hyperbolicity condition
a(t, x) γ > 0. (1.2)
Definition 1.1. Let X be a space of functions on Rx which is closed with respect to multiplica-
tion and differentiation. X is called nonquasianalytic (respectively quasianalytic) if it contains
(respectively does not contain) non-trivial functions with compact support.
Provided that
a(t, x) ∈ C([0, T ],X),
we say that the problem (1.1) is well-posed in X if for any Cauchy data u0, u1 ∈ X there exists a
unique solution
u ∈ C1([0, T ],X).
On the one hand, one of the most meaningful phenomena in the problem (1.1) is the finite
speed of propagation of the solution, so it is important to know whether we have well-posedness
in nonquasianalytic spaces or not. The answer may be negative as it is shown in [4]. There, for any
given data u0, u1 which are not both analytic, the authors construct a continuous coefficient a(t)
such that the Cauchy problem does not have any distribution (even ultradistribution) solution.
On the other hand, the modulus of continuity of a(t, x) with respect to t plays an essential
role in determining the spaces X of well-posedness.
As it is well known, the problem (1.1) is always well-posed in the space A of real analytic
functions. At least in the case of coefficients a(t) depending only on t , a stronger result follows
from the energy estimate (90) of [3]: for any given continuous function a(t) there exists a space X
which strictly contains A and where the Cauchy problem is well-posed.
On the contrary, (1.1) may be not well-posed in C∞. From [3,5], we know that the modulus
t log t , the so-called Log-Lipschitz continuity, is the natural threshold for the well-posedness
in C∞, whereas, from [3,15], the Hölder modulus tα , 0 < α < 1, gives sharp well-posedness in
the Gevrey–Beurling class Γ (1/(1−α)).
In this paper, our aim is to characterize the moduli which give well-posedness in nonquasian-
alytic spaces, so finding also which coefficients have a so weak continuity to allow the Cauchy
problem to be well-posed only in quasianalytic classes.
We refer to [6] for the study of relations between regularity in the time variable of the coeffi-
cients and spaces of well-posedness for the weakly hyperbolic Cauchy problem, that is assuming
a(t, x) 0 in (1.1). In that case, much more regularity of the coefficients is needed.
Assuming that a(·, x) has a modulus of continuity tω(1/t) with a weight function ω such that
1∫
0
ω
(
1
t
)
dt < +∞, (1.3)
we prove that the Cauchy problem (1.1) is well-posed in the corresponding nonquasianalytic
Beurling space of ultradifferentiable functions E(ω) (see next section for precise definitions).
If the Cauchy data belong to the nonquasianalytic Roumieu space E{ω} ⊃ E(ω), then there is a
unique solution of class E{ω}, with respect to x, in a neighborhood of t = 0 depending on u0, u1.
The Gevrey case ω(1/t) = (1/t)1−α corresponds to the results of [3,15] for C0,α coefficients.
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variable x ∈ Rn with n > 1.
When the integral condition (1.3) is not satisfied by the weight function ω, the spaces E(ω)
and E{ω} are quasianalytic. In this case, we prove that a result of well-posedness of (1.1) holds
true in these classes, but it cannot hold in nonquasianalytic spaces. In fact, for any given weight
function ω0 such that
1∫
0
ω0
(
1
t
)
dt = +∞
and any given nonquasianalytic class E(σ ), we construct a coefficient a(t) with modulus of con-
tinuity tω0(1/t) and Cauchy data u0, u1 ∈ E(σ ) such that the Cauchy problem does not have any
distribution (even ultradistribution) solution.
The remaining part of this paper is organized as follows: in Section 2 we introduce the weight
functions ω and the spaces E(ω), E{ω}. In Section 3 we consider the case of coefficients a(t)
depending only on the time variable. By Fourier analysis, we prove the results of well-posedness
and give the examples of Cauchy problems which are not well-posed in any nonquasianalytic
class. In Section 4 we prove the results of well-posedness in the general case a(t, x) bringing to
the pseudodifferential operators level the arguments of Section 3.
2. Spaces of ultradifferentiable functions
In this section we introduce the classes of ultradifferentiable functions, the spaces of ultradis-
tributions and the main notation that will be used in the sequel. We refer to [2,10,12] for more
details.
2.1. Weight functions
Definition 2.1. Let ω : [0,+∞[ → [0,+∞[ be an increasing and continuous function. ω is called
a weight function if it satisfies the following conditions:
(α) ω(2y)K(1 +ω(y)) for some K > 1 and for all y.
(β) ω(y1)/y1  Cω(y2)/y2 for y1  y2 R > 0, C > 0.
(γ ) logy = o(ω(y)) as y tends to +∞.
(δ) ϕ(y) := ω(ey) is convex in R.
Example 2.2. Let us give some examples of weight functions. We discuss later the corresponding
classes of ultradifferentiable functions.
(a) ω(y) = y.
(b) ω(y) = yα , 0 < α < 1.
(c) ω(y) = (log(1 + y))β , β > 1.
(d) ω(y) = y(log(1 + y))−β , β > 0.
(e) ω(y) = y/∏mj=1 log(j)(1 + y) with log(j)(1 + y) defined by log(1)(1 + y) = log(1 + y),
log(k+1)(1 + y) = log(1 + log(k)(1 + y)), k = 1, . . . , j − 1.
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Young conjugate of ϕ is defined by
ϕ∗(x) := sup
y
{
xy − ϕ(y)}.
Definition 2.3. If
+∞∫
1
ω(y)
y2
dy < +∞,
then the weight function ω is said to be nonquasianalytic, otherwise is said to be quasianalytic.
Remark 2.4. Condition (β) in Definition 2.1 implies ω(y) = O(y) as y → +∞. A nonqua-
sianalytic weight function ω satisfies ω(y) = o(y) as y → +∞, see the remark following 1.3
of [13].
Remark 2.5. For every weight function ω let us define the C∞ function σ ,
σ(y) =
∞∑
j=0
ψj(y)ω
(
2j
)
where {ψj } is a sequence of cutoff functions, 0  ψj (y)  1, such that the support of ψj is
contained in {y: 2j−1  y  2j+1} and such that |ψ(k)j (y)| Ck2−jk . By (α) in Definition 2.1,
we have
c1ω(y) σ(y) c2ω(y), c1, c2 > 0,
and ∣∣σ (k)(y)∣∣ Cky−kσ (y), C > 0, y R > 0.
In particular the function σ(ξ) = σ(|ξ |), ξ ∈ Rn, is a symbol in the Hörmander class S11,0(Rn),
after a modification in a neighborhood of ξ = 0, if necessary. We need this fact in Section 4 where
we use Sobolev boundedness and other properties for pseudodifferential operators p(x,Dx),
Dx = −i∂x , with symbols in classes
Sm,δ :=
{
p(x, ξ): |p|m < +∞ for every  ∈ Z+
}
, 0 δ   1, δ < 1,
with
|p|m = sup|α|+|β| supx,ξ
∣∣∂αξ ∂βx p(x, ξ)∣∣〈ξ 〉−m+|α|−δ|β|, 〈ξ 〉 = (1 + |ξ |2) 12 .
There we need also
σ(ξ + η) σ(ξ)+C1σ(η)+C2, C1,C2 > 0,
which follows from (α), (β) and |σ ′(ξ + ϑη)|  C|ξ + ϑη|−1σ(ξ + ϑη) for |ξ + ϑη| > R,
0 ϑ  1.
The properties of weight functions collected in the following lemma will allow us to charac-
terize the related spaces of ultradifferentiable functions by means of the Fourier transform.
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(i) yke−mω(y)  emϕ∗(k/m),
(ii) infj∈N y−j ekϕ∗(j/k)  e−kω(y)+logy.
2.2. Ultradifferentiable functions
Definition 2.7. Let ω be a weight function. For a compact set K ⊂ Rn and λ > 0, let
Eω(K,λ) :=
{
f ∈ C∞(K): ‖f ‖K,λ < +∞
}
where
‖f ‖K,λ := sup
x∈K
sup
α
∣∣f (α)(x)∣∣e−λϕ∗(|α|/λ).
We define the spaces
E(ω) :=
{
f ∈ C∞(Rn): ‖f ‖K,λ < +∞ for each λ > 0 and each K Rn}
and
E{ω} :=
{
f ∈ C∞(Rn): for each K Rn there is λ > 0 with ‖f ‖K,λ < +∞},
each one endowed with its natural topology
E(ω) = proj←KRn proj←m∈N Eω(K,m),
E{ω} = proj←KRn ind→m∈N Eω(K,1/m).
The elements of E(ω) (respectively E{ω}) are called ω-ultradifferentiable functions of Beurling
(respectively Roumieu) type on Rn. We write E∗ where ∗ can be either (ω) or {ω} at all occurring
places.
Theorem 2.8. [1,2,10] E∗ is a nonquasianalytic space of functions if and only if ω is a nonqua-
sianalytic weight function. In particular, when ω is a quasianalytic weight function, the space E∗
does not contain any non-trivial function with compact support.
Example 2.9. Let us consider the spaces of ultradifferentiable functions corresponding to the
weight functions of Example 2.2.
(a) ω(y) = y. In this case E{ω} is the space of all real analytic functions, E(ω) is the space of all
real entire functions.
(b) ω(y) = yα , 0 < α < 1. For this nonquasianalytic weight function, E(ω) (respectively E{ω})
coincides with the Gevrey class Γ (d) (respectively Γ {d}) for d = 1/α.
(c) ω(y) = (log(1+y))β , β > 1. The space E∗ is nonquasianalytic and it contains all the Gevrey
functions of compact support of any index d > 1.
(d) ω(y) = y(log(1 + y))−β , β > 0. The space E∗ is nonquasianalytic for β > 1, quasianalytic
for 0 < β  1.
(e) ω(y) = y/∏mj=1 log(j)(1+y). This weight function is quasianalytic for any m. We can think
of E∗ as a sort of boundary case of quasianalytic spaces.
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Let (Mj )j∈N be a sequence of positive numbers which has the properties
(M1) M2j Mj−1Mj+1 for all j ,
(M2) there exist A,H > 0 with Mj AHj minhj MhMj−h for all j ,
and let us denote by E(Mj ) the space of all functions f such that
sup
α
sup
x∈K
|f (α)(x)|
h|α|M|α|
< +∞
for each K Rn and each h > 0.
We have a Beurling space of ultradifferentiable functions since (M1) and (M2) provide the
closure of E(Mj ) with respect to multiplication, differentiation and composition with analytic
maps. Taking Mj = j ! we have the space of all entire functions.
If the sequence (Mj )j∈N satisfies the further property
∞∑
h=j+1
Mh−1
Mh
Aj Mj
Mj+1
, A > 0,
besides (M1) and (M2), then E(Mj ) is a nonquasianalytic space.
For instance, with Mj = j !d , d > 1, we have the Gevrey space of exponent d .
This approach to ultradifferentiable functions and the use of weight functions are equivalent.
In fact, defining
ωM(y) := sup
j
log
yjM0
Mj
, y > 0,
there exists a weight function κ(y) with
c1ωM(y) κ(y) c2ωM(t), c1, c2 > 0,
and such that E(κ) coincides with E(Mj ).
We have analogous results for the Roumieu spaces.
2.3. Fourier series
In the case of dimension n = 1, one can easily characterize the periodic functions in E∗. From
Lemma 2.6 and (γ ) in Definition 2.1, we immediately obtain the following:
Proposition 2.11. Let f (x) ∈ C∞(R) be a 2π -periodic function, f (x) =∑k=+∞k=−∞ ckeikx .
Then, f ∈ E(ω) (respectively E{ω}) if and only if for every λ > 0 there exists C > 0 (respectively
there exist λ > 0 and C > 0) such that |ck| Ce−λω(k) for all the Fourier coefficients.
2.4. Fourier transform
Let ω be a weight function and let E ′∗ denote the dual space of E∗. For every u ∈ E ′∗ the Fourier
transform uˆ is defined by
uˆ(ξ) = 〈u(x), e−ix·ξ 〉
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theorem for functionals follows from Theorem 7.4 of [2]. When ω is quasianalytic, it was shown
in [14] for n = 1 and in general in [16, Satz 2.19]. In particular, we have:
Proposition 2.12. Let u ∈ E ′(ω) (respectively E ′{ω}). Then, there exist λ > 0 and C > 0 (respec-
tively for every λ > 0 there exists C > 0) such that∣∣uˆ(ξ)∣∣ Ceλω(ξ).
As it concerns the Fourier transform of ultradifferentiable functions, let us introduce the
spaces
DL1,(ω) :=
{
f ∈ C∞(Rn): ‖f ‖L1,λ < +∞ for each λ > 0}
and
DL1,{ω} :=
{
f ∈ C∞(Rn): there exists λ > 0 with ‖f ‖L1,λ < +∞},
where
‖f ‖L1,λ := sup
α
∥∥f α∥∥
L1e
−λϕ∗(|α|/λ).
From (ii) in Lemma 2.6 and (γ ) in Definition 2.1, we immediately have:
Proposition 2.13. Let f ∈DL1,(ω) (respectively DL1,{ω}) and let fˆ denote its Fourier transform.
Then, for every λ > 0 there exists C > 0 (respectively there exist λ > 0 and C > 0) such that∣∣fˆ (ξ)∣∣ Ce−λω(ξ).
In the opposite direction, from (i) in Lemma 2.1, if the Fourier transform fˆ of f ∈ L1 satisfies
the conclusion of Proposition 2.13, then f ∈ E∗. In particular DL1,∗ ⊂ E∗.
In the nonquasianalytic case, we have the non-trivial spaces
D∗(K) :=
{
f ∈ E∗: supp(f ) ⊂ K
}
, K compact, D∗ := ind→KRn D∗(K).
Proposition 2.13 applies to the elements of E∗ with compact support. In fact, the inclusions
D∗ ⊂DL1,∗ ⊂ E∗
are continuous with dense range.
The well-posedness of the Cauchy problem in the C∞ framework is usually deduced from
a priori estimates in Sobolev spaces. This is the well-known energy method. In considering ultra-
differentiable functions, we use Sobolev-type spaces whose definition is suggested by the above
Fourier analysis.
For s  0 the Sobolev index, we denote
Hs,λω :=
{
f ∈ Hs(Rn): ‖f ‖s,λ,ω < +∞},
‖f ‖s,λ,ω :=
(∫
〈ξ 〉2se2λω(ξ)∣∣fˆ (ξ)∣∣2 dξ) 12 ,
and
Hs(ω) := proj←m∈NHs,mω , Hs{ω} := ind→m∈NHs,1/mω .
1244 M. Cicognani, F. Colombini / J. Math. Anal. Appl. 333 (2007) 1237–1253For s > n/2 we have the continuous inclusion Hs∗ ⊂ E∗. In the nonquasianalytic case, the inclu-
sions
D∗ ⊂ Hs∗ ⊂ E∗, s >
n
2
, (2.1)
are continuous with dense range.
3. Sharp well-posedness
In this section we consider the Cauchy problem (1.1) in the case of a coefficient depending
only on the time variable, that is we deal with the problem{
utt − a(t)uxx = 0,
u(0, x) = u0, ut (0, x) = u1. (3.1)
For the function a(t), we assume
0 < γ  a(t) γ−1 (3.2)
and ∣∣a(t + τ)− a(t)∣∣M|τ |ω( 1|τ |
)
, M > 0, t, t + τ ∈ [0, T ], τ = 0, (3.3)
with ω a weight function.
3.1. Results of well-posedness
Theorem 3.1. Let the function a(t) fulfill conditions (3.2) and (3.3) for a weight function ω.
Then, for every given u0 ∈ Hs(ω), u1 ∈ Hs−1(ω) the Cauchy problem (3.1) has a unique solution
u ∈ C([0, T ];Hs(ω))∩C1([0, T ];Hs−1(ω) ).
Furthermore, there are Mˆ,C > 0 such that the solution satisfies the estimate∥∥u(t)∥∥
s,λ−Mˆt,ω +
∥∥ut (t)∥∥s−1,λ−Mˆt,ω  C(‖u0‖s,λ,ω + ‖u1‖s−1,λ,ω) (3.4)
for every λ > MˆT and every t ∈ [0, T ].
Proof. Let us denote by v(t, ξ) the Fourier transform of u(t, x) with respect to the space vari-
able x. In the case of a Lipschitz continuous coefficient a(t), the well-posedness in usual Sobolev
spaces can be obtained by Gronwall’s method differentiating the microenergy
E(t, ξ) = ∣∣v′(t, ξ)∣∣2 + ξ2a(t)∣∣v(t, ξ)∣∣2.
Here we cannot differentiate the coefficient a(t), so, for ε > 0, let us introduce the following
regularization
aε(t) :=
∫
a(t + τ)
(
τ
ε
)
1
ε
dτ, (3.5)
where  ∈ C∞0 ([−1,1]), 0    1,
∫
(τ) dτ = 1, ∫ |′(τ )|dτ  4, and we have set a(τ) =
a(T ) for τ > T and a(τ) = a(0) for τ < 0.
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0 < γ  aε(t) γ−1, (3.6)
whereas, from (3.3) we obtain∣∣aε(t)− a(t)∣∣Mεω
(
1
ε
)
(3.7)
and ∣∣a′ε(t)∣∣ 4Mω
(
1
ε
)
. (3.8)
Let us now introduce the approximated microenergy
E(t, ξ) = ∣∣v′(t, ξ)∣∣2 + ξ2a|ξ |−1(t)∣∣v(t, ξ)∣∣2, ξ = 0, (3.9)
with the choice ε = |ξ |−1 in (3.5).
Taking (3.6) into account, we prove the theorem if we show that for a solutions of
v′′ + a(t)ξ2v = 0,
there is a positive constant Mˆ such that
E(t, ξ)E(0, ξ)eMˆtω(ξ) (3.10)
for all t, ξ .
We have
d
dt
E(t, ξ) = 2ξ2(a|ξ |−1(t)− a(t))vv′ + ξ2a′|ξ |−1(t)|v|2

(
M√
γ
ω(ξ)+ 4M
γ
ω(ξ)
)
E(t, ξ)
taking (3.6)–(3.8) into account together with the choice ε = |ξ |−1 for aε in (3.9).
We obtain the desired estimate (3.10) by Gronwall’s inequality. 
Remark 3.2. In the Roumieu case, for given Cauchy data u0 ∈ Hs{ω}, u1 ∈ Hs−1{ω} such that‖u0‖s,λ∗,ω + ‖u1‖s−1,λ∗,ω < +∞, the inequality (3.10) yields a unique solution
u ∈ C([0, T ∗];Hs{ω})∩C1([0, T ∗];Hs−1{ω} )
with a lifespan
T ∗  λ
∗
Mˆ
.
In the nonquasianalytic case, the finite speed of propagation property allows one to take com-
pactly supported Cauchy data without loss of generality. So, Theorem 3.1 and the inclusions (2.1)
immediately give the following result:
Theorem 3.3. Let the function a(t) fulfill conditions (3.2) and (3.3) for a nonquasianalytic weight
function ω.
Then, for every given u0, u1 ∈ E(ω) the Cauchy problem (3.1) has a unique solution u ∈
C1([0, T ];E(ω)).
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respect to x, cf. Remark 3.2.
3.2. Counterexamples
In the remaining part of this section, we discuss the sharpness of Theorem 3.3. The following
result says that such a result of well-posedness in nonquasianalytic classes may not hold if the
condition (1.3) is violated by the modulus of continuity tω(1/t) of the coefficient a(t).
Theorem 3.5. Let ω0 be any fixed quasianalytic weight function.
For any given nonquasianalytic space E(ω) there are a function a(t) satisfying
a ∈ C∞([0,1[), 1
2
 a(t) 3
2
, (3.11)
∣∣a(t + τ)− a(t)∣∣ |τ |ω0
(
1
|τ |
)
, t, t + τ ∈ [0,1], τ = 0, (3.12)
and two Cauchy data u0, u1 ∈ E(ω) such that the Cauchy problem (3.1) does not have any solution
in C1([0,1];E ′(ω)).
Proof. The proof is similar to the construction of other counterexamples for the hyperbolic
Cauchy problem, e.g. [3,4,7].
The coefficient a(t) will oscillate faster and faster in intervals
Ik = [tk − k/2, tk + k/2] ⊂ [0,1[
with tk → 1, k → 0 as k → +∞. Its oscillating behaviour in each Ik will be described by a
periodic function αε(τ ) that we are going to introduce, ε a small parameter. The solution u(t, x)
for t < 1 will be represented by a series u(t, x) =∑∞k=1 vk(t)eihkx where the coefficients vk(t)
will be determined by means of the function wε which we define below together with αε . The
solution u(t, ·) will belong to E(ω) at any fixed t < 1 but, roughly speaking, the oscillation of the
function a(t) causes a strong loss of decay of the L∞ norm sup0ttk−k/2 |vk(t)| of the Fourier
coefficients as k → +∞ such that u(t, ·) is not bounded even in the dual space E ′(ω) as t → 1.
Let us take a real, non-negative, 2π -periodic function ϕ such that ϕ(τ) = 0 for τ in a neigh-
borhood of τ = 0 and
2π∫
0
ϕ(τ) cos2 τ dτ = π.
Then, for every τ ∈ R and ε ∈ ]0, ε0], we define
αε(τ ) = 1 + 4εϕ(τ) sin 2τ − 2εϕ′(τ ) cos2 τ − 4ε2ϕ2(τ ) cos4 τ,
w˜ε(τ ) = cos τ exp
(
−ετ + 2ε
τ∫
0
ϕ(s) cos2 s ds
)
,
wε(τ ) = w˜ε(τ )eετ .
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one has∣∣αε(τ )− 1∣∣Mε, ∣∣α′ε(τ )∣∣Mε.
Furthermore, wε is the solution of the Cauchy problem
w′′ε (τ )+ αε(τ )wε(τ ) = 0, wε(0) = 1, w′ε(0) = 0. (3.13)
We shall use four positive monotone sequences {εk}, {k}, {νk}, {hk} such that
hk → +∞, νk → +∞, k → 0;
νk,hk ∈ N, εk min
{
ε0, (2M)−1
}
,
∞∑
k=1
k  1. (3.14)
Finally, let us define intervals Ik by
Ik =
[
tk − k2 , tk +
k
2
]
, tk = 1 −
(
k
2
+
∞∑
j=k+1
j
)
. (3.15)
First, we define the coefficient a(t) by
a(t) =
{
αεk (4πνk(t − tk)/k) for t ∈ Ik ,
1 for t ∈ [0,1] \⋃∞k=1 Ik . (3.16)
By definition of αε , we have a(t) = 1 in a neighborhood of the boundary of each Ik , so a ∈
C∞([0,1[). Also the second condition in (3.11) is satisfied by the bound of ε in (3.14).
Next, we show how the prescribed modulus of continuity can be realized in the closed interval
[0,1]. For t, t + τ ∈ Ik , since αε is a 2π -periodic function, we have
sup
|τ |
|a(t + τ)− a(t)|
|τ |ω0(1/|τ |) = sup|τ |k/2νk
|a(t + τ)− a(t)|
|τ | ·
1
ω0(1/|τ |)
Mπεk
2νk/k
ω0(2νk/k)
.
From this, we make condition (3.12) to be satisfied by taking
εk = δ · ω0(2νk/k)2νk/k (3.17)
with sufficiently small δ > 0.
Now we define by
u(t, x) =
∞∑
k=1
vk(t)e
ihkx (3.18)
a periodic (in the space variable) solution u ∈ C∞([0,1[;E(ω)) of the equation utt − a(t)uxx = 0
and take u0 = u(0, x), u1 = ∂tu(0, x) as Cauchy data in (3.1).
The Fourier coefficients are such that
v′′k (t)+ h2ka(t)vk(t) = 0,
hence, thanks to (3.13), if we impose vk(tk) = 1, v′k(tk) = 0, we have
vk(t) = wεk
(
4πνk(t − tk)/k
)
, t ∈ Ik,
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hk = 4πνk/k. (3.19)
In particular:
vk(tk − k/2) = e−2πεkνk , v′k(tk − k/2) = 0, (3.20)
vk(tk + k/2) = e2πεkνk , v′k(tk + k/2) = 0. (3.21)
For
Ek(t) =
∣∣v′k(t)∣∣2 + h2ka(t)∣∣vk(t)∣∣2,
from (3.20) we obtain
Ek(t) h2k exp
[
−4πεkνk +
tk−k/2∫
0
∣∣a′(t)∣∣/a(t) dt
]
 h2k exp
[
−4πεkνk + 2M
k−1∑
j=1
εj νj
]
, t  tk − k/2.
Hence, if we choose the parameters in such a way that
εkνk >
M
π
k−1∑
j=1
εj νj (3.22)
and that
lim
k→+∞
εkνk
ω(hk)
= +∞, (3.23)
we have u ∈ C∞([0,1[;E(ω)) but (3.21) implies that u(t, ·) is not bounded in E ′(ω) as t → 1.
In order to complete the proof, we have to show that all the conditions on the parameters can
be fulfilled. We make conditions (3.23) and (3.22) to be satisfied by
εkνk = Akω(hk)
with a sufficiently large positive constant A. Then, looking at (3.17) and (3.19), we have to fix
the parameters as follows:
εk = δ · ω0(hk/2π)
hk/2π
, νk = 1
δ
·Akω(hk) · hk/2π
ω0(hk/2π)
, k = 2
δ
·Ak · ω(hk)
ω0(hk/2π)
,
slightly changing the definition of νk to have a sequence of positive integers. The required proper-
ties for εk and νk can be easily satisfied. Finally, in order to have also k → 0 with ∑+∞k=1 k  1,
we fix hk , hk → +∞, such that
ω(hk)
ω0(hk/2π)
 C
Bk
with C > 0 and B sufficiently larger than A. This is possible because ω0(y)  Cω0(y/2π) by
(α) of Definition 2.1 and because the sequence ω0(m)/ω(m) cannot be bounded. If so, every
periodic function in E(ω) should belong also to E(ω0) but this is not true since ω0 is quasianalytic
and ω is nonquasianalytic. 
Remark 3.6. The above proof holds for any ω0 and ω such that E(ω) is not contained in E(ω0), so
the result of well-posedness in Theorem 3.3 is sharp in any case.
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In this section we prove the results of well-posedness of the Cauchy problem in the general
case (1.1). Besides (1.2), we assume that, for a fixed λ0 > 0, the coefficient a(t, x) satisfies∥∥a(t + τ)− a(t)∥∥
λ0
M|τ |ω
(
1
|τ |
)
, M > 0, t, t + τ ∈ [0, T ], τ = 0, (4.1)
where ω is a weight function and
‖f ‖λ := sup
x∈R
sup
α
∣∣f (α)(x)∣∣e−λϕ∗(α/λ).
Since for c1ω(y)  σ(y)  c2ω(y) we have Hs,c2λω ⊂ Hs,λσ ⊂ Hs,c1λω , by Remark 2.5, here
we may assume that ω(ξ) is a symbol in S11,0(R) such that∣∣ω(α)(ξ)∣∣ Cα〈ξ 〉−|α|ω(ξ) (4.2)
and such that
ω(ξ + η) ω(ξ)+C1ω(η)+C2, C1,C2 > 0. (4.3)
The operator
eλω(Dx) :Hs,λω → Hs, eλω(Dx)f (x) :=
1
2π
∫
eixξ eλω(ξ)fˆ (ξ) dξ,
is an isomorphism of Hilbert spaces, so p(x,Dx) of order 0 is bounded in Hs,λω if and only if
pλ(x,Dx) := eλω(Dx)p(x,Dx)e−λω(Dx)
is bounded in the usual Sobolev space Hs . Here we need to consider only differential operators
p(x,Dx) = f (x)D2x , x ∈ R, with f (x) ∈ E{ω}. In this case we have pλ(x,Dx) = fλ(x,Dx)D2x ,
so we need to show only that fλ is bounded in L2. This follows from the following lemma and
the Calderon–Vaillancourt theorem. See [9, Proposition 2.3], for the Gevrey case ω(ξ) = 〈ξ 〉1/d ,
d > 1, and also [8].
Lemma 4.1. Let f (x) ∈ E{ω} be such that ‖f ‖λ0 M for fixed λ0,M > 0.
Then, there is δ0 > 0, depending only on λ0, such that for any λ with 0 λ δ0, the operator
fλ(x,Dx) = eλω(Dx)f (x)e−λω(Dx) has symbol in S00,0(R),
fλ(x, ξ) = f (x)+ rλ,ω(x, ξ) (4.4)
with rλ,ω(x, ξ) such that∣∣∂βx Dαξ rλ,ω(x, ξ)∣∣ Cα,β〈ξ 〉−1ω(ξ). (4.5)
The positive constant Cα,β depends only on M and λ0 besides α, β . In particular it does not
depend on f and λ as long as ‖f ‖λ0 M and 0 λ δ0.
Proof. Following [11], the symbol fλ(x, ξ) is given by the oscillatory integral
fλ(x, ξ) =
∫ ∫
e−iyη+λω(ξ+η)−λω(ξ)f (x + y)dy dη = f (x)+ rλ,ω(x, ξ)
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rλ,ω(x, ξ) =
1∫
0
∫ ∫
e−iyηDη
(
eλω(ξ+η)−λω(ξ)
)
f ′(x + ϑy)dy dη dϑ.
Hence, we have
∂βx D
α
ξ rλ,ω(x, ξ) =
1∫
0
∫
eλω(ξ+η)−λω(ξ)ωλ,α(ξ, η)Fβ(x, η) dη dϑ
with
ωλ,α(ξ, η) = eλω(ξ)−λω(ξ+η)Dαξ Dη
(
eλω(ξ+η)−λω(ξ)
)
and
Fβ(x, η) =
∫
e−iyηf (β+1)(x + ϑy)dy.
For ωλ,α , from (4.2) we obtain∣∣ωλ,α(ξ, η)∣∣ Cα〈ξ + η〉−1ω(ξ + η)
with Cα depending only on α and δ0 and not depending on λ as long as 0 λ δ0.
The function Fβ satisfies
ηjFβ(x, η) =
∫
e−iyηDjyf (β+1)(x + ϑy)dy
for every j , so, from (ii) in Lemma 2.6 and λϕ∗((y + z)/λ) λϕ∗(y/λ)+ λϕ∗(z/λ), we have∣∣Fβ(x, η)∣∣ Cβe−λ0ω(η)+log|η|, |η|R > 0,
with Cβ depending only on β , M and λ0 as long as ‖f ‖λ0 M .
Taking (4.3) into account, this gives (4.5) since
∣∣∂βx Dαξ rλ,ω(x, ξ)∣∣Cα,β
∫
eλω(ξ+η)−λω(ξ)−λ0ω(η)〈η〉〈ξ + η〉−1ω(ξ + η)dη
Cα,β
∫
e−c0ω(η)〈ξ + η〉−1ω(ξ + η)dη
Cα,β〈ξ 〉−1ω(ξ)
∫
e−c0ω(η)〈η〉(1 +ω(η))dη
with c0 > 0, 0 λ δ0. 
Remark 4.2. Let us consider an operator p(x,Dx) with symbol p(x, ξ) ∈ Sm1,0(Rn), n 1, which
has E{ω} regularity in x ∈ Rn. In the same way as in the proof of Lemma 4.1, one can show that
pλ(x, ξ) = p(x, ξ)+ rλ(x, ξ), rλ ∈ Sm0,0
(
R
n
)
,
with ∣∣∂βx Dαξ rλ,ω(x, ξ)∣∣Cα,β〈ξ 〉m−1ω(ξ).
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From the Sobolev estimate (4.6), one can deduce results of well-posedness in spaces Hs,λω by
standard arguments, e.g. [17, pp. 74–75], [11, pp. 236–241].
Theorem 4.3. Let the function a(t, x) fulfill conditions (1.2) and (4.1) for a weight function ω
and let us denote by L the operator
L := ∂2t + a(t, x)D2x.
Then, there are positive constants δ0 and λ∗ such that every function u(t, x),
u ∈
2⋂
j=0
Cj
([0, T ∗];Hs+2−j,λ∗T ∗ω ), T ∗ = min{T , δ0/λ∗},
satisfies the estimate∥∥u(t)∥∥
s,λ∗(T ∗−t),ω +
∥∥ut (t)∥∥s−1,λ∗(T ∗−t),ω
C
(∥∥u(0)∥∥
s,λ∗T ∗,ω +
∥∥ut (0)∥∥s−1,λ∗T ∗,ω +
t∫
0
∥∥Lu(τ)∥∥
s,λ∗(T ∗−τ),ω dτ
)
(4.6)
for every t ∈ [0, T ∗].
Proof. Let us consider the operator Lλ = eλω(Dx)Le−λω(Dx), with λ = λ(t) = λ∗(T ∗ − t). Since
(∂t )λ = ∂t + λ∗ω(Dx),
(
a(t, x)D2x
)
λ
= (a(t, x))
λ
D2x,
applying Lemma 4.1 to (a(t, x))λ, we obtain
Lλ =
(
∂t + λ∗ω(Dx)
)2 + a(t, x)D2x + rλ,ω(t, x,Dx)ω(Dx)Dx
where rλ,ω(t, x, ξ) is a bounded family of symbols in S00,0 for λ
∗T ∗  δ0, 0 t  T ∗.
Next, we introduce the symbol a˜ ∈ C([0, T ];S01,0), cf. (3.5),
a˜(t, x, ξ) :=
∫ √
a(t + τ, x)(τ 〈ξ 〉)〈ξ 〉dτ,
where  ∈ C∞0 ([−1,1]), 0  1,
∫
(τ) dτ = 1, and we have set a(τ, x) = a(T , x) for τ > T ,
a(τ, x) = a(0, x) for τ < 0.
We have∣∣∂αξ ∂βx (a˜(t, x, ξ)−√a(t, x) )∣∣Cα,β〈ξ 〉−1−αω(ξ)
and ∣∣∂αξ ∂βx ∂t a˜(t, x, ξ)∣∣ Cα,β〈ξ 〉−αω(ξ),
so we can factorize the operator Lλ,
Lλ =
(
∂t + ia˜(t, x,Dx)Dx + λ∗ω(Dx)
)(
∂t − ia˜(t, x,Dx)Dx + λ∗ω(Dx)
)
+ rλ,ω(t, x,Dx)ω(Dx)Dx,
with a new remainder rλ,ω such that rλ,ω(t, x, ξ) is still a bounded family of symbols in S00,0 for
λ∗T ∗  δ0, 0 t  T ∗.
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after a standard diagonalization procedure, the scalar equation Lλu = Lλu becomes equivalent
to a first order 2 × 2 system LλU = LλU with
Lλ = ∂t − i
(
a˜(t, x,Dx)Dx 0
0 −a˜(t, x,Dx)Dx
)
+ (λ∗I +Rλ(t, x,Dx))ω(Dx)
where I is the identity and Rλ(t, x, ξ) is a matrix of bounded families of symbols in S00,0 for
λ∗T ∗  δ0, 0 t  T ∗.
By (4.2) and the Calderon–Vaillancourt theorem, we can fix a large enough λ∗, consequently
also a small enough T ∗  δ0/λ∗, such that
λ∗I +ω−1/2(Dx)Rλ(t, x,Dx)ω1/2(Dx)
is a positive operator, so the same is true for (λ∗I +Rλ(t, x,Dx))ω(Dx) .
By Gronwall’s method, for every vector function U(t, x),
U ∈
1⋂
j=0
Cj
([0, T ∗];Hs+1−j,λ∗T ∗ω ),
we then obtain
∥∥U(t)∥∥
s,λ∗(T ∗−t),ω  C
(∥∥U(0)∥∥
s,λ∗T ∗,ω +
t∫
0
∥∥LU(τ)∥∥
s,λ∗(T ∗−τ),ω dτ
)
,
for every t ∈ [0, T ∗], which is equivalent to (4.6). 
Remark 4.4. The proof of Theorem 4.3 works for general strictly hyperbolic operators
L = ∂2t +
n∑
j=1
bj (t, x)Dxj ∂t +
n∑
j,k=1
ajk(t, x)DxjDxk ,
so including wave operators with anisotropic speed.
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