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ABSTRACT
Recent advents in Neural Machine Translation (NMT) have shown improvements
in low-resource language (LRL) translation tasks. In this work, we benchmark
NMT between English and five African LRL pairs (Swahili, Amharic, Tigrigna,
Oromo, Somali [SATOS]). We collected the available resources on the SATOS
languages to evaluate the current state of NMT for LRLs. Our evaluation, com-
paring a baseline single language pair NMT model against semi-supervised learn-
ing, transfer learning, and multilingual modeling, shows significant performance
improvements both in the En → LRL and LRL → En directions. In terms of av-
eraged BLEU score, the multilingual approach shows the largest gains, up to +5
points, in six out of ten translation directions. To demonstrate the generalization
capability of each model, we also report results on multi-domain test sets. We
release the standardized experimental data and the test sets for future works ad-
dressing the challenges of NMT in under-resourced settings, in particular for the
SATOS languages.1
1 INTRODUCTION
Since the introduction of recurrent neural networks (Sutskever et al., 2014; Cho et al., 2014; Bah-
danau et al., 2014) and recently with the wide use of the Transformer model (Vaswani et al.,
2017), NMT has shown increasingly better translation quality (Bentivogli et al., 2018). Despite this
progress, the NMT paradigm is data demanding and still shows limitations when models are trained
on small parallel corpora (Koehn & Knowles, 2017). Unfortunately, most of the 7,000+ languages
and language varieties currently spoken around the world fall under this low-resource condition.
For these languages, the absence of usable NMT models, creates a barrier in the increasingly digi-
tized social, economic and political dimensions. To overcome this barrier, building effective NMT
models from small-sized training sets has become a primary challenge in MT research.
Recent progress, however, has shown the possibility of learning better models even in this chal-
lenging scenario. Promising approaches rely on semi-supervised learning (Sennrich et al., 2016),
transfer-learning (Zoph et al., 2016) and multilingual NMT solutions (Johnson et al., 2017; Ha et al.,
2016). However, due to resource availability issues and to the priority given to well-established
evaluation benchmarks, the language and geographical coverage of NMT is yet to reach new heights.
This calls for further investigation of the current state of NMT using new languages, especially at
a time where an effective and equitable exchange of information across borders and cultures is the
most important necessity for many.
Therefore, the objectives of this work are: i) to benchmark and expand the current boundary of
NMT into five prominent languages used in the East African region (i.e. Swahili, Amharic, Tigrigna,
Oromo, and Somali), which have not been extensively studied yet within the NMT paradigm, ii)
to investigate strengths and weakness of NMT applied to LRLs and define open problems, iii) to
release a standardized training dataset for the five LRL, as well as multi-domain test sets for up to
20 directions, to encourage future research in zero-shot and unsupervised translation between LRLs.
1 Data, models and scripts can be accessed at https://github.com/surafelml/Afro-NMT
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2 EXPERIMENTAL SETTINGS
2.1 DATASET AND PREPROCESSING
For the five languages aligned to English, we collect all available parallel data from the Opus cor-
pus (Tiedemann, 2012), including JW300 (Agic´ & Vulic´, 2019), Bible (Christodouloupoulos &
Steedman, 2015), Tanzil, and Ted talks (Cettolo et al., 2012). For pre-training a massive multi-
lingual model for our transfer learning (TL) experiments, we utilize the Ted talks corpus by Qi
et al. (2018), which contains English-aligned parallel data for 58 languages but does not include the
SATOS ones. Monolingual data for each SATOS language are extracted from Wikipedia dumps 2
and the Habit corpus (Rychly` & Suchomel, 2016).3 Note that, given the data scarcity conditions
characterizing SATOS languages, our goal is to collect all the corpora available for these languages,
so to ultimately provide a standardized dataset comprising multi-domain test benchmarks facilitat-
ing future research. Tables 3 and 4 show the amount of data collected in parallel and monolingual
settings.4
At preprocessing time, data is split into train, dev and test sets. To avoid bias towards specific do-
mains, balanced dev and test sets are built by randomly selecting up to 5K segments. The remaining
material is left as training data, after filtering out segments similar to those contained in the dev and
test sets in order to avoid potential overlap. Then, the standardized data is segmented into subword
units using SentencePiece (Kudo & Richardson, 2018).5 The segmentation rules are set to 16K for
all models, except for the multilingual models that utilize 32K subwords. When required, particu-
larly for evaluation, the Moses toolkit Koehn et al. (2007) is used to tokenize/detokenize segments.
Unless otherwise specified, we use the same pre-processing stages to train all the models.
2.2 MODEL TYPES AND EVALUATION
To evaluate different NMT approaches on LRL s, we train the following model types:
i. S-NMT: a total of 10 single language pair models trained for each SATOS↔En pairs.
ii. SS-NMT: semi-supervised models trained with the original parallel data of an S-NMT model
and synthetic data generated with back-translation for each language pair.
iii. TL: adapted child model for each language pair parallel data from the massively multilingual
parent model (M-NMT116).
iv. M-NMT: a single multilingual model trained on the aggregation of all the SATOS↔En data.
These NMT models are evaluated on multi-domain test sets when available; otherwise, only the
in-domain test set is used. BLEU (Papineni et al., 2002) is used to measure systems’ performance.6
When En is the target language, BLEU scores are computed on detokenized (hypothesis, reference)
pairs. When the target is a LRL, we report tokenized BLEU. Further details about the NMT model
types considered in our evaluation are given in Appendix A.3.
2.3 MODEL SETTINGS
All the models are trained using the OpenNMT implementation7 (Klein et al., 2017) of Trans-
former (Vaswani et al., 2017) The model parameters are set to a 512 hidden units and embedding
dimension, 4 layers of self-attentional encoder-decoder with 8 heads. At training time, we use 4, 096
token level batch size with a maximum sentence length of 100. For inference, we keep a 32 exam-
ple level batch size, with a beam search width of 5. LazyAdam (Kingma & Ba, 2014) is applied
throughout all the strategies with a constant initial learning rate value of 2. Given the sparsity of
2Wikipedia: https://dumps.wikimedia.org/
3Habit: http://habit-project.eu/wiki/SetOfEthiopianWebCorpora.
4Considering geographical location there are well over 100 languages in the Horn of the African continent
which we plan to investigate in a future work.
5SentencePiece: https://github.com/google/sentencepiece
6Moses Toolkit: http://www.statmt.org/moses
7OpenNMT: http://opennmt.net/
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Table 1: BLEU scores for the SATOS ↔ En directions, domain-specific best performing results are
highlighted for each direction, whereas bold shows the overall best in terms of the AVG score.
Sw-En Am-En Ti-En Om-En So-En
Model Domain En Sw En Am En Ti En Om En So
S-NMT
Jw300 48.71 47.58 32.86 25.72 29.89 25.54 26.92 23.38
Bible 30.35 23.36 29.87 24.64
Tanzil 18.83 31.67 11.71 5.71 8.91 2.46
Ted 16.63 11.92 4.26 1.32 1.35 0.39
AVG 28.06 30.39 19.80 14.03 29.89 25.54 26.92 23.38 13.38 9.16
SS-NMT
Jw300 48.90 47.45 32.76 26.54 29.84 25.99 26.45 23.47
Bible 30.53 24.21 27.68 22.89
Tanzil 19.44 32.17 12.55 7.29 6.75 2.25
Ted 18.62 14.72 6.92 1.41 1.21 0.52
AVG 28.99 31.45 20.69 14.86 29.84 25.99 26.45 23.47 11.88 8.55
TL
Jw300 48.74 47.39 32.95 26.49 29.81 26.47 27.77 24.54
Bible 30.36 24.26 32.07 27.67
Tanzil 19.9 31.78 12.28 7.34 10.14 3.34
Ted 19.74 14.81 7.42 1.31 1.97 0.56
AVG 29.46 31.33 20.75 14.85 29.81 26.47 27.77 24.54 14.73 10.52
M-NMT
Jw300 46.62 44.47 33.21 24.39 32.21 26.4 32.24 24.96
Bible 29.78 20.01 34.99 28.76
Tanzil 18.75 24.22 13.68 10.95 12.68 3.73
Ted 17.54 14.65 6.78 1.32 3.09 1.01
AVG 27.64 27.78 20.86 14.17 32.21 26.40 32.24 24.96 16.92 11.17
the data, dropout (Srivastava et al., 2014) is set to 0.3. The multilingual models (M-NMT and M-
NMT116) are run for 1M steps, while the S-NMT, SS-NMT, and the adaptations steps of the TL
approach vary based on the amount of data used. In all runs, models’ convergence is checked based
on the validation loss.
3 RESULTS AND DISCUSSION
Table 1 shows the performance of the different LRL modeling criteria with multi-domain test sets.
Looking at the single pair NMT models (S-NMT), we observe that in all the test domains they
underperform with respect to the SS-NMT, TL, or M-NMT models in terms of averaged (AVG)
BLEU scores. Specifically to each domain, the S-NMT models perform reasonably well on the in-
domain test sets while, for the out-of-domain Ted test set we often observe rather large degradations.
For instance, on the Sw/Am/So-En Ted test sets, there is a consistent performance drop in both
in the LRL ↔ En translation directions. The performance drop with test sets featuring a domain
shift with respect to the training data shows the susceptibility of NMT in a low-resource training
condition. We expect that the S-NMT model performance can be improved with the more robust
models described in Sec. A.3.
Indeed, the AVG BLEU scores of the SS-NMT, TL, and M-NMT models show better performance
in most of the cases compared to the S-NMT model. Specifically, M-NMT achieves the highest
results in six out of ten directions. Interestingly, except for En→Om/So, all the other improvements
of the M-NMT occur when translating into En, these are: Am/Ti/Om/So→En directions. These
improvements are highly related to the fact that all the LRL s are paired with En, maximizing the
distribution of the En data both on the encoder and decoder side. M-NMT also shows the largest
drops when compared to all the other models. These drops occur particularly for the Sw-En pair,
with a -1.82 and -3.67 decrease respectively in comparison with the best performing approaches
(TL, SS-NMT). Similarly, a slight degradation is observed in the En→Am/Ti directions. Our
observation is that Sw-En can exploit the largest amount of parallel data, followed by Am-En and
Ti-En. This indicates that the least resourced pairs (Om-En and So-En) benefit most from M-
NMT modeling. Moreover, it is easy to notice that most of the performance degradation occurs
when translating into the LRL.
For the the SS-NMT and TL approaches, our experiments show comparable performance in most of
the translation directions. Both the approaches outperform the M-NMT in a total of four directions:
SS-NMT in En→Sw/Am, while TL in Sw→En and En→Ti. Contrasting SS-NMT and TL, the lat-
3
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ter shows either comparable or better performance. Particularly, for the less-resourced Om/So-En
pairs, the TL approach improves over SS-NMT. Indeed, these comparisons highly depend on several
factors: the type of training data (monolingual for SS-NMT, and parallel corpora for TL), size and
data distribution, and domain mismatch between the monolingual and parallel data. For instance,
for the So-En pair, the SS-NMT shows a drop even if there is more training data from the back-
translation stage. Perhaps, in addition to the poor quality of the back-translation, the drop can be
attributed to the dissimilarity of the target monolingual data from the original parallel corpora.
Moreover, domain-level performance of the SS-NMT, TL and M-NMT models shows a similar pat-
tern as in the S-NMT. An interesting aspect is that the performance on the out-of-domain test set
(Ted∗) shows a larger improvement margin than the in-domain test sets, where the best performance
comes from the TL and M-NMT models. For instance, TL improves the Sw→En to 19.74 BLEU
from the baseline S-NMT at 16.63 and the En→Sw to 14.81 from 11.92. Note that these im-
provements can be attributed to the domain similarity between the M-NMT116 model that is trained
with Ted talks data and used for TL stages. However, using all the SATOS pairs, the M-NMT
model improves all the out-of-domain test cases, with large gains in the extremely low-resourced
(Om/So-En) pairs. Overall, utilizing all the data at our disposal we can show improvements over
the baseline S-NMT models. A summary of open problems for LRL NMT based on the findings of
this work is presented in Section A.4.
4 CONCLUSIONS
In this work, we analyzed the state of NMT approaches using five low-resource languages. Our
investigation shows that the baseline single-pair model can be significantly improved by the more
robust semi-supervised, transfer-learning, and multilingual modeling approaches. However, a test
on out-of-domain data shows the poor performance of all the approaches. This work will hopefully
set the stage for further research on low-resource NMT modeling. Data, models, and scripts are
available at https://github.com/surafelml/Afro-NMT. For open problems observed
in this work see Section A.4.
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A APPENDIX
A.1 LOW-RESOURCE (SATOS) LANGUAGES
Table 2: Background on the SATOS languages that are considered in this work. Number of speakers
is following the estimates provided by https://www.ethnologue.com (2015).
Description
Language Family Sub-Family Script Users/Speakers
Swahili (Sw) Niger-Congo Bantu Latin 150M
Amharic (Am) Afroasiatic South-Semitic Ge’ez/Ethiopic 25M
Tigrigna (Ti) Afroasiatic South-Semitic Ge’ez/Ethiopic 7M
Oromo (Om) Afroasiatic Chustic Latin 35M
Somali (So) Afroasiatic Chustic Latin 16M
A.2 DATA AND STATISTICS
Table 3: Data statistics in number of examples for each pair of the SATOS languages paired with
English, across four domains.
Domain
Language Pair Split Jw300 Bible Tanzil Ted Total
Sw-En
train 907842 87645 995487
dev 5179 3505 681 9365
test 5315 3509 1364 10188
Am-En
train 538677 43172 17461 599310
dev 4514 4685 4905 14104
test 4551 4685 4911 567 14714
Ti-En
train 344540 344540
dev 4845 4845
test 4945 4945
Om-En
train 907842 907842
dev 5179 5179
test 5315 5315
So-En
train 44276 24592 68868
dev 4713 4393 565 9671
test 4735 4450 1132 10317
Table 4: Monolingual data size of the SATOS languages collected from Wiki dump and the
Habit (Rychly` & Suchomel, 2016) project. Note, the En side monolingual is only from Wiki and
selected proportional with each LRL monolingual data.
Language
Sw Am Ti Om So
Wiki 351805 114251 2560 12162 69386
Habit 1208947 139357 250432 2643337
Total 351805 1323198 141917 262594 2712723
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Figure 1: NMT modeling, from left to right: single pair, semi-supervised, multilingual, and transfer-
learning strategies.
NMTL1 L2
Encoder Decoder
EN LRL
Encoder Decoder Encoder Decoder
Encoder Decoder
Lang1 Lang2
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A.3 NMT APPROACHES FOR LOW-RESOURCE LANGUAGES
A.3.1 NEURAL MACHINE TRANSLATION
MT is a task of mapping a source language sequence X = x1, x2, . . . , xLx into a target language
Y = y1, y2 . . . , yLY , where Lx and Ly can differ. Several types of architectures have been proposed
for modeling NMT: Recurrent (Kalchbrenner & Blunsom, 2013; Sutskever et al., 2014; Cho et al.,
2014; Bahdanau et al., 2014), Convolutional (Gehring et al., 2017), and recently Transformer (TNN)
by Vaswani et al. (2017) that have shown better performance and efficient processing of input tokens
in a simultaneous manner. Though there are different formalizations of NMT for sequence repre-
sentation, the common underlying principle is to learn a model in an end-to-end fashion. In general,
an encoder network reads the input sequence (X) and creates a latent representation of it, whereas a
decoder network learns how to generate the output sequence (Y ). In this work, we utilize the TNN
for modeling the NMT systems.
TNN is built using a mechanism called self-attention, that computes relations between the different
positions of a given sequence to generate hidden representations. Both the encoder and decoder of
TNN constitute a stack of self-attention layers followed by a fully-connected feed-forward (FNN)
layers. The encoder is composed of N number of similar layers. Each of the N layers comprises
two sub-layers. The first sub-layer is a multi-headed self-attention, while the second is an FNN.
The decoder side is similar to the encoder, except a third multi-head self-attention layer is added,
to specifically attend on the encoder representation. For each target token prediction stage, a condi-
tional probability is computed using the previously decoded token and the source sequence (X):
p(yi = k|y<i,x) (1)
The network is trained end-to-end to find the parameters θˆ that maximizes the log-likelihood of the
training set {(xt,yt) : t = 1, . . . , Ly} :
Ly∑
t=1
log p(yt|xt; θˆ) (2)
The standard NMT (S-NMT) training requires the availability of a source to target language aligned
parallel corpus. Hence, the objective function is simply to learn the mapping from the source and tar-
get training examples. Moreover, several training objectives have been suggested for NMT training,
as illustrated in Figure 1, which we will discuss in the following sections.
A.3.2 SEMI-SUPERVISED NMT
In semi-supervised NMT (SS-NMT) monolingual data is utilized to improve over the S-NMT model.
The primary way of achieving SS-NMT is known as back-translation (Bertoldi & Federico, 2009;
Sennrich et al., 2015). Hence, to improve a Source → Target model with target language mono-
lingual data, an SS-NMT can be formalized in three stages: i) train Target → Source model by
reversing the parallel data, ii) translate the target monolingual data with the reverse model, and iii)
train the Source → Target model by merging the original and the newly generated synthetic parallel
data.
8
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The expectation is that, with the augmented data, the Source → Target translation performance can
be further improved. There are other variants of back-translation based SS-NMT (Edunov et al.,
2018; Caswell et al., 2019), however, for this work we focus on the above three stages follow-
ing Sennrich et al. (2015).
A.3.3 TRANSFER-LEARNING BASED NMT
Zoph et al. (2016) proposed a TL paradigm, where a model trained with a high-resource pair (parent)
is used to initialize a model training for LRL pair (child). Later the TL approach is improved by
incorporating related languages in the parent-child transfer setup (Nguyen & Chiang, 2017; Kocmi
& Bojar, 2018). The parent can also be trained with a large scale multilingual data (Neubig & Hu,
2018) and adapted to the LRL pair. Moreover, by tailoring the parent vocabulary and associated
model parameters to the child/new LRL pair (Lakew et al., 2017b) have shown a better positive TL,
also known as dynamic TL.
Given the diversity of languages and writing scripts, in this work, we utilize the dynamic TL mech-
anism following the experimental setup in Lakew et al. (2018). In other words, assuming a parent
model pre-trained with large scale multilingual data, but not the SATOS languages, the TL stage
must involve the customization to the LRL pair. Our goal is to investigate how far the pre-trained
model helps to improve a new LRL pair than comparing the different TL approaches.
A.3.4 MULTILINGUAL NMT
M-NMT can be considered under the umbrella of TL approach, however, within a single (parent)
model that aggregates all the parallel data of N language pairs. Hence, the TL can occur implicitly,
based on the assumption that the combination of all the available pairs data brings more diversity to
the model training corpus. Though there are several M-NMT modeling mechanisms (Dong et al.,
2015; Firat et al., 2016), we follow the single encoder-decoder based approach (Johnson et al.,
2017; Ha et al., 2016), that works by appending target language-flag at the beginning of each source
language example. Our goal is to comparatively evaluate the significance of the M-NMT model that
leverages the aggregation of all the SATOS languages data.
A.4 OPEN PROBLEMS
The reported results in Table 1, and the discussion confirms what has been reported in the literature
on back-translation, transfer-learning, and multilingual modeling to improve LRL translation tasks.
However, there are still open problems that require further investigation with respect to the SATOS
languages and other languages with small training data:
Language and Data: As shown in Table 2, we explored five languages that are low-resource, as
well as highly diverse. Where the varied characteristics of these languages can pose new challenges,
more so in the low-resource NMT setting. Meaning, each language can exhibit its characteristics that
might require a specialized modeling criterion. For instance, Am and Ti is a highly morphological
language (Tachbelie et al., 2009), that might be improved with alternative input modeling methods
than the segmentation approach (Kudo & Richardson, 2018) we utilized in this work. More impor-
tantly the availability of model training resources both in parallel and monolingual format is limited.
Hence, data generation approaches that can diversify the existing examples can be a key ingredient
to further improve the current model performance. In this direction, Arivazhagan et al. (2019) in-
dicated the importance of formulating sample efficient learning algorithms and approaches that can
leverage from other forms of data, such as speech and images.
Domain Shift: can be characterized by scenarios such as domain imbalance within a training data
or the domain mismatch between a parallel and monolingual data. The poor performance of each
modeling type on the Ted talks are a good indication to easily identify and assess the weakness
of NMT, more so in the low-resource setting. Moreover, the poor performance of the SS-NMT is
another example where back-translation can also harm the initial model (S-NMT) performance if the
monolingual data is too distant from the in-domain data. Thus, with the absence of enough training
material, learning a better translation model by exploiting all available domains is an important
criterion. This direction requires a model that can generalize well across domains while minimizing
the negative effect as observed in the SS-NMT case.
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Zero-Resource Language: As we have noted in Sec 1, the majority of the world languages do not
have parallel training material. Hence, for languages pairs with only monolingual data (i.e., zero-
resource languages), alternative modeling strategies are needed. We highlight this aspect, consider-
ing a real low-resource NMT modeling should aim at enabling and improving translation between
the LRL pairs. Indeed, recent progress in zero-shot Johnson et al. (2017); Ha et al. (2016) and un-
supervised Artetxe et al. (2018); Lample et al. (2018) approaches remain as the primary options to
explore. However, in light of recent studies (Neubig & Hu, 2018; Guzma´n et al., 2019), that shows
the weakness of zero-resource approaches, further investigation are required for languages such as
SATOS. In other words, certain LRL share few similarities (e.g. Am Vs. Sw), and with the absence
of comparable and large amount of monolingual data, zero-resource NMT settings become highly
challenging. In such type of resource scarce setting, perhaps incrementally learning and improv-
ing zero-resource directions from monolingual data by leveraging multilingual model (Lakew et al.,
2017a; Gu et al., 2019) could be a promising alternative to investigate.
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