1. Introduction and the main result. In a series of papers [6; 7; 8] Shields and Williams studied the class h oo ( 1Jt ) consisting of those functions u harmonic in the unit circle for which U(Z>=O(t{l 1r)). r=lzl--41-, where 1/!(x), x > 1, is a positive real function that grows more slowly than some power of x. In the present paper we solve Problem C of [7] by showing that each hoo('t/;) is isomorphic, via a multiplier transform, to some space of functions continuous on the unit circle satisfying a modulus of continuity condition. Of course, our solution generalizes the classical theorems of Hardy and Littlewood and of Zygmund (see [2, Chap. 5, § §1, 2]), and is motivated by them.
Before stating our main result we recall some definitions arid facts.
Moduli of continuity. For a complex-valued function h, defined on the real line, let Ll7h (n is a positive integer, t is a real number) denote the nth difference with step t:
If g is a complex-valued function defined on the unit circle T, then Ll7g is defined by
h(O) = g(e i O ) .
For fixed nand t , Ll7 is a linear operator which preserves C(T), the space of continuous functions on T. Furthermore, I I Ll7gI I < 2 n l lgl l, g E C(T), where 11·11 = 11·1100 stands for the maximum norm in C(T). The modulus of continuity of order n is defined by wn(g,t)=sup{IILl~gll:lsl<t), t>O, gEC(T).
Lipschitz spaces. For the sake of convenience we assume that all harmonic functions under consideration vanish at the origin. Similarly, if g E C(T) we assume that g(O) = 0, where g is the Fourier transform of g. Let h(Ll) be the class of all complex-valued functions harmonic in the unit disc~, and let hC(Ll) be the subspace of h(Ll) consisting of functions continuous on the closed disc. It is well known that the map u~u", U E hC(Ll), where u" is the boundary function of u, is a linear isometry of the space hC(d) (endowed with the maximum-norm) onto C(T). Thus any subclass of C(T) may be regarded as a subclass of hC(.d), and conversely.
Let if> be a positive function on (0, 1] and let n be a positive integer. The Lipschitz space Lip., if> consists of those u E hC(1i.) = C(T) for which (2) and is normed by
The spaces hoo,n(t/!). Let 1/; be a positive function on [1, 00) 
We define where there is a positive constant C such that x < y implies cp(x) < Ccp(y). An almost decreasing function is defined similarly. Throughout the paper we assume that l/; is almost increasing and positive on [1, 00) , and satisfies the following condition:
There is a constant C < 00 such that t/;(2x) < C1/;(x) , x >1.
As is remarked in [8] , (U) is equivalent to the existence of a positive number a such that t/;(x)/x a is almost decreasing for x > 1.
We also assume that cP is positive and almost increasing on (0, 1] and, for some
Our solution of the Shields-Williams problem is as follows. and
In particular, if~(t) = tn'if;(l/t) and ljIsatisfies (U,'), a < n, then Lip.,~= hoo,n(t/!).
(N) On the other hand, we do not know any multiplier transform which maps the space Lip, ¢,~(t) = 1/log(et), onto one of the spaces h oo ( 1/; ) . Further remarks are contained in §5.
The proof of the implication (b)~(a) is based on the following lemmas which are of some independent interest.
where C < 00 is a constant depending only on n (n = 1, 2, ... ).
Our proof of Lemma 1, given in §3, differs from the standard proofs of similar results (see [2; 5] ) and is independent of any pointwise estimate for the Poisson (or Cauchy) kernel. LEMMA 
2.
If U E h(Ll) and (4) J:(l-r)n-1M(Dnu,r) dr < 00, then U E hC(Ll) and (5) 
Jl-t
where C depends only on n.
The proof of this lemma ( §4) resembles the proof of the Hardy-Littlewood theorem [2, Thm. 5.1], but there is a difference.
In the last section we give some generalizations of Theorem 1.
2. Proof of Theorem 1. Throughout this section, n will denote a positive integer. The condition (U','), mentioned in the introduction, can be written in the form
Using this, one easily proves that if ex < n then (Va) implies where C is a constant.
REMARK. We use the letters C, c to denote positive constants which may vary from line to line.
The following lemma is proved in the same way as Lemma 2 of [8]. We sketch a proof for completeness. LEMMA 3. ' if; satisfies (An) ifand only ifthere is a < n such that 1/; satisfies (U~). Proof. We have to prove that (An) implies (VaJ for some ex < n. Let 1/; satisfy (An) and let '
It is easily seen that cF(x) < x -n1/;(x) < CF(x), x > 1, and this shows that it suffices to find b > 0 such that xbp(x) is nonincreasing for x >1. We choose b so 
Jl~J1-t
In order to prove the implication (a) => (b), we need some further lemmas. LEMMA 
If g E C(T) then the function wn(g, t)/t n is almost decreasing for
Proof. This fact is a consequence of the known inequality If A> 1 is arbitrary, we choose an integer m > 0 so that 2 m < A< 2 m+ 1, and then
The easiest way to prove inequality (6) is to use the identity
g being a trigonometric polynomial. Hence 
c/>(t) X t n 1/; ( l / I ) , 0 < t < 1, and this is part of (b).
In order to prove that (a) implies (Va) for some ex < n, we define the functions (13) where tE (I> 0) is the n-dimensional cube [0, Iln. Hence
The function~7u defined by (il7u) (re iO) = (il7u r ) (0) is harmonic in [z] < 1, and therefore 1I~7ur"00 < 11~7u*1I00 < wn(u*, t), t > O.
These inequalities together with the familiar estimate
It follows from (13) that

A(r) < t -n(l-r)nw(t) +2 nKt(1-r)-IA«1 +r)/2),
where w(t) = wn(u*, t 
where
JI-t
In order to estimate II Ll7h kll let m=n-k+l (1 <k<n) and observe that
(see (12)). Now we use the inequality (see Remark 1 below)
where C is independent of t. Combining all the above results yields (5) 
By using the relation f(z) = 2~l u(j)zj and Parseval's formula, 
O<s<t
O<s<l
Then cPo is positive and almost increasing on (0, 1], and satisfies (U~). Furthermore, by using Lemma 4 one easily proves that Lip., cP = Lip; cPo.
Some of our results can be generalized to the case of LP spaces and, more generally, to the class of homogeneous Banach spaces (see [4, p. 14] 
