By Euler integration we mean the integration of definable functions on R n against the Euler characteristic. We investigate the structure of the ring of all definable functions (with compact support respectively), the multiplication being defined by the convolution with respect to the Euler integration.
Introduction
Let X be a set and B a Boolean sublattice of the power set of X. Assume we have a map µ : B → R, subject to the property that for all A, B ∈ B with A ∩ B = ∅ one has
µ(A ∪ B) = µ(A) + µ(B).
Then for any function ϕ : X → R with finite range and the property that ϕ −1 (a) ∈ B for all a ∈ R (constructible functions) one has an obvious definition for ϕdµ or A ϕdµ where A ∈ B. Here one could even replace R by any commutative ring with unit.
A nice example for this is the situation where X is a topological space and B is tame in the sense that the Euler characteristic χ is defined for all B ∈ B. Here one takes χ for µ. O. Viro [Vi] , who introduced such an Euler integration explicitely, found nice applications in the case where X is a real or complex affine or projective space and B is the lattice of all algebraicconstructible subsets. More generally, the Euler integral makes sense on the lattice of all finitely subanalytic sets in R n , what is used essentially in [K-S] , or on polyconvex sets [Gr] . Viro, Schapira [Sch] and Groemer [Gr] also pointed out that one may consider, say on R n , the convolution (Euler multiplication) under which the constructible functions form a commutative ring with unit (the addition is the usual one). For the case of piecewise linear sets this fact was successfully applied in [P-K] at the study of additive measures for convex polytopes.
The investigation of the ring structure, given by the Euler multiplication, is the main task of the present paper. The underlying space will be R n , n = 0, 1, 2, 3, . . .. What is a natural candidate for B? In order to fix the dimension we write B = ω(n) for the suitable Boolean sublattice of the power set of R n and ω = n∈N ω(n). Let us list the natural properties we require for ω : ω(n) should contain all algebraic subsets of R n , ω should be closed under cartesian products and projections and, at least, ω(1) should only contain tame sets (in dimension 1 that are just unions of finitely many intervals). These properties lead exactly to the notion of an o-minimal system (containing the algebraic sets).
More details are explained in the next section. One considers also ominimal systems ω which do not necessarily contain all algebraic sets, for instance ω = P L = class of all piecewise linear sets. From time to time we will inculde this case.
After studying the Radon transform on the real projective space we introduce the Euler multiplication which gives us the ring structure on the set of all constructible functions (or those with compact support). Then we look at operations, known from Convex Geometry, like reversion, index, shadow and projection, which, exept for the shadow, lead in fact to ring homomorphims. Similarly, the classical polar set and the support function of a convex set extend to a polar transform and a support transform of our ring. These will enable us to charactrize the zero divisors, idempotens, units and finally those prime ideals, which consist entirely of zero divisors. The description of all prime ideals seems to be hopeless, but under a topology, which is compatible with the additive structure of our ring, one has some good information about the closed prime ideals. For instance, the minimal closed prime ideals are in 1-1 correspondence to the points on S n−1 . We will consider both, the ring of all constructible functions ϕ : R n → Z and the subring of the functions ϕ with compact support. The structural properties of these rings turn out to be rather different.
1 o-minimal systems Definition 1.1. An o-minimal system ω is a sequence ω = {ω(n)}, n ∈ N such that 1. For all n ∈ N, ω(n) is a Boolean lattice of subsets of R n .
If A ∈ ω(n) and B ∈ ω(m), then A × B ∈ ω(m + n).
3. If A ∈ ω(n + 1), then p(A) ∈ ω(n) where p : R n+1 → R n is the projection onto the first coordinates.
4. For all n ∈ N, ω(n) contains all algebraic subsets of R n .
5. For all A ∈ ω(1), A is a finite union of intervals (possibly unbounded) or points.
If one defines, starting from sets of ω, new sets by a first order formula, these belongs again to ω. Therefore, if ω is fixed, the sets belonging to some ω(n) are called definable. For instance, if A ∈ ω(n), then also the interior int(A), the closure cl(A) and the boundary bd(A) belong to ω(n). The class of all real semialgebraic sets forms an o-minimal system which is contained in any other one. However, given two o-minimal system ω 1 , ω 2 in general there is no third one containing both [Ro-Sp-Wi] . Exampel 1.2. a) A subset A ⊂ R n is called finitely subanalytic if A can be extended to a subanalytic set of the surrounding real projective space P n . The class of all finitely subanalytic sets forms an o-minimal system.
b) The class of all sets, which are definable over R by a first order formula using the field operations and the exponential function, forms an ominimal system. These are deep results. The proof of b) [Wi] was an essential break through in the whole theory. In the sequel we will use freely the fundamental properties of ω-minimal systems. For more information we refer to [vdD] and [Co] . Notations 1.3. Let ω be an o-minimal system and let E be a finite dimensional vectorspace. A ⊂ E is called definable if A is definable with respect to some coordinate system. We denote by ω(E) the lattice of all definable subsets of E. Thus ω(R n ) = ω(n). Let P n be the real projective space of dimension n. A ⊂ P n is called definable if A ∩ E is definable for any affine subspace E of P n . We write ω(P n ) for the lattice of all definable subsets of P n . There are more spaces for which one has the notion of definable subsets in a natural way, for instance the dual projective spaceP n consisting of all hyperplanes in P n , the blow up of R n at the origine or any definable subset of these. We refer to such a space as a definable space. Let S be a definable space. A construcible function ϕ : S → R with values in the ring R (commutative with unit) is a function with finite range such that ϕ −1 (r) ∈ ω(S) for all r ∈ R. The R-module of all these functions is denoted by R[ω(S)]. Also R c [ω(S)] denotes the submodule of the functions with compact support. For A ∈ ω(S) we denote by 1 A the characteristic function of A. Thus any ϕ ∈ R[ω(S)] can be written in the form ϕ = r i 1 A i , r i ∈ R, A i ∈ ω(S) and the sum is finite, but such a presentation of ϕ is not unique. We will consider mainly the case where R = Z, but note that we will be concerned with a different multiplication which is defined by convolution.
In the case where S = R n we will also consider ω = P L, the system of all piecewise linear sets. Here we write correspondingly R [P L(n) 
Euler integration and Radon transform
For the sequel, we fix an o-minimal system ω. Let A be definable. By χ(A) we denote the Euler characteristic of A with respect to the BorelMoore homology. This is well adapted to o-minimal geometry, since for every definable set A there exists a finite polyhedron P , a subspace P ⊂ P , consisting of open simplices, and a definable homeomorphism f : A → P [Co, Chap. 4] . On the other hand, χ(σ) = (−1) n for any open n-simplex σ.
Now let S be a definable space and let
By the properties of the Euler characteristic the left hand side is well defined. We call it the Euler integral of ϕ. If ϕ depends on a variable, say ϕ = ϕ(x), we may also write
If there is no doubt about the range of the integral we write also
Instead of Z we may choose any other ring of coefficients. The fundamental property, for which it deserves the name integral, is
The proof is easy (compare [Vi] ), but one needs fundamental properties from o-minimal geometry, for instance it is not quite obvious that
is constructible. Now let P n be the real projective space andP n the dual projective space consisting of all hyperplanes in P n . We define
for every hyperplane H ⊂ P n .φ is called the Radon transform of ϕ. We identifyP n with P n . Thus we get also a Radon transformation ∧ :
Proposition 2.2. With the above notationŝ
Proof. We proceed by induction on n, the case n = 1 being obvious. Now let P n ⊃ H be a subplane of codimension 2. We get
Here the first integration ranges over all hypersurfaces H ⊂ P n which contain H and by the notation dχ(H) we stress upon the integration inP n . We deduce from this
From ( * ) follows the claim for n = 2. n ≥ 3: We fix a hyperplane K ⊂ P n and denote, for a moment, byφ the Radon transform for ϕ|K. Also, H stands for hyperplanes in K. By ( * ) we getφ
If n is odd, by inductionφ(
Remark 2.3. If n is odd, the Radon transformation is obviously bijective. But if n if even, the Radon transformation is not injective. For instance, ϕ 1 =φ 2 = 0 for ϕ 1 ≡ 0 on P 2k and ϕ 2 ≡ 1 on P 2k .
Euler multiplication
Let ω be an 0-minimal system. We define on Z[ω(n)] a new multiplication, called Euler multiplication * by convolution with respect to the Euler integral, that is, for ϕ, ψ ∈ Z[ω(n)] :
For instance, if A, B ∈ ω(n) are compact and convex, then
where the addition on the right hand side is the Minkowski sum. 
Proposition 3.2. The map f * is a ring homomorphism.
Then by linearity of f and Fubinis theorem for the Euler integral one has
Remark and Notation 3.3. In the above situation consider, in particular, the case where
Note that χ | Z[R n , +] is the usual augmentation for group rings. Now let us turn to the case n = 1. Recall that every A ∈ ω(1) is a finite union of intervals. Hence for ϕ ∈ Z[ω(1)] there exists a partition of R into finitely many intervals on which ϕ is constant. Let 0 = h 1 , h 2 ∈ R 1 pointing in opposite directions. For x ∈ R 1 we set
is a homomorphism.
is an isomorphism of rings. Also the sequence
b) The sequence
where the right hand map is only additive. Here χ is the augmentation on Z[R, +] which coincides with the Euler characteristic.
Also
Proof: Straigt forward (compare also [P-K]). 2 In the next section we will generalize the homomorphisms α i to Z[ω(n)] in two ways.
Basic operations
Again we fix an o-minimal system ω. We will study three operations, called reversion (star), trace and shadow, which classically map convex subsets of R n to other subsets. In our situation they extend to additive endomorphisms of Z[ω(n)]. They are all defined by the same principle:
Let S ⊂ R n be a bounded definable set containing the origine. Also, let [vdD, Chap. 9] , [Co, 2.2] ). It follows that (S, x, ϕ) ) is an endomorphism of the additive group. 
, where the same definitions appear, the reversion is called star. Generically, the trace coincides with the index appearing in Morse Theory:
where
For instance, if we choose h such that the height function in direction h is a Morse function for ϕ (in the sense of stratified Morse theory), then α h ϕ has finite support and coincides with t h ϕ. If, moreover, ϕ hast bounded support, then 
Proof. (Compare also [Sch] and [M-P] .) In the first step we show that the reversion is involutiv. Let a ∈ R n . Then r(
This proves the claim in the piecewise linear setting. In the general case, after triangulating definable sets, we can argue in the same way. This follows from the local conic structure of definable set [vdD, Chap. 9 §2] , [Co, Th. 4 .10]. Now we show the second statement. We have ρ = α(S) where S is an open ball. Using again the local conic structure of definable sets one sees that instead of a ball one could also take an ellipsoid, in other words, the local conic structure does not depend on the euclidean metric. More generally, we could also take for S an open cube or parallelotope, centered at the origine. This will be used in the final step. Anyhow, this settles the claim if f is injective. For the general case we may assume that f : R n → R n−1 is the projection onto the first coordinates, there is a singular definable open simplex A ⊂ R n−1 , dim(A) = m ≤ n − 1, and ϕ = 1 B where B is a cell over A, that means, we have one of the two cases.
1. B is the graph of a definable bounded continuous function γ : A → R.
There are two definable bounded continuous functions γ
In case 1 it is not true in general that the projection f extends the homeomorphism B → A to a homeomorphism cl(B) → cl(A), since cl(B) could be blown up along faces of A. Corresponding phenomena appear in case 2. However, cl(B) is still definably homeomorphic to a convex polyhedron of dimension m or m + 1 respectively. Hence, using again the local conic structure of definable sets, we get r1 B = (−1) m 1 cl (B) in case 1 and r1 B = (−1) m+1 1 cl(B) in case 2. Hence, in case 2:
Case 1 works correspondingly. To prove hat r is an automorphism let
where S can be chosen to be an open cube in R 2n , centered at the origine. We write S = S 1 × S 2 with open cubes S 1 , S 2 ⊂ R n . Hence
Remark 4.7. The preceding Proposition does not hold for functions with unbounded support. For instance, let H := {x ∈ R n |x n ≤ 0} and, as before, f : R n → R n−1 the projection onto the first coordinates. Then
is an endomorphism of rings.
the projection onto the first coordinates and let
Proof. The assertion b) is obvious. For c) one may proceed similarly then at the previous Proposition. Since the result is not needed in the sequel we omit the details (compare also [M-P, Appendix]). For a) again we decompose the multiplication in Z c [ω(n)] into two maps:
and p(x, y) = x + y. Now, by b) and c) it is enough to show that for all ϕ, ψ ∈ Z c [ω(n)] and x, y ∈ R n one has α(2
2 The shadow is neither a ring homomorhism nor commutes it with projections but it plays an essential role at the construction of zero divisors.
The polar transform
Let B(n) be the blow up of R n at zero. So
be the canonical projection. We call ϕ : B(n) → Z constructible if ϕ|E n−1 and p * (ϕ|(B(n)\E n−1 )) are constructible, and denote by Z[ω(B(n))] the ring of all constructible functions ϕ :
The element 1 E n−1 is the unit in this ring.
Definition 5.1. The ringhomomorphism
Remark 5.2. Let ϕ ∈ Z[ω(B(n))] such that ϕ is constant on E n−1 . Then we may consider ϕ as element of Z[ω(n)] and vice versa. For instance, let K ⊂ R n be compact convex such that 0 ∈ int(K). Then 1
is the polar body
||x|| } is the polar body of K.
Proof. Let ϕ ∈ Z[ω(n)] and ϕ p = 0. By Proposition 2.1 (Fubini) χ(ϕ) = R n ϕdχ = 0. Also the radon transformφ = 0, henceφ = 0, thus, by Proposition 2.2, ϕ = 0.
2
What about surjectivity? There is one restriction: For ϕ ∈ Z[ω(n)] and all lines g (through the origine) we have
in other words, χ(ϕ p |g) does not depend on g. We have
] is an isomorphism of rings, where
(We denote the inverse isomorphism again by pol).
Case 1: n is odd. Here the Radon transformation is bijective. Hence there exists ϕ ∈ Z[ω(P n )] withφ = η. We show below that ϕ vanishes on
Case 2: n is even. We have
. Then clearly ϕ p has compact support, but not every ψ ∈ Z [ω(B(n))] with compact support is in the image of Z c [ω(n)] under pol (see Example 5.6). We need a further condition: Let γ : R → R n or S 2 → R n be a regular definable C 1 -curve, and let ψ ∈ Z[ω(B(n))]. For γ(t) = 0 we set γ * ψ(t) := ψ(g, γ(t)) where g is the line connecting γ(t) and the origine. If γ(t) = 0 we set γ * ψ(t) := ψ(g, 0) where g is the line through the origine in directionγ(0). 
Here E 2 is a euclidean subplane of R n . (Recall that the right hand side is independent of g).
For the converse we define ϕ and η as in Proposition 5.4. We show that ϕ(y) = 0 for ||y|| ≥ b. For this let E be the hyperplane in R n for which y ∈ E and E⊥span(y) where span(y) is the 1-dimensional subspace generated by y. Also, for a hyperplane E n−2 ⊂ E with y ∈ E n−2 let L(E n−2 ) be the 2-dimensional subspace of R n for which L(E n−2 )⊥E n−2 and y = L(E n−2 ) ∩ E n−2 . Finally, let γ(E n−2 ) be the circle in L(E n−2 ) with midpoint y and radius ||y||. Again we consider seperately case 1: n is odd. We get
Case 2: n is even. Here we get
2 Exampel 5.6. Let K be a star body in R 2 looking like a heart:
(compare Remark 5.2). Also, the boundary curve is a definable continuous function s : S 1 → R. For all one-dimensional subspaces g of R n we have
Hence there exists ϕ ∈ Z[ω(z)] with ϕ p = 1 K . However, ϕ is not of bounded support since we finde circles γ, passing through the origine and of arbitrarily large radius, such that
Thus condition b) of Proposition 5.5 fails.
6 The support transform Definition 6.1. The map
is called global jump.
Here
(compare section 3) and α(h)(ψ|span(h)) is identified with
The following are exact sequences of ring homomorphisms.
Proof. Obvious (compare Proposition 3.3). 2
Definition 6.3. The homomorphism of rings 
Moreover, in b) the element η ∈ C (S n−1 , Z[R, +]) is in the image iff (gj) −1 (η) fullfills condition b) of Proposition 5.5 7 Zero divisors
The rings Z[ω(n)] and Z c [ω(n)] have a lot of zero divisors. We are going to describe them and also those prime ideals which consist entirely of zero divisors. In the sequel, for ϕ ∈ Z[ω(n)] let Z(ϕ) := {h ∈ S n−1 |ϕ s (h) = 0}.
(recall that ϕ s is the support transform of ϕ).
Proposition 7.1. The function 0 = ϕ ∈ Z[ω(n)] is a zero divisor if and only if Z(ϕ) = ∅.
Proof. Since Z[R, +] has no zero divisors, ϕ s has a zero. Conversely, assume ϕ s (h) = 0 for h ∈ S n−1 . Let H := {x ∈ R n | x, h ≤ 0}. Then 1 s H (k) = 0 for all h = k ∈ S n−1 and 1 s H (h) = ±1 0 = 0. Now (ϕ * 1 H ) s ≡ 0. By Proposition 6.5a), ϕ * 1 H is constant on R n and either zero or a zero divisor, since κ * ψ = 0 if κ is constant and χ(ψ) = 0. 2
We could try to prove this here, using the criterion of Proposition 5.5, but we will postpone the proof to section 9 and 11 where we get it for free (compare Remark 9.2).
Proof. Let ϕ be a zero divisor. By Proposition 6.5 b) and the preceding Lemma ϕ s contains an open set of zeros. Conversely, let ϕ ∈ Z c [ω(n)], h ∈ S n−1 and ε > 0 such that ϕ s (k) = 0 for all k ∈ S n−1 for which the angle
where 0 < δ is chosen such that < )(y, y − δh) < ε for y⊥h, ||y|| = 1, in other words, arctg(δ) < ε. So K is the cone the bottom of which is the open unit ball in h ⊥ with vertex −δh (which is omitted). Now 1 s
2 In the preceding proof we constructed a special zero divisor. Quite generally one has Proposition 7.4. Let ∅ = K ⊂ R n be bounded convex open and let ϕ :
Proof. straight forward.
2
This result will be used in section 10. In every commutative ring A with unit the set of all zero divisors is a union of prime ideals. We denote by Speczero (A) the set of those prime ideals which consist entirely of zero divisors. So Speczero (A) corresponds to the spectrum of A, localized at the multiplicative set of all non-zero divisors.
In the sequel, we will consider ultrafilters Φ of definable sets S ⊂ S n−1 , and also prime filters Ψ of definable closed set U ⊂ S n−1 for which int(U ) = ∅. Recall the definitions for our situation:
Φ is called ultrafilter if ∅ = S ⊂ S n−1 is definable for all S ∈ ψ and
Ψ is called prime filter if S ⊂ S n−1 is definable closed and int(S) = ∅ for all S ∈ Ψ and
Proposition 7.5. The map
is a 1-1 corespondence between the set of all ultrafilters of definable sets in S n−1 and Speczero (Z[ω(n)]). The inverse map is
Proof. Let Φ be an ultrafilter of definable sets in S n−1 . Then clearly P (Φ) is a prime ideal consisting entirely of zero divisors.
Conversely, let p be a prime ideal, consisting entirely of zero divisors. We have to show that Z(p) is an ultrafilter of definable sets in S n−1 . By Proposition 7.1, Z(ϕ) = ∅ for all ϕ ∈ p. Next, let ϕ = a · 1 R n be constant. Then ϕ * ψ = 0 for all ψ with χ(ψ) = 0. In particular, we can choose ψ such that Z(ψ) = ∅. It follows ϕ ∈ p. Now let ∅ = S 1 S n−1 be definable and let S 2 = S n−1 \S 1 . Be Proposition 6.5a) we find
Obviously, the maps P and Z are mutually invers. 
Proposition 7.7. The map
is a 1-1 correspondence between the set of all prime filters of closed definable sets with non vanishing interior in S n−1 and Speczero (Z c [ω(n)]). The inverse maps is
Proof. Let Ψ be a prime filter of definable sets with non vanishing interior in S n−1 . Then clearly P (Ψ) is a prime ideal in Z c [ω(n)] consisting entirely of zero divisors.
Conversely, let p be a prime ideal of Z c [ω(n)] consisting entirely of zero divisors. By Proposition 7.2, int(Z(ϕ)) = ∅ for every ϕ ∈ p and by Lemma 
We have χ(ι) = 0 for the first four elements and χ(ι) = 1 for the remaining ones. Now take any definable partition
Then on each oriented line span(h) for h ∈ S i choose one fixed idempotent from the above eight ones, and take care that the Euler characteristic is 0 for
By Proposition 5.4 we find a unique ϕ ∈ Z[ω(n)] with ϕ p = ψ. This ϕ is idempotent and every idempotent element is of this type.
Units
The polar transform reduces the description of units in Z[ω(n)] to the case n = 1. Here we have 
Conversely, let ϕ be a unit in Z c [ω(1)]. According to Proposition 3.3 consider the maps α 1 , α 2 and assume that α 2 is the index in positive direction. 
Now we turn to arbitrary dimensions n. Since the polar transformation is injective we get immediately that ϕ ∈ Z[ω(n)] is a unit if and only if ϕ p |g is a unit for all lines g through the origine.
In particular, we have
L where K and L are compact convex. Very likely this holds also for arbitrary o-minimal systems ω, but I didn't find a convincing argument unless for n ≤ 2. On the other hand, for a closed unbounded convex set K the element 1 K is never a unit. In fact, let g be a line through the origine and p the usual projection:
Since we can choose g in such a way that p(K) is unbounded we see that ϕ p |g is not a unit (see Proposition 8.2).
By Example 5.6 we see that we may have unbounded units ϕ in Z[ω(n)] such that ϕ p |g is a bounded unit for all lines g through the origine. However, we have 
Z[ω(n)] as topological group
Let ω be an o-minimal system. As we mentioned before it seems to be hard to characterize arbitrary prime ideals of Z[ω(n)]. In particular, we are interested in the prime ideals
for h ∈ S n−1 ⊂ R n . By Proposition 7.5, these are certain maximal ele- In fact, our statement does not depend on the particular one but just on its properties, which we describe below.
Definition 9.1. A topology for constructible functions assigns to each ominimal system ω (including PL) and each n ∈ N a topology on Z c [ω(n)] subject to the following properties:
Here G(n) := 0(n) R n is the group of all euclidean motions.
e 
Remark 9.2. In the sequel usually not all the above properties are required. We never use that also the multiplication * is continuous simultanously in both arguments. In the example which we are going to construct in section 11 the multiplication * is separately continuous. I couldn't find a ring topology for which I was also able to show all the other properties.
Conditions c), d) and e) imply that the map
is continuous for all ϕ ∈ Z c [ω(n)]. Conversely, we have Proposition 9.3. The usual topology on S n−1 is the coarsest topology τ for which allφ, ϕ ∈ R[ω(n)] are continuous.
Proof: Consider the convex set
As for any compact convex set one has
In our case α(h)(1 K ) takes its maximal value a at h = (0, . . . , 0, 1) t . Then for ε with 0 < ε < a − 1 and ϕ = 1 K the setφ −1 (]a − ε, a + ε[) is a ball on S n−1 around h which gets arbitrarily small for sufficiently small ε. Similarly we can proceed for each h ∈ S n−1 . This shows that the topology τ is finer than the usual topology on S n−1 . By the previous Remark it is also coarser. 2
Closed prime ideals
Recall that Z c [P L(n) ] is the Z-module generated by all functions 1 K where K is a compact convex polyhedron in R n . Proof. This follows easily from Proposition 7.4 by induction on the dimension of the support of ϕ. 2 In the sequel we assume that a topology for constructible functions is fixed according to Definition 9.1.
Clearly, H is a closed subgroup of R n , +. Assume n ≥ 2. Let x ∈ E 2 ⊂ R n where E 2 is any 2-dimensional linear subspace containing x. Let also ∆ ⊂ E 2 be the line segment connecting x and −x. Now we rotate ∆ by elements g ∈ SO(E 2 ). By Proposition 4.1 b) we have
Since p is closed and after a half turn the rôles of x and −x are interchanged there exists g ∈ SO(E 2 ) such that 1 gx ≡ 1 −gx modp, that is 1 2gx ≡ 1 0 modp. This shows that H contains elements a = 0 where ||a|| is arbitrarily small. Since H is closed, H contains a non trivial 1-dimensional subspace W of R n . Let ρ : R n → W ⊥ be the orthogonal projection. We want to show that Ker(ρ * ) ⊂ p. Then the claim follows by induction. So let ϕ ∈ Ker(ρ * ). By the preceding Proposition we can write
Since we may replace, modp, line segments by one of the end points we may assume that ϕ (y) = 0 for
Here p h itself is a closed prime ideal.
Proof. The second claim follows from Definition 9.1 c) and e). By the preceding Proposition, the definition of the support transform ϕ → ϕ s and Proposition 3.3 b) the assertion is also true for ω = P L. For orbitrary ω 
splits it is anough to show that a continuous homomorphism
which is bounded on elements 1 b , b ∈ R, coincides with the augmentation. Now for a ∈ R we havef (1 a ) = λ(a)
is a homomorphism. If λ ≡ 1 we are done. Otherwise we have a ∈ R with λ(a) > 1 (replace a by −a if necessary).
Existence of topologies
In this section we will make sure that there exists at least one topology for constructible functions, according to Definition 9.1. We do not claim that it is unique or canonical in any sense. At first we consider a topology τ on Z[R, +] as follows: For ϕ ∈ Z[R, +] let l(ϕ) be the diameter of the support of ϕ and as before, let χ(ϕ) be the augmentation of ϕ. Finally, we set Proof. The conditions a), b), c) and e) are easily checked. Next let K ⊂ R n be convex compact. Recall that 1 s K : S n−1 → R is the usual support function for convex sets (restricted to S n−1 ). It is well known that this implies f).
For g) consider ϕ ∈ Z c [ω(n)]. We want to approximate ϕ by an element ∈ Z c [P L(n) ]. For this we may assume that ϕ = 1 Y for a compact set Y ∈ ω(n). At first we approximate Y by compact manifolds with boundary Y t ∈ ω(n). For this we take a definable approximating function f : R n → R for Y from outside, that means, f fullfills the conditions below: By definition of the support transform and v we get
But this is independent of h, thus v(1 Y − 1 Y t ) ≤ ε for all t < δ 1 .
In the second step we approximate Y t by a manifold with boundary Z ∈ P L(n). For this we take a sufficiently fine fat triangulation of (Y t , ∂Y t ) and replace the edges by streight line segments connecting the endpoints (compare [Ch-M-Schr]). If we choose for h ∈ S n−1 and the points a i (h) ∈ Rh as before we get in turn
for all a ∈ Rh with ||a − a i (h)|| ≥ 
from which one gets easily the claim. 2
