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Life-Span of Semilinear Wave Equations with
Scale-invariant Damping: Critical Strauss Exponent
Case
Ziheng Tu 1 Jiayun Lin 2
Abstract
The blow up problem of the semilinear scale-invariant damping wave equation
with critical Strauss type exponent is investigated. The life span is shown
to be: T (ε) ≤ C exp(ε−2p(p−1)) when p = pS(n + µ) for 0 < µ < n2+n+2n+2 .
This result completes our previous study [12] on the sub-Strauss type exponent
p < pS(n + µ). Our novelty is to construct the suitable test function from the
modified Bessel function. This approach might be also applied to the other type
damping wave equations.
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1. Introduction and Main Results
In this paper, we consider the blow up problem of following semilinear damp-
ing wave equation utt −∆u+
µ
1+tut = |u|p (x, t) ∈ Rn × [0,∞)
u(x, 0) = εf(x), ut(x, 0) = εg(x) x ∈ Rn,
(1)
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where µ ≥ 0, f, g ∈ C∞0 (Rn). We assume that ε > 0 is a ”small” parameter,
and the support of f and g satisfy
supp (f, g) ⊂
{
x
∣∣∣∣ |x| ≤ 12
}
. (2)
The damping term µ1+tut is so called as ”scale invariant” since it shares same
scaling as utt:
u˜(t, x) = u(λ(1 + t)− 1, λx).
For this typical damping, the asymptotic behavior of linear solution heavily
relies on the size of µ see [16]. Meanwhile, the blowup problem or the deter-
mination of the critical exponent of the semilinear equation has drawn great of
attention. Wakasugi [13] has obtained the blowup result if 1 < p ≤ pF (n) and
µ > 1, or 1 < p ≤ 1 + 2n+µ−1 and 0 < µ ≤ 1. In [14], the upper bound of the
lifespan is shown: Cε−(p−1)/{2−n(p−1)} if 1 < p < pF (n) and µ ≥ 1,Cε−(p−1)/{2−(n+µ−1)(p−1)} if 1 < p < 1 + 2n+µ−1 and 0 < µ < 1,
where C is a positive constant independent of ε and pF (n) = 1+
2
n is the Fujita
exponent. Due to the application of Liouville transform:
w(x, t) := (1 + t)
µ
2 u(x, t),
w turns out to satisfy the wave equation without damping and mass terms when
µ = 2. There are some studies focusing on this special case. D’Abbicco-Lucente-
Reissig [3] have showed the small data global existence if: 2(= pF (n) = pS(n+ 2)) < p <∞ for n = 2, µ = 2pS(5) < p <∞ for n = 3, µ = 2
where pS(n) is the Strauss exponent,
pS(n) :=
n+ 1 +
√
n2 + 10n− 7
2(n− 1)
which is the positive root of the quadratic equation:
γ(p, n) := 2 + (n+ 1)p− (n− 1)p2 = 0. (3)
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In the case of 1 dimension and µ = 2, Wakasa [15] considered the lifespan and
showed that the critical exponent is pS(3). For general µ > 0, D’Abbicco [2]
obtained following small data global existence result:
pF (1) < p <∞ for n = 1, µ ≥ 53 ,
pF (2) < p <∞ for n = 2, µ ≥ 3,
pF (n) < p ≤ nn−2 for n ≥ 3, µ ≥ n+ 2.
Recently, Lai-Takamura-Wakasa [8] applied test function method to obtain
following blowup result:
T (ε) ≤ Cε−2p(p−1)/γ(p,n+2µ),
for pF (n) ≤ p < pS(n+ 2µ), n ≥ 2 and 0 < µ < n
2 + n+ 2
2(n+ 2)
.
By introducing modified Bessel function Kν(t) as new test function, Tu-Lin [12]
updates their result to:
T (ε) ≤ Cε−2p(p−1)/γ(p,n+µ),
for pF (n+
µ
2
) < p < pS(n+ µ), n ≥ 2 and µ > 0.
Ikeda-Sobajima [6] obtained similar result. Besides, they also give the life-span
of critical case, i.e, p = pS(n+ µ) with lifespan
T (ε) ≤ exp(Cε−p(p−1)),
where µ is required to less than µ∗ :=
n2+2+2
n+2 . Their proof relies on the use of
hypergeometric function, which is initiated from Zhou-Han [18]. In the present
paper, we shall give an alternative way to construct the test function. By ap-
plying the wave plane formula and limiting behavior of second type of modified
Bessel function, we succeed to obtain the properties which is critical to the test
function. We emphasis that this approach is normal and can be also applied to
some other type of Laplacian with variable coefficients.
Our main result is stated in the following.
3
Theorem 1.1. For the Cauchy problem (1) with space dimension n ≥ 2, 0 <
µ < µ∗ and p = pS(n+µ), let initial values f, g be nonnegative smooth function
with compact support in {|x| < 12}. Suppose that a solution u of (1) satisfies:
supp u ⊂ {(x, t) ∈ Rn × [0, T ) : |x| ≤ t+ 1
2
}.
Then lifespan T <∞ and there exists a positive constant C which is independent
of ε such that
T (ε) ≤ exp(Cε−p(p−1)).
Remark 1.2. We note that when µ = µ∗, the Fujita exponent pF (n) equals to
Strauss exponent pS(n + µ). This suggests that µ∗ might be the threshold and
the critical exponent of invariant damping wave equation would be in form of
p = max(pS(n + µ), pF (n)) for any µ > 0. However, combing the result of
[2] and [13], there is still gaps. To be precisely, the global small data result of
following cases are lacking:
pF (1) < p <∞, 43 < µ < 53 , for n = 1
pF (2) < p <∞, 2 < µ < 3, for n = 2
pF (n) < p ≤ nn−2 , µ∗(n) < µ < n+ 2, for n ≥ 3.
and p > pS(n + µ) with 0 < µ ≤ µ∗ for arbitrary n. These cases need further
consideration.
The rest of the paper is arranged as follows. In Section 2, we do some pre-
liminary work. The test function is constructed and some important properties
related with are proved. Section 3 is devoted to prove the main theorem.
2. Preliminaries
In this section we prepare some lemmas. We first introduce the second type
of modified Bessel function:
Kν(t) =
∫ ∞
0
exp(−t cosh ζ) cosh(νζ)dζ, ν ∈ R,
4
which satisfies: (
t2
d2
dt2
+ t
d
dt
− (t2 + ν2)
)
Kν(t) = 0, t > 0.
We collect some facts about Kν(t) from [10]. The monotonicity with respect to
the order ν:
Kν(t) < Kν−1(t) for ν <
1
2
and Kν(t) ≥ Kν−1(t) for ν ≥ 1
2
. (4)
The limiting forms of Kν(t), for t≫ 1,
Kν(t) =
√
pi
2t
e−t[1 +O(t−1)]. (5)
For 0 < t≪ 1,
Kν(t) ∼ 1
2
Γ(|ν|)(1
2
t)−|ν| for ν 6= 0 and Kν(t) ∼ − ln t for ν = 0. (6)
The derivative identity:
d
dt
Kν(t) = −Kν+1(t) + ν
t
Kν(t) (7)
= −1
2
(Kν+1(t) +Kν−1(t)). (8)
We now start to construct our test function bq(x, t). For η > 0, let
λη(t) = (η(t+ 1))
µ+1
2 Kµ−1
2
(η(t+ 1))
and
ϕη(x) =
∫
Sn−1
eηx·ωdω.
It is obvious that λη(t) satisfies
[(1 + t)2
d2
dt2
− µ(1 + t) d
dt
+ (µ− η2(1 + t)2)]λη(t) = 0, (9)
and ϕη(x) satisfies
∆ϕη(x) = η
2ϕη(x). (10)
Define the positive smooth function:
bq(x, t) =
∫ 1
0
λη(t)ϕη(x)η
q−1dη.
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Observing (6), to ensure the integrability, q is required to satisfy:
µ+ 1
2
− |µ− 1|
2
+ q − 1 > −1⇐⇒ q > −min(µ, 1). (11)
We summary the properties of bq(x, t) in following lemma.
Lemma 2.1. (i) bq(x, t) satisfies following two identities(
∂2
∂t2
− µ
1 + t
∂
∂t
+
µ
(1 + t)2
)
bq(x, t) = bq+2(x, t)
and
∆bq(x, t) = bq+2(x, t).
(ii) The following identity holds for bqt(x, t)
∂
∂t
bq(x, t) =
µ
1 + t
bq(x, t)−
∫ 1
0
(η(t + 1))
µ+1
2 Kµ+1
2
(η(t+ 1))ϕη(x)η
qdη. (12)
(iii) There exists T0, such that for t > T0
bq(x, t) ∼
 (t+ 1)
µ
2 (t+ 1 + |x|)−q− µ2 if − µ2 < q < n−µ−12 ,
(t+ 1)
µ
2 (t+ 1 + |x|)−n+12 (t+ 1− |x|)n−µ−12 −q if q > n−µ−12 .
(13)
Proof. (i) The two identities can be proved directly from definition, which means
bq(x, t) satisfy the conjugate equation of (1):
vtt −∆v − ( µ
1 + t
v)t = 0.
(ii) Utilizing (7), we have
d
dt
λη(t) =
d
dt
[(η(t+ 1))
µ+1
2 Kµ−1
2
(η(t + 1))]
=
µ+ 1
2
(η(t+ 1))
µ−1
2 ηKµ−1
2
(η(t + 1)) + (η(t+ 1))
µ+1
2
d
dt
Kµ−1
2
(η(t+ 1))
=
µ+ 1
2(1 + t)
λη(t) + (η(t+ 1))
µ+1
2 η
[
−Kµ+1
2
(η(t+ 1)) +
µ− 1
2η(t+ 1)
Kµ−1
2
(η(t+ 1))
]
=
µ
1 + t
λη(t)− η(η(t + 1))
µ+1
2 Kµ+1
2
(η(t+ 1)).
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Inserting this into bq(x, t), it is easy to verify (12).
(iii) Applying the plane wave formula to ϕη(x) (see [1], page 8), we have
bq(x, t) =
∫ 1
0
λη(t)ϕη(x)η
q−1dη
=
∫ 1
0
λη(t)ωn−1
∫ 1
−1
(1− θ2)n−32 eθη|x|dθηq−1dη
= ωn−1
∫ 1
−1
(1 − θ2)n−32 dθ
∫ 1
0
(t+ 1)
µ+1
2 Kµ−1
2
(η(t+ 1))eθη|x|ηq−1+
µ+1
2 dη
= ωn−1(t+ 1)
−q
∫ 1
−1
(1− θ2)n−32 dθ
∫ t+1
0
Kµ−1
2
(η˜)eθη˜
|x|
t+1 η˜q−1+
µ+1
2 dη˜,
where η˜ = (1+ t)η. Due to (5), there exists finite large T0 which is independent
with ε such that for any θ ∈ [−1, 1] and (x, t) with |x|1+t < 1,∫ t+1
T0
Kµ−1
2
(η˜)eθη˜
|x|
t+1 η˜q−1+
µ+1
2 dη˜ ∼
∫ t+1
T0
√
pi
2η˜
e−η˜+θη˜
|x|
t+1 η˜q−1+
µ+1
2 dη˜.
On the other hand, by (11) with (6) and the condition q > −µ2 , the above
integrals on both sides over [0, T0] are bounded by C(µ, q, T0). Thus we have∫ t+1
0
Kµ−1
2
(η˜)eθη˜
|x|
t+1 η˜q−1+
µ+1
2 dη˜ ∼
∫ t+1
0
√
pi
2η˜
e−η˜+θη˜
|x|
t+1 η˜q−1+
µ+1
2 dη˜.
Consequently, for t > T0
bq(x, t) ∼ (t+ 1)−q
∫ 1
−1
(1− θ2)n−32 dθ
∫ t+1
0
e−η˜+θη˜
|x|
t+1 η˜q−1+
µ
2 dη˜
= (t+ 1)
µ
2
∫ 1
−1
(1− θ2)n−32 (t+ 1− θ|x|)−(q+ µ2 )dθ
∫ t+1−θ|x|
0
e−ζζq−1+
µ
2 dζ
where ζ = t+1−θ|x|t+1 η and q > −µ2 . Notice that for −1 ≤ θ ≤ 1, 12 ≤ t+1−θ|x| ≤
∞, we have
c0 ≤
∫ t+1−θ|x|
0
e−ζζq−1+µ/2dζ ≤ C0,
with c0 :=
∫ 1
2
0
e−ζζq−1+µ/2dζ and C0 :=
∫∞
0
e−ζζq−1+µ/2dζ = Γ(q + µ2 ). Thus
bq(x, t) ∼ (t+ 1)
µ
2
∫ 1
−1
(1 − θ2)n−32 (t+ 1− θ|x|)−(q+ µ2 )dθ
= 2n−2(t+ 1)
µ
2
∫ 1
0
(θ˜(1− θ˜))n−32 (t+ 1 + |x| − 2θ˜|x|)−(q+ µ2 )dθ˜
= 2n−2(t+ 1)
µ
2 (t+ 1 + |x|)−q− µ2
∫ 1
0
(θ˜(1− θ˜))n−32 (1− θ˜z)−(q+µ2 )dθ˜.
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Here θ˜ = θ+12 and z =
2|x|
t+1+|x| . Direct analysis on integral shows for n ≥ 2,
h(z) :=
∫ 1
0
(θ˜(1 − θ˜))n−32 (1 − θ˜z)−(q+µ2 )dθ˜
is integrable for 0 ≤ z < 1. For z = 1, if −µ2 < q < n−µ−12 , h(z) is continuous
at 1, thus bounded over [0, 1]. Otherwise q > n−µ−12 , h(z) behaves as (1 −
z)
n−µ−1
2 −q around z = 1. Finally we conclude that
bq(x, t) ∼
 (t+ 1)
µ
2 (t+ 1 + |x|)−q− µ2 if − µ2 < q < n−µ−12 ,
(t+ 1)
µ
2 (t+ 1 + |x|)−n+12 (t+ 1− |x|)n−µ−12 −q if q > n−µ−12 .
Remark 2.2. In fact, for γ > β > 0, the hypergeometric function has following
integral representation
F (α, β, γ; z) =
Γ(γ)
Γ(η)Γ(γ − β)
∫ t
0
tβ−1(1− t)γ−β−1(1− zt)−αdt, |z| < 1.
That is to say, for t > T0,
bq(x, t) ∼ (t+ 1)
µ
2 (t+ 1 + |x|)−q− µ2 F (q + µ
2
,
n− 1
2
, n− 1; 2|x|
t+ 1 + |x| ).
Remark 2.3. As we shall choose q = n−µ−12 − 1p and p = pS(n + µ) in later
application, the restriction on q, i.e,
q > −min(µ, 1) and q > −µ
2
implies that µ has to satisfy
µ < µ∗ :=
n2 + n+ 2
n+ 2
,
where µ∗, as we mentioned earlier, also satisfies pF (n) = pS(n+ µ∗).
Lemma 2.4. Suppose the Cauchy problem (1) has an energy solution u. If the
initial data satisfies that∫
Rn
ϕ1(x)f(x)dx ≥ 0,
∫
Rn
ϕ1(x)g(x)dx ≥ 0
and they are not identically to 0. Then for t > T0, for any p > 1∫
Rn
|u(x, t)|pdx ≥ Cεp(1 + t)n−1−n+µ−12 p. (14)
8
The proof of this lemma can be found in Tu-Lin [12]. We summaries the key
point in Appendix. We now test equation (1) by bq(x, t).∫
Rn
|u|pbqdx =
∫
Rn
uttbq − u∆bq + µut
1 + t
bqdx
=
∫
Rn
uttbq − ubq+2 + µ∂t[ bq
1 + t
u]− µu∂t( bq
1 + t
)dx
=
∫
Rn
uttbq + µ∂t[
bq
1 + t
u]− u
(
bq+2 +
µb′q
1 + t
− µbq
(1 + t)2
)
dx
=
∫
Rn
uttbq + µ∂t[
bq
1 + t
u]− ubqttdx
=
d2
dt2
∫
Rn
ubqdx+
d
dt
∫
Rn
(µ
bq
1 + t
u− 2bqtu)dx.
Integrate this identity over [0, t] three times, we obtain:
1
2
∫ t
0
(t− τ)2
∫
Rn
bq|u|pdxdτ =
∫ t
0
∫
Rn
ubqdxdτ − εt
∫
Rn
fbq(0)dx
+
∫ t
0
(t− τ)
∫
Rn
(
µbq
1 + τ
u− 2bqtu)dxdτ − 1
2
εt2
∫
Rn
gbq(0) + µfbq(0)− fbqt(0)dx.
Inserting (12) for bqt(0), we find the last integral is positive,∫
Rn
gbq(0) + µfbq(0)− fbqt(0)dx
=
∫
Rn
(
gbq(0) + f
∫ 1
0
η
µ+1
2 Kµ+1
2
(η)ϕη(x)η
qdη
)
dx > 0.
We obtain following inequality:
1
2
∫ t
0
(t− τ)2
∫
Rn
bq|u|pdxdτ
≤
∫ t
0
∫
Rn
ubqdxdτ +
∫ t
0
(t− τ)
∫
Rn
(
µbq
1 + τ
u− 2bqtu)dxdτ. (15)
Based on the estimation (15), we have following Lemma.
Lemma 2.5. Let n ≥ 2, p = pS(n+µ) and q = n−µ−12 − 1p , under the condition
of Theorem 1.1, the functional
G(t) =
∫ t
0
(t− τ)(1 + τ)
∫
Rn
bq(τ, x)|u(τ, x)|pdxdτ (16)
satisfies
G′(t) ≥ K(ln(1 + t))1−p(1 + t)
(∫ t
0
(1 + τ)−3G(τ)dτ
)p
t > 2 (17)
where K is a constant which is independent of ε.
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Proof. We note that the restriction (11) on q require µ < µ∗ :=
n2+n+2
n+2 . Simple
calculation gives
G′(t) =
∫ t
0
(1 + τ)
∫
Rn
bq(τ, x)|u(τ, x)|pdxdτ,
G′′(t) = (1 + t)
∫
Rn
bq(t, x)|u(t, x)|pdx.
We estimate the righthand side of (15). By using the finite propagation speed
and Ho¨lder inequality, we have
I :=
∫ t
0
∫
Rn
ubqdxdτ ≤ (G′(t))
1
p
(∫ t
0
∫
|x|≤τ+1
bq(τ)(1 + τ)
− p
′
p dxdτ
) 1
p′
.
Applying (13) for q = n−µ−12 − 1p < n−µ−12 , such that for t > T0∫ t
0
∫
|x|≤τ+1
bq(τ)(1 + τ)
− p
′
p dxdτ
=
∫ T0
0
∫
|x|≤τ+1
bq(τ)(1 + τ)
− p
′
p dxdτ +
∫ t
T0
∫
|x|≤τ+1
bq(τ)(1 + τ)
− p
′
p dxdτ
∼ C1(T0) +
∫ t
0
∫
|x|≤τ+1
(τ + 1)
µ
2 (τ + 1 + |x|)−q− µ2 (1 + τ)− p
′
p dxdτ
≤
∫ t
0
∫
|x|≤τ+1
(τ + 1)−q−
p′
p dxdτ
≤ C(T0)(1 + t)n−q−
p′
p
+1.
Since q = n−1−µ2 − 1p and p = pS(n + µ), utilizing the quadratic form (3), we
have
n− q − p
′
p
= p′. (18)
So we obtain
I ≤ C(1 + t)1+ 1p′ (G′(t)) 1p . (19)
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For the second term, inserting (12), we have
II :=
∫ t
0
(t− τ)
∫
Rn
(
µbq
1 + τ
u− 2bqtu)dxdτ
=
∫ t
0
(t− τ)
∫
Rn
(−µbq
1 + τ
+2
∫ 1
0
(η(τ + 1))
µ+1
2 Kµ+1
2
(η(τ + 1))ϕη(x)η
qdη
)
udxdτ
= −µ
∫ t
0
t− τ
1 + τ
∫
Rn
bqudxdτ
+2
∫ t
0
(t− τ)
∫
Rn
(∫ 1
0
(η(τ + 1))
µ+1
2 Kµ+1
2
(η(τ + 1))ϕη(x)η
qdη
)
udxdτ
:= II1 + II2.
The estimate of II1 is similar as I, by Ho¨lder inequality and (13),
II1 = −µ
∫ t
0
t− τ
1 + τ
∫
Rn
bqudxdτ
≤ µ
(∫ t
0
∫
Rn
(1 + τ)bq |u|pdxdτ
) 1
p
(∫ t
0
∫
|x|<τ+1
(
t− τ
1 + τ
(1 + τ)−
1
p b
1
p′
q )
p′dxdτ
) 1
p′
= µ(G′(t))
1
p
(∫ t
0
(t− τ)p′ (1 + τ)−p′(1+ 1p )
∫
|x|<τ+1
bq(x, τ)dxdτ
) 1
p′
≤ µ(G′(t)) 1p
(
C2(T0) + C
∫ t
T0
(t− τ)p′(1 + τ)−p′(1+ 1p )+n−qdτ
) 1
p′
.
Since q = n−1−µ2 − 1p with p = pS(n+ µ) which implies −p′(1 + 1p ) + n− q = 0,∫ t
T0
(t− τ)p′ (1 + τ)−p′(1+ 1p )+n−qdτ =
∫ t
T0
(t− τ)p′dτ ≤ (1 + t)1+p′ .
Thus
II1 ≤ C(µ, T0)(1 + t)1+
1
p′ (G′(t))
1
p . (20)
We now estimate II2. Define
b˜q(x, t) =
∫ 1
0
(η(τ + 1))
µ+1
2 Kµ+1
2
(η(τ + 1))ϕη(x)η
q−1dη,
with same process as (iii) in Lemma 2.1, one can prove that b˜q(x, t) shares the
same estimation (13) of bq(x, t) for some t > T˜0. As q =
n−1−µ
2 − 1p < n−1−µ2 <
q + 1, for t > T1 := max(T0, T˜0),
b˜q+1(x, τ)
bq(x, τ)
∼ (1 + τ)q+ µ−n+12 (τ + 1− |x|)−q−1+ n−µ−12
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which combines the Ho¨lder inequality, it gives
II2 ≤ C(T1) + (G′(t))
1
p
(∫ t
T1
(t− τ)p′
∫
|x|≤τ+12
bq(
b˜q+1
bq
)p
′
(1 + τ)−
p′
p dxdτ
) 1
p′
.
For τ > T1, due to q =
n−1−µ
2 − 1p and (18),
bq(
b˜q+1
bq
)p
′
(1 + τ)−
p′
p
∼ (1 + τ)−q+p′(q+µ−n+12 )− p
′
p (τ + 1− |x|)p′(−q−1+n−µ−12 )
= (1 + τ)1−n(τ + 1− |x|)−1.
Thus ∫ t
T1
(t− τ)p′
∫
|x|≤τ+ 12
bq(
b˜q+1
bq
)p
′
(1 + τ)−
p′
p dxdτ
∼
∫ t
T1
(t− τ)p′
∫
|x|≤τ+ 12
(1 + τ)1−n(τ + 1− |x|)−1dxdτ
≤
∫ t
T1
(t− τ)p′
∫ τ+ 12
0
(τ + 1− r)−1drdτ
≤
∫ t
0
(t− τ)p′ ln(τ + 1)dτ ≤ C(p)(1 + t)1+p′ ln(1 + t).
Consequently, we have
II2 ≤ C(µ, T0)(1 + t)1+
1
p′ (G′(t))
1
p
+ C(T1, p)(ln(1 + t))
1
p′ (1 + t)
1+ 1
p′ (G′(t))
1
p . (21)
Plugging the estimates (19), (20) and (21) into (15), we obtain for t > 2,∫ t
0
(t− τ)2
∫
Rn
bq|u|pdxdτ
≤ C
(
(1 + t)
1+ 1
p′ (G′(t))
1
p + (ln(1 + t))
1
p′ (1 + t)
1+ 1
p′ (G′(t))
1
p
)
≤ C(ln(1 + t)) 1p′ (1 + t)1+ 1p′ (G′(t)) 1p .
On the other hand,∫ t
0
(t− τ)2
∫
Rn
bq|u|pdxdτ =
∫ t
0
(t− τ)2(1 + τ)−1G′′(τ)τ
=
∫ t
0
∂2t [(t− τ)2(1 + τ)−1]G(τ)dτ = 2(t+ 1)2
∫ t
0
(1 + τ)−3G(τ)dτ.
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So we conclude that for t > 2,
G′(t) ≥ K(ln(1 + t))1−p(1 + t)
(∫ t
0
(1 + τ)−3G(τ)dτ
)p
.
3. Proof of Main Theorem
The following lemma is from [18].
Lemma 3.1. Suppose that K(t) and h(t) are all positive C2 functions and
satisfy
a(t)K ′′(t) +K ′(t) ≥ b(t)K1+α(t), ∀ t ≥ 0,
a(t)h′′(t) + h′(t) ≥ b(t)h1+α(t), ∀ t ≥ 0,
where α ≥ 0, and
a(t), b(t) > 0 ∀ t ≥ 0.
If
K(0) > h(0), K ′(0) ≥ h′(0).
Then we have
K ′(t) > h′(t), ∀ t ≥ 0,
which implies
K(t) > h(t), ∀ t ≥ 0.
Now we begin to prove the main theorem. Making use of Lemma 2.3 (14)
and Lemma 2.1 (13), for t > T0,
G(t) =
∫ t
0
(t− τ)(1 + τ)
∫
Rn
bq(τ, x)|u(τ, x)|pdxdτ
>
∫ t
T0
(t− τ)(1 + τ)
∫
Rn
bq(τ, x)|u(τ, x)|pdxdτ
≥ εp
∫ t
T0
(t− τ)(1 + τ)1−q+n−1− n+µ−12 pdτ.
Since q = n−µ−12 − 1p , p = pS(n+ µ) the exponent
1− q+ n− 1− n+ µ− 1
2
p =
1
p
+
n+ µ+ 1
2
− n+ µ− 1
2
p =
1
2p
γ(n+ µ, p) = 0.
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So we have
G(t) ≥ Cεp(t− T0)2 > 1
2
Cεpt2 for t > 4T0. (22)
At this moment, we are at exactly same position as Section 3 of [18]. By similar
argument, one can obtain the desired result. Here we only give brief outline for
completeness. Define
H(t) =
∫ t
0
(1 + τ)−3G(τ)dτ,
then
H ′(t) = (1 + t)−3G(t).
By (22), we have
H(t) ≥ Cε
∫ t
0
(1 + τ)−3τ2dτ ≥ c0εp ln(1 + t) for t > T0,
and
H ′(t) = (1 + t)−3G(t) ≥ Cεp(1 + t)−3t2 ≥ c0εp(1 + t)−1 for t > T0.
Plugging G(t) = (1+ t)3H ′(t) and H(t) =
∫ t
0
(1+τ)−3G(τ)dτ into (17), we have
((1 + t)3H ′(t))′ ≥ K0(ln(1 + t))1−p(1 + t)H(t)p, t > 2
which deduce to
(1 + t)2H ′′(t) + 3(1 + t)H ′(t) > K0(ln(1 + t))
1−pH(t)p, t > 2.
Set t+ 1 = exp(τ) and define
H0(τ) = H(exp(τ) − 1) = H(t),
one has
H ′0(τ) = H
′(t)
dt
dτ
= (1 + t)H ′(t),
H ′′0 (τ) = (1 + t)
2H ′′(t) + (t+ 1)H ′(t).
So we obtain following differential inequality system about H0(τ), for τ > T0
H ′′0 (τ) + 2H
′
0(τ) > K0τ
1−pHp0 (τ),
H0(τ) ≥ c0εpτ,
H ′0(τ) ≥ c0εp.
(23)
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Let
H1(s) = ε
p2−2pH0(ε
−p(p−1)s),
then we have 
εp(p−1)H ′′1 (s) + 2H
′
1(s) > K0s
1−pHp1 (s),
H1(s) ≥ c0s,
H ′1(s) ≥ c0.
(24)
On the other hand, let H3(s) satisfy the Ricatti equationH
′
3(s) = δH
p+1
2
3 (s), s ≥ s0,
H3(s) = c0/4,
(25)
which blowups at finite time s∗ independent with ε. By suitable choosing the
parameter s0, δ, so that c0 ≪ s0 ≪ 1δ , one can further constructH2(s) = sH3(s)
which satisfies 
εp(p−1)H ′′2 (s) + 2H
′
2(s) < K0s
1−pHp2 (s),
H2(s) = c0s0/4,
H ′2(s) < c0.
(26)
Applying Lemma 3.1, to H1 and H2, we have
H1(s) > H2(s) s ≥ s0,
which implies H1 blows up before s
∗, i.e, s < s∗. The transforming of variables
τ = ε−p(p−1)s and t < exp(τ)− 1 give the final conclusion.
4. Appendix
In this appendix, we give proof of Lemma 2.4.
Proof. Let
ψ(x, t) = λ1(t)ϕ1(x),
and define the functional
G1(t) :=
∫
Rn
u(x, t)ψ(x, t)dx.
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Then Ho¨lder inequality gives∫
Rn
|u(x, t)|pdx ≥ |G1(t)|
p
(
∫
|x|≤t+1
ψp′(t, x)dx)p−1
. (27)
Testing (1) by ψ(x, t), utilizing (9) and (10) for η = 1, the integration by part
gives ∫
Rn
(utψ − uψt + µ
1 + s
uψ)dx
∣∣∣∣t
0
=
∫ t
0
∫
Rn
|u|pψdxds > 0.
Thus we have
G′1(t) +
( µ
1 + t
− 2λ
′
1(t)
λ1(t)
)
G1(t) ≥ εCf,g, (28)
with Cf,g :=
∫
Rn
(λ1(0)g(x)+(µ−2λ
′
1(0)
λ1(0)
)f(x))ϕ1(x)dx. By the compact support
of f and g, Cf,g is finite. Moreover, Cf,g is positive. Since by (8)
λ′1(t) =
µ+ 1
2
(1+t)
µ−1
2 Kµ−1
2
(1+t)− 1
2
(1+t)
µ+1
2
(
Kµ+1
2
(1 + t) +Kµ−3
2
(1 + t)
)
,
then by (4), we have
µ− 2λ
′
1(0)
λ1(0)
= µ− 2
µ+1
2 Kµ−12
(1)− 12
(
Kµ+1
2
(1) +Kµ−3
2
(1)
)
Kµ−1
2
(1)
= −1 +
Kµ+1
2
(1) +Kµ−3
2
(1)
Kµ−1
2
(1)
> 0.
Multiplying (1+t)
µ
λ2(t) on two sides of (28), then integrating over [0, t], we derive
G1(t) ≥ εCf,g
∫ t
0
(1 + t)K2µ−1
2
(1 + t)
(1 + s)K2µ−1
2
(1 + s)
ds. (29)
The denominator can be estimated as∫
|x|≤t+1
ψp
′
(t, x)dx ≤ λ
p
p−1
1 (t)
∫
|x|≤t+1
ϕp
′
1 (x)dx
≤ C(1 + t)n−1+ p(µ+1)−(n−1)p2(p−1) e pp−1 (t+1)K
p
p−1
µ−1
2
(1 + t). (30)
Combing the estimate (29), (30) and (27), we now have∫
Rn
|u(x, t)|pdx
≥ Cεp(1 + t) p2 (2−n−µ)+(n−1)
·e−p(t+1)Kpµ−1
2
(1 + t)(
∫ t
0
1
(1 + s)K2µ−1
2
(1 + s)
ds)p.
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Applying (5), for t > T0
e−p(t+1)Kpµ−1
2
(1 + t)(
∫ t
0
1
(1 + s)K2µ−1
2
(1 + s)
ds)p
≥ C( pi
2(1 + t)
)
p
2 e−2p(t+1)(
∫ t
t
2
2
pi
e2(1+s)ds)p
= (
pi
2(1 + t)
)
p
2 e−2p(t+1)[
1
pi
(e2(1+t) − e2+t)]p ≥ C(p)(1 + t)− p2 .
Thus ∫
Rn
|u(x, t)|pdx ≥ C1εp(1 + t)
p
2 (1−n−µ)+(n−1) for t > T0.
.
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