Periodic integral manifolds for periodically forced Volterra-Lotka equations  by Hausrath, Alan R
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 87, 474-488 (1982) 
Periodic Integral Manifolds for Periodically 
Forced Volterra-Lotka Equations* 
ALAN R. HAUSRATH 
Department of Mathematics, Boise State University, Boise, Idaho 83725, and 
Departamento de Matematicas, Universidad de Los Andes, Merida, Venezuela 
Submitted bll J. P. LaSalle 
1. INTRODUCTION 
In this paper we study the pair of non-linear, non-autonomous periodically 
forced ordinary differential equations 
u’ = 1 - eyt’ + efi(t, U, v), 
u’ =e” - 1 + Ef*(t, 2.4, u). 
(1.1) 
These equations arise from consideration of the Volterra-Lotka equations for 
a two-species predator-prey system with periodic forcing. 
Recall the well-known Volterra-Lotka equations [3, 6] 
x’ = bx - pxq’, 
y’ = ,gx~’ - dy. 
(l-2) 
x is the biomass of the prey species and y is the biomass of the predator. 
b(d) is the “natural” birth (death) rate of the prey (predator) species in the 
absence of the other. p and g are constants which determine the effects of 
predation on the growth of the predator species and the decline of the prey 
species. Of course, 6, d, g, p are all positive. 
It is known that (1.2) is conservative with first integral xdybe-pY-gx and 
that all solutions in the physically meaningful first quadrant are periodic. In 
fact (d/g, b/p) is a center. These oscillations in the predator and prey 
populations have actually been observed and one can conclude that (1.2) 
approximates the physical situation in a reasonable way. 
However, (1.2) is autonomous and the physical situation is not. The two 
populations are forced by the yearly cycle of the seasons and there is daily 
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forcing superimposed on the annual climatic cycle. However. the daily 
forcing is probably less significant than the annual forcing by several orders 
of magnitude. 
Thus we postulate that a more exact model for predator-prey relationships 
is given by 
x’ = bx - pxy + of, (t. .K. j’ ) 
(1.3) 
where f, and f, are periodic in t. Probably the functions f, and f? should be 
almost periodic in t to attain the qreatest generality, but the almost periodic 
case is considerably more difftcult than the periodic one and we leave it for 
future investigation. 
Next we answer the question: How is (1.1) derived from (1.3)? Let 
x = bulg. .Y = bv/p, t = s/b to get 
ti = u - UC + &Ug,(S. u. r). 
ti = UC’ - yt’ + &vgz(S. u. 1’). 
where 7 = d/b. 
g,(s,u.u)=$f, i’.“.k). 
,b g P 
and a dot denotes d/ds. g, and g, are also periodic in s. 
Now make the indentifications x H U, J ++ L’, gi -fi, and s * t to get 
(1.4) 
the first new version of (1.3). 
Although (1.4) with E = 0 is conservative, it is not Hamiltonian, so we 
make a change of variables to transform (1.4) into a Hamiltonian system. 
Let 
x = yeU, 
1’ = eYl’ (1.5) 
to get 
u’ = 1 - eyL’ + sf((t, >fe,e”, e”“). 
~7’ = e” _ 1 + (e/y)f2(t. ye’. ey”). 
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Replace fr(f, ye”, eYc’) by f,(t, U, u) and (l/y)f,(t, ye”, eyL’) by f,(t, U, V) and 
define 
H(U, 0) = --u - u + (l/y) eyL’ + eU - (y + 1 )/y 
to get 
u’ = -H,. + cf,((t, u, v), 
u’ = H, + &f&, u, P). 
(1.6) 
Equation (1.1) and (1.6) are equivalent and we have completed the transition 
from (1.3) to (1.1). Observe that the equilibrium point (d/g, b/p) of (1.2) has 
been translated to the origin for (1.6) with E = 0. Notice also that in general 
h(f, 0,O) # 0 and that because of the change of variables (1.5), all values of 
u and u are physically meaningful, not just the positive values. 
2. BASIC PROPERTIES 
We study 
u’ = 1 - eYL’ + afi(t, 24, u), 
u = e” - 1 + sf(t, U, c), 
(1.1) 
where a prime denotes d/dt, and make the following hypotheses: 
(HI) fi: iR x IFi x [R + IR, i = 1, 2, is continuous in its first variable 
and possesses partial derivatives of arbitrarily high order in its second and 
third variables. 
(H2) There is a T > 0 such that fi(t, U, v) =fi(t + T, u, c) for all 
(t, U, u) in F? x IR x IR and i = 1, 2. 
(H3) f,,(f, u, Y) + fi,(t, u, v) = 0 for all (t, U, v) in IR x IR x IR. 
(H4) y > 0 and E is a small parameter. 
Before proceeding, we give examples of functions satisfying (H3). 
1. fik u, v) =f,(c v), f,(b u, u) =f&, u). 
2. There exists a Hamiltonian G(t, U, v) with the property that 
f, = G,,, fi = -G,. 
We shall use the following theorem due to Moser [4] to show the existence 
of an infinity of T-periodic integral manifolds of (1. I), each homeomorphic 
to a cylinder and each surrounding the solution beginning at (0.0). 
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THEOREM 2.1 (“Small Twist Theorem” of J. Moser). Let R and 19 be 
polar variables and consider the map 
M(E): 
R,=R +&~(R,&E), 
6, = 13 + L(R) + Eg(R, 0, E), 
1 < R < 2, where f, g are 2n-periodic in 9. Let L’(R) # 0 and let any curve 
C surrounding R = 1 and its image curve M(E)C intersect each other. The 
functions $ g are assumed to be sufficiently often differentiable. Then. for 
sufficiently small F there exists an invariant curve r surrounding R = I. 
More precisely, given any number w between I+( 1) and L(2) incommen- 
surable with 2n. and satisfying the inequalities 
for all integers p, q, there exists a differentiable closed curve 
R = F(,#. E), 
6’= @ + (74, E) 
(2.1) 
with F. G of period 2n in 9, which is invariant under the mapping izrl(f:). 
provided E is sufficiently small. The image point of a point on the curve (2.1) 
is obtained by replacing $ by (6 f w. 
Remarks. 1. The theorem provides not just one but infinitely many 
invariant curves. 
2. It can be shown that the set of such invariant curves omits only a 
set of arbitrarily small measure, if e is taken small enough. 
We record for future use some results about (I .l ). For compactness of 
notation. let 
U( t. u. F) = 
( 
1 -e”” + Efi(f, lf. L!) 
e” - 1 f ef?(f. u. 1,) 1 
and u(f, u,,, E) be the solution of (1.1) with ~(0. uO. E) = ug. Let 1.1 denote a 
convenient norm on P’.’ as well as the absolute value (which one will be 
clear from context ). 
THEOREM 2.2. For all u0 in IF”, u(t. u,,. E) exists and is unique as lorzg 
as it remains bounded. For all K > 0. there exists k > 0 such that /u,,/ < K 
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and 1~1 < k imply u(t, q,. E) exists for 0 ( t < T. u(t, u,,, E) is continuous in u0 
and E and possesses partial derivatives of arbitrarily high order in u,,. 
Proof: These are all easy applications of standard theorems in 
differential equations using (H 1). See, for example, [ 1, Theorems I. 1.1, 1.2.1, 
1.3.1, 1.3.2, 1.3.31. 
Let K be a positive number and let k, be chosen as in Theorem 2.2. Define 
the map M(E, u) by 
M(E, u) uo = u(T, uo, ~1 
for luol <K and 1~1 <k,. 
LEMMA 2.3. M(E, u) is area preserving. 
ProoJ M(E, u) is the period map for the differential equation 
u’ = U(f, u. E). 
Since U(t, u, 0) = ( >:I,) and using (H3), we obtain div U = 0. 
Let II, = u. + J’i U(s, IL, E) ds be abbreviated as u, = g(uo). Then by the 
results of Theorem 2.2, g is one-to-one and g’ is continuous. Let X be a 
region in u,-space. To verify the area-preserving property, we must show 
I‘ 1 du, = 1‘ 1 duo. 
.X -n-‘(X) 
By the change of variables theorem for multiple integrals 
1’ ldu,=l’ 1 IJduo)l duo. 
.X -g-‘(X) 
where Jg is the Jacobian of g. By the definition of g 
Jg(u,,.) = det 
I 
I + l.r Uu(s, u. c) $ ds 1. 
-0 
Using [ 1 Theorem 1.3.31, c%/&, is the solution of 
i, = U”(S, u, E)Y, y(0) = I, 
and so Jg(u,) = det y(T). In our case 
-H,,, +fi, -H,,,, +f,,. 
f-f,,, + fit. 1 
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[ 1. Lemma III. 1.5 1 implies 
det I = [det y(O)) exp 
= 1 . exp 1” 0 ds 
.O 
= I. 
In particular. det J,(T) = 1. Hence 
areaX =1x 1 du, =,i,l,xl I . 1 du,= areag-‘(X). 
Thus M(e. U) is area preserving. 
Let q < K be a fixed positive number. Then by Theorem 2.2. there exists 
A-, such that / cl < k, implies ) u(T, 0. E)J < q. 
THEOREM 2.4. Let C be a closed curr!e nlith the propert!’ that 
q < 1u 1 < K for all u on the curve. Let 1~1 < min(li,. k,). Then M(E, u)C 
intersects C. 
Proof. M(E, U) is defined for ) u) < K and /E) < k,. C surrounds 0 and 
M(E. u)O for IE/ < kz and by uniqueness M(E, u)C surrounds M(E. u)O. Hence 
either C surrounds M(E, u)C or M(E, u)C surrounds C or they intersect. 
Since M(E. U) is area preserving, the first two possibilities cannot occur and 
we conclude that C and M(E, u)C intersect. 
3. APPLKATION OF THE SMALL TWIST THEOREM 
In this section we transform (1.1) to a form which admits the application 
of Theorem 2.1. We begin with (1.6). 
u’ = a,, + &f,((t, u. 2’). 
L“ = H, + &fz(t, u, c). 
First we change to polar coorciinates. Let 
u=JEcos8. 
c=@sin6. 
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This change of variables is canonical and the differential equations for R and 
B are also a Hamiltonian system for E = 0. 
R’=-H,+/r(&), 
0’ = H, + F(E), 
(3.1) 
where 
H(R, 0) = -a(cos 0 + sin 19) + exp(mcos 0) 
+ (I/Y) ewb \/2Rsin 0) - (v + 1 I/Y. (3.2) 
The F(E) terms in (3.1) are continuous in t and possess derivatives of 
arbitrarily high order in R and B except possibly at R = 0. 
There is only one more change of variables necessary to bring (3.1) into 
the desired form. We prove a preliminary lemma. 
LEMMA 3.1. H, >Ofor R >O. 
Proof: By direct calculation 
H, = H/2R + (exp(\/2Rcos 8)[ mcos 6J - 1 ] 
+ 1 +(l/y)exp(y~sinB)[y\/2Rsin~- 11 
+ l/y}/2R. 
It is easy to show that exp(x)[,r - I ] > -1 and, therefore, 
H, > H/2R. 
Hence, if R = 0 is excluded, H, > 0. 
By Lemma 3.1, (3.2) is invertible and we solve it to get R = R(0, H). 
Define 
A = ) R (r, H) dr/2rr. (3.3) 
where j will mean that the limits of integration are 0 to 27~. 
We must study A briefly. 
LEMMA 3.2. A’(H)>OifH>O. 
Proof. From Lemma 3.1, H, > 0 for R > 0. Hence R, > 0 for H ) 0. 
But 
A’(H) = ) R,(s. H) dT/2n. 
Therefore, A’(H) > 0 for H > 0. 
(3.4) 
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Since A’(H) > 0 for H > 0. A = A(H) is invertible and we can solve for 
H = H(A). 
Define 
S(A, 0) = [’ R(r. H(A j) dt. 
-0 
Finally we define a change of variables (R, 8) + (A. 0) by 
R =S,, 4=&s,. 
Since S,, = R,H’(A) # 0 away from the origin, the transformation is well 
defined. Furthermore, S is a generating function and therefore the change of 
variables is canonical. 
Thus (3.1) becomes 
A’ = -H, + F(E). 
(3.5 
4’ = H,, + F(E). 
where H(A, 4) = H(R(A, $), 6’(A. 4)). 
However. it is known that H is a function of A alone [ (3.3). Lemma 3.2 
and thus H, = 0, H = H(A), and (3.5) becomes 
A’ = F(E). 
(3.6) 
q’ = H’(A) + F(C). 
For future use. we shall need the behavior of H”(A). Before undertaking that 
task, we give two lemmas about (3.6). 
LEMMA 3.3. H’(0) = y. 
Proof. The proof is a straightforward calculation. 
LEMMA 3.4. Outside a neighborhood of the origin, the right-hand side OJ 
(3.6) possesses the same continuity and differentiability properties as the 
right-hand side of (1.1). 
Proof: The proof is an exercise in the continuity and differentiability 
properties of compositions of functions. 
LEMMA 3.5. If (f)‘:” < y < (i)“‘, then H”(A) # 0 for 0 < A sufficientl>* 
small. 
Note. Lemma 3.5 is equivalent to the statement that the period of the 
periodic solutions of the Volterra-Lotka equations is a nonconstant function 
of amplitude, at least for (+)“” < I’,< (+)‘i3. This result has been asserted 15. 
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p. 141) but to the knowledge of the author the proof of Lemma 3.5 is the 
first analytic proof. 
Proof: We have already shown that A = A(H) is invertible. By direct 
calculation H”(A), if it exists, satisfies 
H”(A) = -[H’(A)]3 A”(N(A)). 
By Lemma 3.2, A’(H) > 0 if H > 0 and hence H’(A) > 0 if A > 0. So we 
must check that A”(H) exists and that A”(H) # 0 for H > 0. Recall that 
A(H) is defined by (3.3) and that R(B, H) is the inverse of H(R, 0) defined 
by (3.2). Let r = \/rr; then 
H = exp(\/2r cos 0) + (l/y) exp(y \/zr sin 0) 
- r fi(cos 0 + sin 13) - (y -t 1)//r (3.7) 
and H has a power series expansion, convergent for --co < r < co, uniformly 
in 8, 
H = F a,(O) rk, 
k:? 
(3.8) 
Observe that 
a,(e) = (@/k!)(cOsk e + yk-’ sink 0). P*9) 
a,(e) = cos2 13 + y sin’ e 2 min(1, y), 
independent of 8. 
We will show that (3.8) can be inverted to obtain a convergent power 
series and hence that (3.7) has an inverse given by a convergent power series 
in H. Equation (3.8) can be rewritten as 
H= a2(e) r2 1 f F (uk(e)/a,(e)) rke2 . 
I k:3 I 
clearly, 1 + cz3 (ak(e)/a2(e)) rkp2 converges for all r, uniformly in 8. 
Using [2, Theorem 1041, for r sufficiently small there exists a convergent 
power series 
I + G c,(O) rk 
k:l 
(3.10) 
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such that 
1 + CT c,(8) rk 
k=l 
2 = 1 + G (a,(0)/az(6)) Yk -?. 
k:j 
(Actually. 12. Theorem 1041 guarantees the existence of (3.10) and a radius 
of convergence only for each 19. However, 8 belongs to a compact set. and 
hence (3.10) exists together with a positive radius of convergence uniform in 
I!?.) H is non-negative, so let h2 = H and solve 
h = r dG@J ( 1 + k$, ck(e) rh ) (3.11) 
where m denotes the positive square root and where Lia,(B) > 
v’- = min( 1, jr”“). Using [2. Theorem 107 1, and the same remark as 
above. one can solve (3.11) to obtain 
r= \’ dk(B)hh, 
k:l 
(3.12) 
which converges for h sufticiently small, uniformly in 8. This means that 
(3.12) substituted into (3.11) produces a convergent power series on the 
right-hand side of (3.11) and. moreover, an identity. Thus. (3.12) is also a 
solution of 
h2 = \‘ ~~(6) rh. 
k=? 
(3.13) 
Thus, (3.13), and hence (3.8). admits a convergent power series solution in 
h. for h sufftciently small. and because (3.13) is particularly convenient to 
solve. we shall solve it for 
k-l 
However, since (3.14) is convergent for h sufficiently small. 
x 1 
- r’=R= \‘ bk(f3)hk 
k:, 
is convergent for h sufftciently small and, in fact, when h is replaced by H’,“, 
yields the desired solution of (3.8), and hence (3.7), for H > 0 small. 
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To solve (3.13), we substitute (3.14) into it and belance the coefficients of 
successive powers of h in the usual way. Actually, one solves immediately 
for the coefficients of r2 to reduce the amount of effort involved. 
After a bit of algebra, one obtains 
R = (l/a,(B))H - (~,(B)/cz,(~)~‘~) H”* 
+ [(34(e)/2 - a,(e) ~,vw2(w i ~2 
- [(2ia,(e)3 - m,(e) a,(e) a,(e) + 8a2w a,(e))/8 
x u,(B)“‘~] H5’2 + F(H-‘). (3.15) 
But A(H) = j” R(t9, H) de/2n and thus 
A(H) = B,(y)H + B,(y) H2 + F(H’) 3.16) 
since the integrals of the coeffkients of H312 and H512 in (3.15) can be shown 
to be 0. Thus 
A”(H) = 2B,(y) + F(H) (3.17) 
and the problem is to estimate B,(y). 
27c~,w = 1. 1 Ww2 - a2w ~,(ew:vw de, 
and after the substitution of a,(B), u,(B), and ad(O) and the elimination of a 
term which integrates to 0, we have 
~0s~ e + y4 sin 6 e 
12xB2(Y)=j’ (cos2 e + y sin2 e)4 de 
~0s~ 8 sin’ ecy2 sin* 8 + ~0s~ e) 
(3.18) 
- y) (~0s~ 8 + 1’ sin* ey de. 
Observe that if the denominators were replaced by constants, then everything 
could be integrated. Thus, we use the estimate 
m = min( 1,~) < cos? e + y sin’ 8 < M= max(1, y) 
to obtain 
12+(y) 2 (i/P) I(~036 e + ~4 sin6 e) de 
- (y/m4) 1’ (~0s~ e sin’ e(y* sin’ e + ~08~ 8) de 
PERIODIC INTEGRAL MANIFOLDS 485 
which implies. with no assumption about 7, 
96B,(y) >, 5( 1 + 7’)/MJ - I’( 1 + 1” )/m’. (3.19) 
We use (3.19) to obtain estimates on 1’ which guarantee B,(ll) > 0 and hence 
the assertions of Lemma 3.5. 
In all the development that follows. we assume that 1’ and A are restricted 
so that N”(A) + 0. 
With the completion of this sequence of lemmas, we can now return of 
(3.6). 
Let 4. K be as in Theorem 2.4. Let C denote the changes of variables 
C: (u. 1’) 4 (A. 9). let a and b be numbers such that 
a=max(A:(.4.~)=C(u.1~)./z~=qJ. 
b=min(A: (,4.@)=C(u.~).Irc, = K}. 
Let 1~1 < min(k,, li:). again from Theorem 2.4. If a < b is not true. we can 
decrease 9. increase K and of course decrease j ~1 until it is true. so we 
assume a < 6. 
Next we integrate (3.6) over one period. Let (A,,. 9,)) represent initial data 
(I = 0) and (A,, 0,) be the period map. i.e.. .A, = A( 7: A,,. o,,). 
0, = @( 7; A,, 0,). If M(E. A) denotes the map (A,,, o,,) + (A,. 0,). then 
M(E, A ) has the form 
WE. A j: 
A,=A,+E~*(A,.Q~,E). 
q, = p,, + H’(A,)T + cg*(A,. Q”. 6;). 
We make one final change of variables. a resealing: 
R=(A +b-Za)/(b-a). 
Then M(F. A) becomes 
M(E): B,=B,fEf(B,,&i.E), 
4, = &, + ff’(A,)T + &No, @ov E). 
where, of course. 
A,=(b-a)B,-b+2a. 
We investigate the properties of M(E). 
1. M(E) is defined for the annulus 1 < B < 2. 
2. Since a change of 27~ in B corresponds to a change of 2rr in 0. 
(A. q), and hence (B. $), are polar variables. Since f and g are essentially, 
part of the period map for (3.5), by uniqueness, f and g are 2n periodic in 
4 . 
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3. (d/&I,) H’(A,)T# 0 by Lemma 3.5 and the remark immediately 
following it. 
4. Let C be a curve surrounding B, = 1. Then C and M(c)C intersect 
each other. By Theorem 2.4, this is true of the original differential equations. 
Since all the changes of variable were well defined it must also be true of 
(3.5) and hence of M(E). 
5. By Lemma 3.4 and Theorem 2.2, f and g are arbitrarily often dif- 
ferentiable. 
Hence we can apply Theorem 2.1 to obtain 
THEOREM 3.6. Given any number o between H’(a)T and H’(b)T. 
incommensurable with 271, and satisfying the inequalities 
for all integers p, q, there exists a differentiable closed curve 
B=F(Y:&), 
#= Y+G(Y,c) 
(3.20) 
with F, G of period 2n in Y, which is invariant under the mapping 
M(s)-provided E is sufficiently small. The image point of a point on the 
curve (3.15) is obtained by replacing Y by Y + w. 
We return to our original variables U, L’ and Eqs. (1.1). Since all the 
changes of variables were well defined, Theorem 3.6 produces a large family 
of simple closed curves invariant under the period map for (1. I). 
4. CONSTRUCTION OF INTEGRAL MANIFOLDS AND 
INTERPRETATION OF RESULTS 
In what follows let M(E, U, k) be the solution map for (1.1) at time. t = kT. 
where k is an integer. 
LEMMA 4.1. Let r be an invariant curve of M(E, u). Then I- is also an 
invariant curve for M(E, u, k), k = 2, 3,4 ,... . 
Proof. Because U(t, u, E) is T-periodic, 
M(E, u, k) = M(E, u) M(E, u, k - 1). 
The proof then is a simple exercise in mathematical induction and the 
invariance of r under M(E, u). 
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THEOREM 4.2. Let r be an invariant curve of M(E. u) and 
H(r) = ((t, u) 1 u = u(t, uo, E), u. is in r}. 
Then b(T) is a T-periodic integral manifold of ( 1.1). 
Proof. K(r) is an integral manifold by definition: we need only show 
that it is T-periodic. For any real number s. define Y(r. s) = b(T) n (t = s). 
Let s be a fixed real number; we show that .N(f, s) = M(T. s t T). There 
exist li, an integer, and u, 0 <u < T, such that s = kT + u. 
Then Y(f. s) is obtained by following solutions starting at b(f. kt). for 
time u. N(C s + T) is obtained by following solutions starting at 
N(T. (k t- 1)7’), for a time u. However, by Lemma4.1, g(f. kT) = 
/f(T. k + 1)T) and since the vector field is T-periodic. R(f. s) = 
b(T. s + T). 
We make several observations about the invariant curves and the resulting 
integral manifolds. 
1. Each such curve surrounds the origin and hence. by uniqueness 
u(kT.O.6). This provides a bound on how far u(kT,O.&) can get from 0. 
2. For each such curve, 4 < (u[ < K for all u on the curve, where CJ 
and K are the numbers chosen for Theorem 2.4. 
3 -. Since each invariant curve is simple. by uniqueness and continuity 
with respect to initial data. each resulting integral manifold is homeomorphic 
to the cylinder 
((t.u)(lu/=const/. 
4. By uniqueness, each integral manifold surrounds u(., 0. c). 
All this enables us to state our main theorem. 
THEOREM 4.3. For each number w between H’(a)T arld H’(b)T. incon- 
mensurable rrith 2n. and sati@ing the inequalities 
for all integers p, q. there exists a T-periodic integral manifold for ( I.1 ), 
provided that E is sufJiciently small. Furthermore, each such integral 
manifold is homeomorphic to a cylinder and surrounds the solution u(., 0. F ). 
The set of integral manifolds omits only set of arbitrarily small measure [Jr: 
is taken small enough. 
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We conclude by observing that we now have a complete characterization 
of solutions to (1.1), at least for E small and for II,, in a neighborhood of the 
origin. Roughly speaking, there are four cases: 
1. Solutions beginning inside the “innermost” invariant curve have to 
stay inside the “innermost” integral manifold for all time. Hence they are 
bounded. Using the Brouwer fixed point theorem, this implies the existence 
of a T-periodic solution of (1.1) in a neighborhood of the origin. 
2. Solutions starting on an integral manifold must, of course, remain 
on it and, in fact, spiral around it. 
3. Solutions starting between two integral manifolds must remain 
between them. Thus, for E sufficiently small. the integral manifolds are 
stable, but not asymptotically stable. 
4. Nothing is known about solutions starting outside the family of 
integral manifolds. 
Comment suggested by the referee. Physically, hypothesis (H3) is not 
very satisfactory, since the set of perturbations of divergence 0 is a “thin” 
set. However. mathematically the hypothesis is necessary and it is not 
surprising that we must make it. The center structure of the Volterra-Lotka 
equations is only neutrally stable and hence not structurally stable. Thus we 
would expect to have to use a restricted set of perturbations to preserve 
“center-like” behavior in the perturbed system and in fact this is what we 
have done. The question of the behavior of solutions in the case that (H3) is 
violated is an interesting one which deserves investigation. 
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