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ABSTRAKT
V teoretické části této práce se uvádí základní informace o historii a vývoji umělých
neuronových sítí (UNS) z minulého období až po dnešek. Praktická část podává důkazy
předpokladů zmiňovaných v teoretické části této práce, např. znázornění učení, trénování
jednotlivých typů neurónových sítí na různých praktických úkolech, jejich následná
simulace a vynesení poznání a závěrů z těchto simulací. Cílem je simulování aktivního
prvku v síti, řízeného pomocí umělé inteligence. Tedy učení (trénování) neuronové sítě
a její následná simulace pro řízení přepínače. V práci je uveden a popsán algoritmus
směrování pomocí Hopfieldovy sítě založeném na typickém problému obchodního
cestujícího. Následuje nastínění optimalizačních problémů a jejich řešení, porovnání s
dalšími typy rekurentních (zpětnovazebních) sítí (Elman a Layer Recurrent) jejich hlavní
rozdíly, způsoby optimalizace, výhody a nevýhody. Z poznatků této práce, je uveden
návrh dalšího řešení řízení pomocí neuronových sítí do budoucna.
KLÍČOVÁ SLOVA
Neuron, perceptron, přenosová funkce, umělá neuronová síť, UNS, Hopfieldova neuro-
nová síť, Elmanova neuronová síť, neuronová síť Layer Recurrent.
ABSTRACT
This diploma thesis is devided into theoretic and practice parts. Theoretic part contains
basic information about history and development of Artificial Neural Networks (ANN)
from last century till present. Prove of the theoretic section is discussed in the practice
part, for example learning, training each types of topology of artificial neural networks
on some specifics works. Simulation of this networks and then describing results. Aim
of thesis is simulation of the active networks element controlling by artificial neural
networks. It means learning, training and simulation of designed neural network. This
section contains algorithm of ports switching by address with Hopfield’s networks,
which used solution of typical Trade Salesman Problem (TSP). Next point is to sketch
problems with optimalization and their solutions. Hopfield’s topology is compared with
Recurrent topology of neural networks (Elman’s and Layer Recurrent’s topology) their
main differents, their advantages and disadvantages and supposed their solution of
optimalization in controlling of network’s switch. From thesis experience is introduced
solution with controll function of ANN in active networks elements in the future.
KEYWORDS
Neuron, perceptron, transfer function, Artificial Neural Network, ANN, Hopfield’s neural
network, Elman’s neural network, Layer Recurrent neural network.
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ÚVOD
Zkoumání jednotlivých neuronových sítí je velmi mladým a dynamickým oborem,
který je studován od 50. let minulého století se střídavými výsledky. Inspirací pro
toto odvětví lidského zkoumání byla lidská neuronová soustava a lidský mozek, jako
řídící orgán celého těla.
Dnes se již neuronové sítě využívají v různých odvětvích lidské činnosti jako např.
predikce (předpověď počasí), optimalizace, klasifikační úlohy (diagnostické systémy)
a podobně.
Samotná práce bude pak rozdělena do 2 hlavních částí:
• Teoretická část,
• praktická část.
1. Potvrzení teoretických předpokladů na praktických úlohách.
2. Využití umělých neuronových sítí a s nimi spojených algoritmů v přepí-
nači.
V diplomové práci se bude jednat o nastínění stavby jednotlivých neuronových
sítí. Dále pak bude popsána práce jednotlivých typů sítí od nejjednodušších (per-
ceptron) až po sítě se složitějšími algoritmy vyhodnocování vstupní informace (Ho-
pfieldova síť nebo sítě zpětnovazební). Vybrané typy sítí budou testovány a simulo-
vány v programu MATLAB popř. jeho rozšíření SIMULINK.
V současné době se ve většině aktivních síťových prvcích jedná o směrování na
základě tabulek, které jsou buď statické či dynamicky měněné dle určitých algoritmů.
Hlavní náplní práce bude uplatnit neuronové sítě do rozhodovacích částí aktivního
prvku, a tím zefektivnit směrovací funkci jednotlivých aktivních prvků v síti. Proto
by měla být další část této práce tvořena simulací síťového prvku přepínače, jež je
řízen pomocí neuronové sítě, při které bude zkoumáno a simulováno řízení tohoto
prvku s optimalizací směrování při trénování a učení této topologie. U topologií
rekurentních sítí budou uvedeny algoritmy a jejich porovnání z hlediska rychlosti
a náročnosti učení na konstatních učících množinách. Přitom bude upozorněno na
výhody rekurentní topologie a její budoucí uplatnění v řízení síťového provozu.
Shrnutí hlavního cíle:
Nastínění optimálního algoritmu a topologie pro aktivní síťový prvek. Další mož-
nosti funkcí neuronových sítí v řízení aktivních prvků sítě.
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Toto téma jsem si vybral z důvodu jeho velké perspektivity, zajímavosti a rozsáhlé
možnosti využití mého předmětu bádání v nevšedních oblastech lidské činnosti.
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1 HISTORIE
Ačkoliv se biologickými neurony v mozku vědci zabývají již 1000 let, mezi teprve
první „průkopníkyÿ umělých neuronových sítí můžeme považovat objevitele neuronu
McCullocha a Pittse, kteří v roce 1943 sestrojili první model neuronu (ten lze
popsat jako výpočet váženého počtu vstupů, jenž se předá pomocí přenosové funkce
na výstup). Tento neuron se stal později základem všech neuronových sítí.
V následující době se započaly testovat různé algoritmy na neuronech s nastave-
ním prahů, k dosažení požadovaného cíle. Závěr výzkumů byl, že tyto neurony mohou
provádět jakýkoliv algoritmus. V roce 1948 bylo zkoumáno „Hebbovské učeníÿ, na
jehož základě vzniklo tzv. Hebbovo pravidlo (1949), které vychází z funkce živých or-
ganismů - „synaptické spojení mezi dvěma, ve stejnou dobu aktivovanými, neurony
se posiluje[1]ÿ.
Rosenblatt v roce 1958 zavedl pojem perceptron. Jedná se o jednoduchou jedno-
vrstvou síť, pro kterou byl navržen algoritmus, jenž umožnil naučit se řešit lineárně
separabilní úkoly. Na základě objevu perceptronu vznikla síť ADALINE pro rozpo-
znáváni binárních vzorů a predikci bitů v telefonních linkách. Síť MADALINE jako
první byla použita v reálném světě. Tyto sítě jsou vynálezem pana Widrowa a pana
Hoffa[1].
Rychlý rozvoj a financování výzkumu neuronových sítí bohužel zastavili pan
Minsky společně s Papertem, když dokázali, že jednovrstevná síť nedokáže řešit
jednoduchou základní funkci XOR[2].
Po útlumu vývoje neuronových sítí se objevila, za přispění Grossberga, kolem
roku 1980 síť ART. Od roku 1987 je nejpoužívanějším modelem síť s dopředným ší-
řením a učícím algoritmem zpětného šíření chyby (backpropagation). Vyvíjejí se také
rekurentní sítě (Hopfieldovy sítě ) nebo jiné, jenž se dokáží učit tzv.„bez učiteleÿ(bez
učebních vzorů) zástupcem těchto sítí jsou např. Kohonenovy mapy.
Nyní je situace taková, že se neuronové sítě začínají objevovat již jako stěžejní




Rok Objevitel Prvek UI
1943 McCulloch, Pitts Perceptron, formální neuron
1948 Hebb Hebbovské učení
1958 Rosenblatt Rosenblattův perceptron
1960 Widrow, Hoff ADALINE
1962 Widrow MADALINE
1969 Minsky, Papert Perceptrony
1980 Grossberg ART
1982 Hopfield Hopfieldova síť, energetická funkce
1982 Kohonen SOM - samoorganizující se mapy
1985 Parker, Le Cun Backpropagation - zpětné šíření
Tab. 1.1: Vývoj prvků (sítí) UI - umělé inteligence
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2 NEURON V BIOLOGII
Název umělé neuronové sítě je odvozen od jejího základního prvku neuronu. Tento
prvek byl stvořen jako model biologického neuronu v mozku.
Neurony v mozku jsou buňky, jenž se skládají z dendritů, těla a axonu. Spoje
mezi neurony se pak nazývají synapse, jak je zobrazeno na obr. 2.1.
Obr. 2.1: Biologický neuron. [11]
V lidském mozku je takových neuronů v počtu až 100 miliard. Mezi neurony
existuje hustá síť vazeb, v místech mezi dendrity jednotlivých neuronů (a to až 5000
spojů). Tyto neurony jsou využívány jak pro přenos, tak i pro vyhodnocení a zpraco-
vání informace. To můžeme pozorovat na zjednodušeném modelu neuronů v mozku
viz obr. 2.2. Informace se v neuronech šíří pomocí elektrických impulzů rychlostí
kolem 120 m/s. Pokud shrneme jednotlivé části neuronu, tak můžeme říct, že tělo
axonu zpracovává příchozí informaci. Dendrity a axony potom slouží k přenosu infor-
mací, přičemž směr elektrických pulzů je díky polopropustným membránám pouze
v jednom směru a to od axonů k dendritům [9].
Obr. 2.2: Funkce mozku.
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3 UMĚLÉ NEURONOVÉ SÍTĚ
Neuronové sítě dle typu architektury můžeme dělit na:
• Dopředné neuronové sítě,
Jednovrstvá perceptronová síť,
vícevrstvá perceptronová síť.
• rekurentní neuronové sítě,
Hopfieldova síť,
Elmanova síť.
• samoorganizační neuronové sítě,
Kohonenova síť.
3.0.1 Neuron
Matematický model neuronu viz obr. 3.1 a obr. 3.2 se skládá, jako jeho biologický
vzor ze vstupů a těla neuronu, kde se vstupní informace zpracovává. Ke zpracování
příchozích informací se nejčastěji využívají operace:
• Nastavení prahu - určení úrovně aktivace,
• sloučení vstupních informací - agregace,
• zpracování pomocí přenosové funkce na požadovaný výstup.
Obr. 3.1: Matematický model neuronu[3].
Z obrázku 3.2 lze vyčíst následující vztah pro neuron (3.1). Kde n je počet
reálných vstupů, které jsou označeny jako x1, x2, . . . , xn. ω1, ω2, . . . , ωn jsou potom
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Obr. 3.2: Neuron jako funkce.
jednotlivé váhy, které formují dané vstupy. Vážená suma vstupních hodnot potom






Díky přenosovým funkcím blíže viz kapitola 5.1.1, jenž jsou v neuronech obsa-
ženy, smíme tyto neurony třídit na lineární (např. purelin), prahové (např. hardlim)
a nelineární (např. logsig).
Přenosové funkce
Funkce Hardlim
Obr. 3.3: Přenosová funkce hardlim a její symbol uváděný v programu
MATLAB
R©[3].
Tato funkce je funkcí prahovou, tudíž nabývá pouze hodnot 0 nebo 1 jak je
uvedeno ve vztahu (3.2). Díky takové povaze funkce se využívá v neuronových sítích,
jako lineárně separabilní funkce. Tedy tam, kde je třeba rozdělit vstupní prostor do
dvou částí.
a(n) =
 1 pro n ≥ 0,0 pro n < 0. (3.2)
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Funkce purelin
Obr. 3.4: Přenosová funkce purelin a její symbol uváděný v programu
MATLAB
R©[3].
Z obr. 3.4 můžeme lehce odvodit jednoduchý vztah (3.3), který nám říká pouze
to, že vstup je kopírován beze změny na výstup.
a = purelin(n) = n. (3.3)
Funkce satlin
Funkce satlin je omezena shora v hodnotě 1 a zespoda v hodnotě 0, mezi těmito
body je funkce lineárně rostoucí viz vztah (3.4).




0 pro n ≤ 0,
n pro 0 < n < 1,
1 pro n ≥ 1.
(3.4)
Funkce logsig
Jako zástupce nelineární přenosové funkce je zde uvedena funkce logsig, jenž je
tvořena sigmoidou viz obr. 3.6 a vzorcem podmínky (3.5).
logsig(n) = 1/(1 + exp(−n)). (3.5)
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Obr. 3.6: Přenosová funkce logsig a její symbol uváděný v programu MATLAB
R©[3].
Přenosová funkce Popis
hardlim skoková funkce (nabývá hodnot 0,+1) - pro klasifikaci
purelin lineární funkce (nabývá hodnot mezi - ,+ ) - vhodná ve výstupní vrstvě
satlin saturovaná lineární funkce (nabývá hodnot mezi 0,+1)
logsig sigmoida (nabývá hodnot mezi 0,+1) - nelineární funkce
tansig hyperbolická tangenta (nabývá hodnot mezi -1,+1) - nelineární funkce
tribas trojúhelníková přenosová funkce
radbas radiální basická přenosová funkce
compet funkce pro soutěžní učení (kompetitivní) - pro samoorganizaci
Tab. 3.1: Shrnutí základních funkcí.
3.1 Dopředné neuronové sítě
Tok dat směřuje od vstupu na výstup.
3.1.1 Perceptron




• Adaline ( Madeline ).
Všechny tyto typy vycházejí z McCullochova-Pitsova perceptronu, jen mají různá
rozšíření, např. algoritmus učení u Rosenblattova perceptronu. Obecně se dá říct, že
funkce hardlim dává perceptronu schopnost klasifikovat vstupní vektor rozdělením
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vstupního prostoru na dvě části. Perceptron s jedním vstupem tedy dělí přímku
bodem, se dvěma vstupy dělí plochu přímkou, se třemi vstupy dělí prostor plochou
atd. . Je-li perceptronů N, pak dělí vstupní prostor na 2N částí.
Obr. 3.7: Zobrazení topologie perceptronu[3].
Klasický perceptron, který se skládá pouze z jedné vrstvy neuronů a má 2 vstupy,
se označuje v topologií sítí jako neuron, jež je zobrazen na obr. 3.7. Tento perceptron
využívá přenosovou funkci hardlim (více viz 3.0.1). Výsledný výstup záleží na na-
stavení prahu a jednotlivých vah obou neuronů, jak je zřejmé z obr. 3.8.
Jedním z nejznámějších algoritmů učení této sítě je tzv. Hebbovo učení. Skládá
se z několika kroků[2]:
1. Náhodné nastavení vah,
2. možné stavy výstupu:
• výsledek odpovídá požadovanému výstupu ⇒ váhy se nemění,
• výsledek je hodnota 0 nebo -1, ale požadovaný výstup má být 1⇒ inkre-
mentace vah na aktivních vstupech,
• výsledek je hodnota 1, ale požadovaný výstup má být 0 nebo -1 ⇒ de-
krementace vah na aktivních vstupech.
Jednotlivé váhy jsou měněny dle dalších algoritmů (např. delta pravidlo), a nebo
konstantně. Omezení perceptronu je takové, že pokud má být učení úspěšné musí
být daný úkol lineárně separabilní. Jednoduchá perceptronová byla podrobena učení
na funkce AND a OR. Výsledky jsou uvedeny v části 5.1.2.
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Obr. 3.8: Závislost výstupu na nastavení vah a prahu[3]
3.1.2 Backpropagation
Tato síť je založena na iterativním gradientním algoritmu učení, který minimalizuje
čtverce chybové funkce[2]. Backpropagation vychází ze sítě perceptron. Skládá se
z 1 vstupní vrstvy, 1 výstupní vrstvy a mezi nimi je x skrytých vrstev neuronů viz
obr. 3.9. Sítě tohoto typu jsou často velmi jednoduché a adaptabilní, z toho důvodu
vyhovují široké škále požadavků.
Obr. 3.9: Topologie sítě backpropagation[3].
Algoritmus zpětného šíření backpropagation
1. Náhodné nastavení vah.
2. Určení trénovací množiny.
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3. Výpočet aktuálního výstupu.
4. Adaptace vah.
Cílem tohoto algoritmu je dosáhnout co nejmenší energetické náročnosti sítě.





(yi − di)2, (3.6)
kde n je počet neuronů výstupu sítě,
yi je i-tý výstup,
di je i-tý požadovaný výstup.
V praktické části této práce je uvedena ukázka algoritmu backpropagation viz
kapitola 5.1.3.
3.2 Rekurentní neuronové sítě
V rekurentních síti se objevuje alespoň jedna zpětná vazba, která způsobuje dyna-
mické chování sítě.
3.2.1 Hopfieldova síť
Hopfieldova rekurentní (zpětnovazební) síť se skládá pouze z jedné vrstvy, která je
plně propojena, to znamená, že výstup každého neuronu je napojen na vstupy všech
ostatních neuronů v síti kromě sebe sama. Tím je docílena symetrická síť. Učení a
vybavování této sítě vychází z následujícího algoritmu.
Proces učení Hopfieldovy sítě [2]







j pro i 6= j,
0 pro i = j, 0 ≤ i, j ≤ N − 1,
(3.7)
kde wij je váha mezi i-tým a j-tým neuronem. Jde o čtvercovou matici a M
je počet vstupních neuronů.




1. Inicializace Hopfieldovy sítě
Nastavení počátečních stavů dle předložených vzorů podle vztahu,
µi(0) = xi, pro 0 ≤ i ≤ N − 1, (3.8)
kde µi(t) je výstup z i-tého neuronu v čase t,
xi je element obrazce.
2. Iterace až do nalezení odpovědi
µi(t+ 1) = fh[
N−1∑
i=0
tijµj(t)], pro 0 ≤ j ≤ N − 1, (3.9)
kde,
fh je nelinearita bez posunutí.
Tento krok se provádí tak dlouho, dokud se nepřestanou měnit váhy.
3. Opakování celého procesu
Po skončení lze zadat další vzor nebo je ukončeno vybavování.
Architektura Hopfieldovy sítě
Obr. 3.10: Topologie Hopfieldovy sítě[2].
Nevýhody sítě: nízký počet vzorů, jenž může uchovat, velké nároky na výpočty a
paměť.
Výhody: umí automaticky, ke svým naučeným vzorům všechny inverzní vzory.
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3.2.2 Elmanova síť
Elmanova síť je dvouvrstvá síť s algoritmem učení backpropagation a se zpětnou
vazbou ze skryté vrstvy na vrstvu vstupní. V každém časovém kroku je možné vý-
stup ze zpětné vrstvy, použít jako vstup do kontextové vrstvy a ta je využita jako
vstup do celé neuronové sítě. Tedy vstup signálu do neuronové sítě v čase t může
ovlivnit vstup v čase t+ 1. Více viz obr. 3.11.
Při učení této sítě existuje několik nejpoužívanějších algoritmů.
Učící algoritmus zpětného šíření chyby v čase - využívá se pro výpočet derivace
chyby pro rekurentní sítě. Zjednodušeně lze napsat, že jde o modifikaci algoritmu
backpropagation, kde se jako první provede rozvinutí rekurentní sítě v čase, do sítě
s dopředným šířením. Poté již lze využít klasický algoritmus zpětného šíření chyby.
Učící algoritmus učení v reálném čase - nepotřebuje přesně definovaný časový
interval určující rozvinutí sítě, ale je výpočtově náročnější než předešlý algoritmus.
Učící algoritmy na základě Kalmanova filtru- jeden z nejpouživanějších přístupů
k učení rekurentních neuronových sítích. Kalmanův filtr je možné využít pro odhad
skrytého stavu na základě pozorování. Objevují se různé modifikace, neboť se jedná
o výpočtově náročný algoritmus.
Obr. 3.11: Topologie Elmanovy sítě[8].
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3.3 Samoorganizační neuronové sítě
3.3.1 Kohonenova síť
Tato jednovrstvá síť patří mezi skupinu samoorganizujících se sítí. Pracuje na prin-
cipu shlukování neuronů. Síť se snaží napodobit lidský mozek, který si uchovává
informace pomocí vnitřní prostorové reprezentace dat. Narozdíl od Hopfieldovy sítě,
kde byly neurony propojeny každý s každým, jsou v Kohonenově síti pospojovány
jen nejbližší sousední neurony. Neuron také nemá přenosovou funkci, pouze počítá






Tato síť řadí neurony do oblastí, aby mohla co nejlépe klasifikovat předložený pro-
blém. Každým krokem se přitom mění váhy (adaptace vah). Dochází ke kompetici
(soutěžení) mezi neurony. Jakmile je nalezen neuron, který představuje nejbližší vzor
ke vstupnímu, soutěž vyhrává a okolní neurony upraví váhy a vektory dle neuronu.
Dochází tak k optimalizaci sítě[2].
Architektura Kohonenovy sítě
Obr. 3.12: Topologie Kohonenovy sítě[2].
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4 SÍŤOVÉ PRVKY
Prvky (uzly) sítě můžeme dle jejich činnosti rozdělit na aktivní a pasivní. Mezi pa-
sivní prvky řadíme hlavně rozvody, kabeláže, zásuvky, rozvaděče apodobně. Aktivní
síťový prvek je elektronické zařízení, které se nachází v místech, kde potřebujeme
různě upravovat signál, ať již v jeho směru nebo tvaru. V současné době existuje
mnoho prvků v síti, které aktivně zasahují do toku dat sítí. Možné příklady a typy
aktivních prvků, které se mohou nacházet v datové síti:
• Vysílač - příjimač,
• opakovač,
• síťový most,
• hub - rozbočovač,





Je zřejmé, že typů takových prvků je celá řada. Proto je níže nastíněna pouze funkce
těch, které slouží pro směrování a optimalizaci sítě.
4.1 Opakovač
Vzhledem k existenci útlumu v pasivních prvcích sítě a jeho vlivu na ztrátu dat,
musela být po určitém segmentu umístěna zařízení, které přijímají narušený signál
(s vysokým poměrem šumu, zkreslený atd.) a provádí s ním 3R operace (reshaping,
regeneration/amplification a retiming), tedy signál opraví, zesílí a správně časovaný
posílají dál. Díky směrovačům vzrůstá dosah možné vzdálenosti cíle pro příjem ne-
porušených dat.
Současné řízení v prvku: Opakovač pouze přeposílá opravená data ze vstupu
na výstup.
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Obr. 4.1: Běžný opakovač od firmy D-Link.
4.2 Rozbočovač - hub
Chová se podobně jako opakovač, tedy data, která přijme na jeden ze svých vstup-
ních portů zkopíruje na všechny své výstupní porty. Tento prvek se využívá pro
větvení sítí. Nevýhodou hubu je právě jeho základní funkce „bezhlavéhoÿ kopírování
vstupních dat na všechny výstupní porty, při kterém nastává neefektivita využí-
vání síťových prostředků a zbytečné přetěžování sítě. Z tohoto důvodu a z důvodu
bezpečnosti nahrazují tyto prvky switche (přepínače), které již využívají různých
algoritmů k přímému přepínaní pouze na požadovaný cílový port.
Současné řízení v prvku: chová se jako multiportový opakovač pouze přeposílá
data ze vstupu na všechny své výstupy.
Obr. 4.2: Běžný PCI hub se 4 porty.
4.3 Síťové mosty - bridge
Tyto mosty slouží k propojení dvou různých oblastí sítě (běžně nazývaných seg-
menty) se sdílenými síťovými zdroji. Tyto části nemusí ani používat stejné komuni-
kační protokoly. V současné době se funkce bridge implementuje do zařízení s více
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funkcemi např. wifi router firmy I4 Wifi viz obr. 4.3 a nastavení funkce bridge viz
obr. 4.4.
Současné řízení v prvku: most pracuje tak, že si ve své paměti uchovává ta-
bulku fyzických adres a portů daných adres. Pokud je směrována zpráva příjemci,
který leží ve stejné oblasti jako odesílatel, tak rámce most jinam neodešle. Pokud
ovšem leží v jedné oblasti odesílatel a v druhé oblasti příjemce, tak most přepošle
tyto rámce do určené oblasti - v případě unicastového směrování. V případě mul-
ticastového či broadcastového směrování jsou pakety propuštěny bez jakéhokoliv
omezení.
Obr. 4.3: Běžně používaný síťový most se implementuji do multifunkčních síťových
zařízení.
Obr. 4.4: Možnost volby funkce multifunkčního síťového zařízení.
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4.4 Přepínač - switch
Pracuje podle předem definovaných parametrů (podmínek), podle kterých řídí pro-
voz v síti. Existují tři základní způsoby přeposílání paketů:
• Store and forward - pro analýzu paketu si po jeho příchodu uloží do vyrovná-
vací paměti a po vyhodnocení hlavičky odesílá na cílový port.
• Cut through - přepínač nečeká s analýzou až dorazí celý paket, ale začíná ihned
jak dorazí část paketu, to samé se děje i na výstupu z přepínače. Dochází tedy
k minimalizaci zpoždění paketu v přepínači.
• Fragment free - jde o metodu minimalizace kolize, využívá se, když je do
přepínače připojen hub. Přepínač začne přeposílat rámec až po přijetí 64bitů
(⇒ na segmentu nevznikla kolize).
Současné řízení v prvku: switch pracuje s hlavičkou každého paketu. V této
hlavičce se nachází adresa cíle nebo jiné identifikátory,které porovnává s uloženou
adresou a která popisuje okolní situaci (adresy připojených stanic k výstupním por-
tům). Pokud najde cílovou adresu, spojí vstupní port s adresovaným výstupním.
Když tuto adresu nenajde, chová se jako hub.
Obr. 4.5: Příklad vzhledu současného přepínače.
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4.5 Směrovač - router
Protokolově závislé zařízení, které musí analyzovat celý datový paket. Obecně lze
routery rozdělit do dvou skupin.
Okrajový (hraniční) router - router, který připojuje vnitřní body k vnější síti.
Vnitřní (core) router - jsou routery, které přenáší data mezi jednotlivými routery.
Současné řízení v prvku: na základě analýzy paketu a analýzy topologie okol-
ních sítí (pomocí komunikace s ostatními směrovači) provádí směrování paketu a
přitom se snaží o nejefektivnější cestu paketu sítí. Data o směrování si uchovává ve
směrovací tabulce, která obsahuje nejlepší cesty k cílům tzv. metriky.
Obr. 4.6: Příklad routeru pro rozlehlé sítě od firmy CISCO.
V praktické části se nahrazuje algoritmus výběru ze vstupní fronty a směrování




Tato část je rozdělena do dvou podčástí :
• Část 5.1 pojednává o praktickém rozboru vlastností a předpokladů jednotli-
vých prvků a topologií neuronových sítí.
• Část 5.2 zahrnuje využití neuronových sítí při směrování v aktivních prvcích
sítě a vše co s nimi přímo souvisí.
5.1 Praktický rozbor teoretické části
5.1.1 Přenosové funkce
Pro uvedení do problematiky neuronových sítí jsou na obr. viz 5.1 zobrazeny základní
přenosové funkce, používané v této práci v jednotlivých topologiích neuronových sítí.
Z grafů se můžeme přesvědčit o jejich vlastnostech, které jsou uvedeny v části 3.0.1.
Skript pro vykreslení těchto přenosových funkcí nese název prenfce.m.
Obr. 5.1: Základní přenosové funkce zleva shora: purelin, hardlim, satlin a logsig.
5.1.2 Perceptron
Pro ověření předpokladu, že síť typu perceptron umí bezproblému řešit lineárně se-
parabilní úkoly, je níže uveden příklad řešení jednoduché perceptronové sítě na úkolu
logické funkce AND a OR. Při této simulaci je využito v MATLABu
R©integrovaného
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nástroje nntoolbox. Dále je pak popsána práce s tímto nástrojem.
Po zadání příkazu nntool uvedeném v příkazovém řádku programu MATLAB
R©se
zobrazí úvodní obrazovka nntoolboxu jak je tomu na obrázku 5.2.
Obr. 5.2: Úvodní okno nntoolboxu.
Po stlačení tlačítka New se naskytne možnost zadat vstupy a námi požadované
výstupy viz obr. 5.3. Pro realizaci funkce OR, tedy vstup p = [0 0 1 1;0 1 0 1] a
požadovaný výstup t = [0 1 1 1] (v případě volby logické funkce AND by výstup
vypadal takto t = [0 0 0 1]).
Na další záložce je možné nastavit typ sítě a její přenosovou funkci viz obr. 5.4.
Po tomto nastavení je již možno začít síť trénovat, výsledkem je obr. 5.5.
Následné trénování sítě a její výsledky je možné zobrazit nebo je exportovat
k dalšímu použití do prostředí MATLAB
R©viz obr. 5.6.
Skript pro perceptronovou síť, která simuluje logické funkce AND a OR je uveden
jako příloha na CD pod názvem and.m a or.m spolu se skriptem pro řešení XOR
problému xor.m.
5.1.3 Backpropagation
K vytvoření sítě backpropagation v MATLABu
R©slouží funkce newff. V příkladu
uvedeném níže je simulována práce při učení pomocí sítě backpropagation, kde cílem
tohoto úkolu bylo naučit síť funkci sinus.
Výsledek: během 1000 epoch se síť přesně nenaučí funkci sin, ale velmi se k ní
přiblíží 5.8 a to pro některé vybrané problémy a zadané úkoly vyhovuje. Volí se
odchylka, při které se trénování sítě zastaví a síť se potom považuje za naučenou.
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Obr. 5.3: Nastavení vstupních a výstupních dat.
Obr. 5.4: Nastavení sítě.
Výsledek pro naučení sítě backpropagation na funkci sinus jak je vidět 5.8. Uvedená
úloha je ve skriptu bk.m, mimo to ve skriptu bk2.m je uvedeno i srovnání učení sítě
s momentem a bez momentu.
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Obr. 5.5: Průběh tréninku a zobrazený počet konečných epoch při učení perceptronu
na funkci OR.
Obr. 5.6: Zobrazení výsledků učení perceptronu na funkci OR.
5.1.4 Hopfieldova síť
V příkladu pro Hopfieldovu síť je řešen a znázorněn problém trasování jiného než
naučeného vzoru. Tedy síť naučena pro předem dané vzory a následná simulace
odlišných vzorů. Síť potom pomocí zakódovaných informací ve vahách se snaží dostat
do bodů s energetickým minimem. Simulované vzory jsou stejně jako cílové body
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Obr. 5.7: Trénování sítě backpropagation nedosáhne cíle ani po 1000 epochách.
Obr. 5.8: Srovnání výsledku sítě backpropagation a předlohy sinus. V grafu funkce
sinus modrá jako vzor, červená je výsledek naučené sítě.
zobrazeny v grafu, dále je pak znázorněna i cesta, kterou stav bodu projde než se
dostane do cíle (námi naučený trvalý cílový bod). Pro přehlednost je vykreslena
trasa bodu do 3D prostoru viz obr. 5.9. Skript pro tento úkol je uveden v příloze na
CD pod názvem hop.m.
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Obr. 5.9: Zobrazení práce Hopfieldovy sítě po několika opakováních.
5.1.5 Kohonenova síť
Důkaz teoretického předpokladu u Kohonenovy sítě, že tato síť umí rozdělit vstupní
prostor na určitý počet námi požadovaných množin. K tomu řešení je využit nástroj
MATLABu
R©nntoolbox. Výsledek naplnil očekávání a teoretický předpoklad, jak lze
vyčíst z obr. 5.10.
39
Obr. 5.10: Výsledná výstupní matice ukazuje, že byl prostor rozdělen na čtyři poža-
dované oblasti.
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5.2 Směrování pomocí neuronových sítí
Pro splnění cíle zadání diplomové práce byl vybrán za aktivní síťový prvek přepínač
více z kapitoly 4, který pracuje na principu směrování dat dle adresy a priority ze
vstupního portu na port výstupní. Tento prvek je vybaven centrální pamětí, kde
se budou postupně příchozí data ukládat a pomocí algoritmu spojených s umělou
neuronovou inteligencí směrovat na porty výstupní. Blokové schéma tohoto síťového
prvku je znázorněno na obr. 5.11.
Obr. 5.11: Návrh aktivního síťového prvku s centrální pamětí řízeného neuronovou
sítí.
Pro zjednodušení úkolů byly odvozeny základní úlohy, které mohou řešit neuro-
nové sítě a na které se implementují nové složitější problémy. Základní problémy:
• Úloha obchodního cestujícího,
• hlavolam 8,
• úloha přelévání vody,
• úloha misionáři a kanibalové.
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Z těchto základních úloh je níže popsána a řešena úloha obchodního cestujícího,
která je implementována na příkladu směrování pomocí Hopfieldovy sítě v přepínači
viz oddíl 5.2.2.
Simulaci v programu MATLAB
R©lze provádět buď v jeho příkazovém řádku a
nebo v rozšíření SIMULINK. Práce v obou těchto možnostech je docela odlišná, a
proto je nutno zvolit jiný přístup. Pro práci v příkazovém řádku lze např. danou
neuronovou síť nastavit, trénovat a měnit její parametry jednoduše pomocí jednotli-
vých příkazů a instrukcí, aniž by jsme věděli, jak vypadá topologie námi navrženého
systému. Naproti tomu při práci s rozšířením SIMULINK musíme již přibližně vědět,
jak bude systém vypadat a také tak k danému problému přistupovat. SIMULINK
disponuje celou řadou prvků, z níž můžeme např. neuronovou síť sestavit viz 5.17.
Docílíme ovšem stejných výsledků jako při práci v příkazovém řádku.
5.2.1 Učební množiny
Základem pro naučení každé neuronové sítě jsou správně zvolené učební množiny.
Pro vstupní porty jsou generovány kombinace vstupní port → výstupní port →
priorita . Dále je nutné zohlednit situaci, kdy se na vstupním portu neobjeví žádná
data k odeslání na výstupní port. Tento problém je ošetřen tím, že se generuje tzv.
virtuální rámec portu, kterého se daný problém týká s nejvyšší prioritou a adresací 0
pro výstupní port. Tato kombinace je generována v MATLABu
R©a přeskládána vze-
stupně do matice pomocí funkcí repmat a reshape více viz skript gen.m v příloze.
Výsledkem je matice o rozměrech: počet portů x (počet priorit + počet vstupních
portů (virtuální rámce)) názorně viz obr. 5.12 a matice indexů vstupní matice portů.
Pro výstupní port je ze vstupní množiny generována kombinace všech možností,
které mohou nastat na každém výstupním portu. Přičemž je zohledněný problém,
kdy se naskytne před rámcem s daty rámec uměle vytvořený tzv. „virtuálníÿ, který
žádná data nenese. Potom se takto vygenerovaná možnost logicky nebere v úvahu.
Mimo tyto podmínky je uvažováno a zohledňováno také okno (čili rozsah výběru
v každé vstupní frontě jednotlivých portů). Toto okno lze jednoduše změnit, což je
zabudováno ve skriptu ucebnimnoziny.m v příloze uložené na CD.
Učební množiny jsou tedy kombinace možností, jenž mohou nastat při běžném
datovém provozu přepínače. Z hlediska omezených časových a technických možností
je generování těchto množin omezena na 3000 náhodných vektorů. Tato možnost lze
ve skriptu jednoduše změnit na jinou nebo neomezenou, jenž je zřejmé ze skriptu
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Obr. 5.12: Příklad vstupní matice pro kombinaci 2 vstupní porty - 2 výstupní porty
- 3 priority.
ucebnimnoziny.m. V tomto skriptu je již zapracována Hopfieldova síť, která je vy-
užita pro správné a optimalizované směrování.
Výsledkem učení potom je hodnota 0 nebo 1. Jestliže nastane situace, kdy mají
být rámce ze dvou různých vstupních portů směrovány na stejný výstupní port, pak
síť porovná jejich priority a rámci s nižší prioritou povolí využití tohoto portu, tedy
mu přiřadí hodnotu 1 a rámci s prioritou vyšší přiřadí hodnotu 0 a komunikaci mu
nedovolí. Názorně viz obr. 5.13.
5.2.2 Směrování pomocí Hopfieldovy sítě
Hopfieldova síť se učí jednorázově a naučené věci si vybavuje iteračně, což je hlavní
rozdíl mezi touto sítí a sítěmi rekurentními, o kterých je zmínka v oddíle 5.2.3.
Hlavní nevýhoda spočívá v tom, že není schopna se dynamicky přizpůsobovat okol-
ním podmínkám jak je to u jiných topologií např. se zpětným šířením chyby.
Nicméně pro datové směrování je tato síť velmi efektivní, jelikož se zde používají
směrovací tabulky, které se téměř nemění (směrování ze vstupního portu na výstupní
- přepínač má fyzicky dané vstupní i výstupní porty). Pokud by nastal případ, kdyby
se tato tabulka změnila, muselo by se provést opět učení sítě na všechny situace,
které mohou nastat.
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Obr. 5.13: Princip práce neuronové sítě ve směrovači.
Tato síť se používá hlavně ve 3 oblastech a to:
• Jako autoasociativní paměť,
• klasifikátor,
• v optimalizačních úlohách.
V případě směrování dat v přepínači je využita Hopfieldova síť zároveň jako kla-
sifikátor a optimalizační člen. Rovnice pro inicializaci, vybavování a iteračního cyklu
jsou uvedeny v sekci 3.2.1.
Algoritmus směrování v Hopfieldově síti - Využívá jeden ze základních pro-
blému optimalizace vyhledávání v prostorových polích (problém obchodního cestu-
jícího). Tento problém popisuje cestu obchodního cestujícího mezi městy, které musí
navštívit s co nejmenší délkou trasy. A při tom nesmí navštívit jednotlivá města více
jak jednou. Názorně na obr. 5.14.
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Obr. 5.14: Algoritmus obchodního cestujícího.
Pro směrování vstupních portů na výstupní porty sestavíme matici tvořenou
(namísto městy a trasou) porty a prioritami, kde řádky bude tvořit vstupní port,
sloupce výstupní port. Uvnitř takto sestavené tabulky bude hodnota, která udává
propustnost. Tato propustnost je odvozena od stavu výstupního portu a priority,
s kterou jsou data z daného vstupního portu přenášena. Postupujeme tak, že jako
první bereme v úvahu první sloupec (volba prvního jen pro názornost, ve skriptu je
pořadí prvního zvoleného sloupce zrovnoprávněno pomocí náhodné volby sloupce,
u něhož bude vyhledávání začínat) a najdeme maximální hodnotu propustnosti.
Výstupní a vstupní port je tímto maximem určen jako propojený. Jiná data na
tento výstupní port nemohou být propuštěna ⇒ port je obsazen. Pro další kolo se
tedy berou v úvahu už jen zbylé, neobsazené porty a jako první se hledají volné
výstupní porty. V této práci k tomu slouží funkce najdi volny.m. Zjednodušeně
bereme v úvahu tabulku již „ochuzenouÿ o propojenou dvojici vstupů a výstupů a
pokračujeme ve hledání maxima v následujícím sloupci. Celý cyklus se tak opakuje,
dokud pro každý výchozí port není nalezena odpovídající dvojice vstupní port →
výstupní port. Tímto se pak docílí k plné vytíženosti přepínače, tedy přepínání je op-
timalizované v každém kroku. Konečným výsledkem je obsazenost všech výstupních
portů. Takovéto směrování je zřejmé z obr. 5.151.
1Obrázek je jen pro názornost v praxi, hodnoty nejsou téměř nikdy rovny 0 nebo 1, ale konvergují
k nim.
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Obr. 5.15: Upravený algoritmus obchodního cestujícího pro přepínač.
Ověření předpokladů na příkladu vytvořeném pomocí programu MATLAB
R©.
Zadání: 2 vstupní porty, 2 výstupní porty, 3 priority. Vygenerujte 2 náhodné rámce
a směrujte je pomocí Hopfieldovy sítě na výstupní porty.
Výsledek: viz obr. 5.16 - jak je zřejmé z obrázku skript vygeneroval rámce adre-
sované na port 2 s prioritou 3, na port 2 s prioritou 2, na port 1 s prioritou 2 a
na port 1 s prioritou 1. Algoritmus vypočte propustnosti, kde se hledají maxima ve
sloupcích ⇒propustí rámec s adresací na port 2 s prioritou 2 a rámec 1 s prioritou
1. Tento výsledek je správný.
Obr. 5.16: Výsledek příkladu přepínače řízeného Hopfieldovou sítí.
Celá síť v SIMULINKu je zobrazena na obr. 5.17.
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Obr. 5.17: Hopfieldova síť v prostředí SIMULINK.
5.2.3 Srovnání rekurentních sítí s topologií Elman backpro-
pagation a Layer Recurrent
Základním rysem těchto rekurentních sítí je, že předložený vzor n je mimo jiné ovliv-
něn i vzorem předešlým (n− 1). Rozdíl mezi topologiemi Elman a Layer Reccurent
je viditelný na první pohled z obrázků 5.18 a 5.19. Síť Layer Recurrent vychází
z Elmanovy topologie a zobecňuje možnosti rozhodování. V síti Layer Recurrent
je zpětná vazba s jednotkovým zpožděním z každé vrstvy, kromě vrstvy, nachá-
zející se v síti, jako poslední. Klasická Elmanova topologie má jen 2 vrstvy a po-
užívá jako přenosovou funkci tansig ve skryté vrstvě a funkci purelin pro vrstvu
výstupní. Dále potom pro natrénování sítě využívá algoritmus se zpětným šířením
chyby backpropagation[3]. Síť Layer Recurrent dává možnost nastavení počtu vrstev
a také, ke každé z těchto vrstev nastavit různé přenosové funkce.
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Shrnutí rozdílů viz tab. 5.1.
Shrnutí rozdílů v topologii
Elman Layer Recurrent
Počet vrstev 2 volitelný
Typ zpožďovacího článku jednoduchý jednoduchý
Počet zpětných vazeb 1 dle počtu skrytých vrstev
Typy přenosových funkcí tansig a purelin volitelné
Typ trénovací funkce backpropagation volitelný
Tab. 5.1: Rozdíl mezi topologiemi Elman a Layer Recurrent.
Obr. 5.18: Topologie Elmanovy sítě [3].
Dalším kritériem pro porovnání těchto dvou typů sítí bylo počet epoch, které
je nutno absolvovat, aby se sítě dostaly do stejného cíle. Pro trénování Hopfieldovy
sítě je využita trénovací množina z části 5.2.1. Použity jsou funce elmanvstup.m a
trenujelman.m. Ukazka pro vytvoření neuronové sítě Elmanovy topologie je imple-
mentováno ve skriptu vytvorsit.m. Výsledek tohoto kritéria odpovídá předchozímu
tvrzení a to sice, že síť Layer Recurrent2 vychází ze sítě Elman. Proto jsou výsledky
2Nutno podotknout, že nastavení parametrů sítě je stejné jako u klasické sítě Elmanova typu a
to : 2 vrstvy - 1. vrstva s přenosovou funkcí tansig a 2. vrstva s funkcí purelin
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Obr. 5.19: Topologie sítě Layer Recurrent[3].
podobné i při více pokusech a při reinicializaci vah v síti jak je to zřejmé z obr. 5.20
a 5.21.
Rozdíl v optimalizaci směrování - rozdíl mezi sítěmi topologie Elman či
Layer Recurrent bude minimální, již z dříve zmiňovaných důvodů. Naproti tomu
rozdíl mezi topologií Hopfieldova typu je naprosto odlišný optimalizační algoritmus.
Jelikož síť Elmanova typu obsahuje ve zpětné vazbě zpožďovací členy, může tak
zohlednit výsledek nejen situací, která právě nastala, ale i situací jí předcházející.
To znamená, že tato síť by mohla najít využití hlavně ve směrování datových toků,
kde podle předcházejícího rámce by mohla být využita např. pro streamování, tele-
fonování přes internet apod. . Nutno podotknout, že u sítí Elmanova typu je učení
iterační a vybavování jednokrokové, což je jedním z hlavních rozdílů vůči Hopfiel-
dově topologii, tzn. že se musí počítat při učení sítě z důvodu početní náročnosti
s velkou časovou prodlevou závislou na počtu neuronů v jednotlivých vrstvách sítě.
Skripty, jenž využívájí směrování pomocí Elmanovy topologie, jsou v příloze na CD.
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Obr. 5.20: Učební proces Elmanovy sítě pro různé počáteční nastavení vah.
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Obr. 5.21: Učební proces neuronové sítě typu Layer Reccurent pro různé počáteční
nastavení vah.
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5.2.4 Zachytávač datového provozu v síti
Pro následné testování síťového prvku, jenž je řízen umělou neuronovou sítí v reál-
ném provozu, byl sestrojen jednoduchý zachytávač síťového toku. Program je z uži-
vatelského hlediska řízen pomocí menu viz obr. 5.22.
Obr. 5.22: Zachytávač datového provozu v síti.
V tomto menu je na výběr ze 3 možností - volba zachytávání, volba nastavení a
volba nápovědy. Postup pro zachytávání je:
1. Spuštění3 zachytávacího programu,
2. nastavení rozhraní, na kterém se bude zachytávat datový provoz viz obr. 5.24
a obr. 5.23,
3. nastavení filtrů dle toho jaké typy rámců (paketů) chceme zachytávat viz obr.
5.25 a 5.26,
4. spuštění zachytávání viz obr. 5.27 a obr. 5.28,
5. ukončení zachytávání a analýza zachycených rámců (filtry pro různé typy pa-
ketů (rámců) lze měnit i během zachytávání).
Po skončení zachytávání lze provést analýzu zachycených dat, kde se pro zvolený
rámec (paket) objeví v levém okně programu záhlaví a v pravém spodním okně ne-
sená data v HEXadecimální formě a v ASCII kódu.
3Ke spuštění tohoto programu je nutno mít nainstalované prostředí Java Runtime Enviroment
JRE 1.5.0 a knihovnu fukncí Jpcap. Tato knihovna je přiložena spolu se zachytávačem na CD.
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Tento program lze pomocí kompilátoru implementovat do vývojového prostředí
MATLAB
R©a využít výsledky zachytávání pro simulaci reálné sítě. Okomentované
zdrojové soubory jsou uloženy na přiloženém CD.
Obr. 5.23: Menu pro nastavení rozhraní.
Obr. 5.24: Výběr rozhraní pro zachytávání datového provozu.
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Obr. 5.25: Menu pro nastavení filtrů datového provozu.
Obr. 5.26: Volba pro analyzování datového provozu pouze pro zvolené typy rámců
(paketů).
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Obr. 5.27: Spuštění a přerušení zachytávání.
Obr. 5.28: Analýza zachycených dat.
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6 ZÁVĚR
Podstatou této práce bylo využití neuronových sítí jako řídící prvek v aktivním
prvku sítě, což byl v případě této práce přepínač.
V teoretické části je popsán vývoj neuronových sítí od neuronu až po samoorga-
nizující sítě Kohonenovy mapy. Dále jsou pak teoreticky popsány základní stavební
prvky neuronových sítí a jejich základní topologie.
Praktická část je rozdělena do dvou sekcí:
V první z nich je prakticky dokázána celá teoretická část, kde jsou prováděny
simulace na jednoduchých úlohách natrénovaných sítí a popis jednotlivých činností,
které sítě provádějí.
Druhá část je založena přímo na směrování neuronových sítí v přepínači. Hlavně
je zde popsán algoritmus směrování Hopfieldovy sítě a jejího optimalizačního pro-
cesu. Dále pak srovnání dvou rekurentních sítí Elmanova typu (klasická Elmanova
topologie a inovovaná topologie Layer Recurrent). Tyto topologie sítí byly porovnány
a jejich vlastnosti zhodnoceny. Současně s tím byla srovnána topologie Hopfieldova
typu a její optimalizace ve srovnání s rekurentními sítěmi. Dalším krokem je návrh
umístění a funkce ve směrovacích aktivních prvcích sítě.
Každá jednotlivá část této práce byla objasněna a posléze odsimulována v programu
MATLAB
R©popř. v simulačním prostředí nntoolbox, jenž je jeho součástí. Všechny
simulace proběhly úspěšně a potvrdily teoretické předpoklady. Pro pozdější využití
je přiložen na CD zachytávač paketů, který bude sloužit k reálnému testování směro-
vání aktivního síťového prvku řízeného pomocí algoritmů spojených s neuronovými
sítěmi.
Tato práce měla přínos v šesti oblastech:
• Seznámení se s problematikou neuronových sítí a s možností jejich využití
v řízení.
• Implementace neuronových sítí v přepínači.
• Optimalizační algoritmus směrování pomocí Hopfieldovy sítě.
• Využití rekurentních sítí a jejich výhody při směrování aktivního prvku sítě.
• Sestrojení zachytávače pro testování reálného síťového provozu.
• Nastínění možností uplatnění umělých neuronových sítí v řízení aktivních
prvků sítě do budoucna.
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Celá práce byla vypracována za přispění programu MATLAB
R©a jeho rozšíření SI-
MULINK. Dokument byl vysázen autorským sázecím systémem LATEX. Zdrojové
soubory této práce spolu s vytvořenými skripty jsou uloženy jako příloha na CD.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
UNS (ANN) Umělé neuronové sítě – Artificial neural inteligence
ADALINE Adaptivní lineární systém – ADAptive LINEar Systems
MADALINE Vícevrstvý adaptivní lineární systém – multi ADAptive LINEar
Systems
ART Síť založena na teorii adaptivní rezonance – Adaptive Resonance Teory
SOM Síť typu samoorganizující se mapy – Self Organizing Maps
UI Umělá inteligence – Artificial Inteligence
HARDLIM Ostře ohraničená přenosová funkce – Hard-Limit transfer function
PURELIN Lineární přenosová funkce – Linear transfer function
SATLIN Saturovaná lineární přenosová funkce – Saturating linear transfer
function
LOGSIG Logaritmicko - sigmoidální přenosová funkce – Log-sigmoid transfer
function
MP-PERCEPTRON Vícevrstvý perceptron – Multilayer Perceptron
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A PŘILOŽENÉ CD
Obsah přiloženého CD je složen postupně dle popsané práce, což je znázorněno na
obr. A.1.
Jak je z obrázku zřejmé, CD je rozděleno na 3 části:
• Dokument - obsahuje zdrojový kód tohoto dokumentu.
• Praktická 1-část - obsahuje zdrojové kódy simulací jednoduchých úloh na sítí
typu Perceptron, Backpropagation, Hopfield a dále potom vykreslení přenoso-
vých funkcí.
• Praktická 2-část - se týká již směrování a k tomu potřebných skriptů, které jsou
popsány výše. Tato část obsahuje také dříve zmíněný zachytávač a prostředí
nutné ke spuštění (JPCAP).
Obr. A.1: Struktura přiloženého CD.
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B SEZNAM POUŽITÉHO SOFTWARE
Pro řešení této práce bylo použito následující programové vybavení.
• MATLAB R©R2007b The MathWorks Inc. - integrované prostředí pro
technické výpočty, modelování simulace a pro mnoho jiných dalších využití.
• Netbeans 6.0.1 IDE - Vývojové prostředí, kterým lze překládat, psát a ladit
aplikace v jazyce JAVA. A pomocí kterého je napsán i zachytávač z oddílu
5.2.4. Toto vývojové prostředí je open source, tedy volně ke stažení.
Jpcap 0.6 - Open source knihovna v jazyce JAVA pro zachytávání a posílání
síťových paketů.
• LATEX - volně šiřitelný sázecí autorský systém.
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