Signal detectors generally utilize nonlinear statistics of an original observation rather than the original observation as it is. The sign statistic, a typical example of the nonlinear statistics, is the sign information of an observation and the sign detector relies only on the sign statistic. Since either detector might be of a better performance depending on the situation, it is quite important to determine which is the best performer among the detectors, based on the given situational information about noise and signal strength. In this letter, a qualitative analysis is presented that the correlation coefficients between the statistics and original observation can be used to predict the asymptotic performance of a detector utilizing one of the statistics, relative to the other detectors.
Introduction
A statistic is a device to extract partial (hopefully desirable) information from an original observation. Sign, magnitude, rank, and magnitude-rank statistics are examples. It is obvious that all the information is included in original observations, but it has been shown that using only a partial information might be very beneficial for signal detection. For example, the sign detector is known to outperform the linear detector under impulsive noise and low signal-to-noise ratios [1] , [2] .
Nevertheless, it is difficult to determine when to employ the sign detector because the terms like 'impulsive' and 'low' are somewhat vague. In this regard, it is helpful to use a performance measure to predict the sign detector performance under given circumstance in advance. It is inspired that the correlation information between an original observation and the sign statistic could be a candidate for the purpose in this letter.
Investigating the correlation coefficients between an original observation and the sign statistic, it is possible to predict the asymptotic performance of the sign detector relative to the linear detector. It is noteworthy that the correlation coefficient between an observation and the magnitude statistic is necessary to predict the asymptotic performance of the sign detector relative to the linear detector. 
Preliminaries
Let us consider the following observation model:
with θ the signal strength, W i a white noise component, and n the sample size. Under the model (1), the signal detection problem is formulated as the following parametric hypothesis test:
with H the null hypothesis meaning that X i contains no signal component and K the alternative hypothesis meaning that X i has a signal component as well as a white noise component [3] . Let us assume that Z i = sgn(X i ) is the sign statistic and |X i | is the magnitude statistic of X i , respectively, where sgn(x) = 1 for x ≥ 0 and sgn(x) = −1 for x < 0. Note that X i = Z i |X i |, that is, the original observation can be considered as the product of the sign and magnitude statistics. On the other hand, the test statistics of the linear (L), sign (S), and magnitude (M) detectors are
and
respectively, where X = (X 1 , X 2 , · · · , X n ). Among many performance measures, the deflection coefficient d 2 (θ) is mainly considered in this letter:
with T the test statistic of a detector, E{·} the expectation, and V{·} the variance [4] . 
(θ) the deflection coefficients of the detectors A and B, respectively. In detection theory, asymptotic analysis proves to be appropriate and quite useful. It is also noteworthy that
with ARE the asymptotic relative efficiency and ξ the efficacy of the respective detector. ARE is a useful performance measure well known and RDC can be regarded as a generalized version of the ARE [5] . If RDC A,B (θ) > 1 (or similarly if ARE A,B > 1 when θ → 0), then the detector A can be considered to outperform the detector B [6] .
Correlation Coefficients
Correlation coefficients among an original observation, the sign statistic, and the magnitude statistic are obtained in this section. Let us assume that f W is the probability density function (pdf) and F W the cumulative distribution function (cdf) of a white noise component W i , respectively. After some mathematical manipulations, we can obtain the followings [7] :
where
and σ
2
W is the single-sided noise power, with u(x) the unit step function and k = 1, 2 in (16).
Asymptotic Relative Performance Measure
For performance comparisons in Gaussian (G) and Laplace (L) noises, the pdf's of the noises are given as follows:
respectively. The noise power of either noise is set to 2 for a fair comparison. Although both of the noises have the same power, Laplace noise can be considered as an impulsive noise compared with Gaussian noise since the pdf of Laplace noise has a heavier tail than that of Gaussian noise [8] . Figure 1 shows the pdf's of the two noises. Figures 2 and 3 show the asymptotic performances of the sign and magnitude detectors relative to the linear detector in Laplace and Gaussian noises, respectively. The value of the RDC S ,L (or RDC M,L ) larger than 1 means a better performance of the sign (or magnitude) detector than that of the linear detector. For Laplace noise, the sign detector outperforms the others with θ < 0.74 (range of small θ), the linear detector with 0.74 < θ < 3.29 (range of medium θ), and the magnitude detector with θ > 3.29 (range of large θ). For Gaussian noise, the linear detector outperforms the others with θ < 2.78 and the magnitude detector outperforms 
otherwise, whereas the sign detector never outperforms the others. It is noteworthy that all the three detectors have the finite-sample-size detection probabilities approaching 1 for sufficiently large θ. It is misleading to read Figs. 2 and 3 that the sign detector performs poor for larger θ. The graphs just represent the asymptotic performance relative to the linear detector. All the detector have good absolute performances for larger θ. 
Performance Comparison of the Sign and Magnitude Detectors
For performance comparisons of the sign detector with the magnitude detector, it is helpful to compare the correlation coefficient between an original observation X i and the sign and magnitude statistics Z i and |X i |. The larger correlation of a statistic with the original observation X i , the better performance of the detector using the statistic. For example, if ρ X i Z i >ρ X i |X i | , then it can be said that RDC S ,M > 1 approximately, which happens in a range of small θ. That is, a statistic with larger correlation with the original observation implies a relatively better performance of the detector using the statistic.
Performance Comparisons with the Linear Detector
For the sign detector to outperform the linear detector, the two conditions should be met: (1) ρ X i Z i >ρ |X i |X i (the sign detector should outperform the magnitude detector) and (2) ρ Z i |X i | 1 (the sign statistic should be less relevant to the magnitude statistic). In other words, if the sign statistic Z i is quite relevant to the original observation and irrelevant to the magnitude statistic |X i |, then the sign detector outperforms the linear detector. Investigating ranges of small θ in Figs. 2-5 , the performance of the sign detector relative to the linear detector is poorer in Gaussian noise than in Laplace noise (Figs. 2  and 3) , even though the sign statistic has larger correlation with the original observation in Gaussian noise (Fig. 5 ) than in Laplace noise (Fig. 4) . ρ Z i X i is larger for Gaussian noise than for Laplace noise, but the performance of the sign detector relative to the linear detector is poorer in Gaussian noise rather than in Laplace noise. It should be noted that ρ |X i |Z i is much smaller in Laplace noise than ρ |X i |Z i in Gaussian noise.
Note that a similar argument can be applied to the performance of the magnitude detector relative to the linear detector.
Performance Measure Based on the Correlation Coefficients
A performance measure M(θ) is proposed intuitively, based on the correlation properties:
with p the positive adjusting constant. The role of p is mitigating the divergence of the measure. The resolution in a range of large θ comes to be low with p large and it comes to be of a higher resolution in a range of large θ if p is small. An experimental trad-off is necessary for a proper value of p. Figure 6 shows the proposed measure as a function of θ with p = 1.5.
The sign and magnitude of M(θ) have implications. If As in Fig. 6 , a proper threshold might be set. The low resolution of M(θ) for large θ can be justified that all the detectors have the finite-sample-size detection probabilities approaching 1 with θ large.
Conclusion
In order to design a detector, a proper statistic should be employed for better performance. Based on the statistic, a reasonable detector is derived to test the performance. It is shown that the performance of a detector can be predicted relative to the other detectors by investigating the correlation coefficients of the statistics used by the detectors. In other words, it is possible that the performance of a detector can be estimated from the correlation information of the statistic (employed by the detector) before building the detector.
Given noise feature and signal strength, it is suggested that designers choose one or two statistics suitable for signal detection first with the measure proposed in the letter, and then design the detectors based on the chosen statistics. It might reduce time and efforts considerably.
