Mind the Gap: Supersymmetry Breaking in Scaling, Microstate Geometries by Vasilakis, Orestis & Warner, Nicholas P.
ar
X
iv
:1
10
4.
26
41
v2
  [
he
p-
th]
  3
0 J
un
 20
11
Mind the Gap: Supersymmetry Breaking in Scaling,
Microstate Geometries
Orestis Vasilakis and Nicholas P. Warner
Department of Physics and Astronomy
University of Southern California
Los Angeles, CA 90089, USA
vasilaki@usc.edu, warner@usc.edu
Abstract
We use a multi-species supertube solution to construct an example of a scaling microstate
geometry for non-BPS black rings in five dimensions. We obtain the asymptotic charges of
the microstate geometry and show how the solution is related to the corresponding non-
BPS black ring. The supersymmetry is broken in a very controlled manner using holonomy
and this enables a close comparison with a scaling, BPS microstate geometry. Requiring
that there are no closed time-like curves near the supertubes places additional restrictions
on the moduli space of physical, non-BPS solutions when compared to their BPS analogs.
For large holonomy the scaling non-BPS solution always has closed time-like curves while
for smaller holonomy there is a “gap” in the non-BPS moduli space relative to the BPS
counterpart.
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1 Introduction
One of the remarkable pieces of progress afforded by string theory, as a quantum theory of
gravity, is the possibility that one might be able to use it to describe the microstate structure of
black holes. At the perturbative level, in the limit of vanishing gravitational coupling this was
demonstrated long ago for BPS black holes by Strominger and Vafa [1]. More recently, there
has been progress at finite string coupling where the gravitational back-reaction is taken into
account and the stringy object looks like a black hole (for reviews, see [2, 3, 4, 5, 6]). In the
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latter approach one strives to find and enumerate “microstate geometries” that have the same
asymptotic behavior at infinity as a black hole and yet are smooth, horizonless geometries. The
idea is that such geometries might represent semi-classical microstates of the black hole, and this
idea can be made quite precise if the black hole has a long AdS throat in which one can apply
holographic methods. The hope is that there will be sufficiently many microstate geometries to
provide a representative sample of the actual quantum microstates of the black hole and perhaps
yield a semi-classical description of some of the bulk thermodynamics, like the entropy.
Much of the progress on microstate geometries has also centered around BPS solutions because
the supersymmetry of such backgrounds greatly simplifies the equations of motion. However,
in the last two years there has also been significant progress in constructing large families of
non-BPS extremal solutions using “Almost-BPS” and “floating-brane” techniques [7, 9, 10, 11].
These constructions use the simplifications provided by supersymmetric systems and yet break
the supersymmetry in a very controlled manner, typically using the holonomy of a background
metric. By using this approach one can readily reproduce, and then dramatically extend, the
known extremal families of black-hole and black-ring solutions and one can find whole new
families of solutions.
As yet, there are still rather few known non-BPS microstate geometries (some examples
can be found in [12, 13, 14]). However, we believe that the systematic construction of non-
BPS microstate geometries is, at present, primarily limited by the technical complexity of such
solutions rather than by some strong physical limitation on their existence. On the other hand,
it is a very interesting and important physical question to investigate whether the breaking
of supersymmetry does lead to limitations on the solutions, or on the moduli space of such
solutions. One of the purposes of this paper is to study precisely this phenomenon for a very
simple microstate geometry corresponding to an “Almost-BPS” black ring.
The simplicity of the supersymmetry-breaking mechanism in “Almost-BPS” solutions pro-
vides an ideal laboratory for studying this problem because one can start with supersymmetric
configurations and then turn on the supersymmetry breaking very slowly. The microstate geom-
etry that we will consider here will be a simple example of a “bubbled black ring,” in which the
original, singular charge sources have been replaced by smooth, cohomological fluxes supported
on non-trivial cycles, or bubbles. This results in a smooth, horizonless geometry that looks
exactly like a black ring until one gets very close to the would-be horizon where the geometry
caps off smoothly. The bubbling process is, by itself, 1
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-BPS, preserving four supersymmetries
locally, but in the Almost-BPS solution these supersymmetries are broken by the holonomy of
the background. We find that, as the supersymmetry breaking holonomy gets stronger in the
vicinity of the bubbled black ring, the possible locations of the bubbles becomes progressively
more limited and, in our simple example, one of the bubbles is required to become progressively
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smaller. We also see that if the supersymmetry-breaking holonomy becomes too large then a
physical solution ceases to exist1. We also contrast this with the corresponding supersymmetric,
BPS bubbled black ring and see that no such restrictions occur.
Thus we find that, compared to the BPS solution, the Almost-BPS object has a “gap” in its
configuration space and the size of the gap increases with the strength of the supersymmetry
breaking to a point where no physical solution exists.
While we are studying an extremely simple example in this paper, there are broader conclu-
sions for microstate geometries. The first and most evident is that supersymmetry breaking can
restrict the configuration and moduli spaces. Second, the restriction emerges from a competition
between the supersymmetry breaking scale, which manifests itself, in our example, through the
curvature scale and the scale of the fluxes in the bubbled geometries. We find that the bubbles
persist if the fluxes are large enough. Conversely, one might expect that if one could “dilute” the
supersymmetry breaking scale then bubbles with smaller fluxes would persist. In our example,
the supersymmetry breaking is generated by the holonomy of a Taub-NUT space and this super-
symmetry breaking curvature can be diluted by passing to a multi-Taub-NUT. The requirement
that some bubbles have to be small might also be interpreted as requiring a solution to form
“locally supersymmetric” clusters of bubbles. The latter conclusions are rather speculative given
the simplicity of our example but it does suggest some very interesting generalizations of our
work here.
In Section 2 of this paper we outline the supergravity theory that we will study and give
the equations that define a BPS and non-BPS systems of interest. In Section 3 we specialize to
a Taub-NUT background with three supertubes and we discuss why and how this represents a
geometric microstate of a black hole in four dimensions. We examine the regularity conditions
and the requirements that there are no closed time-like curves (CTC’s) and obtain the “bubble
equations” or “integrability conditions” that constrain the supertube locations for both BPS and
non-BPS solutions. In Section 4 we examine the scaling solutions in which the supertubes come
very close together in the base geometry. This limit corresponds to the opening of a deep black-
hole, or black-ring, throat in the physical geometry and as a result, in this limit the microstate
geometry looks more and more like a black object. We give details of the asymptotic charges
and structure of these geometries in Section 7. To clarify the differences between the BPS and
non-BPS systems and analyze the moduli space of solutions in more detail, we make some further
simplifications to the system of charges in the later parts of Section 4. We also solve the bubble
equations in a flat space limit and exhibit two branches of solutions that will be part of our
analysis of the more general solutions.
Sections 5 and 6 contain a careful analysis of the families of BPS and non-BPS solutions. We
1Specifically, there is no solution that does not have closed time-like curves in the neighborhood of the bubbles.
3
first linearize the bubble equations around the coincidence limit of the points and show how the
two branches of solutions persist in both the BPS and non-BPS solutions. To find the additional
restrictions imposed by the non-BPS system it is easier to reverse the usual approach and,
instead of fixing charges, we fix the positions of the supertubes and solve the bubble equations
for the charges. We find that there are always physically sensible charges that solve the BPS
bubble equations for any supertube location. However, the non-BPS system has a non-trivial
discriminant that restricts the locations of the supertubes: We find a “forbidden region,” or
“gap,” in the non-BPS moduli space.
Section 8 contains our conclusions and discussion of the implications of our work. Some
technical aspects of the paper have been relegated to an appendix.
2 The family of non-BPS solutions
As usual, it is simplest to characterize our solutions in terms of N =2, five-dimensional ungauged
supergravity coupled to two vector multiplets and we will use the conventions of [11]. The bosonic
sector of this theory has three U(1) gauge fields and two scalar fields and their action is given
by:
S =
1
2κ5
∫ √−g d5x(R− 1
2
QIJF
I
µνF
Jµν −QIJ∂µXI∂µXJ − 124CIJKF IµνF JρσAKλ ǫ¯µνρσλ
)
, (2.1)
with I, J = 1, 2, 3. The scalars, XI , satisfy a constraint and it is convenient to introduce three
other scalar fields, ZI , to parametrize the X
I via:
X1X2X3 = 1 , X1 =
(
Z2 Z3
Z21
)1/3
, X2 =
(
Z1 Z3
Z22
)1/3
, X3 =
(
Z1 Z2
Z23
)1/3
. (2.2)
The matrix that defines the kinetic terms can be written as:
QIJ =
1
2
diag
(
(X1)−2, (X2)−2, (X3)−2
)
. (2.3)
The third, independent scalar is introduced via the warp factors in the metric Ansatz:
ds25 = − Z−2 (dt+ k)2 + Z ds24 , (2.4)
with
Z ≡ (Z1 Z2 Z3)1/3 . (2.5)
To have families of “floating M2 branes” [11], the metric functions and scalars are related to
the electrostatic potentials by taking the gauge fields to be given by:
A(I) = − Z−1I (dt+ k) +B(I) , (2.6)
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where B(I) is a one-form on the base, ds24.
Introducing magnetic two-from field strengths associated with the B(I)
Θ(I) ≡ dB(I) . (2.7)
one then finds that the equations of motion of supergravity are satisfied [11] if the base metric,
ds4, is Ricci-flat and the following first-order linear system is satisfied:
Θ(I) = ε ⋆4 Θ
(I) , (2.8)
∇̂2ZI = 1
2
ε CIJK ⋆4 (Θ
(J) ∧Θ(K)) , (2.9)
dk + ε ⋆4 dk = ZI Θ
I . (2.10)
where CIJK = |ǫIJK |, ∇̂2 is the four-dimensional Laplacian and ⋆4 denotes duality on the four-
dimensional base. One can choose either duality by taking ε = ±1 and one still generates a
solution to the equations of motion.
If the base metric is, in fact, hyper-Ka¨hler with a curvature tensor whose duality matches that
of Θ(I) specified in (2.8), then the holonomy of the base metric respects the supersymmetries of
the branes corresponding to the background metric and the solution is, in fact, BPS, preserving
four supersymmmetries [15, 16]. The nice observation in [7, 9] was that one could still get a
solution to the equations of motion while breaking supersymmetry by solving (2.8)–(2.10) in a
hyper-Ka¨hler base whose curvature had opposite duality to Θ(I). These “Almost BPS” solutions
were then generalized to bases that are merely Ricci-flat [11] and large families of new, non-BPS
solutions were obtained [9, 10, 12, 11, 13]
The beauty of this solution-generating technique is not only that the solutions are defined by a
linear system, and so superposition of solutions is trivial, but also that supersymmetry breaking
occurs in a very controlled manner. The brane configurations that underlie these solutions
preserve four supersymmetries but these are broken by the holonomy of the background and so
the scale of the supersymmetry breaking is set by the curvature scale of the metric on ds4. For
flat base metrics, the four supersymmetries are fully restored and the solution is BPS.
3 Some three-charge multi-supertube solutions in five di-
mensions
3.1 Supertubes as microstate geometries
We are going to consider a system of three different species of supertube in the simplest of
hyper-Ka¨hler base metrics, namely the Taub-NUT background. In our formulation, a “type I”
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supertube corresponds to allowing an isolated, singular magnetic source for Θ(I) with singular
electric sources in ZJ and ZK (I, J,K all distinct) at the same location. Such a solution is, of
course, singular in five dimensions. However, one can uplift this to the six dimensions using
the vector potential, A(I), as a Kaluza-Klein field and the resulting geometry is then completely
regular D1-D5 supertube geometry in the IIB duality frame [17, 18]. The singular sources in
five dimensions become smooth magnetic flux on a three-dimensional bubble in six dimensions.
The obvious problem is that one can only perform this Kaluza-Klein uplift with one species
of supertube and thus a solution with three different species of supertube will always have
singularities in six dimensions. Given that one can always resolve any single supertube singularity
one might, quite reasonably, take the attitude that a multi-species supertube background should
be considered to be a microstate geometry. On the other hand, there is better way to show
that such a viewpoint is correct: One can use spectral flow [19, 11] to show that a multi-
species supertube solution can be used to generate a physically equivalent and truly non-singular
microstate geometry.
More specifically, once one has resolved one species of supertube by uplifting to six dimensions,
one can perform a coordinate transformation in the six-dimensional solution and reduce back
down to a smooth five-dimensional geometry in which the Taub-NUT space has been replaced
by a more complicated base geometry. For BPS solutions this simply modifies the potential
that appears in the Gibbons-Hawking base [19] but for non-BPS solutions the four-dimensional
base is replaced by a generically more complicated electro-vac background [11]. The important
point is that, from the five-dimensional perspective, spectral flow represents a highly non-trivial
transformation of the solution space in which singular supertube configurations are replaced by
smooth fluxes on new two-dimensional cycles in the four dimensional base space. Moreover,
spectral flow can be done successively with each different species of supertube. The only cost is
that with each spectral flow, the base geometry and fluxes become more complicated, particularly
for non-BPS solutions. Indeed, the result of a sequence of three spectral flows of an Almost-BPS
solution was recently obtained indirectly in [20] by performing six T-dualities.
Thus, the important point is that a multi-species supertube solution, while singular in five
dimensions, can always be transformed into a physically equivalent2 smooth, horizonless solution
in five dimensions. For Almost-BPS systems, the resulting geometry is typically very complicated
and so it is much easier to work with the multi-species supertube solution, as we will here, because
it encodes the physically equivalent, albeit rather more complicated, true microstate geometry.
2It is equivalent because spectral flows are induced by coordinate transformations in six dimensions.
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3.2 Supertubes in Taub-NUT
3.2.1 The Metric
The Taub-NUT metric has the Gibbons-Hawking form:
ds24 = V
−1(dψ + A)2 + V (dx2 + dy2 + dz2) , (3.1)
with
V = h +
q
r
, (3.2)
where r2 ≡ ~y · ~y with ~y ≡ (x, y, z). This metric is hyper-Ka¨hler if
~∇V = ± ~∇× ~A , (3.3)
where ∇ denotes the flat derivative of R3. The Riemann tensor is self-dual or anti-self-dual
depending on the choice of sign (3.3). We will take the positive sign throughout and adopt a set
of conventions so that this choice corresponds to a self-dual curvature. To that end, we introduce
frames:
eˆ1 = V −
1
2 (dψ + A) , eˆa+1 = V
1
2 dya , a = 1, 2, 3 , (3.4)
and define duality using these in canonical order.
The Riemann-squared invariant for this metric is:
Rµνρσ R
µνρσ =
24 h2 q2
(q + h r)6
, (3.5)
which measures the strength of supersymmetry breaking in the non-BPS solutions.
3.2.2 Magnetic fields
To define the magnetic fields for the background, it useful to introduce the self-dual and anti-
self-dual two-forms:
Ω
(a)
± ≡ eˆ1 ∧ eˆa+1 ± 12 ǫabc eˆb+1 ∧ eˆc+1 , a = 1, 2, 3 . (3.6)
The two-forms:
Θ± ≡ −
3∑
a=1
(∂aP±) Ω
(a)
± , (3.7)
are then harmonic if and only if
P+ = V
−1H or P− = H ; ∇2H = 0 , (3.8)
where ∇2 denotes the Laplacian on R3.
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The vector potentials, B± with Θ± = dB±, are given by:
B± = P±(dψ + A) + ~ξ± · d~y , ~∇× ~ξ+ = −~∇H , ~∇× ~ξ− = V ~∇H −H~∇V . (3.9)
For a magnetic dipole source located at z = aj on the z-axis, one has
H =
kj
rj
, (3.10)
where kj measures the dipole strength and
rj ≡
√
x2 + y2 + (z − aj)2 . (3.11)
One can measure the local dipole strength by taking the integral of Θ± over a small sphere,
S2ǫ ⊂ R3, around the singular point and one finds:∫
S2ǫ
Θ+ = − 2 π kj ,
∫
S2ǫ
Θ− = + 2 π
(
h +
q
aj
)
kj . (3.12)
For the two-sphere at infinity one has∫
S2
∞
Θ+ = − 2 π kj ,
∫
S2
∞
Θ− = + 2 π h kj . (3.13)
The difference between (3.12) and (3.13) arises because S2ǫ and S
2
∞ are not homologous and Θ−
has a non-trivial flux through the non-compact 2-cycle running defined by (r, ψ) for 0 ≤ r <∞.
The local dipole strength for non-BPS supertubes leads to the natural definition of “effective”
dipole charges
kˆj ≡
(
h+
q
aj
)
kj . (3.14)
It was found in [10] that this definition was also very natural because it was an essential step in
bringing the expression for the horizon area, J4, of non-BPS black rings into its canonical form.
3.2.3 Supertube solutions
A “type I” supertube, I = 1, 2, 3, has a singular magnetic source for Θ(I) and singular electric
sources for ZJ and ZK , where I, J,K are all distinct. We will study an axisymmetric supertube
configuration with one supertube of each type on the z-axis. We therefore source the magnetic
fields, Θ(J), with harmonic functions:
KI =
kI
rI
, (3.15)
with rI given by (3.11) and without loss of generality we will assume that
a1 > a2 > a3 . (3.16)
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For BPS supertubes one can write down the complete solution using the results of [21, 22, 3]
and for non-BPS supertubes one can use the results in [10]. In particular, one has, for the BPS
supertubes:
Z1 = 1 +
Q
(1)
2
4 r2
+
Q
(1)
3
4 r3
+
k2 k3
(h+ q
r
) r2 r3
, (3.17)
Z2 = 1 +
Q
(2)
1
4 r1
+
Q
(2)
3
4 r3
+
k1 k3
(h+ q
r
) r1 r3
, (3.18)
Z3 = 1 +
Q
(3)
1
4 r1
+
Q
(3)
2
4 r2
+
k1 k2
(h+ q
r
) r1 r2
. (3.19)
while for the non-BPS supertubes one has:
Z1 = 1 +
Q
(1)
2
4 r2
+
Q
(1)
3
4 r3
+
(
h+
q r
a2 a3
) k2 k3
r2 r3
, (3.20)
Z2 = 1 +
Q
(2)
1
4 r1
+
Q
(2)
3
4 r3
+
(
h+
q r
a1 a3
) k1 k3
r1 r3
, (3.21)
Z3 = 1 +
Q
(3)
1
4 r1
+
Q
(3)
2
4 r2
+
(
h+
q r
a1 a2
) k1 k2
r1 r2
. (3.22)
The Q
(I)
j define the local electric charge source of species I at point j. For the BPS solutions
these also give the electric charges at infinity, but for the non-BPS solutions there is also a
contribution from the dipole-dipole interaction term.
As usual one writes the Ansatz for the angular-momentum vector, k:
k = µ (dψ + A) + ω (3.23)
and one can solve (2.10) for µ and ω. The expressions for these functions are completely explicit
and details may be found in [21, 22, 3] and [10]. For BPS solutions, µ is given by
µ = 1
6
V −2CIJK K
IKJKK + 1
2
V −1KILI + M , (3.24)
where M is another harmonic function which we will take to be
M = m∞ +
m0
r
+
3∑
j=1
mj
rj
. (3.25)
Thus for the system we are studying,
µ =
k1k2k3
r1r2r3V 2
+
1
2V
(
k1
r1
(
1 +
Q
(1)
2
4r2
+
Q
(1)
3
4r3
)
+
k2
r2
(
1 +
Q
(2)
1
4r1
+
Q
(2)
3
4r3
)
(3.26)
+
k3
r3
(
1 +
Q
(3)
1
4r1
+
Q
(3)
2
4r2
))
+ M . (3.27)
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For non-BPS solutions the expression for µ is rather more complicated:
µ =
∑
I
kIµ
(1)
I + h
∑
I
∑
j 6=I
Q
(I)
j kI
4
µ
(3)
Ij + q
∑
I
∑
j 6=I
Q
(I)
j kI
4
µ
(5)
Ij (3.28)
+ k1k2k3
(
h2µ(6) + q2µ(7) + qhµ(8)
)
+ µ(9) , (3.29)
where, following [10], the µ(j) are defined by:
µ
(1)
I =
1
2rI
, µ
(3)
Ij =
1
2V rIrj
, µ
(5)
Ij =
r2 + aIaj − 2aIrcosθ
2V aI(aj − aI)rrIrj , (3.30)
µ(6) =
1
V r1r2r3
, µ(7) =
rcosθ
V a1a2a3r1r2r3
, (3.31)
µ(8) =
r2(a1 + a2 + a3) + a1a2a3
2V ra1a2a3r1r2r3
, µ(9) =
M
V
. (3.32)
The remaining details of the solution, including the expressions for M and ω are given in
Section 7, where we discuss the connection of the three supertube solution with the one of a
black ring.
3.3 Constituent charges
One of our primary purposes in this paper will be to compare “the same” BPS and non-BPS
supertube configurations and the corresponding solution spaces. There are, however, two natural
notions of being “the same:” one can either arrange to have the configurations made out of the
same number and type of branes or one can arrange the configurations to have the same bulk
charges measured at infinity. We will adopt the former perspective primarily because it seems
more physically in keeping with the idea that we are taking some otherwise supersymmetric
collection of branes and using the holonomy of the background to break the supersymmetry
and then studying the effects on the physics of the solution. The charges and angular momenta
measured at infinity will thus rather naturally depend upon the supersymmetry breaking process.
On a more practical level, we want to understand and elucidate the effects of supersymmetry
breaking on the possible geometric transitions to bubbled microstate geometries. The system of
equations and constraints is far simpler to understand in terms of local quantities whereas the
asymptotic charges not only depend upon more complicated algebraic combinations of these local
charges but also depend upon the geometric layout. Since we are going to find limitations on the
geometric layout as a result of supersymmetry breaking, the study of the effects of supersymmetry
breaking as a function of asymptotic charges becomes a formidably entangled problem. It is thus
far easier to work with fixed constituent charges.
As we saw from equation (3.12), the local dipole charges are determined by kj for BPS
supertubes and by kˆj for non-BPS supertubes. We also noted that if one tries to compare
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BPS and non-BPS black rings then it is the “effective charges,” kˆj , of the non-BPS object
that replace the dipole charges, kj, of the BPS object in canonical physical quantities like the
horizon area [10]. More directly, the strength of the divergence of the Maxwell field measures
the local constituent charge of the object in terms of the underlying branes and this is why these
quantities naturally appear in formulae that determine horizon areas and entropies. Thus the
same supertube configuration is obtained by fixing the kˆj’s of the non-BPS configuration to the
same values as the kj’s for the BPS configuration.
It is also evident from (3.13) that fixing the constituent charges results in different charges
measured at infinity but, as we remarked in Section 3.2.2, this difference in charge is related to
non-localizable fluxes through non-compact cycles. It is also worth noting that the relationship
between local and asymptotic charges is just as much an issue for the electric charges because
the BPS electric charges measured at infinity arising from (3.17)–(3.19) depend solely upon the
Q
(I)
j whereas the non-BPS electric charges measured at infinity arising from (3.20)–(3.22) involve
dipole-dipole interactions and depend upon the geometric details.
Another advantage of fixing the constituent magnetic charges of a configuration is that the
corresponding local electric charges are then easy to identify and fix. For example, for BPS
supertubes, (3.17) shows that as r2 → 0 one has:
Z1 ∼ 1
4 r2
[
Q
(1)
2 +
k2 k3
(h+ q
a2
) |a2 − a3|
]
, (3.33)
whereas for non-BPS supertubes (3.20) yields:
Z1 ∼ 1
4 r2
[
Q
(1)
2 +
(
h +
q
a3
) k2 k3
|a2 − a3|
]
=
1
4 r2
[
Q
(1)
2 +
kˆ2 kˆ3
(h+ q
a2
) |a2 − a3|
]
. (3.34)
The electric charge thus has a pure source contribution, defined by the Q
(I)
j ’s, and a part that
comes from the magnetic dipole-dipole interactions. More importantly, the local electric charges
arising from the magnetic dipole-dipole interactions are identical between BPS and non-BPS
solutions if one fixes kˆj of the non-BPS solutions to the values of kj in the BPS solutions.
Thus the constituent charges of the BPS system are completely determined by (Q
(I)
j , kj) and
by (Q
(I)
j , kˆj) for the non-BPS system and it is these sets of charges that are to be identified in
order to get “the same” underlying local configuration. In terms of string theory, this amounts
to requiring the local brane constituents to be identical between BPS and non-BPS system.
3.4 Supertube regularity
Supertubes are not regular in five dimensions but a “type I” supertube can be made regular in
six dimensions, in the IIB frame by taking its Maxwell field and realizing it in terms of geometry
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as a Kaluza-Klein field. For the type 3 supertube, the six-dimensional metric in IIB frame can
be written as:
ds26 = −
1
Z3
√
Z1Z2
(dt+ k)2 +
√
Z1Z2 ds
2
4 +
Z3√
Z1Z2
(dz + A(3))2 . (3.35)
where A(3) is the gauge potential defined in (2.6). There are two things that need to be verified
for supertube regularity: One must first ensure that there are no divergent terms along the ψ-
fiber and then one must remove any CTC’s associated with Dirac strings. Once one has done
this the metric is completely regular at the supertube [17, 18].
3.4.1 The regularity conditions
Collecting all the (dψ + A)2 terms in (3.35):
(Z1Z2)
− 1
2 V −2
[
Z3 (V P
3
±)
2 − 2µV 2P 3± + Z1Z2V
]
(dψ + A)2 , (3.36)
where P 3+ = V
−1K3 for BPS supertubes and P 3− = K
3 for non-BPS supertubes. For regularity
as r3 → 0, one must have:
lim
r3→0
r23
[
Z3 (V P
3
±)
2 − 2µV 2P 3± + Z1Z2V
]
= 0 . (3.37)
To determine the condition for no Dirac strings it is simplest to look at the equation for ω.
For BPS solutions one has:
~∇× ~ω = (V ~∇µ − µ~∇V ) − V
3∑
I=1
ZI ~∇
(
KI
V
)
, (3.38)
while for non-BPS solutions one has:
~∇× ~ω = − ~∇(V µ) + V
3∑
I=1
ZI ~∇KI . (3.39)
To avoid Dirac strings at r3 = 0 one must have no terms that limit, as r3 → 0, to a constant
multiplet of ~∇( 1
r3
) in the source on the right-hand side. This means that one must have
lim
r3→0
r3
[
µ − Z3 P 3±
]
= 0 . (3.40)
One can then use either (3.37), (3.40) or some combination of them, to fix m3 in (3.25). The
other, independent condition, is then most easily expressed by eliminating µ from (3.37) using
(3.40) to obtain:
lim
r3→0
r23
[
V Z1Z2 − Z3 (V P 3±)2
]
= 0 . (3.41)
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Regularity of the other supertubes in their IIB frames imposes conditions parallel to (3.40) and
(3.41) as r1, r2 → 0.
As was noted in [10], a rather technical calculation involving the explicit forms of µ shows
that the mj are fixed to be:
m1 =
Q
(2)
1 Q
(3)
1
32 k1
, m2 =
Q
(1)
2 Q
(3)
2
32 k2
, m3 =
Q
(1)
3 Q
(2)
3
32 k3
, (3.42)
in both the BPS and non-BPS solutions. Regularity and the absence of Dirac strings at the
origin imposes conditions on µ and thus fixes the parameters m0 and m∞ in the function M
defined in (3.25) . For the BPS solution, regularity requires that µ be finite as r → 0 and the
absence of Dirac strings at the origin imposes the stronger requirement that µ → 0 as r → 0.
We therefore find that for the BPS solution we must impose:
m0 = 0 , m∞ = −
3∑
i=1
mi
ai
. (3.43)
The result for the non-BPS solution is rather less edifying and its general form may be found in
[10]. The details for the three supertube system will be given in Section 7.
3.4.2 The bubble equations
Of central importance here are the other regularity conditions (3.41), and the similar conditions
for rj → 0 in general, because these produce the bubble equations, or integrability conditions
that constrain the locations of the supertubes in terms of the charges. Define the symplectic
inner products, Γij = −Γji and Γ̂ij = −Γ̂ji by:
Γ12 = k1Q
(1)
2 − k2Q(2)1 , Γ13 = k1Q(1)3 − k3Q(3)1 , Γ23 = k2Q(2)3 − k3Q(3)2 , (3.44)
and
Γ̂12 = kˆ1Q
(1)
2 − kˆ2Q(2)1 , Γ̂13 = kˆ1Q(1)3 − kˆ3Q(3)1 , Γ̂23 = kˆ2Q(2)3 − kˆ3Q(3)2 , (3.45)
where the kˆj are the effective dipole charges defined in (3.14). Then the bubble equations for
the BPS supertubes may be written:
Γ12
|a1 − a2| +
Γ13
|a1 − a3| =
1
4
Q
(2)
1 Q
(3)
1
k1
(
h+
q
a1
)
− 4 k1 , (3.46)
Γ21
|a1 − a2| +
Γ23
|a2 − a3| =
1
4
Q
(1)
2 Q
(3)
2
k2
(
h+
q
a2
)
− 4 k2 , (3.47)
Γ31
|a1 − a3| +
Γ32
|a2 − a3| =
1
4
Q
(1)
3 Q
(2)
3
k3
(
h+
q
a3
)
− 4 k3 . (3.48)
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while the bubble equations for the non-BPS supertubes are:
Γ̂12
|a1 − a2| +
Γ̂13
|a1 − a3| =
1
4
Q
(2)
1 Q
(3)
1
kˆ1
(
h+
q
a1
)
− 4 kˆ1 − ǫ123 Ŷ , (3.49)
Γ̂21
|a1 − a2| +
Γ̂23
|a2 − a3| =
1
4
Q
(1)
2 Q
(3)
2
kˆ2
(
h+
q
a2
)
− 4 kˆ2 − ǫ213 Ŷ , (3.50)
Γ̂31
|a1 − a3| +
Γ̂32
|a2 − a3| =
1
4
Q
(1)
3 Q
(2)
3
kˆ3
(
h+
q
a3
)
− 4 kˆ3 − ǫ312 Ŷ , (3.51)
where
Ŷ ≡ 4 h q k1k2k3
a1a2a3
=
4 h q kˆ1kˆ2kˆ3
(q + ha1)(q + ha2)(q + ha3)
. (3.52)
and
ǫijk ≡ (ai − aj) (ai − ak)|ai − aj| |ai − ak| . (3.53)
Thus the BPS and non-BPS bubble equations are nearly identical, except for the additional
term defined by Ŷ , if one replaces the kj of the BPS configuration with the kˆj of the non-BPS
configuration. This is because the bubble equations depend upon the local constituent charges
of the underlying branes.
It is also very interesting to note that Ŷ 2 is proportional to the geometric mean of the
curvature invariant, (3.5), evaluated at the supertubes. Thus Ŷ directly measures the strength
of the supersymmetry breaking in the vicinity of the supertubes. Our purpose now is to see how
this affects the space of solutions to these equations.
4 Scaling solutions
One chooses boundary conditions with ZI going to constants at infinity so that the space-time
is asymptotically flat and with a Taub-NUT background, the non-compact space time is R3,1,
or four-dimensional, at large scales. In order for the microstate geometry to look like a black
hole (or black ring) at larger scales, all the multi-centered parts of the solution must cluster to
look like a concentrated object and around this cluster there must be an “intermediate region”
in which the warp factors (or electrostatic potential functions), ZI , behave as:
ZI ∼ QI
rc
, (4.1)
where rc is the radial coordinate measured from the center of the cluster. This intermediate
region then defines the black-hole (or black-ring) throat and since the radial part of the metric
behaves like drc
rc
in this region, the distance diverges logarithmically as the cluster gets more
and more tightly packed. In the intermediate region, the physical metric approaches that of
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AdS3 × S2 and the area of the black-hole-like throat is then determined by the QI in (4.1) and
is finite if all of the QI are non-zero. Thus an apparently singular coincidence limit in the base
geometry is not singular in the full geometry. On the contrary, it represents the physically most
interesting limit in which a finite-sized black-hole throat opens up and all the microstate details
then cut off the throat and resolve the geometry at an arbitrarily depth set by the (small) size
of the cluster.
For regular, bubbled geometries in five dimensions, the ZI functions are finite everywhere and
so there is a very important scaling limit that must be taken in order for the black-hole throat
to open up in the proper manner [23, 24]. For the supertube backgrounds, the divergence of
the ZI at the supertubes, (3.17)–(3.22), automatically guarantees the correct behavior, (4.1), of
the ZI as one approaches a cluster. It is interesting to recall that spectral flow does not modify
the physics of a solution and yet with three spectral flows [19, 11] one can convert all three
supertube species into pure geometric bubbles in five-dimensions in which the ZI ’s remain finite
at the geometric centers. Thus the simple beauty of using three supertubes is that one gets the
microstate geometry of a black hole of finite horizon area simply by arranging the clustering of
the supertubes.
We therefore wish to study the scaling limit of our solutions and see when the two sets of
bubble equations, (3.46)–(3.48) or (3.49)–(3.51), allow the supertubes to form an arbitrarily tight
cluster.
4.1 Clustered supertubes
The first thing to note about the bubble equations is that if one adds them then the left-hand
sides cancel and so the sum of the right-hand sides must be zero. For a cluster, one has aj → R
for some fixed R, and so one finds the “radius relation” for the cluster, which is to be identified
with the radius relation of the black ring that asymptotically our three supertube system looks
like. This determines the location, R, of the cluster in terms of the charges and for BPS solutions
it is a simple linear equation in R:[
Q
(2)
1 Q
(3)
1
k1
+
Q
(1)
2 Q
(3)
2
k2
+
Q
(1)
3 Q
(2)
3
k3
] (
h+
q
R
)
= 16 (k1 + k2 + k3) , (4.2)
while for the non-BPS solution one has3[
Q
(2)
1 Q
(3)
1
kˆ1
+
Q
(1)
2 Q
(3)
2
kˆ2
+
Q
(1)
3 Q
(2)
3
kˆ3
](
h+
q
R
)
= 16 (kˆ1 + kˆ2 + kˆ3) +
16 h q kˆ1kˆ2kˆ3
(q + hR)3
, (4.3)
with
kˆi ≈
(
h+
q
R
)
kj . (4.4)
3Note that for any ordering of points, the sum of the three ǫijk’s defined in (3.53) is always 1.
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Whether one writes (4.3) in terms of kj or kˆj, the non-BPS radius relation is a cubic in R.
It is also obvious that the left-hand sides of the bubble equations for clusters are potentially
divergent while the right-hand sides are finite. This means that one must either have Γij → 0
or, more interestingly, one can have Γij finite but with scaling arranged so that the divergences
can on the left-hand sides of the bubble equations. We will focus on arrangements of charges
that allow the latter but do not necessarily exclude the former. In particular, we will consider
configurations for which
|a1 − a2| ∼ λΓ12 , |a2 − a3| ∼ λΓ23 , |a1 − a3| ∼ − λΓ13 , (4.5)
for some small parameter, λ. In particular, for λ > 0, this means that Γ12,Γ23 > 0 and Γ13 < 0.
This means that for a scaling solution satisfying (4.5) one must have:
Γ12 + Γ23 + Γ13 = 0 . (4.6)
There are other permutations that yield scaling solutions but our purpose here is not to make
an exhaustive classification but to study the differences between BPS and non-BPS solutions.
We will thus make exactly the same assumptions for the Γ̂ij and for the ordering of non-BPS
supertube configurations.
4.2 A simplified system
From our discussion is Section 3.3, to get the same supertube configurations we need to identify
(Q
(I)
j , kj) for the BPS system with (Q
(I)
j , kˆj) for the non-BPS system. To simplify things still
further, we will take all the dipole charges to be exactly the same. This means we take kj =
d, j = 1, 2, 3 for BPS solutions and kˆj = d, j = 1, 2, 3 for non-BPS solutions and treat d as a fixed
dipole field strength in both instances. With this choice (4.6) becomes
Q
(1)
2 − Q(2)1 + Q(1)3 − Q(3)1 + Q(2)3 − Q(3)2 = 0 , (4.7)
for both the BPS and non-BPS systems.
While (4.7) means that there are five possible independent charges, we will keep things very
simple by passing to the three-parameter subspace defined by:
Q
(1)
2 = Q
(3)
2 = α , Q
(1)
3 = Q
(2)
1 = β , Q
(3)
1 = Q
(2)
3 = γ . (4.8)
With this choice one has, for the BPS system, as r →∞:
Z1 ∼ α + β
4 r
, Z2 ∼ β + γ
4 r
, Z3 ∼ α + γ
4 r
, (4.9)
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which means that α, β and γ can be used to parametrize three independent electric charges at
infinity. The corresponding asymptotics are a little more complicated for the non-BPS system
but the conclusion is still the same.
With these choices, the bubble equations reduce to
α− β
a1 − a2 −
γ − β
a1 − a3 =
1
4
β γ
d2
(
h+
q
a1
)
− 4 − Y , (4.10)
− α− β
a1 − a2 +
γ − α
a2 − a3 =
1
4
α2
d2
(
h +
q
a2
)
− 4 + Y , (4.11)
γ − β
a1 − a3 −
γ − α
a2 − a3 =
1
4
β γ
d2
(
h+
q
a3
)
− 4 − Y , (4.12)
where Y = 0 for the BPS system and
Y = Y˜ ≡ 4 h q d
2
(q + ha1)(q + ha2)(q + ha3)
=
Ŷ
d
, (4.13)
for the non-BPS system. Note that for λ > 0 the scaling conditions (4.5) are equivalent to
γ > α > β. As we noted earlier, the only difference between the BPS bubble equations and the
non-BPS bubble equations is a source term related to the background curvature that is doing
the supersymmetry breaking.
It is also useful to rewrite these equations by multiplying by the obvious common denomina-
tors. One the obtains
− (γ − α) a1 + (γ − β) a2 − (α− β) a3 = (a1 − a2)(a1 − a3)
(
1
4
β γ
d2
(
h +
q
a1
)
− 4− Y
)
= −(a1 − a2)(a2 − a3)
(
1
4
α2
d2
(
h+
q
a2
)
− 4 + Y
)
= (a1 − a3)(a2 − a3)
(
1
4
β γ
d2
(
h +
q
a3
)
− 4− Y
)
.
(4.14)
4.3 The solution in flat, cylindrical geometry
To understand the branches of the solution, it is very instructive to start by solving the equations
with q = 0 and subsequently study what happens as q is reintroduced. Setting q = 0 reduces the
geometry of the base space to a flat cylinder, R3×S1, where the radius of the circle is set by the
value of h. The BPS and non-BPS bubble equations become identical and trivially solvable.
First one should note that because the cylinder is translationally invariant, it is only the
differences (ai − aj) that are going to have physical meaning. Taking the sum of the bubble
equations yields
h =
48 d2
α2 + 2 β γ
. (4.15)
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The radii of the supertubes are determined by their charges and this identity forces the supertube
radii to match that of the S1 of the cylinder.
The system of equations (4.14) has three branches of solution. Taking the difference between
(4.10) and (4.12) one easily finds that there is a set of solutions that has a2 mid-way between a1
and a3:
(a1 − a2) = (a2 − a3) = (α
2 + 2 β γ)
8 (α2 − β γ) (2α− β − γ) , (4.16)
We call this the symmetric branch.
The other two branches allow the ai to be placed at any position but the charges are con-
strained accordingly. That is, we can solve (4.14) for α, β and γ in terms of the ai and we find
either
α = β = γ = ± 4d√
h
, (4.17)
or
α = ± 4d√
h
, β = ± 4d|a1 − a2|√
h|a2 − a3|
, γ = ± 4d|a2 − a3|√
h|a1 − a2|
. (4.18)
We refer to the latter as the geometric branch because the ratios of charges are related to ratios
of separations and because the charge α is the geometric mean of β and γ:
α2 − β γ = 0 . (4.19)
As we will see, the solution given by (4.17) extends, for q 6= 0, to a scaling solution with
α → 1
2
(β + γ) in the scaling limit, ai − aj → 0. We will therefore refer to such solutions as
the arithmetic branch. The three branches of solution obviously meet when all the points and
charges coincide.
One should also recall that we required:
γ > α > β , a1 > a2 > a3 , (4.20)
Combining this with (4.18) one finds the additional condition
a2 − a3 > a1 − a2 (4.21)
on the geometric branch. To arrange the supertube geometry so that a2 − a3 < a1 − a2 we just
have to flip the signs in (4.5), which also flips the order of the charges γ < α < β. This
transformation leaves (4.6) unaffected.
It is evident that from (4.17) and (4.18) that, for q = 0, the fluxes, Γij , vanish on the
arithmetic branch and remain finite on the geometric branch. More generally, for the scaling
limit with q 6= 0, we will see in Section 6.2 that one typically has Γij → 0 on the arithmetic branch
while Γij remains finite on the geometric branch. In addition, one can only have α = β = γ if
q = 0 or q →∞.
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5 Linearizing the bubble equations
To define the linearization of the bubble equations, we first define the parameter, R, that sets
the location at which all the supertubes would coinicide. This is given by (4.2) or (4.3) for the
BPS and non-BPS systems respectively. These collapse to:
1
4
( α2 + 2 β γ
d2
)(
h +
q
R
)
= 12 + Y0 , (5.1)
where Y0 = 0 for the BPS system while for the non-BPS system one has:
Y0 =
4 h q d2
(q + hR)3
. (5.2)
Having thus defined R, we now consider a solution that is very close to this limit point and
introduce a small parameter, λ, that is defined by setting a2 = (1 + λ)R. One also assumes that
(ai − aj) ∼ O(λ). A quick examination of the bubble equations shows that at first order one
must have (a1− a2) = λµ(α− β) and (a2− a3) = λµ(γ−α) for some parameter, µ. Thus we are
led to the expansion:
a1 = (1 + λ)R + λµ (α− β) + λ2 µ2 x1 , (5.3)
a2 = (1 + λ)R , (5.4)
a3 = (1 + λ)R − λµ (γ − α) + λ2 µ2 x3 , (5.5)
for some parameters, λ, µ, x1 and x3. One then finds that (4.14) is trivially satisfied at zeroeth
and first order in λ and the first, non-trivial set of equations emerges at second order:
− (γ − α) x1 − (α− β) x3 = (α− β)(γ − β)
(
1
4
β γ
d2
(
h +
q
R
)
− 4− Y0
)
= −(α− β)(γ − α)
(
1
4
α2
d2
(
h+
q
R
)
− 4 + Y0
)
= (γ − α)(γ − β)
(
1
4
β γ
d2
(
h+
q
R
)
− 4− Y0
)
. (5.6)
The equality of the three right-hand-sides of these equations gives two conditions, one of them
is the defining “radius relation” for R, given by (5.1). For the BPS system, the second condition
reduces to:
(α− β) (2α− β − γ) (α2 − β γ) = 0 , (5.7)
while for the non-BPS system it becomes:
(α− β) (2α− β − γ) ((α2 + β γ) (q + hR)− 32Rd2) = 0 . (5.8)
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Both BPS and non-BPS systems admit the arithmetic branch, which naively involves setting
α = 1
2
(β + γ), but remembering that we are making a series expansion, the arithmetic branch is
defined more precisely by taking:
α =
1
2
(β + γ) + O(λ) . (5.9)
The geometric branch involves taking
α2 = β γ + O(λ) , (5.10)
for the BPS system and
(α2 + β γ) (q + hR)− 32Rd2 + O(λ) = 0 . (5.11)
for the non-BPS system.
For both systems, the right-hand side of (5.6) vanishes on the geometric branch and one has:
x1
x3
= − (α− β)
(γ − α) , (5.12)
One can then use the fact that, to leading order, the right-hand side of (5.6) vanishes to rewrite
the condition (5.12) as
α2 − β γ = − 32hqd
4
(q + hR)3
+ O(λ) (5.13)
which shows, more explicitly, how the BPS and non-BPS geometric branches differ.
One can expand to higher orders and obtain expressions for λ and for how the O(λ) terms
in (5.9), (5.10) or (5.11) relate to the values of x1, x3 and higher order corrections. We will not
pursue this here but instead we will move on to discuss the restrictions placed upon the non-BPS
space of solutions. To that end, we note that (5.11) is linear in R and is trivially solvable to
yield:
R =
q (α2 + β γ)
32 d2 − h (α2 + β γ) + O(λ) . (5.14)
One can now substitute this in the defining relation, (5.1), for R and the result is a complicated
polynomial relationship between α, β, γ and d that is required for the non-BPS system. This
replaces the simple constraint (5.10) on the charges that arises in the BPS system. The non-
trivial constraint on the charges for the non-BPS system is a quartic in α2 and βγ and reduces
to:
(α2 + β γ)
(
h (α2 + β γ)− 32 d2)3 − 32768 q2 d4 (α2 − β γ) = 0 . (5.15)
We will not analyze this further here, but we will examine the solution space in more generality
in the next section and we will show that there are very non-trivial constraints on the solution
space for the non-BPS system.
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6 The solution spaces in terms of charges
6.1 The quartic constraint
To find restrictions on the solution space and charges it turns out to be easier to reverse the
usual perspective and treat the bubble equations (4.10)–(4.12) as constraints that fix α, β and
γ for given locations, aj , of the supertubes
4.
To do this most efficiently, one solves equations (4.10) and (4.12) for α and γ. Substituting
this into (4.11) generates quartic in β that is required to vanish. This quartic is extremely
complicated and details are given in Appendix A. On the other hand, in the scaling limit the
quartic simplifies dramatically. To that end, we substitute
a1 = a3 + λ y1 , a2 = a3 + λ y2 (6.1)
and expand the quartic to leading order in small λ. We find that the result starts at O(λ4) and
is actually a quadratic in β2: The β and β3 terms actually vanish as O(λ6). Dropping some
overall factors, this quadratic, at leading order in λ, is:
P4 = (q + ha3)
2 y22 β
4 + 16 a23 d
4 (Y + 4)2 (y1 − y2)2
+ 4 a3 d
2 (q + ha3)
(
(y21 + 2 y1y2 − 2y22)Y − 4 (y21 − 2 y1y2 + 2 y22)
)
β2 (6.2)
The discriminant of this quadratic is:
∆ = 16 a23 d
4 (q + ha3)
2 y21 (4− Y )
(
4 (y1 − 2 y2)2 − (y21 + 4 y1y2 − 4 y22) Y
)
. (6.3)
First observe that for Y = 0 one has
∆ = 256 a23 d
4 (q + ha3)
2 y21 (y1 − 2 y2)2 , (6.4)
which is a perfect square and hence the quadratic always has roots. Indeed, the quadratic has
roots:
β2 =
16 a3 d
2
(q + ha3)
, β2 =
16 a3 d
2
(q + ha3) y22
(y1 − y2)2 . (6.5)
For the non-BPS system one has, from (4.13):
Y = Y˜ =
4 h q d2
(q + ha3)3
+ O(λ) . (6.6)
Define
µ ≡ y2
y1
, Λ ≡ h q d
2
(q + ha3)3
, f(µ) ≡ (1− 2µ)
2
(1 + 4µ− 4µ2) , (6.7)
4It is partially for this reason that we chose to reduce the configuration to three independent charge parameters.
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then the discriminant is non-negative if either
Λ ≤ 1 , f(µ) ≥ Λ , (6.8)
or
Λ ≥ 1 , f(µ) ≤ Λ . (6.9)
However, since this is a quadratic in β2, one must also show that there are positive roots.
Since the coefficient of β4 and β0 are non-negative, it follows that the roots of the polynomial
are either both positive or both negative. The sign of these roots is determined by the sign of
the coefficient of β2. This coefficient may be written:
− 2 a3 d2 (q + ha3)
(
y21 (4− Y ) +
(
4 (y1 − 2 y2)2 − (y21 + 4 y1y2 − 4 y22)Y
))
, (6.10)
which is negative in the region defined by (6.8) and positive for (6.9). This means that the
solutions for β2 are both positive and hence there are four real roots in the region defined by (6.8)
while (6.9) corresponds to four purely imaginary roots for β and is, therefore, unphysical. Since
we want all the asymptotic charges to be positive, (4.9), will generically mean we want to focus
on the solutions with β > 0.
Thus we conclude that the physical branches are defined by (6.8) and there are always two
positive, real solutions for β in this range. Indeed, these solutions must correspond to the non-
BPS extensions of the geometric and arithmetic branches. We therefore focus on this domain.
In order to preserve the proper ordering of the points, (4.20), one must have 0 < µ < 1 and
in this range one has 0 < f(µ) < 1 however there are then “forbidden regions” for µ in which
(6.8) is not satisfied. These regions are defined by:
1
2
−
√
Λ
2 (1 + Λ)
< µ <
1
2
+
√
Λ
2 (1 + Λ)
(6.11)
and they are depicted in Fig. 1. Inside these regions the values of β are all complex and no real,
physical solution exists.
The simplest way to describe the moduli space of physical, non-BPS solutions is to start at
q = 0 ⇒ Λ = 0 and slowly turn on the supersymmetry breaking parameter, q. From this we
learn several things. First, the critical control parameter is d/ℓ, where ℓ is the curvature length
scale at the location of the ring. (Flat space has ℓ =∞.) For a given ring dipole charge, the first
inequality in (6.8) tells us that a solution will cease to exist if the curvature gets too strong at the
ring. The second inequality then tells us that if the curvature is in the range that allows solutions
then µ must either be close to zero or it must be close to 1 and µ = 1
2
is always excluded. In
other words, for the non-BPS solution with intermediate curvatures, the middle point (a2) must
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Figure 1: This shows the possible locations of the non-BPS supertubes, as determined by µ ≡ y2/y1, as
a function of the supersymmetry-breaking parameter, Λ. The shaded area depicts the forbidden region.
be close to one or other of the outer points (a1 and a3) and as Λ→ 1 one must have a2 → a1 or
a2 → a3.
Therefore, if one imagines turning on the curvature, or supersymmetry breaking, slowly from
flat space by increasing q from zero, one starts from a situation where all points in the range
a1 > a2 > a3 are allowed but as the curvature increases the forbidden zone grows, driving a2 to
one or other end of the interval and then, when the curvature reaches a critical value, the scaling
solutions cease to exist altogether. Supersymmetry breaking thus forces two of the supertubes to
come together and merge if the supersymmetry breaking becomes strong enough. For our choice
of scaling conditions (4.5), to keep the proper order of charges we need a2 → a1 so that (4.21) is
satisfied. Once again for the case a2 → a3, the order of charges has to flip and so we also need
to flip the signs in the scaling conditions (4.5).
6.2 Some numerical examples
To illustrate the foregoing analysis, we fix the supertube dipole moments and positions and fix
the geometry at infinity and then examine the space of solutions for the charges α, β and γ as
we vary q. Note that for q = 0 and for q → ∞ the geometry is flat and hence supersymmetric.
In both of these limits we expect the BPS and non-BPS solutions to coincide.
We choose the following values of parameters
d = 1 , h = 1 , a3 = 1 , |a2 − a3| = 2× 10−8 , |a1 − a2| = 1× 10−8 . (6.12)
One should note this corresponds to having µ = 2/3 in (6.7) and that this lies outside the
forbidden region for small q. Indeed, this configuration lies in the forbidden region for Λ > 1
17
and with the choices (6.12), this corresponds to
P (q) ≡ (q + 1)3 − 17 q < 0 . (6.13)
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Figure 2: The cubic inequality (6.13) forbids non-BPS solutions for a range of q determined by the
shaded region of this graph.
This cubic inequality is depicted in Fig. 2 and it forbids a range of q that is approximately given
by 0.07258 < q < 2.4808 5. The solution exists for smaller or larger values of q.
In Figures 3 and 4 we plot the solution for α, β and γ of the exact system of the bubble
equations. We generate these solutions using the reduction of the bubble equations provided by
(A.9) and (A.10).
The BPS and non-BPS solutions both exhibit arithmetic and geometric branches and, as one
would expect, the corresponding BPS and non-BPS solutions are very similar when the NUT
charge is very small or very large. On the arithmetic branch the charges seem to be identical but
a closer examination reveals that the fluxes, Γij , are very small, but non-zero. Indeed, near the
region q = 1 for the BPS solution they are of the order 10−6. We show this detail of the BPS
arithmetic branch in Fig. 5. As one approaches q → 0 or q →∞ the fluxes limit to exactly zero,
consistent with (4.17).
For the non-BPS solutions we observe a “gap” in the solution space, corresponding to the
forbidden region identified earlier. In this gap the values of the charges β and γ become complex.
Somewhat surprisingly, the charge α, which is approximately the geometric or arithmetic average
of the other two charges, remains real for all values of q. At leading order (5.9) and (5.10) then
imply that β and γ are complex conjugates of one another but this is not true in general as can
be seen at linear order from (5.12) and at all orders from (A.10).
For completeness we also plot the discriminant of the full quartic in Fig. 6 and Fig. 7. The
discriminant of a quartic with real coefficients is positive when either all roots are real or all
roots are complex. The discriminant is negative when there are two real roots and a pair of
complex conjugate roots. Fig. 6 shows that the BPS discriminant is always strictly positive.
Since one has real values for the charges at q = 0, it follows that by continuously deforming q
one will always have real roots. The non-BPS discriminant is never negative but there are two
5The NUT charge, q, is, of course, quantized and is required to be a non-negative integer and so the intermediate
real values of q are not physical. On the other hand, the detailed restrictions on q are a direct consequence of
choosing h = a3 = 1 and different choices of these parameters will scale the allowed ranges of q and these ranges
can certainly be arranged to contain physically sensible, positive integer values for q on both sides of the inequality.
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points where it vanishes. This is precisely where the four roots change from all being real to
all being complex. The intermediate positive regime corresponds to the region where all roots
are complex. The points where the discriminant vanishes coincide with the boundaries of the
forbidden region and match the results from (6.13) within the given accuracy.
Finally we note that as q → ∞ all the electric charges of the supertube go to zero. The
fact that this must happen is an immediate consequence of the radius relations, (4.2) and (4.3).
We have fixed the dipole moment and the location of the supertubes and as we increase q
the circumference of the U(1) fiber at a fixed location goes to zero. The only way such fixed
supertubes can have a circumference that limits to zero is if the electric charges of the supertubes
vanish as well.
-4 -2 2 4 i
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(a) BPS Arithmetic Branch
-4 -2 2 4 i
2
4
6
8
Γ, Α, Β
(b) BPS Geometric Branch
Figure 3: The charges α, β, γ for the BPS system as a function of i = log10q. These two graphs show
the arithmetic and geometric branches of the solution. Note that the charges are almost identical on the
arithmetic branch.
7 The asymptotic structure and charges
The general scaling geometries discussed in Sections 3 and 4 look, at larger scales, like a black-ring
wrapping the Taub-NUT fiber and, as a result, look like a black hole in the four-dimensional, non-
compact space time. Here we complete this description by examining the asymptotic structure.
For the general configuration of supertubes described in Section 3 we give the remainder of
the solution and compare it with black-ring solution and we calculate the asymptotic charges.
It should be remembered that the complete solution isn’t simply an isolated black hole but is
a two centered configuration with a D6-brane at the center of the space and so there will be
contributions to the asymptotic charges from both centers and the interactions between them.
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Figure 4: The charges α, β, γ for the non-BPS system as a function of i = log10q. Again we show
the arithmetic and geometric branches of the solution. There is a gap in solution space where β and γ
become complex. The arithmetic and geometric branches connect precisely at the gap.
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i
2.82843
2.82843
2.82843
Γ, Α, Β
Figure 5: A close-up of Fig. 3(a) near the region i = 0 (q = 1). Note that the fluxes are very small but
non-zero.
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(b) BPS Discriminant detail near q = 0
Figure 6: The BPS discriminant is always positive.
26
0.5 1.0 1.5 2.0 2.5 3.0 q
2.´ 10-15
4.´ 10-15
6.´ 10-15
8.´ 10-15
1.´ 10-14
1.2´ 10-14
Discriminant
(a) non-BPS Discriminant vs q
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(b) non-BPS Discriminant detail near q = 0
Figure 7: The non-BPS discriminant is non-negative but has two zeroes that define the edges of the
forbidden region, or gap. These zeroes closely match the approximation given in Fig. 2.
7.1 The BPS configuration
To complete the solution we need the components of the angular momentum vector in R3:
ω = −
3∑
i=1
q mi ωi0 +
1
8
∑
i
∑
j,(aj<ai)
Γji ωij (7.1)
with
ωij = −r
2sin2θ + (r cos θ − ai + ri)(r cos θ − aj − rj)
(aj − ai)rirj dφ (7.2)
for ai > aj. The label i = 0 refers to the Taub-NUT center and, in particular, a0 = 0 , r0 = r.
In the scaling limit were the distances between the supertubes are very small compared to
their distance from the center of the space we expect the configuration to look like a black ring
of radius R. It follows immediately from (3.17)–(3.19) that the asymptotic electric charges are:
Q1 = Q
(1)
2 +Q
(1)
3 , Q2 = Q
(2)
1 +Q
(2)
3 , Q3 = Q
(3)
1 +Q
(3)
2 , (7.3)
The functions describing the solution of a black ring in Taub-NUT (see [8] for details) precisely
match the ones for a system of three clustered supertubes. In particular, it is useful to introduce
the effective angular momentum parameter:
mR ≡ m1 +m2 +m3 , (7.4)
and then note that (3.42) and (4.2) yield the radius relation of the effective black ring:
mRVR =
1
2
(k1 + k2 + k3) (7.5)
In the scaling limit, to first order, we find ω10 ≈ ω20 ≈ ω30 ≈ ωR0 and ω21 ≈ ω32 ≈ ω31. The
latter, when combined with (4.6), means that the “supertube interaction term” in (7.1) vanishes
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to leading order. This is the familiar merger condition on local angular momentum contributions
[23]. The remaining term in (7.1) is the sum of the angular momentum contributions for each
supertube about the center of space thus give the correct effective ω for the black ring.
We can compactify our solution on the Taub-NUT circle to obtain a microstate geometry for
a four-dimensional black-hole. By standard Kaluza-Klein reduction arguments and in the same
spirit as in [9] we can write the metric as:
ds2 =
I4
(Z1Z2Z3)2/3V 2
(
dψ + A− µV
2
I4
(dt+ ω)
)2
+
V (Z1Z2Z3)
1/3
√
I4
ds24 , (7.6)
where
ds24 = −I−1/24 (dt+ ω)2 + I1/24 (dr2 + r2dΩ22) (7.7)
is the 4-dimensional Lorentzian metric and one defines:
I4 ≡ Z1Z2Z3V − µ2V 2 . (7.8)
To identify the asymptotic charges and ADM mass it is most convenient to pass to a rest-frame
at infinity by re-defining
ψ˜ = ψ − µ0h
2
I0
t , (7.9)
where I0 = h−h2µ20 and µ0 are the constant values of I4 and µ at infinity. For the BPS solution
one has µ0 = m∞ = −mRR = JR16R .
The asympotic charges can be read from the expansion of the metric and the warp factors
ZI . After simplifying the resulting expressions and by making use of the radius relation. Thus
for the electric charges we find:
Q¯I = QI , (7.10)
and the ADM mass is given by:
M =
1
8I
3/2
0
(
4 q + 16m2∞h
2R + h (Q1 +Q2 +Q3)
)
. (7.11)
The Kaluza-Klein charge coming from the momentum around the ψ-fiber is:
P = − h
2m∞
4I20
(
4hm2∞RVR + 4h (R + 1) + 4h
2m∞R + h
(
Q1 +Q2 +Q3
))
(7.12)
and the angular momentum around the φ direction is:
J3 =
qhm∞R
I
3/2
0
(hm2∞ − 1) = −
m∞qR√
I0
. (7.13)
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The black ring horizon area is given by:
AH = 2π
2q
√
J4 , (7.14)
where J4 is the E7(7) quartic invariant:
J4 = −
3∑
I=1
Q2Ik
2
I + 2
∑
I<J
kIkJQIQJ + 8k1k2k3JR . (7.15)
7.2 The non-BPS configuration
The angular momentum vector for non-BPS supertubes is still of the form (3.23) but now µ is
given by (3.28) and (3.30). The expression for ω can be obtained from the general expressions
in [10] and for the solution in this paper we have:
ω =
∑
I
kI ω
(1)
I + h
∑
I
∑
j 6=I
Q
(I)
j kI
4
ω
(3)
Ij + q
∑
I
∑
j 6=I
Q
(I)
j kI
4
ω
(5)
Ij (7.16)
+ k1k2k3
(
h2ω(6) + q2ω(7) + qhω(8)
)
+ ω(9) , (7.17)
where
ω
(1)
I =
h
2
r cos θ − aI
rI
dφ+
q
2
r − aI cos θ
aIrI
dφ , (7.18)
ω
(3)
Ij =
r2 + aIaj − (aI + aj)r cos θ
2(aI − aj)rIrj dφ , (7.19)
ω
(5)
Ij =
r (aj + aI cos 2θ)− (r2 + aIaj) cos θ
2aI(aj − aI)rIrj dφ , (7.20)
ω(6) = 0 , ω(7) =
r2 sin2 θ
a1a2a3r1r2r3
dφ, (7.21)
ω(8) =
r3 + r(a1a2 + a2a3 + a1a3)− (r2(a1 + a2 + a3) + a1a2a3) cos θ
2a1a2a3r1r2r3
dφ, (7.22)
ω(9) =
(
κ−m0 cos θ −
∑
i
mi
r cos θ − ai
ri
)
dφ . (7.23)
The absence of Dirac strings and CTC’s requires that the bubble equations (3.49)–(3.51) are
satisfied and that:
κ = −q
∑
i
ki
2ai
− h q k1k2k3
2a1a2a3
− h
∑
I
∑
j 6=i
Q
(I)
j kI
8(aI − aj) , (7.24)
m0 = −q
∑
i
ki
2ai
− hq k1k2k3
2a1a2a3
+ q
∑
I
∑
j 6=i
Q
(I)
j kI
8aI(aI − aj) . (7.25)
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In the scaling limit, where the distances between the supertubes are very small compared to
their distance from the center of the space, the solution should effectively behave as a black ring
of radius R. Once more it is easy to see that the functions describing the solution match those
of the black ring if one identifies:
Q(I) =
∑
i 6=I
Q
(I)
i , mR = m1 +m2 +m3 . (7.26)
Denoting the terms corresponding to the supertube and the black ring solution with the subscripts
“st” and “br”, we then have:
κbr = κ˜st = κst + h
∑
I
∑
j 6=i
Q
(I)
j kI
8(aI − aj) (7.27)
m0,br = m˜0,st = m0,st − q
∑
I
∑
j 6=i
Q
(I)
j kI
8aI(aI − aj) (7.28)
µ
(1)
br = µ
(1)
I,st , ω
(1)
br = ω
(1)
I,st (7.29)
µ
(2)
br = µ
(3)
Ij,st , ω
(2)
br = ω˜
(3)
Ij,st = ω
(3)
Ij,st −
1
2(aI − aj)dφ (7.30)
µ
(3)
br = µ
(2)
st , ω
(3)
br = ω
(2)
st , µ
(4)
br = µ˜
(5)
Ij,st = µ
(5)
Ij,st −
1
2(aj − aI)aIr , (7.31)
ω
(4)
br = ω˜
(5)
Ij,st = ω
(5)
Ij,st −
cos θ
2(aj − aI)aI , µ
(5)
br = µ
(4)
st , ω
(5)
br = ω
(4)
st , (7.32)
µ
(i)
br = µ
(i)
st , ω
(i)
br = ω
(i)
st , i = 6, 7, 8, 9 . (7.33)
The modified terms κ˜st, m˜0,st, ω˜
(3)
Ij,st, µ˜
(5)
Ij,st, ω˜
(5)
Ij,st still describe exactly the same three-
supertube system because the modifications involve the re-shuffling of harmonic functions into
the µ(i)V with compensating shifts in M (along with corresponding changes in ω’s).
The non-BPS radius relation for the black ring is:
mˆRVR = 16
∑
I
kˆI + 16hq
kˆ1kˆ2kˆ3
VRR3
, (7.34)
which is to be identified with (4.3), where
mˆi = mi
(
h+
q
|ai|
)−1
(7.35)
is the effective angular-momentum parameter.
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The electric charges of the non-BPS configuration are
Q¯I = QI +
4q
R2
CIJK
2
kJkK , (7.36)
while the ADM mass is given by
M =
1
I
3/2
0
(
q
2
+
h
8
(
Q¯1 + Q¯2 + Q¯3
)−mh (k1 + k2 + k3)) . (7.37)
The Kaluza Klein charge is now
P =
1
I20
(
h2(h+m2) (k1 + k2 + k3)− 14 mh2
(
Q¯1 + Q¯2 + Q¯3
)−m3q) (7.38)
and the angular momentum is:
J3 =
q
2
√
I0
(
(k1 + k2 + k3) +
1
R
~k · ~Q + 1
R2
(
h+
2q
R
)
k1k2k3
)
. (7.39)
For the horizon area we find:
AˆH = 2π
2q
√
Jˆ4 , (7.40)
where
Jˆ4 = −
3∑
I=1
Q2I kˆ
2
I + 2
∑
I<J
kˆI kˆJQIQJ − 8kˆ1kˆ2kˆ316mˆR , (7.41)
which, upon setting 16mˆR = −JR, matches the horizon area of a BPS black ring with dipole and
angular momentum parameters equal to the effective ones.
8 Conclusions
The non-BPS solutions obtained using the “floating brane” Ansatz have greatly enriched the
families of known extremal solutions. The fact that these solutions are also determined by
solving linear systems of equations has also enabled one to generate families of multi-centered
solutions. To date, the majority of such solutions have involved black holes or multi-centered
black rings, however, it is evident from the work presented here that one can use this approach
to generate interesting families of non-BPS scaling microstate geometries. By using multiple
species of supertubes one can generate scaling geometries whose appearance at large scales exactly
matches that of a black hole or black ring and yet, via spectral flow, these solutions represent
true microstate geometries in that they are smooth, horizonless and have a long AdS throat.
As we have shown here, one of the interesting new features of these non-BPS microstate
geometries is that the breaking of supersymmetry places restrictions on the moduli space of
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solutions, compared to the analogous BPS solutions. If the supersymmetry breaking scale is
large in the vicinity of the supertubes then a smooth solution does not exist and when the
supersymmetry breaking is sufficiently small then there are still bounds upon the allowed moduli.
The restrictions on parameters that are imposed by supersymmetry breaking emerge in a
very interesting manner: The equations of motion can be solved for all values of the parameters
and the restrictions then emerge from the bubble equations, which require that there are no
closed timelike curves near the supertube. While it has not been shown in general, there is good
evidence that the bubble equations can be thought of as a condition of finding a local minimum
of a potential for the supertube interaction. That is, the interactions between supertubes involve
non-trivial forces between their magnetic dipoles and electric charges and the requirement of
a static solution forces them to find an equilibrium configuration. More generally, a dynamic
solution will involve some kind of oscillation around this equilibrium configuration[25, 26]. One
way one can interpret the results presented here is that the supersymmetry-breaking holonomy
modifies these forces and the potential and restricts the range of equilibrium configurations and
indeed wipes out the minima if the supersymmetry breaking is too strong.
There is also a rather natural aspect to the restriction placed upon the bubbles, discussed
in Section 6.1, that shows that supersymmetry breaking forces two of the supertubes to come
together. We have described the supersymmetry breaking in terms of the supertube supersym-
metry being broken by holonomy, but the supersymmetry breaking is a rather more democratic
between the elements of the solution. One should recall that each supertube is a 1
2
-BPS state
and that the Taub-NUT background is similarly a 1
2
-BPS state. Any three out of the four of
these elements will preserve four supersymmetries and create a 1
8
-BPS state but the whole point
of the non-BPS procedure is that all four elements, when put together, do not agree on which
supersymmetries to preserve and thus the supersymmetry is thus completely broken and the
control parameters are the separation of the different geometric elements. Thus the solution
is essentially supersymmetric when there are only three elements involved in determining the
background. Given a strong background holonomy, one can preserve some approximate super-
symmetry locally by bringing two supertubes together while maintaining a much larger, finite
separation from the third. Thus one can think of the restriction on the moduli space in terms
of the solution trying to preserve approximate supersymmetry locally by forcing supertubes into
clusters and excluding regions of moduli space in which all the supertubes are widely separated
with large intermediate regions in which the supersymmetry is broken. Whether this perspective
is born out in more general classes of solution remains to be seen but it is certainly worthy of
further investigation.
More generally, even though we have studied an extremely simple example, it is very tempting
to conjecture other implications for more general classes of non-BPS microstate geometries. It
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may be that the natural geometric elements of microstate geometries are 1
2
-BPS “atoms” that
do not necessarily preserve any supersymmetry when combined together. The moduli space
of such non-BPS solutions would then be restricted so that in each region some approximate
supersymmetry would survive. This would necessitate that the “atoms” have strong enough
local charges (like the dipole moment, d, in Λ in (6.7)) to open up a non-trivial moduli spaces in
the presence of the other charges. This would also be balanced against the separation between
the geometric elements. If one were to think of microstate geometries being nucleated in regions
of high curvature then this would favor the initial formation of bubbles with larger dipole charges.
As this happened, the nucleation of bubbles would involve diluting the curvature over a larger
region thus enabling bubbles with smaller dipole moments to occur through either splitting of
bubbles or nucleation. (In a Taub-NUT space, this curvature dilution would involve a transition
to multi-centered Taub-NUT so that the background curvature would be distributed into a cloud
around all the centers.) This is consistent with the belief, common to both the fuzzball proposal
and ideas of emergent space-time, that the microstate structure of a black hole is not localized
in a Planck-scale region around a classical singularity, but is, instead, smeared out over a region
whose scale is set by the horizon area.
While the solutions we have considered here are far too simple to provide one with the general
picture of non-BPS microstate geometries, we have shown that there are interesting families of
non-BPS, scaling microstate geometries and we have shown how supersymmetry breaking can
modify and restrict those families in very interesting ways that might naturally be characterized
in terms of some locally approximate supersymmetry.
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A Details of the quartic
The bubble equations can be written in a more symbolic form as:
g(β − α) + b(γ − β) + d1βγ + f1 = 0 , (A.1)
c(α− γ) + g(α− β) + d2α2 + f2 = 0 , (A.2)
b(β − γ) + c(γ − α) + d3βγ + f3 = 0 , (A.3)
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with the following definitions:
g =
1
|a1 − a2| , b =
1
|a1 − a3| , c =
1
|a2 − a3| , di =
Vai
4d2
(A.4)
Vai =
(
h+
q
ai
)
, f1 = f3 = −4 − Y , f2 = −4 + Y . (A.5)
Summing the bubble equations we get the relatively simple condition:
βγ(d1 + d3) + d2α
2 + f = 0 , (A.6)
where f = f1 + f2 + f3. For later convenience we define the following:
A = c
(
1− b
g
)
− b , B = cd1
g
− d3 , Γ = cf1
g
− f3 , (A.7)
Ψ = 1− b
g
, Φ =
2 b
g
− 2 b
2
g2
+
2 d1f1
g2
+
d1
d2
+
d3
d2
. (A.8)
The foregoing system of equations can be explicitly solved by reducing it to a quartic polynomial
for the charge β:
s4β
4 + s3β
3 + s2β
2 + s1β + s0 = 0 , (A.9)
from which α and γ can be determined using:
γ =
Γ + Aβ
A− Bβ , α = β +
b
g
(γ − β) + d1
g
βγ +
f1
g
= 0 . (A.10)
The coefficients of the quartic (A.9) are given by:
s0 =
(
Γ
b
g
+ A
f1
g
)2
+ A2
f
d2
, s4 =
(
BΨ− Ad1
g
)2
, (A.11)
s1 = 2AΓ
b2
g2
+ ΓAΦ + 2Γ2
bd1
g2
+ 2A2
f1
g
Ψ+ 2
(
A2 − ΓB) f1b
g2
− 2AB
(
f 21
g2
+
f
d2
)
,(A.12)
s2 = A
2Ψ2 + A2
b2
g2
+ Γ2
d21
g2
+
(
A2 − ΓB)Φ+ 2ΓAd1
g
Ψ+ 4ΓA
bd1
g2
− 4ABf1
g
Ψ
−2ABf1b
g2
+B2
(
f 21
g2
+
f
d2
)
, (A.13)
s3 = −2ABΨ2 + 2ΓAd
2
1
g2
− ABΦ + 2d1
g
(
A2 −BΓ)Ψ+ 2A2d1b
g2
+ 2B2
f1
g
Ψ . (A.14)
For q = 0 one has s3 = s1 = 0 and the quartic, (A.9), collapses to a quadratic in β
2.
34
References
[1] A. Strominger and C. Vafa, “Microscopic Origin of the Bekenstein-Hawking Entropy,” Phys.
Lett. B 379, 99 (1996) [arXiv:hep-th/9601029].
[2] S. D. Mathur, “The fuzzball proposal for black holes: An elementary review,” Fortsch. Phys.
53, 793 (2005) [arXiv:hep-th/0502050].
[3] I. Bena and N. P. Warner, “Black holes, black rings and their microstates,” Lect. Notes
Phys. 755, 1 (2008) [arXiv:hep-th/0701216].
[4] K. Skenderis and M. Taylor, “The fuzzball proposal for black holes,” Phys. Rept. 467, 117
(2008) [arXiv:0804.0552 [hep-th]].
[5] V. Balasubramanian, J. de Boer, S. El-Showk and I. Messamah, “Black Holes as Effective
Geometries,” Class. Quant. Grav. 25, 214004 (2008) [arXiv:0811.0263 [hep-th]].
[6] B. D. Chowdhury and A. Virmani, “Modave Lectures on Fuzzballs and Emission from the
D1-D5 System,” arXiv:1001.1444 [hep-th].
[7] K. Goldstein and S. Katmadas, “Almost BPS black holes,” JHEP 0905, 058 (2009)
[arXiv:0812.4183 [hep-th]].
[8] I. Bena, P. Kraus and N. P. Warner, “Black rings in Taub-NUT,” Phys. Rev. D 72, 084019
(2005) [arXiv:hep-th/0504142].
[9] I. Bena, G. Dall’Agata, S. Giusto, C. Ruef and N. P. Warner, “Non-BPS Black Rings and
Black Holes in Taub-NUT,” JHEP 0906, 015 (2009) [arXiv:0902.4526 [hep-th]].
[10] I. Bena, S. Giusto, C. Ruef and N. P. Warner, “Multi-Center non-BPS Black Holes - the
Solution,” JHEP 0911, 032 (2009) [arXiv:0908.2121 [hep-th]].
[11] I. Bena, S. Giusto, C. Ruef and N. P. Warner, “Supergravity Solutions from Floating
Branes,” JHEP 1003, 047 (2010) [arXiv:0910.1860 [hep-th]].
[12] I. Bena, S. Giusto, C. Ruef and N. P. Warner, “A (Running) Bolt for New Reasons,” JHEP
0911, 089 (2009) [arXiv:0909.2559 [hep-th]].
[13] N. Bobev and C. Ruef, “The Nuts and Bolts of Einstein-Maxwell Solutions,” JHEP 1001,
124 (2010) [arXiv:0912.0010 [hep-th]].
[14] N. Bobev, B. Niehoff and N. P. Warner, “Hair in the Back of a Throat: Non-Supersymmetric
Multi-Center Solutions from Ka¨hler Manifolds,” arXiv:1103.0520 [hep-th].
35
[15] J. P. Gauntlett and J. B. Gutowski, “Concentric black rings,” Phys. Rev. D 71, 025013
(2005) [arXiv:hep-th/0408010].
[16] I. Bena and N. P. Warner, “One ring to rule them all ... and in the darkness bind them?,”
Adv. Theor. Math. Phys. 9, 667 (2005) [arXiv:hep-th/0408106].
[17] O. Lunin and S. D. Mathur, “AdS/CFT duality and the black hole information paradox,”
Nucl. Phys. B 623, 342 (2002) [arXiv:hep-th/0109154].
[18] O. Lunin, J. M. Maldacena and L. Maoz, “Gravity solutions for the D1-D5 system with
angular momentum,” arXiv:hep-th/0212210.
[19] I. Bena, N. Bobev and N. P. Warner, “Spectral Flow, and the Spectrum of Multi-Center
Solutions,” Phys. Rev. D 77, 125025 (2008) [arXiv:0803.1203 [hep-th]].
[20] G. Dall’Agata, S. Giusto and C. Ruef, “U-duality and non-BPS solutions,” JHEP 1102,
074 (2011) [arXiv:1012.4803 [hep-th]].
[21] I. Bena and N. P. Warner, “Bubbling supertubes and foaming black holes,” Phys. Rev. D
74, 066001 (2006) [arXiv:hep-th/0505166].
[22] P. Berglund, E. G. Gimon and T. S. Levi, “Supergravity microstates for BPS black holes
and black rings,” JHEP 0606, 007 (2006) [arXiv:hep-th/0505167].
[23] I. Bena, C. W. Wang and N. P. Warner, “Mergers and Typical Black Hole Microstates,”
JHEP 0611 (2006) 042 [arXiv:hep-th/0608217].
[24] I. Bena, C. W. Wang and N. P. Warner, “Plumbing the Abyss: Black Ring Microstates,”
JHEP 0807, 019 (2008) [arXiv:0706.3786 [hep-th]].
[25] D. Marolf and A. Virmani, “A black hole instability in five dimensions?,” JHEP 0511, 026
(2005) [arXiv:hep-th/0505044].
[26] I. Bena, C. W. Wang and N. P. Warner, “Sliding rings and spinning holes,” JHEP 0605,
075 (2006) [arXiv:hep-th/0512157].
36
