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摘 要: 针对双频段预失真模型复杂度高以及当前的模型优化算法不具有自适应性的问题，提出一种自适应的
模型优化算法．采用双频段广义记忆多项式作为预失真模型，通过正交匹配追踪算法对原始模型的基函数项进行排
序，每次迭代时用所有已挑选的基函数项构成备选模型，推导了模型输出向量元素服从非独立同分布情况下的贝叶斯
信息准则(Bayesian Information Criterion，BIC)，并将 BIC值最小的备选模型作为优化后模型，从而在原始模型稀疏度
和拟合误差门限未知情况下，实现了模型的自适应优化．结果表明:优化后模型与原始模型相比，二者分别预失真后的
信号在邻道功率比和归一化均方误差方面均非常接近，预失真效果良好，而模型的系数量减少了 75%以上．
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Adaptive Dual-band Predistortion Model Optimization Algorithm Based on
Orthogonal Matching Pursuit and Bayesian Information Criterion
WU Lin-huang1，SU Kai-xiong1，WANG Lin2，CHEN Zhi-feng1，CHEN Ping-ping1
(1. College of Physics and Information Engineering，Fuzhou University，Fuzhou，Fujian 350116，China;
2. College of Information Science and Technology，Xiamen University，Xiamen，Fujian 361005，China)
Abstract: The dual-band predistortion models suffer from high complexity and non-adaptability of optimization algo-
rithms． To address this issue，this paper proposes an adaptive optimization algorithm for dual-band predistortion model with
reduced complexity． We use dual-band general memory polynomial (DB-GMP)as the predistortion model where all basis
function terms of the original DB-GMP model are sorted by orthogonal matching pursuit algorithm． In each iteration，all se-
lected basis function terms help to construct an alternative model． We then derive the Bayesian information criterion (BIC)
when output vector elements of the DB-GMP model are with non-independent identical distributions，and the model with
smallest BIC value is treated as the optimized model． Finally，we achieve the proposed algorithm without the information of
model sparsity and fitting error threshold． Simulation results show that compared with the original DB-GMP model，the coef-
ficient number of the optimized model is reduced by more than 75%，while both the models after predistortion have almost
the same level of adjacent channel power ratio and normalized mean squared error，leading to good predistortion perform-
ance．
Key words: power amplifier;predistortion;sparsity;orthogonal matching pursuit;Bayesian information criterion
1 引言
当前无线通信网络同时存在多种不同的标准，比
如 2G、3G 和 4G 网络，未来 5G网络也将融入现有的网
络．不同网络的信号使用不同的频段，按照传统方法，不
同频段的信号需要不同的发射模块，包括不同的射频
功率放大器(Power Amplifier，PA)，这造成基站体积大、
能耗和成本高等问题．为了克服这些问题，研究人员提
出了并发多频段发射机方案［1］，只用一个 PA 对多个频
段的信号同时进行功率放大．然而，PA本身存在非线性
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特性［2］，当多个频段信号同时加载在一个 PA 上时，PA
不仅存在与单频段信号驱动情况下类似的带内互调失
真和带外互调失真，还存在交叉频带互调失真，非线性
特性更加复杂，必须采用有效的线性化方法来保证 PA
的线性度［3］．
数字预失真(Digital Predistortion，DPD)技术是单频
段 PA线性化的主流方法［4］，而多频段 DPD技术还未成
熟．单频段 DPD技术与双频段 DPD 技术之间存在较大
的不同，而双频段 DPD 技术可简便的拓展到更多频段
的 DPD技术，本文仅针对双频段 DPD 技术进行研究．
目前已有多种双频段预失真模型被用于双频段 PA 线
性化，比如二维复数记忆多项式模型［3］，双频段广义记
忆多项式模型［5］、二维修正的记忆多项式模型［6］等．与
单频段预失真模型相比，双频段预失真模型复杂度更
高，严重阻碍了其实际应用．
文献［7，8］指出 Volterra级数类预失真模型存在稀
疏性．因此，预失真模型优化问题可以看成是一个稀疏
信号重构问题． 目前已有一些稀疏信号重构技术被用
于优化预失真模型，比如 LASSO技术［9］、主成分分析技
术［10］以及压缩感知方法［11，12］．其中，压缩感知方法已经
被证明了具有更高的计算效率和精度，比如正交匹配
追踪(Orthogonal Matching Pursuit，OMP)算法［13］． 目前
预失真模型优化的研究主要是针对单频段 Volterra 级
数类型［9 ～ 12］，文献［7，8］提出把压缩感知方法用于双频
段 Volterra 级数预失真模型优化，但其主要缺陷在于需
要事先知道模型稀疏度或拟合误差门限才能实现． 在
实际的预失真系统中，预失真模型稀疏度是未知的，拟
合误差门限处于什么水平才能保证预失真性能也是未
知的，所以当前的双频段预失真模型优化方法不具有
自适应性，无法在实际中应用．
贝叶斯信息准则(Bayesian Information Criterion，
BIC)也称为 Schwarz 准则［14 ～ 16］，用于从有限备选模型
中选出具有最大后验概率的模型，其不需要知道模型
稀疏度或拟合误差门限，在实际中广泛应用，比如基因
调控网络的自适应建模［17］、无线信道建模［18］以及模型
阶数选择［19］等．在这些应用中，BIC 准则的备选模型输
出向量元素的概率分布都是假设独立同分布．
鉴于压缩感知和 BIC准则的优点，以及当前双频段
预失真模型优化存在的问题，本文将 BIC 准则融入
OMP算法中，提出一种基于 OMP 和 BIC 准则的双频段
预失真模型优化算法． 为了满足双频段预失真模型输
出向量元素非独立同分布的条件，本文还从理论上推
导了非独立同分布情况下的 BIC准则．
2 双频段数字预失真系统
DPD的基本原理是:先用预失真器对系统输入信
号进行预失真，使得预失真后的信号经过 PA 之后与原
始系统输入信号之间呈现线性关系． 本文的双频段
DPD系统采用文献［3］所提出的二维 DPD(2D-DPD)结
构，其特点是每个频段的信号独立进行失真补偿，各个
通道中数模转换器和模数转换器的采样率只受各自频
段信号带宽的影响．
2D-DPD结构是一种间接学习结构，如图 1 所示．输
入信号 u1(n)和 u2(n)先经过双频段预失真器处理分
别被变换成 PA等效基带输入信号 x1(n)和 x2(n)，再
各自通过数模转换和正交上变频变成射频信号，并用
功率组合器合成一个信号输入给 PA，PA输出信号分两
路进行正交下变频和模数转换获得 PA 等效基带输出
信号 y1(n)和 y2(n)． 根据 x1(n)、x2(n)和 y1(n)、
y2(n)，采用估计算法对双频段 PA 逆估计器进行辨识，
再把辨识后的参数复制给双频段预失真器． PA 逆估计
器和双频段预失真器内部结构相同，均由两个 DPD 处
理模块组成，如图 2 所示． DPD1 和 DPD2 分别实现对频
段 1 和频段 2 信号的预失真处理．
3 双频段预失真模型及其辨识
在数学上，DPD1 和 DPD2 可以分别用非线性函数
h1(．)和 h2(．)来描述，如式(1)、式(2)所示． 其中，c1
和 c2 分别是模型 DPD1 和 DPD2 的系数向量，e1(n)和
e2(n)表示模型观测误差．
x1(n)= h1(c1，y1(n)，y2(n))+ e1(n) (1)
x2(n)= h2(c2，y1(n)，y2(n))+ e2(n) (2)
双频段预失真模型辨识的目标是寻找最优的 c1 和
c2，使得模型的估计值 x^1(n)= h1(c1，y1(n)，y2(n))、
x^2(n)= h2(c2，y1(n)，y2(n))与期望值 x1(n)、x2(n)的
均方误差(Mean Squared Error，MSE)最小，MSE定义为:
E = ∑
N
n =1
(| x1(n)－ x^1(n)|
2 +| x2(n)－ x^2(n)|
2[ ]) /(2N)
(3)
其中，N是采样数据的数量．对于 h1(．)和 h2(．)的具体
形式，本文采用双频段广义记忆多项式(Dual-Band
General Memory Polynomial，DB-GMP)模型［5］，该模型是
在被广泛使用的单频段 GMP 模型基础上拓展而来的，
其能有效的实现对双频段 PA 的非线性补偿． 假设 i∈
{1，2}是频段标识，P 是非线性阶数，G 是记忆深度，L
是超前 滞 后 长 度，cig，l，p，j 是 基 函 数 项 yi (n － g)
yi(n － g － l)
p － j y3 － i(n － g － l)
j 对应的系数，则考
虑了观测误差的 DB-GMP模型表达式如下:
xi(n)=∑
G
g = 0
∑
L
l = －L
∑
P－1
p = 2，4，…
∑
p
j = 0，2，…
cig，l，p，j
* yi(n － g) yi(n － g － l)
p － j y3 － i(n － g － l)
j
+ ei(n)，if p = 0，then l = 0 (4)
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DB-GMP模型的系数量为:
S =(G + 1)* ［(P + 1)* (P + 3)/8 +
( (P + 1)/2)* ( (P + 3)/4 － 1)* 2* L) ］(5)
用 vi，s(n)表示第 i 个频段的 DB-GMP 模型的第 s
个基函数项在时刻 n 的值，ci，s表示 c
i
g，l，p，j ． 定义 c i =
［ci，1，ci，2，…，ci，S］
T，v i，s = ［vi，s (1)，vi，s (2)，…，
vi，s(N)］
T，则所有基函数项的列向量就构成一个矩阵
Vi，如式(6)所示． 此时，式(4)可拓展成如式(7)所示
的矩阵形式，x i =［xi(1)，xi(2)，…，xi(N)］
T，e i =
［ei(1)，ei(2)，…，ei(N)］
T ．
Vi =［v i，1，v i，2，…，v i，S］
=
vi，1(1) vi，2(1) … vi，S(1)
vi，1(2) vi，2(2) … vi，S(2)
   
vi，1(N) vi，2(N) … vi，S(N

)
(6)
x i = Vic i + e i，i∈{1，2} (7)
DPD1 和 DPD2 的输入均同时包含两个频段信号，
如果每个频段的模型系数向量都独立进行辨识，则
MSE在迭代过程中将会不断的波动，导致无法收敛．所
以，本文将式(7)表示的两个方程合并为一个方程:
x = Vc + e (8)
其中，x =［x1;x2］，V =
V1 0
0 V[ ]2 ，c =［c1;c2］，e =
［e1;e2］，x的长度为 2N，c 的长度为 2S． 此时双频段预
失真模型的辨识问题可以用式(9)来描述，并简便的用
式(10)的最小二乘法求解．其中，H表示共轭转置．
c^ = arg min
c
‖x － Vc‖2 (9)
c^ =(VHV)－ 1VHx (10)
4 自适应双频段预失真模型优化算法
4. 1 优化算法的具体流程
从式(5)可知，DB-GMP模型系数量 S随着 P、G 和
L的增大而急剧上升，导致式(10)中的求逆运算困难，
不稳定性增加．文献［7］指出 Volterra 级数类模型的基
函数项具有稀疏性，从压缩感知的角度分析，寻找有效
的基函数项集等价于对 2S × 1 维的系数向量 c 进行稀
疏重构．在数学上，这是一个求 p0 范数问题，如式(11)
所示．其中，ε是重构误差门限．
min
c
‖c‖0，subject to ‖x － Vc‖
2 "ε (11)
OMP算法是一种非常有效的贪婪类稀疏重构算
法［13］，其遵循匹配追踪算法中的原子选择准则，并对已
选择的原子集合进行正交化，从而获得稀疏重构信号．
但 OMP算法需要已知稀疏度或重构误差作为迭代截止
条件． BIC准则可以在模型稀疏度和误差门限未知的情
况下，从有限备选模型 Hs(s∈{1，2，…，2S})中选择出
具有最大后验概率的模型，其使用估计概率 p^(Hs | x)来
近似后验概率 p(Hs | x)
［16］．假设所有备选模型等概率，
则最大化 p^(Hs | x)等价于最小化 BIC(s)值，最优模型
的序号 s* 可确定为:
s* = arg maxs p^(Hs | x)= arg maxs e
－(1 /2)BIC(s)
= arg min
s
BIC(s) (12)
BIC(s)的定义［16］如下:
BIC(s)= － 2lnp(x | c^，Hs)+ Ns ln(Np) (13)
其中，Np 表示模型 Hs 输出数据向量的长度，Ns 表示模
型 Hs 所包含的基函数项数量． 式(13)是实数形式的
BIC准则，复数形式的 BIC准则为:
BIC(s)= － 2lnp(x | c^，Hs)+(2* Ns + 1)ln(2* Np)
(14)
本文将 BIC准则融入 OMP算法，在使用 OMP算法
时将不再考虑模型的稀疏度及重构误差，仅将 OMP 算
法用于模型 2S个基函数项的排序，提出一种基于 OMP
和 BIC准则的自适应双频段预失真模型优化算法，具
体流程如下:
步骤 1 输入观测向量 x =［x1;x2］，根据 DB-GMP
模型的基函数项表达式计算矩阵 V1 和 V2，构造观测矩
阵 V =
V1 0
0 V[ ]2 ，初始化迭代次数 s = 0、残差 r0 = x、信
号支撑集 Γ0 =［］(空集)．
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步骤 2 更新迭代索引(即备选模型序号)s = s
+ 1.
步骤 3 计算残差 rs － 1与观测矩阵 V 每列原子的
内积，将内积最大的那列原子的索引作为候选支撑点，
即 zs = arg maxz |V
H
z rs － 1 |，z∈{1，2，…，2S}．
步骤 4 将候选支撑点与前次迭代的信号支撑集
合并在一起组成新的信号支撑集，即 Γs = Γs － 1∪zs ．
步骤 5 利用信号支撑集构造新的 V矩阵(标识为
VΓs)，并估计新模型 Hs 的系数向量c^s =(V
H
ΓsVΓs)
－ 1VHΓsx．
步骤 6 更新残差 rs = x － VΓs c^s，并计算 BIC(s)值．
步骤 7 若 s = 2S执行步骤 8，否则跳到步骤 2.
步骤 8 比较 2S个 BIC(s)值，将 BIC(s)值最小的
模型 Hs*作为最终优化后的模型．
步骤 9 用最小二乘法求解优化后模型的参数．
4. 2 非独立同分布的 BIC准则
根据式(14)可知，当 Np 固定时，影响 BIC 值的变
量只有 Ns 和 p(x | c^，Hs)．其中，Ns 等于优化算法的迭代
索引 s，关键是求 p(x | c^，Hs)．通常是假设模型 Hs 输出
向量 x的各个元素相互独立，并具有相同的概率分布．
然而在本文的双频段 DPD 系统中，DB-GMP 模型输出
向量 x的各个元素是非独立的，这导致传统的 BIC 准
则并不适合预失真模型的自适应优化，本文将推导非
独立同分布条件下的 BIC准则．
在模型输出 x 各个元素非独立的情况下，p(x | c^，
Hs)的表达式如下:
p(x | c^，Hs)= p(x1)* p(x2 | x1)* p(x3 | x1，x2)…
* p(xm | x1，x2，…，xm － 1)
* ∏
2N
n = m+1
p(xn | xn －m，xn －m + 1，…，xn － 1) (15)
其中，xn 表示 x的第 n个元素，m表示模型 Hs 输出向量
元 素 的 相 关 长 度． 定 义 列 向 量 xn －m→n － 1 =
(xn －m，xn －m + 1，…，xn － 1)
T，并假设式(8)中的误差向量服
从均值为 0，方差为 σ2e 的高斯分布，则此时 x 中各个元
素的概率分布将服从条件高斯分布:
p(xn | xn －m→n － 1)=
1
2槡 πσxn | xn － m→n － 1
exp －
xn － μxn | xn － m→n( )－ 1 2
2σ2xn | xn － m→n
( )
－ 1
(16)
其中，μxn | xn － m→n － 1、σ
2
xn | xn － m→n － 1分别表示 xn 的条件均值和条件
方差．
由于 m与 2N相比小很多，所以可以忽略式(15)中
最前面 m个元素的概率，同时将 p(xn | xn －m→n － 1)代入式
(15)可得:
p(x | c^，Hs)≈ ∏
2N
n = m+1
1
2槡 πσxn | xn － m→n － 1
exp －
xn － μxn | xn － m→n( )－ 1 2
2σ2xn | xn － m→n
( )
－ 1
(17)
对式(17)取自然对数可得:
lnp(x | c^，Hs)≈∑
2N
n = m+1
ln( 1
2槡 πσxn | xn － m→n － 1
)
－ ∑
2N
n = m+1
(xn － μxn | xn － m→n － 1)
2
2σ2xn | xn － m→n － 1
(18)
根据文献［20］，服从条件分布的向量均值和方差
的求解公式分别如下:
μa | b = μa + Σ a，bΣ
－ 1
b，b(b － μb) (19)
Σ a | b = Σ a，a － Σ a，bΣ
－ 1
b，bΣ b，a (20)
其中，μa 和 μb 分别表示向量 a和 b的均值，Σ a，a和 Σ b，b
分别表示 a和 b的方差，μa| b 和 Σ a| b 分别表示在已知 b
情况下 a的条件均值和条件方差，Σ a，b表示 a 与 b 的协
方差，Σ －1b，b 表示 Σ b，b 的逆矩阵．
定义 a = xn、b = xn－m→n－1，由于 x中的元素具有相
同的边缘概率分布，因此 Σ a，a、Σ b，b、Σ a| b 均不随 n 而变
化，μa| b是向量 b的线性函数，Σ a| b = σ
2
xn| xn－m→n－1是一个与 n
无关的变量［20］，后续把 σ2xn| xn－m→n－1 标记为 σ
2. 根据式
(19)，则式(18)中的 μxn| xn－m→n－1 可推导如下:
μxn| xn－m→n－1 = μxn + Σ xn，xn－m→n－1Σ
－1
xn－m→n－1，xn－m→n－1
(xn－m→n－1 － μxn－m→n－1)
(21)
将式(21)代入 xn － μxn| xn－m→n－1 可得:
xn － μxn| xn－m→n－1 = (－ Σ xn，xn－m→n－1Σ
－1
xn－m→n－1，xn－m→n－1
，1)(xn－m→n － μxn－m→n)
(22)
式(22)中的(－ Σ xn，xn－m→n－1Σ
－1
xn－m→n－1，xn－m→n－1
，1)是一个行向量，
与 n无关．定义列向量 wn =(xn －m→n － μxn － m→n)，列向量 u
的转置 uT =(－ Σ xn，xn － m→n － 1Σ
－ 1
xn － m→n － 1，xn － m→n － 1
，1)，则式(18)中的
(xn － μxn | xn － m→n － 1)
2 可以表示为:
(xn － μxn | xn － m→n － 1)
2 = uTwnw
T
nu (23)
wn 中的 μxn － m→n是 xn －m→n的均值，等于模型的实际输
出值［20］，如式(24)所示．其中，Vn －m→n是式(8)中观测矩
阵 V的第 n － m行到第 n行所构成的一个(m + 1)× 2S
维子矩阵．
μxn － m→n = Vn －m→nc (24)
根据式(23)和(24)可以推导出:
∑
2N
n = m+1
(xn － μxn | xn － m→n － 1)
2 = ∑
2N
n = m+1
(xTn －m→nu － c
TVTn －m→nu)
2
(25)
定义 An = x
T
n －m→n u，A =［Am + 1，Am + 2，…，An，…，
A2N］
T，Bn = V
T
n －m→nu，B =［Bm + 1，Bm + 2，…，Bn，…，B2N］
T，
则式(25)可变换为:
∑
2N
n = m+1
(xn － μxn | xn － m→n － 1)
2 =‖A － Bc‖2 (26)
定义变量 β = 1
σ2
，并把式(18)定义为函数 f(β):
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f(β)=(2N － m)ln( 1
2槡 π
槡β)－ ∑
2N
n = m+1
(xn － μxn | xn － m→n － 1)
2
2 β
(27)
将 f(β)对 β 求导，当f(β)β
= 0 时，f(β)取得最大
值，对应的 β值(标记为 β^)和方差的估计值为:
1
β^
= σ^2 = 12N － m ∑
2N
n = m+1
(xn － μxn | xn － m→n － 1)
2 (28)
将式(26)代入式(28)可得:
σ^2 = 1N － m‖A － Bc‖
2 (29)
此时，可求出 f(β)的最大值 f(^β)为:
f(^β)=(2N － m)ln 1
2槡 π
－ 2N － m2 lnσ^
2 － 2N － m2
(30)
根据式(18)和(30)，可获得 BIC 准则公式中的
lnP(x | c^，Hs)项，即
lnP(x | c^，Hs)≈lnP(xm + 1，xm + 2，…，x2N)
=(2N － m)ln 1
2槡 π
－ 2N － m2 lnσ^
2 － 2N － m2 (31)
在本文中，Np = 2N － m、Ns = s，s∈{1，2，…，2S}，将
式(31)代入式(14)即可推导出非独立同分布的 BIC 准
则，如式(32)所示．
BIC(s)= －2 (2N －m)ln
1
2槡 π
－2N －m2 lnσ^
2 － 2N －m{ }2
+(2S +1)ln(2(2N －m)) (32)
将式(32)代入式(12)，并忽略常数项，则可推导出
自适应确定最优模型基函数项的公式:
s* = arg mins (2N － m)ln(^σ
2)+ 2Sln(2(2N － m{ }))
(33)
5 实验仿真分析
双频段 DPD 系统采用图 1 所示的 2D-DPD 结构，
使用 Saleh模型级联一个 FIＲ 滤波器组成的 Hammer-
stein模型作为 PA 模型． Saleh 模型参数设置为 αa = 3、
βa = 2、αp = 4、βp = 9，FIＲ滤波器的系统函数为 H(Z)=
0. 7692 + 0. 1538Z － 1 + 0. 076Z － 2，此时 PA 具有很强的
非线性［4］．与文献［5］一样，两个频段信号的带宽均设
置为 4. 8MHz，每个频段信号的采样点数量均为 3000.
待优化的 DB-GMP模型参数设置为:P = 7 或 P = 5，G =
3，L = 2，m = 5.
5. 1 DB-GMP模型的优化算法仿真
双频段预失真模型优化的前提是优化后模型的
MSE与原始模型的 MSE 必须处于同一水平，这与现有
模型优化算法的性能指标要求一致．将配置为 P = 5、G
= 3、L = 2 和 P = 7、G = 3、L = 2 的 DB-GMP 模型分别简
称为 DB-GMP-5-3-2 和 DB-GMP-7-3-2 模型，它们的基函
数项数量分别为 208 和 368. 用本文提出的算法进行优
化时，两种模型的 MSE 和 BIC 值随各自备选模型的基
函数项数量而变化的曲线分别如图 3 和图 4 所示．
从图 3(a)和图 4(a)可以看出，刚开始时，两种模型
的 MSE均随基函数项数量的增加而降低，但当基函数项
数量达到一定值时，MSE就处于收敛状态．这说明处于收
敛临界点之后的基函数项对于模型的非线性拟合能力没
有提升作用，验证了原始 DB-GMP模型具有稀疏性．从图
3(b)和图 4(b)可知，两种模型的 BIC值均随基函数项数
量的增加而减小，但达到一个最小值后，BIC 值随基函数
项数量的增加而增大．根据式(32)，影响 BIC值的因素主
要有两个，一个是模型的 MSE，另一个是模型基函数项的
数量．在模型 MSE曲线收敛之前，模型的 MSE 降低得比
较快，此时模型对应的 BIC值主要取决于MSE;而当模型
MSE曲线收敛之后，MSE 处于同一水平，此时模型基函
数项数量对 BIC值的影响逐渐变得明显．对比图 3(a)与
图 3(b)、图 4(a)与图 4(b)可以看出，两种模型的最小
BIC值所确定的基函数项数量均与各自 MSE 曲线起始
收敛处对应的基函数项数量非常的接近，并且有很少的
余量，能够有效的避免欠拟合和过拟合．优化前后的基函
数项数量以及 MSE的对比如表 1所示．优化后模型保持
与原始模型相似的 MSE水平，而模型的系数量分别减少
了 75%和 78% ．
5. 2 DB-GMP模型优化前后的预失真性能仿真
优化前后 DB-GMP模型的预失真性能从邻道功率
比(Adjacent Channel Power Ｒatio，ACPＲ)和归一化均方
误差(Normalized Mean Squared Error，NMSE)［3］两个方
面进行仿真比较．
表 1 优化前后 DB-GMP模型的基函数项数量和 MSE
原始 DB-GMP
模型
模型的基函数项数量 模型的 MSE
MSE收敛处模型 优化后的模型 原始模型 MSE收敛处模型 优化后模型 原始模型
DB-GMP-7-3-2 79 80 368 1. 3248 × 10 －5 1. 3237 × 10 －5 1. 2543 × 10 －5
DB-GMP-5-3-2 49 53 208 2. 1032 × 10 －5 2. 0919 × 10 －5 1. 9492 × 10 －5
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DB-GMP-5-3-2和 DB-GMP-7-3-2 两种模型的原始模
型以及优化后模型进行预失真后的两个频段信号的功率
谱密度(Power Spectrum Density，PSD)分别如图 5 和图 6
所示．对于 DB-GMP-5-3-2和 DB-GMP-7-3-2两种模型，未
进行预失真(标识为 No-DPD)时，两个频段的信号经过
PA之后均产生了严重的失真，邻道平均功率较大;而采
用原始模型进行预失真(标识为 Original-DB-GMP-DPD)
和优化后模型进行预失真(标识为 Optimized-DB-GMP-
DPD)时，邻道平均功率都得到了有效抑制，并且两种预
失真情况下的 PSD曲线基本重合． DB-GMP-5-3-2 和 DB-
GMP-7-3-2模型的三种预失真情况下的左右邻道 ACPＲ
和 NMSE分别如表 2 和表 3 所示．两种模型的原始模型
与优化后模型的预失真效果均非常接近，均能够同时实
现对两个频段信号的有效预失真补偿．
表 2 DB-GMP-5-3-2 模型的 ACPＲ和 NMSE
DPD模型
ACPＲ(dBc) NMSE(dB)
频段 1 频段 2
左邻道 右邻道 左邻道 右邻道
频段 1 频段 2
No-DPD － 31. 6695 － 30. 2792 － 30. 3927 － 32. 2429 － 18. 7511 － 19. 2287
Original-DB-GMP-DPD －44. 8821 － 44. 0470 － 42. 5083 － 43. 5121 － 42. 8299 － 42. 9904
Optimized-DB-GMP-DPD －44. 8201 － 44. 0341 － 42. 3979 － 43. 4619 － 42. 8107 － 42. 9594
表 3 DB-GMP-7-3-2 模型的 ACPＲ和 NMSE
DPD模型
ACPＲ(dBc) NMSE(dB)
频段 1 频段 2
左邻道 右邻道 左邻道 右邻道
频段 1 频段 2
No-DPD － 31. 6695 － 30. 2792 － 30. 3927 － 32. 2429 － 18. 7511 － 19. 2287
Original-DB-GMP-DPD －48. 6453 － 48. 2696 － 44. 7743 － 45. 7876 － 47. 8250 － 47. 6035
Optimized-DB-GMP-DPD －48. 5437 － 48. 1426 － 43. 9329 － 44. 9080 － 47. 8009 － 46. 4184
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6 结论
针对双频段信号驱动 PA 时，用于 PA 线性化的预
失真模型复杂度高以及当前模型优化算法无法实现自
适应优化的问题． 本文根据双频段预失真模型具有的
稀疏性，提出一种基于 OMP 和 BIC 准则的自适应双频
段预失真模型优化算法． 由于模型输出信号存在相关
性，本文从理论上推导了非独立同分布的 BIC 准则，并
将其应用于提出的优化算法． 实验仿真结果表明本文
的优化算法能够有效的降低模型复杂度，并保持良好
的预失真性能． 后续将研究把本文的优化算法拓展应
用于更多频段预失真模型的自适应优化．
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