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Preface 
Abstract 
The Mel-Frequency Cepstral Coefficients (MFCC) feature extraction method is a leading approach 
for speech feature extraction and current research aims to identify performance enhancements. In this 
thesis, a novel approach for MFCC feature extraction and classification is presented and used for speaker 
recognition. In this research, a new MFCC feature extraction method based on distributed Discrete Cosine 
Transform (DCT-II) is presented. The proposed feature extraction method applies the DCT-II technique to 
compute the dynamic features used during speaker recognition. The new algorithm incorporates the DCT-II 
based MFCC feature extraction method and a Fuzzy Vector Quantization (FVQ) data clustering classifier. 
The proposed automatic speaker recognition algorithm utilises a recently introduced variation of MFCC 
known as Delta-Delta MFCC (DDMFCC) to identify the dynamic features that are used for speaker 
recognition. A series of experiments were performed utilising three different feature extraction methods: (1) 
conventional MFCC; (2) DDMFCC; and (3) DCT-II based DDMFCC. The experiments were then 
expanded to include four data clustering classifiers including: (1) K-means Vector Quantization; (2) Linde 
Buzo Gray Vector Quantization; (3) FVQ; and (4) Gaussian Mixture Model. The National Institute of 
Standards and Technology (NIST) Speaker Recognition Evaluation (SRE 04) corpora was used to provide 
speaker source data for the experiments. The combination of DCT-II based MFCC, DMFCC and 
DDMFCC with FVQ was found to have the lowest Equal Error Rate (EER) for the vector quantization 
based classifiers. The speaker verification tests highlighted the overall improvement in performance for the 
new ASR system. 
 
iv 
Declaration 
 
This is to certify that to the best of my knowledge and belief, the work presented in this thesis, 
except where due acknowledgement has been made, the work is that of the author alone; the work has not 
been submitted previously, in whole or in part, to qualify for any other academic award; the content of the 
thesis is the result of work which has been carried out since the official commencement date of the 
approved research program; and, any editorial work, paid or unpaid, carried out by a third party is 
acknowledged; and, ethics procedures and guidelines have been followed. 
 
 
Signature:          _________________________ 
   Md Afzal Hossan 
Date:   
v 
Acknowledgement 
First and foremost, I would like to thank my always inspiring, enthusiastic and very supportive 
supervisor Dr. Gregory. He has always been extremely generous with his time, knowledge and ideas and 
allowed me great freedom in this research. His enthusiastic approach to research, his endless excitement for 
speaker recognition, especially for highly reliable automatic speaker recognition techniques and his 
effervescent personality have made this experience all the more enjoyable.  
I would also like to thank Mr. Sheeraz Memon, former PhD student, School of Electrical and 
Computer Engineering, RMIT University who kept an eye on the progress on my work was always 
available when I needed to consult with him. His encouragement, motivation and expert guidance have 
provided a good basis for our entire thesis work. 
Finally I want to gratitude and appreciate the School of Electrical and Computer Engineering, 
College of Science, Engineering and Heath, RMIT University, for their support and help to carry out this 
research. 
 
 
vi 
Table of Contents 
 
PREFACE .................................................................................................................................................... III 
ABSTRACT ............................................................................................................................................................. III 
DECLARATION ........................................................................................................................................................ IV 
ACKNOWLEDGEMENT ............................................................................................................................................... V 
TABLE OF CONTENTS ............................................................................................................................................... VI 
LIST OF FIGURES ..................................................................................................................................................... IX 
LIST OF TABLES ...................................................................................................................................................... IX 
ABBREVIATIONS ..................................................................................................................................................... IX 
1 INTRODUCTION .............................................................................................................................. 12 
1.1 AUTOMATIC SPEAKER RECOGNITION .............................................................................................................. 12 
1.2 MOTIVATION............................................................................................................................................. 13 
1.3 SUMMARY ................................................................................................................................................ 14 
2 BACKGROUND AND LITERATURE REVIEW ...................................................................................... 16 
2.1 INTRODUCTION .......................................................................................................................................... 16 
2.2 AUTOMATIC SPEAKER RECOGNITION .............................................................................................................. 16 
2.3 SPEAKER RECOGNITION CLASSES ................................................................................................................... 17 
2.3.1 Speaker Identification ........................................................................................................................... 17 
2.3.2 Speaker Verification .............................................................................................................................. 18 
2.3.3 Text-independent recognition ............................................................................................................... 18 
2.3.4 Text-dependent recognition .................................................................................................................. 19 
2.4 SPEECH PARAMETERIZATION METHODS ........................................................................................................... 19 
2.4.1 Mel-frequency Cepstrum Coefficient ..................................................................................................... 20 
2.4.1.1 MFCC FB-20 ............................................................................................................................................................ 21 
2.4.1.2 The HTK MFCC-FB24 ............................................................................................................................................... 22 
2.4.1.3 The MFCC FB-40 ..................................................................................................................................................... 23 
2.4.1.4 The MFCC FB-40 ..................................................................................................................................................... 24 
2.4.2 DCT-II Based MFCC ................................................................................................................................ 24 
2.4.3 Dynamic speech features ...................................................................................................................... 25 
2.4.4 Prosodic features ................................................................................................................................... 26 
2.4.5 Fusion of features .................................................................................................................................. 26 
2.5 PATTERN RECOGNITION ............................................................................................................................... 27 
2.5.1 Vector Quantization .............................................................................................................................. 27 
2.5.1.1 Clustering ................................................................................................................................................................ 29 
2.5.1.1.1 K-means clustering .............................................................................................................................................. 29 
2.5.1.1.2 Linde-Buzo-Gray Clustering Technique ................................................................................................................ 29 
vii 
2.5.1.1.3 Information theoretic based clustering ................................................................................................................ 30 
2.5.1.1.4 Fuzzy C-means Clustering ..................................................................................................................................... 30 
2.5.2 Gaussian Mixture Model ....................................................................................................................... 31 
2.5.3 Hidden Markov Model ........................................................................................................................... 31 
2.5.4 Neural Networks ................................................................................................................................... 31 
2.5.5 Probabilistic Neural Network ................................................................................................................ 32 
2.5.6 Support Vector Machines ...................................................................................................................... 33 
2.6 PERFORMANCE EVALUATION AND COMPARISON METHODS FOR SPEAKER RECOGNITION ......................................... 33 
2.6.1 The Detection Cost Function .................................................................................................................. 33 
2.6.2 The Equal Error Rates and the Detection Error Trade-off Plots ............................................................. 35 
2.7 SPEECH CORPORA FOR SPEAKER RECOGNITION RESEARCH .................................................................................. 37 
2.7.1 TIMIT speech corpus and it’s variants ................................................................................................... 37 
2.7.2 POLYCOST Speech Corpus ...................................................................................................................... 37 
2.7.3 YOHO Speech Corpus ............................................................................................................................. 37 
2.7.4 NIST 2001 SRE Speech Corpus ............................................................................................................... 38 
2.7.5 NIST 2002 SRE Speech Corpus ............................................................................................................... 38 
2.8 SUMMARY ................................................................................................................................................ 38 
3 OBJECTIVES .................................................................................................................................... 41 
3.1 RESEARCH OBJECTIVES ................................................................................................................................ 41 
3.2 RESEARCH LIMITATION AND ASSUMPTIONS ..................................................................................................... 41 
4 AUTOMATIC SPEAKER RECOGNITION TECHNIQUE ......................................................................... 44 
4.1 MFCC FEATURE EXTRACTION METHOD ......................................................................................................... 44 
4.1.1 Conventional Method ............................................................................................................................ 44 
4.1.2 DCT-II based MFCC ................................................................................................................................ 45 
4.1.3 Dynamic Features .................................................................................................................................. 46 
4.1.4 Proposed MFCC feature Extraction Method .......................................................................................... 47 
4.2 CLASSIFICATION AND VERIFICATION ............................................................................................................... 48 
4.2.1 Vector Quantization .............................................................................................................................. 48 
4.2.2 Elements of Vector Quantization Implementation ................................................................................ 49 
4.3 CLUSTERING TECHNIQUES ............................................................................................................................ 50 
4.3.1 Linde, Buzo and Gray Clustering Technique .......................................................................................... 50 
4.3.2 K-means Clustering Technique .............................................................................................................. 51 
4.3.3 Fuzzy C-means Clustering Technique..................................................................................................... 53 
4.4 GAUSSIAN MIXTURE MODEL ........................................................................................................................ 54 
4.4.1 Priori probability .................................................................................................................................... 55 
4.4.2 Covariance Matrix ................................................................................................................................. 55 
4.4.3 Maximum Likelihood Estimation of GMM Parameters ......................................................................... 56 
4.4.4 Maximum a Posteriori Estimation ......................................................................................................... 57 
4.4.5 Imposter Modelling ............................................................................................................................... 58 
viii 
4.4.6 Likelihood Sets (Background Sets) ......................................................................................................... 58 
4.4.7 Universal Background Modelling .......................................................................................................... 58 
4.5 PROPOSED CLASSIFICATION ALGORITHM ......................................................................................................... 59 
4.6 SUMMARY ................................................................................................................................................ 60 
5 RESULTS AND DISCUSSION ............................................................................................................. 62 
5.1 SPEECH SIGNAL PRE-PROCESSING .................................................................................................................. 62 
5.2 DCT-II BASED DYNAMIC FEATURE EXTRACTION ............................................................................................... 63 
5.3 SIMULATION ............................................................................................................................................. 64 
5.4 EQUAL ERROR RATE.................................................................................................................................... 65 
5.5 EXPERIMENTAL DATABASE ........................................................................................................................... 65 
5.6 SYSTEM ARCHITECTURE ............................................................................................................................... 66 
5.7 EXPERIMENTAL RESULTS .............................................................................................................................. 67 
5.8 SUMMARY ................................................................................................................................................ 71 
6 CONCLUSION .................................................................................................................................. 73 
7 FUTURE WORK ............................................................................................................................... 78 
8 REFERENCES ................................................................................................................................... 79 
APPENDIX A .............................................................................................................................................. 90 
I. INTRODUCTION .......................................................................................................................................... 91 
II. MFCC FEATURE EXTRACTION METHOD ........................................................................................................... 91 
III. SPEAKER VERIFICATION EEXPERIMENT ............................................................................................................ 93 
IV. CONCLUSION ............................................................................................................................................. 94 
REFERENCES ......................................................................................................................................................... 95 
APPENDIX B .............................................................................................................................................. 96 
I. INTRODUCTION .......................................................................................................................................... 97 
II. MFCC FEATURE EXTRACTION METHOD ........................................................................................................... 97 
III. SPEAKER VERIFICATION EXPERIMENT .............................................................................................................. 99 
IV. CONCLUSION ........................................................................................................................................... 100 
REFERENCES ....................................................................................................................................................... 101 
APPENDIX C ............................................................................................................................................ 102 
I. INTRODUCTION ........................................................................................................................................ 103 
II. MFCC FEATURE EXTRACTION METHOD ......................................................................................................... 104 
III. CLASSIFICATION AND VERIFICATION ............................................................................................................. 105 
IV. RECENT WORK ......................................................................................................................................... 107 
V. SPEAKER RECOGNITION EXPERIMENT ........................................................................................................... 107 
VI. CONCLUSION ........................................................................................................................................... 109 
REFERENCES ....................................................................................................................................................... 110 
ix 
APPENDIX D ............................................................................................................................................ 111 
DISTRIBUTED DCT BASED DYNAMIC FEATURE EXTRACTION (MATLAB CODING) ............................................................... 112 
FUZZY C-MEANS CLUSTERING (MATLAB CODING) ...................................................................................................... 113 
 
List of Figures 
Figure 2-1 Speaker identification ............................................................................................. 18 
Figure 2-2 Speaker verification ................................................................................................ 18 
Figure 2-3 Text-independent Speaker Recognition .................................................................. 19 
Figure 2-4 Text dependen Speaker Recognition ...................................................................... 19 
Figure 2-5 Frequency (linear) vs Mel frequency ...................................................................... 20 
Figure 2-6 An example of the Detection Error Trade off curve and the Process of determining 
the Equal Error Rates ................................................................................................................ 36 
Figure 4-1 Dynamic feature extraction algorithm .................................................................... 48 
Figure 4-2 Basic VQ training and classification structure ....................................................... 50 
Figure 5-1 A speech signal ....................................................................................................... 62 
Figure 5-2 A speech signal after noise removal ....................................................................... 63 
Figure 5-3 Speaker Recognition System .................................................................................. 67 
Figure 5-4 Classifier performance for the five feature extraction methods studied ................. 68 
Figure 5-5 DET plots of (a) MFCC (12) (b) DCT-II based MFCC (12) (c) MFCC 
(12)+DMFCC (12) (d) MFCC (12)+DMFCC (12)+DDMFCC (12)  (e) DCT-II based MFCC 
(12)+DMFCC (12)+DDMFCC (12) ......................................................................................... 69 
 
List of Tables 
Table 5-1 Simulation results - EER values as percentages ...................................................... 68 
 Abbreviations 
ANN           Artificial Neural Network 
ASR            Automatic Speech Recognition 
ASV           Automatic Speaker Verification 
DCF            Decision Cost Function 
DCT           Discrete Cosine Transform 
x 
DET           Detection Error Trade-Off 
DMFCC     Delta Mel Frequency Cepstrum Coefficient   
DDMFCC  Delta- Delta Mel Frequency Cepstrum Coefficient   
DTW          Dynamic Time Warping 
EER           Equal Error Rate 
EM             Expectation Maximization 
FVQ           Fuzzy Vector Quantization 
GMM        Gaussian Mixture Model 
HMM        Hidden Markov Models 
ITVQ        Information Theoretic Vector Quantization 
LBG         Linde Buzo Gray 
LPC         Linear Prediction Coefficients 
LPCC       Linear Prediction Cepstral Coefficients 
LLR         Log-Likelihood Ratio 
MAP        Maximum a Posteriori 
MFCC      Mel Frequency Cepstral Coefficients 
ML           Maximum Likelihood 
NIST          National Institute of Standards and Technologies 
ODCF        Optimal Decision Cost Function 
PDF            Probability Density Function 
PLP            Perceptual Linear Prediction 
PNN           Probabilistic Neural Network 
RBF           Radial Basis Function 
SVM          Support Vector Machines 
UBM         Universal Background Model 
VQ            Vector Quantization 
 11 
 
 
Introduction 
 
Chapter One 
 
 Motivation 
 Contribution 
 Thesis Outline 
 
 12 
1 Introduction 
Speaker Recognition (SR) is a dynamic biometric task, which stems from the more general speech 
and signal processing area. SR is a multidisciplinary problem that encompasses many aspects of human 
speech, including speech recognition, language recognition, speech accents, etc. A strong understanding of 
pattern recognition techniques and domain knowledge in the area of acoustics and phonetics is an important 
requirement for SR research (Ganchev, 2005).  
SR is an important research activity in the signal processing area and more than fifty years of 
research progress has occurred to date. A variety of SR tasks have been defined during this period in 
response to the increasing needs of our technologically oriented way of life. It is a common assumption that 
an individual’s voice is unique, and therefore, it is a distinguishing feature that may be used to identify 
individuals (Do, 2003, Prabhakar et al., 2003). 
Ganchev (2005) describes the SR processes as auditory, where human listeners judge a speaker’s 
identity; semi-automatic, where human experts track down linguistically comparable speech segments by 
using various descriptive features (spectrograms, waveforms, time trajectories of static features, transition 
curves, etc.); and fully-automatic, where the recognition process is performed by a machine, without human 
intervention or participation in the recognition process. 
1.1 Automatic Speaker Recognition 
Despite considerable advances in computer technology over the last 20 years, the keyboard and 
video display are still the principal means of entering and retrieving data. As the use of computers increases 
the need for alternative ways of interacting with computers grows as well. This demand is fuelled by a need 
for an intuitive human-machine interface to accommodate increasing numbers of non-technical users, since 
limitations in the human-machine interface are still obstacles to the widespread acceptance of computer 
automation. In addition, in some situations the usual methods of interacting with computers are impractical 
- for example, when a person’s hands are otherwise occupied, as in microscopy (Chakraborty and Ahmed, 
2007). A human-machine interaction approach that addresses both the need for ease of use and the need to 
keep hands free for other activities is Automatic Speaker Recognition (ASR). Research into ASR 
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commenced in earnest during the 1950s. Although there have been advances in computer technology which 
have permitted the implementation of successful commercial ASR systems, there are still opportunities for 
further advances in ASR efficiency. Despite the recent advances, true natural language processing is still 
several years away, and a successful speech-driven system must allow for limitations in the current 
technology (Reynolds, 1993). 
1.2 Motivation 
SR is the process used to identify a speaker using speech properties that are extracted from a speech 
utterance. A typical SR system consists of a feature extractor followed by a robust speaker modelling 
technique for generalized representation of extracted features (Sahidullah and Saha, 2009). Vocal tract 
information including formant frequency, bandwidth of formant frequency and other values may be linked 
to an individual. The goal of a feature extraction block technique is to characterize the feature information. 
A wide range of approaches may be used to parametrically represent the speech signal to be used in the 
speaker recognition activity (Wang, 2008). Some of the techniques include: Linear Prediction Coding 
(LPC); MFCC; Linear Predictive Cepstral Coefficients (LPCC); Perceptual Linear Prediction (PLP); and 
Neural Predictive Coding (NPC). MFCC is a popular technique because it is based on the known variation 
of the human ear’s critical frequency bandwidth. MFCC coefficients are obtained by de-correlating the 
output log energies of a filter bank which consists of triangular filters, linearly spaced on the Mel frequency 
scale. Conventionally an implementation of DCT known as DCT-II is used to de-correlate the speech as it 
is the best available approximation of the Karhunen-Lo`eve Transform (KLT). Sahidullah (2009) used the 
DCT in a distributed approach in SR research. MFCC data sets represent a melodic cepstral acoustic vector 
(Hossan and Gregory, 2010). The acoustic vectors can be used as feature vectors. It is possible to obtain 
more detailed speech features by using a derivation on the MFCC acoustic vectors. This approach permits 
the computation of the delta MFCC (DMFCC), as the first order derivatives of the MFCC. Then, the 
DDMFCC values are derived from DMFCC, being the second order derivatives of MFCCs. In this 
research, DCT-II based MFCC is used with DMFCC and DDMFCC to identify the speech features. A FVQ 
classifier is used for pattern recognition to improve the SR outcome. 
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1.1 Contribution 
The major contribution of the research presented in this thesis is the development of a new ASR 
technique that uses dynamic features identified using DDMFCC and a FVQ data clustering classifier. The 
research included the development of a new feature extraction and data clustering classification algorithm 
and an overall improvement in ASR. The FVQ data clustering classifier was found to provide improved 
results when compared to other Vector Quantization (VQ) based techniques and approaching that found 
when using Gaussian Mixture Model (GMM). The approach and algorithm developed is novel, new and the 
results presented in this thesis demonstrate improved performance when compared with other recent ASR 
techniques. 
The research carried out has been presented at a recent conference and a journal paper has been 
prepared and submitted (Appendix A, B and C). 
1.2 Thesis Outline 
 
The rest of the thesis is organised as follows. In Chapter 2, a literature review and discussion on the 
state of SR and ASR is provided and followed by a detailed review of the feature extraction methods and 
classification techniques used in the current range of SR systems. A theoretical overview of the proposed 
feature extraction and classification technique is presented in Chapter 3. The research process and work 
carried out is presented in Chapter 4. An analysis and discussion of the research results is provided in 
Chapter 5 and this is followed by the conclusion in Chapter 6. Finally, potential future research 
opportunities have been identified in Chapter 7. 
1.3 Summary  
In this chapter the research was introduced and a description of the research problem was described. 
An overview of the research motivation and outcomes highlighted the research value. A statement of the 
research contribution has been made and finally, the thesis outline that provides the structure of the material 
contained in the thesis was presented. 
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2 Background and Literature Review 
2.1 Introduction 
Improvements in SR methods, techniques and systems are eagerly awaited by industry where ever 
more complex systems are being developed that require improved human-machine interaction. The use of 
computing to automate the SR process provides for new ways to be identified to improve the SR outcomes. 
At this point in time, localised SR is utilised, but it may be possible in the future for ASR systems to interact 
with centralised databases containing speech utterances for some or all of the population. The growth of 
digital networking provides new and exciting approaches that may evolve next generation ASR systems. 
Each step along the pathway is an important step. A background and literature review of current ASR 
techniques is presented in this chapter. 
2.2 Automatic Speaker Recognition 
ASR is the process used to identify or verify a person using speech features extracted from an 
utterance. A typical ASR system consists of a feature extractor followed by a robust speaker modelling 
technique for generalized representation of extracted features and a classification stage that verifies or 
identifies the feature vectors with linguistic classes. In the extraction stage of an ASR system, the input 
speech signal is converted into a series of low-dimensional vectors, the necessary temporal and spectral 
behaviour of a short segment of the acoustical speech input is summarized by each vector (Reynolds, 2002, 
Saeidi et al., 2007). 
Verification of an individual’s identity is the key purpose of ASR. A subsequent outcome is the 
identification of commands or utterances that may be used to identify commands for an electro-mechanical 
or computing system to implement. The outcomes of ASR, recognition and device control, permits an 
individual to control access to services such as voice call dialling, banking by telephone, telephone 
shopping, telemedicine, database access services, information services, voice mail, security control for 
confidential information areas and many other activities (Rosenberg and Sambur, 1975). The benefit of 
ASR is to provide people with a mechanism to control electro-mechanical devices, machines and systems 
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utilising speech rather than through some mechanical action such as that achieved through the use of hand 
motions (Chakraborty and Ahmed, 2007, Rabiner and Juang, 1993). 
2.3 Speaker Recognition Classes 
SR is now possible using a range of different approaches each with costs and benefits. As SR is a 
very important activity research today encompasses the range of difference approaches and for this reason 
there has been a classification of the approaches into classes. The SR approach classes are:  
1. Conventional.  
a. Speaker identification  
b. Speaker verification  
2. Text Conversion.  
a. Text independent recognition  
b. Text dependent recognition  
2.3.1 Speaker Identification 
Speaker identification is defined as the process of determining which speaker provides a given 
utterance. The speaker is registered into a database of speakers and utterances are added to the database that 
may be used at a later time during the speaker identification process. The speaker identification process is 
shown in Figure 2-1. The steps shown in Figure 2-1 include feature extraction from the input speech, a 
measure of similarity from the available speaker utterances and a decision step that identifies the speaker 
identification based upon the closest match algorithm used in the previous step. 
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Figure 2-1 Speaker identification 
2.3.2 Speaker Verification 
The acceptance or rejection of an identity claimed by a speaker is known as Speaker Verification. 
The speaker verification process is shown in Figure 2-2 and includes feature extraction from the source 
speech, comparison with speech utterances stored in the database from the speaker whose identity is now 
being claimed and a decision step that provides a positive or negative outcome. 
Reference
model
(Speaker #M)
SimilarityInput
speech
Feature
extraction
Verification
result
(Accept/Reject)
Decision
ThresholdSpeaker ID
(#M)
 
Figure 2-2 Speaker verification 
2.3.3 Text-independent recognition 
In Figure 2-3 a text-independent SR system is shown where the key feature of the system is speaker 
identification utilising random utterance input speech (Chakraborty and Ahmed, 2007). 
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Figure 2-3 Text-independent Speaker Recognition 
2.3.4 Text-dependent recognition 
In Figure 2-4 a text-dependent SR system is shown where recognition of the speaker’s identity is 
based on a match with utterances made by the speaker previously and stored for later comparison. Phrases 
like passwords, card numbers, PIN codes, etc. made be used (Chakraborty and Ahmed, 2007). 
 
Figure 2-4 Text dependen Speaker Recognition 
2.4 Speech parameterization methods 
Parametric representation of speech waveforms is required (at a considerably lower information rate) 
for further analysis and processing as a step in the SR process. A wide range of parametric representation 
options exist that may be used to represent the speech signal parametrically for the speaker recognition 
process. 
Historically, the following spectrum-related speech features have dominated the speech and SR 
areas: Real Cepstral Coefficients (RCC) introduced by Oppenheim (1969), LPC proposed by Atal and 
Hanauer (1971), LPCC derived by Atal (1974, Sambur, 1976), and MFCC by Davis and Mermelstein 
(1980). Other speech features such as, PLP coefficients by Hermansky (1990), Adaptive Component 
Weighting (ACW) cepstral coefficients by Assaleh and Mammone (1994) and various wavelet-based 
ASR System 
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ASR System 
Input Speech 
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utterance) 
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features, although presenting reasonable solutions for the same tasks, did not gain widespread practical use. 
The reasons why some approaches may not have been utilised may include more sophisticated computation 
requirements or due to the fact that they do not provide significant advantages when compared to the well-
known MFCC (Ganchev, 2005, Plumpe, 1999). 
2.4.1 Mel-frequency Cepstrum Coefficient 
MFCC’s are based on the Mel scale which is a heuristically derived perceptual scale. The Mel (from 
Melody) scale provides the relationship between perceived frequency or pitch, of a pure tone as a function 
of its acoustic frequency.  In the Mel scale, to capture the phonetically important characteristics of speech of 
frequency F in Hz, a subjective pitch is measured in units known as mel. The reference point between this 
scale and normal frequency measurement is defined by equating a 1000 Hz tone, 40 dB above the listener's 
threshold, with a pitch of 1000 mels (Ganchev, 2005, Ran D. Zilca et al., 2003).Therefore the approximate 
formula shown in Equation (1) can be used to compute the mels for a given frequency F in Hz. 
2595 log (1 )
10 700
F
F
mel
= +
 
(1) 
The frequency versus mel frequency scale is shown in Figure 2-5. The scale of Figure 2-5 is linear 
frequency spacing below 1000 Hz and logarithmic spacing above 1000 
Hz.
 
Figure 2-5 Frequency (linear) vs Mel frequency 
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After the introduction of MFCC by Davis and Mermelstein (1980), numerous variations and 
improvements of the original idea have been proposed. The variations differ mainly in the number of filters, 
the shape of the filters, the way the filters are spaced, the bandwidth of the filters, and the manner in which 
the power spectrum is warped. Also, it has been proposed to vary the frequency range of interest, the 
selection of the actual coefficient subset and the number of MFCC that are employed in the classification. 
The MFCC have been found to be an important result used in one step of modern ASR systems. Whilst the 
MFCC may differ depending on the method used to calculate the MFCC, the outcome is that the MFCC 
can be used flexibly in conjunction with the other steps in the SR process.  
Ganchev (2005) reviewed the most popular MFCC implementations based on various 
approximations of the non-linear pitch perception and various estimations of the critical bandwidth, which 
also contributed for an assortment of speech parameterization schemes. The most popular MFCC 
implementations are:   
• MFCC FB-20 – introduced by Davis and Mermelstein, (1980), 
• HTK MFCC FB-24 – from the Cambridge HMM Toolkit (HTK) described by 
Young et al. (1995), 
• MFCC FB-40 – from the MATLAB Auditory Toolbox developed by Slaney (1998), 
• HFCC-E FB-29 (Human Factor Cepstral Coefficients) – proposed by Skowronski 
and Harris (2004). 
2.4.1.1 MFCC FB-20 
In 1980, Davis and Mermelstein designed a novel feature set known as the MFCC which is a set of 
DCT de-correlated parameters. The MFCC are computed using a transformation of the logarithmically 
compressed filter-output energies which are derived through a perceptually spaced bank of triangular filters 
that is applied on the Discrete Fourier Transform (DFT) of the speech signal.  
The filter bank used by Davis and Mermelstein (1980) included twenty equal height filters. The 
centre frequencies of the first ten filters are linearly spaced between 100 Hz and 1000 Hz, and the next ten 
have centre frequencies logarithmically spaced between 1000 Hz and 4000 Hz. The choice of centre 
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frequency 
ic
f  for the i -th filter can be approximated by Skowronski (2004). The endpoints of each one of 
the triangular filters are determined by the centre frequencies of adjacent filters, and therefore, the 
bandwidth of these filters is not an independent variable. More precisely, the bandwidths of the filters are 
determined by the spacing between the centre frequencies of the adjacent filters, which is a function of the 
sampling rate of the signal and the number of the filters in the filter bank. Therefore, for a given sampling 
frequency, increasing the number of filters results in a bandwidth decrease for each filter. The 
characteristics of the Mel-spaced filter bank mimic some aspects of the human auditory system, the work of 
Davis and Mermelstein does not provide an explanation for the choice of the shape of the filters, the overlap 
between them, the number of filters, nor does it explain how the overall design can be adapted for sampling 
frequencies different than the 10 kHz indicated in their work (Ganchev, 2005). Therefore research has 
concentrated on the possible variations of the research outcomes presented by David and Mermelstein. 
Even though it is well-known that the triangular shape of the filters roughly approximate the critical 
bands of the human auditory system, the known relationship between centre frequency of the filter and 
critical bandwidth is not used in the scheme developed by Davis and Mermelstein (1980). Despite this 
deficiency, the general description of the MFCC paradigm provided by Davis and Mermelstein led to a 
significant advance in the speech parameterization research and improved performance in mismatched train 
and test conditions by Shannon and Paliwal (2003). In subsequent contributions, a number of researchers 
redesigned and elaborated the original MFCC design. Two of these implementations by Young et al (1995) 
and Slaney (1998) became widely used in speech and speaker recognition applications and for this reason 
the work by Young et al. and Slaney will be discussed in the following sub-sections. 
2.4.1.2 The HTK MFCC-FB24 
In Young et al. (1995), the Cambridge Hidden Markov Models (HMM) Toolkit (HTK) described 
another implementation of the MFCC that is now widely used. The designation HTK MFCC FB-24 reflects 
the number of filters (M = 24) recommended by HTK for an 8 kHz signal bandwidth. In the implementation 
of HTK, similar to the original approach of Davis and Mermelstein, a filter bank of equal height filters is 
assumed. Also, the limits of the frequency range are the parameters that define the basis for the filter bank 
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design. More specifically, the lower and the higher boundaries of the frequency range of the entire filter 
bank are determinant for the computation of the unit interval fˆ∆  as shown in Equation (2). 
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which serves as step size in the centre frequency definition of the individual filters. The centre 
frequency 
ic
fˆ  of the i -th filter is given by Equation (3). 
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where M is the total number of filters in the filter bank. The centre frequencies of the filters are 
expressed in Hz as shown in Equation (4). 
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2.4.1.3 The MFCC FB-40 
The MFCC as computed by the Auditory Toolbox (Ganchev, 2005), is referred to as the MFCC FB-
40, since the MFCC are computed through a forty filter filter-bank. Assuming a sampling frequency of 
16000 Hz, Slaney (1998) implemented a filter bank of forty equal area filters, which cover the frequency 
range [133 Hz, 6854 Hz]. The centre frequencies of the first thirteen filters are linearly spaced in the range 
[200 Hz, 1000 Hz] with a step of 66.67 Hz, and the centre frequencies of the next twenty-seven filters are 
logarithmically spaced in the range [1071 Hz, 6400 Hz]. The log step = 1.0711703 is computed as shown in 
Equation (5). 
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Next, the equal area filter bank is employed in the computation of the log-energy output. Finally, the 
MFCC-FB40 parameters are obtained by applying a DCT to the filter bank log energy output.  
2.4.1.4 The MFCC FB-40 
The Human Factor Cepstral Coefficients (HFCC) introduced by Skowronski and Harris (2004), 
represent the most recent update of the MFCC filter bank. Like the other MFCC implementations 
discussed, the HFCC do not pretend to be a perceptual model of the human auditory system. The HFCC are 
a biologically inspired feature extraction scheme (Ganchev, 2005). Assuming a sampling frequency of 
12500 Hz Skowronski and Harris, (2004) proposed the HFCC filter bank composed of 29 mel-warped 
equal height filters, which cover the frequency range [0, 6250 Hz]. In the HFCC scheme, the filter band 
overlap is different from the traditional setup – one filter can overlap not only with its closest neighbours 
but also with more remote neighbours.  
The most significant difference in the HFCC developed by Skowronski and Harris, when compared 
to the earlier MFCC, is that the filter bandwidth is decoupled from the filter spacing. More specifically, the 
filter bandwidth in the HFCC is derived from the equivalent rectangular bandwidth (ERB) introduced by 
Moore and Glasberg, (1983) as shown in Equation (6). 
6 2 36.23 10 93.39 10 28.52ERB f fc c
− −
= ⋅ ⋅ + ⋅ ⋅ +
 
(6) 
where 
cf  is the centre frequency of the individual filter in Hz. 
Similar to the MFCC scheme of Davis and Mermelstein the log-energy filter bank outputs are 
computed and a DCT is applied to de-correlate the HFCC parameters. 
2.4.2 DCT-II Based MFCC 
Conventionally an implementation of DCT known as DCT-II is used to de-correlate the speech as it 
is the best available approximation of the KLT. Sahaullah (2007) used the DCT in a distributed manner 
to compute the MFCC coefficients. The correlation matrix for a first order Markov source is given by 
Equation (7). 
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(7) 
where ρ  is the inter element correlation ( 10 ≤≤ ρ ). Sahidullah showed that for the limiting case 
where 1→ρ , the Eigen vector can be approximated as shown in Equation (8). 
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Where 10 −≤≤ Nt  and 10 −≤≤ Nn . Equation (9) is the Eigen function of the DCT. This is the 
reason behind the use of a DCT in the place of signal dependent optimal KLT transformation. 
But in reality the value of ρ is not 1. In the filter bank structure of the MFCC, filters have been 
placed on the Mel-frequency scale. As the adjacent filters have an overlapping region, the neighbouring 
filters contain more correlated information than filters further away. Filter energies have various degrees of 
correlation (not holding to a first order Markov correlation). Applying a DCT to the entire log-energy 
vector is not suitable as there is a non-uniform correlation among the filter bank outputs (Sahidullah and 
Saha, 2009). It is proposed to use DCT-II to more closely correlate to Markov. 
2.4.3 Dynamic speech features 
Memon (2009) identified that the MFCC feature vectors that were extracted did not accurately 
capture the transitional characteristics of the speech signal which contains the speaker specific information. 
It is possible to obtain more detailed speech features by using a derivation on the MFCC acoustic vectors. 
This approach permits the computation of the DMFCCs, as the first order derivatives of the MFCC. Then, 
the DDMFCCs are derived from DMFCC, being the second order derivatives of MFCCs. The speech 
features which are the time derivatives of the spectrum-based speech features are known as dynamic speech 
features. Memon and Maddage (2009) showed that system performance may be enhanced by adding time 
derivatives to the static speech parameters.  
The first order derivatives referred to as delta features may be calculated as shown in Equation (9). 
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Where tD  is the delta coefficient at time t, computed in terms of the corresponding static coefficients 
Ct-θ to Ct+θ and Θ is the size of delta window. The delta and delta-delta cepstra are evaluated based on 
MFCC. 
2.4.4 Prosodic features 
Prosodic speech features, are often used to extract the information about the speaking style of a 
person. The fundamental frequency, formants and the frame energy are the most commonly known 
prosodic features. These features are also often appended to their logarithmically compressed values and 
added to the spectrum-based speech parameters in order to obtain better performance. The use of the 
temporal derivatives of the fundamental frequency and the frame energy has also remained in practice. A 
set of statistical parameters calculated based on the temporal parameters has also established better 
performance for SR systems (Samuel, 2004). The feature extraction methodology described in (Memon, 
2010) introduces a number of improvements to the estimation of the fundamental frequency and accent. 
These improvements include the re-synthesis of the pitch contour which removes the doubling/halving that 
occurs during the calculation process of the fundamental frequency. The drawbacks of the prosodic features 
include the fact that they can be easily mimicked or imitated. A combination of prosodic information with 
the spectrum-based features could lead to a better performance and eliminate the possibility of features 
being imitated. 
2.4.5 Fusion of features 
The use of MFCC has become the key feature extraction method for SR. Dynamic features or 
features extracted from prosodic information could be helpful when fused with spectrum-based features. 
This is a necessary step for a new state of the art design. More efficient results could be obtained when 
using combinations (or fusions) of features. The linear prediction (LP) residual also contains speaker-
specific source information which can enhance the performance of SR systems. It has been reported 
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(Memon, 2010) that a combination of the LP residual with LPCC or MFCC improves performance when 
compared to that of MFCC or LPCC alone. Plumpe et al. (Memon, 2010) developed a technique for 
estimating and modelling the glottal flow derivative waveform from speech for speaker recognition. In his 
study, the glottal flow estimate was modelled as coarse and fine glottal features, which were captured using 
different techniques. Also, it was shown that the combined coarse and fine structured parameters gave 
better performance than an individual parameter. Memon (2009) proposed methods to extract speaker 
specific information from high-level features. 
2.5 Pattern Recognition 
SR belongs to a much broader topic in scientific and engineering so called pattern recognition (Do, 
2003). The goal of pattern recognition is to classify the objects of interest into one of a number of categories 
or classes. The objects of interest are generically called patterns and in our case are sequences of acoustic 
vectors that are extracted from an input speech using the techniques described in the previous section. The 
classes here refer to individual speakers. Since the classification procedure in our case is applied on 
extracted features, it can be also referred to as feature matching.  
There are several methods of feature classification. Among them VQ and GMM are widely used 
classification algorithms. In the following section the various classifiers are described. 
2.5.1 Vector Quantization 
The VQ method is a classical signal processing technique which models the probability density 
functions by the prototype vector distributions. VQ was originally designed to be used as a data 
compression technique where a large set of points (vectors) in a multidimensional space could be replaced 
by a smaller set of representative points with distribution matching the distribution of the original data. 
 In brief, VQ is a process of mapping vectors from a large vector space to a finite number of regions 
in that space. Each region is called a cluster and can be represented by its centre, called a codeword which is 
an identifier of the information being clustered (Do, 2003). The collection of all codeword’s is called a 
codebook. Clustering applications cover several fields such as audio and video data compression, pattern 
recognition, computer vision, medical image recognition, etc. 
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A VQ technique encompasses two fundamental tasks: 
1. An encoding process which involves a nearest neighbor (NN) search, assigning the closed 
codeword to a given vector. 
2. A codebook generation process which finds an optimal, small set of vectors (codebook) 
representing a given large set of vectors. The elements of the codebook are called the 
codewords. 
At the simplest level, the task of carrying out the NN search can be achieved using a linear search, 
although this approach becomes highly inefficient when a large number of highly dimensional data vectors 
needs to be repeatedly searched in applications like speaker verification/recognition. 
The second VQ task of codebook generation is a complex multidimensional global optimization 
problem. For deterministic applications such as symbol identification in communication systems, the 
codebook is already defined by a given set of symbols being used. For non-deterministic applications such 
as data compression or speaker recognition, the VQ codebook has to be estimated using a data-driven 
procedure. The process of estimating the VQ codebook involves division of the observed data into clusters. 
The centroid of each cluster becomes the codeword representing that cluster. The set of all centroids 
constitutes the VQ codebook. If the Cartesian distance measure is used, then the centroid simply represents 
the mean vector calculated from all vectors belonging to the given cluster. 
The best known VQ codebook generation algorithms used in speaker verification/recognition tasks 
include: the K-means algorithm [58], the Linde Buzo Gray (LBG) algorithm, the Kohonen’s self-
organizing map (KSOM) and Fuzzy C-means. In these algorithms the process of finding an optimal 
codebook is guided by minimization of the average distortion function (objective or cost function) 
representing an average total sum of distances between the original vectors and the codewords. It is also 
called the quantization error. Different types of distance measures for the quantization error have been 
proposed in literature.  
The VQ codebook generation is a large scale global optimization problem, however the vast 
complexity of this problem means that in reality only sub-optimal solutions can be found. Codebook 
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generation algorithms differ in the way that some algorithms are less and some more powerful in finding 
acceptable local minima of the objective function. 
An ideal codebook should contain a set of uncorrelated (linearly independent) centroid vectors. In 
reality there is always remaining a certain amount of correlation between centroids (Memon, 2010). 
2.5.1.1 Clustering 
The objective of clustering is the classification of objects according to similarities among them, and 
organizing data into groups. Clustering techniques are among the unsupervised methods, they do not use 
prior class identifiers. The main potential of clustering is to detect the underlying structure in data, not only 
for classification and pattern recognition, but for model reduction and optimization. Different classifications 
can be related to the algorithmic approach of the clustering techniques. Partitioning, hierarchical, graph-
theoretic methods and methods based on objective function can be distinguished. In the following 
subsection K-means, Linde-Buzo-Gray (LBG) clustering, Information Theory and Fuzzy C-means 
techniques are described (Chakraborty and Ahmed, 2007). 
2.5.1.1.1 K-means clustering 
This is an algorithm to classify or to group data vectors based on attributes/features into K groups (or 
clusters). The K-means algorithm (Memon, 2009) was developed for the VQ codebook generation. It 
represents each cluster by the mean of the cluster centroid vector. The grouping of data is done by 
minimizing the sum of squares of distances between the data vectors and the corresponding cluster's 
centroids. 
2.5.1.1.2 Linde-Buzo-Gray Clustering Technique 
The LBG algorithm is a finite sequence of steps in which, at every step, a new quantizer, with an 
average distortion less or equal to the previous one, is produced. The LBG algorithm includes two phases: 
(1) the codebook initialization, and (2) codebook optimization. The codebook optimization starts from an 
initial codebook and, after some iterations, generates a final codebook with a distortion corresponding to a 
local minimum (Do, 2003). 
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2.5.1.1.3 Information theoretic based clustering 
A new set of concepts from information theory provides a computationally efficient technique, 
which eliminates many disadvantages of classical VQ algorithms. Unlike LBG, this algorithm relies on 
minimization of a well-defined cost function. The cost function used in LBG and K-means algorithms is 
defined as an average distortion (or distance), and as such, it is complex and may contain discontinuities 
making the application of traditional optimization procedures very difficult (Memon, 2009). According to 
the information theory a distance minimization is equivalent to the minimization of the divergence between 
distribution of data and distribution of code vectors. Both distributions can be estimated using the Parzen 
density estimator method. The Information Theoretic Vector Quantization (ITVQ) algorithm is based on 
the principle of minimizing the divergence between Parzen estimator of the code vectors density 
distributions and a Parzen estimator of the data distribution. 
2.5.1.1.4 Fuzzy C-means Clustering 
Since clusters can formally be seen as subsets of the data set, one possible classification of clustering 
methods can be according to whether the subsets are fuzzy or crisp (hard). Hard clustering methods are 
based on classical set theory, and require that an object either does or does not belong to a cluster. Hard 
clustering of a data set X is the partitioning of the data into a specified number of mutually exclusive subsets 
of X. The number of subsets (clusters) is denoted by c. Fuzzy clustering methods allow objects to belong to 
several clusters simultaneously, with different degrees of membership. The data set X is thus partitioned 
into c fuzzy subsets. In many real situations, fuzzy clustering is more natural than hard clustering, as objects 
on the boundaries between several classes are not forced to fully belong to one of the classes, but rather are 
assigned membership degrees between 0 and 1 indicating their partial memberships (Xie, 1991). The 
discrete nature of hard partitioning also causes analytical and algorithmic intractability of algorithms based 
on analytic functional values, since these functional values are not differentiable (Jayanna and Prasanna, 
2008, Weina, 2006). 
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2.5.2 Gaussian Mixture Model 
GMM is a feature modelling and classification algorithm widely used in speech based pattern 
recognition, since it can smoothly approximate a wide variety of density distributions. Adapted GMMs 
known as UBM-GMM and MAP-GMM (Abonyi, 2004, Salman et al., 2007, Ververidis and Kotropoulos, 
2008 ) further enhanced speaker verification outcomes. The introduction of the adapted GMM algorithms 
has increased computational efficiency and strengthened the speaker verification optimization process. The 
Expectation Maximization (EM) algorithm is most commonly used to iteratively derive class models. The 
EM algorithm is initialized with a speaker model and estimates a new model at the end of algorithm 
iterations (Salman, 2007, Wan, 1993). 
2.5.3 Hidden Markov Model 
The Hidden Markov Model (HMM) is created using continuous probability measures of GMM. 
HMM is used for text-dependent speaker recognition (Rosenberg and Sambur, 1975, Naik, 1990, Matsui 
and Furui, 1992, Memon, 2010). In HMM, time-dependent parameters are observation symbols which are 
created by VQ codebook labels. The main assumption of HMM is that the current state depends on the 
previous state. In the training phase, state transition probability distribution, observation symbol probability 
distribution and initial state probabilities are estimated for each speaker as a speaker model. The probability 
of observations for a given speaker model is calculated for speaker recognition. The use of HMM for text-
independent speaker recognition under the constraint of limited data and mismatched channel conditions is 
demonstrated by Kimball, Schmidt, Gish and Waterman (1997).  
2.5.4 Neural Networks 
Neural networks have been widely used for pattern recognition problems; the strength of neural 
networks to discriminate between patterns of different classes is exploited for SR (Lippmann, 1987, 
Yegnanarayana et al., 2005). Neural networks have an input layer, one or more hidden layers and an output 
layer. Each layer consists of processing units, where each unit represents a model of an artificial neuron, 
and the interconnection between the two units as a weight associated with it. The concept of the Multi-
Layer Perception Neural Network (MLPNN) was used for SR by Oglesby (1990) . In this work, a 
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comparative analysis between MLPNN and VQ methods is given. Another form of neural networks called 
radial basis function (RBF) was used for SR by Oglesby (1995). In this work the performance superiority of 
the RBF to VQ and MLP is demonstrated. The Self-Organizing Map (SOM) is a special class of neural 
network based on competitive learning (Kohonen, 1990, Wang, 1993) and has been applied to SR. The 
disadvantage of SOM is that it does not use class information while modelling speakers, resulting in a poor 
speaker model that leads to degradation in performance. Linear vector quantization (LVQ) is a supervised 
learning technique that uses class information to optimize the positions of code vectors obtained by SOM, 
so as to improve the quality of the classifier-decision regions. LVQ was proposed for SR in (Bannani, et al., 
1990). SR using VQ, LVQ and group vector quantization (GVQ) was demonstrated for the YOHO 
database of speakers in (He et al., 1999). Auto-associative neural network (AANN) was developed for a 
pattern recognition task (Yegnanarayana et al., 2005 & Memon, 2010), and was used as an alternative to 
GMM. AANN is a feed-forward neural network, where the number of units in the input and output layers is 
equal to the size of the input vectors. The number of nodes in the middle layer is less than the number of 
units in the input or output layers. The activation function of the units in the input and output layer is linear, 
whereas the activation function of the units in the hidden layer can be either linear or nonlinear. The 
advantage of AANN over GMM is that, it does not impose any distribution; however there is no significant 
evidence that AANN is superior to GMM in computational efficiency or recognition scores . 
2.5.5 Probabilistic Neural Network 
The probabilistic neural network (PNN) is a feed-forward network derived from using the Bayes 
decision methodology which estimates the probability density function for each class based on the training 
samples. PNN calculates Parzen estimates of the probability density function for each test vector. The PNN 
structure consists of three layers: the input layer, the hidden layer and the output layer. The input layer 
represents the test vectors, and it is fully connected to the hidden layer. The hidden layer has a node for each 
training vector. Each hidden node calculates the dot product between the input vector and the test vector, 
subtracts 1 from it, and divides the result by the standard deviation squared. The output layer has a node for 
each class. The sum for each hidden node is sent to the output layer and the output node with the highest 
value determines the class for the input test vector. The PNN has a very short training time compared with 
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other classifiers, since the training is done in a single pass of each training vector, rather than several. 
However, due to its structure the execution of the PNN program requires large amounts of memory, 
especially when the training and testing datasets are large. The PNN shows rather high sensitivity to noisy 
data compared with other classifiers and does not work well with data that is not highly representative 
(Specht, 1990, Memon, 2010). 
2.5.6 Support Vector Machines 
In recent years, support vector machines (SVMs) have been widely used to solve binary 
classification problems. In a binary classification problem, a SVM constructs a hyper-plane in a multi-
dimensional vector space, which is then used to separate vectors that belong to two different classes. A 
good separation is achieved by the hyper-plane that has the largest distance to the nearest training vectors of 
each class (Wan and Renals, 2005, Memon, 2010). 
2.6 Performance Evaluation and Comparison Methods for Speaker 
Recognition 
The research reported in this thesis is focused on the speaker verification task and identifies a new 
algorithm that can be used for SR with improved overall outcomes. There are two types of possible errors in 
speaker verification: (1) the false acceptance error also known as the false alarm probability, and (2) the 
false rejection error, also known as the miss probability. A false acceptance (or false alarm) error occurs 
when the system accepts a claim of identity from an impostor. A false rejection (or miss probability) error 
occurs when the system rejects a legitimate speaker as an impostor (Memon, 2010). 
2.6.1 The Detection Cost Function 
The performance of a speaker verification system can be characterized using the false acceptance 
probability and the false rejection probability. A cost based performance measure DetC  can be calculated 
based on the false acceptance and the false rejection probabilities and used to evaluate the system 
performance. The NIST speaker recognition evaluation plans (NIST, 2001, 2002, 2004) defined the 
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performance measure parameter DetC  as a weighted sum of the false acceptance and the false rejection 
error probabilities as shown in Equation (10). 
( ) ( ) ( ) ( )( )Re arg arg tan arg 1 argRe tanC C P False jection T et P T et C P FalseAccep ce NonT et P T etDet Fals jection FalseRAccep ce= + −
 
(10) 
where ( )Re argP False jection T et is the probability that an actual target speaker was rejected, 
( )tan argP FalseAccep ce NonT et  is the probability that a non-target speaker was accepted. 
The parameters jectionFalseC Re  and ceFalseAccepC tan   are the costs (or weights) of the false rejection and 
false acceptance errors respectively and ( )argP T et  is the a priori probability of the specified target speaker. 
The values of jectionFalseC Re , ceFalseAccepC tan  and ( )argP T et  are respectively 10, 1 and 0.01, recommended 
by the NIST SR evaluation rules for all speaker detection tests.  The cost value DetC  can be further 
improved by the following normalization shown in Equation (11). 
C C CNorm Det Default=
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where, 
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(12) 
where ( )argP NonT et  is the a priori probability of a non-target speaker. DefaultC   is the optimal 
decision cost function (DCF). There are two variants of the DCF, namely the actual DCF and the optimal 
decision cost function (ODCF). The actual DCF is defined as, the actual decisions that the specific system 
have made, and depends on the choice of value for the speaker independent speaker verification threshold. 
The optimal decision cost function (ODCF) is defined as the minimal decision cost attained for the given 
experiment. The optimal DCF is an indication of the potential performance that a system could achieve, 
while the actual DCF gives the true measure of the system performance (Oglesby, 1995, & Memon, 2010). 
A major drawback of using the DCF measure is that it is not as sensitive to the changes in the system 
performance as the EER measure. When computing the EER, we assume equal weights for the cost 
parameters, 1tanRe == ceFalseAccepjectionFalse CC . 
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Since the decision in a speaker verification task is binary (accept or reject), a threshold of certainty 
may be included in the decision rule. A claim of identity is then accepted only when the decision can be 
made with a pre-determined level of certainty. By varying this threshold one can vary the ratio of false 
acceptance to false rejection errors. 
In a speaker verification system it is typically assumed that the ratio of likelihood of the claimant 
speaker model and the likelihood of the imposter speaker model should be greater than some thresholdξ . 
The threshold ξ  measures how many times it was more likely that the claimant speaker spoke the test 
sample than any other speaker (or imposter). Thus, the value of ξ  provides the certainty of the recognition 
decision. 
The claim made by the speaker is accepted if the condition in Equation (13) is larger than ξ . 
( )
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(13) 
Since the division in Equation (13) can lead to round off problems in numerical computations, a 
logarithmic version shown in Equation (14) is normally used. 
( )( ) ( )log Re arg log( ( tan arg )) logP False jection T et P FalseAccep ce Nont et ξ− >
 
(14) 
In most cases, speaker verification systems are judged by the EER parameter. 
2.6.2 The Equal Error Rates and the Detection Error Trade-off 
Plots 
The error rates for a SR system were initially measured using receiver operating characteristic (ROC) 
curves (Campbell, 1997). However in the more recent studies of the SR systems, the nonlinear ROC curves 
are replaced by Detection Error Trade-off (DET) plots (Martin, 1997), which are believed to provide more 
efficient representation of the system performance because of their linear behaviour in the logarithmic 
coordinate system. In this thesis DET plots are used to evaluate the performance of SR systems. The DET 
plots are related to the EER parameter representing a normalized measure of the system error rates (Martin 
et al., 1997). 
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The DET plot is a curve representing the percentage of the false rejection probability as a function of 
the percentage of the false acceptance probability. An example of a DET plot is shown in Figure 2-6. Points 
on the DET curve correspond to the different values of the acceptance threshold ζ  or different values of 
the ratio given in Equation (14). As illustrated in Figure 2-6, the false rejection probability is an inverse 
proportion to the false acceptance probability. Which means that, by decreasing the false rejection 
probability the false acceptance probability will be increased and vice versa. 
Since the ultimate goal of all speaker verification is to simultaneously minimize both errors (false 
rejection and false acceptance), the best compromise can be achieved when both errors are equal. The value 
of the percentage of the false rejection (or false acceptance) at the point when these two errors are equal is 
the EER. As illustrated in Figure 2-6, (Campbell, 1997 & Memon, 2010) the EER can be determined 
graphically as the percentage of false rejection (or false acceptance) at the intersection point between a 45  
line and the DET curve.  The smaller the EER for a given speaker verification system, the better is the 
overall system performance . 
 
Figure 2-6 An example of the Detection Error Trade off curve and the Process of determining the 
Equal Error Rates 
The EER is of little practical significance since in most potential speaker verification systems a false 
acceptance error would be far more costly than a false rejection. The EER is however, an effective 
technique for comparing the performance of different SR systems. Since, different classification thresholds 
45  
100% 
100% 
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ζ may be applied by different applications; speaker verification systems typically use some type of score 
normalization techniques. The score normalization is important in practical speaker verification systems, 
however since this study is primarily concerned with a closed set of speakers, and used the same 
classification rules across all tests, the score normalization was not used. The research reported in this thesis 
belongs to the speaker verification phase of a SR system and the EER has been adopted as the system 
performance measure in all cases. 
2.7 Speech Corpora for Speaker Recognition Research 
2.7.1 TIMIT speech corpus and it’s variants 
The TIMIT speech corpus consists of 630 speakers (438 male and 192 female). For each speaker 
only one recording session was used. The speech data was recorded in a sound booth and contains fixed-
text sentences read by speakers and recorded over a fixed wideband channel. The speakers used American 
English . The main limitation of the TIMIT corpus is that the speech is recorded only during one session for 
each speaker, therefore the data does not reflect time related variations in speech characteristics. Moreover, 
the clean wideband speech environment in TIMIT has an ideal character and does not simulate the real 
world conditions appearing in typical speaker recognition applications (John, 1993). 
2.7.2 POLYCOST Speech Corpus 
This corpus consists of 133 speakers (74 male and 59 female) . Each speaker provided more than 5 
sentences with an intercession interval ranges from days to weeks. The speech samples include fixed and 
prompted digit strings, read sentences and free monologue. The recordings were made using variable 
telephone handsets over digital ISDN channels in a home office acoustic environment. The speakers used 
non-native English as well as various European languages (Petrovska, 1988). 
2.7.3 YOHO Speech Corpus 
The YOHO corpus consists of 138 speakers (106 male and 32 female). Each speaker provided data 
for 4 enrolment sessions and 10 verification sessions with intercession intervals ranging from days to 
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months. The speech samples included prompted digits and phrases and were recorded over clean 3.8 kHz 
channels in an office acoustic environment. All speakers used American English (Campbell, 1995). 
2.7.4 NIST 2001 SRE Speech Corpus 
The “one-speaker detection” corpus known as the NIST 2001 Speaker Recognition and Evaluation 
(SRE) corpus is a subset of the Switchboard-Cellular corpora, post-processed to remove any significant 
silence intervals and cancel transmission channel echoes contained by speech signal (NIST, 2001). The 
NIST 2001 contains spontaneous speech from 174 speakers (74 male and 100 female) speakers recorded in 
different environmental conditions. For each speaker approximately 2 minutes of speech is available. The 
enrolment and test data consist of speech recorded over TDMA, CDMA, Cellular, GSM, and land 
transmission channels, thus different handsets and different transmission channels are available for each 
speaker. All speakers use American English. For each speaker approximately 2 minutes of speech is 
available for training for the “one-speaker detection task”. The test trials are divided based on the length of 
speech segments, 0-15sec, 16sec-25sec, 26sec-35sec, 36sec-45sec, and 46sec-60sec are the available length 
of test segments. The complete “one-speaker detection task” including description of the evaluation 
database and evaluation rules is described in the 2001 NIST SRE Plan. 
2.7.5 NIST 2002 SRE Speech Corpus 
The NIST 2002 speech corpus consists of spontaneous speech from 330 speakers (139 male and 191 
female) recorded in different environmental conditions. It consists of conversational speech recorded over a 
telephone line, from a microphone and from the news broadcast. For each speaker approximately three 
minutes of speech are available for training for the speaker detection task. The test data for each speaker 
consists of speech segments of the total length of three minutes. A comprehensive description of the 
evaluation database and evaluation rules is available in the 2002 NIST SRE Plan (NIST, 2002). 
2.8 Summary 
In this chapter, a literature survey for ASR is presented including an overview of ASR systems 
followed by the classification of ASR systems. Next, the different speech parameterization methods were 
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presented with discussion as to the benefits and costs associated with each method. Recent research 
contributions in this field was presented and discussed. The different classification, recognition and 
verification algorithms for pattern recognition were introduced and a discussion on how the pattern 
recognition problem relates to SR was presented. One of the steps in SR systems is the parameter clustering 
and analysis that is used in the speaker verification phase. The key clustering techniques were presented and 
discussed. 
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3 Objectives 
3.1 Research Objectives 
The main goal of this research is to improve the performance of SR.  To accomplish this a number of 
steps need to be integrated and an improvement made to the overall system performance The steps that 
were the focus of the research included: 
 Implement the DCT-II based dynamic feature extraction method.  
 Implement fuzzy c-means VQ for feature matching.   
 Perform a speaker verification test based on the proposed feature extraction method and feature 
matching technique. 
 Combine the steps into a complete SR system 
 Justify the performance of proposed SR system by comparing the results with other classical systems.  
3.2 Research limitation and Assumptions  
The research presents a new approach for speaker recognition through the development of a new 
speech feature extraction step and by applying a fuzzy c-means clustering algorithm with VQ. The 
experimental database used in this speaker verification task is the National Institute of Science and 
Technology Speaker Recognition Evaluation (NIST SRE 04) corpora (NIST, 2004). The SR system 
simulations presented in this thesis were carried out using Matlab (Matlab, R2008b). Many challenges were 
faced during the development and simulation of new novel SR system. A number of assumptions were 
made to ensure that reasonable results could be generated within the research time-frame. The assumptions 
adopted were:  
 In the implementation of MFCC the Mel scale filter bank consists of twenty filters. The choice of using 
twenty filters rather than more than twenty was made to reduce the time taken to carry out the training 
phase.   
 In the proposed method the number of feature vectors was reduced by one for the same number of 
filters when compared to conventional MFCC. This was done because the first coefficient represents 
the signal energy.  
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 To develop the proposed feature extraction method, DCT-II based DMFCC and DDMFCC features 
were studied. A window size of 12 was used for each feature. The presented speech feature extraction 
technique used 36 features to present the final set of acoustic features.  
 In the implementation of VQ, for each of the based on different clustering algorithms used a codebook 
size of 256 was selected. A 256 codeword codebook was utilised to provide reasonable size versus 
speed for the training and classification. 
 In the proposed system, at the verification stage, FVQ was used. In the Fuzzy c-means clustering 
algorithm learning parameters plays a vital role to derive the codebooks. The learning parameter value 
was set to two, to get the best performance from the Fuzzy c-means clustering algorithm.  
 In the GMM implementation 128 mixture models was used to construct the speaker models. The 
choice of 128 mixture models was made to provide reasonable size versus speed during the study.   
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4 Automatic Speaker Recognition Technique 
4.1 MFCC Feature Extraction Method 
4.1.1 Conventional Method 
Psychophysical studies have shown that human perception of the sound frequency contents for 
speech signals does not follow a linear scale. Thus for each tone with an actual frequency, f, measured in 
Hz, a subjective pitch is measured on a scale called the ‘Mel’ scale as described in Equation (15). 
2595 log (1 )
10 700
f
fm el = +
 
(15) 
Where 
melf  is the subjective pitch in Mels corresponding to a frequency in Hz. This leads to the 
definition of MFCC, a baseline acoustic feature set for speech and SR applications. 
MFCC coefficients are a set of DCT de-correlated parameters, which are computed through a 
transformation of the logarithmically compressed filter-output energies, derived through a perceptually 
spaced triangular filter bank that processes the DFT of the speech signal. 
An N-point DFT of the discrete input signal )(ny  is defined in Equation (16).  
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Where, 1 ≤ k ≤ M. Next, the filter bank, which has linearly spaced filters in the Mel scale, is imposed 
on the spectrum. The filter response ( )kiψ of the i-th filter in the bank is defined in Equation (17). 
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If Q  denotes the number of filters in the filter bank, then { } 1
0
+
=
Q
ibi
k  are the boundary points of the 
filters and k denotes the coefficient index in the Ms-point DFT. The boundary points for each filter i 
(i=1,2,...,Q) are calculated as equally spaced points in the Mel scale using Equation (18). 
( ) ( ){ }





+
−
+





=
−
1
)(
.
1
Q
ffffiffff
MK lowmelhighmellowmelmel
s
b i
 
(18) 
Where, 
sf  is the sampling frequency in Hz and lowf and highf  are the low and high frequency 
boundaries of the filter bank, respectively. 1−
melf is the inverse of the transformation shown in Equation (18) 
and is defined in Equation (19). 
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(19) 
In the next step, the output energies ( )Qiie ,....,2,1)( =  of the Mel-scaled band-pass filters are 
calculated as a sum of the signal energies ( ) 2kY falling into a given Mel frequency band weighted by the 
corresponding frequency response ( )kiψ  shown in Equation (20). 
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(20) 
Finally, the DCT-II is applied to the log filter bank energies ( )[ ]{ }Qiie 1log =  to de-correlate the 
energies and the final MFCC coefficients 
mc  are provided in Equation (21). 
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(21) 
Where, m=0, 1, 2,…, R-1, and R is the desired number of MFCCs. 
4.1.2 DCT-II based MFCC 
In the conventional SR MFCC methods, DCT is used because DCT is an optimal transformation for 
de-correlating speech features (Sahidullah, 2009). This transformation is an approximation of KLT for the 
first order Markov process. 
The correlation matrix for a first order Markov source is given by Equation (22). 
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Where ρ  is the inter element correlation ( 10 ≤≤ ρ ). Sahidullah showed that for the limiting case 
where 1→ρ , the Eigen vector of Equation (22) can be approximated as shown in Equation (23) (Hossan, 
2010). 
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(23) 
Where 10 −≤≤ Nt  and 10 −≤≤ Nn . Equation (23) is the Eigen function of the DCT. This is the 
reason behind the use of DCT in the place of the signal dependent optimal KLT transformation. 
But in practice the value of ρ is not 1. In the MFCC filter bank structure filters are placed on the 
Mel-frequency scale. As the adjacent filters have an overlapping region, the neighbouring filters contain 
more correlated information than filters further away. Filter energies have various degrees of correlation 
(not holding to a first order Markov correlation). Applying a DCT to the entire log-energy vector is not 
suitable as there is a non-uniform correlation among the filter bank outputs  (Hossan, 2010). It is proposed 
to use DCT in a distributed manner to follow the Markov property more closely. The array ( )[ ]{ }Qiie 1log =  is 
subdivided into two parts (analytically this is optimum) which are SEG#1 ( )[ ]{ }[ ]21log Qiie =  and SEG#2 
( )[ ]{ } [ ]Q Qiie 12log += . 
4.1.3 Dynamic Features 
The speech features which are the time derivatives of the spectrum-based speech features are known 
as dynamic speech features. Memon and Maddage (2009) showed that system performance may be 
enhanced by adding time derivatives to the static speech parameters . The first order derivatives are referred 
to as delta features may be calculated as shown in Equation (24). 
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Where dt is the delta coefficient at time t, computed in terms of the corresponding static coefficients 
ct-θ to ct+θ and Θ is the size of delta window. The delta and delta-delta cepstra are evaluated based on MFCC 
[10], [21]. 
4.1.4 Proposed MFCC feature Extraction Method 
The new novel MFCC feature extraction method that was developed during this research is presented 
in Figure 4-1. The new feature extraction algorithm forms part of the SR system presented in the research 
results. 
In this research, a DCT-II is used when computing the MFCC coefficients. The dynamic features 
were computed from the first and second order derivatives. This is a new and novel approach and results 
presented later will demonstrate this approach to provide improved results. 
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Figure 4-1 Dynamic feature extraction algorithm 
4.2 Classification and Verification  
4.2.1  Vector Quantization  
In brief, VQ is a process of mapping vectors from a large vector space to a finite number of regions 
in that space. Each region is called a cluster and can be represented by the cluster’s centre. The cluster’s 
centre may be represented by the coordinates of the centre in the vector space and this representation is 
known as a codeword. The collection of all codewords is called a codebook and each codeword has an 
index in the codebook. Clustering applications cover several fields such as audio and video data 
compression, pattern recognition, computer vision, medical image recognition, etc. 
1: if Q = EVEN then 
2: P = Q/2; 
3: PERFORM DCT of ( )[ ]{ }[ ]21log Qiie =  to get{ } 10−=PmmC ; 
4: PERFORM DCT of ( )[ ]{ }[ ]QPiie 1log +=  to get  
   
{ } 1−
=
Q
PmmC   ; 
5: else 
6: 



=
2
QP ; 
7: PERFORM DCT of ( )[ ]{ }[ ]21log Qiie = to get{ } 10−=PmmC ; 
8: PERFORM DCT of ( )[ ]{ }[ ]QPiie 1log +=  to get   { } 1−=Q PmmC  ; 
9: end if 
  10: DISCARD 0C and PC  ; 
  11: CONCATENATE { } 11−=PmmC & { } 1 1− +=Q PmmC  to form 
     Feature vector{ } 21)( −=PiiCep ; 
  12: CALCULATE Delta MFCC (DMFCC); 
  13: CALCULATE Delta-Delta MFCC (DDMFCC); 
  14: CONCATENATE{ } 21)( −=PiiCep , DMFCC and DDMFCC to form the 
final feature vector. 
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The objective of VQ is the representation of a set of feature vectors KXx ℜ⊆∈  by a set 
},......1{
CN
yyY = , of NC reference vectors in Kℜ . Y is called the codebook and its elements codewords. 
The vectors of X are called also input patterns or input vectors. So, VQ can be represented as a function: 
YXq →: . The knowledge of q permits us to obtain a partition S of X constituted by the NC subsets Si 
(called cells) as shown in Equation (25). 
{ : ( ) }S x X q x yi i= ∈ =  Where,   1, 2, ...,i Nc=  
 
(25) 
4.2.2 Elements of Vector Quantization Implementation 
To build up a VQ codebook and implement a VQ analysis procedure, the following are required(Do, 
2003): 
1. A large set of spectral analysis vectors V1, V2… VL which form a training set. The 
training set is used to create an “optimal” set of codebook vectors for representing 
spectral variability observed in the training set. If we denote the size of the codebook as 
M =2B vectors (we call this a B-bit codebook), then we require L >= M so as to be able 
to find the best set of M codebook vectors in a robust manner. 
2. A measure of distance between a pair of spectral analysis vectors so as to able to 
cluster the training set of vectors as well as to classify arbitrary spectral vectors into 
unique codebook entries. We denote the spectral distance d (Vi, Vj) between two 
vectors Vi and Vj as dij.  
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Figure 4-2 Basic VQ training and classification structure 
3. A centroid computation procedure. On the basis of partitioning that classifies the L 
training set of vectors into M clusters, we choose the m Codebook vectors as the 
centroid of each of the clusters. 
4. A classification procedure for arbitrary spectral analysis vectors that chooses the 
codebook vector closest to the input vector and uses the codebook index as the resulting 
spectral representation. This is often referred to as the nearest neighbour labelling or 
optimal encoding procedure. The classification procedure is essentially a quantizer that 
accepts, as input, a speech spectral vector and provides, as output, the codebook index 
of the codebook vector that matches the input (D0, 2003). 
4.3 Clustering Techniques 
4.3.1 Linde, Buzo and Gray Clustering Technique 
The acoustic vectors extracted from input speech of a speaker provide a set of training vectors.  As 
described above, the next important step is to build a speaker-specific VQ codebook for this speaker using 
those training vectors.  There is a well-known algorithm, namely LBG algorithm [Linde, Buzo and Gray, 
1980], for clustering a set of L training vectors into a set of M codebook vectors. The LBG VQ design 
Clustering 
Algorithm 
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Set of 
Vectors 
(….) 
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M = 2B  Vectors 
Quantizer 
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algorithm is an iterative algorithm which alternatively solves the two optimality criteria. The algorithm 
requires an initial codebook c(0). This initial codebook is obtained by the splitting method. In this method, 
an initial codevector is set as the average of the entire training sequence. This codevector is then split into 
two (Chakraborty and Ahmed, 2007, D0, 2003, Sammon, 1969). The iterative algorithm is run with these 
two vectors as the initial codebook. The final two codevectors are split into four and the process is repeated 
until the desired number of codevectors is obtained. The LBG algorithm is summarized below: 
1. Design a 1-vector codebook:This is the centroid of the entire set of training vectors (hence, 
no iteration is required here). 
2. Double the size of the codebook by splitting each current codebook yn according to the 
rule. 
)1( ∈+=+ nn yy  
)1( ∈−=− nn yy  
Where n varies from 1 to the current size of the codebook and ∈  is a splitting parameter 
(we choose 01.0∈= ) 
3. Nearest neighbor search: for each training vector, find the codeword in the current 
codebook that is closest (in terms of similarity measurement), and assign that vector to the 
corresponding cell (associated with the closest codeword). 
4. Centroid Update: update the code word in each cell using the centroid of the training 
vectors assigned to that cell. 
5. Iteration1: repeat steps 3 and 4 until the average distance falls below a preset threshold. 
6. Iteration 2: repeat steps 2, 3 and 4 until a codebook size of M is designed.   
4.3.2 K-means Clustering Technique  
The standard k-means algorithm is a typical clustering algorithm used in data mining and which is 
widely used for clustering large sets of data. In 1967, MacQueen firstly proposed the k-means algorithm; it 
was one of the most simple, non-supervised learning algorithms, which was applied to solve the problem of 
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the well-known cluster (Shi, 2010). It is a partitioning clustering algorithm and this method is used to 
classify the given date objects into k different clusters iteratively, converging to a local minimum. So the 
results of generated clusters are compact and independent. 
The algorithm consists of two separate phases. The first phase selects k centres randomly, where the 
value k is fixed in advance. The next phase is to arrange each data object with the nearest centre. Euclidean 
distance is generally used to determine the distance between each data object and the cluster centres. When 
all the data objects are included in a cluster, the first step is completed and an early grouping is done. This 
process is repeated continues repeatedly until the criterion function becomes the minimum. Supposing that 
the target object is x, xi indicates the average of cluster Ci. The criterion function is defined in Equation 
(26). 
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(26) 
E is the sum of the squared error of all objects in database. The distance of the criterion function is 
Euclidean distance, which is used for determining the nearest distance between each data object and cluster 
centre. The Euclidean distance between one vector ( )1 2, ,... nx x x x=  and another vector ( )1 2, ,... ny y y y= , The 
Euclidean distance ( ),i id x y=  can be obtained as shown in Equation (27). 
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 Number of desired clusters, k, and a database { }ndddD ,...,, 21=  containing n data objects. The K-
means clustering algorithm includes the steps (shi, 2010): 
1. Initialize k, D and n; 
2. Randomly select k data objects from dataset D as initial cluster centers; 
3. Repeat; 
4. Calculate the distance between each data object ( )nid i <<1  and all k cluster 
centres ( )njc j <<1  and assign data object jd  to the nearest cluster. 
5. For each cluster ( )njj <<1 , recalculate the cluster centre. 
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6. until no changing in the centre of clusters. 
4.3.3 Fuzzy C-means Clustering Technique  
Fuzzy c-means is a clustering technique that permits one piece of data to belong to more than one 
cluster at the same time. It aims at minimizing the objective function defined by Equation (28) (Abida, 
2007).  
( )( )2-1 1N C jmJ u x cij i ji i∑ ∑= = = , 1 m< < ∞  (28) 
Where C  is the number of clusters, N is the number of data elements, ix  is a column vector of X , 
and jc is defined as the centroid of the thi  cluster. iju  is an element of U , and denotes the membership of 
data element j  to the thi  cluster, and is subject to the constraints [ ]1,0∈iju  and ∑
=
=
C
i iju1 1  for all j. m is a 
free parameter which plays a central role in adjusting the blending degree of different clusters. If m is set to 
0, J is a sum-of-squared error criterion, and iju  becomes a Boolean membership value (either 0 or 1). ∗  
can be any norm expressing similarity (Pal, 2002, Parag, 2007).  
Fuzzy partitioning is carried out using an iterative optimization of the objective function shown in 
(11), with the update of membership function iju , an element of U, which denotes the membership of data 
element j to the thi  cluster. The cluster centre jc is derived using Equations (29) and (30). 
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This iteration will stop when { } ε<−+ kijkijij uu 1max , where  ε  is the termination criterion. 
The algorithm for Fuzzy c-means clustering includes the steps (Abida, 2007): 
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1. Initialize C, N, m, U 
2. repeat 
3. 1) minimize j , by computing: 
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4. 2) normalize iju   by 11C ui ij∑ ==  
5. 3) compute centroid jc   by using: 
.
N m
u xi j ii
c j N m
u i ji
∑
=
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6. until slightly change in U and V 
7. end 
4.4 Gaussian Mixture Model 
Let us consider that { }1 2, ,....., TX x x x=  is a set of M feature vectors extracted from the voice of a 
speaker that is obtained from signal processing technique. The likelihood of the GMM is given as shown in 
Equation (31). 
( ) ( )
1
i i
w
M
p x y b x
i
∑=
=
 
(31) 
Where x is a D-dimensional random vector, ( )xbi , the component densities are i=1,2,3,…,M and the 
mixture weights are iw , for i=1,2,3,…,M. Each component density is a D-variate Gaussian function of the 
form shown in Equation (32). 
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( ) ( ) ( ) ( ){ }1 1 -1exp - - -2 1 2 22 Tb x x xii i iD i µ µpi ∑= ∑  (32) 
Where iµ  is the mean vector and ∑ is the covariance matrix. The mixture weights satisfy the 
constraint that 1 1M wi i= =∑ . The complete Gaussian mixture density is the collection of the mean vectors, 
covariance matrices and mixture weights from all components densities shown in Equation (33).  
{ } , 1, 2, 3, ...,, ,w i Mii iλ µ =∑=  (33) 
The log likelihood of a model is computed as shown in Equation (34). 
( ) ( )log log
1
T
p x p xtt
λ λ∑=
=
 
(34) 
Each class is represented by a mixture model and is referred to by the class model λ. The Expectation 
Maximization (EM) algorithm is most commonly used to iteratively derive optimal class models. 
4.4.1 Priori probability 
The priori probabilities of the Gaussian components maintain the requirement that it should be 
summed to 1, as 1 1M wi i= =∑ . This constraint maintains the reliability of the posteriori probability estimate of 
the GMM. The parameter iw  represents the a priori probability of each Gaussian component so it 
maintains the condition 1o i< < . In other words a minimum value except zero may be enforced so that 
each Gaussian density may have a reliable share in the optimization of the probabilistic model. This 
approach would ultimately lead to the avoidance of singularities or over-fitting to the training data (Memon, 
2010).  
4.4.2 Covariance Matrix 
For SR technology a local covariance matrix for each Gaussian density is adapted, and this can lead 
to a substantial computational burden so a number of careful practical restrictions are then applied to the 
selection of covariance matrix. As it can be seen in Equation (35) the covariance matrix is a matrix of size 
RxR. Typically in SR applications the covariance matrix is restricted to being a diagonal matrix. Reynolds 
(1995) suggests, based on the empirical evidence, that the diagonal covariance matrices outperform full 
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covariance matrices. This restriction reduces the trainable covariance parameters to R parameters per 
Gaussian component. The covariance matrix for R=3, is shown in Equation (35). 
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(35) 
4.4.3 Maximum Likelihood Estimation of GMM Parameters 
The maximum likelihood (ML) approach to parameter estimation is mostly adapted by GMM based 
SR. The ML approach estimates parameters to maximize the likelihood. In other words ML estimation 
would lead to maximizing the posterior probability that the GMM produced the observed feature vectors 
belonging to a class. The EM algorithm is widely used to obtain a ML estimate, given an initial estimation 
for (Reynolds, 1995 & Memon, 2010). EM is an optimization procedure that enables the ML 
parameter estimation. This procedure does not take into account which Gaussian component any particular 
observation belongs to. The EM algorithm is performed in two stages, expectation and maximization. 
During the expectation stage the posterior probability based on the Gaussian densities is evaluated and 
during the maximization stage the parameters are re-evaluated in a manner that aims to optimise the 
outcome. This is equivalent to saying that ( ) ( )p x p xλ λ≥ . The ML estimates for a priori probability, 
means and covariance for the mth component update of a target speaker model are summarised as shown in 
Equations (36), (37) and (38). 
Weight update:  
( )1 ,
1
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T
i xi ttT
λ∑=
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(36) 
Mean update:  
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Covariance update:  
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(38) 
The posteriori probability for mth component can be evaluated as shown in Equation (39). 
( ) ( )( ),
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(39) 
Where ib  is given in Equation (32). 
4.4.4 Maximum a Posteriori Estimation 
The idea of the Maximum a Posteriori (MAP) estimation is applied to derive the optimized speaker 
model by updating the trained parameters of the prior model. ML estimates the probabilistic model λ  
which maximizes the likelihood of training vectors x, referred as ( )p x λ , however MAP estimates the 
probabilistic model λ   and maximizes the likelihood ( )p x λ ( )p λ , where ( )p λ  is the priori probability 
(Tipping and Bishop, 1999). Thus in the case of MAP estimation the prior knowledge is also used for the 
EM updates to form a Universal Background Modelling (UBM) (Reynolds, 1995). Assuming that a GMM 
based UBM is created which provides the initial estimation of the parameters { }
1
, ,
M
i i i i
wλ µ
=
∑ and a set 
of feature vectors { }, ,.....,1 2 TX x x x=  is trained as a large GMM , the mth component update for the target 
speaker GMM of m Gaussian densities can be calculated as shown in Equation (40), (41) and (42). 
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Where iα  is a weight used to define the relative importance of the prior which is calculated by, 
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Where τ is called constant relevance factor, it determines to what extent new data will affect the 
estimate of the updated GMM parameter. 
4.4.5 Imposter Modelling 
Imposter model can minimize non-speaker related variability by normalizing the likelihood ratio 
scores. Generally, there are two approaches to represent the imposter models (Memon, 2010). 
4.4.6 Likelihood Sets (Background Sets) 
Likelihood sets are a collection of other speaker models. For each speaker, a specific model is 
constructed using the models of all non-claimant speakers (Memon, 2010). 
4.4.7 Universal Background Modelling 
It is a single speaker-independent model that is used by all speakers. In addition to smaller storage 
space required, it usually provides better performance. The UBM introduced by Reynolds (1995) was used 
where not enough training data was available for GMM training. The UBM is a single large GMM trained 
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from a pool of speakers and the speech data used in the training of a UBM is not used for the training of the 
individual speaker models. In other words the speech involved in the creation of UBM does not involve the 
utterances taken from the target speakers. ML estimation described above can also be used to estimate 
UBM parameters; however in this thesis MAP estimation is used to evaluate the UBM parameters. The 
UBM can be used as the initial GMM for training target speaker dependent GMM. Below a description is 
provided on how to train the target speaker model by using MAP adaptation. A GMM classifier was 
applied to the SR task by Reynolds (2002) and since the work by Reynolds GMM has been widely used in 
speaker modelling. The GMM needs sufficient data to model the speaker, to achieve good performance. 
The distribution of feature vectors is modelled by the parameters mean, covariance and weight. GMM 
requires sufficient data to model the speaker well, to avoid this issue (Reynolds, 2002) introduced GMM- 
UBM for the SR task . For UBM-GMM systems, a substantial amount of data collected from the enrolled 
speakers is pooled and the UBM is trained, which acts as a speaker-independent model. The speaker-
dependent model is then created from the UBM by performing MAP adaptation technique using speaker-
specific training speech. As a result, the GMM-UBM gives better results than the GMM. The advantage of 
the UBM-based modelling technique is that it provides good performance even though the speaker-
dependent data is small. GMMs have been widely used for speech modelling. GMMs can be termed as the 
state of the art modelling for text-independent speaker verification technology. GMMs can be regarded as a 
specific case of a Radial Basis Function (RBF) neural network. GMMs are defined in this section along 
with summary of ML and MAP estimation methods. Log likelihood ratio (LLR) test is also described to 
perform the verification decisions. 
4.5 Proposed Classification Algorithm  
In this research, the fuzzy c-means based VQ is used as a classifier. GMM is a widely used and well 
known technique for pattern recognition; however, VQ was used because of the following advantages (D0, 
2003): 
 VQ is computationally efficient and less complex than the GMM.   
 Reduced storage for spectral analysis information. The VQ representation is potentially very efficient. 
This efficiency can be exploited in a number of ways in practical VQ based SR systems. 
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 Reduced computation for determining the similarity of spectral analysis vectors. In SR the major 
component of the computation is the determination of spectral similarity between a pair of vectors. 
Based on the VQ representation, this spectral similarity computation is often reduced to a table lookup 
of similarities between pairs of codebook vectors. 
 Discrete representation of speech sound. By associating a phonetic label with each codebook vector, 
the process of choosing the best codebook vector to represent a given spectral vector becomes 
equivalent to assigning a phonetic label to each spectral frame of speech. A range of recognition 
systems exist that exploit these labels so as to recognize the speaker in an efficient manner. 
4.6 Summary  
In this chapter, the new and novel feature extraction method and classification algorithm was 
provided and the SR system that encompasses the algorithm described. First of all, conventional MFCC 
feature extraction method is presented followed by the DCT-II based MFCC and dynamic feature 
extraction. Then the proposed new novel feature extraction method algorithm was described and discussed. 
Next, VQ was explored and discussed in conjunction with different clustering techniques and the decision 
for utilising VQ was presented. After that, the GMM classifier approach was explained. Finally, the 
decision for utilising Fuzzy based VQ was presented based upon the VQ technique advantages. 
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5 Results and Discussion 
5.1 Speech Signal Pre-processing 
The pre-processing stage includes speech normalisation, pre-emphasis filtering and removal of 
silence intervals. The dynamic range of the speech amplitude is mapped into the interval from -1 to +1. The 
high-pass pre-emphasis filter can then be applied to equalise the energy between the low and high 
frequency components of speech (Shigeru, 2003). The filter is given by the equation: 
y(k) = x(k)-0.95x(k-1) 
where x(k) denotes the input speech and y(k) is the output speech. The silence intervals can be 
removed using a logarithmic technique for separating and segmenting speech from noisy background 
environments. 
 
Figure 5-1 A speech signal 
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Figure 5-2 A speech signal after noise removal 
Figure 5-1shows a speech segment and Figure 5-2 provides an example of speech with noise 
removed. Pre-processing is performed using the following steps (Sahidullah, 2009): 
• Silence removal and end-point detection will be done using energy threshold   criterion. 
• The speech signal will be then pre-emphasized with 0.97 pre-emphasis factor. 
• The pre-emphasized speech signal will be segmented into frames of each 20ms with 50% 
overlapping, i.e. total number of samples in each frame is N = 160, (sampling frequency Fs = 
8kHz). 
• In the last step of pre-processing, each frame will be windowed using hamming window by 
given in Equation (44) 
( ) 20.54 0.46 cos   
- 1
n
w n
N
pi
= +
 
 
 
 (44) 
where N is the length of the window. 
5.2 DCT-II based Dynamic Feature Extraction 
The DCT-II based dynamic feature is extracted performing the following steps (Do, 2003): 
 At first the continuous speech signal, that is to be processed, will face the frame blocking step, where 
it will be framed into several frames of N samples. Each frame will lag the following frame by M 
samples, where M<N, i.e. each frame will overlap the previous frame by (N-M) samples. 
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 The next processing step is called windowing. The windowing step at the beginning and end of 
each frame reduces the signal discontinuities. The concept here is to minimize the spectrum 
distortion by using the window to taper the signal to zero at the beginning and end of each frame. 
 Next each frame of N samples is converted into the frequency domain from the time domain, by 
utilising a FFT, which is a fast algorithm used to implement a DFT. The result after this step is 
often referred to as spectrum or periodogram. 
 Then the output of this step is fed through the mel-frequency wrapping block where it is 
processed to output the mel-spectrum (Syed, 2008). 
 In the next step the log mel-spectrum is converted back to the time domain by using DCT-II. This 
provides the MFCC. 
 Dynamic features are then derived from the MFCC by taking first order and second order 
derivatives respectively. 
 In the final step MFCC and dynamic features are concatenated to present the set of coefficients 
which is called the acoustic vector.  Therefore each input utterance is transformed into a sequence 
of acoustic vectors. 
5.3 Simulation  
Matlab ( R2008b) was used to simulate the new ASV system. The NIST SRE (2004) was utilized to 
provide a data set that could be used to evaluate the proposed ASV system performance. In the new 
algorithm presented in this thesis the number of feature vectors is reduced by 1 for the same number of 
filters when compared to conventional MFCC. For example if 20 filters are used to extract MFCC features, 
then 19 coefficients are used and the first coefficient is discarded. In the proposed method 18 coefficients 
are sufficient to represent the 20 filter bank energies as the other two coefficients represent the signal energy 
(Hossan, 2010, Sambur, 1975). A window size of 12 is used and the delta and acceleration (double delta) 
features are evaluated utilising the MFCC methodology. The proposed method has concatenated DCT-II 
based MFCC (12), DMFCC (12) and DDMFCC (12). In this research, VQ is used for verification and 
classification. To perform the verification task the VQ needs to be trained. In this experiment 120 and 60 
second utterances of 128 speakers were used for training and testing respectively. For FVQ, k-means VQ 
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and LBG VQ, a codebook of size 256 was used for MFCCs, DCT-II based MFCCs, DMFCCs and 
DDMFCCs to build speaker models. The feature vectors of the test speech data were then compared with 
the codebooks for the different speakers to identify the most likely speaker of the test speech signal. 
Examples of the simulation code are provided in Appendix D. The simulations were carried out 
using Matlab. Due to the extensive training and testing carried out it was noted that this activity is best 
carried out utilising a substantial workstation with minimal software installed so that the operating system is 
able to focus on the Matlab simulation task. 
5.4 Equal Error Rate 
In an ASV system, the EER is a measure calculated to evaluate the system performance. The EER 
was defined for each system being studied using the DET curve described in Section 2.6.2. Usually a large 
number of test samples is required to calculate the EER accurately. The ASV stage is the task of verifying 
the speaker's identity from the speaker’s voice. In a conventional ASV system the decision rule for 
acceptance or rejection is based on the score of a test utterance and a predefined threshold (Cheng and 
Wang, 2004). There are two phases for an ASV system to accomplish this task. In the training phase, the 
ASV learns each client's voice features from the training utterances to generate a statistical model. Also, a 
single speaker independent model called the world model or the UBM is generated. In the test phase, the 
ASV system analyses an incoming utterance, and then uses the claimed speaker model and the UBM to 
compute a LLR score. The score is then compared with a pre-set threshold to determine whether the 
speaker is accepted or rejected. Cheng and Wang (2004), proposed an EER estimation method to 
manipulate the speaker models of the client speakers and the imposters so that the distribution of the 
computed likelihood scores is closer to the distribution of likelihood scores obtained from test samples. A 
more reliable EER can then be calculated by the speaker models. In this research the method presented by 
Cheng and Wang was used to compute the EER for the GMM classifier. 
5.5 Experimental Database 
The annually produced NIST speaker recognition evaluation (SRE) database (NIST, 2004) has 
become the state of the art corpora for evaluating methods used or proposed for use in the SR field. VQ-
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based systems have been widely tested on NIST SRE. The research evaluated the proposed algorithm 
utilising two datasets: a subset of the NIST SRE-02 (Switchboard-II phase 2 and 3) data set and the NIST 
SRE-04 data (Linguistic data consortium’s Mixer project). The background training set consisted of 1225 
conversation sides from Switchboard-II and Fisher. For the purpose of the research the data in the 
background model did not occur in the test sets and did not share speakers with any of the test sets. Data 
sets that have duplicate speakers have been removed. The SR experiment test setup also included a check to 
ensure that the test or background data sets were used in training or tuning the SR system. 
5.6 System Architecture 
The SR system used in the research is presented in Figure 5-3. The training and testing steps are 
shown and how the classifier utilises the trained data set. The training and testing steps include signal pre-
processing to remove noise and clean up the signal prior to the next stage of training and testing. The next 
stage includes the classifier which involves the feature extraction and classification utilising FVQ. The 
resulting vectors are models within the training steps and in the test steps the resulting vector is compared 
with the trained codebook to identify if there is a match or not. 
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Figure 5-3 Speaker Recognition System 
5.7 Experimental Results 
The EER experimental results for five feature extraction methods and four classifiers are shown in 
Table 5-1. The results are presented graphically in Figure 5-4. The results show the overall performance for 
the new and novel DCT-II based MFCC (12) + DMFCC (12) + DDMFCC (12) feature extraction method 
is an improvement over the methods reported in the literature and used within this study. 
Training Testing 
Pre-Processing 
Input Speech 
Feature Extraction 
Speaker Model M 
Speaker Model 2 
Speaker Model 1 
Pre-Processing 
Input Speech 
Feature Extraction 
 
Classifier 
Speaker ID 
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Table 5-1 Simulation results - EER values as percentages 
 
 
 
Figure 5-4 Classifier performance for the five feature extraction methods studied 
Figure 5-5 provides DET plots for the five feature extraction methods studied with the four 
classifiers. The overall results highlight that the performance of the new algorithm presented in this thesis, 
DCT-II based MFCC (12)+DMFCC (12) +DDMFCC (12) coupled with a FVQ classifier provides better 
results than that found for the other VQ classifiers and the performance results found for the new algorithm 
coupled with a GMM classifier were the best overall. 
Feature Extraction methods k-means VQ LBG VQ FVQ GMM 
1 MFCC (12) 12.68 12.17 11.28 9.64 
2 DCT-II based MFCC(12) 12.11 11.70 10.76 8.76 
3 MFCC (12) + DMFCC (12) 11.18 10.97 10.24 9.32 
4 MFCC (12)+ DMFCC 
(12)+DDMFCC (12) 
10.94 10.57 9.96 8.65 
5 DCT-II based MFCC 
(12)+DMFCC (12) +DDMFCC 
(12) 
10.35 9.97 8.94 7.47 
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Figure 5-5 DET plots of (a) MFCC (12) (b) DCT-II based MFCC (12) (c) MFCC (12)+DMFCC 
(12) (d) MFCC (12)+DMFCC (12)+DDMFCC (12)  (e) DCT-II based MFCC (12)+DMFCC 
(12)+DDMFCC (12) 
In the experiments carrier out, the performance of SR is evaluated based on different MFCC feature 
extraction methods using GMM and VQ classifiers based on different clustering algorithms. For the 
(c) 
(b) 
(d) 
(a) 
(e) 
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experiments 128 speakers were used with 120 and 60 second utterances of each speaker used for training 
and testing respectively. For FVQ, k-means VQ and LBG VQ, a codebook of size 256 was used for each of 
MFCC, DCT-II based MFCC, DMFCC and DDMFCC to build speaker models. The feature vectors of the 
test speech data were then compared with the codebooks for the different speakers to identify the most 
likely speaker of the test speech signal. GMM models with 128 mixtures and features of various sizes and 
types including individual and fused were used (Hossan, 2010). The delta and double delta features are 
derived based on MFCC coefficients since it was found that they have a performance supremacy over 
MFCC. In the proposed algorithm concatenated DCT-II based MFCC (12), DMFCC (12) and DDMFCC 
(12) was used and this stage was incorporated into a complete ASR system. The results based on various 
combinations of feature extraction techniques and classifiers are listed in Table 5-1. 
The results obtained can be summarized as follows: 
 The performance of the MFCC feature extraction method improved when used with DCT-II. 
 The fusion of MFCC and DMFCC didn’t enhance the performance significantly. 
 The fusion of DCT-II based MFCC, DMFCC and DDMFCC outperformed the other feature 
extraction techniques. 
 The performance of FVQ is superior to other VQ techniques. 
 It is proved that the performance of widely used GMM is better than any other classification 
algorithm.  
From Figure 5-4, the performance of the proposed SR system is shown to be an improvement over 
the other systems studied. The proposed feature extraction algorithm outperformed the feature extraction 
methods reported in the literature. 
The proposed technique used the DCT in distributed manner to get more de-correlated features and 
derived dynamic features to capture the transitional characteristics. This is a new and novel step and the 
performance results highlight the value of the research carried out. The concatenation of DCT-II based 
MFCCs and dynamic feature extraction has enhanced the overall performance outcomes because the 
algorithm captured more specific information from the speech utterance than other feature extraction 
techniques currently do. 
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In this research, fuzzy c-means clustering algorithm is used.  The working principle of FVQ is 
different from K-means VQ and LBG VQ, in the sense that the soft decision making process is used while 
designing the codebooks in FVQ (Jayanna, 2008), whereas in K-means VQ and LBG VQ the hard decision 
process is used. Moreover, in K-means VQ and LBG VQ each feature vector has an association with only 
one of the clusters. It may be difficult to come to a conclusion that the feature vector belongs to a particular 
cluster. Whereas, in FVQ each feature vector has an association with all of the clusters with certain degrees 
of association, dictated by the membership function. In FVQ all of the feature vectors are associated with all 
of the clusters and therefore there are relatively more feature vectors within each cluster and hence the 
representative vectors i.e. the code vectors may be more reliable than for the other VQ techniques. 
Therefore, clustering may be found to be improved when using FVQ in some situations and the use of FVQ 
in ASR systems has been shown to be an improvement over other VQ techniques.  
Even though the GMM approach performed better than FVQ at the verification stage, GMM  is 
computationally more complex than FVQ (nearly twice as computationally complex) and therefore FVQ 
has advantages over GMM for implementation in a commercial system. 
5.8 Summary 
In this chapter, the new and novel feature extraction algorithm was presented and simulated. A 
comparative analysis was carried out by comparing the new algorithm with algorithms mentioned in the 
literature. The simulation results highlighted the performance advantage achieved using the new algorithm 
and the option of using FVQ rather than GMM in the data clustering classifier stage was discussed. 
The experimental methodology was presented and discussed. The steps in the ASR system presented 
in this thesis are consistent with the standard approach presented in the literature. The innovative and new 
algorithm that utilises DCT-II and DDMFCC to carry out the feature extraction step provides an 
improvement in overall performance. 
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6 Conclusion 
The research objective was to carry out a detailed study of current ASR implementations and to 
identify an approach that could be implemented in one of the ASR steps that would provide an overall 
improvement in the system performance without significantly increasing complexity. The research carried 
out identified a new and novel algorithm for the feature extraction step utilising DCT-II and DDMFCC and 
an improvement in the classifier operation by utilising FVQ rather than other VQ techniques. The use of 
FVQ was compared with GMM and FVQ was found to be an improvement over other VQ techniques 
when compared to the use of GMM. The research objectives were successfully achieved. 
The research has been accepted, published or submitted to the following: 
• Published - Md. Afzal Hossan, Sheeraz Memon, Mark A Gregory, “A Novel Approach for 
MFCC Feature Extraction”, International Conference on Signal Processing and 
Communication Systems, 13th -15th of December, 2010, Gold Coast, Queensland, Australia - 
Appendix A 
• Accepted - Md. Afzal Hossan, Mark A Gregory, “Distributed DCT Based Dynamic Feature 
Extraction for Automatic Speaker Recognition”, Conference Proceedings of International 
Symposium on Signal Processing and Information Technology, 15th -18th of December, 
2010, Luxor, Egypt - Appendix B 
• Submitted - Md. Afzal Hossan, Mark A Gregory, “Speaker Recognition Feature Extraction 
Utilizing DCT-II Based Mel Frequency Cepstral Coefficients and Feature Vector Classification 
Utilizing Fuzzy Vector Quantization”, IEEE Trans. Audio, Speech and Language Processing - 
Appendix C 
In Chapter 2 the background and literature review carried out during the research program is 
presented. An overview of the current state of ASR is presented and recent publications were identified and 
discussed. ASR systems are classified into two classes, speaker verification and speaker identification 
according to the task for which the system is being utilised. 
In Chapter 3 the research objectives were listed and associated assumptions and limitations provided. 
One aspect of the research program that impacted on the breadth of the outcomes achieved was the limited 
time available. 
Speech pre-processing is an important stage for both the testing and training phase in the ASR. When 
a machine is continuously listening to speech, a difficulty arises when it is trying to figure out where a word 
starts and stops. In Chapter 4 an approach to overcome this issue is presented and this approach permitted 
the research outcomes to be more precise and not affected by silence or background noise in the utterance 
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under study. The approach used was to map the speech amplitude dynamic range into the interval from -1 
to +1. Then a high-pass pre-emphasis filter is applied to equalise the energy between the speech low and 
high frequency components. In the presence of noise, certain regions of the speech spectrum that are of a 
lower energy level will be more affected by the noise and this makes the calculation of spectral distortion 
(as a measure of spectral dissimilarity) difficult. A logarithmic technique was used for separating and 
segmenting speech from noisy background environments. 
In the speaker verification testing test independent recognition was performed. In Chapter 5 results 
were presented where the NIST SRE 04 database was used for speaker verification as a demonstration of 
the performance of the new algorithm. The experiment included the use of two different utterances for 
testing and training for each speaker irrespective of the utterance content.  
Speech parameterization is a method which represents a set of acoustic vectors for further processing 
by extracting the important features from the speech of a specific person. There is a wide range of ways to 
parametrically represent speech. RCC, LPC, LPCC and MFCC are spectrum-related feature extraction 
methods reported in the literature. The literature reported that MFCC is widely accepted feature extraction 
method because it follows the human perception auditory system. In the conventional MFCC feature 
extraction method DCT is used as a de-correlation algorithm to get the final set of acoustic vectors. The use 
of DCT-II permits more de-correlated features to be identified and DCT-II more accurately follows the 
KLT. 
The experimental results described and presented in Chapter 5 highlighted the results achieved by 
using DCT-II in a distributed manner to compute MFCC, DMFCC and DDMFCC and when coupled with 
FVQ provided an improved outcome when compared with other approaches.  It was found that the use of 
GMM provided the best overall results; however, FVQ is a less complex approach to implement and may 
therefore be a more appropriate classifier to use in speech based pattern recognition. 
The new feature extraction method presented in this thesis resulted from a study of the current 
approaches reported in the literature and an analysis of the results achievable when extracting features from 
a speech utterance. The use of DCT-II and the concatenation of MFCC, DMFCC and DDMFCC were 
found to provide a level of improvement in the information contained in the final set of acoustic vectors. 
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The results presented in Chapter 5 highlight the incremental improvement in this approach over approaches 
presented in the literature. 
The key objective for the research was to investigate a novel approach for speech feature extraction 
as step in an ASR system. The approach taken was to focus on improving the value of the output from the 
speech feature extraction stage and by doing this the effective operation of the ASR system would improve 
by being able to more consistently identify speakers and imposters. It was assumed that the NIST speaker 
database used during the study was appropriate. 
In this research, VQ was studied and one objective was to study the use of FVQ. FVQ is an approach 
that provides a finer granularity in results where codevectors may be found to be closer to cluster 
boundaries or to contain elements that may be more appropriately organised into more than one cluster. The 
research found that FVQ has the lowest EER value (as a percentage) when compared to other VQ 
techniques.  VQ incorporate with the Fuzzy clustering algorithm improved performance, because clustering 
using Fuzzy C-means was found to be more suitable for the acoustic vectors found during the feature 
extraction stage.  Unlike the LBG and k-means algorithms, the FVQ technique follows the principle that a 
feature vector located between the clusters should not be assigned to only one cluster. Therefore, in FVQ 
each feature vector has an association with all clusters. Consequently the representative vectors i.e., code 
vectors may be more reliable than the other VQ technique. 
The research found that GMM in the classifier stage achieved an improved result when compared to 
FVQ. This result was an important outcome of the research study into the use of FVQ within an ASR 
system. The research found that when GMM and FVQ are compared, GMM outperformed FVQ but GMM 
is computationally complex (about twice) compared to FVQ and for this reason FVQ may be utilised in an 
ASR system. 
In this thesis a new and novel algorithm for speech feature extraction was presented along with 
simulation results and discussion that highlight the contribution to knowledge. The thesis includes a 
description of the algorithm use within an ASR system and results achieved during simulation of the 
proposed algorithm and approaches found in the literature that were used for comparison and validation. 
Within the classifier FVQ was used as a feature matching technique and the use of FVQ was found to be an 
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improvement over the use of other VQ techniques. FVQ was found to be an improvement over other VQ 
techniques. 
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7 Future work 
The applications of SR technology are quite varied and continually growing. One of the key goals of 
current SR research is to improve performance and to simplify the operation of ASR systems. In this thesis, 
a contribution to knowledge was made in the development of improved ASR systems that implement the 
new novel feature extraction algorithm and use FVQ as a classifier rather than one of the other VQ 
classifiers. Future work could include investigation in the following areas: 
• The Fuzzy c-means clustering technique improves VQ performance at the classification 
stage. The FVQ performance can be improved more by using a fuzzy-based hierarchical 
clustering approach proposed by Haipeng (2009).  The approach presented by Haipeng, 
includes a novel fuzzy-based hierarchical speaker clustering algorithm that applies fuzzy 
theory into the state-of-the-art agglomerative hierarchical clustering. This method follows a 
bottom-up strategy, and determines the fuzzy memberships according to a membership 
propagation strategy, which propagates fuzzy memberships in the iterative process of 
hierarchical clustering. This approach may be used to further improve performance and is 
worthy of research, simulation and comparative analysis. 
• The performance of GMM is better than the other classifiers, even though FVQ improves 
the ASR performance significantly when compared to the other VQ techniques. Additional 
work in the area of enhanced or alternative fuzzy clustering techniques is appropriate.   
• Other databases may be used to train the speaker models and simulations carried out to 
identify if the databases affects the outcomes. In this thesis, the NIST SRE 04 database was 
used to evaluate the proposed ASR system performance and if time permitted other 
databases should have been used to re-examine the proposed ASR system performance.  
Other datasets available include a Wall Street Journal database, Resource Management and 
other corpus. 
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Abstract—The Mel-Frequency Cepstral Coefficients 
(MFCC) feature extraction method is a leading 
approach for speech feature extraction and current 
research aims to identify performance enhancements. 
One of the recent MFCC implementations is the Delta-
Delta MFCC, which improves speaker verification. In 
this paper, a new MFCC feature extraction method 
based on distributed Discrete Cosine Transform (DCT-
II) is presented. Speaker verification tests are proposed 
based on three different feature extraction methods 
including: conventional MFCC, Delta-Delta MFCC and 
distributed DCT-II based Delta-Delta MFCC with a 
Gaussian Mixture Model (GMM) classifier. 
 
Keywords-Speech Feature Extraction, Mel Frequency Cepstral 
Coefficients (MFCC), Discrete Cosine Transform (DCT-II), 
Delta MFCC (DMFCC), Delta-Delta MFCC (DDMFCC), 
Gaussian Mixture Model (GMM). 
I. INTRODUCTION 
Speaker verification systems identify a person by 
analyzing and characterizing a person’s voice [17]. A 
typical speaker verification system consists of a feature 
extractor followed by a robust speaker modeling technique 
for generalized representation of extracted features. Vocal 
tract information like formant frequency, bandwidth of 
formant frequency and other values may be linked to an 
individual person. The goal of a feature extraction block 
technique is to characterize the information [12], [11]. A 
wide range of possibilities exists for parametrically 
representing the speech signal to be used in the speaker 
verification activity [14], [15]. Some of the techniques used 
are: Linear Prediction Coding (LPC); Mel-Frequency 
Cepstral Coefficients (MFCC); Linear Predictive Cepstral 
Coefficients (LPCC); Perceptual Linear Prediction (PLP); 
and Neural Predictive Coding (NPC) [1], [2], [4]. MFCC is 
a popular technique because it is based on the known 
variation of the human ear’s critical frequency bandwidth.  
MFCC coefficients are obtained by de-correlating the output 
log energies of a filter bank which consists of triangular 
filters, linearly spaced on the Mel frequency scale.  
Conventionally an implementation of discrete cosine 
transform (DCT) known as distributed DCT (DCT-II) is 
used to de-correlate the speech as it is the best available 
approximation of the Karhunen-Lo`eve Transform (KLT) 
[12]. Sahidullah used the DCT in distributed manner.   
MFCC data sets represent a melodic cepstral acoustic vector 
[3], [22]. The acoustic vectors can be used as feature 
vectors. It is possible to obtain more detailed speech features 
by using a derivation on the MFCC acoustic vectors. This 
approach permits the computation of the delta MFCC 
(DMFCCs), as the first order derivatives of the MFCC. 
Then, the delta-delta MFCC (DDMFCCs) are derived from 
DMFCC, being the second order derivatives of MFCCs.  
Feature selection is followed by a classification algorithm to 
generate speaker specific data and the Gaussian mixture 
model (GMM) is currently being applied in the field of 
speaker verification and the use of GMM has been found to 
producehigh quality results [17], [12]. 
In this paper, a speaker verification test is proposed based 
on DCT-II based DDMFCC speech features with a GMM 
classifier. 
The rest of this paper is organised as follows. In Section 
II the basics of MFCC analysis is reviewed followed by the 
proposed feature extraction technique. In Section III the 
experimental arrangements for the proposed experiments are 
provided and the description of the existing DDMFCC and 
distributed DCT based DDMFCC approaches are 
summarised. Finally the conclusion is provided in Section 
IV. 
II. MFCC FEATURE EXTRACTION METHOD 
A.   Conventional Method 
     Psychophysical studies have shown that human 
perception of the sound frequency contents for speech 
signals does not follow a linear scale. Thus for each tone 
with an actual frequency, f, measured in Hz, a subjective 
pitch is measured on a scale called the ‘Mel’ scale [17], [12]  
)
700
1(
10log2595
ffmel +=
 
    Where 
melf  is the subjective pitch in Mels corresponding 
to a frequency in Hz. This leads to the definition of MFCC, 
a baseline acoustic feature set for speech and speaker 
recognition applications [12], [16]. 
  (1) 
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MFCC coefficients are a set of DCT de-correlated 
parameters, which are computed through a transformation of 
the logarithmically compressed filter-output energies [6], 
derived through a perceptually spaced triangular filter bank 
that processes the Discrete Fourier Transformed (DFT) 
speech signal. 
An N-point DFT of the discrete input signal )(ny  is 
defined in (2).  
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Where, 1 ≤ k ≤ M. Next, the filter bank which has linearly 
spaced filters in the Mel scale, are imposed on the spectrum. 
The filter response ( )kiψ of the ith filter in the bank is 
defined in (3). 
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If Q  denotes the number of filters in the filter bank, then 
{ } 1
0
+
=
Q
ib i
K are the boundary points of the filters and k denotes 
the coefficient index in the Ms-point DFT. The boundary 
points for each filter i (i=1,2,...,Q) are calculated as equally 
spaced points in the Mel scale using Equation (4). 
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Where, 
sf  is the sampling frequency in Hz and lowf and 
highf  are the low and high frequency boundaries of the filter 
bank, respectively. 1−
melf is the inverse of the transformation 
shown in (1) and is defined in Equation (5).  
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In the next step, the output energies ( )Qiie ,....,2,1)( =  of 
the Mel-scaled band-pass filters are calculated as a sum of 
the signal energies ( ) 2kY falling into a given Mel 
frequency band weighted by the corresponding frequency 
response  ( )kiψ  (6). 
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M
K
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Finally, the DCT-II is applied to the log filter bank 
energies ( )[ ]{ }Qiie 1log =  to de-correlate the energies and the 
final MFCC coefficients Cm are provided in (7). 
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Where, m=0, 1, 2,…, R-1, and R is the desired number of 
MFCCs. 
B.   Dynamic Speech Features 
The speech features which are the time derivatives of the 
spectrum-based speech features are known as dynamic 
speech features. Memon and Maddage showed that system 
performance may be enhanced by adding time derivatives to 
the static speech parameters [18], [8]. The first order 
derivatives are referred to as delta features may be 
calculated as shown in Equation (8). 
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∑
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Where dt is the delta coefficient at time t, computed in 
terms of the corresponding static coefficients ct-θ to ct+θ and 
Θ is the size of delta window. The delta and delta-delta 
cepstra are evaluated based on MFCC [10], [21]. 
C.   Distributed DCT 
In Section II-A, DCT is used which is an optimal 
transformation for de-correlating the speech features [12]. 
This transformation is an approximation of KLT for the first 
order Markov process. 
The correlation matrix for a first order markov source is 
given by 
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Where ρ  is the inter element correlation ( 10 ≤≤ ρ ). 
Sahidullah showed that for the limiting case where 1→ρ , 
the Eigen vector of (8) can be approximated as shown in 
(10) [12]. 
( ) ( )


 +
=
N
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N
tnk 12cos2. pi                  (10) 
           (9) 
  (8) 
          (7) 
   (6) 
   (5) 
        (4) 
   (2) 
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Where 10 −≤≤ Nt  and 10 −≤≤ Nn . Clearly Eqn. (9) 
is the Eigen function of the DCT. This is the reason behind 
the usage of DCT in the place of signal dependent optimal 
KLT transformation. But in reality the value of ρ is not 1. 
In the filter bank structure of the MFCC, filters have placed 
on the Mel-frequency scale. As the adjacent filters have an 
overlapping region, the neighbouring filters contain more 
correlated information than filters further away. Filter 
energies have various degrees of correlation (not holding to 
a first order Markov correlation). Applying a DCT to the 
entire log-energy vector is not suitable as there is non-
uniform correlation among the filter bank outputs [13]. It is 
proposed to use DCT in a distributed manner to follow the 
Markov property more closely. The array ( )[ ]{ }Qiie 1log =  is 
subdivided into two parts (analytically this is optimum) 
which are SEG#1 ( )[ ]{ }[ ]21log Qiie =  and SEG#2 
( )[ ]{ } [ ]Q Qiie 12log += .  
 
     In this process the number of feature vectors is reduced 
by 1 for same number of filters compared to conventional 
MFCC. For example if 20 filters are used to extract MFCC 
features 19 coefficients are used and the coefficient is 
discarded. In the proposed method 18 coefficients are 
sufficient to represent the 20 filter bank energies as the other 
two coefficients represent the signal energy. A window size 
of 12 is used and the delta and acceleration (double delta) 
features are evaluated utilising the MFCC. 
III. SPEAKER VERIFICATION EEXPERIMENT 
In this section speaker verification experiment setup is 
described and the speaker verification test results obtained 
based on DDMFCC [19] and distributed DCT based MFCC 
[12], [20] are discussed. 
A. Pre-processing  
The pre-processing stage includes speech normalisation, 
pre-emphasis filtering and removal of silence intervals [17], 
[18]. The dynamic range of the speech amplitude is mapped 
into the interval from -1 to +1. The high-pass pre-emphasis 
filter can then be applied to equalise the energy between the 
low and high frequency components of speech. The filter is 
given by the equation: y(k) = x(k)-0.95x(k-1), where x(k) 
denotes the input speech and y(k) is the output speech. The 
silence intervals can be removed using a logarithmic 
technique for separating and segmenting speech from noisy 
background environments [19]. 
B. Classification & Verification stage 
The GMM with expectation maximization is a feature 
modelling and classification algorithm widely used in the 
speech based pattern recognition, since it can smoothly 
approximate a wide variety of density distributions [17], [5]. 
Adapted GMMs known as UBM-GMM and MAP-GMM 
have further enhanced speaker verification outcomes [18], 
[9]. The introduction of the adapted GMM algorithms has 
increased computational efficiency and strengthened the 
speaker verification optimization process.  
The probability density function (pdf) drawn from the 
GMM is a weighted sum of M component densities as 
described in (11). 
( ) ( )∑
=
=
M
i
ii xbpyxp
1
 
Where x is a D-dimensional random vector, ( )xbi , the 
component densities are i=1,2,3,…,M and the mixture 
weights are ip , for i=1,2,3,…,M. Each component density is 
a D-variate Gaussian function of the form shown in (12). 
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Where iµ  is the mean vector and ∑ is the covariance 
matrix. The mixture weights satisfy the constraint 
that∑ ==Mi ip1 1 . The complete Gaussian mixture density is 
the collection of the mean vectors, covariance matrices and 
mixture weights from all components densities, 
{ }∑= iiip ,, µλ , =i 1, 2… M    (13) 
1: if Q = EVEN then 
2: P = Q/2; 
3: PERFORM DCT of ( )[ ]{ }[ ]21log Qiie =  to get{ } 10−=PmmC ; 
4: PERFORM DCT of ( )[ ]{ }[ ]21log QPiie +=  to get  
   
{ } 1−
=
Q
PmmC   ; 
5: else 
6: 



=
2
QP ; 
7: PERFORM DCT of ( )[ ]{ }[ ]21log Qiie = to get { } 10−=PmmC  ; 
8: PERFORM DCT of ( )[ ]{ }[ ]21log QPiie +=  to get { } 1−=Q PmmC ; 
9: end if 
10: DISCARD 0C and PC  ; 
11: CONCATENATE { } 11−=PmmC & { } 1 1− +=Q PmmC  to form 
     final feature vector { } 21)( −=PiiCep ; 
12: CALCULATE DDMFCC coefficients td ;   
 
Algorithm for Distributed DCT Based Dynamic 
             (12) 
 (11) 
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Each class is represented by a mixture model and is 
referred to by the class model λ. The Expectation 
Maximization (EM) algorithm is most commonly used to 
iteratively derive optimal class models. 
C. Experiment Speech Databases 
The annually produced NIST speaker recognition 
evaluation (SRE) has become the state of the art corpora for 
evaluating methods used or proposed for use in the field of 
speaker recognition [18]. GMM-based systems have been 
widely tested on NIST SRE. The research will evaluate the 
proposed method utilising two datasets: a subset of the 
NIST SRE-02 (Switchboard-II phase 2 and 3) data set and 
the NIST SRE-04 data (Linguistic data consortium’s Mixer 
project). The background training set consisted of 1225 
conversation sides from Switchboard-II and Fisher. For the 
purpose of the research the data in the background model 
did not occur in the test sets and did not share speakers with 
any of the test sets. Data sets that have duplicate speakers 
have been removed. The speaker verification experiment 
test setup also included a check to ensure that the test or 
background data sets were used in training or tuning the 
speaker recognition system.  
 
Figure 1. Speaker Verification System 
D. Speaker verification Experiments and Results 
In this research, the performance of speaker verification 
based on different MFCC feature extraction methods was 
evaluated. The percentage of Identification (100%-Equal 
Error Rate) [18] for the conventional MFCC is (90.36%) 
lower than the other feature extraction methods. A small 
improvement in the performance is seen by using DMFCC, 
while DDMFCC improved the performance significantly to 
91.35%.   
 
TABLE I Percentage of Identification Accuracy 
 
Sahidullah evaluated the performance of a speaker 
identification system based on distributed DCT based 
MFCC [12] and found that distributed DCT based MFCC 
outperformed the other feature extraction methods by 
improving the identification accuracy extensively to 
96.72%.  
The results found in the literature and from the initial 
research outcomes highlight that when using distributed 
DCT it is possible to find more de-correlated MFCC 
features than when DCT is used. The result is an improved 
speaker recognition outcome. As well as providing a 
dynamic speech feature, the use of DDMFCC, was found to 
significantly improve the speaker verification system 
performance. 
The next step in the research is to combine DCT-II with 
DDMFCC feature extraction and to identify possible 
process refinements that will improve accuracy, 
performance and overall speaker recognition outcomes. 
The research methodology has included a step by step 
analysis of previous speaker recognition systems based upon 
MFCC feature extraction and analysis of the positive 
attributes of the different approaches. The research has 
highlighted the positive use of DCT-II and DDMFCC in 
previous studies and the opportunity exists to combine the 
techniques and to refine the complete speaker verification 
system.  
IV.  CONCLUSION 
In this research a new approach for the feature extraction 
to improve the performance of speaker verification systems 
has been identified and initial research outcomes comparing 
previous MFCC feature extraction approaches has been 
presented. Initially the performance of conventional MFCC 
was evaluated.  The test system was refined with the use of 
DCT-II in the de-correlation process and results have been 
presented. The correlation among the filter bank output 
can’t effectively be removed by applying conventional DCT 
to all of the signal energies at the same time. It was found 
that the use of DCT-II improved performance in terms of 
identification accuracy with a lower number of features used 
and therefore reduced computational time.  
The MFCC feature vectors that were extracted did not 
accurately capture the transitional characteristics of the 
speech signal which contains the speaker specific 
Classificati
on 
Algorithm 
Conven
tional 
MFCC  
Delta 
MFCC 
Delta-
Delta 
MFCC 
Distributed 
DCT based  
MFCC  
GMM_EM 90.36% 90.68% 91.35% 96.72% 
Training Phase Testing Phase 
Pre-Processing 
Input Speech 
Feature 
Extraction 
Speaker Model M 
Speaker Model 2 
Speaker Model 1 
Pre-Processing 
  Input Speech 
Feature 
Extraction 
Classifier 
Speaker ID 
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information [8]. Improvements in the transitional 
characteristic capture was found by computing DMFCC and 
DDMFCC which were obtained respectively from the first-
order and second-order time-derivative of the MFCC.  
 A new approach which applies DCT-II for de-
correlation, incorporated with DDMFCC speech feature 
extraction and evaluation for speaker verification with a 
GMM classifier could establish better results based upon the 
results of the analysis carried out. Further work to complete 
a detailed analysis and system optimisation is currently 
being carried out. 
This new approach for feature extraction is promising 
and may provide an improvement in results achieved in 
other studies. This novel approach will be implemented, 
results achieved and a comparative analysis with the results 
found using the test system that has been developed that 
permits previous approaches to be used and results 
computed. 
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Abstract— In this paper, a novel approach for Mel-
Frequency Cepstral Coefficients (MFCC) feature 
extraction is presented. The proposed feature extraction 
method applied the distributed DCT to compute the 
dynamic features for Speaker Recognition. We run a 
series of experiments based on three different feature 
extraction methods: conventional MFCC, Delta-Delta 
MFCC (DDMFCC) and distributed Discrete Cosine 
Transform (DCT) based DDMFCC. In the verification 
stage Gaussian Mixture Model classifier was utilised to 
permit analysis. The National Institute of Standards and 
Technology Speaker Recognition Evaluation corpora 
was used to provide speaker source data in the 
experiments. It is found that the fusion of distributed 
DCT based MFCC, DMFCC and DDMFCC has the 
lowest Equal Error Rate (EER) when compared to other 
feature extraction techniques. The proposed method 
improves on previous speaker verification techniques.  
  
Keywords-Speech Feature Extraction, Mel Frequency Cepstral 
Coefficients (MFCC), Discrete Cosine Transform (DCT-II), 
Delta MFCC (DMFCC), Delta-Delta MFCC (DDMFCC), 
Gaussian Mixture Model (GMM). 
I. INTRODUCTION 
Speaker verification is a process in which a person’s 
identity is verified biometrically based on acoustic speech 
analysis [18]. A typical speaker verification system consists 
of a feature extractor followed by a robust speaker modeling 
technique for generalized representation of extracted 
features. Vocal tract information like formant frequency, 
bandwidth of formant frequency and other values may be 
linked to an individual person. The goal of a feature 
extraction block technique is to characterize the information 
[12], [11]. A wide range of possibilities exists for 
parametrically representing the speech signal to be used in 
the speaker verification activity [14], [15]. Some of the 
techniques used are: Linear Prediction Coding (LPC); Mel-
Frequency Cepstral Coefficients (MFCC); Linear Predictive 
Cepstral Coefficients (LPCC); Perceptual Linear Prediction 
(PLP); and Neural Predictive Coding (NPC) [1], [2], [4]. 
MFCC is a popular technique because it is based on the 
known variation of the human ear’s critical frequency 
bandwidth.  MFCC coefficients are obtained by de-
correlating the output log energies of a filter bank which 
consists of triangular filters, linearly spaced on the Mel 
frequency scale.  Conventionally an implementation of 
discrete cosine transform (DCT) known as DCT (DCT-II) is 
used to de-correlate the speech as it is the best available 
approximation of the Karhunen-Lo`eve Transform (KLT) 
[12]. Sahidullah used the DCT in distributed manner. 
MFCC data sets represent a melodic cepstral acoustic vector 
[3], [22]. The acoustic vectors can be used as feature 
vectors. It is possible to obtain more detailed speech 
features by using a derivation on the MFCC acoustic 
vectors. This approach permits the computation of the delta 
MFCC (DMFCCs), as the first order derivatives of the 
MFCC. Then, the delta-delta MFCC (DDMFCCs) are 
derived from DMFCC, being the second order derivatives of 
MFCCs. In this study, distributed DCT based MFCC 
concatenated with DMFCC and DDMFCC to present the 
speech features.  
Feature selection is followed by a classification 
algorithm to generate speaker specific data and the Gaussian 
mixture model (GMM) is currently being applied in the field 
of speaker verification and the use of GMM has been found 
to produce high quality results [12], [17]. 
In this paper, a set of speaker verification tests is 
performed based on different feature extraction techniques 
with a GMM classifier and the performances of different 
feature extraction methods evaluated by comparing their 
outcomes. 
The rest of this paper is organised as follows. In Section 
II the basics of MFCC analysis is reviewed followed by the 
proposed feature extraction technique. In Section III the 
experimental arrangements for the proposed experiments are 
provided and the outcomes of the existing DDMFCC and 
distributed DCT based DDMFCC approaches are 
summarised. Finally the conclusion is provided in Section 
IV. 
II.  MFCC FEATURE EXTRACTION METHOD 
A. Conventional Method 
Psychophysical studies have shown that human 
perception of the sound frequency contents for speech 
signals does not follow a linear scale. Thus for each tone 
with an actual frequency, f, measured in Hz, a subjective 
pitch is measured on a scale called the ‘Mel’ scale [17], [12] 
(1).  
)
700
1(
10log2595
ffmel +=
  
Where 
melf  is the subjective pitch in Mels 
corresponding to a frequency in Hz. This leads to the 
definition of MFCC, a baseline acoustic feature set for 
speech and speaker recognition applications [12], [16]. 
 (1) 
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MFCC coefficients are a set of DCT de-correlated 
parameters, which are computed through a transformation of 
the logarithmically compressed filter-output energies [6], 
derived through a perceptually spaced triangular filter bank 
that processes the Discrete Fourier Transformed (DFT) 
speech signal.An N-point DFT of the discrete input 
signal )(ny  is defined in (2).  
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Where, 1 ≤ k ≤ M. Next, the filter bank which has linearly 
spaced filters in the Mel scale, are imposed on the spectrum. 
The filter response ( )kiψ of the ith filter in the bank is 
defined in (3). 
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If Q  denotes the number of filters in the filter bank, then 
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 are the boundary points of the filters and k 
denotes the coefficient index in the Ms-point DFT. The 
boundary points for each filter i (i=1,2,...,Q) are calculated 
as equally spaced points in the Mel scale using (4). 
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Where, 
sf  is the sampling frequency in Hz and lowf and 
highf  are the low and high frequency boundaries of the filter 
bank, respectively. 1−
melf is the inverse of the transformation 
shown in (1) and is defined in (5). 
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In the next step, the output energies ( )Qiie ,....,2,1)( =  
of the Mel-scaled band-pass filters are calculated as a sum 
of the signal energies ( ) 2kY falling into a given Mel 
frequency band weighted by the corresponding frequency 
response  ( )kiψ  (6). 
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Finally, the DCT-II is applied to the log filter bank 
energies ( )[ ]{ }Qiie 1log =  to de-correlate the energies and the 
final MFCC coefficients Cm are provided in (7). 
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Where, m=0, 1, 2,…, R-1, and R is the desired number of 
MFCCs. 
B.  Dynamic Speech Features 
    The speech features which are the time derivatives of 
the spectrum-based speech features are known as dynamic 
speech features. Memon and Maddage showed that system 
performance may be enhanced by adding time derivatives to 
the static speech parameters [18], [8]. The first order 
derivatives are referred to as delta features may be 
calculated as shown in (8). 
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Where dt is the delta coefficient at time t, computed in 
terms of the corresponding static coefficients ct-θ to ct+θ and 
Θ is the size of delta window. The delta and delta-delta 
cepstra are evaluated based on MFCC [10], [21]. 
C. Distributed DCT 
In Section II-A, DCT is used which is an optimal 
transformation for de-correlating the speech features [12]. 
This transformation is an approximation of KLT for the first 
order Markov process. 
The correlation matrix for a first order markov source is 
given by 
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Where ρ  is the inter element correlation ( 10 ≤≤ ρ ). 
Sahidullah showed that for the limiting case where 1→ρ , 
the Eigen vector of (8) can be approximated as shown in 
(10) [12]. 
( ) ( )


 +
=
N
tn
N
tnk 12cos2. pi   
Where 10 −≤≤ Nt  and 10 −≤≤ Nn . Clearly Eqn. (9) 
is the Eigen function of the DCT. This is the reason behind 
the usage of DCT in the place of signal dependent optimal 
KLT transformation. But in reality the value of ρ is not 1. 
In the filter bank structure of the MFCC, filters have placed 
on the Mel-frequency scale. As the adjacent filters have an 
overlapping region, the neighbouring filters contain more 
correlated information than filters further away. Filter 
energies have various degrees of correlation (not holding to 
   (2) 
   (5) 
  (6) 
 (7) 
   (8) 
            (9) 
(10) 
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a first order Markov correlation). Applying a DCT to the 
entire log-energy vector is not suitable as there is non-
uniform correlation among the filter bank outputs [13]. It is 
proposed to use DCT in a distributed manner to follow the 
Markov property more closely. The array ( )[ ]{ }Qiie 1log =  is 
subdivided into two parts (analytically this is optimum) 
which are SEG#1 ( )[ ]{ }[ ]21log Qiie =  and SEG# 
2 ( )[ ]{ } [ ]Q Qiie 12log += . 
Proposed Feature Extraction Method 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
In this process the number of feature vectors is reduced by 1 
for same number of filters compared to conventional 
MFCC. For example if 20 filters are used to extract MFCC 
features 19 coefficients are used and the first coefficient is 
discarded. In the proposed method 18 coefficients are 
sufficient to represent the 20 filter bank energies as the other 
two coefficients represent the signal energy. A window size 
of 12 is used and the delta and acceleration (double delta) 
features are evaluated utilising the MFCC. 
 
III. SPEAKER VERIFICATION EXPERIMENT 
A. Pre-processing  
The pre-processing stage includes speech normalisation, pre-
emphasis filtering and removal of silence intervals [17], [18]. 
The dynamic range of the speech amplitude is mapped into the 
interval from -1 to +1. The high-pass pre-emphasis filter can 
then be applied to equalise the energy between the low and 
high frequency components of speech. The filter is given by 
the equation: y(k) = x(k)-0.95x(k-1), where x(k) denotes the 
input speech and y(k) is the output speech. The silence 
intervals can be removed using a logarithmic technique for 
separating and segmenting speech from noisy background 
environments [19].  
B. Classification & Verification stage 
The GMM with expectation maximization is a feature 
modelling and classification algorithm widely used in the 
speech based pattern recognition, since it can smoothly 
approximate a wide variety of density distributions [17], [5]. 
Adapted GMMs known as UBM-GMM and MAP-GMM have 
further enhanced speaker verification outcomes [18], [9]. The 
introduction of the adapted GMM algorithms has increased 
computational efficiency and strengthened the speaker 
verification optimization process.  
The probability density function (pdf) drawn from the GMM 
is a weighted sum of M component densities as described in 
(11). 
( ) ( )∑
=
=
M
i
ii xbpyxp
1
     
Where x is a D-dimensional random vector, ( )xbi , the 
component densities are i=1,2,3,…,M and the mixture weights 
are ip , for i=1,2,3,…,M. Each component density is a D-variate 
Gaussian function of the form shown in (12) 
( ) ( ) ( ) ( )




−−−= ∑
∑
−1
212 2
1
exp
2
1
i ii
i
Di
xxxb µµ
pi
                 
Where iµ  is the mean vector and ∑ is the covariance 
matrix. The mixture weights satisfy the constraint 
that∑ ==Mi ip1 1 . The complete Gaussian mixture density is  
the collection of the mean vectors, covariance matrices and 
mixture weights from all components densities, 
{ }∑= iiip ,, µλ , =i 1, 2… M   
Each class is represented by a mixture model and is referred to 
by the class model λ. The Expectation Maximization (EM) 
algorithm is most commonly used to iteratively derive optimal 
class models. 
 
 
Algorithm for Distributed DCT Based 
1: if Q = EVEN then 
2: P = Q/2; 
3: PERFORM DCT of ( )[ ]{ }[ ]21log Qiie =  to get{ } 10−=PmmC ; 
4: PERFORM DCT of ( )[ ]{ }[ ]QPiie 1log +=  to get  { } 1−=Q PmmC   
; 
5: else 
6: 



=
2
QP ; 
7: PERFORM DCT of ( )[ ]{ }[ ]21log Qiie = to get { } 10−=PmmC  ; 
8: PERFORM DCT of ( )[ ]{ }[ ]QPiie 1log +=  to get { } 1−=Q PmmC ; 
9: end if 
10: DISCARD 0C and PC  ; 
11: CONCATENATE { } 11−=PmmC & { } 1 1− +=Q PmmC  to form 
 feature vector { } 21)( −=PiiCep ; 
12: CALCULATE Delta MFCC (DMFCC); 
13: CALCULATE Delta-Delta MFCC (DDMFCC); 
14: CONCATENATE{ } 21)( −=PiiCep , DMFCC and  
      DDMFCC to form final feature vector. 
  
 (11) 
(12) 
(13) 
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C. Experiment Speech Database 
The annually produced NIST speaker recognition 
evaluation (SRE) has become the state of the art corpora for 
evaluating methods used or proposed for use in the field of 
speaker recognition [18]. GMM-based systems have been 
widely tested on NIST SRE. The research will evaluate the 
proposed method utilising two datasets: a subset of the 
NIST SRE-02 (Switchboard-II phase 2 and 3) data set and 
the NIST SRE-04 data (Linguistic data consortium’s Mixer 
project). The background training set consisted of 1225 
conversation sides from Switchboard-II and Fisher. For the 
purpose of the research the data in the background model 
did not occur in the test sets and did not share speakers with 
any of the test sets. Data sets that have duplicate speakers 
have been removed. The speaker verification experiment 
test setup also included a check to ensure that the test or 
background data sets were used in training or tuning the 
speaker recognition system.  
 
Figure 1. Speaker Verification System 
D. Speaker verification Experiments and Results 
       In this research, we evaluated the performance of 
speaker verification based on different MFCC feature 
extraction methods. Experiments are conducted based on 
GMM based classifier for different feature extraction 
methods. For these experiments we used 128 speakers, 120 
and 60 seconds of utterances of each speaker for training 
and testing respectively. GMM models have 128 mixtures 
and features of various sizes individually and in fusion are 
used. The delta and double delta features are derived based 
on MFCC coefficients since it was found that they have a 
performance supremacy over MFCC. In our proposed 
method has concatenated distributed DCT based MFCC 
(12), DMFCC (12) and DDMFCC (12). The results based 
on various combinations of features are listed in Table I. 
The performance of the feature extraction methods were 
measured based on Equal Error Rate (EER) values which is 
listed in the Table I. EER is the most commonly used 
criteria to compare the recognition rates. Cheng’s and 
Wang’s [23] method is used for estimating the EER value. 
The results obtained can be summarized as follows: 
 The performance of the MFCC feature 
extraction method improved when we used the 
DCT in distributed manner. 
 The fusion of MFCC and Delta MFCC didn’t 
enhance the performance significantly. 
 From the results, it is clear that the fusion of 
distributed DCT based Delta-Delta MFCC 
outperformed the other feature extraction 
technique.  
IV. CONCLUSION 
In this research a new approach for feature extraction 
has been presented that improves the performance of 
speaker verification systems. The research outcomes were 
compared with previous MFCC feature extraction and the 
results presented. Initially the research concentrated on 
comparison with the performance of conventional MFCC. 
The test system was refined with the use of DCT-II in the 
de-correlation process and simulation results have been 
presented. The research highlighted that correlation among 
the filter bank output can’t effectively be removed by 
applying conventional DCT to all of the signal energies at 
the same time. It was found that the use of DCT-II in the 
new approach improved performance in terms of 
identification accuracy together with a lower number of 
features  being used in the method and therefore the new 
approach reduced computational time.  The MFCC feature 
vectors that were extracted did not accurately capture the 
transitional characteristics of the speech signal which 
contains the speaker specific information [8]. Improvements 
in the transitional characteristic capture was found by 
computing DMFCC and DDMFCC which were obtained 
respectively from the first-order and second-order time-
derivative of the MFCC.  A new approach which applies 
DCT-II for de-correlation, incorporated with DDMFCC 
speech feature extraction and evaluation for speaker 
verification with a GMM classifier established better results 
based upon the results of the analysis carried out.  This new 
Classification Algorithm MFCC (12) Distributed DCT 
based 
MFCC (12) 
MFCC (12)+ 
DMFCC 
(12) 
MFCC (12)+ 
DMFCC 
(12)+DDMFCC 
(12) 
Distributed DCT based 
MFCC (12)+ 
DMFCC 
(12)+DDMFCC 
(12) 
  
GMM_EM 9.64 8.76 9.32 8.65 7.47 
Training Phase Testing Phase 
Pre-Processing 
Input Speech 
Feature 
Extraction 
Speaker Model M 
Speaker Model 2 
Speaker Model 1 
Pre-Processing 
  Input Speech 
Feature 
Extraction 
Classifier 
Speaker ID 
TABLE I. The classification EER (%) values using different feature extraction techniques 
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approach for feature extraction is promising and provided an 
improvement in results achieved in this study. In future 
research, the performance of distributed DCT based 
DDMFCC will be evaluated by using different databases 
and different classifiers at the verification stage. 
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Abstract— In this paper, a new algorithm for automatic 
speaker recognition is presented. The new algorithm 
incorporates Fuzzy Vector Quantization (FVQ) and the 
distributed DCT based Mel Frequency Cepstral 
Coefficients (MFCC) feature extraction method. The 
proposed automatic speaker recognition algorithm 
utilises MFCC to identify dynamic features that are used 
for speaker recognition. A series of experiments were 
performed utilising three different feature extraction 
methods: (1) conventional MFCC; (2) Delta-Delta 
MFCC (DDMFCC); and (3) distributed Discrete Cosine 
Transform (DCT) based DDMFCC. The proposed new 
algorithm that incorporates Fuzzy Vector Quantization 
is evaluated by comparing the outcome with other 
Vector Quantization techniques. The National Institute 
of Standards and Technology (NIST) Speaker 
Recognition Evaluation (SRE 04) corpora is used to 
provide speaker source data in the experiments. It is 
found that the fusion of distributed DCT based MFCC, 
DMFCC and DDMFCC with FVQ has the lowest Equal 
Error Rate (EER) when compared to other feature 
extraction techniques. The proposed system improved 
the performance of speaker verification technique. 
 
Index Terms— Speaker Recognition, Discrete Cosine 
Transform, Fuzzy Vector Quantization, K-means, LBG, Mel 
Frequency Cepstral Coefficients, Speech Feature Extraction, 
Vector Quantization. 
I. INTRODUCTION 
PEAKER Recognition (SR) is the process to identify a 
speaker using speech properties that are extracted from a 
speech utterance. A typical speaker recognition system 
consists of a feature extractor followed by a robust speaker 
modeling technique for generalized representation of 
extracted features [12].  Vocal tract information like formant 
frequency, bandwidth of formant frequency and other values 
may be linked to an individual person. The goal of a feature 
extraction block technique is to characterize the information 
[11] [12]. A wide range of approaches may be used to 
parametrically represent the speech signal to be used in the 
speaker recognition activity [14] [15]. Some of the 
techniques include: Linear Prediction Coding (LPC); Mel-
Frequency Cepstral Coefficients (MFCC); Linear Predictive 
Cepstral Coefficients (LPCC); Perceptual Linear Prediction 
(PLP); and Neural Predictive Coding (NPC) [1] [2] [4]. 
MFCC is a popular technique because it is based on the 
known variation of the human ear’s critical frequency 
bandwidth. MFCC coefficients are obtained by de-
correlating the output log energies of a filter bank which 
consists of triangular filters, linearly spaced on the Mel 
frequency scale. Conventionally an implementation of 
Discrete Cosine Transform (DCT) known as distributed 
DCT (DCT-II) is used to de-correlate the speech as it is the 
best available approximation of the Karhunen-Lo`eve 
Transform (KLT) [12]. Sahidullah used the DCT in a 
distributed approach [12]. MFCC data sets represent a 
melodic cepstral acoustic vector [3], [22]. The acoustic 
vectors can be used as feature vectors. It is possible to 
obtain more detailed speech features by using a derivation 
on the MFCC acoustic vectors. This approach permits the 
computation of the delta MFCC (DMFCC), as the first order 
derivatives of the MFCC. Then, the delta-delta MFCC 
(DDMFCC) values are derived from DMFCC, being the 
second order derivatives of MFCCs. In this study, DCT-II 
based MFCC is used with DMFCC and DDMFCC to 
identify the speech features. 
In this paper, Fuzzy Vector Quantization (FVQ) is used for 
speaker modeling. Fuzzy clustering methods allow objects 
to belong to several clusters simultaneously, with different 
degrees of membership [27]. In many real situations, fuzzy 
clustering is more natural than hard clustering, as objects on 
the boundaries between several classes are not forced to 
fully belong to one of the classes, but rather are assigned 
membership degrees between 0 and 1 indicating their partial 
memberships. 
A set of speaker recognition tests were performed and the 
results are presented. The performance of the feature 
extraction methods and classifiers were evaluated by 
comparing the speaker recognition test results. 
The rest of this paper is organized as follows. In Section II 
the MFCC analysis methodology is reviewed followed by 
the proposed feature extraction technique. Section III 
presents the use of Vector Quantization (VQ) based on the 
fuzzy c-means clustering algorithm. In Section IV, the 
experimental arrangements for the proposed experiments 
and outcomes are provided. Finally the conclusion is 
provided in Section V. 
S
Speaker Recognition Feature Extraction 
Utilizing DCT-II Based Mel Frequency Cepstral 
Coefficients and Feature Vector Classification 
Utilizing Fuzzy Vector Quantization 
Md Afzal Hossan, Mark A Gregory, RMIT University, Australia 
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II. MFCC FEATURE EXTRACTION METHOD 
A. Conventional Method 
Psychophysical studies have shown that human perception 
of speech signal sound frequency contents follows a non-
linear scale known as the ‘Mel’ scale [17], [12]. Speech 
signal tones are represented as a frequency measured in Hz 
as defined in (1). 
)
700
1(
10log2595
ff mel +=                                       (1)     
Where 
melf  is the subjective pitch in Mels corresponding to 
a frequency in Hz. 
MFCC provides a baseline acoustic feature set for speech 
and speaker recognition applications [12], [16]. MFCC 
coefficients are a set of DCT decorrelated parameters, which 
are computed through a transformation of the 
logarithmically compressed filter-output energies [6], 
derived through a perceptually spaced triangular filter bank 
that processes the Discrete Fourier Transformed (DFT) 
speech signal. 
An N-point DFT of the discrete input signal )( ny  is defined 
in (2).  
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Where 1 ≤ k ≤ M. Next, the filter bank, which has linearly 
spaced filters in the Mel scale, is imposed on the spectrum. 
The filter response ( )kiψ of the ith filter in the bank is 
defined in (3). 
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If Q  denotes the number of filters in the filter bank, then 
{ } 1
0
+
=
Q
ibi
k are the boundary points of the filters and k denotes 
the coefficient index in the Ms-point DFT. The boundary 
points for each filter i (i=1,2,...,Q) are calculated as equally 
spaced points in the Mel scale using (4). 
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Where, 
s
f
 is the sampling frequency in Hz and 
lowf and highf  
are the low and high frequency boundaries of the filter bank, 
respectively. 1−
melf is the inverse of the transformation 
shown in (1) and is defined in (5).  








−=
− 110.700)( 25951
melf
melmel ff
 
In the next step, the output energies ( )Qiie ,....,2,1)( =  of the 
Mel-scaled band-pass filters are calculated as a sum of the 
signal energies ( ) 2kY falling into a given Mel frequency 
band weighted by the corresponding frequency response  
( )kiψ  (6). 
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M
K
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Finally, the DCT-II is applied to the log filter bank energies 
( )[ ]{ }Qiie 0log = to de-correlate the energies and the final 
MFCC coefficients Cm are provided in (7). 
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Where, m=0, 1, 2,…, R-1, and R is the desired number of 
MFCCs. 
B. Dynamic Speech Features 
The speech features, which are the time derivatives of the 
spectrum-based speech features, are known as dynamic 
speech features. Memon and Maddage showed that system 
performance may be enhanced by adding time derivatives to 
the static speech parameters [8], [18]. The first order 
derivatives, referred to as delta features, can be calculated as 
shown in (8). 
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Where dt is the delta coefficient at time t, computed in terms 
of the corresponding static coefficients ct-θ to ct+θ and Θ is 
the delta window size. The delta and delta-delta cepstra are 
evaluated based on MFCC [10], [21]. 
C. Distributed DCT 
In Section II-A, DCT is used which is an optimal 
transformation for de-correlating the speech features [12]. 
This transformation is an approximation of KLT for the first 
order Markov process. 
The correlation matrix for a first order markov source is 
given by 
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(9) 
Where ρ  is the inter element correlation ( 10 ≤≤ ρ ). 
Sahidullah showed that for the limiting case where 1→ρ , 
the Eigen vector of (8) can be approximated as shown in 
(10) [12]. 
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              (7) 
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Where 10 −≤≤ Nt  and 10 −≤≤ Nn . Eqn. (9) is the DCT 
Eigen function. DCT is used rather than the signal 
dependent optimal KLT transformation because it is 
possible to closely approximate the DCT Eigen function. 
But in reality the value of ρ is not 1. In the filter bank 
structure of the MFCC, filters are placed along the Mel-
frequency scale. As the adjacent filters have an overlapping 
region, the neighboring filters contain more correlated 
information than filters further away. Filter energies have 
various degrees of correlation (not holding to a first order 
Markov correlation). Applying a DCT to the entire log-
energy vector is not suitable as there is non-uniform 
correlation among the filter bank outputs [13]. It is proposed 
to use DCT in a distributed manner to follow the Markov 
property more closely. The array ( )[ ]{ }Qiie 1log =  is subdivided 
into two parts (analytically this is optimum) which are 
SEG#1 ( )[ ]{ }[ ]21log Qiie =  and SEG#2 ( )[ ]{ } [ ]Q Qiie 12log += . 
D. Algorithm for Distributed DCT Based DDMFCC 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In the proposed algorithm the number of feature vectors is 
reduced by 1 for the same number of filters when compared 
to conventional MFCC. For example if 20 filters are used to 
extract MFCC features, then 19 coefficients are used and the 
first coefficient is discarded. In the proposed method 18 
coefficients are sufficient to represent the 20 filter bank 
energies as the other two coefficients represent the signal 
energy. A window size of 12 is used and the delta and 
acceleration (double delta) features are evaluated utilising 
the MFCC. 
III. CLASSIFICATION AND VERIFICATION 
A. Vector Quantization  
In brief, VQ is a process of mapping vectors from a large 
vector space to a finite number of regions in that space. 
Each region is called a cluster and can be represented by the 
cluster’s centre. The cluster’s centre may be represented by 
the coordinates of the centre in the vector space and this 
representation is known as a codeword. The collection of all 
codewords is called a codebook and each codeword has an 
index in the codebook. Clustering applications cover several 
fields such as audio and video data compression, pattern 
recognition, computer vision, medical image recognition, 
etc. 
The objective of VQ is the representation of a set of 
feature vectors 
KXx ℜ⊆∈
 by a set 
},......1{
CN
yyY =
, of NC reference vectors in 
Kℜ
. Y is 
called the codebook and its elements codewords. The 
vectors of X are called also input patterns or input vectors. 
So, VQ can be represented as a function: YXq →: . The 
knowledge of q permits us to obtain a partition S of X 
constituted by the NC subsets Si (called cells) as shown in 
Equation (25). 
{ : ( ) }S x X q x yi i= ∈ = where 1, 2, ...,i Nc=  (11) 
B. Clustering Techniques 
1) Linde, Buzo and Gray (LBG)Clustering Technique 
The acoustic vectors extracted from input speech of a 
speaker provide a set of training vectors.  As described 
above, the next important step is to build a speaker-specific 
VQ codebook for this speaker using those training vectors.  
There is a well-known algorithm, namely LBG algorithm, 
for clustering a set of L training vectors into a set of M 
codebook vectors. The LBG VQ design algorithm is an 
iterative algorithm which alternatively solves the two 
optimality criteria. The algorithm requires an initial 
codebook c(0). This initial codebook is obtained by the 
splitting method. In this method, an initial codevector is set 
as the average of the entire training sequence. This 
codevector is then split into two []. The iterative algorithm 
is run with these two vectors as the initial codebook. The 
final two codevectors are split into four and the process is 
repeated until the desired number of codevectors is 
obtained. 
2) K-means Clustering Technique 
The standard k-means algorithm is a typical clustering 
algorithm used in data mining and which is widely used for 
clustering large sets of data. In 1967, MacQueen firstly 
proposed the k-means algorithm; it was one of the most 
simple, non-supervised learning algorithms, which was 
applied to solve the problem of the well-known cluster (Shi, 
2010). It is a partitioning clustering algorithm and this 
method is used to classify the given date objects into k 
different clusters iteratively, converging to a local 
1: if Q = EVEN then 
2: P = Q/2; 
3: PERFORM DCT of ( )[ ]{ }[ ]21log Qiie =  to get{ } 10−=PmmC ; 
4: PERFORM DCT of ( )[ ]{ }[ ]QPiie 1log +=  to get  
   { } 1−
=
Q
PmmC   ; 
5: else 
6: 



=
2
QP ; 
7: PERFORM DCT of ( )[ ]{ }[ ]21log Qiie = to get{ } 10−=PmmC ; 
8: PERFORM DCT of ( )[ ]{ }[ ]QPiie 1log +=  to get   
{ } 1−
=
Q
PmmC  ; 
9: end if 
  10: DISCARD 0C and PC  ; 
  11: CONCATENATE { } 11−=PmmC & { } 1 1− +=Q PmmC  to form 
     Feature vector{ } 21)( −=PiiCep ; 
  12: CALCULATE Delta MFCC (DMFCC); 
  13: CALCULATE Delta-Delta MFCC (DDMFCC); 
  14: CONCATENATE{ } 21)( −=PiiCep , DMFCC and      
DDMFCC to form final feature vector. 
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minimum. So the results of generated clusters are compact 
and independent. 
The algorithm consists of two separate phases. The first 
phase selects k centres randomly, where the value k is fixed 
in advance. The next phase is to arrange each data object 
with the nearest centre. Euclidean distance is generally used 
to determine the distance between each data object and the 
cluster centres. When all the data objects are included in a 
cluster, the first step is completed and an early grouping is 
done. This process is repeated continues repeatedly until the 
criterion function becomes the minimum. Supposing that the 
target object is x, xi indicates the average of cluster Ci. The 
criterion function is defined in Equation (26). 
2
-
1
K
E x x ii x C i
= ∑ ∑
= ∈
 (12) 
E is the sum of the squared error of all objects in database. The 
distance of the criterion function is Euclidean distance, which is 
used for determining the nearest distance between each data 
object and cluster centre. The Euclidean distance between one 
vector ( )1 2, ,... nx x x x=  and another vector ( )1 2, ,... ny y y y= , The 
Euclidean distance ( ),i id x y=  can be obtained as shown in 
Equation (27). 
( ) 1/22, ( - )
1
n
d x y x yi i i ii
= ∑
=
 
  
 (13) 
3) 
 
Fuzzy C-means Clustering  
In speech-based pattern recognition, VQ is a widely used 
feature modelling and classification algorithm, since it is 
simple and computationally very efficient technique. FVQ 
reduces disadvantages of classical Vector Quantization. 
Unlike Linde-Buzo-Gray (LBG) and k-means algorithms, 
the FVQ technique follows the principle that a feature 
vector located between the clusters should not be assigned 
to only one cluster. Therefore, in FVQ each feature vector 
has an association with all clusters [8]. The discrete nature 
of hard partitioning also causes analytical and algorithmic 
intractability of algorithms based on analytic function 
values, since the function values are not differentiable [27]. 
Fuzzy c-means is a clustering technique that permits one 
piece of data to belong to more than one cluster at the same 
time. It aims at minimizing the objective function defined 
by (14) [26]. 
( )( )∑∑
= =
−=
N
i
C
i
j
j
i
m
ij cxuJ
1 1
2
, ∞<< m1  (14) 
Where C  is the number of clusters, N is the number of 
data elements, ix  is an column vector of X , and is defined 
as the centroid of the thi  cluster. iju  is an element of U , 
and denotes the membership of data element j  to the thi  
cluster, and si subject to the constraints [ ]1,0∈iju  and 
∑
=
=
C
i iju1 1  for all j. m is a free parameter which plays a 
central role in adjusting the blending degree of different 
clusters. If m is set to 0, J is a sum-of-squared error 
criterion, and iju  becomes a Boolean membership value 
(either 0 or 1). ∗  can be any norm expressing similarity 
[9].  
Fuzzy partitioning is carried out using an iterative 
optimization of the objective function shown in (11), with 
the update of membership function iju , an element of U, 
which denotes the membership of data element j to the thi  
cluster. The cluster center jc is derived using (15) and (16). 
( )
( )∑
=
−








−
−
=
C
k
m
jk
j
i
j
j
i
ij
cx
cx
u
1
1
2
1
 (15) 
∑
∑
= N
i
m
ij
N
i
i
m
ij
j
u
xu
c
.
 (16) 
This iteration will stop when { } ε<−+ kijkijij uu 1max , 
where  ε  is the termination criterion. 
The algorithm for Fuzzy c-means clustering includes the 
steps [26]: 
1. Initialize C, N, m, U 
2. repeat 
3. minimize j , by computing: 
( )
( )
1
2
1
1
u ij
j m
x cC i j
jk
x ci jk
=
−
−
∑
=
−
 
 
 
 
 
4. normalize iju   by 11C ui ij∑ ==  
5. compute centroid jc by using: 
.
N m
u xi j ii
c j N m
u i ji
∑
=
∑
 
6. until slightly change in U and V 
7. end\ 
C. Gaussian Mixture Model (GMM) 
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The GMM with expectation maximization is a feature 
modelling and classification algorithm widely used in the 
speech based pattern recognition, since it can smoothly 
approximate a wide variety of density distributions [17], [5]. 
Adapted GMMs known as UBM-GMM and MAP-GMM 
have further enhanced speaker verification outcomes [18], 
[9]. The introduction of the adapted GMM algorithms has 
increased computational efficiency and strengthened the 
speaker verification optimization process.  
The probability density function (pdf) drawn from the 
GMM is a weighted sum of M component densities as 
described in (17). 
( ) ( )∑
=
=
M
i
ii xbpyxp
1
 (17) 
Where x is a D-dimensional random vector, ( )xbi , the 
component densities are i=1,2,3,…,M and the mixture 
weights are ip , for i=1,2,3,…,M. Each component density is 
a D-variate Gaussian function of the form shown in (18). 
( ) ( ) ( ) ( )




−−−= ∑
∑
−1
212 2
1
exp
2
1
i ii
i
Di
xxxb µµ
pi
 (18) 
Where iµ  is the mean vector and ∑ is the covariance 
matrix. The mixture weights satisfy the constraint 
that∑ ==Mi ip1 1 . The complete Gaussian mixture density is 
the collection of the mean vectors, covariance matrices and 
mixture weights from all components densities, 
{ }∑= iiip ,, µλ , =i 1, 2… M (19) 
Each class is represented by a mixture model and is 
referred to by the class model λ. The Expectation 
Maximization (EM) algorithm is most commonly used to 
iteratively derive optimal class models. 
IV. RECENT WORK  
ASR is a vast field, lot of works have been done in this 
area. Feature extraction is very important step for the further 
processing in the speaker recognition task. Historically, the 
following spectrum-related speech features have dominated 
the speech and SR areas: Real Cepstral Coefficients (RCC) 
introduced by Oppenheim [28], LPC proposed by Atal and 
Hanauer [27], LPCC derived by Atal, and MFCC by Davis 
and Mermelstein [29]. Other speech features such as, PLP 
coefficients by Hermansky [30], Adaptive Component 
Weighting (ACW) cepstral coefficients by Assaleh and 
Mammone [30] and various wavelet-based features, 
although presenting reasonable solutions for the same tasks, 
did not gain widespread practical use. The reasons why 
some approaches may not have been utilised may include 
more sophisticated computation requirements or due to the 
fact that they do not provide significant advantages when 
compared to the well-known MFCC [6]. Among all the 
feature extraction method, MFCC found very efficient 
because it follows auditory perception system. There are 
some recent contributions in the MFCC feature Extraction 
method. In [21], the authors derived the differential MFCCs, 
which improved the performance of speech recognition task. 
Sahidullah [12] proposed to extract the MFCC features from 
by using the DCT in distributed way, which improved the 
performance significantly. In [8], [18], the authors used the 
first order and second order derivatives of MFCC to capture 
the transitional characteristics.  
Feature matching is the very importation ant stage in 
speech based pattern recognition. Classification algorithm is 
very important to derive the speaker models. VQ is very 
classical technique for the pattern recognition because it is 
computationally very efficient. To derived the speaker 
models and classification there are several clustering 
techniques as we described in our previous section. Among 
them Fuzzy C-means is found very effective [8]. GMM 
classification algorithm is now widely used classification 
techniques. The performance of the GMM is better than any 
other classification algorithm even though it is very 
complex [9], [18]. To evaluate the performance of the 
proposed feature extraction method we used VQ with 
different clustering technique and GMM. 
V. SPEAKER RECOGNITION EXPERIMENT 
A. Pre-processing  
The pre-processing stage includes speech normalisation, 
pre-emphasis filtering and removal of silence intervals. The 
dynamic range of the speech amplitude is mapped into the 
interval from -1 to +1. A high-pass pre-emphasis filter can 
then be applied to equalise the energy between the low and 
high frequency speech components. The filter is given by 
the equation: y(k) = x(k)-0.95x(k-1), where x(k) denotes the 
input speech and y(k) is the output speech. The silence 
intervals can be removed using a logarithmic technique for 
separating and segmenting speech from noisy background 
environments. 
 
                        Figure: Speaker Recognition System 
B. Experiment Speech Databases 
The annually produced NIST speaker recognition 
evaluation (SRE) database has become the state of the art 
corpora for evaluating methods used or proposed for use in 
the field of speaker recognition. VQ-based systems have 
Training Phase Testing Phase 
Pre-Processing 
Input Speech 
Feature 
Extraction 
Speaker Model M 
Speaker Model 2 
Speaker Model 1 
Pre-Processing 
  Input Speech 
Feature 
Extraction 
Classifier 
Speaker ID 
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been widely tested on NIST SRE. The research evaluated 
the proposed algorithm utilising two datasets: a subset of the 
NIST SRE-02 (Switchboard-II phase 2 and 3) data set and 
the NIST SRE-04 data (Linguistic data consortium’s Mixer 
project). The background training set consisted of 1225 
conversation sides from Switchboard-II and Fisher. For the 
purpose of the research the data in the background model 
did not occur in the test sets and did not share speakers with 
any of the test sets. Data sets that have duplicate speakers 
have been removed. The speaker recognition experiment 
test setup also included a check to ensure that the test or 
background data sets were used in training or tuning the 
speaker recognition system. 
C. Speaker Recognition Experiments and Results 
In this research, the performance of speaker recognition 
based on different MFCC feature extraction methods using 
VQ classifiers based on different clustering algorithms was 
evaluated. For the experiments 128 speakers were used with 
120 and 60 second utterances of each speaker used for 
training and testing respectively. For FVQ, k-means VQ and 
LBG VQ, a codebook of size 128 was used for each of 
MFCC, DCT-II based MFCC, DMFCC and DDMFCC to 
build speaker models. The feature vectors of the test speech 
data were then compared with the codebooks for the 
different speakers to identify the most likely speaker of the 
test speech signal. 
The performance of the feature extraction methods and 
classifiers were measured based on Equal Error Rate (EER) 
values and the results are provided in the Table I. EER is the 
most commonly used criteria to compare algorithm speaker 
recognition rates. Cheng’s and Wang’s [23] method is used 
for estimating the EER value. 
TABLE I. THE EER (%) VALUES OF DIFFERENT FEATURE EXTRACTION 
METHODS BASED ON DIFFERENT VQ TECHNIQUES 
 
 
Figure 2. Graphical presentation of perfofmance of different system  
Form the graph, it is clear that performance of proposed 
speaker verification test is better than any other system. The 
proposed feature extraction method is outperformed the all 
other feature extraction methods. It is significantly 
improved the performance. The proposed technique used the 
DCT in distributed manner to get the more decorrelated 
features and derived dynamic features to capture the 
transitional characteristics. The concatenation of DCT-II 
based MFCCs and dynamic features has enhanced the 
performance because it captured the more specific 
information of a speech than other feature extraction 
technique. 
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DET plots of (a) MFCC (12) (b) DCT-II based MFCC 
(12) (c) MFCC (12)+DMFCC (12) (d) MFCC 
(12)+DMFCC (12)+DDMFCC (12)  (e) DCT-II based 
MFCC (12)+DMFCC (12)+DDMFCC (12) 
In this research, fuzzy c-means clustering algorithm is 
used.  The working principle of FVQ is different from K-
means VQ and LBG VQ, in the sense that the soft decision 
making process is used while designing the codebooks in 
FVQ [8], whereas in K-means VQ and LBG VQ the hard 
decision process is used. Moreover, in K-means VQ and 
LBG VQ each feature vector has an association with only 
one of the clusters, but by any means it is difficult to come 
to the conclusion that the feature vector belongs to a 
particular cluster. Whereas in FVQ each feature vector has 
an association with all the clusters with certain degrees of 
association dictated by the membership function. Since all 
the feature vectors are associated with all the clusters, there 
are relatively more number of feature vectors for each 
cluster and hence the representative vectors i.e., codevectors 
may be more reliable than the other VQ technique. 
Therefore, clustering is better in FVQ which lead to better 
performance compared to the other two.  
VI. CONCLUSION 
In this research, a new approach for speech feature 
extraction utilizing FVQ has been presented that improves 
speaker recognition performance. The research outcomes 
were compared with previous MFCC feature extraction 
techniques and the results presented. Initially the research 
concentrated on comparison with the performance of 
conventional MFCC. The test system was refined with the 
use of DCT-II in the de-correlation process and additional 
simulation results have been presented. The research 
highlighted that correlation among the filter bank outputs 
can’t effectively be removed by applying conventional DCT 
to all of the signal energies at the same time. It was found 
that the use of DCT-II in the new approach improved 
performance in terms of identification accuracy together 
with a lower number of features being used and as a 
consequence the new approach reduced computational time.  
The MFCC feature vectors that were extracted did not 
accurately capture the transitional characteristics of the 
speech signal which contains the speaker specific 
information [8]. The transitional speech characteristics were 
(e) 
(d) 
            (c) 
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found by computing DMFCC and DDMFCC, respectively 
the first-order and second-order time-derivative of the 
MFCC.  
The new approach presented in this paper includes 
feature extraction utilizing DCT-II for de-correlation prior 
to utilizing different VQ techniques for speaker recognition. 
The results presented were improved over previous 
techniques found in the literature.  
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Appendix D 
Appendix D includes samples of the code used during the experiments. 
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Distributed DCT Based Dynamic Feature Extraction (Matlab Coding)  
clear all; 
num_spkrs=14;  % number of speakers used 
 speaker=28; 
for spkr=3:num_spkrs  
mfcc_vec=[]; 
SPEAKER=dir('D:\FTP\Data\'); 
str=SPEAKER(spkr).name; 
string0='D:\FTP\Data\speaker1\training\preprocessed\train.wav'; 
string1='D:\FTP\Data\speaker1\testing\preprocessed\test.wav'; 
strfiles=[string0 str string1]; 
files=dir(strfiles); 
num_files=size(files,1); 
for jj=1:num_files 
    string2=SPEAKER(spkr).name; 
    string3=files(jj).name; 
    Fstring=[string0 string2 string1 string3] 
x=wavread(Fstring); 
ceps=[]; 
%Frame Blocking 
j=1; 
i=1; 
[s1, s2] = size(x); 
%x(1: 256) 
while ( (j+160) <= s1) 
    for k=1 : 160 
x_new(i,k) = x(k+j-1); 
    end 
    i = i+1; 
j = j + 160; 
end 
  
% WINDOWING 
  
j=1; 
i=1; 
[s1, s2] = size(x); 
w = hamming(160); 
  
while ( (j+160) <= s1) 
for( k=1 : 160) 
x_new(i,k)=x_new(i,k) * w(k); 
end 
i = i + 1; 
j = j + 160; 
end 
  
% FAST FOURIER TRANSFORM 
  
j=1; 
i=1; 
while ( (j+160) <= s1) 
x_new_freq(i,1:160) = fft(x_new(i,1:160)); 
i = i + 1; 
j = j + 160; 
end 
  
 113 
% MEL FREQUENCY WRAPPING   
  
nr_of_filters = 20; 
m = melfb(nr_of_filters,160, 8000); 
n2 =1+floor(160/2); 
i=1; 
j=1; 
while ( (j+160) <= s1) 
for k=1:nr_of_filters/2 
z_prim1 = log(m * (abs(x_new_freq(i,1:n2)).^2)'); %' 
z1(i,k) = z_prim1(k); 
end 
for k=(nr_of_filters/2)+1:nr_of_filters 
z_prim2 = log(m * (abs(x_new_freq(i,1:n2)).^2)'); %' 
z2(i,k) = z_prim2(k); 
end   
j = j + 160; 
i = i + 1; 
end 
i=1; 
j=1; 
while ( (j+160) <= s1) 
cepstrum_prim1 = dct(z1(i,1:nr_of_filters/2)); 
cepstrum_prim2 = dct(z2(i,(nr_of_filters/2)+1:nr_of_filters)); 
cepstrum_prim=[cepstrum_prim1 cepstrum_prim2]; 
for k=1:12 
cepstrums(i,k) = cepstrum_prim(k); 
d1=deltas(cepstrums,9); 
d2=deltas(d1,9); 
mfcc=[cepstrums d1 d2]; 
end 
j = j + 160; 
i = i + 1; 
end 
  
%ceps=cepstrum; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%cepstrums=mfcc(x); 
mfcc_vec=[mfcc_vec; cepstrums]; 
cepstrum=[]; 
x=[]; 
end 
end 
Fuzzy C-means Clustering (Matlab Coding)  
function [V, U, E] = MAH_FCMC1 (X, c, options, init_V) 
%MAH_FCMC1: Fuzzy C-Means Clustering. 
  
  
if nargin < 2, 
    error('Too few input arguments!'); 
end 
  
if nargin > 4, 
    error('Too many input arguments!'); 
 114 
end 
n = size(X, 1); 
p = size(X, 2); 
  
% Change the following to set default options 
default_options = [2;   % weighting exponent (m) 
        100;    % max. number of iteration 
        1e-3;   % termination threshold 
        1;      % info display during iteration  
        0];     % use provided init_V  
  
if nargin == 2, 
    options = default_options; 
else 
    % If "options" is not fully specified, pad it with default values. 
    if length(options) < 5, 
        tmp = default_options; 
        tmp(1:length(options)) = options; 
        options = tmp; 
    end 
    % If some entries of "options" are nan's, replace them with defaults. 
    nan_index = find(isnan(options)==1); 
    options(nan_index) = default_options(nan_index); 
end 
  
m = options(1);             % Weighting exponent 
max_iter = options(2);      % Max. iteration 
term_thr = options(3);      % Termination threshold 
display = options(4);       % Display info or not 
use_init_V = options(5);    % use provided init_V 
  
if m <= 1, 
    error('The weighting exponent should be greater than 1!'); 
end 
  
E = zeros(max_iter, 1); % Array for termination measure values 
  
if use_init_V, 
    V = init_V; 
else 
    V = MAH_FCMC1_InitV (c, p); % Initial cluster centers 
end 
  
%U = zeros (c, n); 
  
% Main loop 
for i = 1:max_iter, 
    [V, U, E(i)] = MAH_FCMC1_Step (X, V, c, m); 
  
    if display,  
        fprintf('Iteration count = %d, Termination measure value = %f\n', 
i, E(i)); 
    end  
    % check termination condition 
    if E(i) <= term_thr, break; end, 
end 
 iter_n = i; % Actual number of iterations  
E(iter_n+1:max_iter) = []; 
 
