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Abstract: In this paper we study near-vector spaces constructed from copies of finite fields. We show that for these
near-vector spaces regularity is equivalent to the quasikernel being the entire space. As a second focus, we study the
fibrations of near-vector spaces. We define the pseudo-projective space of a near-vector space and prove that a special
class of near-vector spaces, namely those constructed using finite fields, always has a fibration associated with them. We
also give a formula for calculating the cardinality of the pseudo-projective space for this class of near-vector spaces.
Key words: Near-vector spaces, nearfields, near-vector space fibrations
1. Introduction
The near-vector spaces we study in this paper were first introduced by André [1] in 1974. Their subspaces and
mappings were studied in [5] and their decomposition in [3]. Near-vector spaces constructed from finite fields
were characterised in [6] and more recently in [11] the number of near-vector spaces constructed from finite
fields were counted.
Karzel studied a near-vector space that satisfies the left distributive law and wrote about its fibered
groups in [7, 8]. These are also mentioned in Wahling [13]. André’s near-vector spaces differ considerably as we
will see. It is natural to wonder what the fibered groups of his near-vector spaces are. This will be the focus of
this paper, with a special interest in constructions of near-vector spaces using copies of a finite field.
In Section 2 we give the preliminary material of near-vector spaces. In Section 3 we focus on the fibrations
of near-vector spaces. We show that a special class of near-vector spaces always has a fibration associated with
them and define the pseudo-projective space of a near-vector space. In Section 4 we focus specifically on near-
vector spaces constructed from copies of finite fields. These are the closest to traditional vector spaces. We
prove that for these constructions regularity is equivalent to the quasikernel being the entire space and show how
the decomposition theorem of near-vector spaces decomposes the quasikernel. We prove that these near-vector
spaces are fibered groups, or can be decomposed into fibered groups and we give a formula for the cardinality
of the associated pseudoprojective space. Finally, we show when the fibers and maximal regular subspaces of a
near-vector spaces will coincide.
2. Preliminary material
We begin with some definitions we will need.
∗Correspondence: kthowell@sun.ac.za
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Definition 2.1 A (right) nearfield is a set F together with two binary operations + and · such that
1. (F,+) is a group;
2. (F\{0}, ·) is a group;
3. (a+ b) · c = a · c+ b · c for all a, b, c ∈ F .
Left nearfields are defined analogously and satisfy the left distributive law. We will use right nearfields
throughout this paper. We refer the reader to [9, 10] for more on nearfields.
In [1] the notion of a near-vector space was defined as
Definition 2.2 ([1], Definition 4.1, p.9) A near-vector space is a pair (V,A) which satisfies the following
conditions:
1. (V,+) is a group and A is a set of endomorphisms of V ;
2. A contains the endomorphisms 0 , id and −id ;
3. A∗ = A\{0} is a subgroup of the group Aut(V ) ;
4. If xα = xβ with x ∈ V and α, β ∈ A , then α = β or x = 0 , i.e. A acts fixed point free on V ;
5. The quasikernel Q(V ) of V , generates V as a group. Here, Q(V ) = {x ∈ V |∀α, β ∈ A, ∃γ ∈
A such that xα+ xβ = xγ}.
We will write Q(V )∗ for Q(V )\{0} throughout his paper. The dimension of the near-vector space,
dim(V ) , is uniquely determined by the cardinality of an independent generating set for Q(V ) , called a basis
of V (see [1]). In [1] it was proved that if the dimension of V is greater than 1 and Q(V ) = V, V would be
a vector space, but this is not true in general and we now have several counterexamples. In [12] it was proved
that finite-dimensional near-vector spaces can be characterised in the following way:
Theorem 2.3 ([12], Theorem 3.4, p.301) Let (G,+) be a group and let A = D∪{0} , where D is a fixed point
free group of automorphism of G . Then (G,A) is a finite-dimensional near-vector space if and only if there exist
a finite number of near-fields F1, . . . , Fm , semigroup isomorphisms ψi : (A, ◦) → (Fi, ·) , and an additive group
isomorphism Φ : G→ F1 ⊕ . . .⊕ Fm such that if Φ(g) = (x1, . . . , xm) , then Φ(gα) = (x1ψi(α), . . . , xmψm(α))
for all g ∈ G, α ∈ A.
According to this theorem we can specify a finite dimensional near-vector space by taking n copies of
a nearfield F for which there are semigroup isomorphisms ψi : (F, ·) → (F, ·) , i ∈ {1, . . . , n}. We then take
V := Fn , n a positive integer, as the additive group of the near-vector space and define
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),
for all α ∈ F and i ∈ {1, . . . , n} . This is the type of construction we will use throughout this paper. If we use
m near-fields in the construction, then the dimension of V is m .
The concept of regularity is a central notion in the study of near-vector spaces.
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Definition 2.4 ([1], Definition 4.11, p.306) A near-vector space is regular if any two vectors of Q(V )∗ are
compatible, i.e. if for any two vectors u and v of Q(V )∗ there exists a λ ∈ A\{0} such that u+ vλ ∈ Q(V ) .
We also have a very important theorem below:
Theorem 2.5 ([1], Theorem 4.13, p.306) (The Decomposition Theorem) Every near-vector space V is the
direct sum of regular near vector spaces Vj (j ∈ J ) such that each u ∈ Q(V )∗ lies in precisely one direct
summand Vj . The subspaces Vj are maximal regular near-vector spaces.
We will not include the proof here, but we briefly outline the procedure described in the proof used to
decompose a near-vector space into its maximal regular subspaces:
1. Start by partitioning Q(V )∗ into sets Qj (j ∈ J ) of mutually pairwise compatible vectors.
2. Let B ⊆ Q(V )∗ be a basis of V and let Bj := B ∩Qj .
3. Let Vj := ⟨Bj⟩ be the subspace of V generated by Bj , then each Vj is a maximal regular subspace of
V and V is the direct sum of the Vj .
By the Uniqueness Theorem ([1], Theorem 4.14 p.12), this decomposition is unique, and it is called the canonical
decomposition of V . Thus, it is clear why André referred to regular near-vector spaces as the building blocks
of near-vector space theory. Note that V = Q(V ) implies that V is regular, but the converse is not true in
general (See [5], Example 5.2, p.10). Also, if V is regular, Q(V ) consists of pairwise compatible vectors, so
it is the only partition and thus it is its own decomposition into maximal regular subspaces. We begin with a
simple example.
Example 2.6 ([4], Example 3.2, p.59) Put V := (Z5)4 and F = Z5 . Let α in F act as an endomorphism on
V by defining
(x1, x2, x3, x4)α := (x1α, x2α
3, x3α
3, x4α).
Then (V , F ) is a near-vector space with basis
B = {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)}.
Hence, V is a near-vector space of dimension four.
The quasikernel Q(V ) of V consists of all those elements u of V such that for every α, β ∈ F there ex-
ists a γ ∈ F for which uα+ uβ = uγ . It is not difficult to check that
Q(V ) = {(a, 0, 0, d) | a, d ∈ F} ∪ {(0, b, c, 0) | b, c ∈ F}.
By completing the steps of the decomposition theorem we obtain that the canonical decomposition of V is given
by V = V1 ⊕ V2, where
V1 := ⟨B1⟩ = {(1, 0, 0, 0)a+ (0, 0, 0, 1)d | a, d ∈ F} = {(a, 0, 0, d) | a, d ∈ F},
and
V2 := ⟨B2⟩ = {(0, 1, 0, 0)b+ (0, 0, 1, 0)c | b, c ∈ F} = {(0, b, c, 0) | b, c ∈ F}.
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We end off with the following:
Definition 2.7 ([6], Definition 3.2., p. 57) We say that two near-vector spaces (V1, A1) and (V2, A2) are
isomorphic (written (V1, A1) ∼= (V2, A2)) if there are group isomorphisms θ : (V1,+) → (V2,+) and η :
(A∗1, ·) → (A∗2, ·) such that θ(xα) = θ(x)η(α) for all x ∈ V1 and α ∈ A∗1 .
We will write a near-vector space isomorphism as a pair (θ, η) .
The following result was first proved by Mr S.P. Sanon.
Theorem 2.8 If the near-vector spaces (V1, A1) and (V2, A2) are isomorphic, say (θ, η) is the isomorphism,
then θ(Q(V1)) = Q(V2) .
Proof Let v ∈ θ(Q(V1)), then v = θ(v′) for some v′ ∈ Q(V1). If α, β ∈ A∗2, then since η is an isomorphism,
there exist α1, β1 ∈ A∗1 such that η(α1) = α and η(β1) = β . Thus,





=θ(v′γ1) for some γ1 ∈ A∗1,
=θ(v′)η(γ)
=vγ where γ ∈ A∗2.
Thus, v ∈ Q(V2) . A similar argument shows that Q(V2) ⊆ θ(Q(V1)) and so we have equality. 2
From this result, we can show that
Corollary 2.9 If the near-vector spaces (V1, A1) and (V2, A2) are isomorphic and Q(V1) = V1, then Q(V2) =
V2.
3. Near-vector spaces and their fibrations
We begin by recalling a few geometric definitions we will need:
Definition 3.1 A fibered group (V,+,F) , with identity 0 is a group (V,+) with a fibration, i.e. a set F of
subgroups of V such that any element of V different from 0 belongs to exactly one of such subgroups. The
subgroups are called the fibers of F .
Unlike in vector spaces, only a particular class of near-vector spaces has a natural fibration associated
with them.
Theorem 3.2 Let (V,A) be a near-vector space. Then (V,+,F) is a fibered group where F = {bA | b ∈ Q(V )∗}
if and only if Q(V ) = V.
Proof Suppose that (V,+,F) is a fibered group where F = {bA | b ∈ Q(V )∗}. We already have that
Q(V ) ⊆ V . Now let v ∈ V, then since (V,+,F) is a fibered group, there exists an b′ ∈ Q(V )∗ such that v ∈ b′A,
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i.e. v = b′λ for some λ ∈ A . However, we know that the quasikernel is closed under scalar multiplication (refer
to [1]), so v ∈ Q(V ) . Thus, Q(V ) = V . Conversely, suppose Q(V ) = V . Since 0 ∈ (bA,+) , it is nonempty. If
bλ1, bλ2 ∈ bA, then
bλ1 − bλ2 = bλ1 + b(−λ2)
= bγ
for some γ ∈ A since b ∈ Q(V )∗ . Thus, (bA,+) is a subgroup of (V,+) . Since (A, ◦) is a group of





We note that the fibers in the theorem above are just the orbits of the action of A on V ∗ . Thus, we are
investigating when the orbits of the action of A on V ∗ will be subgroups of (V,+).
A natural question to ask is given a fibration, can we associate a near-vector space with it?
Lemma 3.3 Let (V,+,F) be a fibered group where F = {Fi} and the Fi are isomorphic nearfields for
i ∈ {1, . . . , n} . Then (V ′, Fj) is a near-vector space for each j ∈ {1, . . . , n} where V ′ = F1 ⊕ . . .⊕ Fn .
Proof Put V ′ = F1 ⊕ . . . ⊕ Fn and pick some j ∈ {1, . . . , n}. Now consider for each i ∈ {1, . . . , n},
ψi = (Fj , ·) → (Fi, ·) , then we define the scalar multiplication for all α ∈ Fj as
(x1, . . . , xn)α = (x1ψ1(α), . . . , xnψn(α))
and by van der Walt’s Theorem 2.3, (V ′, Fj) is a near-vector space. 2
We now define a new relation on V :
Definition 3.4 Let (V,A) be a near-vector space. We define a relation on V such that for u, v ∈ V, u ≍ v iff
v = uλ for some λ ∈ A∗ = A\{0} .
Lemma 3.5 Let (V,A) be a near-vector space. The relation ≍ defined above is an equivalence relation on V .
We also define, as for vector spaces,
Definition 3.6 Let (V,A) be a near-vector space. Then the pseudo-projective space P (V ) induced by V is the
set of equivalence classes in V \{0} under the equivalence relation defined by ≍ .
We refer to P (V ) as the pseudo-projective space associated with a near-vector space since it is not clear
yet under which conditions P (V ) will be a projective space. It turns out that the the fibers of Theorem 3.2 are
the nonzero equivalence classes of the relation ≍ .
Lemma 3.7 Let (V,A) be a near-vector space with Q(V ) = V . Then the nonzero equivalence classes of the
relation ≍ are exactly the fibers bA∗ for b ∈ Q(V )∗.
Then we immediately have that




Proposition 3.9 Let (V,A) be a near-vector space with Q(V ) = V and for all λ ∈ A∗ define the map
λo : V \{0} → V \{0} by x→ xλ . Then λ0 maps each fiber bA∗ for b ∈ Q(V )∗ to itself.
Next we prove that isomorphisms preserve fibrations,
Proposition 3.10 Let (V,A) and (V ′, A′) be near-vector spaces such that (V,+,F) is a fibered group, where
F = {bA|b ∈ Q(V )∗}. Let (θ, η) be an isomorphism between V and V ′ . Then θ(F) = {θ(bA)|b ∈ Q(V )∗} is a
fibration of V ′ .
Proof Since (V,+,F) is a fibered group by Theorem 3.2, Q(V ) = V so by Corollary 2.9, Q(V ′) = V ′ and
for each b ∈ Q(V )∗ ,
θ(bA) = θ(b)η(A)
= b′A′ for some b′ ∈ Q(V ′)∗ by Theorem 2.8.
Now by Theorem 3.2, θ(F) = {θ(bA)|b ∈ Q(V )∗} is a fibration of V ′ . 2
It is natural to ask what the connection between the compatibility relation and this new relation is. We
can show that:
Lemma 3.11 Let (V,A) be a near-vector space and u, v ∈ V , with u ≍ v , then u ∼ v .
Proof Let u, v ∈ V , with u ≍ v , then v = uλ for some λ ∈ F ∗ . Moreover, by a known property of the
quasikernel ([1]) u+ uλ ∈ Q(V ), so u ∼ v. 2
In the next example we show that u ∼ v does not in general imply that u ≍ v .
Example 3.12 Referring back to Example 2.6, we note that (1, 0, 0, 1) ∼ (3, 0, 0, 2) since (1, 0, 0, 1)+(3, 0, 0, 2) =
(4, 0, 0, 3) ∈ Q(V )∗, but clearly (1, 0, 0, 1) ̸≍ (3, 0, 0, 2) .
4. Finite dimensional near-vector spaces constructed using finite fields
In this section we focus on constructions of near-vector spaces using Theorem 2.3, beginning with a finite field.
Thus, let F := GF (pr) be the Galois field of pr elements where p is a prime and r a positive integer. We put
V := Fn, n a positive integer and use semigroup isomorphisms ψi : (F, ·) → (F, ·) , i ∈ {1, . . . , n} to define
the scalar multiplication as
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α))
for all (x1, . . . , xn) ∈ V and α ∈ F, where the ψ′is can be equal.
The construction and counting of such near-vector spaces were studied in [6] and subsequently in [11].
The following theorem was recently proved. It characterises regularity for these near-vector spaces.
Lemma 4.1 ([2], Lemma 5.8, p.11) Let F = GF (pr) and V = Fn be a near-vector space with scalar
multiplication defined for all α ∈ F by
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),
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where the ψ′is are automorphisms of (F, ·) . Then V is regular if and only if for all i, j ∈ I and α ∈ GF (pr),
ψi(α) = ψj(α
pl) , for some l ∈ {0, 1, . . . , r − 1}.
In fact, in [2] using this theorem it is shown that if A1, A2, . . . , Ak is a partition of the set I = {1, . . . , n},
where
Ai := {j ∈ I|ψi(α) = ψj(αp
l
) for some l ∈ {0, 1, . . . , r − 1}},
then
Lemma 4.2 ([2], Lemma 5.11, p.14) For the near-vector space defined above we have that:




Vt = {(0, 0, . . . , a1, 0, a2, 0, . . . , as, 0)|ai is in position ℓ with ℓ ∈ At , for t ∈ K},
where K := {1, . . . , k}.
2. Each of the Vt is a regular subspace of V .
3. V = V1 ⊕ V2 ⊕ · · · ⊕ Vk is the canonical decomposition of V .
This corrects an error in [5] where it was stated that the partition of the set I = {1, . . . , n}, was given
by
Ai := {j ∈ I|ψi(α) = ψj(α)}
(refer to page 8 in [5]). This is in fact the partition for near-vector spaces constructed with copies of Zp for p
a prime, since in this case r = 1 in Lemma 4.1.
We have already mentioned that in general V being regular does not imply that Q(V ) = V , but for the
constructions using copies of finite fields this is the case. Although the proof is short, this is an important result
in near-vector space theory.
Theorem 4.3 Let F = GF (pr) and V = Fn be a near-vector space with scalar multiplication defined for all
α ∈ F by
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),
where the ψ′is are automorphisms of (F, ·) . Then the following are equivalent
1. Q(V ) = V ;
2. V is regular;
3. for all i, j ∈ {1, . . . , n} and α ∈ GF (pr) , ψi(α) = ψj(αp
l
) , for some l ∈ {0, 1, . . . , r − 1}.
Proof By Lemma 4.1, 2. and 3. are equivalent. Suppose that Q(V ) = V, then V is regular, so 3. follows
from Lemma 4.1. Now suppose that for all i, j ∈ {1, . . . , n} and α ∈ GF (pr) , ψi(α) = ψj(αp
l
) , for some
l ∈ {0, 1, . . . , r− 1}. Then the partition of I described above in Lemma 4.2 has one cell, A1 = I, so by Lemma
4.2, Q(V ) = V , where V = {(a1, a2, . . . , an)|ai ∈ F}, thus Q(V ) = V . 2
As an example, consider
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Example 4.4 Let F = GF (32) , V = F 2 and for all α ∈ F, (x1, x2) ∈ V , define xα = (x1α, x2α3) . If we let
ψ1(α) = α and ψ2(α) = α3 , then
ψ2(α
3) = α9
= α since α9 ∼= α (mod 8)
= ψ1(α).
Thus, by Theorem 4.3, Q(V ) = V and V is regular.
Finally, we can show that the decomposition theorem also decomposes the quasikernel.
Theorem 4.5 Let F = GF (pr) and V = Fn be a near-vector space with scalar multiplication defined for all
α ∈ F by
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),
where the ψ′is are automorphisms of (F, ·) . If Q(V ) ̸= V and V = V1⊕· · ·⊕Vk is the canonical decomposition
of V , then Q(V ) = Q1 ∪ · · · ∪Qk where Qi = Vi for each i ∈ {1, . . . , k} .





where Qj = {(a1, 0, . . . , ai, 0)| ai in position i with i ∈ Aj for j ∈ {1, . . . , k}}; moreover, this is the partition
of Q(V )\{0} into sets Q1 = Q1\{0}, . . . , Qk = Qk\{0} of mutually compatible vectors. If we now intersect
each of these with the canonical basis B of V , and let Bj := B ∩ Qj for i ∈ {1, . . . , k} and consider Vj :=
⟨Bj⟩, then all finite sums and scalar multiples of elements of Bj again gives rise to elements of the form of Qj ,
so that for each j ∈ {1, . . . , k}, Vj = Qj . 2
Example 4.6 Referring back to Example 2.6, with V := (Z5)4 and F = Z5 . Let α in F act as an
endomorphism on V by defining (x1, x2, x3, x4)α := (x1α, x2α3, x3α3, x4α) .
Q(V ) = ({(a, 0, 0, d) | a, d ∈ F} ∪ {(0, b, c, 0) | b, c ∈ F}),
whilst V = V1 ⊕ V2 with V1 = {(a, 0, 0, d) | a, d ∈ F} and V2 = {(0, b, c, 0) | b, c ∈ F}.
We now show that in the case where we begin the construction with a finite field, we can always associate
a fibered group with it.
Theorem 4.7 Any near-vector space of the form V = Fn where F = GF (pr) and scalar multiplication defined
for all α ∈ F by
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),
where the ψ′is are automorphisms of (F, ·) , is a fibered group, or can be decomposed into fibered groups.
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Proof There are two cases to consider:
Case 1: V is regular
Then by Theorem 4.3, Q(V ) = V, so by Theorem 3.2, (V,+,F) is a fibered group where F = {aF | a ∈ Q(V )∗}.
Case 2: V is not regular
Suppose that V = V1⊕V2⊕· · ·⊕Vr , is the canonical decomposition of V into maximal regular subspaces. Then
by Theorem 4.3, for i ∈ {1, 2, . . . , k}, each Vi has Q(Vi) = Vi . Now by Theorem 3.2 each Vi, i ∈ {1, 2, . . . , k},
is a fibered group, (Vi,Fi), where Fi = {aF | a ∈ Qi∗} = {aF | a ∈ Vi∗} for i ∈ {1, . . . , k}. 2
Taking this back to the orbits of the action of A on V ∗, we see that for these constructions, either we
begin with the orbits being subgroups of (V,+) or we can decompose so that they will be.
Here are two examples of the two cases:
Example 4.8 Returning to Example 4.4, (V,+,F) is a fibered group where F = {(x1, x2)F | (x1, x2) ∈ V ∗}.
Example 4.9 Returning to Example 2.6, if V := (Z5)4 and F = Z5 and α in F acts as an endomorphism
on V by (x1, x2, x3, x4)α := (x1α, x2α3, x3α3, x4α) , then as we saw
Q(V ) = {(a, 0, 0, d) | a, d ∈ F} ∪ {(0, b, c, 0) | b, c ∈ F}.
By the decomposition theorem, V1 and V2 are maximal regular near-vector spaces and the canonical decompo-
sition of V is given by V = V1 ⊕ V2 where,
V1 := {(a, 0, 0, d) | a, d ∈ F},
and
V2 := {(0, b, c, 0) | b, c ∈ F}.
Thus, as we saw by the previous theorem, (Vi,Fi) is a fibered group for i ∈ {1, 2} , where
F1 = {{(0, 0, 0, 1)F}, {(1, 0, 0, 0)F}, {(1, 0, 0, 1)F}, {(1, 0, 0, 2)F}, {(0, 0, 0, 3)F}, {(1, 0, 0, 4)F}}
and
F2 = {{(0, 1, 0, 0)F}, {(0, 1, 1, 0)F}, {(0, 0, 1, 0)F}, {(0, 1, 2, 0)F}, {(0, 1, 3, 0)F}, {(0, 1, 4, 0)F}}.
Returning now to the pseudo-projective space of a near-vector space constructed from a finite field, we
begin by remarking that if we chose all the ψi ’s to be the identity, we get the scalar multiplication
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),
for all (x1, . . . , xn) ∈ V, α ∈ F and (V, F ) is a vector space. It is well known that in this case, if V has
dimension 3, then P (V ) is a projective space. In general P (V ) has order p
rn−1
pr−1 for vector spaces. In fact, for
all regular near-vector spaces in our construction, we have
Lemma 4.10 Let F = GF (pr) and V = Fn be a near-vector space with scalar multiplication defined for all
α ∈ F by
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),





Proof Since V is regular, Q(V ) = V, so by Theorem 3.2, (V,+,F) is a fibered group where F = {aF | a ∈ V ∗}.
Now since the fibers are the equivalence classes of ≍ , and V has prn − 1 nonzero elements and each fiber has
pr − 1 nonzero elements, we get that P (V ) = p
rn−1
pr−1 . 2
In the case where V is not regular, we have that
Lemma 4.11 Let F = GF (pr) and V = Fn be a near-vector space with scalar multiplication defined for all
α ∈ F by
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),





Proof Suppose that V = V1 ⊕ V2 ⊕ · · · ⊕ Vk , is the canonical decomposition of V and n1, ..., nk are the
dimensions of V1, ..., Vk. Then by Theorem 4.7, the fibers are of the form Fi = {aF | a ∈ Vi∗} and since the
total number of nonzero elements in Vi is pni − 1, for i ∈ {1, . . . , k} and each fibration has pr − 1 nonzero





Example 4.12 Returning to Examples 4.8 and 4.9, using our formula we get that |P (V )| = 808 = 10 and
|P (V )| = 244 +
24
4 = 12, respectively.
Finally, we might wonder when, for the construction under consideration, the fibers and maximal
subspaces coincide.
Theorem 4.13 Let F = GF (pr) and V = Fn be a near-vector space with scalar multiplication defined for all
α ∈ F by
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),
where the ψ′is are automorphisms of (F, ·) and for all i, j ∈ I and α ∈ GF (pr), ψi(α) ̸= ψj(αp
l
), then (V,F)
is a fibration where the fibers are the maximal regular subspaces in the canonical decomposition of V .
Proof By Lemma 4.1, V is not regular, so by Theorem 4.7 it can be decomposed into fibered groups. As
discussed in Section 3, we begin with the partition of the set I = {1, . . . , n}, where Ai := {j ∈ I|ψi(α) =
ψj(α
pl) for some l ∈ {0, 1, . . . , r−1}}, so here we will have A1, A2, . . . , An with Ai = {i} for i ∈ I . By Lemma




Vt = {(0, 0, . . . , a1, 0, a2, 0, . . . , as, 0)|ai is in position ℓ with ℓ ∈ At, for t ∈ K},
where K := {1, . . . , k}. In this particular case,
Vt = {(0, 0, . . . , at, 0, 0, 0, . . . , 0, 0)|at is in position t for t ∈ {1, . . . , n}}.
If we now take an arbitrary element of Vt , say (0, 0, . . . , at, 0, 0, 0, . . . , 0, 0) then it is not difficult to see that
(0, 0, . . . , at, 0, 0, 0, . . . , 0, 0)F = {(0, 0, . . . , st, 0, 0, 0, . . . , 0, 0) | st ∈ F} = Vt,
2558
HOWELL/Turk J Math
and by Lemma 4.2(2), these are exactly the maximal regular subspaces; thus, the maximal regular subspaces
and fibers coincide. 2
Corollary 4.14 For the near-vector space (V, F ) of Theorem 4.13, |P (V )| = n.
We close with an example,
Example 4.15 Consider the near-vector space (V, F ) , where V := (Z5)2 and F = Z5 and α in F acts as an
endomorphism on V by (x1, x2)α := (x1α, x2α3) , then
Q(V ) = {(a, 0) | a ∈ F} ∪ {(0, b) | b ∈ F}.
By the decomposition theorem, the canonical decomposition of V is given by V = V1 ⊕ V2 where,
V1 := {(a, 0) | a ∈ F},
and
V2 := {(0, b) | b ∈ F}.
Thus, as we saw by the previous theorem, V1 and V2 are fibered groups and |P (V )| = 2 .
5. Questions for future work
In the future I hope to study the geometric structure of the pseudoprojective space.
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