sWe are developing a separate module that handles exceptional situations that are not consistent with these properties.
.;").. ," 
Implementation
A major concern in the implementation of the above approach was the appearance of the zero- 
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The magnitude of _9(T, _) decreases rapidly as _ increases, to values very close to zero. Since numerical errors can affect the detection of zero-crossing points in the scale-space image, it is important to be able to process scale-space images that are not taken to be completely accurate. Figure  2b shows a typical scale-space image in which some contours appear to be disconnected.
The theory of scale-space filtering assumes that the variance of the Gaussian smoothing filters In this case, a number of points would be accidentally grouped together if some of the points do not belong to the same contour (Figures 6a-c) . Perceptual organization then allows us to group the zero-crossing points into lines while _zing likelihood of these groupings being accidental. in the image will be in some group. These groups represent the lines forming contours in the scalespace image. In order to quantify the probability that a particular point p is placed in a group G of points by accident we assume that the points in the group lie on a background of uniformly distributed points. Also, we are given a measure of point collinearity and the density of the randomly distributed background points. The probability of p being placed in G by accident is equal to the expected number of background points that have stronger collinenrity relations with the points in G than p (with respect to the defined collinearity measure). endpoints at temperatures greater than T, and defines it as the hill partner. Similarly, it identifies a line that has the rnlnlm.m scale-ra1_io with L among the candidates with lower endpoints at temperatures lower than T, and defines it as the valley partner. Line L is paired with its hill partner to form a hit1. Line L is paired with its valley partner to form a valley. The system then associates a probability with every hill and valley it finds. To do this, it uses domain specific statistics that are correlations between the behavior of the function at the extrema in the derivatives, the second derivative at the peak and the probability of its being a real contour. For example: if the value of function is decreasing at the minima in the derivative, and it is increasing at the rnA_rn_ in the derivative, and the second derivative at the peak of an endotherm is high, then the probability of the peak being an endotherm is .9. The output of the qualifier is shown in figure 8.
Classifier
In this section, we describe how the classifier module uses qualified description to recognize the contents of a sample.
The module has a Bayes tree rooted in each mineral node. 
Experimental results
Our line-pa/ring scheme is based on the conjecture that an algorithm that uses domain specific correlations should perform better than one that does not. We will now describe an experiment that we carried out to test this. For the sake of clarity, we will refer to the line-pairing algorithm described at the end of Section 2.2 as A, and another algorithm that pairs the lines with min_m,m Manhattan distance between their upper endpoints in the scale-space image as M. These two algorithms were tested on a random sample of 20 curves from the data bank in the DTA laboratory in NASA Ames
Research
Center. Algorithm M detected 49% of the peaks reported by an expert. In contrast, algorithm A detected 89% of the peaks identified by an expert as having probability greater than 0.5. In this evaluation we compared the performance of the algorithms with that of an expert. In a number of domains, the features identified by an expert differ from those identified by a non-expert.
In the DTA domain, our algorithm can identify 70% of the peaks identified by a non-expert, but 89% of th peaks identified by an expert. While the curve will be given an unique interpretation by a non-expert, it can have different interpretations in different domains. Qualifier described in this paper can produce different qualitative descriptions of a curve from correlations specific for different do_.
It also meets the real-time requirements of the DTA task, as it takes 360.2 seconds of CPU time on SPARC workstation for extracting the features.
The integrated system was tested on 16 known soil samples, and the system is able to identify the contents of the samples. 75% of the terminal nodes of the minerals present in these samples were assigned a probability greater than 0.5 by the classifier. Purthermore out of 121 terminal nodes, 64 of the terminal nodes belonged to minerals not present in the soil. The reason for this is that a number of different minerals share common symptoms.
Conclusion
This paper described an extension of scale-space filtering method that is useful for extracting probabi]Jstic qualitative features from data sampled at discrete time intervals.
The system groups lines in the scale-space image into contours by examining the m_mnm scale of lines in the scale space graph. It uses domain specific correlations to associate probabilities with these contours. Experiments show that this scheme outperforms a domain-independent scheme. We also showed that a Bayes tree algorithm can make use of the probabilistic description produced by the qualifier in interpretation of the curve. Our future plan to carry out a systematic study of how the CPU time and the classification performance changes when the sampling of the scale-space image gets more and more sparce. This would determine at which point the algorithms break down and how much performace can be gained by filtering the curve the smallest number of times.
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