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a b s t r a c t
This work presents a proof of convergence of a discrete solution to a continuous one.
At first, the continuous problem is stated as a system of equations which describe the
filtration process in the pressing section of a paper machine. Two flow regimes appear
in the modeling of this problem. The model for the saturated flow is presented by the
Darcy’s law and the mass conservation. The second regime is described by the Richards’
approach together with a dynamic capillary pressure model. The finite volume method is
used to approximate the system of PDEs. Then, the existence of a discrete solution to the
proposed finite difference scheme is proven. Compactness of the set of all discrete solutions
for different mesh sizes is proven. The main theorem shows that the discrete solution
converges to the solution of the continuous problem. At the end we present numerical
studies for the rate of convergence.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Paper production is a challenging problem, which attracts attention of many scientists. They try to simulate and
investigate the paper making process. Presented here studies are performed for mathematical models describing water
filtration in the pressing section of a paper machine. This part of the production process provides the dewatering of the
paper layer by the use of fabric, i.e. press felts, which absorb the water during pressing (see [1]).
One of the main challenges of the pressing process modeling is the study of regimes leading to appearance of fully
saturated zones, as a result we have to deal with a free boundary problem. There exist theoretical studies which investigate
the convergence of discrete solution for free boundary problems describing various applications such as fluid flow in porous
media, obstacle problems and elastic problems (see [2,3] and references therein). In this workwe are concernedwith a proof
of convergence for the systemof equations describingwater flow in the pressing section. Themain issue during these studies
is the proof of convergence of the discrete domain with the single-phase water flow. To obtain this result we assume that
the solution to continuous problem has a non-degeneracy property. This kind of assumption was used by Deckelnick and
Siebert in [2] to resolve the same issue. To prove the existence and the compactness of the solution to our discrete problem
we use technique from [4]. This approach uses minimal restrictions on input data to prove the convergence of the discrete
problem to continuous one. Our theoretical studies are, in particular, motivated by a need for a better understanding of the
results from our computational experiments.
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Fig. 1. Computational domainΩ with marked subdomainsΩ1 andΩ2 .
The mathematical model for the flow in the pressing section of a paper machine which is presented here includes into
consideration the dynamic capillary pressure. To model this effect we choose the dynamic capillary pressure–saturation
relation proposed by Hassanizadeh and co-workers [5–7]. In domain with unsaturated water flow we obtain a system of
two nonlinear equations, which makes the theoretical studies more complex than in case of standard (steady) capillary
pressure–saturation relation. There are some theoretical studies for the flow model with the dynamic capillary effect. They
deal with existence and uniqueness of the solution (see [8] and references therein). As opposed to our work, they have
considered a time-dependent problem with the dynamic capillary pressure–saturation relation including partial derivative
w.r.t. time. In our case, due to specificity of the pressing process we are concerned with a steady-state problem with the
dynamic capillary pressure–saturation relation depending on partial derivative w.r.t. space coordinate. We are not aware of
theoretical studies which deal with this kind of problems.
Here we investigate the one-dimensional model of the pressing section in machine direction. This model can be used
only in case of the computational domain composed of one layer due to the dimensionality. If we want to be more close to
real applications we have to consider at least a two-dimensional model, where it is possible to include the multilayer case.
The technique used in our studies is seemed to be possible to extend to two-dimensional model but only in single-layer
case (see, also [4], where basic ideas and algorithms are applied for 2D and 3D problems, also). For multilayer problems
discontinuities in the input data arise. Thus, absolutely different theoretical approaches have to be used in this case.
In short, the objectives of this paper are to present an one-dimensional continuous model, which includes all features
discussed above, togetherwith the numerical algorithmand to study theoretically convergence of the solution of the discrete
problem to the solution of the continuous problem. The one-dimensional continuous model, which describes water flow in
the pressing section is presented in Section 2. In Section 3, the nonlinear finite difference scheme and its implementation
algorithm are introduced. The main part of this paper deals with the theoretical existence and convergence studies, the
results are presented in Section 4. Some numerical tests are developed in Section 5. Final conclusions are presented in
Section 6.
2. Mathematical model
When onemodels the pressing section of a papermachine it is important to evaluate fully saturated zones. Therefore, one
has to account for two possible flow regimes inside the computational domain. Let us assume that computational domainΩ
(see Fig. 1) is divided into two subdomains: inΩ1, single-phase (water) flow takes place, and inΩ2, two-phase flow occurs.
Since the aim of this work is to investigate one-dimensional model, we consider a case when the computational domain
Ω is composed of one layer. Let us also assume that this layer is transported through the press nips from the left to the right
with velocity Vs,in measured in (m/s) as indicated in Fig. 1.
A paper machine works in a non-stop regime in several days. Therefore, we are interested in a steady-state solution and
all derivatives w.r.t. time are considered to be zero.
The first regime is a single-phase flow model. We describe it with the help of mass conservation equation for the water
phase and Darcy’s law in the case of moving porous media and neglected gravity term (for more details see [9]):
div(φρwVw) = 0, x ∈ Ω1,
φ(Vw − Vs) = − K
µw
grad pw, x ∈ Ω1,
where φ ([−]) is the porosity, ρw is the density of water measured in (kg/m3), Vw is the velocity of water in (m/s), Vs is the
velocity of solid in (m/s), µw is the viscosity of the water in (Pa s), K is the intrinsic permeability tensor in (m2), which we
assume to be diagonal, pw is the pressure of water in (Pa). In the following all vectors and tensors will be written in bold
fonts.
The second regime is a two-phase flow, which is simulated using Richards’ assumptions, themass conservation equation
for water phase, the Darcy law and the dynamic capillary pressure–saturation relation derived in [5–7] (for more detailed
explanations see [10]):
div(φSρwVw) = 0, x ∈ Ω2,
φS(Vw − Vs) = −krw
µw
Kgrad pw, x ∈ Ω2,
pw + pstatc (S) = τVsgrad S, x ∈ Ω2,
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where S ([−]) is the saturation of water, krw ([−]) is the relative permeability, pstatc is the static capillary pressure–saturation
relation, τ is the material coefficient measured in (Pa s).
In general τ may depend on saturation and other parameters, but in these studies we are concerned only with case when
τ is a constant. We also remark that case when τ = 0 leads to the standard model with static capillary pressure. This model
was investigated theoretically in [11].
Remark 1. To simplify the following presentation we assume that pstatc depends only on S. But in general it should be
assumed that pstatc = pstatc (S, φ(x)). We note that main steps of the proof remain valid also for this more general case.
We introduce operator [f ]Γ which indicates a jump of a function f across some interface Γ :
[f ]Γ = lim
t→Γ+0 f (t)− limt→Γ−0 f (t).
Then, the interfacial conditions, the continuity of water pressures and the continuity of normal fluxes, between domains
Ω1 andΩ2 yield:
[p]Γ = 0, [J · n]Γ = 0, (1)
where Γ is the interface between the domains Ω1 and Ω2,n is the unit normal vector to Γ , J is the water flux, which is
defined as:
J =

− K
µw
grad pw + φVs for x ∈ Ω1;
−Kkrw
µw
grad pw + φSVs for x ∈ Ω2.
To simplify the notations from now on instead of pw, µw and krw we are going to use more simple notations p, µ and k.
We obtain the one-dimensional model by averaging the two-dimensional model in vertical direction. Therefore, a
thickness of the layer d(x) is included into the finalmodel (see [10,12] for details). Assuming that thewater is incompressible,
we have:
− ∂
∂x

d(x)
K(φ(x))
µ
∂p
∂x

+ ∂
∂x
(d(x)φ(x)Vs) = 0, x ∈ Ω1, (2)
− ∂
∂x

d(x)
k(S)
µ
K(φ(x))
∂p
∂x

+ ∂
∂x
(d(x)φ(x)VsS) = 0, x ∈ Ω2, (3)
p+ pstatc (S) = τVs
∂S
∂x
, x ∈ Ω2, (4)
where d(x) is the thickness of the layer measured in (m), Vs is considered as x-component of vector Vs, K is considered as
xx-component of tensor K. The computational domainΩ is assumed to be an open interval (0, 1).
We consider the paper-felt sandwich to be transported horizontallywith the constant speedVs,in. Then, the x-component
of the solid velocity Vs does not depend on x and it is equal to |Vs,in|.
Let us define functions b(x) = d(x)K(φ(x))/µ, q(x) = d(x)φ(x)Vs and c = τVs = const. Then, the nonlinear system of
Eqs. (2)–(4) can be rewritten as:
− ∂
∂x

b(x)
∂p
∂x

+ ∂q(x)
∂x
= 0, x ∈ Ω1, (5)
− ∂
∂x

b(x)k(S)
∂p
∂x

+ ∂(q(x)S)
∂x
= 0, x ∈ Ω2, (6)
p+ pstatc (S) = c
∂S
∂x
, x ∈ Ω2. (7)
The boundary conditions yield:
p(0) = −pstatc (C0), (8)
∂p
∂x

x=1
= 0, (9)
S(0) = C0. (10)
The interfacial conditions (1) have also to be satisfied for the one-dimensional water flux defined by:
J =

−b(x) ∂p
∂x
+ φVs for x ∈ Ω1;
−b(x)k∂p
∂x
+ φSVs for x ∈ Ω2.
(11)
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Let us impose the following assumptions on the input data:
Assumption 1.
(a) b(x) ∈ C([0, 1]), b(x) > 0;
(b) q(x) ∈ C([0, 1]), q(x) ≥ 0;
(c) k(S) ∈ C([S∗, 1]), k : [S∗, 1] → [k∗, 1] is an increasing function, where k∗ ∈ R and k∗ > 0;
(d) C0 ∈ (S∗, 1);
(e) c ∈ R, c > 0;
(f) pstatc ∈ C1([S∗, 1]), pstatc : [S∗, 1] ↔ [p∗, p∗] is a decreasing function, where S∗ ∈ R and S∗ > 0.
These assumptions are made taking into account input data which is typically used in the real numerical experiments.
Taking into account imposed assumptions we can reformulate problem (5)–(7) in the following way:
− ∂
∂x

b(x)k(S)
∂p
∂x

+ ∂(q(x)S)
∂x
= 0, x ∈ Ω, (12)
cˆ(S)(p+ pstatc (S)) =
∂S
∂x
, x ∈ Ω, (13)
where p is the water pressure in computational domainΩ and function cˆ(S) takes the form:
cˆ(S) =

1/c for S ∈ (S∗, 1);
0 for S ∉ (S∗, 1). (14)
Due to Assumption 1, we notice that Eq. (12) coincides with Eq. (5) in the domainΩ1 and with Eq. (6) in the domainΩ2.
Continuity of the pressure p in whole domainΩ follows from the definition of the non-linear convection–diffusion Eq. (12).
Continuity of the normal fluxes directly follows from integration of Eq. (12) in a small interval which contains the interface
betweenΩ1 andΩ2.
Eq. (13) with (14) transforms automatically into Eq. (7) in the domainΩ2. Let us prove that in the domainΩ1 one of the
following equations are satisfied:
S = S∗, S = 1.
For this we are going to show that solution to (13), (14) is bounded and belongs to interval [S∗, 1]. Integrating (13) over
interval (0, x) for some x ∈ (0, 1) and then finding |S(x) − S(y)| we can show that solution to (13), (14), S, is a continuous
function.
Let us assume that there exists x˜ ∈ Ω such that S(x˜) > 1. Since the function S is continuous there exists y ∈ (0, x˜) such
that S(y) = 1 and S(x) > 1 for all x ∈ (y, x˜]. Then, we have:
S(x˜) = C0 +
 y
0
cˆ(S)(p+ pstatc (S))dt +
 x˜
y
cˆ(S)(p+ pstatc (S))dt = S(y)+
 x˜
y
cˆ(S)(p+ pstatc (S))dt = S(y).
Hence, we have obtained a contradiction S(x˜) = S(y), which proves that S ≤ 1. Using the same approach it can be proven
that S ≥ S∗. Thus, system of Eqs. (13), (14) guarantees that solution S is in [S∗, 1].
Remark 2. Our model contains a fictitious regime when saturation is equal to S∗. This case is included only to make the
formulation of the model homogeneous for all values of saturation S. The fictitious domain method is quite popular method
to solve PDEs in non-standard domains or to simulate processes described by free boundary problems. From the physical
point of view instead of Eqs. (12)–(14) in this case we should formulate the following equations:
p = −p∗, S = S∗.
Wewill not investigate the error introduced by such fictitious domain technique, since in all our numerical experiments the
single-phase air flow never occurred.
In order to simplify notations, we apply variable transformation p = y−pstatc (C0), thenwe obtain the following nonlinear
boundary value problem:
− ∂
∂x

b(x)k(S)
∂y
∂x

+ ∂(q(x)S)
∂x
= 0, x ∈ (0, 1), (15)
cˆ(S)(y+ g(S)) = ∂S
∂x
, x ∈ (0, 1], (16)
y(0) = 0, ∂y
∂x

x=1
= 0, (17)
S(0) = C0, (18)
where g(S) = pstatc (S)− pstatc (C0).
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Let H10−((0, 1)) be the subspace of H1((0, 1)) satisfying
H10−((0, 1)) := {f ∈ H1((0, 1))|f (0) = 0}.
Then, we consider the weak formulation of problem (15)–(18):
find y ∈ H10−((0, 1)) and S ∈ L2((0, 1)) such that 1
0
b(x)k(S)
∂y
∂x
∂ϕ
∂x
dx−
 1
0
q(x)S
∂ϕ
∂x
dx+ q(1)S(1)ϕ(1) = 0, (19)
−
 1
0
cˆ(S) (y+ g(S)) ϕdx−
 1
0
S
∂ϕ
∂x
dx+ S(1)ϕ(1) = 0, (20)
for all ϕ ∈ C∞([0, 1]) such that ϕ(0) = 0.
In order to prove themain convergence theoremwewill assume that the following non-degeneracy property is satisfied.
Assumption 2. For any ϵ > 0 there exists δϵ > 0 such that:
meas ({x ∈ Ω : S ∈ (S∗, S∗ + δϵ) ∪ (1− δϵ, 1)}) ≤ ϵ. (21)
3. Discretization
Let us introduce a mesh on (0, 1).
Definition 1. The mesh on (0, 1) denoted by T is given by a family (Ki)i=0,N ,N ∈ N+ such that:
K0 =

x0, x 1
2

, Ki =

xi− 12 , xi+ 12

, i = 1,N − 1, KN = (xN− 12 , xN)
and families:
ω¯1 = {xi = ih, i = 0,N}, ω¯2 =

xi+ 12 =

i+ 1
2

h, i = 0,N − 1

,
where h = 1/N is the size of the mesh.
In order to discretize Eq. (15) and boundary conditions (17) let us consider the following finite volume scheme:
y0 = 0, (22)
−bi+ 12 ki+ 12
yi+1 − yi
h
+ bi− 12 ki− 12
yi − yi−1
h
+

qi+ 12 Si+ 12 − qi− 12 Si− 12

= 0, i = 1,N − 1, (23)
bN− 12 kN− 12
yN − yN−1
h
+

qNSN − qN− 12 SN− 12

= 0, (24)
where
ki+ 12 = k

Si+ 12

, bi+ 12 = b

xi+ 12

, qi+ 12 = q

xi+ 12

. (25)
Finite volume scheme for Eq. (16) with boundary condition (18) is introduced using an intermediate value of saturation.
For each spatial step iwe split the discrete algorithm into two steps. In the first step, a prediction of water saturation value
Sˆi+ 12 for any i = 0,N − 1 or SˆN is computed by solving the appropriate nonlinear equation:
S0 = C0, (26)
1
c

y0 + g˜

Sˆ 1
2

= 2
h

Sˆ 1
2
− S0

, (27)
1
c

yi + g˜

Sˆi+ 12

= 1
h

Sˆi+ 12 − Si− 12

, i = 1,N − 1, (28)
1
c

yN + g˜(SˆN)

= 2
h

SˆN − SN− 12

, (29)
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where
g˜(S) =
g(S∗) for S < S∗,
g(S) for S∗ ≤ S ≤ 1,
g(1) for S > 1.
(30)
At the second step, this value is corrected with the help of a simple restriction operator:
Si =

S∗ + η for Sˆi < S∗ + η;
Sˆi for S∗ + η ≤ Sˆi ≤ 1− η;
1− η for Sˆi > 1− η;
(31)
for all i = { 12 ,N − 12 ,N}. Here η > 0 is some small value which satisfies η→ 0 as h → 0.
We note here, that the correction step in an implicit way defines the discrete analog of the function cˆ(S).
4. Proof of convergence
To prove the convergence of discrete solution (22)–(31) to continuous solution of (19), (20), first we consider
Eqs. (22)–(25) separately from Eqs. (26)–(31). In the following two lemmas we prove existence of solutions to each of these
problems.
Remark 3. Due to complexity of the presented nonlinear problem there are difficulties for obtaining uniqueness results for
both continuous and discrete problems. In this work we are not concerned with this aspect of the problem.
Let us introduce the following notation:
S− 12 = S0, SN+ 12 = SN .
Lemma 1. Let Assumption 1 be satisfied and let T be the mesh on (0, 1) (see Definition 1). Let S = (S− 12 , S 12 , . . . , SN+ 12 )
T ∈
RN+2 be some given vector, such that Si− 12 ∈ [S∗+η, 1−η] for all i = 0,N + 1. Then, there exists a unique solution to (22)–(25),
y = (y0, y1, . . . , yN)T ∈ RN+1, such that:
N−1
i=0
(yi+1 − yi)2
h
≤ C21 =

2q∗
b∗k∗
2
,
where q∗ ≤ qi+ 12 ≤ q
∗ and b∗ ≤ bi+ 12 ≤ b
∗ for all i = 0,N − 1.
Proof. Following the proof of Lemmas 1 and 2 from [11] we obtain the required results. 
For any given vector v = (v− 12 , v 12 , . . . , vN+ 12 ) ∈ R
N+2 we introduce the following seminorm:
∥Dv∥L2((0,1)) =

N
i=0
(vi+ 12 − vi− 12 )
2
hi
 1
2
,
where h0 = h/2, hi = h for all i = 1,N − 1, hN = h/2.
Lemma 2. Let Assumption 1 be satisfied and let T be the mesh on (0, 1) (see Definition 1). Let y = (y0, y1, . . . , yN)T ∈ RN+1
be some given vector, such that |yi| ≤ C1 for all i = 0,N. Then, there exist a solution to (26)–(31), S = (S− 12 , S 12 , . . . , SN+ 12 )
T ∈
RN+2, such that:
Si− 12 ∈ [S∗ + η, 1− η], i = 0,N + 1 (32)
and
∥DS∥L2((0,1)) ≤ C2 =
C1 + g∗
c
, (33)
where g∗ = p∗ − pstatc (C0).
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Proof. The system (27)–(29) can be considered as a Cauchy problem with initial condition (26). Hence we can solve these
equations sequentially. At first, let us consider Eq. (27) in the following form:
Sˆ 1
2
= S− 12 +
h
2c

y0 + g˜

Sˆ 1
2

. (34)
In Eq. (34), S− 12 is given by (26).We denote the right-hand side of Eq. (34) as G(Sˆ 12 ). We notice that G is a continuous function
of Sˆ 1
2
. It is easy to see, that:
|G(v)| ≤ C0 + h2c (C1 + g
∗),
for any given v. It means G(Br) ⊂ Br , where Br ⊂ R is a closed ball with radius r = C0 + h2c (C1 + g∗) and center 0. Using
Brouwer’s fixed point theorem we conclude that G has at least one fixed point in Br , which is a solution of (34).
After the correction step (31) for value S 1
2
we have:
S 1
2
∈ [S∗ + η, 1− η] .
The same boundedness result can be obtained for every Si− 12 , i = 2,N + 1.
It remains to prove estimate (33) for ∥DS∥L2((0,1)). Using Eqs. (28), (30), (31), we have:Si+ 12 − Si− 12 
h
≤
Sˆi+ 12 − Si− 12 
h
≤ C1 + g
∗
c
, i = 1,N − 1. (35)
Considering Eqs. (27), (29) instead of (28), we obtain the same upper bound for 2
S 1
2
− S− 12
 /h and 2 SN+ 12 − SN− 12  /h.
Then, for ∥DS∥2L2((0,1)) we have:
∥DS∥2L2((0,1)) ≤

C1 + g∗
c
2 h
2
+
N−1
i=1

C1 + g∗
c
2
h+

C1 + g∗
c
2 h
2
=

C1 + g∗
c
2
h

1
2
+ (N − 1)+ 1
2

=

C1 + g∗
c
2
. 
Lemma 3 (Existence). Let Assumption 1 be satisfied and let T be the mesh on (0, 1) (see Definition 1). Then, there exist a pair of
vectors y = (y0, y1, . . . , yN)T ∈ RN+1 and S = (S− 12 , S 12 , . . . , SN+ 12 )
T ∈ RN+2, which is solution to the system of Eqs. (22)–(31).
Proof. Let us consider auxiliary system of equations obtained from system (22)–(25) by replacing Swith a vector v and from
system (26)–(31) by replacing ywith a vector u. The vectors v and u satisfy:
u = (u0, u1, . . . , uN)T ∈ RN+1, |ui| ≤ C1 for all i = 0,N; (36)
v =

v− 12 , v 12 , . . . , vN+ 12
T ∈ RN+2, vi− 12 ∈ [S∗ + η, 1− η] for all i = 0,N + 1. (37)
Then it follows from Lemmas 1 and 2 that there exists an operator T : R2N+3 → R2N+3 such that:
χ = T (θ), (38)
where χ = (y, S)T ∈ R2N+3 and θ = (u, v)T ∈ R2N+3. Let us assume that operator T is continuous (we will prove this
property later). For any given vector ψ = (x, z)T ∈ R2N+3 we define the following norm:
∥ψ∥L2((0,1)) =

N
i=0
x2i hi +
N
i=0
z2
i+ 12
hi
 1
2
, (39)
where h0 = hN = h/2, hi = h for all i = 1,N − 1 and:
x = (x0, x1, . . . , xN)T ∈ RN+1, x0 = 0; (40)
z =

z− 12 , z 12 , . . . , zN+ 12
T ∈ RN+2, z− 12 = C0. (41)
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Then, for any θ = (u, v)T with u and v, which satisfy (36), (37), it follows that
∥θ∥L2((0,1)) ≤ C3 =

C21 + 1
 1
2 .
Due to the properties of the finite volume scheme (22)–(31), we also have that:
∥T (θ)∥L2((0,1)) = ∥χ∥L2((0,1)) ≤ C3.
Then using Brouwer’s fixed point theorem we conclude that there exists a solution of the system of Eqs. (22)–(31).
In oder to apply the fixed point theoremwehave to show that operator T is continuous.Wenotice that operator T consists
of two operators. The first operator y = Ty(S) is defined by system of Eqs. (22)–(25) with some given vector S. Continuity of
this operator is a standard result from theory of finite volume schemes and it follows from the coefficient stability of elliptic
operators.
The second operator S = TS(y) is defined by (26)–(31) with some given vector y. Let us prove that TS is continuous, if
Assumption 1 are satisfied. Let us consider two different input vectors y and u and denote the corresponding solutions by
Sy = TS(y) and Su = TS(u). We want to prove that for any ϵ > 0 there exists δ = δϵ > 0 such that:
∥y− u∥1,L2((0,1)) < δϵ H⇒ ∥Sy − Su∥2,L2((0,1)) < ϵ, (42)
where the norms are introduced as:
∥x∥1,L2((0,1)) =

N
i=0
x2i hi
 1
2
, ∥z∥2,L2((0,1)) =

N
i=0
z2
i+ 12
hi
 1
2
,
and x, z satisfy conditions (40), (41). Let us write Eqs. (28), i = 1,N − 1 in the following form:
Sˆy
i+ 12
− Sy
i− 12
= h
c
g˜

Sˆy
i+ 12

+ h
c
yi, (43)
Sˆu
i+ 12
− Su
i− 12
= h
c
g˜

Sˆu
i+ 12

+ h
c
ui. (44)
Introducing vectors eˆi+ 12 = Sˆ
y
i+ 12
− Sˆu
i+ 12
, ei− 12 = S
y
i− 12
− Su
i− 12
, and subtracting Eq. (44) from (43) we get:
eˆi+ 12 − ei− 12 =
h
c

g˜

Sˆy
i+ 12

− g˜

Sˆu
i+ 12

+ h
c
(yi − ui). (45)
Taking into account the definition of function g˜ in (30), we get the estimate:
g˜

Sˆy
i+ 12

− g˜

Sˆu
i+ 12

= g ′

Sξ
i+ 12

θ eˆi+ 12 ,
where S∗ ≤ Sξi+ 12 ≤ 1 and 0 ≤ θ ≤ 1. Since the function g is a decreasing function, then g
′(Sξ
i+ 12
) < 0.
It follows from the definition of the restriction operator (31) that |ei+ 12 | ≤ |eˆi+ 12 |. Then, using (45), we get:ei+ 12  ≤ eˆi+ 12  ≤
1− hc g ′

Sξ
i+ 12

θ
 eˆi+ 12  ≤ ei− 12 + hc |yi − ui|. (46)
Similarly, from Eqs. (27), (29) we obtain:e 1
2
 ≤ h
2c
|y0 − u0| ,
eN+ 12  ≤ eN− 12 + h2c |yN − uN | . (47)
Using first inequalities (46), (47) and then the Cauchy–Schwarz inequality we have:
ej+ 12  ≤ N
i=0
hi
c
|yi − ui| ≤ 1c

N
i=0
(yi − ui)2hi
N
i=0
hi
 1
2
= 1
c
∥y− u∥1,L2((0,1)), j = 0, . . . ,N. (48)
From (48) we obtain:
∥e∥22,L2((0,1)) =
N
i=0
ei+ 12 2 hi ≤ 1c2 ∥y− u∥21,L2((0,1)),
where hi is defined in (39). Hence statement (42) is proven, therefore operator T is continuous. 
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Lemma 4 (Compactness). Let Assumption 1 be satisfied and let T be a mesh on (0, 1) (see Definition 1). Let the pair of vectors
y = (y0, y1, . . . , yN)T ∈ RN+1 and S = (S− 12 , S 12 , . . . , SN+ 12 )
T ∈ RN+2 be a solution to (22)–(31). Let yT : (0, 1) → R be
yT (x) = yi and let ST : (0, 1)→ [S∗ + η, 1− η] be ST (x) = Si+ 12 for x ∈ Ki, i = 0,N. Then, the sets yT and ST are relatively
compact in L2((0, 1)). Furthermore, if yTn → y and STn → S in L2((0, 1)) and hn → 0 as n → ∞, then, y ∈ H10−((0, 1)) and
S ∈ H1((0, 1)).
Proof. All statements for yT were proven in Lemma 3 in [11]. Therefore, here we are concerned only with the function ST .
Using Kolmogorov compactness theorem, it is sufficient to show that ST is relatively compact in L2((0, 1)):
• the set ST is bounded in L2(R) for all T ,
• ∥ST (· + ν)− ST ∥L2(R) → 0 as ν → 0 uniformly.
Step 1. Function ST can be redefined as ST (x) = Si+ 12 if x ∈ Ki, i = 0,N , ST (x0) = S− 12 , otherwise ST = 0. Then, using
(32) it follows immediately that the set ST for all T is bounded in L2(R).
Step 2. Let 0 < ν < 1. We define χi : R→ R for i = −1,N + 1 such that:
χ− 12 (x) = 1 if x0 ∈ [x, x+ ν], χ− 12 (x) = 0, otherwise;
χi+ 12 (x) = 1, if xi+ 12 ∈ [x, x+ ν], χi+ 12 (x) = 0, otherwise, i = 0,N − 1;
χN+ 12 (x) = 1; if xN ∈ [x, x+ ν], χN+ 12 (x) = 0, otherwise.
Then, for all x ∈ Rwe have:
(ST (x+ ν)− ST (x))2 ≤

S− 12 χ− 12 +
N
i=0
Si+ 12 − Si− 12 χi− 12 + SN+ 12 χN+ 12
2
≤ 3S2− 12 χ− 12 + 3
 N
i=0

Si+ 12 − Si− 12
2
hi
χi− 12
 N
i=0
hiχi− 12

+ 3S2
N+ 12
χN+ 12 , (49)
where h0 = hN = h/2 and hi = h for all i = 1,N − 1. Integrating (49) over Rwe obtain:
∥ST (· + ν)− ST ∥2L2(R) ≤ 6ν + 3(ν + 2h)

R
 N
i=0

Si+ 12 − Si− 12
2
hi
χi− 12
 dx
≤ 6ν + 3(ν + 2h)
N
i=0

Si+ 12 − Si− 12
2
hi

R
χi− 12 dx ≤ 6ν + 3ν(ν + 2h)C
2
2 .
Since ν < 1 and h < 1 we conclude that:
∥ST (· + ν)− ST ∥2L2(R) ≤ Cˆν,
where Cˆ = const > 0. Hence, the second condition of Kolmogorov compactness theorem is proven.
Step 3. Here we want to prove that function S(x) belongs to H1((0, 1)). At first let us prove that (STn(x+ hn)− STn(x))/hn
converges to ∂S/∂x for all x ∈ (−∞, 1) in aweak sensewhen hn → 0 as n →∞. Letϕ ∈ C∞0 ((−∞, 1)) and suppϕ ⊂ (0, 1).
The discrete function ϕTn is defined in the following way:
ϕTn(x) =

ϕi = ϕ(xi) if x ∈ Ki, i = 0,N;
0, otherwise.
Let us redefine function STn such that STn = SN+ 12 if x ∈ [xN , xN+ 12 ] and STn = SN+ 32 = SN+ 12 if x ∈ [xN+ 12 , xN+ 32 ]. Then, we
have: 
STn(· + hn)− STn
hn
, ϕTn

L2((−∞,1))
=
 1
−∞
STn(x+ hn)− STn(x)
hn
ϕTn(x)dx
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=
N
i=0
Si+ 32 − Si+ 12
hn
ϕihn = −
N
i=1
Si+ 12
ϕi − ϕi−1
hn
hn
= −
 1
−∞
STn(x)
ϕTn(x)− ϕTn(x− hn)
hn
dx
= −

STn ,
ϕTn − ϕTn(· − hn)
hn

L2((−∞,1))
. (50)
Functions ϕTn and (ϕTn − ϕTn(· − hn))/hn strongly converge to ϕ and ∂ϕ/∂x, respectively. We also know that STn → S in
L2(R) as n →∞. On the other hand, function (STn(· + hn)− STn)/hn is bounded in L2(R) (see (33)). Then, for any sequence
of meshes (Tn)n∈N such that hn → 0 as n → ∞, there exists a subsequence, still denoted by (Tn)n∈N, such that function
(STn(· + hn)− STn)/hn weakly converges to some function. Then, passing to the limit in (50) and using the definition of the
weak derivative we obtain that (STn(· + hn)− STn)/hn converges weakly to ∂S/∂x.
Using (33) we have:∂S∂x

L2((−∞,1))
≤ C2.
We also have that ∂S/∂x = 0 if x ∈ (−∞, 0). Hence, the restriction of S to (0, 1) is in H1((0, 1)). Lemma 4 is proven. 
In order to prove the main convergence theorem we introduce one more assumption.
Assumption 3. The domain Ω1, where single-phase flow occurs, consists of a finite number of simply connected
subdomains.
This assumption does not contradict physical meaning of the filtration process.
Theorem 1. Let Assumptions 1–3 be satisfied. For the mesh T on (0, 1) let the pair of vectors y = (y0, y1, . . . , yN)T ∈ RN+1
and S = (S− 12 , S 12 , . . . , SN+ 12 )
T ∈ RN+2 be a solution to (22)–(31) and let yT and ST be defined as
yT : (0, 1)→ R by yT (x) = yi, if x ∈ Ki, i = 0,N;
ST : (0, 1)→ (S∗, 1] by ST (x) = Si+ 12 , if x ∈ Ki, i = 0,N.
Then, for any sequence of meshes (Tn)n∈R such that hn → 0, as n → ∞, there exists a subsequence, still denoted by (Tn)n∈R,
such that yTn → y and STn → S in L2((0, 1)), as n → ∞, where y ∈ H10−((0, 1)) and S ∈ H1((0, 1)) are solutions to the
system (19), (20).
Proof. Let (Tn)n∈N be a sequence of meshes on (0, 1) such that hn → 0, as n → ∞. Lemma 3 gives us the existence
of solution to the problem (22)–(31). For any mesh Tn from sequence (Tn)n∈N. Lemma 4 guarantees that there exists a
subsequence, still denoted by (Tn)n∈N, such that yTn → y and STn → S in L2((0, 1)) as n →∞ and that y ∈ H10−((0, 1)) and
S ∈ H1((0, 1)).
Following the proof of Theorem 1 from [11] we obtain that y ∈ H10− is a solution to (19) for a any given S ∈ L2((0, 1)). In
order to conclude the proof we have to show that S ∈ L2((0, 1)) is a solution to (20) for any given y ∈ H10−.
Let ϕ ∈ C∞([0, 1]) such that ϕ(0) = 0. Then the weak formulation (20) can be written in the following way:
−T1 − T2 + T3 = 0,
where:
T1 =

Ω2
1
c
(y+ g(S)) ϕdx, T2 =
 1
0
S
∂ϕ
∂x
dx, T3 = S(1)ϕ(1),
where domainΩ2 is defined in the following way:
Ω2 = {x ∈ (0, 1) : S(x) ∈ (S∗, 1)}. (51)
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Taking into account two-step algorithm (26)–(31) we notice that solution Si− 12 for i = 0,N + 1 satisfies:
S− 12 = C0, (52)
1
c

yi + g

Si+ 12

= 1
hni

Si+ 12 − Si− 12

c, i ∈ U, (53)
Si+ 12 − S∗ − ηn = 0, i ∈ F∗, (54)
Si+ 12 − 1+ ηn = 0, i ∈ F
∗; (55)
where ηn corresponds to mesh Tn,U ∪ F∗ ∪ F∗ = 0,N and:
U =

i : S∗ + ηn < Sˆi+ 12 < 1− ηn

, (56)
F∗ =

i : Sˆi+ 12 ≤ S∗ + ηn

, (57)
F∗ =

i : Sˆi+ 12 ≥ 1− ηn

. (58)
We rewrite Eqs. (54) and (55) in the following way:
1
hni

Si+ 12 − Si− 12

+ 1
hni

Si− 12 − S∗ − ηn

= 0, i ∈ F∗, (59)
1
hni

Si+ 12 − Si− 12

+ 1
hni

Si− 12 − 1+ ηn

= 0, i ∈ F∗. (60)
Let Tn be the mesh on [0, 1] (see Definition 1), which is one of the meshes of the subsequence (Tn)n∈N and ϕi =
ϕ(xi), i = 0,N . If S =

S− 12 , S 12 , . . . , SN+ 12
T
is a solution to (52)–(55) for some given y = (y0, y1, . . . , yN)T on the mesh
Tn, multiplying (53), (59), (60) by ϕihni for all i = 0,N and summing over i = 0,N we get
−

i∈U
1
c

yi + g

Si+ 12

ϕihni +
N
i=0
1
hni

Si+ 12 − Si− 12

ϕihni
+

i∈F∗
1
hni

Si− 12 − S∗ − ηn

ϕihni +

i∈F∗
1
hni

Si− 12 − 1+ ηn

ϕihni = 0. (61)
Reordering summation in the second term of (61), we obtain:
− Tˆ n1 − Tˆ n2 + Tˆ n3 + Tˆ n4 = 0, (62)
where:
Tˆ n1 =

i∈U
1
c

yi + g

Si+ 12

ϕihni , (63)
Tˆ n2 =
N−1
i=0
Si+ 12
ϕi+1 − ϕi
hni
hni , Tˆ
n
3 = SN+ 12 ϕN , (64)
Tˆ n4 =

i∈F∗
Si− 12 − S∗ − ηn
hni
ϕihni +

i∈F∗
Si− 12 − 1+ ηn
hni
ϕihni . (65)
Consider the terms in this equation separately. Term Tˆ n1 can be written down in the following integral formulation:
Tˆ n1 =

Ωn,2
1
c

yTn + g(STn)

ϕTndx,
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where ϕTn = ϕi if x ∈ Ki, i = 0,N , domainΩn,2 = ∪i∈U Ki. Using (56), the domainΩn,2 can be represented in the following
form:
Ωn,2 =

Ki, i : Sˆi+ 12 ∈ (S∗ + ηn, 1− ηn)

(31)=

Ki, i : Si+ 12 ∈ (S∗ + ηn, 1− ηn)

= {x ∈ Ω : STn(x) ∈ (S∗ + ηn, 1− ηn)}. (66)
Let us now consider the difference
T1 − Tˆ n1 :T1 − Tˆ n1  =


Ω2
1
c
(y+ g(S)) ϕdx−

Ωn,2
1
c

yTn + g(STn)

ϕTndx

<


Ω2
1
c
(y+ g(S)) ϕdx−

Ωn,2
1
c
(y+ g(S)) ϕdx
+

Ωn,2
1c yTn + g(STn)ϕTn − (y+ g(S)) ϕ
 dx
≤


Ω2⊕Ωn,2
1
c
(y+ g(S)) ϕdx
+

Ω
1c yTn + g(STn)ϕTn − (y+ g(S)) ϕ
 dx. (67)
The second term on the right-hand side in inequality (67) converges to zero as n →∞. To prove that the first term on the
right-hand side also converges to zero as n →∞we have to show that for any ε > 0 there exists Nε ∈ N such that:
Ω2⊕Ωn,2
dx < ε for all n ≥ Nε. (68)
This condition is sufficient, since all functions under the integral in (67) are bounded.
It was shown in Lemma 4 that STn → S in L2((0, 1)), which means that it also converges in measure. Then, for any δ > 0
and ϵ > 0 there exists N ∈ N such that:
meas
{x ∈ Ω : |STn(x)− S(x)| > δ} < ϵ, for all n ≥ N,
where Ω = (0, 1). To simplify the notations we suppose that δ = ϵ then definition of convergence in measure yields for
any δ > 0 there exists N = N(δ) ∈ N such that:
meas
{x ∈ Ω : |STn(x)− S(x)| > δ} < δ, for all n ≥ N. (69)
Using (69) we define two subsets ofΩ in the following way:
Ωδ = {x ∈ Ω : |STn(x)− S(x)| ≤ δ}, (70)
Ω˜δ = Ω \Ωδ = {x ∈ Ω : |STn(x)− S(x)| > δ}. (71)
Next we consider the integral (68). Using an indicator function, namely 1A(x) = 1, if x ∈ A, and 1A(x) = 0, if x ∉ A, we
obtain:
Ω2⊕Ωn,2
dx =

Ω
1Ω2⊕Ωn,2dx =

Ω
1Ω2\Ωn,2dx+

Ω
1Ωn,2\Ω2dx. (72)
Using setsΩδ and Ω˜δ , defined in (70) and (71), we split integrals on the right hand side of (72) into four integrals:
Ω2⊕Ωn,2
dx = I1 + I2 + I3 + I4, (73)
I1 =

Ω
1(Ω2∩Ωδ)\(Ωn,2∩Ωδ)dx, I2 =

Ω
1(Ω2\Ωn,2)∩Ω˜δdx, (74)
I3 =

Ω
1(Ωn,2∩Ωδ)\(Ω2∩Ωδ)dx, I4 =

Ω
1(Ωn,2\Ω2)∩Ω˜δdx. (75)
Summing integrals I2 and I4 we have:
I2 + I4 =

Ω
1(Ω2⊕Ωn,2)∩Ω˜δdx <

Ω
1Ω˜δ < δ.
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Let us now consider the integral I1. Introducing a set:
Ω˜2 = {x ∈ Ω : S(x) ∈ (S∗ + δ + ηn, 1− δ − ηn)} .
It is easy to show that

Ω˜2 ∩Ωδ
 ⊆ Ωn,2 ∩Ωδ. Then, we notice that:
I1 ≤

Ω
1(Ω2∩Ωδ)\(Ω˜2∩Ωδ)dx =

Ω
1(Ω2\Ω˜2)∩Ωδdx.
This integral is the measure of the domain where
STn(x)− S(x) ≤ δ and:
S ∈ (S∗, S∗ + δ + ηn] ∪ [1− δ − ηn, 1). (76)
Using Assumption 2 for small enough δ and ηn we notice that I1 → 0 as n →∞.
Concerning I3, we choose δ such that δ < ηn. Then, we have:
Ωn,2 ∩Ωδ
 ⊆ Ω2 ∩Ωδ
and it follows that I3 = 0.
Now we consider the term Tˆ n2 . Thanks to the regularity of the function ϕ, from Eq. (64) we may obtain:
Tˆ n2 =
N−1
i=0
Si+ 12
∂ϕ
∂x

xi
hn +
N−1
i=0
Si+ 12 Rihn =
 1−hn/2
0
STn

∂ϕ
∂x

Tn
dx+
N−1
i=0
Si+ 12 Rihn, (77)
where Ri is an error between the continuous derivative of ϕ and the discrete one at the point xi. The function

∂ϕ
∂x

Tn
is equal
to ∂ϕ
∂x

xi
, if x ∈ Ki, i = 0,N − 1. Since all values Si+ 12 are bounded the last term in (77) converges to zero as n →∞. Thus,
we have Tˆ n2 → T2 as n →∞.
Using (64) we remark, that:
Tˆ n3 → T3 as n →∞.
Now let us consider Tˆ n4 defined by (65). We notice that sets F∗ and F∗ can be divided into the following subsets:
• F∗,U→F∗ = {i ∈ F∗ : S∗ + ηn < Sˆi− 12 < 1− ηn},
• F∗,F∗→F∗ = {i ∈ F∗ : Sˆi− 12 ≥ 1− ηn},
• F∗,internal = {i ∈ F∗ : Sˆi− 12 ≤ S∗ + ηn},
• F∗U→F∗ = {i ∈ F∗ : S∗ + ηn < Sˆi− 12 < 1− ηn},
• F∗F∗→F∗ = {i ∈ F∗ : Sˆi− 12 ≤ S∗ + ηn},
• F∗internal = {i ∈ F∗ : Sˆi− 12 ≥ 1− ηn}.
Then, term Tˆ n4 yields:
Tˆ n4 =

i∈F1
Si− 12 − S∗ − ηn
hni
ϕihni +

i∈F2
Si− 12 − 1+ ηn
hni
ϕihni ,
F1 = F∗,U→F∗ ∪ F∗,F∗→F∗ , F2 = F∗U→F∗ ∪ F∗F∗→F∗ ,
since for all i ∈ F∗,internal saturation Si− 12 is equal to constant S∗ and for all i ∈ F
∗
internal saturation Si− 12 is equal to constant 1.
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Table 1
Experimental data.
Variable Test case 1 Test case 2 Test case 3 Dimension
C0 50 60 55 (%)
c 16.7 200 125 (Pa m)
k S3.5 –
Sr 0.1 –
S∗ Sr + ε –
pstatc a(φ − 1)

1
S−Sr − 11−Sr
1/2
(Pa)
a P01−φ0

1
C0−Sr − 11−Sr
−1/2
(Pa)
P0 −5000 (Pa)
φ0 87.5 (%)
Ω (−0.05, 0.05) (m)
Fig. 2. Input function b(x).
Using inequalities (35) for Tˆ n4 , we have:Tˆ n4  ≤ 
i∈F1∪F2
Si− 12 − Sˆi+ 12 
hni
|ϕi|hni ≤
C1 + g∗
c
ϕ∗hn

i∈F1∪F2
1,
where function ϕ is bounded by constant ϕ∗ > 0 since it is a continuous function on [0, 1].
Since domainΩ1 consists of a finite number of simply connected subdomains and each subdomain corresponds to one
element of set F1 ∪ F2, the number of elements of set F1 ∪ F2 does not depend on discretization. Then, we obtain:Tˆ n4 → 0 as n →∞. (78)
Hence, the theorem is proven. 
5. Numerical experiment
The goal of this section is to investigate numerically some typical examples. We are going to estimate the rate of
convergence of the proposed numerical scheme (22)–(31) and verify the assumptions made in the previous sections. The
test problems are selected such that fully saturated regions appear.
For the numerical experiments we consider three different cases of parameters which are typical for a paper layer during
a production process. All information on input data is presented in Table 1 and in Figs. 2 and 3. Note that the input data
satisfy Assumption 1. Obtained distributions of saturation and pressure are presented in Figs. 4 and 5, respectively.
Exact solutions to the presented problems are unknown. To obtain the convergence rate, the reference solutions, by
which the errors are measured, has been calculated on a very fine mesh T∗. Corresponding distributions of saturation and
pressure are denoted by ST∗ and pT∗ . Then we define the relative error En between the discrete solution STn , pTn and the
reference solution ST∗ , pT∗ as:
En =
∥ST∗ − STn∥2L2(Ω)
∥ST∗∥2L2(Ω)
+ ∥pT∗ − pTn∥
2
L2(Ω)
∥pT∗∥2L2(Ω)
 1
2
.
For each test case we consider three different values of ηT ,i:
ηT ,i = CihmeasΩ , i = 1, 2, 3,
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Fig. 3. Input function q(x).
Fig. 4. Distribution of saturation.
Fig. 5. Distribution of pressure.
where C1 = 1, C2 = 2 and C3 = 10. The results are given in Fig. 6. For all three cases and different values of ηT ,i we observe
a first-order convergence (the estimated order r is defined as:
r = 1
Ne − 2
Ne−1
n=2
log |En+1/En|
log |En/En−1| ,
where Ne is the number of experiments).
In the proof of Theorem 1 we have obtained that the parameter η cannot be too small, because the convergence of the
measure of the domain with single-phase flow regime depends on it. So we carry out numerical experiments to estimate
the behavior of the domain measure convergence for different values of η. The reference domain with single-phase water
flow is denoted byΩ∗,1. Then, errorMn between the measure of the reference domainΩ∗,1 and the measure of the domain
for a current meshΩn,1 is computed as:
Mn = |meas(Ω∗,1)−meas(Ωn,1)|meas(Ω∗,1) .
Results are presented in Fig. 7. As it follows from the proof of Theorem 1 the optimal value of parameter η is unknown in
advance. The results of numerical experiments show that the convergence of the solution is not sensitive to the value of η
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Fig. 6. Convergence of the solution (TC is an abbreviation for ‘‘test case’’).
Fig. 7. Convergence of the domain measure (TC is an abbreviation for ‘‘test case’’).
Fig. 8. Verification of Assumption 2.
(see Fig. 6). But here we should take into account that increasing η we also increase the solution error. On the other hand,
convergence of measure of the single-phase flow domain shows stronger behavior for bigger values of η (see Fig. 7).
The last goal of numerical experiments was to verify Assumption 2. Since the exact solution is unknown, we use the
reference solution ST∗ and plot in Fig. 8 the dependence of δϵ on ϵ from condition (21). It follows from the presented results
that Assumption 2 is satisfied for given numerical examples.
6. Conclusion
The objective of this work is to show the convergence of the numerical solution to the continuous one for the system of
equations describing the pressing section of a paper machine including the dynamic capillary effect. One of the challenges
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of this problem is an evaluation of the fully saturated regions. Solving this problem we have to keep in mind that in the
computational domain the region with single-phase water flow may appear. At first we state two mathematical models for
the both flow regimes with a free boundary. Then, we combine them into one model in the whole computational domain.
For the discretized system we propose a numerical algorithm, which implicitly takes into account the two flow regimes.
The theoretical part of this work contains the proof of existence of solution to the discrete system, compactness and
the convergence theorem. The main idea of the theoretical studies is to prove the convergence for the input data which is
typical for real numerical experiments. Since we cannot imply too strong assumptions we do not get precise estimates on
the convergence order and we are not concerned with the proof of uniqueness.
Some assumptions for solution, which aremade during the theoretical studies, are verified by the numerical experiment.
We also have estimated numerically the rate of convergence of solution and measure of the fully saturated region.
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