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1Chapter 1
General introduction
“What mysterious forces precede the appearance of these processes...
promote their growth and ramification... and finally establish those
protoplasmic kisses... which seem to constitute the final ecstasy of
an epic love story?” - Santiago Ramo´n y Cajal [1882-1934]
We can learn from and adapt to our environment, an astonishing feat that is
enabled by the patterns of electrical activity produced by our brain [1]. Today,
more than a century after Ramo´n y Cajal discovered that the discrete building
blocks of our brain are neurons, and that they connect to each other by synapses,
we have gained a wealth of knowledge about the rules by which cells produce
their intrinsic activity patterns and synapses change their strengths [1–4]. The
experimentally determined learning rules assume already established and inter-
connected brain circuits, starting from which the neuronal spiking activity can
store information by adjusting the connections accordingly. A fundamental ques-
tion is, what is needed to build interconnected and stable brain circuits to begin
with?
The development of technologies and infrastructure to investigate brain cir-
cuits at an incredibly detailed level are the focus of current, large-scale initiatives
in brain research [5, 6]. How can we use the resulting tools to unravel the brain’s
blueprint? In this thesis, we consider neuronal circuits in silico to generate novel
hypotheses regarding the emergence of functional brain circuits and measure from
developing cultured neurons in vitro to monitor their development over prolonged
periods of time during development. In this introductory section, we first briefly
review the development of brain circuits and discuss mechanisms to regulate the
level of neuronal activity. We then review in detail the physical and chemical
processes that characterize Multi-Electrode Array (MEA) technology, an exper-
imental technique that we extensively use to perform our experiments. Finally,
we provide an outline of the various chapters in the thesis.
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1.1 Development of brain circuits
Neurodevelopment is a complex process involving a precisely orchestrated se-
quence of genetic, environmental, biochemical and physical events [7]. In this
section, we will briefly review three stages that are important for the formation
of brain circuits: neurogenesis, synaptogenesis and synaptic selection. These
three stages relate primarily to synaptic maintenance and selection studied in
Chapter 2, and the network formation studied in Chapter 3.
Neurogenesis and synaptogenesis
Neurogenesis involves the generation, proliferation, migration and differentiation
of neural progenitor cells [8]. Neural progenitor cells originate from the ven-
tricular zone of the developing brain and migrate along radial glial cells to the
cortical plate. These processes are guided by extracellular signals, e.g. the Notch
and fibroblast growth factor (FGF) signaling pathways, and regulated by inter-
nal (epi)genetic programs (for reviews, see [8, 9]). Neurogenesis is most active
during the human prenatal developmental period and provides the cortex with
the appropriate neuronal cell types at the appropriate time [10].
Synaptogenesis involves the formation of synaptic contacts between neurons.
The synaptic contacts, or synapses, consist of an axonal terminal at the presynap-
tic neuron and a dendritic spine at the postsynaptic neuron. Several growth rules
for synaptogenesis have been proposed, addressing the relation between spino-
genesis (the formation of dendritic spines) and synaptogenesis (the formation of
synaptic contacts) [11, 12]. According to the Sotelo rule, spinogenesis occurs in-
dependently of the presence of an axonal terminal [13]. The Miller/Peters rule
states that the axonal terminal induces spinogenesis [14], while the filopodial rule
describes synaptogenesis as the capturing of axonal terminals by dendritic filopo-
dia to form spines and subsequently synapses [15]. The contribution of each of
these rules to synaptogenesis is thought to depend on the developmental stage
[16, 17]. This notion is supported by confocal imaging in rat hippocampal slices
that show that although the turnover rate of dendritic protrusions are different
between young and adult animals, the process of stabilization of new spines, in
terms of time course and low level of efficacy, remained comparable throughout
development [18]. In this thesis, to connect the recurrent neural networks that
we use in our simulations, we use a Bernoulli process to generate the synaptic
connections between pre- and postsynaptic neurons. This process of synaptoge-
nesis is in line with the random generation of synaptic connections proposed by
the three models above that use proximity of the pre- and postsynaptic areas as
a criteria for synaptogenesis.
In humans, synaptogenesis is most active around the time of birth, where
synapse formation occurs in bursts at different ages that depend on the cortical
regions [19]. For example, in the human visual cortex synapse formation is ac-
celerated between 3 and 4 months and the maximum density is reached between
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4 and 12 months, while synaptogenesis in the prefrontal cortex reaches its peak
well after the first year [19]. The peak of synaptic density is about 150% of the
adult levels [19, 20]. In general, the sequence of developmental patterns is highly
conserved throughout many species [21].
An important aspect of synaptogenesis is the formation of functional synapses
such that the information that an action potential occurred in the presynaptic
neuron is reliably and with temporal precision transmitted to the postsynaptic
neuron. Experimental observations have shown that early in development pre-
and postsynaptic structures are co-localized, even in the absence of any action
potential activity [22], while functional connectivity emerges later in development
[22]. Several developmental mechanisms contribute to the formation of functional
synapses. For example, newly generated synapses often lack functional α-amino-
3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptor-mediated trans-
mission [23]. These ’AMPA-silent’ synapses can be selected for AMPA unsilenc-
ing by correlated pre- and postsynaptic activity, thereby establishing a functional
synaptic connection (for review see [23]). Furthermore, during early development
newly generated synapses have predominately neurotransmitter release that is
not correlated with the occurrence of a presynaptic action potential [24], whereas
later in development the neurotransmitter release becomes temporally locked to
presynaptic action potentials (for review of the neurotransmitter release modes,
see [25]). This developmental switch in neurotransmitter release mode is another
mechanism to form functional synapses, by changing the properties of the presy-
naptic neuron [26], in contrast with the AMPA unsilencing discussed above, in
which the properties of the postsynaptic neuron are changed.
Synaptic selection
Synaptic selection involves the activity-dependent pruning (removal) of some con-
tacts and strengthening of others. Synaptic selection through Hebbian plasticity
guides the refinement of brain circuits [27]. A popular and simple definition of
Hebbian plasticity is ”cells who fire together, wire together”. More specifically, an
often observed mechanism for Hebbian plasticity is spike timing-dependent plas-
ticity (STDP) [4]. The STDP rule states that synaptic contacts are strengthened
when presynaptic neurons fire an action potential just before the postsynaptic
neuron spikes, whereas synaptic contacts are weakened when presynaptic neu-
rons fire an action potential just after the postsynaptic neuron. For repetitive
and persistent spike patterns some synapses strengthen and stabilize whereas
others weaken and are eventually pruned.
The postsynaptic pathways involved in the developmental stages of Hebbian
plasticity are well characterized [28, 29]. In Chapter 2, we computationally study
a novel presynaptic mechanism that can be used to switch on Hebbian plasticity
during development.
The growth rules for synaptogenesis that were described above do not in-
clude any additional rules for establishing connectivity based on, for instance,
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the number of afferent (in-degree) and efferent (out-degree) connections, quanti-
ties which may impact metabolism and firing rate in the neurons. Thus, networks
that form according to these rules will not necessarily have a correlation in the
in- and out-degree distribution. In Chapter 3, we show that synaptic selection
by Hebbian plasticity in networks with an uncorrelated degree distribution leads
to anti-correlation in the degree distribution. We found that brain circuits with
anti-correlations in the degree distribution simultaneously increase stability in
maintaining sparse action potential activity, and make stimulus detection more
effective by lowering the rate of false positives in the case of high neuronal noise.
neuronal guidance synaptogenesis synapticselection
Hebbian
plasticity
Figure 1.1: Neuronal growth guidance, synaptogenesis and synaptic selection are
important processes in brain circuit development. Axonal and dendritic growth
processes bring pre- and postsynaptic parts closer together, after which (too) many
synapses form, of which the relevant ones are strenghtened and the irrelevant ones
are weakened and pruned. For details, see main text.
Network growth and synaptic selection are thus involved in establishing func-
tional brain circuits (Figure 1.1, [27, 30]). Premature activation or delays in
these processes have been implicated in neurodevelopmental disorders (for review
see [23]).
Action potential activity is necessary for the appropriate development of brain
circuits. In the following section, we describe the regulation of action potential
activity that can occur at a diverse range of time scales.
1.2 Activity regulation in brain circuits
Excitatory activity in recurrent brain circuits that activates other excitatory neu-
rons can lead to a runaway process in neuronal activity. To remain in a stable
state, neuronal networks therefore need regulation of action potential activity. In
Chapter 3, we investigate how the graph theoretical structure of brain circuits
can contribute to stability in neuronal activity. In this section, we review different
mechanisms that regulate brain activity, which each operate at a different time
scale (Figure 1.2).
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Figure 1.2: Action potential activity can be adjusted through several synaptic and
cellular mechanisms, which each operate at a different time scale (ms is short for
milliseconds, sec for seconds and min for minutes). For details, see main text.
Inhibition
About 20% of the cortical neurons are inhibitory [31]. Most interneurons release
γ-aminobutyric acid (GABA), the main inhibitory neurotransmitter in the mature
brain. Binding of GABA to the ionotropic GABAA receptor opens a chloride ion-
selective pore. The increased chloride conductance drives the membrane potential
towards its reversal potential, typically around -75 mV for mature neurons.
Interneurons can be divided into many functionally and morphologically dis-
tinct classes which can be partially identified by molecular markers [32–34]. In-
terneurons have a strong local connectivity and project to most nearby pyramidal
neurons [33, 35, 36]. Thus, interneurons can regulate action-potential activity by
providing a transient and local reduction in neuronal excitability at time scales
in the order of tens of milliseconds (ms).
Vesicle release
Short-term plasticity (STP) refers to the changes in synaptic efficacy of vesicle
release due to the recent history of presynaptic activity. Action potentials that
arrive in the axonal terminal open calcium channels, and the resulting calcium in-
flux triggers the merging of vesicles, which are filled with neurotransmitters, with
the cell membrane. STP can refer to an enhancement (facilitation) of synaptic
efficacy, where residual calcium, which entered the axonal terminal as a result of
recent action potentials, facilitates vesicle release. STP can also refer to a reduc-
tion (depression) in synaptic efficacy, whereby the depletion of available vesicles
due to recent release lowers the release probability [37–39]. The degree of facili-
tation and depression depends on the protein composition at the axonal terminal
and can be regulated in a cell and synapse-type specific way (for reviews see [25,
40]). STP affects synaptic transmission at time scales on the order of hundreds
of ms, and thereby provides a mechanism to regulate the action potential activity
at functionally relevant time scales.
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Ion channels
Intracellular and extracellular ligands can activate ion channels that either de-
or hyperpolarize the neuron. The ion channels are often activated indirectly by
G-protein-coupled receptors; other common intracellular ligands include calcium
ions, ATP, cyclic AMP and GMP, and phosphatidylinositol (PI) [41]. Further-
more, hyperpolarization of the membrane potential below -50 to -70 mV can
activate cyclic nucleotide-gated (HCN) channels, which in turn depolarize the
membrane potential towards its resting potential [42–44]. The opening and clos-
ing of these ion channels can thus affect neuronal excitability on time scales on
the order of hundreds of ms to minutes, and experiments suggest that they are
involved in subthreshold oscillations and generation of spike clusters [45, 46].
Neuromodulation
Neuromodulators are a class of chemical compounds that alter the physiological
function of neurons by binding to specific receptors in the cell membrane. Ma-
jor neuromodulators include dopamine, serotonin, acetylcholine, histamine and
epinephrine/norepinephrine [47]. Volume transmission of neuromodulators can
alter the excitability of those neurons that express the relevant receptors, in a
large region of the brain [48]. Neuromodulation is involved in e.g. sleep-wake
control, and has important roles in the regulation of arousal and attention (for
review see [49]). Typically, neuromodulators remain in the extracellular space for
a prolonged period of time; time scales for the clearance, degradation or re-uptake
of neuromodulators are on the order of minutes [50, 51]. Recent findings have
shown that cholinergic activity can also be modulated at a time scale of seconds
[52]. Taken together, neuromodulation can thus regulate neuronal excitability in
a cell-type specific manner, at time scales ranging from seconds to hours [49, 52].
Homeostatic regulation
Homeostatic regulation comprises a diverse set of cellular mechanisms to change
neuronal excitability. Action potential activity that deviates from the physiolog-
ically preferred range can trigger a calcium-induced transcriptional cascade [53,
54]. For instance, the most well-known compensatory mechanism is adjustment
of the synaptic strengths, which involves the removal or incorporation of post-
synaptic AMPA receptors, the main receptor for excitatory neurotransmission in
the brain [53]. Other mechanisms include adjustment of ion channel expression,
neurotransmitter receptor abundance or modulation of presynaptic release [3, 54,
55]. Homeostatic restoration of action potential activity, when it was blocked
by pharmacological compounds, occurred over days, with some reports showing
homeostatic recovery as fast as 12 hours [56, 57].
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The (dis)advantages of the various regulatory repertoires
The above-discussed repertoire of regulatory mechanisms provides neurons the
ability to maintain their action potential activity in a stable, physiologically rel-
evant regime. Each regulatory mechanism has unique benefits, which sometimes
come at a price. For example, STP and ion channel dynamics are fast and have a
large dynamic range (ms to minutes), but neurotransmitter release and maintain-
ing transmembrane potentials are energetically expensive to perform for neurons
[58, 59]. Therefore, these regulatory mechanisms are well-suited to return activity
to baseline levels at short time scales, but not for long-term recovery of action
potential activity. In the case of neuromodulators, the passive volume transmis-
sion is energy efficient, but this type of regulation is nonspecific due to the large
volume that is affected. Homeostatic regulation can act at the resolution of single
cells and provides long-lasting changes, but requires transcription and therefore
can only operate at time scales longer than hours. The interactions between dif-
ferent forms of regulation, and whether there is cooperation or competition, are
currently not well understood [57].
Previously, regulatory mechanisms, such as inhibition [60] and neuromodu-
lation [50], have been suggested as candidates to switch on Hebbian plasticity
and initiate a critical learning period by making the circuits sensitive to external
input. We computationally show that a developmental transition in the vesicle
release mode can switch on Hebbian plasticity [26].
Regulation of action potential activity is thus a delicate process and requires
appropriate genetic regulation [54]. Recently, an emerging landscape of epige-
netic regulators was linked to misregulation of neuronal function in disease [61,
62]. In Chapter 6, we study EHMT1, an epigenetic regulator that is important
in early development [63, 64]. We found that EHMT1 deficiency in neuronal
cultures resulted in reduced action potential activity early in development, which
led to more disorganized (irregular) patterns of action potential bursting later
in development. These results are in line with the view that action potential
activity plays an important role in brain circuit rewiring during development (for
review see [3, 65]); altered wiring during early development has previously been
proposed to underlie several phenotypes associated with neurodevelopmental dis-
orders, including ID and autism [66–68].
To record action potential activity we used the MEA technology in Chapters
5 to 7. In the next section, we provide a description of how MEAs work.
1.3 MEAs
Neuronal in vitro cell cultures can be monitored during development using electro-
physiological techniques, such as MEAs to record extracellularly and the whole-
cell patch clamp technique for intracellular recording (Figure 1.3, [69, 70]).
In this thesis, we have extensively used the MEA technique: in Chapter 5 we
propose and test a novel pre-processing method for MEA data to improve the
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Figure 1.3: Intra- (top) and extracellular (bottom) techniques to record neuronal
networks in culture during development. Top trace: whole-cell patch clamp can
be used to record synaptic inputs: EPSCs, indicated by a *. Here, the sodium
channels were pharmacologically blocked in order to prevent action potentials; the
recorded synaptic inputs originate from spontaneously exocytosed vesicles. Bottom
trace: MEAs show a deflection in the extracellular potential when a nearby neuron
fires an action potential. Spontaneous activity can erupt into a network-wide,
synchronous activation of the neurons. Each MEA electrode records the activity
of one or a few neurons.
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quality of burst detection; in Chapter 6 we study the effect of EHMT1 deficiency
on action potential activity during development using MEAs and in Chapter 7
we investigate spontaneous and stimulated activity in structured small neuronal
networks on MEAs.
In this section, we review the physics and chemistry involved in MEA fabri-
cation, recording and stimulation with the aim to better understand the use of
MEAs for neuronal recordings.
Neuro-silico interface
Given the typical signal strength of an action potential in relation to the voltage
noise of the device, MEAs can typically record the electrical activity from the
somas (<30 µm) or axons (<5 µm) in proximity of the electrodes [71]. Neuronal
cell cultures can be densily plated on MEAs, such that neurons are often in
proximity of the planar electrodes, which allows to stimulate and record from the
neurons [72, 73].
Electrode-liquid boundary
When no external electrical potential is applied between electrode and ground,
the metal electrode and the liquid neuronal culture medium are in electrochemical
equilibrium, during which no irreversible reactions are expected. However, the
performance of electrodes in physiological solution, especially for use of chronic
stimulation, is critical for the success of functional electrical devices [74]. Two
strategies to perform electrical stimulation, faradaic and capacitive stimulation,
are discussed below.
Faradaic current stimulation
Faraday’s law of electrolysis states that the mass of a substance altered at an
electrode during electrolysis is directly proportional to the quantity of electric
charge transferred:
if =
dQ
dt
= zF
dN
dt
(1.1)
With if being the faradaic current, Q the total electric charge passed through the
substance, N the amount of atoms removed from the electrode, z the valency of
the ions entering the solution and F Faraday’s constant equal to 96485 C·mol−1.
Thus, monophasic charge injection would slowly dissolve the electrode. Neurons
can also be stimulated using rapid, charged-balanced (biphasic) current injections,
improving the life-time of electrodes [74].
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Figure 1.4: The activity of a neuron, represented by in- and outward currents
through its cell membrane, causes modulations in the extracellular potential that
change the potential of a nearby MEA electrode relative to the distant reference
electrode in the medium. Likewise, the MEA electrode can be used for stimulation.
For symbols, see main text. Image modified from [75].
Capacitive stimulation
A voltage step (V ) between a stimulation electrode (Vpad, Figure 1.4) and the
reference electrode (Vref ) applied across a capacitor induces a capacitive current
iC according to:
iC =
dq
dt
(1.2)
With q being the charge stored in the capacitor:
q = C ·∆V (1.3)
The capacitance (C) of a parallel plate capacitor is given by:
C =
0r
dlayer
·A (1.4)
Where 0 is the vacuum permittivity (8.85·10−12 F/m), r the relative permittiv-
ity, dlayer the distance between the plates and A the surface area of the capacitor.
The capacitors around the MEA contact lane, such as the insulation layer
(Csh in Figure 1.4) are in a parallel configuration. The equivalent capacitance
(Ceq) for capacitors placed in parallel is given by:
Ceq = C1 + C2 + ...Cn (1.5)
For parallel capacitors, the materials with a large relative permittivity, contribute
most to the equivalent capacitance. Furthermore, capacitive effects of layers
between the electrode and the neuron, such as the Helmholtz double layer (Csurf
in Figure 1.4), are set in series. The equivalent capacitance is then given by:
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1
Ceq
=
1
C1
+
1
C2
+ ...
1
Cn
(1.6)
For capacitors in series, the materials with a small relative permittivity, such
as the insulation layer around the contact lane (r = 7.5 in Equation 1.4 for silicon
nitride, the insulation material of the MEAs used in our experiments), contribute
most the equivalent capacitance.
Thus, for capacitive stimulation using an applied voltage difference, the elec-
trode material needs to be of large capacitance in comparison to the insulation
around the electrode shaft (set in parallel), and for charge transfer from the elec-
trode into the neurons, the number of capacitive effects between the electrode
and neuron needs to be minimized.
For the surface area of the electrode we can distinguish the geometric surface
area (GSA), which is the 2D spatial extent of the electrode, and the real surface
area (RSA), which is determined by the atomic organization. The MEAs that we
used in our experiments have a large RSA to GSA ratio to increase the capacitive
stimulation capabilities [76]. Furthermore, we applied glow discharge plasma
treatment to the MEAs to thoroughly clean the electrode surface to increase the
capacitance of the electrode [77]. The appropriate intensities and durations have
to be used to avoid formation of a thin oxide layer on the electrode surface [78].
An insulating oxide layer acts as a capacitor in series with the electrode and will
likely decrease the capacitance of the electrode.
Furthermore, the amplitude of the recorded signal depends linearly on the
ratio of the electrode area covered by the neuron to the entire electrode area.
The relation between the voltage at the contact pad (Vpad) and the neuro-silico
cleft (VJ) can be given by the frequency-independent relation [75]:
Vpad
VJ
=
CJE
CE + Csh
≈ αJE
αE
Where CJE is the capacity of the area (αJE) of the electrode that is covered by
a neuron, CE is the capacity of the entire electrode area (αE), and Csh is the
shunt capacity of the contact lane. Given that Csh  CE , the amplitude of the
recorded signal depends linearly on the ratio of the covered electrode area and
the entire electrode area [75].
1.3.1 MEA fabrication methods
To deploy planar MEAs for recording of neuronal activity and stimulate at high
spatial resolution, different materials that can be used for the electrode surface
have been explored (see Figure 1.5). Generally, an ideal MEA electrode can
deliver enough charge to activate nearby neurons, without damaging the electrode
(e.g. it has a high charge injection capacity (CIC)), can record with high signal-
to-noise ratio (low impedance) and record a small subset of neurons (small GSA).
The CIC is the effective charge that can be injected with a single short stimulus
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Figure 1.5: MEA designs and fabrication methods. Each device typically is com-
prised of an electrically conducting contact site (dark gray) with the electrophys-
iological medium (pink), connected via a good conductor (yellow) to the MEA
output, shielded from other lanes and the environment by an insulator (white).
Performance can be tuned by changing the electrode and insulator properties: A:
Using platinum black as the electrode contact, the first planar MEA was capable of
recording the group contraction of chick heart cells [79]. B: Improvements in the
insulation layer and electrode surface allowed for recording of action potentials
and stimulation of single neurons [70]. C: Activated (oxidized) iridium allows
high charge injections [80]. D: A thin dielectric layer (SiO2) between the elec-
trode and the medium prevents faradaic ionic charge transfer [73]. This electrode
can be used for stimulation, but not recording of neuronal activity. E: The surface
structure of sputtered titanium nitride provides a relative high real surface area
for capacitive charge transfer [76].
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pulse, generally within 200 µs. Because MEA are in contact with tissue for
extended periods of time, electrode stability is important. Below we list several
important electrode surface materials with their properties.
The first MEA substrate with embedded planar electrodes was a 30-element
microelectrode array of platinum electrodes ([79], Figure 1.5A). The production
process involves vacuum metal deposition of nickel and gold patterns on glass cov-
erslips [79]. When electrochemical deposition was used to add a platinum black
layer onto the electrode, the impedance was lowered [79, 81]. The MEA surface
was covered with an insulating coating, and etching was used for removal of the
coating parts that covered the electrodes. Using this MEA, charge injections for
100 µs at 100 µA (20 mC/cm2) were reported to pass without effecting the elec-
trode impedance. High electrode impedance and leakage through the electrode
shank across the insulator resulted in low signal-to-noise ratio, but was sufficiently
high to be able to record potentials from embryonic chick myocytes [79].
Subsequent developments reduced leakage through the insulation layer and
increased the RSA to GSA ratio by use of a rough electrode surface, such that,
for the first time, individual action potentials from neurons in culture could be
recorded ([70], Figure 1.5B). This study shows the correlation between intracel-
lularly recorded action potentials and action potentials detected by nearby MEA
electrodes, providing validation for the use of MEAs to record action potentials.
Iridium oxide has also become popular in neuronal charge delivery and record-
ing. Iridium is a rare earth metal and resistant against electrochemical corrosion.
The CIC of iridium sharp electrodes was found to increase by a 100-fold if the irid-
ium was electrochemically activated to form an oxide layer [82]. Iridium electrodes
can be produced using electrochemical activation [80, 82] (Figure 1.5C), ther-
mal decomposition [83] and reactive sputtering [84]. The density and roughness
of the iridium oxide layer differed between production methods, with sputtered
iridium oxide electrodes achieving the highest CIC (1-3 mC/cm2) [74].
Although iridium oxide transfers charge mainly by faradaic reactions, the
reactions are reversible. During charge delivery iridium changes valence (mainly
between Ir(III) and Ir(IV)) and the oxide layer undergoes hydrolysis. The faradaic
charge transfer during the reversible IrO reactions are the result from a valence
(oxidation) state transition between Ir(V) and Ir(IV) (reaction 1.7) or between
Ir(IV) and Ir(III) (reaction 1.8).
Ir(OH)3 
 IrO(OH)2 +H+ + e− (1.7)
IrO(OH)2 
 IrO2(OH) +H+ + e− (1.8)
Alternative MEA production methods were developed with the aim to com-
pletely eliminate faradaic ionic charge transfer in order to use capacitive stim-
ulation and recording. In 1995, Fromherz and Stett introduced the conducting
electrode, which is separated from the medium by a thin dielectric layer ([73],
Figure 1.5D). This electrode can be used for stimulation, but the strong insula-
tion from the dielectric layer however prevents recording of any neuronal activity
[73].
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In more recent years, titanium nitride (TiN) has been increasingly adapted
as an electrode material. Reactively sputtered titanium has a rough, columnar
surface ([76], Figure 1.5E). This columnar surface results in a high real to GSA
to RSA ratio and allows for a high capacitive CIC, initially reported to be as
high as 23 mC/cm2. Subsequent papers report safe CIC limits ranging from 0.2
µC/cm2 to 3 µC/cm2, but the pulse duration and waveform differ between these
studies. The studies report a safe voltage range between -1V to +1V [77]. A typ-
ical pulse duration of 200 µs on a 30x30 µm surface applied at the recommended
maximum settings of 750 µA translates into a safe CIC of 21 µC/cm2.
In this section, we reviewed the different methods for stimulation and record-
ing using MEAs, and discussed various MEA fabrication methods. For the ex-
periments in this thesis we used planar TiN electrodes that provide a high real
to geometric surface area for capacitive stimulation. We were able to use these
MEAs to record cultures up to 17 days in vitro, with typical recording sessions
of 20 minutes and re-used MEAs multiple times without noticable damage as a
result of recording and/or stimulation.
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1.4 Outline of the thesis
A graphical overview of the thesis is shown in Figure 1.6. Chapters 2 to 4
represent computational work; in Chapter 5 we present a novel data analysis
method; Chapters 6 and 7 report on experimental findings.
More specifically, in Chapter 2 we show for the first time that a molecularly
regulated switch in the mode of neurotransmitter release turns on Hebbian plas-
ticity and initiates a period of rapid learning. This developmental switch makes
neural circuits sensitive to external stimuli. However, at the same time these
circuits have to be stable against intrinsic noise.
In Chapter 3, we consider whether structural organization of the brain circuits
can improve the stability against noise and simultaneously increase sensitivity to
external stimuli. We show that this can be achieved by anti-correlations in the
number of afferent and efferent connections within neurons, also referred to as
correlation in the degree distribution. As we show, a Hebbian plasticity rule can
reshape networks with no correlation to networks with anti-correlations in degree
distribution.
We next wondered whether the brain can use temporal structure in the spike
train to increase sensitivity to external stimulation. Therefore, in Chapter 4
we study the effect of spike train regularity on detectability in recurrent neural
circuits. We find that irregular spike trains are easier to detect because cells are
more sensitive to small interspike intervals, and analyze several ways by which
the cells can tune this sensitivity to irregular spike trains.
Computational predictions on neural circuits can be tested in cortical cul-
tures, which are monitored using intra- and extracellular recording techniques.
However, in particular extracellular recordings yield noisy data. To accurately
analyze these experimental data, we develop in Chapter 5 a method to separate
burst from background spikes.
We use this separation method to study how bursting emerges in recurrent
networks grown from embryonic cortical rat neurons. In Chapter 6, we investi-
gate the development of these networks and find that interference with epigenetic
regulator EHMT1 delays the formation of bursting neural networks. As we show
in our computational work, neuronal activity is important for many developmen-
tal processes. Disruption of the activity patterns early in development can thus
have important consequences for the wiring of the brain.
Currently, experimental studies in cortical cultures are often limited to single
networks. In Chapter 7, we develop a device that can be used to grow separated
neural networks, which connect by forming axonal projections through micro-
tunnels. We show that spontaneous and stimulated activity propagates through
these networks at short delays.
Finally, we present the general discussion and conclusions of our research
efforts in Chapter 8.
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2.1 Abstract
Hebbian forms of synaptic plasticity are required for the orderly development of
sensory circuits in the brain and are powerful modulators of learning and mem-
ory in adulthood. During development, emergence of Hebbian plasticity leads
to formation of functional circuits. By modeling the dynamics of neurotrans-
mitter release during early postnatal cortical development we show that a devel-
opmentally regulated switch in vesicle exocytosis mode triggers associative (i.e.
Hebbian) plasticity. Early in development spontaneous vesicle exocytosis (SVE),
often considered as 'synaptic noise', is important for homogenization of synaptic
weights and maintenance of synaptic weights in the appropriate dynamic range.
Our results demonstrate that SVE has a permissive, whereas subsequent evoked
vesicle exocytosis (EVE) has an instructive role in the expression of Hebbian
plasticity. A timed onset for Hebbian plasticity can be achieved by switching
from SVE to EVE and the balance between SVE and EVE can control the effec-
tive rate of Hebbian plasticity. We further show that this developmental switch
in neurotransmitter release mode enables maturation of spike-timing dependent
plasticity. A mis-timed or inadequate SVE to EVE switch may lead to malforma-
tion of brain networks thereby contributing to the etiology of neurodevelopmental
disorders.
2.2 Introduction
Functional circuits in the brain are rapidly established during early development
and are fine-tuned by experience throughout life. In the rodent neocortex, for
example, cortical columns form in the first three weeks after birth [1, 2]. During
this period, thalamo-cortical input is essential for columnar formation [3] and
stimulus-evoked activity patterns further refine cortical connectivity [4]. Activity-
dependent forms of synaptic plasticity, in particular Hebbian plasticity, guide the
cortical refinement and are required for functional maturation of cortical circuits
[5]. Although the postsynaptic pathways involved in the developmental stages of
synaptic plasticity are well characterized (e.g. [6, 7]), the cellular mechanism on
the presynaptic side that triggers the onset of Hebbian plasticity is still unclear
[7].
Early in development pre- and postsynaptic structures are co-localized, even
in the absence of any action potential activity [8], while functional connectivity
emerges later in development [8]. Initially, synapses are thus established, but
functional communication between neurons is lacking. During this initial phase,
spontaneous vesicle exocytosis can help to maintain synapses [9, 10]. Reduced
vesicle release during development reduces the rate of synapse formation (for
review see [11]). Here we studied the role of vesicle exocytosis for maturation
of associative plasticity. We propose that a switch in vesicular exocytosis mode
ensures a discrete onset for Hebbian plasticity and triggers the activity-dependent
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neural circuit formation during neurodevelopment.
The mode of vesicular exocytosis changes rapidly during early development
[12]. In immature synapses, neurotransmitter vesicles spontaneously fuse with the
membrane whether or not there was a preceding action potential (spontaneous
vesicle exocytosis, SVE), whereas in mature synapses evoked vesicle exocytosis
(EVE) dominates synaptic communication [12]. EVE can occur within an inter-
val of several milliseconds (synchronously evoked vesicle exocytosis (sEVE)) or
delayed by up to several hundred milliseconds (asynchronous evoked vesicle exo-
cytosis (aEVE)) after the action potential (Figure 2.1A). Each mode of vesicle
exocytosis has the ability to coordinate activity across a synapse, potentially
leading to associative plasticity in neural networks. Immature neurons, due to
their high input resistance, small size, slow membrane time constant and pro-
longed decay constant of the excitatory postsynaptic potential (EPSP) [13, 14],
have a relatively high probability to generate an action potential resulting from
postsynaptic integration of uncorrelated synaptic inputs (SVE). The impact of
vesicle exocytosis on synaptic communication changes with development. With
reduced input resistance and a faster decay of EPSP [13, 14] the postsynaptic
window of opportunity for coincidence detection is shortened such that only tem-
porally correlated presynaptic activity (EVE) can be efficiently integrated by the
postsynaptic neuron.
While the molecular mechanisms for the three principal modes of vesicle ex-
ocytosis (SVE, aEVE, sEVE) have been characterized [15], the functional role of
SVE and aEVE is currently not clear [15–17]. Here, by modeling the develop-
mental changes in exocytosis mode, we show that SVE optimally prepares neural
circuits for learning by maintaining synaptic weights in the appropriate dynamic
range and homogenizing the synaptic weights into a tight homogeneous distri-
bution. A switch to EVE initiates a period of rapid synaptic plasticity where
synaptic input can be efficiently stored in the network. The SVE-EVE balance
regulates the rate of Hebbian plasticity in the synapse and learning in neuronal
networks. Besides the role of asynchronous exocytosis in gain modulation [18],
we show that increased locking of vesicle exocytosis to the action potential causes
maturation of the STDP rule [19]. These results argue that SVE, often con-
sidered as 'synaptic noise', plays an important role in synaptic plasticity during
neurodevelopment and predict that a developmentally regulated switch in the
mode of vesicular exocytosis contributes to the activity dependent organization
of the developing circuits.
2.3 Results
Effective communication across a chemical synapse starts with vesicular exocy-
tosis and subsequent diffusion of neurotransmitters to the postsynaptic terminal.
We studied the effect of the three primary modes of vesicular exocytosis (SVE,
aEVE and sEVE) on synaptic competition between synapses using a vesicle-
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Figure 2.1: The balance between spontaneous and evoked vesicle exocytosis pro-
vides control for the rate of Hebbian plasticity. We used the VTDP model repre-
sented by Equations 2.1 to 2.8. A: Vesicle exocytosis can occur directly following a
presynaptic spike (sEVE), with a high probability after a presynaptic spike (aEVE)
or randomly, independent of a presynaptic spike (SVE). B: Each exocytosis mode
can coordinate activity across the synapse. When the EVE mode dominates the
release process, there will be competition between synapses of neurons that have
low (left presynaptic neuron) and high (right presynaptic neuron) firing rates, with
the former decreasing in strength and the latter increasing in strength (top and
middle synapses). There is no such competition for SVE-dominated synapses
(bottom synapses). C: Following a switch from SVE to EVE, the synapses at
which many action potentials arrive (upper traces) are potentiated at the expense
of synapses emanating from the lower firing rate neurons (lower traces). The
(partial) switch to EVE occurs at the dotted line and is either to aEVE or sEVE.
The colorbar denotes the SVE-aEVE (green) and SVE-sEVE (red) balance. D:
The final difference in weight for the synapses of the low- and high firing rate
neurons depends on the SVE-EVE balance. Dots are the mean of the last 100
seconds for the upper (top) and lower (bottom) traces in panel C. Colors repre-
sent the same degree of balance as in panel C. E: The divergence factor between
the synapses of the high and low firing rate neurons (upper and lower traces in
panel C, respectively) increases after the SVE to EVE switch. F: The divergence
rate is calculated as the change in divergence factor (panel E) per time unit. The
maximal rate of divergence depends on the SVE-EVE balance.
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timing dependent plasticity model. For Hebbian plasticity it was necessary that
the presynaptic neurotransmitter release correlated with postsynaptic activity.
We subsequently used a rate model to characterize the differential effects of the
vesicle exocytosis modes on the ability of a neural network to represent a partic-
ular pattern of action potentials in matching synaptic weights.
2.3.1 Vesicle-timing dependent plasticity (VTDP) – mod-
eling framework
Most computational studies of synaptic plasticity with spiking neurons use a
spike-timing dependent plasticity (STDP) rule [20, 21], implicitly assuming that
a presynaptic action potential leads to correlated vesicle exocytosis within a short
interval. We focus on the timing of vesicular exocytosis, irrespective of whether it
is preceded by presynaptic action potentials, leading to vesicle-timing dependent
plasticity (VTDP model). Vesicles that are exocytosed within a canonical STDP
time window contribute to time-dependent weight changes as described by the
STDP model (Equation 2.7).
Vesicle exocytosis can occur in three different modes (Figure 2.1A-B). For
SVE, exocytosis is independent of the arrival of an action potential at the presy-
naptic terminal [15]. For aEVE, exocytosis depends on the calcium concentration
and the timing of exocytosis is therefore only loosely coupled to an action po-
tential; each action potential induces a presynaptic calcium influx, whose intra-
cellular concentration exponentially decays. For sEVE, exocytosis immediately
follows an action potential.
To study synaptic competition using the VTDP model, we simulated a net-
work model comprised of feed-forward connections from 500 presynaptic neurons
to 10 postsynaptic neurons. A subset of the presynaptic neurons (20%) had a
higher firing rate (8 Hz) compared to the rest (4 Hz). We used a Poisson pro-
cess to generate action potentials at these rates. In turn, vesicle exocytosis from
the presynaptic terminal was modeled as Poisson processes for SVE, aEVE and
sEVE. In the model the probability of exocytosis depended on proteins that are
available to support each of the different exocytosis modes. The switch from SVE
to EVE is implemented by reducing the fraction of vesicles that are available for
SVE and increasing the fraction of vesicles that are available for aEVE or sEVE
such that the sum of the fractions remains constant. The probability for vesi-
cle exocytosis also depended on the fraction of available vesicles at the synapse
(Equation 2.3).
The rate of vesicle release for sEVE was directly related to the firing rate of
each neuron. The release rate of SVE was scaled with the mean firing rate of
all presynaptic neurons to obtain the same mean release rate as EVE. The rate
of asynchronous release depended on the amount of residual Ca2+, which decays
exponentially (Equation 2.4). The total amount of Ca2+ entering the presynaptic
terminal in response to a single action potential was also scaled to yield the same
mean release rate as the other exocytosis modes. Thus, to effectively titrate the
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differential contribution of the release rate to synaptic plasticity, the cumulative
release was normalized such that the mean and total vesicle release rates were
equal for the three modes of neurotransmission.
An exocytosed vesicle was moved from the active pool to the recycling pool.
Recovery from the recycling pool to the active pool was modeled as an exponential
process (Equation 2.5). The neurotransmitters released from each vesicle induced
an excitatory postsynaptic current that decayed within several ms. We used leaky
integrate-and-fire neurons with an adaptive spike threshold for the postsynaptic
neurons. A homeostatic rule kept the firing rate of the postsynaptic neurons at
the desired dynamic range (∼5 Hz) by scaling the synaptic weights accordingly
(Equation 2.8).
Thus, for SVE, vesicle exocytosis was spatially (across synapses belonging to
the same neuron) and temporally (across time within individual synapses) ran-
dom and was not coupled to the onset of presynaptic action potentials (Figure
2.1B). For aEVE, vesicle exocytosis was spatially biased to synapses belonging
to presynaptic neurons with higher firing rates, but it was temporally diffuse
(Figure 2.1B). For sEVE the vesicle exocytosis was both temporally and spa-
tially linked to the spiking activity of the neurons (Figure 2.1B).
2.3.2 Spontaneous exocytosis has a permissive and evoked
exocytosis has an instructive role in Hebbian plastic-
ity
Synaptic plasticity leads to competition between synapses when presynaptic cells
are active at different rates [20]. In the VTDP model, synapses that were active
prior to a postsynaptic action potential were strengthened whereas the others
were weakened. We used the VTDP model to study how the three vesicle exocy-
tosis modes contribute to synaptic competition. When synaptic communication
was mediated by SVE alone, the chemical neurotransmission did not lead to com-
petition between synapses onto the same postsynaptic neuron, and maintained
synaptic weight distribution to a homogeneous distribution, also referred to as
a unimodal distribution (Figure 2.1C). Introducing a (partial) switch to either
aEVE or sEVE caused divergence between synaptic weights for the synapses of the
high and low firing rate neurons. The gradual change in synaptic efficacy results
in a heterogeneous synaptic efficacy distribution in the network, with synapses
that were either weak or strong, but fewer of the intermediate strength (referred
to as multimodal). The amount of divergence (the degree of separation between
high and low synaptic weights) between synapses of the low- and high firing rate
neurons depended on the SVE-EVE balance (Figure 2.1D). When vesicle exo-
cytosis was dominated by EVE we found that asynchronous exocytosis resulted
in a moderate, and synchronous exocytosis resulted in a strong drive to increase
the synaptic weights of the higher firing presynaptic neurons at the expense of
synapses of the lower firing rate neurons (Figure 2.1E). The SVE-EVE balance
regulated the rate at which synaptic competition occurred (Figure 2.1F). Cor-
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related input could thus shape the structure of the network via EVE. As the rates
of vesicle exocytosis onto the postsynaptic neuron were normalized such that they
are equal for the three modes, this difference in outcome is caused by their spa-
tiotemporal structure of the synaptic inputs to the postsynaptic neuron. This
model of vesicle-timing dependent plasticity shows that the SVE-EVE balance
can regulate the rate with which new patterns of action potentials are imprinted
into synaptic weights. A switch from SVE to EVE enables a discrete onset for
Hebbian plasticity and initiates a period at which synaptic weights rapidly rewire
to represent the dominant sensory activity. The SVE-EVE balance can control
the rate of Hebbian plasticity.
2.3.3 Additional functional roles for SVE
In addition to the above described functional role for SVE to control the rate of
Hebbian plasticity, we explored other functional roles for SVE. We first compared
the effect of SVE (Figure 2.2A) to that of EVE with uncorrelated spiking activ-
ity (Figure 2.2B) on the distribution of synaptic weights. We found that SVE
homogenizes the synaptic weights into a tighter weight distribution compared to
EVE (Figure 2.2C). SVE events occur more diffusely compared to EVE, and
furthermore the larger EPSC inputs from EVE result in stronger correlations be-
tween pre- and postsynaptic spiking. Thus, an additional functional role of SVE
is homogenization into a tight synaptic weight distribution and increased stability
against synaptic weight fluctuations compared to EVE. Homogenization is also
important for synaptogenesis, because newly formed synapses with small initial
weights grow stronger and become incorporated into the synaptic pool (Figure
2.2D).
Next we asked whether SVE during early development was necessary at all;
and what would happen for a gradual increase in EVE in the absence of SVE.
Synaptic fluctuations as well as divergence in synaptic weights due to differences
in firing rate can be prevented by completely abolishing vesicle release (no SVE,
no EVE). However, if neither SVE nor EVE are present, synaptic weights become
saturated due to the homeostatic mechanism (Figure 2.2E, Equation 2.8). If
EVE increases gradually during development, synaptic weights also increase due
to the homeostatic mechanism, while retaining the heterogeneous distribution
(Figure 2.2F). Thus SVE is necessary to maintain synaptic weights in the ap-
propriate dynamic range. SVE and EVE release mechanisms thereby both serve
a biological role in synapse formation and synaptic maintenance [9–11].
2.3.4 Rewiring an established neuronal circuit after the
SVE to EVE switch requires prolonged synaptic com-
munication
After the switch from SVE to EVE and the subsequent changes in synaptic weight
distribution across synapses, the network consists of a few strong synapses among
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Figure 2.2: Additional functional roles of spontaneous vesicle exocytosis (SVE).
A: Synaptic weights that are initially heterogeneous, homogenize into a tight
synaptic weight distribution in the case of SVE. Black lines are traces of 50
synaptic weights randomly selected from a network of 500 presynaptic neurons
that connect to 10 postsynaptic neurons. B: Synaptic weights show large fluctua-
tions in the case of EVE. Here all neurons fire uncorrelated action potentials at
the same mean firing rate. C: Distribution of synaptic weights for SVE (black
line), EVE with uncorrelated spiking activity (4.8 Hz, blue line) and EVE with
patterned spiking activity (red line). For the patterned activity, a subset of the
neurons (20%) have higher firing rates (8 Hz) compared to the others (4 Hz). No-
tice the broadening for uncorrelated and patterned spiking activity in the case of
EVE. D: Synaptogenesis creates new synapses with small initial synaptic weights
(denoted with a *). SVE incorporates the newly generated synapses into the ho-
mogeneous pool of all synaptic weights. E: In the absence of SVE, the synaptic
weights increase due to the homeostatic mechanism until they reach the maximum
synapse size. Synaptic weights are heterogeneous when the switch to evoked vesi-
cle exocytosis (EVE) occurs. F: For a gradual increase of EVE, in the absence
of SVE, the synaptic weights span a large dynamic range and are heterogeneous.
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many other weak ones [20, 22]. This change in synaptic weight distribution shapes
the network’s ability to encode patterns of action potentials and translate them
into memory traces. We aimed to establish the differential roles of the exocytosis
modes in the activity dependent organization of cortical circuits. The VTDP
model implements the plasticity terms and vesicle exocytosis times separately for
each synapse. Such operations are on matrices of size Ni · No (number of input
neurons · number of output neurons), which is computationally more demanding
than the classical STDP modeling which generates spike times and thus works
with operations on vectors of size Ni and No. We therefore used a rate model that
represents vesicle-timing dependent plasticity, consisting of a similar structure
and one that can be implemented with better computational efficiency (Figure
2.3A). The rate model will help other investigators who want to conduct follow-up
studies to implement our model efficiently. The exocytosis rates are a combination
of SVE (randomly distributed across synapses) and EVE (strong for the subset
of highly active presynaptic neurons). The evolution of synaptic weights is then
followed over time. Synaptic efficacy is potentiated for synapses with high vesicle
exocytosis rates at the expense of synapses that have lower rate of exocytosis
(Figure 2.3B).
Each network was initialized either without any particular structure, with
each synaptic strength set randomly according to a unimodal distribution, or
with a previously encoded weight pattern, comprised of a bimodal distribution
of low and high values, that is different from the pattern presented (Figure
2.3C). While no pattern of action potentials could be stored during SVE, synaptic
communication through EVE introduces competition that enables storage of the
patterns of action potentials (Figure 2.3D). A switch from SVE to EVE thus
generates a window of opportunity for a cortical network to rewire as instructed
by experience. Rewiring an established circuit after the switch takes significantly
more time than starting from a homogeneous state without patterns of action
potentials imprinted (Figure 2.3E).
SVE can thus be used to maintain baseline network activity and unspecific
network connectivity, and the SVE-EVE balance regulates the rate at which time
neural circuits are shaped by patterns of action potentials.
2.3.5 The developmental switch from SVE to EVE during
human brain development
How is the SVE-EVE balance regulated? An initial suggestion that SVE and EVE
might utilize distinct vesicle pools [23] was accompanied by a concerted research
effort to characterize the differential regulatory pathways that impact vesicle ex-
ocytosis (for reviews, see [15, 24]). Optical recordings from developing neurons in
vitro demonstrated a switch from SVE to predominantly EVE as neurons matured
[12]. The switch to EVE at the synaptic terminal occurs independent of whether
there is functional communication with a postsynaptic neuron, suggesting a cell-
autonomous process [12]. Investigations on cell-autonomous regulation of vesicle
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Figure 2.3: The rate at which a pattern of action potentials is imprinted onto a
configuration of synaptic weights depends on the initial weight distribution and
the SVE-EVE balance. We used the rate model described by Equations 2.11-
2.12. A: Presynaptic neurons i connect to postsynaptic neurons j, for which the
synaptic weights are shaped by local competition between the vesicle exocytosis
rates (xij relative to the average exocytosis rate onto the postsynaptic neuron
(x¯j)). The exocytosis rates are a combination of SVE (randomly distributed across
synapses) and EVE (strong for the subset of highly active presynaptic neurons).
B: The degree of potentiation (blue, positive rate of change in dwij) and depression
(red, negative rate of change) depends on whether the relative exocytosis rate is
bimodal versus unimodal (black histograms). C: The initial synaptic weights (w)
have either a unimodal distribution (left) or a bimodal distribution (right). A
pattern of activity (x) is presented to both networks. Using the rate model, we
can clearly see the activity pattern is represented in the weights of the network that
started with the unimodal distribution, but not for the initial bimodal distribution.
Dot size represents weight (wij) or exocytosis rate (xij). D: The rate at which
synaptic weights converge to a configuration corresponding to the applied patterns
of action potentials depends on the SVE-EVE balance. Dark and light gray traces
start from an initial unimodal and bimodal distribution respectively. E: Matching
the synaptic weights to the pattern of action-potential activity (pattern match,
Equation 2.13) takes significantly longer when the initial weights have a bimodal
distribution.
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exocytosis focus on the functional properties of the proteins involved in the dock-
ing of vesicles to the presynaptic membrane such as the SNARE proteins Syn-
taxin, SNAP-25, and VAMP2/Synaptobrevin and a core set of SNARE-binding
proteins: Synaptotagmin, Munc13, Munc18, Doc2 and Complexin [24].
Exocytosis of vesicles docked at the active zone in the presynaptic terminal is
mediated by calcium-sensitive proteins. Calcium sensitivity and kinetics of vesicle
exocytosis depends on the calcium sensors expressed. The presence of high-affinity
calcium sensor Doc2b increases the fraction of SVE exocytosis [25], which might
also act completely independent of presynaptic action potential induced calcium
entry [26]. Doc2a on the other hand facilitates aEVE [27]. sEVE is mediated by
Synaptotagmin1, which is selectively enhanced by Complexin that can act as a
fusion clamp or adaptor to inhibit SVE and aEVE [28, 29] (Figure 2.4A).
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Figure 2.4: During cortical development there is a switch from exocytosis domi-
nated by spontaneous exocytosis to asynchronous and synchronous vesicle exocy-
tosis. A: The SVE-EVE balance is regulated by Ca2+ sensing proteins (Doc2s and
synaptotagmins). Complexin promotes Synaptotagmin1 mediated synchronous ex-
ocytosis while blocking spontaneous and asynchronous exocytosis [28]. B: In hu-
mans, the relative mRNA expression of these sensors varies in time. Early in
development there are high levels of Doc2b (SVE, black line), which decay during
the intermediate developmental stage at which time there is an increase in Doc2a
(aEVE, green line) expression. The expression of Synaptotagmin1/Complexin1
(sEVE, red lines) increases throughout neurodevelopment, reaching their maximal
expression levels during late development [30]. C: By implementing the mRNA
expression levels as ratios for SVE, aEVE and sEVE, a period of rapid learning is
observed early in development during which SVE decreases and aEVE and sEVE
increase. During this period the wiring in the neural circuitry is formed, after
which the learning rate decreases. Gray shade is standard deviation. D: During
early developmental periods synaptogenesis is prominent, until activity-dependent
pruning reduces the synaptic density later in life.
The expression of these calcium sensors varies across time, which is reflected
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in the corresponding mRNA expression levels. We re-analyzed the human tran-
scriptome [30] for mRNA expression profiles of the calcium sensitive proteins
during neurodevelopment and found high Doc2b expression early in development
was followed by a peak in Doc2a, while Synaptotagmin-1/Complexin-1 became
prominent during early childhood (Figure 2.4B). These profiles are consistent
with a switch from high SVE to aEVE early in development and dominant sEVE
at later developmental stages. To study the developmental learning rate, the SVE,
aEVE and sEVE ratio profiles were used to mimic the biological situation. The
synapses belonging to the higher firing rate neurons strengthen at the expense of
the synapses belonging to the lower firing rate neurons (for EVE, not for SVE).
The learning rate (see Equation 2.9 in the Materials & Methods) diminishes if
the synaptic weights approach their upper and lower bounds, which resulted in
a learning rate peak around infancy (Figure 2.4C). During development, new
synapses were formed [31] and weak synapses were pruned ([32], see Materials &
Methods). Early in development the rate of synaptogenesis was larger than the
rate of synaptic pruning, which caused a rise in synaptic density (Figure 2.4D).
After EVE became more dominant, the rate of synaptic pruning became larger
than synaptogenesis, which caused a decrease in synaptic density.
The SVE-EVE switch thus coincides in time with the early stages in human
neurodevelopment [33, 34]. There is a rapid increase in synaptogenesis around
the time of birth for all cortical areas, while a burst of synapse formation occurs
at different ages in cortical regions [33]. In the visual cortex, for example, synapse
formation is accelerated between 3 and 4 months and the maximum density is
reached between 4 and 12 months, while synaptogenesis in the prefrontal cortex
reaches its peak well after the first year [33]. After the peak in synaptic density,
corresponding to about 150% of adult levels, a sensitive period with high levels of
associative plasticity occurs, whereas plasticity that occurs beyond the end of this
sensitive period alters connectivity patterns within the architectural constraints
established during the sensitive period [33, 34]. These developmental patterns
are highly conserved throughout many species [35].
2.3.6 The maturation of the STDP rule during develop-
ment
A transition from an immature to mature STDP rule is observed during early
cortical development of the rat somatosensory cortex (Figure 2.5C, [19]). The
transition coincides in time with a critical period in circuit formation in the
barrel cortex, during which extensive activity-dependent pruning occurs confin-
ing neuronal arborizations to the columnar structure in the barrel cortex ([1],
Figure 2.5A). At the same time, a functional transition occurs from predom-
inantly spontaneous, stimulus-independent exocytosis early in development to
stimulus-dependent exocytosis later in development ([2], Figure 2.5B). The ac-
tion potential-dependent responses in the intermediate stages are typically pro-
longed and with high variability, which matures to a responsiveness that is tightly
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synchronized to the stimulus. By modeling the corresponding changes in exocyto-
sis using the VTDP model (see above), we found that STDP expression matures
because of the switch to vesicle exocytosis that is increasingly time-locked to the
stimulus ([19], Figure 2.5C).
2.4 Discussion
The switch from SVE to EVE triggers a period of rapid synaptic competition,
mediated by synaptic depression and potentiation according to Hebbian plasticity
rules. This may seem trivial, but it has important functional consequences for
neural circuit development, as we will highlight here. In general, the switch
provides a framework for understanding the onset of synaptic plasticity in circuit
formation during neurodevelopment by mechanistically linking the onset to the
developmental changes in vesicular exocytosis of neurotransmitters.
While the molecular mechanisms for vesicle exocytosis are well described, the
functional roles of SVE and aEVE are unclear [15–17]. Our VTDP model showed
that early in development, in the absence of relevant sensory input, SVE main-
tains synaptic weights in a homogeneous distribution and within the appropriate
dynamic range. Molecular changes at the presynaptic terminal can then switch
vesicle release from SVE to EVE. We propose that this SVE to EVE switch en-
ables sensory inputs to fine-tune the circuit connectivity using activity dependent
synaptic reorganization (Figure 2.5, [37]). The transition from SVE to EVE can
initiate a window of strong associative plasticity, during which for example local
connectivity can be reorganized extensively by activity-dependent mechanisms of
plasticity such that the appropriate feature selectivity is established in the net-
work [5]. Similar to the switch from immature (P9-11 in mice) to mature (P12+)
visual responses, a switch from endogenous network oscillations to mature visual
responses occurs at birth in human [38]. Children born prematurely have deficits
in visual acuity and contrast sensitivity compared to children born at full term
[39].
The SVE to EVE switch involves molecular changes at the presynaptic ter-
minal and brain regions could open windows for rapid synaptic reorganization in
a specifically programmed temporal order. Hierarchical organization of sensory-
motor pathways may develop through a cascade of such windows for plasticity
[40]. The sequential opening of such windows was for example observed for the
visual cortex, where plasticity for inputs to L2/3 extends beyond the window of
plasticity for thalamic inputs to L4 [41].
For an understanding of circuit plasticity during development, one needs to
take into account the synaptic learning rule, the spike activity patterns present,
and the timescales of their information content [42]. For example, the timescales
at which STDP operates can change the effectiveness of synapse refinement, and
specifically STDP over short timescales does not necessarily lead to the appro-
priate circuit refinement during early development [43]. During development
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Figure 2.5: Predictions for the role of the SVE to EVE switch in the refinement
of cortical neural circuits. A: During early development arborization of barrel
cortical neurons is sparse, and does not respect the columnar boundaries. Neurite
outgrowth occurs during the intermediate developmental period and in late devel-
opment, as synapses mature, the extensive arborizations outside the column are
pruned in an activity dependent manner (illustration based on the results from [1],
using the Trees Toolbox [36]). B: Whisker deflection induces synaptic responses
in layer 2/3 of the barrel cortex. The input to L2/3 is largely uncorrelated at P12,
with a rapid switch to stimulus-driven responses during development [2]. At P12-
P14 the stimulus-induced activity is typically prolonged and with high variability,
whereas at a later stage (P20) the responses are more precisely time-locked to the
stimulus [2]. C: By modeling changes in the release probability from SVE to highly
time-locked release during development, Hebbian plasticity behavior changes from
an immature to mature STDP rule. The maturation process of the STDP rule is
described in vitro for layer 4 – layer 2/3 synapses during these critical develop-
mental stages [19]. The calcium time constant (Equation 2.4) was 1 second (top),
7 millisecond (middle) and 2 millisecond (bottom), and 50 stimuli were given for
each tpre – tpost bin.
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correlations in spike activity patterns become faster, which can further change
the efficacy of STDP [42]. Importantly, the developmental switch that we found
was observable for different timescales of STDP and thus timescale independent
(data not shown).
Burst-based Hebbian learning rules, which integrate spike activity patterns
over longer timescales, play a role in cortical refinement [44]. For burst-based
plasticity, LTP is favored over LTD [45]. Vesicle exocytosis in the form of aEVE
(vesicles are released asynchronously after an action potential) could be consid-
ered a miniburst of vesicle exocytosis. Such a miniburst of vesicles introduces
multiple pairings of vesicles with a postsynaptic spike as opposed to sEVE (vesi-
cles are released directly after an action potential and have the same temporal
relation to the postsynaptic spike). The release in the form of aEVE could thus
bias the VTDP rule towards LTP over LTD early in development [45].
Neural responses become increasingly time-locked to stimuli during develop-
ment [2, 38]. Using the VTDP model, we show that the transition to action
potential-dependent vesicle release can explain the maturation of the STDP rule
observed in the somatosensory cortex ([19], Figure 2.5C). The VTDP model
thus links together the experimental observation of increased action potential-
dependent input, receptive field refinement to the home column of sensory input
and maturation of STDP that coincide in time during early postnatal develop-
ment. Although plasticity mechanisms in the postsynaptic neuron change during
development [46], our model does not depend on the molecular machinery for plas-
ticity in the postsynaptic neuron. Solely by introducing changes in the presynap-
tic release machinery, our VTDP model can mechanistically elucidate the func-
tional changes, structural reorganization and maturation of activity-dependent
plasticity that occur during early neurodevelopment.
The early postnatal development is accompanied by periods with rapid, often
irreversible changes [47], including but not limited to maturation of inhibition
[48, 49]. A modeling study shows that the maturation of inhibition can initiate
a critical period by preferentially suppressing spontaneous spiking activity rela-
tive to visually evoked activity [40]. For this mechanism to be effective it should
occur after the SVE-EVE switch, otherwise no evoked activity could be preferen-
tially selected. Furthermore, the maturation of inhibition effectively increases the
spiking threshold which affects all synapses simultaneously, whereas a SVE-EVE
switch could initiate competition between synapses based on the identity of the
presynaptic populations, thereby regulating synaptic plasticity in a region, layer
or neuron type specific manner. The balance between SVE and EVE was shown to
segregate between synapses, allowing the SVE-EVE switch to occur in a synapse
specific manner [50, 51]. The increase in inhibition could further functionalize
the SVE-EVE switch by the selective suppression of SVE relative to EVE [40].
However, the increased threshold caused by the maturation of inhibition could
be compensated by homeostatic upscaling of all synapses, potentially abolishing
the effect of inhibition.
The results presented herein shows that SVE independently and single-handedly
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places synaptic rewiring on hold, and switching to EVE induces a period of rapid,
activity-dependent changes. Once the neural circuit is wired to represent partic-
ular sensory features, rewiring is significantly more difficult and requires dispro-
portionately more vesicular neurotransmission.
The cell-autonomous regulation of the SVE-EVE balance
At the presynaptic terminal, proteins involved in the exocytotic machinery de-
termine the SVE-EVE balance. The expression of the relevant calcium sensitive
proteins can be genetically regulated, and evidence for a cell-autonomous switch
from SVE to EVE has previously been shown in vitro [8, 12].
Despite the fact that both SVE and EVE have the potential to drive Hebbian
plasticity across the synapse, it is unclear how, where and when Hebbian plasticity
develops in the first place [7]. The model presented here mechanistically links the
mode of vesicular exocytosis to Hebbian plasticity during neural development.
As the switch from SVE to EVE is genetically regulated, it is an ideal candidate
mechanism to initiate region, layer and cell specific onset of Hebbian plasticity.
Specific regulation of the onset of Hebbian plasticity is, for example, important
for a hierarchical system in order to optimally deal with the input statistics, such
that sensitivity to low-level features (i.e. orientation) develop prior to rewiring
the circuits that deal with high-level features (i.e. object recognition) [41].
Neural circuits dealing with sensory information first establish diffuse con-
nectivity with broad receptive fields, followed by selection and refinement of the
projections (Figure 2.5A, [1, 5]). Because electrophysiological recordings of
neural circuit development can be biased towards characterizing high firing rate
neurons, the role of the SVE-EVE balance is optimally studied with optical and
molecular techniques that can assess specific cell activity and collect large popu-
lation statistics without bias [52]. Further development of molecular techniques
to regulate and track the cellular content of the SVE-EVE balance together with
optical recording techniques is necessary for fundamental insights in the role of
vesicular exocytosis on the structural and functional aspects of synapse matura-
tion and maintenance during neural development.
Our results predict that SVE plays a permissive role in the expression of
synaptic plasticity and is important for the maintenance of synaptic strengths by
disconnecting the action potential-dependent activity during early neurodevelop-
ment. In agreement with this proposition, selective disturbance of SVE release in
Drosophila neuromotor junction alters the structural organization of the synapses
during development [53].
Understanding the specificity of cell-autonomous regulation of the SVE-EVE
balance across time and brain region will provide important insights into the
maturation of synaptic wiring and creation of functional networks during brain
development. An SVE-EVE imbalance might result in learning deficits because
functional circuits would not be appropriately formed by sensory experience in the
absence of the regulated switch in the mode of neurotransmitter release. As such,
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deregulation of the molecular pathways of the three modes of vesicle exocytosis
might contribute to the etiology of neurodevelopmental disorders. For example,
the expression of Complexin1, a protein that suppresses SVE and enhances EVE,
is dysregulated in patients with schizophrenia, depression and bipolar disorder
[54]. Furthermore, Complexin1 knock-out mice show developmental deficits [54].
Hence understanding the molecular mechanisms underlying vesicle exocytosis in
relation to developmental regulation of Hebbian plasticity may lead to the ra-
tional design of treatments that could alleviate learning deficits early in neural
development.
2.5 Materials & Methods
To study the role of exocytosis mode on Hebbian plasticity without assumptions
regarding structure of the network, we use a feed-forward connection scheme. An
input pattern consists of a subset of upstream (presynaptic) excitatory neurons
with higher firing rates relative to the rates of the other neurons. The competi-
tive input in vivo can originate from an over-representation of particular sensory
inputs or variability in neural excitability [55]. We apply homeostatic plasticity
[56] to maintain the firing rates of the postsynaptic neurons within a certain range
(∼5 Hz), which also ensures competition between the synaptic inputs.
The vesicles can be exocytosed according to three different mechanisms each
represented by a fraction, which can vary because it reflects the presynaptic pro-
tein content of the relevant Ca2+ sensitive proteins for SVE, aEVE and sEVE
(Figure 2.4A, [15, 24]). After vesicle exocytosis, the postsynaptic membrane
is depolarized, through which each released vesicle can contribute to a time-
dependent learning effect. In the case of aEVE and sEVE, the resulting con-
nectivity pattern is comprised of a few strong connections among many weak
connections (Figure 2.1, 2.2 and [20]).
2.5.1 Vesicle Timing Dependent Plasticity model
To study Hebbian plasticity in a feed-forward network architecture we use leaky
integrate-and-fire neurons:
dV
dt
= − (V − Vrest)
τm
+
Ives
Cm
(2.1)
The neurons have a resting membrane potential Vrest, a membrane time constant
τm and a capacitance Cm (for parameter values see Table 2.1). Each vesicle
induces a postsynaptic current Ives (See Equation 2.6 below). Refractoriness was
modeled with an adaptive action potential threshold:
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dθm
dt
= − (θm − θrest)
τθ
(2.2)
The adaptive threshold θm is reset to θmax directly after an action potential and
returns with a time constant τθ to the threshold value at rest, θrest (for parameter
values see Table 2.1).
We describe vesicle exocytosis in terms of the rate of Poisson processes for
SVE, aEVE and sEVE. The resulting probability of exocytosis depends on the
number of molecules that are available to support each of the different exocytosis
modes, described here in terms of the fraction ξSVE, ξaEVE, and ξsEVE, the sum
of which is one for each synapse. The switch from SVE to EVE is implemented
by reducing ξSVE and increasing ξaEVE or ξsEVE, according to the equation ξSVE
= 1 - ξaEVE - ξsEVE. The probability of exocytosis (v) during a short interval
(we used the Euler Method to solve the differential equations with time steps of
∆t = 1 ms), from presynaptic neuron i to postsynaptic neuron j, depends on the
fraction of the available (Pa,ij, see Equation 2.5) over the total (Pc) vesicle pool:
vSV E,ij = n · rm · ξSV E Pa,ij
Pc
∆t
vaEV E,ij = Caij · ξaEV E Pa,ij
Pc
∆t
vsEV E,ij = n · ri · ξsEV E Pa,ij
Pc
∆t
(2.3)
For a fair comparison of the different exocytosis modes, each was made to have
the same average release rate; hence vSVE is scaled by the mean firing rate that
would drive the number of vesicles released through sEVE (rm = Σ ri / N )
averaged across all N presynaptic neurons and vaEVE depends on the amount of
residual Ca2+ expressed in dimensionless form, which decays exponentially with
time constant τCa (parameter values in Table 2.1):
τCa
dCa(t)
dt
= −Ca(t) (2.4)
The total amount of Ca2+ entering the presynaptic terminal in response to a
single action potential is given by A = n · dt / τCa, such that each action
potential is modeled to exocytose 4 vesicles for ξaEVE = 1. Likewise, the same
number (n = 4) vesicles is released by sEVE for each action potential. Firing rate
is high (8 Hz) for a subpopulation (20%) of the presynaptic neurons compared
to the other neurons (4 Hz). The release probabilities are normalized such that
for each release mode the average rate of vesicles release is the same, only the
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spatiotemporal structure of the synaptic inputs onto the postsynaptic neuron is
different.
Most synapses in the brain maintain a single active zone [57] with vesicles
docked for exocytosis [58], while an axon can make multiple connections between
cells. The active zone increases in size during development [59], and the number
of docked vesicles is linked to the size of the active zone [60]. We study vesicle
pool utilization in the different modes, and set the total vesicle pool per synapse
(Pc) to 100. A vesicle that is exocytosed, is moved from the active pool (Pa) to
the recycling pool (Pr) and returns to the active pool according to:
τrec
dPa
dt
= Pr (2.5)
With τ rec being the vesicle recycling rate (parameter value in Table 2.1).
The postsynaptic current (Ives(j)) on neuron j is the sum of currents caused
by vesicles released from the presynaptic neurons i at time tves,i. Each vesicle
caused a current Ives(i,j) which is described by:
Ives(i, j) = wij · e
−(t−tves)
τα for tves < t < tves + twindow (2.6)
With time constant τα = 3 ms. For computational efficiency only the currents
generated by recently exocytosed vesicles are used, with twindow= 20 ms. For this
setting less than 0.2% of the initial current remains at the end of the window.
Synaptic weights are modified according to the Hebbian learning rules:
dwij+ = λw
1−µ
0 w
µ
ij e
−|∆s|
τ if ∆s > 0
dwij- = −λαwije
−|∆s|
τ if ∆s < 0
(2.7)
With µ = 0.4, w0 = 5% of mean initial weights (wij(0)), λ = 0.1, α = 0.11,
τ = 20 ms [61], and here ∆s denotes the delay between vesicle exocytosis and
the postsynaptic action potential, rather than the integration time step in the
preceding text.
We use homeostatic scaling to maintain the overall firing rate of the post-
synaptic neuron at a fixed level across longer periods [56]. This results in com-
petition because strongly activated synaptic connections undergo potentiation at
the expense of other synaptic connections projecting to the same postsynaptic
neuron, balancing the total incoming synaptic activity to maintain the desired
output firing rate [62]:
τh
dwij
dt
= (rm − rj) · wij (2.8)
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With τh the timescale of homeostatic scaling, rm the desired firing rate (which we
set to the mean input firing rate) and rj the firing rate of postsynaptic neuron j
(the running average is across the last 12 spikes). For parameter values see Table
2.1.
The network consists of 500 input neurons that are connected to 10 output
neurons. A subset of neurons that has high firing rates represent neurons with
receptive fields that are strongly activated by external stimuli. The presynaptic
neurons produce Poisson distributed action potentials according to a probability
ps = ri ·∆t. Initially, SVE equilibrates the network to the desired firing rate (rm),
leading to a mean synaptic weight wij(0). Synaptic strength has hard bounds at
0 and 8 · wij(0), when it exceeds these extreme values it is reset to 0 or 8 · wij(0),
as appropriate.
Learning has occurred when the distribution of synaptic weights has become
bimodal. We quantified the learning rate as the time change of the ratio of the
median synaptic weight of the higher firing rate synaptic connections (Mhigh) over
that of the lower firing rate synaptic connections (Mlow):
Λ(t) =
dD(t)
dt
(2.9)
Here Λ(t) is the learning rate, D(t) = Mhigh(t) / Mlow(t). We used median
synaptic weights because it is more robust than the mean and we used a ratio to
make the measure independent of the overall scale of M.
To mimic a biological developmental profile, we used mRNA expression levels
for Doc2b (SVE), Doc2a (aEVE) and Synaptotagmin1 · Complexin1 (sEVE) from
a database of experimentally measured mRNA expresssion levels [30]. During
maturation, in the model new synapses were formed with strength 0.3 · w¯ij(0)
and probability (P):
Pij = k ·∆t (2.10)
New synapses form between unconnected neurons i and j at a rate of 8% newly
formed synapses per 2 weeks for early development (k = 6.6 · 10-8), 5% early
childhood (k = 5.0 · 10-8) and 3% during adolescence and later (k = 2.5 · 10-8)
[31]. The generation rates were increased by a factor 106 for computational ef-
ficiency, while the relative duration of each developmental stage was preserved
[30]. Synaptic stabilization is activity-dependent [63], and weak synapses are in
general easily pruned [32]. Hence, weak synapses with strength wij < 0.7 · w¯ij(0),
were eliminated and large synapses were limited to strength 8 · w¯ij(0).
2.5.2 Competitive rate model
We used a rate model incorporating the dynamics due to vesicle-timing depen-
dent plasticity to study the effect of the initial weight distribution on the ability
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to encode patterns of action potentials. It incorporates competition between the
exocytosis rates from all presynaptic neurons i that project to the same postsy-
naptic neuron j :
d
dt
wij = γ(xij − x¯j) · s (2.11)
Where wij is the synaptic strength, xij is the rate of vesicle exocytosis (see Equa-
tion 2.12 below), x¯j is the average input rate to postsynaptic neuron j, γ the rate
constant and s is defined below (parameter values in Table 2.1). We use homeo-
static scaling to maintain the overall firing rate of the postsynaptic neurons at a
fixed level across longer periods (see 2.8, [56]). To keep synaptic weights within
a specific range, the rate at which weights change is scaled [64], here by choos-
ing s = wij
2 for LTD (xij < xj) and s = wij - wij
2 for LTP (xij > xj). Hence
large synapses undergo stronger depression during periods with reduced activity,
whereas medium sized synapses are most strongly potentiated in times of corre-
lated activity [65]. This scaling factor affects the overall magnitude of the rate of
change of dwij, but the direction of change, whether it gets weakened or strength-
ened, depends on the rate of exocytosis at each synapse, which is modeled as a
combination of SVE and EVE:
xij = ξ · xij,sve + (1− ξ) · xij,eve (2.12)
Where ξ is the contribution of SVE (xij,sve) and 1 − ξ being the contribution
of EVE (xij,eve). The EVE distribution for xij,eve is bimodal, with a subset of
presynaptic neurons having high rates (xij,eve = 0.8) and other neurons firing at
a lower rate (xij,eve = 0.4). The rate xij,sve for SVE is taken from a Gaussian
distribution (µ = Σxij,eve / N
2) and standard deviation 0.05. The initial synaptic
weights are either unimodal Gaussian distributed (µ ± 0.05) or bimodal (µweak
= 0.2 ± 0.02, µstrong = 0.8 ± 0.08). To quantify the degree to which weights
represent the pattern of presynaptic spiking, we calculate the overlap between the
resulting weights and the applied patterns of action potentials using the Heaviside
step function (Θ):
P =
1
N2
N∑
i,j=1
(2Θ[wij − w¯]− 1) · (2Θ[xij − x¯0]− 1) (2.13)
This measures the fraction of synapses with a higher than average strength that
belong to a presynaptic neuron with a higher than average activity. Here wij and
xij are the synaptic weight and vesicle exocytosis rate from presynaptic neuron i
to postsynaptic neuron j, respectively. The thresholds inside the Heaviside step
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Variable description Symbol Value Citation
Membrane rest potential Vrest -70.6 mV [20]
Membrane time constant τmem 9.4 ms [20]
Membrane capacitance Cmem 281 pF [20]
Spike threshold at rest θrest -50.4 mV [20]
Spike threshold max θmax 30.4 mV [20]
Spike threshold relaxation constant τ θ 50 ms [20]
Calcium decay time constant τCa2+ 100 ms [15]
STDP time constant τSTDP 20 ms [61]
Vesicle recycling rate τ rec 800 ms [66]
Homeostatic plasticity time constant τh 100 s
Rate constant of rate model γ 10-4 s-1
Number of presynaptic neurons N 500
Firing rate low / high rj 4 / 8 Hz
Table 2.1: Parameters for the VTDP model.
functions are the average synaptic weight and average presynaptic spiking x0.
The overlap between the presynaptic spiking and synaptic weights is normalized
by the total number of synapses (N2). If the synaptic weights correlate perfectly
with presynaptic spiking, P will attain its maximal value of one. If the weights are
uncorrelated with the presynaptic spiking, P will approach zero for large enough
networks.
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3Chapter 3
Anti-correlations in the degree distribution
increase stimulus detection performance in
noisy spiking neural networks
This chapter is currently under review:
M.B. Martens, A.R. Houweling, P.H.E. Tiesinga (2016). Anti-correlations in
the degree distribution increase stimulus detection performance in noisy spiking
neural networks. Journal of Computational Neuroscience
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3.1 Abstract
Neuronal circuits in the rodent barrel cortex are characterized by stable low firing
rates. However, recent experiments show that short spike trains elicited in single
neurons can induce behavioral responses. Hence, the underlying neural networks
provide stability against internal fluctuations in the firing rate, while simulta-
neously making the circuits sensitive to small external perturbations. Here we
studied whether stability and sensitivity was affected by connectivity structure in
recurrently connected spiking networks. We found that anti-correlation between
the number of afferent (in-degree) and efferent (out-degree) synaptic connections
of neurons increases stability because it led to a reduction in burst discharges,
relative to networks with a positively correlated or uncorrelated degree distri-
bution. In the stable network state, stimulation of a few cells could lead to a
detectable change in the firing rate. To quantify the ability of networks to de-
tect the stimulation, we used a receiver operating characteristic (ROC) analysis.
For a given level of background noise, networks with an anti-correlated degree
distribution displayed the lowest false positive rates, and consequently had the
highest stimulus detection performance. We propose that an anti-correlated de-
gree distribution may be a computational strategy employed by sensory cortices
to increase the detectability of external stimuli. We show that networks with
an anti-correlated degree distribution can in principle be formed by applying to
networks with an uncorrelated degree distribution, learning rules comprised of
a combination of spike-timing dependent plasticity, homeostatic plasticity and
pruning. To test our prediction we suggest a novel experimental method to esti-
mate correlation in the degree distribution.
3.2 Introduction
A fundamental goal of neuroscience is to elucidate how neural circuits respond
to small external inputs, while simultaneously remaining stable against neuronal
noise. This is especially a problem for cortical networks producing sparse activity,
because weak external inputs involve a number of spikes that is comparable to the
number of spikes produced by spontaneous activity. Neuronal noise can arise from
intrinsic and extrinsic sources and influences every level of the nervous system
[1, 2]. Noise has in some cases been found to limit the information capacity of
neurons [3, 4], but could also enhance the computational capability of neurons in
other circumstances [5, 6].
With the advent of recording and imaging techniques that are not biased to
record from neurons with a high firing rate, experiments revealed sparse firing in
the neocortex [7–9]. For example, the barrel cortex shows spontaneous spiking at
low firing rates, ranging from less than 1 Hz in the superficial layers to a few Hz in
the deep layers [8, 10, 11]. A single extra spike in one neuron in the barrel cortex
is amplified and produces approximately 28 additional spikes in its postsynaptic
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targets, thereby causing a detectable increase in firing rate in the local network
[12]. The brain thus requires strategies to remain stable against noise in the form
of spontaneous spiking activity.
At the same time sensory systems have to be sensitive to relevant external
input. Rodents can be trained to use their whiskers to detect an object that
predicts a reward and respond with licking to obtain this reward [13]. The neural
responses in barrel cortex to whisker stimulation are hypothesized to play an
important role in performing sensory tasks [14]. Whisker stimulation results in a
stimulus-locked neuronal response that can be measured in the rat barrel cortex
[15]. It is even possible to train rats to respond when they detect a small number
of spikes elicited by electrical stimulation of a single neuron in the sensory cortex
[7, 16].
Thus, neuronal networks need to be stable against intrinsic fluctuations and
unrelated spiking input from other brain areas, while the aforementioned ex-
periments showed that these networks are also sensitive to small perturbations.
Sensitivity and stability are connected and can in general not be optimized si-
multaneously, as the increase in one causes a decrease in the other. Increases
in sensitivity to external stimuli are mostly studied in terms of modulation of
neuronal activity, for example by attention mechanisms (for reviews see [17, 18]).
Here we examine whether specific structures in network connectivity can improve
the sensitivity to stability trade-off in spiking neural networks (SNNs). Experi-
mentally, SNNs show spontaneous spiking, which can be amplified through recur-
rent connectivity into synchronous network-wide activity, referred to as a burst
[19, 20]. Such bursts can also be evoked in SNNs by external stimulation [20].
We investigated recurrent SNNs and used simulations to determine the effects of
correlation between the number of afferent (in-degree) and efferent (out-degree)
connections in neurons on the generation of bursts as part of spontaneous activity
and in response to external stimulation. We studied whether stimulation would
lead to a detectable change in the firing rate, which in our model would often
involve amplification into a burst response. Within the context of our model,
a large fraction of the neurons in the network participate in the burst. When
comparing to barrel cortex, this core network should be considered embedded in
a much lager network. Hence, for that network detection corresponds to a small
fraction of the network becoming active, which is more representative for the
experimental situation.
This computational study is the first to focus on the trade-off between sen-
sitivity and stability with correlations between the in- and out-degree in SNNs,
rather than in simplified binary networks [21]. The SNNs in this study consist of
neuronal types and connection probabilities representative of cortical networks,
and show stable low firing rate and/or brief burst responses, whereas neural net-
works with binary neurons will converge to either a high or a low firing rate after
a single stimulation [21]. To test network sensitivity we apply nanostimulation
(single neuron stimulation) or stimulation of a few neurons (typically four). Our
guiding hypothesis is that improved stimulus detection can be achieved through
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anti-correlations in the degree distribution.
We focus on correlations within the same neurons, rather than degree-correlations
between different neurons, which is referred to as assortativity [22]. Most biolog-
ical networks are disassortative, such that nodes with many edges preferentially
connect to nodes with a few edges [22]. Assortative networks appear less stable
[23], but at the same time assortative neural networks perform better in de-
tecting subthreshold stimuli and outperform disassortative networks in the case
of memory retrieval [24, 25]. Multi-unit recordings in organotypic brain slices
suggest a frequency-dependent network architecture, and showed that cortical
and hippocampal connectivity is disassortative for low frequencies and cortical
connectivity is assortative for the high frequency range in cortex [26]. These stud-
ies thus show that whether high degree neurons preferentially connect to other
neurons with low or high degree plays a role in network functioning, and that
(dis)assortativity can be found in neuronal networks. However, few studies have
focused on correlation in the in-degree and out-degree in the same neurons.
Neuronal network connectivity is not static, but can vary on a timescale of
hours [27] or days [28, 29], during which synaptic contacts can form and disappear
[30]. Plasticity has an important role in neuronal circuit formation, in particular
in the form of spike-timing dependent plasticity (STDP) which induces competi-
tive learning [31]. We studied networks that were formed randomly (without cor-
relation in the degree distribution) and found that STDP shapes the network such
that after pruning the weakest synapses a stable network with an anti-correlation
in the degree distribution is obtained.
When we quantified network stability in the presence of noise, we found that
the onset of the bursting state, where noise continuously evokes bursts at a low
rate, was delayed to higher levels of background noise for networks with anti-
correlated degree distribution compared to networks with positive correlations in
the degree distribution. Networks with anti-correlations in the degree distribu-
tion are thus more stable against background noise. We also tested the sensitivity
to stimulation for low noise levels, when the networks were not spontaneously
bursting, and found that positively correlated networks were the most sensitive
as they produced a burst response for the lowest level of recurrent excitatory
connection strength. We then tested stimulus detection, which requires simul-
taneous stability and sensitivity, by applying stimulation to a few neurons (1-6)
under noise levels for which spontaneous network bursts occurred at low rates.
The anti-correlated networks outperformed networks with positive correlations.
Taken together, these results suggest that the correlation structure is important
for the stability and stimulus detection in neuronal networks. Furthermore, we
demonstrate that the necessary anti-correlation in the degree distribution can
emerge as the result of a simple plasticity rule.
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3.3 Materials and Methods
In this study, we determine whether correlations in the joint in- and out-degree
distribution affect stability, sensitivity and/or stimulus detection performance.
We test this in sparsely connected networks of spiking neurons. Here we state
the network dynamics and connectivity rules used, and describe how the analyses
were performed.
3.3.1 Network dynamics
The dynamics of the neurons in the model are described by equations proposed by
Izhikevich [32]. The dynamics of these neurons combine the biophysical accuracy
of Hodgkin-Huxley-type dynamics and computational efficiency of integrate-and-
fire neurons. Equations 3.1 - 3.3 give the general form for Izhikevich-type neurons.
dv
dt
= 0.04v2 + 5v + 140− u+ I (3.1)
du
dt
= a(bv − u) (3.2)
With the following after-spike reset conditions:
if v ≥ 30 mV, then
{
v ← c
u← u+ d (3.3)
where v represents the membrane potential (in mV) and u represents the mem-
brane recovery variable, which accounts for the activation of the K+ currents and
inactivation of Na+ currents [32]. The input current I (in pA) is described in
Equation 3.4 below. We used the Euler method for integration of the differential
equations with smaller integration time steps than in the aforementioned refer-
ences in order to ensure sufficient accuracy, specifically 0.05 ms for the membrane
potential and dt = 0.1 ms for the other variables. The dimensionless parameters
a, b, c and d describe the neuronal type, in our model we use the settings for regu-
lar spiking (RS), fast spiking (FS) or low-threshold spiking (LTS) model neurons.
These parameters are listed in Table 3.1.
The parameter a is the time constant of the recovery variable u, smaller values
result in slower recovery.
The parameter b represents the sensitivity of the recovery variable u to the
subthreshold fluctuations of the membrane potential v, where larger values
yield a stronger coupling between u and v.
The parameter c is the reset value of the membrane potential after a spike.
The parameter d represents the change in recovery variable u, caused by spike-
activated Na+ and K+ conductances.
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Name Type N a b c d Ifluc (pA)
Pyr RS 480 0.02 0.2 -65 ± 5 8 3 ± 0.5
PV FS 60 0.1 0.2 -65 ± 5 2 0 ± 0.5
Sst LTS 60 0.02 0.25 -65 ± 5 2 0 ± 0.5
Table 3.1: Parameter settings proposed by Izhikevich to model different neuronal
classes found in the cortex [32]. Pyramidal neurons (Pyr) are modeled as regu-
lar spiking (RS). The inhibitory population consists of different cell classes: we
modeled parvalbumin postive neurons (PV) as fast spiking (FS) and somatostatin
positive neurons (Sst) as low-threshold spiking (LTS). ± denotes variance of the
underlying normal distribution.
We model two sources of noise. The first is the variability associated with small
random events, such as ion channel noise and stochastic synaptic release and
weak synaptic inputs due to uncorrelated spiking [1, 33]. These sources of noise
contribute only a small fraction to the variability in the input (represented by
Ifluc in Equation 3.4 below). The other form of noise we simulate is an occasional
larger event, such as correlated spiking input events from other brain areas that
are unrelated to the sensory stimulus [12], and is referred to as background noise
(Ibg in Equation 3.4 below). The cells receive the total input I (in pA) given as:
I = Ifluc + Ibg + Isyn + Istim (3.4)
Ifluc is modeled as white noise (for mean and variance see Table 3.1), and Ibg
is modeled as a Poisson process where each background spike event causes a
brief current pulse to the excitatory neurons with an amplitude of 15 pA and
a duration of 0.1 ms. Isyn is the conductance-based synaptic input between the
recurrently connected neurons (Equation 3.5). The stimulation for our sensitivity
measurements is represented by Istim (parameter settings are given in section
3.3.5).
Isyn,j(t) =
∑
i
wij · gi(t)[Ei,rev − vj(t)] (3.5)
Here wij is the synaptic strength between presynaptic neuron i and postsynaptic
neuron j, g is the conductance (nS), Erev the reversal potential for a particular
synaptic current (0 mV for excitatory and -80 mV for inhibitory neurons) and
v is the postsynaptic membrane potential (mV). The conductance g is increased
with 1 nS for each presynaptic spike and falls off with a time constant of 2 ms
for excitatory, and 10 ms for inhibitory neurons (Figure 3.1A).
3.3.2 Network connectivity
The model network was composed of 600 neurons, of which 80% were excitatory
(pyramidal cells, Pyr) and 20% were inhibitory neurons. The cortex consists
355
Py
r
PV
Ss
t
PyrPVSst
po
st
sy
na
pt
ic
21010
0-80-80
-63
-63.5
-64
-62.5
-63.5
-64.5
-65
-66
-67 50 ms
A B
C D
Py
r
PV
Ss
t
PyrPVSst
po
st
sy
na
pt
ic
presynaptic
connection probability
Py
r
PV
Ss
t
PyrPVSst
po
st
sy
na
pt
ic
presynaptic
synaptic strength
0.0511
11 0.5
0.500
0.0130.0130.007
0.0130.004 0.01
0.00400
801010N 
(%
)
τ (
m
s)
E r
ev
 (m
V)
PyrPVSst
presynaptic
m
em
br
an
e 
po
te
nt
ia
l (
m
V)
Figure 3.1: The model network was comprised of one type of excitatory (Pyr)
neuron and two inhibitory classes (PV and Sst). A: The majority of cells was
excitatory and made fast glutamatergic synapses with a reversal potential of 0
mV. The two types of inhibitory neurons projected fast GABAergic synapses with
a reversal potential of -80 mV. The synaptic decay constant τ depended on the
presynaptic neuronal class. Table 3.1 contains a full description of the neuronal
model parameters. B: The pyramidal cells have a sparse recurrent connectivity
to other pyramidal cells but connect with a high probability to the interneuron
populations. In return, both PV and Sst interneurons connected to all Pyr and
PV cells, but not to Sst interneurons. C: We used the relative connection strength
that was found for the inhibitory populations [34]. D: The voltage deflection
in response to a single presynaptic action potential when the cells are held at
resting potential. The model is conductance based, hence the deflection caused by
inhibition is relatively low compared to excitation when the cells are at resting
potential.
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of many functionally distinct inhibitory neuron classes that can be identified
by molecular markers [34–36]. Here we used two main inhibitory cell types,
namely the fast-spiking parvalbumin-expressing interneurons (PV) and the low
threshold somatostatin-expressing interneurons (Sst), (Figure 3.1A). For a local
network of rat neocortical neurons the Pyr-Pyr connection probability is about
5%, whereas each interneuron projects to most of the local Pyr cells [34, 37, 38],
(Figure 3.1B). PV neurons are modeled here to receive inhibition from both
PV and Sst neurons, whereas Sst neurons only receive excitatory input [34, 39].
The relative fraction of synaptic drive that the interneurons provide is taken from
experimental data [34] (Figure 3.1C-D).
3.3.3 Correlations in the degree distribution
Our goal is to determine whether correlations in the in- and out-degree distri-
bution are beneficial in that they increase stability and stimulus detection per-
formance relative to uncorrelated networks. We studied the effect of correlations
in the degree distribution for the excitatory neurons, whereas interneurons were
connected densely but without correlations in the degree distribution [38]. We
generated networks from a truncated bivariate Gaussian for the joint in- and out-
degree distribution, this allowed the generation of networks with large variance
in the in- and out-degree distribution [21]. We start from a bivariate Gaussian
with a diagonal covariance matrix given in Equation 3.6.
p(x, y) =
1√
4pi2σxσy
· e
(
− (x−µ)2
2σ2x
− (y−µ)2
2σ2y
)
(3.6)
The bivariate Gaussian can be rotated 45 degrees clockwise or anticlockwise to
obtain a distribution with positive (PCOR) and negative (ACOR) correlations,
respectively. The mean degree (µ) depended on the network size (N) and the
connection probability (p) as µ = N · p. The long axis was σy = µ/3 and the
short axis σx was set to 0.3 · σy. The distributions were truncated at 1 (since a
zero degree neuron would not be considered part of the network) and at twice
the mean degree to make the distribution symmetric.
Degree distributions were obtained by sampling for each neuron i, the in- and
out-degree from the corresponding bivariate Gaussian, dini and d
out
i , respectively.
For the uncorrelated control network (UCOR) the list of douti values was randomly
permuted. For the networks with mixed positive and anti-correlations (XCOR),
dini and d
out
i were sampled for 50% of the cells from PCOR, and for 50% of the
cells from ACOR distributions. The simplest method for generating a realization
of the corresponding network is the configuration method [40]. A list with douti
stubs for each neuron is made and concatenated into a list soutk . Likewise, a list
with dini stubs is made and concatenated into a list s
in
k and randomly permuted.
From these two lists, pairs are picked from the same position, i.e., the kth stub
on the out-list is matched to the kth stub on the in-list to make the connection
soutk to s
in
k .
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After the initial connectivity was made, we searched for multiple overlap-
ping and self connections. The overlapping and self connections were mutually
permuted using k-permutation (sampling without replacement). This procedure
was repeated until no overlapping or self connections were found. In the rare
case that there was no solution possible, other connections were included in the
permutation until we arrived at a connectivity matrix without double or self con-
nections. The probability of obtaining multiconnections were not significantly
different between PCOR and ACOR networks (two-sided t-test on n = 1000 net-
works, probabilities are 2.5 ± 0.2% and 2.5 ± 0.2%, respectively). However,
PCOR networks, which contain neurons with high in- and out-degree, have a sig-
nificantly higher probability for self-connection than ACOR networks (p < 0.001
for two-sided t-test on n = 1000 networks, probabilities are 0.15 ± 0.04% and
0.14 ± 0.04%, respectively). Because overlapping and self connections were mu-
tually permuted, these high in- and out-degree neurons in PCOR networks have
a minor bias to preferentially connect to each other due to there being more self
connections. However, since we study correlations between in- and out-degree,
we prefer to maintain the distribution of the in- and out-degrees compared to,
for example, discarding double and self-connections which would lead to a more
detrimental bias because more connections will need to be discarded in PCOR
networks compared to ACOR networks.
3.3.4 Network stability
Cortical neuronal networks need to be stable in the sense that stochastic fluctua-
tions should not lead to large increases in the firing rate that could be detected as
a stimulation. The stability of the network is quantified in the model by the rate
at which background activity triggers synchronous network-wide activity, also
called a network burst. For burst detection we used the spike density method,
where a spike density trace is calculated by convolving each spike with a Gaussian
(Equation 3.7), [19, 41]. The start of a burst is defined as the time at which the
spike density trace crosses a threshold (10 Hz, which requires about 3% of the
neurons to be active within a 5 ms interval), and the end of the burst is given by
the time at which the spike density drops below this threshold.
G(t) = A · e−(t−τ)
2
2σ2 (3.7)
Where τ is the time at which the spike occurred, A is the amplitude of the
Gaussian (set to 1) and σ the width of the Gaussian (2.5 ms).
3.3.5 Network sensitivity
We tested the sensitivity of cortical neuronal networks to external stimulation.
The sensitivity of the network is tested in the model by detecting whether stim-
ulation in a few selected neurons for a fixed duration evokes a network response
above a fixed threshold (i.e. 10 Hz); the stimulated neurons were excluded from
358
the burst detection. We selected the stimulated neurons from 10 neurons with
an out-degree closest to the average out-degree. Depending on the experiment, a
number of neurons (np) were sampled from these 10 neurons. For each stimula-
tion a new set of np neurons were sampled. A stimulus input (Istim, Equation 3.4)
was applied to the sampled neurons by injection of Istim = 8 pA for 25 ms, while
the networks were not bursting spontaneously (that is for very low background
noise).
3.3.6 ROC analysis
To produce the receiver-operating curve (ROC), we need to determine the true
and false positive rate for a set of detection thresholds. Stimulation was applied
every 70 ms. We used a detection window of 60 ms, where we discarded the
5 ms before the stimulation and the 5 ms at the end of the stimulus window.
This was performed to avoid the leaking in of the spike density from another
stimulus window due to smoothing. We simulated the networks with and without
stimulation. A false positive was called when the firing rate exceeded the specified
threshold in the unstimulated condition. A true positive was called when the firing
rate exceeded the threshold in the stimulated condition. At the start of each
stimulus window, all network variables and random number generator seeds were
restored to those corresponding to the unstimulated trial; for a fair comparison,
the network state and noise at the start of the stimulus trial was thus identical
to the stimulus-free trial.
The ROC curve was then obtained by plotting the fraction of false positives
against the fraction of true positives for many different thresholds. When there is
no effect of the applied stimulus, the number of true positives equals the number
of false positives, hence the ROC is the diagonal with an area under the curve
(AUC) of 0.5. We tested this protocol by stimulating 0 neurons (i.e. the network
behaviour should be exactly the same as for a stimulus-free trial) and found an
AUC of exactly 0.5. The deviation of the ROC curves from the diagonal, or
equivalently deviation of the AUC from 0.5, is a measure for how different the
distributions are and maps for Gaussian distributions on to the effect size of d’,
which is the difference in means of the distributions divided by their standard
deviation [42].
3.3.7 Plasticity
The number of synaptic connections increases during early development, and
subsequent associative plasticity supervises the maturation of cortical circuits,
decreasing the number of synaptic connections [43–45]. Synaptic stabilization is
activity-dependent and involves the formation of PSD-95 [46]. PSD-95 is associ-
ated with spine stability; weak synapses containing little PSD-95 are in general
easily pruned [47, 48].
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The number of synapses peaks before the critical rewiring period, and subse-
quently decreases during further development [45, 49]. To mimic the reduction in
synapses we initialized UCOR type networks with an excitatory connection prob-
ability of 10%, twice that of the final value of 5%. The networks were presented
with random input in the form of spontaneous release and background spiking (see
Ifluc and Ibg, respectively in Equation 3.4 for details). We applied a spike-timing
dependent plasticity (STDP) rule [31], while the overall level of network activ-
ity was maintained by a network homeostasis rule (see below). The simulations
were then run for 20 s. The amplitude of STDP was increased and homeostatic
plasticity was made faster in order to reduce the length of the simulation period.
The results were comparable to those that were obtained for simulations that
were run for a longer duration of 50 s. At the end of the simulation the weakest
synapses were removed until a connectivity of exactly 5% remained.
Spike-timing dependent plasticity
For the STDP rule we used a function F(∆t) that determined the amount of
synaptic modification arising from a single pair of pre- and postsynaptic spikes
separated by a time ∆t:
F (∆t) =
A+e
−∆t
τ+ , if ∆t < 0
−A−e
−∆t
τ− , if ∆t > 0
(3.8)
Where τ+ = τ− = 20 ms, A+ =
A−
1.05 = 0.005 [31]. We used a hard upper bound of
synaptic strength equal to 0.013. We found that for this synaptic strength neurons
fire at rates similar to the target firing rate (Equation 3.9), for the supplied noise
level of 0.1 Hz.
Network homeostasis
Applying the STDP rule (Equation 3.8) has a strong effect on the postsynaptic
firing rate [31]. We therefore maintained the network mean firing rate with:
τh
dW
dt
= (Rtar − R¯) ·W (3.9)
Where W is the connectivity matrix containing the postsynaptic weights of all
neurons in the network. According to this rule all synaptic weights in the matrix
W are adjusted multiplicatively when the current mean firing rate over the last
500 ms (R¯) diverges from the target mean firing rate (Rtar = 1.5 Hz); for this
process we used a (sped-up) timescale of τh = 2 s. Experimentally homeostatic
plasticity timescales are generally in the range of hours to days [50, 51].
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3.3.8 Statistical analysis
To test for significant differences between ACOR and PCOR networks we used
the 2-sided t-test, implemented as ttest2 in Matlab (Mathworks).
We used two methods to test whether correlations in the degree distributions
arise when we applied the plasticity rules described above.
For the first method (referred to as the LSR-method) we evaluated the degree
correlation using the least square regression on the in- and out-degree of the
neurons; we used the Matlab (Mathworks) function polyfit and we tested whether
the coefficient of the linear fit was significantly different from a horizontal line
(uncorrelated degree distribution).
For the second method (referred to as the quadrant-method) we plotted the
in- and out-degree of the neurons and divided this plot into four quadrants. For
the top-right quadrant both the in- and out-degree of the neurons are larger than
the mean in- and out-degree, respectively. For the bottom-left quadrant, both the
in- and out-degree are smaller than their mean. The number of neurons in these
two quadrants (Pn) contribute to a positive correlation in the degree distribution.
Similarly, the number of neurons in the top-left and bottom-right quadrants (An)
are counted, which contribute to an anti-correlation in the degree distribution.
We tested whether ( PnAn - 1) was significantly different from zero using a two-sided
t-test.
3.4 Results
3.4.1 Networks with anti-correlated degree distribution have
the lowest spread in the number of synaptic contacts
Here we examined the in- and out-degree distribution of four network types with
correlated in- and out-degrees for the neurons: no correlation (UCOR), anti-
correlation (ACOR), positive correlation PCOR or a mix of anti- and positive
correlation (XCOR, Figure 3.2A). The marginal distribution of pre- or postsy-
naptic connections per neuron is identical for these different networks (Figure
3.2B). However, the distribution for the sum of in- and out-degrees shows that
ACOR networks have a tight distribution for the sum of pre- and postsynaptic
connections per cell, whereas PCOR networks show a wide range of values of the
summed degrees, with some cells that make few pre- and postsynaptic contacts
and others that have many synaptic contacts (Figure 3.2C, in Section 3.5 we
relate these differences to metabolic demands on the cell).
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Figure 3.2: Construction of networks with a correlation between in- and out-
degree. A: Scatter plots of the in- vs. out-degree for the four network types. The
degree distributions were sampled from a truncated bivariate Gaussian, with for
each network type a different covariance matrix. For the uncorrelated (UCOR)
networks, the covariance matrix was diagonal, with equal variance of the marginal
distributions for the in- and out-degrees. To generate correlations we start from a
diagonal covariance matrix with unequal variances and rotated it by 45 degrees an-
ticlockwise to obtain anti-correlated (ACOR) networks and by 45 degrees clockwise
to obtain positively correlated (PCOR) networks. We also constructed networks
where half of the in- and out-degree pairs were picked from an anti-correlated
distribution and the other half from a positively correlated distribution (XCOR).
B: The networks were constructed so that the marginal distributions for the in-
and out-degree were the same for the four network types. C: The distributions of
the sum of in- and out-degree for each neuron shows that ACOR networks have
a tight distribution for the total number of connections per cell, whereas PCOR
networks show a wider range, with some cells that have few pre- and postsynaptic
contacts and others that have many incoming and outgoing synaptic contacts.
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3.4.2 Networks with anti-correlated degree distribution have
longer path lengths between pairs of neurons and
larger structural cores
Having constructed networks with unique correlations in the degree distribution,
we wanted to know whether and in what ways the structural connectivity of these
networks was different. We used concepts from graph theory that are described
in textbooks [40]. We studied the mean shortest path between the excitatory
neurons, which is the shortest path between two nodes, averaged across all pairs
and therefore provides a measure of the effective connectivity in the network.
Mean path length could be a relevant quantity because it describes how activity
can spread across the network to induce a network burst. An increase in con-
nection probability decreased the mean shortest path length (Figure 3.3A). By
maintaining a constant connection probability and varying the network size, we
observed that the mean shortest path also decreases with network size (Figure
3.3B). We tested whether the mean shortest path length was affected by correla-
tions in the degree distribution and found that for the typical networks used here
(480 excitatory neurons and connection probability 0.05), ACOR networks had a
significantly longer mean shortest path length, with an increase of 1-2% compared
to PCOR networks (p < 0.001, significance was tested using a two-sided t-test,
Figure 3.3C). These differences are small, but become larger for more sparsely
connected networks.
Intuitively, a network structural core consists of highly interconnected neu-
rons. To study whether correlations in the degree distribution affected the net-
work structural core size, we performed a k-core analysis [52]. The k-core is the
largest subgraph comprised of neurons with a summed in- and out-degree of at
least k, which is determined by recursively removing neurons that have a summed
in- and out-degree lower than k. At the macroscopic level, when applying k-core
decomposition to the connectivity at the level of anatomical brain regions, a
structural core remains characterized by high metabolic activity that overlaps
with the activity in the human brain during the resting state (i.e. the human
default mode network), suggesting that a structural core is the basis for shaping
brain dynamics [53]. At the microscopic level we found that ACOR resulted in a
significantly larger structural core (Figure 3.3D).
Taken together, we found graph theoretical differences between the different
network types. The number of synaptic connections is more homogeneously dis-
tributed in ACOR compared to PCOR networks, which led to a larger structural
core size. However, the average shortest path length was increased in ACOR
networks compared to PCOR networks. PCOR networks have neurons with high
in- and out-degree that function as hubs that reduce the shortest path length.
The question is whether these differences have dynamical consequences in terms
of stability and sensitivity.
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Figure 3.3: The anti-correlated degree distribution leads to a higher mean short-
est path length between two excitatory neurons and a larger core size. A: The
shortest path length, which is the mean distance between all pairs in the network,
decreases with increasing connection probability. B: The shortest path length also
decreased with increasing network size. This reduction is most notable for sparsely
connected networks (connection probability 0.01). C: The four network types were
compared for varying network sizes, while the connection probability was fixed to
0.05. ACOR networks have a significantly increased (1-2 %) mean shortest path
length. D: The results of a k-core decomposition are shown for networks with
480 pyramidal cells and connection probability 0.05. ACOR led to a larger core
of highly connected neurons compared to PCOR. For each correlation type the
statistics were averaged across 60 networks, error bars are 1 standard error of the
mean (SEM) and dotted lines indicate significant differences between ACOR and
PCOR networks according to a two-sided t-test.
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3.4.3 Anti-correlated networks are most stable against back-
ground noise
In vivo recordings in the rat somatosensory cortex show that cortical neurons
fire at a low frequency, ranging from less than 1 Hz in the superficial layers to
a few Hz in the deep layers [8, 10, 11]. We are primarily interested in the state
of low firing rate, in which each neuron is only active a small fraction of the
time, because this state allows a stimulation to cause a detectable difference in
the network firing rate. We therefore quantified the stability of each of the four
network types (see Figure 3.2A).
In the absence of noise, no spiking activity was detected in any of the net-
works. For a low level of background noise, the networks remained stable and
fired irregularly, while increased noise results in unstable, continuous network
bursting (Figure 3.4A). The excitatory synaptic strength were such that low
frequency spiking input could evoke a detectable response.
We found that ACOR networks showed fewer burst responses for the same
level of noise compared to PCOR networks (Figure 3.4B). This also related to a
lower firing rate in ACOR networks (Figure 3.4C). Thus PCOR networks were
less stable than ACOR networks. Stability for UCOR and XCOR networks was
in-between ACOR and PCOR networks.
We wanted to know whether these differences in stability could be explained
by the different graph theoretical properties found above. For a given path length
the properties such as firing rate were broadly distributed, but there was no
statistical trend observable between the mean firing rate of the network and the
mean shortest path length of the associated network (Pearson correlation values
were not significantly different from zero, Figure 3.4D). We also did not find
a correlation between k-core size and firing rate (Figure 3.4E). Thus, for the
same number of connections in a network, the mean pair distance and structural
core size did not influence the network stability.
We then studied the relation between in-degree and firing rate for individual
neurons. A high in-degree led to a high firing rate (Figure 3.4F). Given the
correlation structure in the network, this means that high out-degree neurons in
a PCOR network have high firing rates, whereas the high out-degree neurons in
the ACOR network have low firing rates. Hence, the anti-correlated degree dis-
tribution directly results in a reduced synaptic output to the network, indicating
the mechanism by which the additional stability is generated.
3.4.4 Positively correlated networks are most sensitive to
stimulation in the absence of spontaneous bursts
Whisker stimulation results in time-locked responses that can be measured in
the rat somatosensory cortex [15]. These neuronal responses are hypothesized to
play an important role in performing and learning sensory tasks [13, 14]. Rats
are better at detecting external stimulation when multiple neurons are activated
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Figure 3.4: An anti-correlated degree distribution increases stability against noise.
A: Averaged firing rates of excitatory (black lines), PV (red traces) and Sst (cyan
traces) neurons in response to background noise events at frequencies between 0.08
Hz and 0.1 Hz per neuron. The low noise input evokes background spiking activity
without bursting (lower traces), whereas the high noise input rates trigger periodic
synchronized bursting activity in the network (upper traces). B: The PCOR net-
works (blue) produce network burst activity for a lower noise rate than the ACOR
networks (green). UCOR (red) and XCOR (cyan) correlated networks showed in-
termediate levels of stability. C: As expected for a lower burst rate, the ACOR
networks also have a lower firing rate compared to the PCOR network for an
equal amount of random input spikes. D: The ACOR networks have on average
a longer shortest path length (also see Figure 3.3). The shortest path length for a
given network was not correlated with the firing rate in that network, as the Pear-
son correlation value was not significantly different from zero (p > 0.05). Each
dot represents the mean firing rate of the excitatory network; background noise
rates varied between 0.075 and 0.11 Hz. E: No correlation was found between the
mean firing rate of a network and the largest k-core in that network. Statistics
and color convention were as in panel D. F: Dots represent the firing rate of a
single neuron plotted against its in- and out-degree for one network in the bursting
state (input rate 0.11 Hz per neuron). In panels B to E the statistics are averaged
across 120 networks, error bars are 1 SEM and dotted lines indicate significant
differences between ACOR and PCOR networks according to a two-sided t-test.
Each network consisted of 480 pyramidal, 60 PV and 60 Sst neurons.
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compared to when a single neuron is stimulated [7, 54]. Here we studied the
network responses upon stimulation of 6 neurons while the networks were not
bursting spontaneously (0.07 Hz background noise). For weak excitatory coupling
strength, only a few neurons in the network responded to stimulation in addition
to the directly stimulated cells (Figure 3.5A). Neuronal recruitment increased
with excitatory coupling strength (Figure 3.5B), where PCOR networks had a
higher peak firing rate than ACOR networks (Figure 3.5C). Network-wide burst
responses, detected when the firing rate crossed a predefined threshold, were
realized for weaker coupling strengths in the case of PCOR networks (Figure
3.5D), and these networks were fastest to reach their peak activity (Figure
3.5E). Taken together, these data show that networks with positive correlations
in the degree distribution, in the absence of spontaneous network bursting, are
most sensitive to stimulation of a few neurons.
3.4.5 Stimulus detection is enhanced in anti-correlated net-
works for higher background noise
We showed that in the absence of spontaneous bursting the PCOR networks were
most sensitive to stimulation, whereas ACOR networks were found to be more
stable against noise. Here we investigate the sensitivity to external stimulation
for varying degrees of background noise; this provides a direct quantification of
detection performance. For our experiments we first supply the networks with
background noise in the form of random spiking in each of the excitatory neurons
of the network (see Methods, section 3.3.5). We then applied stimulation in 1
to 6 neurons and observed a moderate to clearly noticable increase in the firing
rate. (Figure 3.6A).
We used these experiments to study whether stimulation had a detectable
effect on the network activity (Figure 3.6B). For low detection thresholds, de-
tection of both true and false positive network events is high. For intermediate
detection thresholds we observed that ACOR had lower rates of false positive
events compared to PCOR networks (Figure 3.6B). From the true and false pos-
itive rates we constructed ROC curves (Figure 3.6C). From these ROC curves
we extracted the area under the curve (AUC) as a measure of stimulus detection
in noisy conditions, and show that for stimulation of a few (1 - 6) neurons stim-
ulus detection in ACOR networks was enhanced compared to PCOR networks
(Figure 3.6D). Nanostimulation (single neuron) had a small but significant ef-
fect on stimulus detection. We then studied the stimulus detection under varying
background noise levels (Figure 3.6E). We found that ACOR networks were able
to detect stimuli for stronger background noise, which can be attributed to the
increased stability against background noise as shown before (Figure 3.4B-C).
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Figure 3.5: Networks with a positively correlated degree distribution are more
sensitive to a small perturbation for the low noise condition, for which there are
no spontaneous bursts. A: Rastergrams wherein each dot represents a spike. The
spikes of excitatory pyramidal cells are in black, PV interneuron spikes are in red
and Sst interneurons spikes are in cyan. Depending on the strength of recurrent
excitation (wee), external stimulation in 6 neurons of a UCOR network leads to
either a weak response of varying duration that did not recruit inhibitory neurons,
or a strong, sharp response that recruited inhibitory neuron activity that curtailed
the burst. Each neuron received input from background spikes at a rate of 0.07
Hz. Interneurons were recruited only when a network burst occurred. The raster-
grams also show the spikes of the stimulated neurons, but these were not included
for the burst detection and post-stimulus time histograms to avoid stimulation
artifacts. B: The smoothed post-stimulus time histogram of excitatory neurons
for 25 different values of the recurrent excitatory strength, equally spaced between
0.015 and 0.04. For smoothing see Equation 3.6. C: Mean peak firing rate in
the smoothed post-stimulus time histogram plotted against the recurrent excitatory
strength. PCOR networks (blue) showed higher peak firing rates compared to the
ACOR networks (green) for equal recurrent strength. D: Bursts were detected
when the recurrent strength exceeded 0.015, and for recurrent strength 0.023 and
higher the network consistently showed a burst response after each stimulation.
E: The peak latency, which is the time between the onset of stimulation and the
peak of the burst, decreased for stronger recurrent strength. For recurrent strength
below 0.02, variability in the peak latency is high due to the low number of detected
bursts. For each network type the statistics are averaged across 60 networks with
one stimulation per network, error bars are 1 SEM and dotted lines indicate sig-
nificant differences between ACOR and PCOR networks according to a two-sided
t-test.
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Figure 3.6: Stimulus detectability, as evaluated by ROC analysis, is higher for
networks with anti-correlations in the degree distributions than for networks with
positive degree correlation. A: Spike density for the excitatory neurons in a stim-
ulated ACOR network. Stimulation was applied every 70 ms to up to 6 neurons
in the network; the stimulus duration is indicated by the block pattern (top). At
the start of each stimulation, which is indicated by a dotted line, the network
variables were reset to their baseline value (no stimulation, bottom). Under the
same noise conditions as the baseline trace, the number of stimulated neurons
increased from bottom to top with a step of one. In the top trace stimulation was
applied to 6 neurons, which often initiated a detectable response including many
neurons. Background noise was 0.098 Hz per neuron. B: Stimulation of 3 (top)
and 6 (bottom) neurons was applied to ACOR (left) and PCOR networks (right),
while the background noise was identical. Stimulation in the ACOR networks was
better detectable than stimulation in the PCOR networks because the PCOR net-
works were less stable to noise. C: The corresponding ROC curves for 3 (left) and
6 (right) stimulated neurons quantify the stimulus detectability, such that curves
further away from the diagonal relate to higher detection rates. Because neuronal
networks respond non-linearly to noise, which occasionally initiated bursting in
response to spontaneous activity, additional stimulation in that case did not in-
crease the response amplitude further, therefore the bottom-left part of the ROC
curves remain along the diagonal. D: The area-under-curve (AUC) of the ROC is
a quantification of stimulus detectability. Detectability increases with the number
of stimulated neurons and is highest for ACOR networks. E: We stimulated four
neurons under different background noise levels. ACOR networks showed higher
detectability in the high noise conditions compared to PCOR networks. For each
correlation type the statistics are averaged across 120 networks, error bars are 1
SEM and dotted lines indicate significant differences between ACOR and PCOR
networks according to a two-sided t-test.
369
3.4.6 A minimal connection probability to detect external
stimulation
We showed that ACOR networks outperform PCOR networks in detection of
external stimulation under high levels of noise. Next we wondered what influ-
ence connection probability had on stimulus detection. We maintained constant
synaptic strengths and observed that for a high connection probability (10%)
network bursting occurred at noise levels around 0.07 Hz, whereas networks with
a low connection probability (1%) did not burst until noise levels reached rates
around 0.14 Hz (Supplementary Figure 3.9). For a clear comparison, we per-
formed simulation of networks with these connection probabilities for the same
range of noise levels. For connection probability 5% and 10% our previous results
that ACOR outperforms PCOR were confirmed. When connection probability
dropped to 3% and below the stimulation of a few neurons was difficult to detect
and the advantage of ACOR to outperform PCOR disappeared. When connection
probability was further reduced to 1%, the ability to detect external stimulation
was almost completely abolished. We attribute these findings to the higher mean
out-degree in the densely connected networks compared to sparsely connected
networks, thereby allowing external stimulation of a few neurons to recruit a
larger synaptic drive to the rest of the network. For our stimulation protocol
involving 600 neurons, stimulation in four neurons and our setting of synaptic
strength, the minimal connection probability to detect external stimulation was
∼5%.
3.4.7 Associative plasticity forms anti-correlations in the
degree distribution
How could networks with anti-correlations in the degree distribution emerge?
Several different models exist for the establishment of synaptic connections, but
these do not take into account correlations in the degree distribution [55, 56].
We studied whether correlations in the degree distribution could emerge from
associative plasticity.
Early in development the number of synaptic connections is high, and subse-
quent associative plasticity reorganizes the cortical circuits, decreasing the num-
ber of synaptic connections (see Section 3.3.7 for details). We constructed net-
works with 10% connection probability to represent the more densely connected
networks early in development. These networks were of the UCOR type to mimic
the random organization. Uncorrelated spontaneous spiking was supplied to the
network as synaptic inputs with an amplitude of Ibg = 15 pA, duration of 0.1 ms
and at a rate of 0.1 Hz for each neuron. The rate of 0.1 Hz was chosen because
the ACOR networks that were generated from a bivariate Gaussian distribu-
tion then fired at ∼1.5 Hz, for which the occasional synchronized burst emerged.
When in these networks the synaptic strength was modified by STDP and the
set point rate for the homeostatic process was set to 1.5 Hz, spiking activity still
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propagated throughout the network accompanied by the occasional synchronized
network burst.
We observed that associative plasticity reorganized the synaptic weight dis-
tribution towards a bimodal distribution (Figure 3.7A). Synapses were pruned
(removed), starting with the weakest synapses, until a connectivity of 5% was
obtained (Figure 3.7A). We summed the synaptic inputs to each of the neurons
and found that the distribution was comparable to explicitly constructed ACOR
networks from a correlated bivariate Gaussian distribution (Figure 3.7B).
By plotting the in- and out-degree of the synaptic connections that remained
after associative plasticity, we observed anti-correlation in the degree distribution
(Figure 3.7C). We calculated the correlation (Section 3.3.7) for 60 networks with
randomly initialized dynamics and connectivity, and found that anti-correlation
in the degree distribution was consistently formed (Figure 3.7D).
In summary, for these parameter settings, dense and uncorrelated networks
were consistently reorganized into more sparsely connected networks with anti-
correlation in the degree distribution by synaptic pruning.
3.5 Discussion
The activity produced by cortical microcircuits in sensory areas provides the op-
portunity to detect external stimuli, provided that the circuits are stable against
noise generated by spontaneous firing. Such simultaneous sensitivity and stability
is difficult to achieve [21]. Previously, in a simple recurrent network of stochastic
binary neurons, it was numerically shown that stability was increased for ACOR
relative to PCOR networks. Nevertheless, these ACOR networks consisting of
binary neurons had the same level of sensitivity compared to PCOR [21].
Here we studied the effects of correlation between in- and out-degree on stim-
ulus detection in recurrent spiking neuronal networks. We found that ACOR
networks had increased network stability, whereas in our simulations of the low
noise state, without the spontaneous bursting activity, sensitivity was highest for
PCOR networks. The rat somatosensory cortex shows spontaneous spiking at
firing rates of up to a few Hz [8, 10, 11]. When we performed stimulation in
the more realistic setting of spontaneous background spiking, representative of
these experimentally observed network states, we found that detection perfor-
mance was highest for the ACOR networks. High noise levels bring the recurrent
networks to the spontaneous bursting regime, resulting in a high false positive
rate. Anti-correlations in the degree distribution provide stability to the network,
and as a consequence a lower false positive rate. At the same time, these ACOR
networks remain sensitive to external stimulation, thus simultaneously improving
stability and stimulus detection compared to PCOR networks. Our hypothesis
is that stimulation detection corresponds to a nonlinear increase in neural activ-
ity in sensory areas. In our model, we use bursts as a proxy for such an event.
As our model networks represent only a small part of the entire barrel cortex
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Figure 3.7: Associative plasticity forms networks with anti-correlation in the de-
gree distribution. A: Top: a UCOR network with a connection probability of
10% with an upper bound on synaptic strength of 0.013 was run for 20 seconds
with spike-timing dependent plasticity. The amplitude of STDP was increased
and timescale of homeostatic plasticity was decreased compared to their values in
the literature in order to reduce the duration of the simulation. At the end of
the simulation period the synaptic distribution was bimodal. The weak synapses
(red) were pruned and removed from the distribution until a connectivity of ex-
actly 5% was obtained. The synaptic strength of the remaining synapses (green
bars) was comparable to an ACOR network explicitly constructed from a bivari-
ate Gaussian distribution (bottom). B: The summed excitatory synaptic strength
for the STDP-generated network (top) and the explicitly constructed ACOR net-
work (bottom). C: In- and out-degrees of the STDP-generated network (top) and
the explicitly constructed ACOR network (bottom). Black line is fitted using the
LSR-method. D: 60 STDP-generated networks (top) and 60 explicitly constructed
ACOR networks (bottom) were tested for correlations in the degree distribution
using the LSR-method and the quadrant-method (see Materials and Methods). All
STDP-generated networks showed anti-correlations in the degree distribution that
were comparable to the generated ACOR networks. The LSR-method shows that
the angle of the slope is similar for the explicitly generated and STDP-generated
networks, whereas the lower values found for the STDP-generated networks us-
ing the quadrant-method are due to the increased variance across independent
realizations.
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network, the bursts correspond to a more modest increase in the barrel cortex
activity. Specifically, they should be experimentally observable as a modestly
increased rate coupled to a strongly increased level of synchronization in sparsely
active networks [7–9]. We further speculate that downstream neurons in areas
that plan actions (i.e. the initiation of licking) have become more sensitive to
these synchronously active neurons, for instance, through a Hebbian mechanism
during training.
By dissecting the firing rate based on in-degree, we found that in the ACOR
networks the neurons with high out-degrees had on average a lower firing rate;
this effectively reduces the excitatory input to the network during spontaneous
activity. Concurrently, the high in-degree neurons collect inputs from many neu-
rons in the network, and have a higher than average firing rate, but project their
output to a relatively small portion of the neurons so as to not destabilize the
network. As a consequence, stimulating the average out-degree neurons in the
ACOR networks result in a burst response even though the networks remained
more stable against the noise-induced bursts compared to the PCOR networks.
It was recently shown in vivo that network firing patterns are largely dictated
by basic circuit variables [57, 58]. We suggest correlations in the degree distribu-
tion contribute as a basic network property to the maintenance of stable spiking
activity in neuronal networks.
For the neuronal networks in this study we found that sensitivity to stimula-
tion of a few neurons requires a minimal connection probability. Although many
synaptic connectivity features are ubiquitous among cortical system, experimen-
tally observed connectivities differ between species and sensory modality (for
review see [59]). It is interesting whether the ability to detect nanostimulation is,
for example, different between rats and mice, and whether visual, auditory and
somatosensory regions show a difference in detection performance. We predict
that densely connected regions show better performance compared to sparsely
connected regions. Inhibitory neurons are less abundant in cortical circuits than
excitatory neurons, but are more densely connected to the excitatory population
[34]. Nanostimulation of inhibitory neurons might therefore have an increased
detection performance compared to nanostimulation of excitatory neurons.
Synaptic communication places a disproportionally high demand on energy
consumption [60, 61]. Pre- and postsynaptic parts of the neuron consume a
comparable amount of energy [61, 62]. Cells that are stressed by excessive ATP
consumption can produce damaging levels of reactive oxygen and nitrogen species
(ROS/RNS) in the cell, leading to protein dysfunction and potential cell death
(for review see [63]). Cell death by oxidative stress is linked to neurodegenerative
diseases [63]. When networks have anti-correlations in the degree distribution,
the energy demand is more homogeneously distributed over the neurons (Figure
3.8A). Thus, by making cellular demands on energy consumption more homo-
geneous, the anti-correlation in the degree distribution provides another level of
robustness to brain networks.
For standard growth models the number of pre- and postsynaptic connections
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Figure 3.8: Metabolic consequences of, and a method to experimentally confirm,
anti-correlated degree distributions in the cortex. A: The pre- and postsynaptic
parts of the neuron have a comparable energy consumption ([61, 62], estimates
in the diagram are from [61]). By assigning equal levels of energy consumption
to the pre- and postsynaptic part of each synapse, we find that energy demands
are more homogeneously distributed over cells in ACOR networks compared to
PCOR networks. B: To estimate the in- and out-degree of single neurons, we
propose to use single cell RT-qPCR and compare the relative expression of pre-
and postsynaptic markers. This can for example be performed for RNA encoding
presynaptic proteins Neurolexin (NRXN), Vesicular glutamate transporter 1 (vG-
lut1) and Synaptotagmin-1 (SYT1) [64–66]; and postsynaptic proteins Neuroligin
(NRGN), postsynaptic density-95 (PSD-95) and Glutamate receptor 2 (GluR2)
[64, 65, 67].
374
for each neuron is set to be independent, and there is no correlation in the in-
and out-degrees. These networks will be of type UCOR. Previously, STDP was
shown to lead to non-random structures [68, 69] and disassortivity in network
connectivity [70]. These authors also studied the distribution of in-degree, out-
degree and sum of in- and out-degree. They observed a general reduction in the
out-degree, particularly for neurons with high in-degrees, but did not quantify
the correlations in the degree distribution [70]. We demonstrated that STDP
can reorganize UCOR networks into networks with anti-correlation in the degree
distribution.
What could trigger this structural organization in a developing brain? One
possibility is that the network restructuring towards anti-correlations occurs after
the transition from immature to mature STDP [71]. For the rat somatosensory
cortex, this developmental switch coincides with the critical learning period and
a period of rapid reorganization of the cortical circuitry [44].
Alternatively, in the mature brain plasticity rules could form an anti-correlated
degree distribution to obtain cortical circuits sensitive to (nano-)perturbation.
After a training period rats respond significantly more to stimulation of a single
neuron in the somatosensory cortex than to catch trials, consistent with a sparse
cortical code for sensation [7, 16]. Thalamic activity that is triggered by whisker
stimulation could project preferentially to neurons with high out-degrees. Here,
an anti-correlated network configuration could provide simultaneous stability to
noise, and sensitivity to (nano)stimulation.
In the networks studied here, synaptic strength was held constant. Conse-
quently, the variability in in-degree results in variable firing rates. For our plas-
ticity experiments, we applied homeostatic scaling such that the network scales
towards a specific target firing rate. However, homeostatic scaling could also be
applied to individual neurons [51]. Firing rates of individual neurons converging
to a target firing rate could lead to variability in the synaptic strength, thereby
reducing the stability of the ACOR network and abolishing the competitive ad-
vantage of ACOR compared to PCOR networks.
The recurrent networks were organized without any laminar structure. How-
ever, the cortex is organized as a layered structure, generally thought to be com-
prised of functional cortical columns [72, 73], which can improve computational
efficiency beyond the capabilities of recurrent networks without such spatial orga-
nization [74–76]. As we showed here, correlations in the degree distribution can
also provide additional capabilities for stimulus detection. Neurons in cortical
networks with an anti-correlation in the degree distribution can perform unique
roles in the network. The neurons with low in-degree and high out-degree could
project to amplify a signal by projecting to many neurons within a layer or across
layers. The neurons with high in-degree and low out-degree could provide im-
proved detection of a network burst by integrating many inputs, and send the
detection signal to specific target neurons.
Due to experimental limitations, correlations in the degree distribution have
not been directly quantified experimentally [21]. Classical tracing techniques are
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not appropriate for single neuron studies because they involve connections to
or from multiple nearby neurons [77]. Electron microscopy (EM) based recon-
struction of cortical circuitry could provide the complete connectivity structure
of a local network. Analysis in a recent review paper [78] show that it could be
experimentally feasible to image an appropriately sized block of cortical tissue.
However, the main bottle neck is analysis: the detection of synapses and properly
identifying the pre- and postsynaptic neuron. The combination of new technolo-
gies, such as crowd sourcing [79], interactive machine learning [80] and molecular
biology [81] will make the EM more feasible within a decade. Alternatively, viral
based techniques allow crossing of exactly one single synaptic connection which
could help to visualize neurons [82, 83]. However, to obtain the pre- and post-
synaptic connections, single cells should be infected with both anterograde and
retrograde crossing viruses, making this a challenging approach. Another method
is to simultaneously record from multiple cells and assess connections by inducing
action potentials in one neuron at a time and recording the postsynaptic responses
in other nearby cells [84, 85]. Such recordings can be used to estimate the degree
distribution indirectly by subsampling. Alternatively, correlations in the degree
distribution can be estimated by studying motifs, for example from triplets of
neurons [21]. Taken together, we feel that these techniques do not provide a fea-
sible strategy for experimentally confirming our hypothesis on connectivity. We
have therefore formulated an alternative approach.
The diversity of interneuron subtypes, generally defined by particular molec-
ular markers such as parvalbumin and somatostatin, have been elegantly inter-
rogated by simultaneous use of molecular, anatomical and electrophysiological
techniques on single neurons [86, 87]. For the excitatory cells here we propose
a similar approach: by patch clamping single neurons (1) the electrophysiologi-
cal profile can be tested, (2) color the cell by dye or virus injection such that
the anatomical structure can be reconstructed and (3) by single-cell Reverse
Transcriptase-quantative Polymerase Chain Reaction (RT-qPCR) [88], or RNA
sequencing (RNA seq) [89], the mRNA content of the cell could be quantified.
The mRNA quantity is an indirect measure of protein expression in the cell. By
quantifying the mRNA that code for proteins that are typically found in the
presynaptic terminal (such as Neurolexin, Vesicular glutamate transporter 1 and
Synaptotagmin-1 [64–66]) and proteins that are typically found in the postsy-
naptic spines (such as Neuroligin, PSD-95, and GluR2 [64, 65, 67]), the in- and
out-degree of single neurons can be estimated (Figure 3.8B). Thus, by com-
bining the molecular, anatomical and electrophysiological blueprint of the cell’s
degree distribution, a (layer-specific) subclassification could be made for single
excitatory neurons.
In this study, we showed that correlations in the degree distribution can add
computational capabilities for neuronal networks. While intuitively networks that
have neurons with high in- and out-degree seem ideal for stimulus detection, we
showed that when taking network stability into consideration the detectability
was enhanced for networks with an anti-correlated degree distribution. We pro-
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pose experimental methods to investigate the correlation of in- and out-degree in
individual neurons. Furthermore, we have shown how a simple plasticity rule can
organize cortical networks to obtain anti-correlations in the degree distribution.
Our results suggest that anti-correlated degree distributions could be an impor-
tant strategy to increase stimulus detectability in recurrent cortical networks.
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Figure 3.9: Stimulus detectability is abolished for low connection probability. All
networks were stimulated while the noise ranged from 0.04 Hz to 0.15 Hz. The
area-under-curve (AUC) was calculated as before: in short, for each stimulation
the network activity was compared to the activity of the network without stim-
ulation. The state of the network variables and random noise generator were
identical between the two conditions. An AUC value of 0.5 represents a network
that is unable to detect stimulation. For each correlation type the statistics are
averaged across 60 networks, error bars are 1 SEM and dotted lines indicate sig-
nificant differences between ACOR and PCOR networks according to a two-sided
t-test.
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Stimulus detection probability is increased by
spike train irregularity
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4.1 Abstract
Recent experiments have shown that short spike trains elicited in single neurons
of the somatosensory cortex were able to induce a behavioural response. Inter-
estingly, the rats showed an increased response rate for stimulations with pulse
trains that led to spike trains with irregular interspike intervals (ISIs). However,
the neuronal circuits in the somatosensory cortex are also spontaneously active,
providing similarly-sized input that is not related to the stimulus. We computa-
tionally studied whether sensitivity was effected by the spike train irregularity in
spiking neural networks (SNNs). In SNNs, we found that the probability to induce
a detectable event in the form of a network burst was increased for single-neuron
injection of irregular relative to regular spike trains. The increased detection rate
depended on the short-term plasticity profile, providing a possible mechanism for
neural networks to tune sensitivity to stimulus irregularity. Furthermore, using
binary networks to study the role of action potential interaction, we found that
sensitivity to spike train irregularity is inherent to recurrent networks. Taken
together, we hypothesize that the sensitivity to spike train irregularity in neu-
ral networks relates to the short ISIs that are present in irregular stimulation.
Short ISIs lead to increased synaptic integration, which can be modified by the
short-term plasticity profile, and a higher probability of coincidence detection.
Brain circuits could use this as a strategy to increase the detection probability of
natural stimuli, which are often composed of irregular spike trains.
4.2 Introduction
Noise, in the form of biochemical and biophysical stochastic processes that af-
fect information transfer, permeates every level of the nervous system [1]. Brain
circuits are stable to noise perturbations that represent sensory input to which
they need to respond, while simultaneously remaining sensitive to equally sized
externally induced perturbations. Several mechanisms are proposed to enhance
neuronal communication, for example coherence in neuronal oscillations (for re-
views see [2, 3]) or wiring schemes of the circuitry [4].
Noise is not always a problem for neurons, as it can also be a solution to in-
formation processing problems: intermediate levels of noise can improve stimulus
detection [1]. Recording and imaging techniques that do not select the recorded
neurons, and thereby provide unbiased measurement of the firing rates show that
sensory areas are sparsely and spontaneously active [5, 6]. Neurons in the rat
barrel cortex for example shows spontaneous spiking at a rate of a few Hz [5,
7, 8]. It is therefore of interest to determine whether externally induced per-
turbations can influence behaviour. Relatively strong external stimulations of
hundreds of neurons in the form of microstimulation have already established a
direct link from spiking activity to behaviour [9, 10]. However, it was even possi-
ble to condition rats to report stimulation of single neurons in the sensory cortex
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[11]. These experimental results suggest that perturbations of single neurons can
influence decision making.
Recently, Doron and coworkers showed that the discharge pattern of evoked
spikes in single neuron stimulation affected detection probability [12]. Injections
of irregular spike trains were able to evoke behavioural responses, whereas regular
spike trains were not able to influence behaviour [12]. Furthermore, rats are more
sensitive to irregular patterns in whisker deflection compared to regularly ordered
deflections [13]. It is unclear by which mechanism cells have a stronger impact
when they fire irregularly [12]. Our guiding hypothesis is that irregular spike
trains have a higher probability to evoke a neuronal network responses compared
to the same number of spikes in regular spike trains.
To investigate this, we first explored detectability of irregular spike trains
in SNNs. The single-neuron stimulation detection task used by [12] starts with
training the rats to detect microstimulation [14] over several days before switching
to single-neuron stimulation trials. To mimic this situation in our experiments,
and obtain a baseline response rate, we trained in silico SNNs to respond to spike
trains with an intermediate regularity at a response rate of 50%, before applying
irregular or regular stimulation. During the training period, we applied network
scaling [15]. Adjustment of the synaptic weights to maintain a certain level of ac-
tion potential activity can be achieved by homeostatic plasticity mechanisms that
dynamically set synaptic strengths [16], ion-channel expression [17] or the release
of neuromodulators [18]. Stimulation of the networks after the training period
showed that irregular spike trains increased and regular spike trains decreased
the stimulus detection rate. Using this setup, we found that short-term plasticity
(STP) could modify the sensitivity to stimulus irregularity. We studied the in-
terspike intervals (ISIs) in a window leading up to the burst and found that short
ISIs, and pairs of short ISIs, were more likely to precede a burst. Together, these
results suggest that short ISIs in irregular stimuli have an increased probability
to generate a burst, and that synaptic dynamics effect the impact of short ISIs
on burst generation. Furthermore, we stimulated recurrent networks of binary
neurons, showing that sensitivity to stimulus irregularity can occur irrespective
of neuronal dynamics. In a probabilistic model for the binary neurons, we find
that two consecutive ISIs resulted in higher burst probability due to a network
interaction term, whereas the same amount of spikes in isolation had a lower burst
probability, suggesting a strong contribution of the recurrent network structure
to respond to short ISIs.
In cortical neurons, the degree of spike train variability and regularity varies,
where in some cases the variability in response patterns is high, and under other
conditions neurons fire more consistently (for review, see [1]). More short ISIs
are found in irregular relative to regular spike trains. Here, we propose that
the increased sensitivity to spike train irregularity in neural networks can be
explained by (1) synaptic signal integration for short ISIs, which can be tuned
by the STP profile, and (2) an increased coincidence detection for short ISIs in
recurrent networks.
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Variable description Symbol Value Citation
Membrane rest potential Vrest −70.6 mV [19]
Membrane time constant τm 9.4 ms [19]
Membrane capacitance Cm 281 pF [19]
Spiking threshold at rest θrest −50.4 mV [19]
Maximum spiking threshold θmax 30.4 mV [19]
Adaptive threshold time constant τθ 50 ms [19]
Vesicle recovery constant τrec 800 ms [20]
Alpha function time constant τα 3 ms
Maximum vesicle exocytosis NT 10
Vesicle pool capacity Pc 75
Table 4.1: Parameter values of the SNNs.
4.3 Methods
We studied the role of spike train irregularity in the generation of a network-wide
burst of action potentials (network response) in recurrent SNNs, consisting of
leaky integrate-and-fire (LIF) neurons with adaptive synapses. To highlight the
role of network structure on the generation of network responses, we also used
binary simulations and calculations.
4.3.1 Neuron model
For the SNN simulations we used LIF neurons:
dV
dt
= − (V − Vrest)
τm
+
Ives
Cm
(4.1)
Where Vrest is the resting membrane potential, τm the membrane time constant,
Cm the membrane capacitance and Ives the synaptic input current as defined in
Equation 4.3 below (parameter values are listed in Table 4.1). After an action
potential occurred, the membrane potential was reset to Vrest. We used the Euler
method to solve the differential equation with time steps of dt = 0.5 ms. An action
potential was modelled to occur when the membrane voltage became larger than
an adaptive threshold τm which satisfied the following equation:
dθm
dt
= − (θm − θrest)
τθ
(4.2)
Where θm returns to the threshold value θrest at rest with time constant τθ. After
an action potential occurred, the threshold is set to θm = θmax (parameter values
are listed in Table 4.1).
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4.3.2 Synapse model: vesicle exocytosis
Synaptic transmission was implemented as vesicle exocytosis from the presynaptic
neuron, leading to the depolarization of the postsynaptic membrane (Figure 4.1).
The resulting excitatory postsynaptic current (EPSC) is modelled as an alpha
function, resulting in a postsynaptic current (Ives) in neuron j at time t:
Ives(j, t) =
N∑
i=1
[
wij ·
∑
∆t
vij(t−∆t) · α(∆t)
]
(4.3)
Where wij is the synaptic strength between presynaptic neuron i and postsynaptic
neuron j, vij the number of vesicles that were exocytosed from presynaptic neuron
i onto postsynaptic neuron j at time ∆t before the current time t (parameter
values are listed in Table 4.1). Vesicles were omitted at ∆t > 20 ms, at which
time less than 1% of the maximal current remained. The currents generated by
a single vesicle were modelled as a normalized alpha function α(t):
α(t) =
t
τα
· e1− tτα (4.4)
With τα being the time constant for synaptic decay (parameter value is listed in
Table 4.1).
The probability that vesicle exocytosis occurred in response to an action
potential in the presynaptic neuron was modelled as a binomial distribution:
pij(vij |NT ,Θ) =
(
NT
vij
)
Θvij (1−Θ)NT−vij (4.5)
With vij being the number of vesicles that is exocytosed and NT the maximum
number of released vesicles in response to a single action potential (parameter
values are listed in Table 4.1). We simulated two types of release models, for
which Θ = Pf was the default, where Pf is the fraction of available vesicles in the
vesicle pool (Equation 4.6 below). To evaluate the properties of a large variety of
short-term plasticity profiles, we also used Θ = F ·D · Pf , with F a facilitation
term (Equation 4.7 below) and D a depression term (Equation 4.8 below).
An exocytosed vesicle was moved from the active pool (Pa) to the recycling
pool (Pr), and vesicles return to the active pool according to:
dPa
dt
=
Pr
τrec
(4.6)
Where Pc is the total vesicle pool capacity per synapse and τrec is the vesicle
recycling rate. Vesicle pools were initialized at 80% of the vesicle pool capacity
Pc (parameter values are listed in Table 4.1). The fraction of available vesicles is
calculated as Pf =
Pa
Pc
.
To study spike train detectability under noisy conditions, we implemented
synaptic noise in the form of a Poisson process for spontaneous vesicle exocytosis,
η, at a default rate of 10 Hz.
490
Name F1 KF τF KD k0 kmax τD Pc
Default - - 100 ms 2 2s−1 30s−1 50 ms 75
SF 0.05 7.4 ” ” ” ” ” 20
SD off off ” ” 0.7s−1 20s−1 ” 75
D 0.4 8 ” ” ” ” ” 50
F 0 16 ” ” ” ” ” 150
FD 0.2 0.5 ” ” ” ” ” 75
Table 4.2: Parameter values for simulations with short-term facilitation and de-
pression mechanisms as described in [21]. The ” indicate the default values given
in the first row.
4.3.3 Synapse model: Ca2+-dependent short-term plastic-
ity
To study a large variety of short-term plasticity profiles, we implemented, in
addition to the dynamical synapses described above, a facilitation and depression
term based on residual Ca2+ in the presynaptic terminal [22, 23], and used the
model proposed by Dittman et. al. [21](Figure 4.1):
F (t) = F1 +
1− F1
1 +KF /CaXF (t)
(4.7)
dD
dt
= (1−D(t)) · krecov(CaXd)− vij(t)
NT
· δ(t− tsp) (4.8)
krecov(CaXD) =
kmax − k0
1 +KD/CaXD(t)
+ k0 (4.9)
Where F1 is the strength of facilitation after the first action potential, KF and
KD denote the strength of facilitation and depression, respectively, vij(t) is the
number of exocytosed vesicles (Equation 4.5 and synaptic noise in the form of
spontaneously exocytosed vesicles) from presynaptic neuron i to postsynaptic
neuron j and δ is the dirac delta function (parameter values are listed in Ta-
ble 4.2). The residual calcium binding is described by CaXF and CaXD as
follows:
dCaXF
dt
= −CaXF (t)/τF + ∆F · δ(t− tsp) (4.10)
dCaXD
dt
= −CaXD(t)/τD + ∆D · δ(t− tsp) (4.11)
Where ∆F , ∆D and KF are related to each other:
KF
∆F
= C and ∆F = ∆D
(parameter values are listed in Table 4.2). Using this calcium-based model for
short-term facilitation and depression we generated several distinct profiles of
facilitatory and depressing neurons (parameter values are listed in Table 4.2).
491
Vesicle pool
Vesicle
Vesicle recovery
Neurotransmitter reuptake
Vesicle exocytosis
Ion-channels
voltage-gated
calcium-channels
Figure 4.1: Calcium induction of short-term plasticity. Action potentials that
arrive in the axonal terminal open voltage-gated calcium channels. Residual cal-
cium at the time of the next action potential can have a facilitatory or depressing
effect on the probability of vesicle release [21].
4.3.4 Burst detection
Network bursts were detected using a spike density method. Spikes from all
neurons were combined intro a single spike train (S) with time bins of 0.5 ms,
and convolved with a rectangular kernel that was of width 10 ms:
ρspike(t) =
19∑
∆t=0
S(t−∆t) (4.12)
The burst onset was defined as the time when ρspike(t) first became larger than
100 spikes in the 10 ms window, and the end of a burst was defined as the time
when ρspike first became lower than 50 spikes in the 10 ms window. A burst onset
within the detection window of 500 ms after the stimulus onset was regarded as
having been caused by this stimulus (true positive). During catch trials, a burst
that was related to synaptic noise could also occur during the detection window
(false positive). The network response rate is taken as the true positive rate in
response to the stimulations.
4.3.5 Stimulus generation
For each network, one neuron (single-neuron stimulation) and a set of neurons
(multi-neuron stimulation, 5 neurons unless indicated otherwise) were randomly
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selected and used throughout the experiment for stimulation. For the conditions
without noise, the network state was reset to default values at the start of each
stimulation trial. Stimulation was applied for 250 ms and simulations were run for
the duration of the detection window of 500 ms. For the simulations with noise,
250 ms stimulation was applied every 2 seconds, without resetting the network
state.
The interspike intervals (ISIs) of the stimulus spike trains were sampled from
a gamma distribution with a variable renewal constant (Kstim = 1 and 10 for
irregular and regular stimuli, respectively) at rate 50 Hz. The number of stimu-
lations per network was 30 for the conditions without noise and 20 in the case of
noise, with permutations in the ISIs between networks to generate unique stim-
ulus trains while maintaining the same coefficient of variation (CVISI).
4.3.6 Sensitivity to Stimulus Irregularity
To assess the differential impact of stimulus irregularity, we calculate the sensi-
tivity to stimulus irregularity (SSI). The SSI is the difference between network
response rate for irregular stimuli (Kstim = 1) and regular stimuli (Kstim = 10). A
high SSI relates to networks that are highly sensitive to irregular stimuli, whereas
for a low SSI the networks respond similarly to irregular and regular stimuli. A
negative SSI would indicate that the network is more sensitive to stimulation by
regular simuli compared to irregular stimuli.
4.3.7 Network generation
The model network was composed of N = 500 excitatory neurons that were
connected with probability Pcon = 5% [24]. Synaptic weights were picked from a
uniform distribution between 20 and 60 pA.
We used an iterative global scaling of the synaptic strength, implemented as:
dwij(τ) = Γ(τ) · λ(s) · wij(τ − 1) (4.13)
Where Γ determines the direction of change (Equation 4.14) and λ is a damp-
ing rate factor that iteratively decreases with the number of sign changes (s)
that occured in Γ(τ), implemented as λ(s) = 0.7s. Networks were scaled for 60
stimulations, τ is the stimulus index and Γ is calculated as:
Γ(τ) =

−0.2, if R(τ) > 50%
0, if R(τ) = 50%
0.2, if R(τ) < 50%
(4.14)
Where R is the network response rate, taken as the true positive rate over the
last two stimuli. The scaling method is thus set to iteratively approach a network
response rate of 50%. After the scaling phase, the network reponse rates were
tested with irregular and regular stimulus spike trains.
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4.3.8 Binary networks: simulation
Binary networks were composed of N = 500 excitatory neurons that were con-
nected with probability Pcon = 5% [24]. Synaptic strengths were picked from a
uniform distribution between 0.75 and 1.25. The network activity is given by:
Vj(t) =
N∑
i=1
wij · si(t− 1) (4.15)
Where Vj represents the input to postsynaptic neuron j, wij the synaptic strength
between presynaptic neuron i and postsynaptic neuron j and si the state (firing
an action potential or silent) of the neuron i, given by the condition:
si(t) =
{
1 for Vi(t) ≥ Θ
0 otherwise
(4.16)
With Θ being a variable action potential threshold given by
Θ = 1.25− θsim
2N · Pcon (4.17)
Where θsim is the value that was varied to adjust network excitability. We cal-
culate the action potential threshold Θ with respect to the maximal synaptic
strength (1.25). Network activity was set to V = 0 and s = 0 for all neurons at
the start of each stimulation trial. The network was considered to burst when
more than 90% of the neurons were active in a single time bin.
4.3.9 Binary networks: probabilistic model
We used a probabilistic model to calculate the increase in burst probability as
a function of action potential interaction in binary neurons. First, we calculate
the probability that a single action potential leads to one or multiple action po-
tentials. Then, we calculate the probability that two action potentials interact
in a way that also leads to an action potential. To calculate these values we use
as an approximation the hypergeometric probability distribution [25], because we
wanted to have an explicit expression to make the subsequent analytical deriva-
tions clearer. It does therefore not correspond exactly to the simulations of the
binary networks in the preceding section.
For a single active neuron in the network we use the hypergeometric probabil-
ity distribution to obtain the probability of it activating one or multiple neurons:
p(s |M,Θmodel, Nout) =
(
Θmodel
s
) · (M−ΘmodelNout−s )(
M
Nout
) (4.18)
Where M is the number of available neurons in the network, Nout = 25 is the
average number of synaptic connections per neuron and Θmodel the number of
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neurons that are excited enough to spike when they get an input. There are no
autaptic connections, as such the current active neuron is not in the sample pool
and M = N - 1 = 499. Because the calculation of these values is computation-
ally intensive, we used the HyperQuick implementation of the hypergeometric
distribution [25].
When there are two coincident synaptic inputs to a neuron, we assume that
it will spike. Hence we look at the number of states in which s neurons are in the
Nout,1 and Nout,2 set, ignoring the effects of excitability (in the previous formula):
c(s |M,Nout,1, Nout,2) =
(
Nout,1
s
) · (M−Nout,1Nout,2−s )(
M
Nout,2
) (4.19)
Where, as before, M is the number of neurons in the network, Nout,1 = Nout,2=25
is the average number of synaptic connections per neuron. This distribution
thus calculates the probability that an active neuron projects to a fraction of
the same postsynaptic neurons that the other active neuron projects to. In the
Markov chain we combine these two effects (Equation 4.18 & Equation 4.19). For
instance, a transition from a state with two active neurons to a state with one
active neuron, m21, can take place in two ways, (1) when either one of the actived
neurons causes a spike, but the other neuron does not, nor does the coincidence of
two synaptic inputs: 2·p(0)p(1)c(0) (the two reflects that it can be either neuron),
or (2) when two coincident synaptic inputs recruit a spike but the individual ones
do not: p(0)p(0)c(1). The other coefficients are derived in a similar way.
M =

1 0 0 0
p(0) p(1) p(2) 1− p(0)− p(1)− p(2)
m20 m21 m22 1−m20 −m21 −m22
0 0 0 1
 (4.20)
Where m20 = p(0)
2c(0), m21 = 2p(0)p(1)c(0) + p(0)
2c(1) and m22 = p(0)
2c(2) +
p(1)2c(0) + 2p(1)p(0)c(1) + 2p(2)p(0)c(0). For example, using the default values
given for Equation 4.18 and Θmodel = 5, we calculate the probability that one
action potential leads to exactly one (s=1) other action potential in the next step,
for which we obtain p(1) =
(51)·(499−525−1 )
(49925 )
=0.21=21%. We assume that more than
2 action potentials will eventually lead to a network burst, such that the M is
constrained to be of size 4× 4.
The first action potential of the stimulus spike train that is injected into the
network sets the probability to find a single action potential in the network at
P (1) = 1. P (0), P (2) and P (3) are initialized at value 0. After a stimulus spike
train consisting of N ISIs, the final P is calculated as:
P (M, τ) = Pinit ·
(
N∏
n=1
Mτ(n) · S
)
· lim
t→∞M
t (4.21)
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With P being a vector containing the probabilities for 0, 1, 2 or more spikes
being found in the network, M the transition matrix (Equation 4.20), τ(n) the
length of the n-th ISI in the stimulus spike train and S the injection of an action
potential after each ISI, achieved by shifting the values in the vector P :
S =

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 1
 (4.22)
In this probabilistic model, P (3) is then taken as the probability for a stimulus
spike train to initiate a network burst.
4.4 Results
We studied conditions that could influence the network response rate to single-
neuron stimulation, for which we compared stimulation in the form of irregular
spike trains to stimulation with regular spike trains. A network response is taken
as a network-wide, synchronous burst of action potentials that occurred within a
500 ms post-stimulus detection window.
4.4.1 Sensitivity to single-neuron stimulation under noisy
conditions
We first studied the network response rate to nonstimulation (catch trials), single-
neuron stimulation and multi-neuron stimulation in SNNs under noisy conditions.
Previously, it was shown that rats could be trained to respond to single-neuron
stimulation in the somatosensory cortex with a tongue lick response [11]. Follow-
up studies showed that the response rate was significantly enhanced for irreg-
ularity in the spike trains [12]. During the training phase (duration 8.1 ± 2.1
days), the stimulation strength was reduced for each rat until their minimal de-
tection threshold (2-5 µA) was reached [12]. The rats thus required extensive
training to be able to detect single-neuron stimulation, and stimulation strength
was adjusted per cell [12].
For the networks that were used in this study, we applied an iterative method
to approach a 50% response rate to stimulus spike trains with intermediate reg-
ularity (ISIs from gamma distribution with renewal constant Kstim = 5), using
network-wide scaling of the synaptic strength. We indeed found that in the 252
networks that were tested, the network response rate correctly scaled to ∼50% for
stimuli with intermediate regularity, with an average response rate after scaling
of 51.71% and standard deviation 14.45% (not significantly different from 50%,
tested using ttest, the one-tailed t-test function in MATLAB (The Mathworks,
Natick, MA, USA)).
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Figure 4.2: Spike train irregularity increases the network response rate for single-
neuron stimulation under noisy conditions. A: Synaptic noise in the form of
spontaneous vesicle exocytosis can evoke network-wide bursts of action potentials.
Spontaneous bursts during the detection window are considered false positives (red
bar). Detection window indicated in cyan. B: The true positive detection rate
(blue bars) was higher for single-neuron stimulation with irregular spike trains
than for stimulation with regular spike trains (vertical axis is neuron index, small
black bars indicate the timing of an action potential, long black bars indicate
the stimulus spike train). C: Multi-neuron (5 neurons) stimulation resulted in a
high true positive rate. Networks consisted of 500 LIF neurons with dynamical
synapses with STP settings F1 = 0.24, KF = 0.67, and default values in Table 4.2.
Data are obtained from 36 networks with 20 stimulations per condition.
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Figure 4.3: Noise reduces the SSI. The response rate was comparable between high
and low regularity for high levels of noise. For the decrease in overall response
rate, see main text. Noise was added in the form of spontaneous vesicle release, for
which the rates are given in the figure legend. Network settings as in Figure 4.2.
We tested nonstimulation (catch trials) and single-neuron stimulation in these
iteratively adapted and randomly connected SNNs. Model networks (default
parameter settings) that were tested in the presence of synaptic noise induced a
network response rate of 7% in the nonstimulation (catch) trials (Figure 4.2A).
We found that networks that were stimulated with irregular (Kstim = 1) spike
trains showed a network response rate of 30%, higher than the 18% network
response rate for regular (Kstim = 10) stimulus spike trains (Figure 4.2B).
In the noise simulations, the networks were scaled to an overall burst rate of
50%, which included spontaneous bursts that could occur also outside the 500 ms
detection time window. Therefore, for the noise conditions, the reported network
response rates are lower than 50%.
We also applied multi-neuron stimulation to SNNs that were trained to single-
neuron stimulation. Stimulation in 10 neurons resulted in a 83% network response
rate (Figure 4.2C), which is comparable to multi-neuron stimulation in rats for
which a 92% tongue lick response rate was observed [12].
We were interested in whether the increased detection rates to irregular stim-
uli remained for high levels of synaptic noise. We found that for the parameter
settings used here, the detection rates were comparable between irregular and
regular stimuli in the case of high noise levels (Figure 4.3).
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Figure 4.4: Sensitivity to stimulus irregularity (SSI) was constant over network
sizes (A), but diminished for high stimulation frequency (B). Data are presented
as mean ± SEM and obtained from 24 networks with 30 stimulations per condi-
tion. For these simulations, the noise parameter η was set to zero.
These results thus show that SNNs could be scaled to respond to single-
neuron stimulation under noisy conditions. Furthermore, the network response
rate was higher for stimulation with irregular spike trains compared to regular
spike trains.
4.4.2 Sensitivity to stimulus irregularity
Next, we asked whether the specific stimulation settings had an effect on the sen-
sitivity to stimulus irregularity (SSI). As shown above, multi-neuron stimulation
in networks that were trained to single-neuron stimulation led to a high response
rate. Here, we were interested in whether networks that were sensitive to multi-
neuron stimulation were different in terms of SSI compared to networks that were
sensitive to single-neuron stimulation. Therefore, to selectively evaluate the SSI,
the networks were scaled for each property value to a response rate of approxi-
mately 50% for stimuli of intermediate regularity. In these networks, the SSI is
defined as the difference between the response rate to irregular stimuli and regu-
lar stimuli, and was thus used as a measure of the degree to which the networks
are more sensitive to irregular stimulation compared to regular stimulation.
We first studied the SSI in single- and multi-neuron stimulation. We found
that for irregular stimulation the response rate was consistently higher compared
to regular stimuli, with no correlation between the SSI and the number of stim-
ulated neurons (Figure 4.4A). These results show that the SNNs were more
sensitive to irregular spike trains compared to regular spike trains for both single-
499
re
sp
on
se
 ra
te
 (%
)
100
0
0 0.2 0.4 0.6 0.8 1CVISI
Figure 4.5: Positive correlation between the coefficient of variation of the stimulus
ISIs (CVISI) and the network response rate. Data are presented as mean ± SEM
and were obtained from 20 stimuli per condition for Kstim = 1, 5 and 10; each
dot represents one stimulus, with the ISIs of the stimulus shuﬄed and tested in
252 networks. Blue line is a 2nd-order polynomial fit with confidence intervals
indicated by the dotted blue lines. For these simulations, the noise parameter η
was set to zero.
neuron as well as strong sensory input in the form of action potential activity in
multiple neurons.
We found that high frequency stimulation resulted in a reduction in SSI com-
pared to low frequency stimulation (Figure 4.4B). The SSI was highest for a
stimulus frequency of 50 Hz (mean ISI 20 ms), and lowest for 300 Hz (mean
ISI 3.3 ms). We hypothesize that the relatively high response rate for the high
frequency stimulation is caused by the overlap between the short mean ISIs (3.3
ms) and the EPSC time constant (3 ms). As such, the relatively short mean ISIs
of the regular spike trains can sufficiently integrate EPSC currents, leading to a
reduction in the SSI of the neurons.
4.4.3 Short ISIs had a high probability to be followed by a
network burst
We found that stimulation with irregular spike trains resulted in a higher re-
sponse rate compared to stimulation with regular spike trains. We were there-
fore interested in the relation between the coefficient of variation of the stimulus
ISIs (CVISI) and the network response rate. Single-neuron stimulation in rats
showed that the response rate positively correlated with the CVISI [12]. Here, in
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Figure 4.6: Short ISIs have a relatively high probability to be followed by a network
burst. A: Distribution of ISIs (top) and return map (bottom) of the ISIs that
occurred during a 50 ms window directly before each burst. B: As in (A), but
for the ISIs (top) and return map (bottom) of all other spikes outside the 50 ms
window. C: The ratio of the distributions in (A) to (B). There are more short
ISI (top) and pairs of short ISIs (bottom) in the 50 ms window preceding a burst
compared to the other ISIs outside this window. Red * indicates significantly
different from 1 (t-test, p<0.05). Data are presented as mean ± SEM and were
obtained from 36 networks that were tested for 11 different frequencies with 20
stimulations per condition.
SNNs we also found a correlation between network response rate and CVISI for
single-neuron stimulation (Figure 4.5). The response rate to spike trains with
CVISI ≈1 (Poisson distributed) approached 100%, whereas a CVISI below ∼0.5
corresponded to network response rates of less than 50% (Figure 4.5).
We were interested in whether there was a difference in the ISI distribution
shortly before a burst, compared to the distribution of the other ISIs that did
not directly precede a burst. We first plotted the distribution of ISIs in a 50 ms
window preceding each burst, and the return map of all spikes in this window
(Figure 4.6A), as well as the distribution of ISIs and the return map of all spikes
that were not in this window (Figure 4.6B). By taking the ratio of these two
distributions, we found that there are significantly more short ISIs (<10 ms), and
pairs of short ISIs, in the 50 ms window preceding a burst (Figure 4.6C).
Taken together, the coefficient of variation of the stimulus spike trains tightly
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Figure 4.7: The short-term plasticity profile modulates the selectivity to stimu-
lus irregularity. Example EPSC traces for several distinct STP profiles. These
profiles were stimulated with irregular (response rates in red bars) and regular
(response rates in blue bars) stimuli. The SSI values for the different STP pro-
files are shown as black bars. Data are mean ± SEM and were obtained from 24
networks, each network was tested for 30 stimulations per condition. For these
simulations, the noise parameter η was set to zero.
correlated with the network response rate. Short ISIs, alone or in pairs, have a
higher probability to be followed by a network burst than longer ISIs.
4.4.4 SSI depended on STP profile
Next, we studied whether calcium-induced changes in the synaptic release prob-
ability, either facilitating or depressing the release probability in response to sub-
sequent spikes, had an effect on SSI. First, we manually selected several distinct
STP profiles, namely depressing (D), facilitating (F), strong depressing (SD),
strong facilitatory (SF) and facilitatory + depressing (SD); for parameters see
Table 4.2. The SSI for facilitatory synapses was lowest, and depressing synapses
showed the strongest SSI. These results imply that SSI can be modulated by the
neurotransmitter release dynamics (Figure 4.7).
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Figure 4.8: Binary network simulations and a probabilistic model for binary neu-
rons show selectivity to stimulus irregularity. A: SSI to single-neuron stimula-
tion was observed in binary network simulations for a large range of neuronal
excitability values. Data are presented as mean ± SEM and are obtained from
16 networks, where 10 stimuli were applied to each of 100 different neurons per
network. B: SSI to single-neuron stimulation was also observed in a probabilistic
model of binary neurons for a large range of neuronal excitability values. Data
are presented as mean ± SEM and are obtained from 200 ISI spike trains. C:
Example Markov chain for Θmodel = 10. Black arrows with corresponding per-
centages indicate the probability to move from one state to another, blue arrows
indicate stimulus injection of a single action potentail. D: Response probability
to two action potentials that could interact in the network (short ISIs < 5 time
steps) or could be considered to generate bursts independently (long ISIs > 10
time steps). Θmodel = 10. E: The ISI response probabilities from (D), multiplied
with the corresponding ISI distribution (dotted lines), yield the total response rates
(solid lines). Total response rate was higher for irregular (area under the curve =
1.59) than for regular (area under the curve = 0.91) stimuli. Neural excitability
parameter Θmodel was set to 5.
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4.4.5 Binary networks: SSI occurred in the absence of dy-
namical synapses
We wanted to know whether the SSI that we found in SNNs depended on the neu-
ronal dynamics that operate at several time scales (such as relative synaptic time
scale, depression and facilitation). Therefore, we used binary networks, which
allowed us to study action potential propagation in recurrent networks without
any time scales to consider. We varied the neuronal excitability parameter (θsim,
Equation 4.17) in the binary networks and found that single-neuron stimulation
led to a higher network response rate for irregular stimulus spike trains compared
to regular stimuli (Figure 4.8A).
Binary network models can also be described analytically in terms of probabil-
ities. Indeed, using a simplified probabilistic model described in subsection 4.3.9,
we find that irregular single-neuron stimulation resulted in higher response rates
compared to regular stimulation (Figure 4.8B). The probability for action po-
tentials to propagate, amplify or diminish in the probabilistic network is described
by a Markov Chain, which depends on the neuronal excitability (Figure 4.8C).
We varied the duration of the ISI between two consecutive action potentials, and
found an increased burst probability for short ISIs. For an ISI duration of a single
time step the probability is relatively high that the two action potentials occur
simultaneously in the network, thereby increasing the chance of coincidence de-
tection. Indeed, the response probability of an ISI of 1 time step was 38% higher
than for an ISI duration of more than 10 time steps, for which the response proba-
bility is predominantly determined by the sum of two individual action potentials
that are injected into the network, with very low probability of interaction be-
tween these two action potentials (Figure 4.8D). Within the analytical model,
one time step relates to the time it takes for one action potential to propagate to
a connected neuron, and induce an action potential in that neuron, which is on
the order of several ms [26].
We were interested whether the relatively high response rate of irregular spike
trains could be related to a non-linear interaction between the ISI distribution
and the response probability. To test this we multiplied the ISI distributions
of irregular, which have more short ISIs, and regular stimuli, with the ISI re-
sponse probability (Figure 4.8D). For network excitability parameter θmodel=5
we showed a 75% aggregate increase in response probability for irregular relative
to regular stimuli (Figure 4.8E).
Together, we showed that SSI occurs in binary networks that contain no
dynamics in synaptic function; these results support the hypothesis that SSI
relates to coincidence detection in the network caused by short ISIs.
4.5 Discussion
Recently, the response rate to single-neuron stimulation in the somatosensory
cortex of rats, as measured by tongue lick responses, was found to be higher for
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stimulation with irregular than with regular spike trains [12]. We now found that
in SNNs the response rate, as measured by a detectable and synchronous increase
in action potential activity in the form of a burst, was also increased for irregular
relative to regular spike trains. Furthermore, we found that the amplitude of SSI,
an index for the sensitivity to the stimulus irregularity, could be modulated by
the short-term plasticity profile of the synapses.
Under natural conditions, sensory stimuli often consist of a temporally ir-
regular sequence of events [13], and cortical spike trains are highly irregular [1,
27]. Neurons can act as integrators or function as coincidence detectors (for re-
view see [28]). As discussed below, we found that both signal integration as well
as coincidence detection in recurrent networks contribute to the sensitivity to
irregularity.
In the case of single-neuron stimulation it is necessary that the postsynaptic
targets of the stimulated neuron fire at least one action potential, which occurs
when the summed currents exceed a spike threshold. As such, the signal inte-
gration depends on the ISIs of the stimulated neuron. In our simulations the
SSI diminished towards the highest stimulation frequency of 300 Hz. At these
stimulation frequencies, the average ISI is comparable to the time constant of the
EPSC, and the benefit of short ISIs found in irregular stimulation is reduced. The
relation between ISI, and synaptic and membrane time scales, is thus important
for signal integration and stimulus detection.
STP refers to the changes in synaptic efficacy of vesicle release due to the
recent history of presynaptic activity (for overview see Chapter 1). The degree to
which facilitation and depression occurs for each action potential, relates to the
ISI with the previous action potential, and depends on the STP profile. We found
that the SSI could be modulated by the STP profile, which was dictated by its
facilitation and depression response to residual calcium. The degree of facilitation
and depression depends on the protein composition at the axonal terminal and
can be regulated in a cell and synapse-type specific way (for reviews see [29, 30]).
By appropriately adjusting the molecular mechanisms for synaptic release, neural
networks can thus tune sensitivity to stimulus irregularity.
We studied the role of coincidence detection in recurrent networks of binary
neurons. Using a probabilistic model, we calculated the response rate to one or
several action potentials in the network. In this model, the coincidence detection
of two action potentials arriving at the same neuron, contributed to an increase in
the response probability. We showed that for short ISIs the coincidence detection
was increased. Coincidence detection in recurrent networks thus contributes to
the selectivity in detection of irregular stimulation.
Recently, Histed and coworkers performed optical stimulation in the visual
cortex of mice and showed that the total light delivered, which is equivalent to
the spike count for low intensity Channelrhodopsin-2 stimulation, best predicted
the behavioural response rate [31]. These results suggest that the spike count,
but not the frequency, is important for a reliable behavioural response. For these
experiments, the behavioural data for all animals was first collected for the long
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(100-ms) pulses, and for shorter pulses later, ending with 1-ms pulses [31]. During
the long recording sessions, networks could have had sufficient time to adapt to
the new stimulus parameters.
In the study performed by Doron and coworkers [12], the rats were first trained
during multiple days to respond to the stimulations, while the stimulus strength
was lowered towards single-neuron stimulation. This training session could pro-
vide sufficient time, i.e. for homeostatic scaling of the synaptic weights [16, 32],
to appropriately adjust the response probability to the stimulus strength. Af-
ter training, data were collected in which the different stimulation conditions
were interleaved. In our simulations, we first trained the networks to a 50% re-
sponse rate, for which we applied network scaling to the synaptic weights [15].
In psychophysical studies, responses are often quantified in terms of a sigmoidal
function, with two parameters: the stimulus magnitude leading to a 50% response
rate, and what is the slope at that point. The 50% baseline response rate used
in our simulations positioned the system at a point at which the factors that
influence the slope, and thus the response rate, can be determined. Our experi-
mental design, in which synaptic weights are not adjusted between the stimulus
conditions (irregular and regular) is in line with the experimental design of inter-
leaved stimulation that was used in the study of Doron and coworkers [12], and a
difference in experimental design could explain the different outcome of the study
by Histed and coworkers, as discussed above [31].
In conclusion, we show that recurrent networks display inherent sensitivity to
short ISIs, which are more likely to occur in irregular spike trains. We propose
that effective neuronal communication can be established by generating spike
trains that contain more short ISIs than similarly-sized regular input, and that
neurons can use STP to tune sensitivity to the irregular spike trains.
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5.1 Abstract
Action potentials can occur in isolation or as a coherent burst of action potentials.
We propose a pre-processing method to separate the isolated background from the
coherent burst action potentials to improve burst detection. High background ac-
tivity in neuronal recordings reduces the effectiveness of currently available burst
detection methods. For long-term, stationary recordings, burst and background
spikes have a bimodal ISI distribution which makes it easy to select a thresh-
old to separate burst and background spikes. Finite, non-stationary recordings
lead to noisy ISIs for which the bimodality is not that clear. We introduce a
pre-processing method to separate burst from background spikes that improves
burst detection reliability because it efficiently uses both single and multi-channel
activity. The method is tested using a stochastic model constrained by data avail-
able in the literature and recordings from primary cortical neurons cultured on
Multi-Electrode Arrays. The separation between burst and background spikes is
obtained using the interspike interval return map. The cut-off threshold is the key
parameter to separate the burst and background spikes. We compare two methods
for selecting the threshold: (1) the 2-step method, in which threshold selection is
based on fixed heuristics and (2) the iterative method, in which the optimal cut-
off threshold is directly estimated from the data. The proposed pre-processing
method significantly increases the reliability of several established burst detection
algorithms, both for simulated and real recordings. The pre-processing method
makes it possible to study the effects of diseases or pharmacological manipula-
tions, because it can deal efficiently with non-stationarity in the data.
5.2 Introduction
Spontaneous periodic network activity is involved in neuronal network matura-
tion, formation and signal processing. We refer to spontaneous coherent network
activity as a network burst, or burst [1–3]. Bursts achieve a more reliable informa-
tion transfer than single spikes [4] and can contain more information than single
spikes, suggesting that they are more potent signal for downstream areas [5].
Bursts are also related to behavioural state changes, such as the transition from
single spiking to burst spiking of relay neurons in the subiculum (hippocampus)
and thalamus [6–8]. Burst stimulation is also involved in cortical potentiation [9,
10] and experience-independent spontaneous burst activity occurs early during
development, where it is involved in setting up the topographic organization of
sensory systems [11–13]. Bursts thus play an important role in cortical processing.
Networks of primary cortical neurons from embryonic rats cultured on Multi-
Electrode Arrays deploy a rich repertoire of bursts. The properties of these bursts
depend on age, cell density and network size [14]. Monitoring the properties
of spontaneous burst activity in self-organizing neuronal in vitro networks over
time is a valuable tool for investigating the role of specific genes in neuronal
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Figure 5.1: Pharmacological manipulations introduce non-stationary network be-
haviour. Each black dot represents a network burst of coherent spiking activity
in primary cortical cultures, recorded by a planar MEA (60 channels). (A): Bath
application of the AMPA receptor antagonist CNQX (7 µM) increases the mean
burst size. (B): Bath application of glutamate (30 µM) decreases the mean burst
size. The wide range of burst characteristics requires a robust burst detection
procedure.
network formation [3, 15, 16]. In addition to slow changes in network behaviour,
pharmacological treatments can induce rapid changes in network activity ([17,
18] and Figure 5.1), which can be used to probe the dynamical properties of
networks from healthy subjects or animal models for disease.
A majority of burst detection methods currently available (Section 5.3.8)
use a threshold for the interspike intervals, which is either fixed or adaptively
determined [19–22]. Another burst detection method combines spikes on single
channels into burstlets of consecutive spikes based on predefined criteria and
searches for overlapping burstlets [23]. Burst detection methods can also use the
surprise of the number of spikes within a predefined time interval, such as the
Poisson Surprise [24, 25].
The aim of network burst detection is to distinguish the synchronized burst
activity from regular background firing. For states with a high background ac-
tivity, burst detection methods are less effective. Burst and background spikes
do not lead to two easily distinguishable peaks in the single channel interspike
interval histogram (Figure 5.2A). Peaks corresponding to burst and background
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spikes are more clearly distinct when multiple channels are used (Figure 5.2B),
and separation is further improved by constructing a multi-channel return map
(Figure 5.2C). Using the Fuzzy Clustering Method (FCM, [26, 27]) we showed
that burst and background spikes are significantly better separated in the multi-
channel return map than using single channel interspike intervals (p < 0.0001,
Figure 5.2D). Here we propose two methodological alternatives for our novel
pre-processing method for multi-channel neuronal recordings: the 2-step method
and the iterative method. Both pre-processing methods use the return map to
separate the burst from background spikes to improve burst detection reliability.
The 2-step and iterative method differ in how they select the threshold. The 2-
step method uses fixed heuristics for threshold selection and the iterative method
selects the thresholds in a data-driven manner. To evaluate the improved reliabil-
ity of burst detection after pre-processing, we test the methods on a large dataset
of experimental recordings and on artificial spike trains with spiking probabilities
based on parameters estimated from real neuronal cultures.
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Figure 5.2: For simulated data, the reliability of separation into burst and back-
ground spikes is improved using multiple channels and the return map. A: Inter-
spike interval histogram for a single channel. Separation of burst and background
spikes is difficult. B: When spike times from multiple channels are combined,
the separation of burst and background spikes is improved. C: A contour of the
multi-channel return map of the preceding (ISIpre) and future (ISIpost) inter
spike interval for each spike. The distribution is smoothed with a 2D Gaussian
kernel, kernel density estimated from the data [28]. D: Smoothed ISI distribu-
tions from panels A-C. The multi-channel return map (green) separates the burst
and background spike significantly better than a single channel (blue) interspike
interval distribution (Fuzzy Clustering Method, p < 0.0001).
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5.3 Materials and Methods
To test the reliability of the pre-processing methods, we used a stochastic model
based on parameters from a large dataset of real neuronal culture recordings [14].
We also performed pharmacological manipulations to introduce non-stationarity
in real neuronal recordings and test our pre-processing methods on this large
dataset.
Simulations
Here we describe the stochastic spike generation model which we use to test our
pre-processing methods.
5.3.1 Spike time generation
The burst and background spikes are generated as Bernoulli events at each time
step (∆t = 10−4 second) with the following non-stationary instantaneous proba-
bility:
pch (spike in [t; t+ ∆t]) =
[(
N∑
b=1
Ab · Γb(t− tb)
)
+ αch · η(t)] ·∆t.
(5.1)
Where Γb is the burst template function (Equation 5.2), which is a normalized
double exponential with zero-clipped support. Ab is the burst amplitude (50 ± 17
spikes/sec). Background spiking probability η(t) depends on a first-order auto-
regressive process (Equation 5.5) in which heterogeneity between channels can be
introduced by setting the value of αch for each channel separately.
Γb(τ) = D
(
e
− ττfall − e− ττrise
)
(5.2)
The burst template function Γb(t) depends on the rise (τrise, 75 ± 25 ms) and
fall (τfall, 150 ± 50 ms) time and is normalized by D to make the peak firing
rate probability independent of burst length.
D =
((
τrise
τfall
) τc
τfall −
(
τrise
τfall
) τc
τrise
)−1
(5.3)
with
τc =
τfallτrise
τfall − τrise (5.4)
The background firing rate η(t) is a first-order auto-regressive process:
η(t) = C + Φ · η(t−∆t) + (t) (5.5)
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Where C is the mean firing rate (0.6 spikes/s), Φ the model parameter represent-
ing the strength of the time correlation (Φ = 0.5± 0.05) and (t) Gaussian white
noise with a standard deviation of 0.6 spikes/s.
The spike times generated here are convolved with a typical spike waveform
from real neuronal recordings to obtain a simulated recording (Section 5.3.2 and
Figure 5.3A).
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Figure 5.3: The stochastic model for spike generation, constrained by experimental
data. A: Typical simulated spike waveform (Equation 5.6). The amplitude is
relative to the noise level. B: Schematic representation of the burst duration,
onset and offset. C: Burst template probability distributions are represented by
double exponential functions. Variations in fall and rise time yield realistic burst
profiles [14]
.
The times of burst initiation tb are distributed according to a gamma renewal
process with κ of order 4 and a frequency r of 1 Hz. If we normalize the area, long
bursts will have a low peak firing rate and short bursts a high peak firing rate.
Peak normalization better reflects experimental data [14]. In a large experimental
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dataset [14], the burst duration was defined as the time between reaching 20%
of the peak value from below during the rise phase (tstart), and crossing 20%
from above during the fall phase (tend, Figure 5.3B). Variations in the rise and
fall time create the different burst profiles (Figure 5.3C). The onset duration
is the time interval between tstart and the time at which 80% of the peak value
is reached from below during the rise phase and the offset duration is the time
interval between reaching of 80% of the peak from above and tend. Spikes that
occur within the burst, are labeled ‘burst spikes’. Spikes that fall outside the
burst interval are labeled ‘background spikes’.
5.3.2 Continuous data simulation
In Section 5.3.1, we described the burst and background spike generation. Be-
cause MEAs typically record multiple cells on each electrode, spikes can be par-
tially overlapping and thereby cause artifacts in spike detection. We obtained real-
istic voltage traces after we convolved the spikes with a spike waveform (ξspike(t),
Equation 5.6). The temporal dynamics of the waveform match the spike wave-
forms recorded in real data. Pink ( 1f ) electrical noise was added, with a power
spectrum similar to real data. The continuous simulated data can be used to test
spike detection and subsequent analysis steps.
ξspike(t) = Ape
− (t−τshift)
2
σp −Ane− t
2
σn (5.6)
The template ξspike(t) depends on the amplitude of the negative (An = 6) and
positive (Ap = 2) deflection. These amplitudes are scaled relative to the median
M of the absolute noise value, here 6 ·M(|noise|). The other deflection param-
eters are σp = 0.8 · 10−6 s2, σn = 0.2 · 10−6 s2, and the positive peak shift is
τshift = 0.5 milliseconds.
5.3.3 Cell culture protocol and experimental setup
To test our pre-processing methods on real neuronal recordings, we used dis-
sociated neuronal cultures plated on Multi-Electrode Arrays (MEAs). Non-
stationarity was introduced by pharmacological manipulations. Dissociated neu-
rons were obtained from cerebral cortices of E18 embryonic rats. Experiments
were performed in accordance with the European Community Council Directive of
November 24th 1986 (86/609/EEC) for the care and use of laboratory animals and
approved by MIUR (Ministero dell Universita e Ricerca Scientifica). All efforts
were made to minimize the number of animals used and their suffering. Culture
preparation was performed as previously described [17]. Under these conditions
cortical neurons showed excellent growth and formation of synaptic connections
that allowed us to record spontaneous electrical activity starting from week 2 up
to week 4 in vitro.
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The microelectrode arrays (Multi Channel Systems, Reutlingen, Germany)
consist of 60 TiN planar round electrodes. The electrodes (30 µm diameter;
spaced at 200 µm) are embedded in a glass substrate. Commercial recording
software (MC-Rack, Multi Channel Systems) was used for data acquisition and
online visualization. Data analysis was performed using custom Matlab scripts.
Data analysis
In this section, we describe the data analysis routines. We define the return map
(Section 5.3.4) and describe the two pre-processing methods in detail (Section
5.3.5). In simulated data, the ground truth of the origin of the spikes is known
and can be used to test the pre-processing methods, which we explain in Section
5.3.6. We define the spike detection method in Section 5.3.7 and burst detection
methods in Section 5.3.8, and describe the applied statistics in Sections 5.3.9 and
5.3.10.
5.3.4 Return map analysis
The relation between the interspike interval of a past spike and a future spike
can be plotted in a return map. In the return map, each dot represents the time
interval between the (n-1)th and the nth spike (ISIpre) as well as the time interval
between the nth and the (n+1)th spike (ISIpost, see Figure 5.4A). Background
spikes will generally have large ISIpre and ISIpost values. The first spike of a
burst will generally have a large ISIpre and small ISIpost, and the last spike will
have a small ISIpre and large ISIpost. Spikes that are the core spikes of a burst
are associated with both small ISIpre and ISIpost values. The background spikes
are first separated on each channel individually and secondly with spikes from all
channels combined (Figure 5.4B).
5.3.5 Pre-processing methods
We tested two different methods to separate the burst from background spikes
(Figure 5.5):
• 2-step method: in the first step, the spikes for each channel with ISIpre
and ISIpost larger than θ1 (typical value 50 milliseconds) are labeled as
‘background spikes’ and removed from the distribution. In a second step,
spikes from all channels are combined and spikes with ISIpre and ISIpost
larger than θ2 (typical value 2 milliseconds) are labeled as ‘background
spikes’. The cut-off thresholds, θ1 and θ2 are the key parameters for the
2-step method.
• Iterative method: the multi-channel return map is used to find the optimal
cut-off threshold θ2,optimal. The iterative method starts with a large θ2.
For the selection of θ1, a fixed
θ1
θ2
ratio is used together with θ2. The
5117
B
step 1: remove background spikes on each channel
step 2: remove background spikes from all channels
result: burst spikes are separated
ch
an
ne
l in
de
x
all 
ch
an
ne
ls
ch
an
ne
l in
de
x
10
1
.1
.01
.001
ISI p
ost
 (s)
A
.001 .01 .1 1 10
ISIpre (s)
last spike 
of burst
background
spikes
core burst
spikes
ﬁrst spike
of burst
Figure 5.4: Schematic of the pre-processing method. A: The return map of burst
and background spikes. Red spikes are likely to be a background spike, with large
ISIpre and ISIpost. Green and blue spikes mark the start and end of a burst,
respectively. Black spikes are likely to be spikes within a burst with small ISIpre
and ISIpost. B: First, spikes are separated on a per-channel basis using θ1. All
spikes from all channels are combined into a single spike train, after which a
more stringent cut-off threshold θ2 is applied. The result is a separation of burst
from background spikes. The 2-step method and the iterative method differ in the
threshold selection.
heuristics for the θ1θ2 are determined from simulated data and is shown
to depend on the number of recording channels (Figure 5.6). The cut-off
thresholds θ1 and θ2 are stepwise decreased and in each step the spikes with
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ISIpre and ISIpost exceeding θ1 and θ2 are labeled as background spikes and
removed from the distribution. Spikes in the return map belong to one of
four groups: (1) a background spike, (2) a core burst spike, (3) the first or
(4) last spike of a burst. These four groups of spikes move to a different
quadrant in a return map when a neighbouring spike is removed from the
distribution (Figure 5.7B). For example, if a spike next to a background
spike is removed, the ISIpre or ISIpost of a neighbouring background spike is
likely to jump to the top-right quadrant (the quadrant with ISIpre > θ2 and
ISIpost > θ2). This behaviour is used to estimate at which cut-off threshold
the burst and background spikes are optimally separated. We decrease θ2
in logarithmic steps from 1000 to 1 milliseconds in 25 steps. The number of
spikes that jump to the top-right quadrant for each iterative reduction of
the cut-off threshold is n(θ2). A local minimum in this distribution gives the
optimal threshold θ2,optimal. The iterative method is then restarted until
this optimal threshold is reached, using as threshold for step 1, θ2,optimal
multiplied by the heuristic θ1θ2 estimate for the given number of channels.
5.3.6 Spike classification
Optimal heuristics were obtained by scoring the quality of the pre-processing
steps. In this section, we describe how the quality of the pre-processing steps
were scored. We labeled each simulated spike as either a burst or a background
spike. The aim is to correctly detect burst spikes. A spike was labeled a burst
spike if it occurred during the burst and a spike was labeled a background spike
if it occurred outside a burst. We defined a true positive spike as a burst spike
detected as a burst spike. A false positive is a background spike detected as
a burst spike. The true positive rate tpr is the fraction of true detected burst
spikes across all burst spikes. The false positive rate fpr is the fraction of falsely
detected burst spikes across all background spikes. Also, a false negative is a
burst spike detected as a background spike and a true negative is a background
spike detected as a background spike. The corresponding rates are related as:
tnr = 1− fpr and fnr = 1− tpr.
Heuristics for the 2-step method depended on whether the ‘greedy’ or a more
‘conservative’ strategy was used in step 1. When the ‘greedy’ strategy was used,
equal weight was assigned to a true positive and a true negative spike. If the
‘conservative’ strategy was used, we assigned more importance to preservation of
a true positive spike in step 1. Equation 5.7 shows how the objective function d′
depends on the relative importance of the true positive rate α.
d′(α) = α · tpr − fpr (5.7)
The objective function d′(α) (pronounced d-prime) is a statistic for the quality of
the separation of burst and background spikes. The objective function is related
to a summary statistic of the Receiver Operating Characteristic (ROC) curve.
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Figure 5.5: A: Flowchart for the 2-step and iterative method. For the 2-step
method, heuristics are used to separate the spikes for each channel individually
(step 1) and with spikes from all channels combined (step 2). For the itera-
tive method, the optimal cut-off threshold is determined from the distribution of
‘jumped’ spikes. B: A spike raster plot for 10 channels with burst and background
spikes. Burst detection methods detect false positive bursts. C: For step 1 of the
2-step method, spikes with ISIpre and ISIpost larger than θ1 are separated and
labeled background spikes for each channel individually. The number of false pos-
itive detected bursts is reduced. D: For step 2 of the 2-step method, spike times
after step 1 are combined into a single spike train and spikes with ISIpre and
ISIpost larger than θ2 are labeled background spikes. The number of false positive
bursts is further reduced.
The ROC curve for the 2-step method is obtained as follows: (1) perform step 1
for a wide range of θ1 values (i.e. 1 millisecond to 10 seconds), (2) calculate for
which θ1 the objective function d
′
step1 is optimal, (3) use this θ1,optimal to separate
the spikes in step 1, followed by step 2 with a wide range of θ2 values (i.e. 0.1
milliseconds to 10 seconds), (4) calculate for which θ2 the objective function d
′
step2
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is optimal (α = 1).
We introduced the factor α to weight the true positive rate relative to the
false positive rate. For α larger than one, a burst spike detected as a burst spike
was more important then correctly assigning a background spike as a background
spike. To find out whether the score of the objective function can be improved
by conservatively assigning spikes as background spikes, we studied the effect of
changing α for step 1. For large α, the objective function will strongly penalize
labeling burst spikes as background spikes in step 1, which required a relative
large θ1 (referred to as ‘conservative’). For the objective function of step 2, α is
always 1 to make an unbiased estimate for the quality of separation.
5.3.7 Spike detection
The spike detection used here is based on peak-to-peak spike detection [29]. The
continuous signal is baseline corrected to centre around zero. The spike detection
threshold is calculated as:
Θspike = f ·M(|signal|) · 1.5 (5.8)
With f being the multiplying factor (typical value 8) and M(|signal|) being the
median of the absolute value of the signal. For typical MEA recordings, the me-
dian is related to the standard deviation by a factor of 1.5 [30]. To determine this
factor, the standard deviation of high-pass filtered (300 Hz) recorded segments
with no spikes were compared to the median of those same segments. Spikes in
the recorded data have a large impact on the standard deviation but not on the
median. The median is a good choice to set the spike detection threshold, because
it is relatively insensitive to the short, but large amplitude spikes.
To reduce computational load on the spike detection, only signal samples
larger and smaller than
Θspike
2 were considered. If the peak-to-peak value within
the peak lifetime (1.5 milliseconds) exceeded Θspike, a spike was detected. No
other spike could be called in a period before or after each detected spike equal
to (peak lifetime2 ).
5.3.8 Burst detection methods
To study the effect of pre-processing on burst detection, we used three previously-
published burst detection methods before and after pre-processing:
• isi method [21], which depends on two parameters: the minimal num-
ber of spikes per bursts (10 spikes) and the maximal interspike interval
(100 milliseconds) at which a spike is considered part of the burst. Adap-
tive methods use the interspike interval distribution to select a maximal
interspike interval.
• burstlet method [23], which detects burstlets for each channel individu-
ally. A burstlet consists of 4 or more core and edge spikes. Core burst spikes
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have an interspike interval of less than 100 milliseconds and 14·firingrate , and
edge burst spikes have an interspike interval of less than 200 milliseconds
and 13·firingrate . Overlapping burstlets on multiple channels are grouped
into bursts.
• spike density method, related to [31], for which spikes from all chan-
nels are convolved with a Gaussian (standard deviation 25 milliseconds),
and peak-normalized to 1. The onset of a burst depends on crossing a
predefined threshold (typically 10 spikes). The point where the spike den-
sity falls below the threshold marks the end of the burst. The size of the
burst is the integral of the spike density between the burst onset and offset,
normalized by the area of one spike.
5.3.9 Signal-to-noise estimation
Estimation of the signal-to-noise ratio is important to select the appropriate re-
turn map thresholds θ1 and θ2 and to decide if burst from background separation
is necessary. We calculate the simulated signal-to-noise ratio as:
SNR =
(
nbrs
nbgs
)
·
(∑nbgs
i ISI(i)∑nbrs
i ISI(i)
)
(5.9)
Here, nbrs and nbgs denote the number of spikes labeled as burst and background
spikes, respectively. The SNR is the ratio of the mean ISI between burst spikes
over the mean ISI between background spikes.
5.3.10 Statistics
To test quality of the pre-processing methods, we tested the three burst detec-
tion methods on a large dataset of real experimental recordings (number of cul-
tures=71). The ground truth of experimental data is not known. As a measure
of reliability, we performed two-sample F-tests for equal variance. We compared
the variance (Equation 5.11) between the three burst detection methods before
and after pre-processing. A large variance on the same experimental recording
is related to a low consensus between the methods. For high reliability of burst
detection, a low variance is desirable. The mean number of bursts for the three
methods is calculated as:
µn,i =
1
3
· (µn,i,isi + µn,i,burstlet + µn,i,density) (5.10)
With µn,i the consensus bursts/minute for recording n and pre-processing method
i (where i is: no pre-processing, the 2-step method or the iterative method).
σi,j =
√√√√ N∑
n=1
(νn,i,j − µn,i)2
N
(5.11)
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With N the number of recordings and νn,i,j the bursts/minute for recording n.
The standard deviation σi,j is calculated for each burst detection method j (isi,
burstlet or spike density method).
For simulated data, the ground truth of the burst and background spikes is
known. The increased reliability of the three burst detection methods by the 2-
step pre-processing method was tested with paired t-tests (tested on 15 segments
of length 300 s each).
5.4 Results
We tested pre-processing methods on real and simulated data. First, we studied
the optimal heuristics for the 2-step method and the quality of the iterative
method (Figure 5.6 and Figure 5.7). We tested three burst detection methods
on real and simulated data before and after pre-processing (Figure 5.9 and
5.10).
For the pre-processing method the selection of the cut-off thresholds θ1 and
θ2 are the key parameters to separate burst from background spikes. These
thresholds can be fixed (2-step method, typical values of 50 and 2 milliseconds,
respectively) or obtained in a data-driven way (iterative method). To calculate
the heuristics for the optimal cut-off thresholds, we use the objective function
d′(α) (Equation 5.7). For simulated data we find the optimal cut-off thresholds
θ1,optimal and θ2,optimal for low (Figure 5.6A) and high (Figure 5.6B) signal-
to-noise values. The black line represents the true positive rates (correctly labeled
burst spikes as burst spikes) plotted versus the false positive rates (incorrectly
labeled background spikes as burst spikes) for a wide range of θ1 values, step 1
of the 2-step method. The red line (step 2) can start at the black dot (·, greedy)
or at the black asterisk (*, conservative). For the ‘conservative’ strategy, less
burst spikes are labeled as background spikes in step 1, increasing the maximal
true positive rate for step 2. However, the false positive rate is also higher. The
final score d′step2 is the maximum of the objective function for step 2 (α is always
1). We investigated how the final score depends on all combinations of signal-
to-noise and degree of conservatism (α, Figure 5.6C). For low signal-to-noise
(<4) it is better to be ‘greedy’, whereas for high signal-to-noise (>4) it is better
to be ‘conservative’. Hence, in recordings with few background spikes, giving
more weight to preservation of burst spikes is more important than removing
background spikes in step 1. However, for recordings with many background
spikes, equal weight for preservation of burst spikes and removing background
spikes is optimal. The optimal cut-off threshold for step 1 is lower for the ‘greedy’
strategy than for the ‘conservative’ strategy (Figure 5.6D). And for step 2, the
optimal cut-off threshold is slightly higher for the ‘greedy’ strategy compared to
the ‘conservative’ strategy (Figure 5.6E).
From the optimal thresholds θ1,optimal and θ2,optimal determined in the simu-
lations, the optimal ratios for θ1θ2 can be constructed. Figure 5.6F shows how the
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Figure 5.6: The objective function for the 2-step method. Optimal classification
was obtained by a ‘conservative’ step followed by a ‘greedy’ step for medium and
low background activity and two ‘greedy’ steps for high background activity. A
and B: ROC curves with the true positive rate (correctly labeled burst spikes as
burst spikes) and false positive rate (background spikes labeled incorrectly as burst
spikes) for step 1 (black line) and step 2 (red line) of the 2-step method. The
‘greedy’ and ‘conservative’ strategy resulted in a different θ2,optimal, and this de-
pended on the signal-to-noise ratio. The spike probability (blue line) indicates the
signal-to-noise level. C: The maximum of the objective function (d′step2) depends
on the choice of α (y-axis), and this in turn depends on the signal-to-noise ratio
(x-axis). For low and medium signal-to-noise, it is optimal to use the ‘greedy’
strategy (small red box). For higher signal-to-noise, it is optimal to use the ‘con-
servative’ strategy (large red box). D: The optimal cut-off threshold for step 1 in
the ‘greedy’ strategy and the ‘conservative’ strategy depends on the signal-to-noise
ratio. E: The optimal cut-off threshold for step 2 in the ‘greedy’ strategy and the
‘conservative’ strategy for 60 channels depends on the signal-to-noise ratio. F:
The ratio θ1θ2 depends on the number of recording channels, but is independent of
the signal-to-noise ratio.
optimal ratio scales with the the number of recording channels and is independent
of signal-to-noise ratio.
The iterative method is used to find the optimal cut-off threshold to separate
burst and background spikes (flowchart in Figure 5.5A). The iterative method
starts with the largest cut-off threshold (i.e. θ1=1 second, θ2=40 millisecond),
and spikes with ISIpre and ISIpost larger than the cut-off threshold are labeled
background spikes and removed from the distribution. The cut-off thresholds
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Figure 5.7: Optimal cut-off thresholds for the iterative method. The iterative
method lowers the cut-off thresholds θ1 and θ2 stepwise. A: For each step, the
spikes with ISIpre and ISIpost exceeding the cut-off are removed from the distri-
bution. B: By removing a spike from the distribution, the ISIpre and ISIpost
of their neighbouring spikes changes. The spikes that jump into the top-right
(background) quadrant are referred to as ‘jumped’ spikes. C: The optimal cut-off
threshold θ2,optimal is determined from the interspike interval distribution (red
dots) or from the ‘jumped’ spike distribution of the iterative method (blue dots).
The left panel shows the error calculated as the renormalized difference (Equa-
tion 5.9) between the estimated and simulated signal-to-noise ratio. D-G: Dis-
tribution of ‘jumped’ spikes for each step of the iterative method (blue bars) and
the interspike interval histogram (red bars). The local minima represents the op-
timal cut-off threshold to separate burst from background spikes. The iterative
optimal threshold is similar to the interspike interval optimal threshold for high
signal-to-noise (D) and is better for medium and low signal-to-noise (E-G).
are lowered in logarithmic steps (Figure 5.7A and B). By removing a spike,
the ISIpre and ISIpost of the spikes just before and after the removed spikes
5125
change. When a background spike is removed, neighbouring background spikes
are likely to ‘jump’ to the top-right quadrant (the quadrant with ISIpre and
ISIpost larger than θ2). The optimal cut-off threshold for step 2 is determined
from the local minimum in the distribution of ‘jumped’ spikes. Alternatively, the
optimal thresholds can be determined from the interspike interval distribution.
Using the iterative method, the estimation of the optimal cut-off threshold θ2 is
improved 70% compared to an interspike interval based method (Figure 5.7C).
The distribution of the ‘jumped’ spikes and the interspike interval distribution
depend on the signal-to-noise ratio (Figure 5.7D-G). For high signal-to-noise
(Figure 5.7D), the optimal cut-off threshold θ2 is easily determined for both the
iterative method and the interspike interval distribution. For low signal-to-noise
ratio (Figure 5.7E-G), the optimal cut-off thresholds can still be determined in
the iterative method, but not for the interspike interval method to quantify this
difference in performance (Figure 5.7C, right panel). We calculate the error
between the simulated and estimated signal-to-noise ratio (Equation 5.9) as:
2 =
1
N
N∑
i
(
x˜i
xi
− 1
)2
(5.12)
Where N is the number of simulated datasets, xi the simulated signal-to-noise
for simulated dataset i and x˜i the estimated signal-to-noise for dataset i.
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Figure 5.8: The 2-step method is robust for non-stationary network activity. The
network parameters are changed across short time windows (30 seconds). Never-
theless, the burst and background spikes are separated with high true positive rates
(burst spikes labeled correctly as burst spikes) and low false positive rates (back-
ground spikes labeled incorrectly as burst spikes) for non-stationary data. Each
black dot represents a simulated dataset; the dots are plotted spread out across the
30 s interval to reduce visual clutter (25 datasets for each 30 second window).
The 2-step method is also appropriate to study the effects of pharmacolog-
ical manipulations or in diseases, which cause non-stationary network dynamics
(Figure 5.8). To illustrate this, we changed the model network parameters every
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30 seconds. Despite the non-stationarity, the burst and background spikes are
separated with high true positive rates (correctly labeled burst spikes as burst
spikes) and low false positive rates (incorrectly labeled background spikes as burst
spikes).
We tested the 2-step and iterative pre-processing methods on real data (ex-
ample shown in Figure 5.9). The return map of real recordings (Figure 5.9A)
shows background spikes (red) in the top-right corner. A cut-off threshold sepa-
rated the background spikes and core (black), first (green) and last (blue) spikes of
bursts (Figure 5.9B). In example cases, bursts were counted by an experienced
observer (Figure 5.9C). The example recordings contain low, medium and high
levels of background spiking. We also performed statistics on a large set of real
recordings (n=71, data not shown), and both the 2-step method (p<0.001) and
the iterative method (p<0.001) showed significant improvement in the reliability
of burst detection (Section 5.3.10). The iterative method provided a modest, but
not significant improvement of the burst detection reliability on real data relative
to the two-step method.
The performance of the 2-step pre-processing method was also tested on sim-
ulated data (Figure 5.10), using the three burst detection methods (Section
5.3.8). A test for normality showed that the fraction of simulated bursts re-
covered from the analysis had normal statistics for each of the 2 x 3 conditions
(Shapiro-Wilk test, p<0.05). We then applied for each group (i.e. ISI, burstlet
and spike density method) a paired t-test to assess the differences between the
burst detection without and with the 2-step pre-processing method. We found
that the burst detection applied after our pre-processing produced results closer
to the actual number of bursts. Moreover, there is a statistically significant dif-
ference between the results obtained for burst detection with and without our
2-step pre-processing method (paired t-test, p<0.05). This result is consistent
for all the three burst detection procedures.
5.5 Discussion
The importance of synchronized network activity is still debated within the neuro-
science community [22, 25]. To further understand the role of bursting in neuronal
network maturation, formation and signal processing, it is important to develop
reliable methods to discriminate ‘bursting’ from ‘non-bursting’ events [3, 16].
In the past, interspike interval return map analysis has been used on intracel-
lular recordings from neurons that generate bursts with few background spikes,
such as central pattern generators, like the pyloric circuit of lobster stomatogastric
nervous system. The resulting return map clearly separates into four quadrants
with the initial, middle and end spikes of the burst [32]. Clustering techniques
were also used to analyse these single cell spike trains based on first order and
higher order ISI return maps [33, 34], which is a promising method to classify
electrophysiological behaviour [35].
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Figure 5.9: Examples of burst detection before and after 2-step method on real
data. The return map of real data before (A) and after (B) the 2-step method.
The return map shows the core burst spikes (black), the first spikes of bursts
(green), the last spikes of bursts (blue) and background spikes (red). C: Example
real recordings, grouped into low, medium and high noise data by an experienced
observer. The bursts are manually counted (dotted line) and their number is
compared to those obtained from the three burst detection methods before and
after the 2-step method.
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Figure 5.10: Burst detection before and after the pre-processing method on simu-
lated data. Three burst detection methods are performed on simulated data without
and with the 2-step pre-processing method. After the 2-step method, the perfor-
mance of the three burst detection methods are significantly (p<0.05) increased.
Here we use the higher order features of the return map and present two
methodological alternatives of our pre-processing method, the 2-step method and
the iterative method, to separate the burst from background spikes in multi-
channel activity. These methodological alternatives differ in the cut-off thresh-
old selection, the key parameter to separate burst and background spikes. In
the 2-step method, heuristics are used to select the cut-off thresholds. Using a
stochastic model to simulate burst and background spikes, we determined the
optimal strategies for the 2-step method. We show that with high background
noise, the ‘greedy’ strategy is optimal. In the ‘greedy’ strategy, the true positive
spikes (burst spikes) and true negative spikes (background spikes) are equally im-
portant. With low background noise, a more ‘conservative’ strategy is optimal.
In the ‘conservative’ strategy, preserving true positive spikes is more important
than identifying true negative spikes. Typical values for 60 channel MEA record-
ings for step 1 are 25-100 milliseconds and typical step 2 values range from 1 to
10 milliseconds. The ratio for step 1 and step 2 cut-off thresholds scales with the
number of recording channels, but not with the signal-to-noise ratio. The 2-step
method can be improved by repetition of step 1 and step 2. We suggest to use
only the number of active recording channels, determined by a firing rate thresh-
old, for determining the cut-off ratio θ1θ2 (Figure 5.6). The iterative method is a
data-driven method to determine the optimal cut-off thresholds. We show that
the optimal cut-off thresholds found with the iterative method are 70% improved
compared to estimating the optimal threshold from an interspike interval-based
method.
The performance of the iterative method outperforms the 2-step method
slightly in the large dataset of real recordings. The advantage of the iterative
method compared to the 2-step method is that the cut-off threshold can be de-
termined for each recording independently. Other researchers may find it more
appropriate to use a fixed cut-off threshold in the 2-step method to analyze all
recordings with the same parameter settings. The 2-step method is also the pref-
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ered method for real-time data analysis because the adaptive threshold of the
iterative method is more difficult to determine.
To test the pre-processing method, we simulated bursts using a stochastic
model based on parameters from a large experimental dataset [14]. Spiking neu-
ral networks are increasingly complex and biological plausible [36–39]. Burst
detection methods must be sensitive to typical firing rate profiles. The double-
exponential shape was implemented to reflect the firing rate profile in experi-
mental recordings. Nonstationarity and background noise are easily manipulated
in a stochastic model. We recommend this model to qualitatively test existing
and new burst detection methods. The pre-processing methods proposed here
only include the relation with directly neighbouring spikes, but can be extended
by including higher order relations between spikes. Higher order relations could
possibly further improve separation of burst from background spikes by including
spatiotemporal relations or relations typically found at the start or end of bursts.
The proposed pre-processing methods are not constrained to neuronal culture
network activity, but can also be applied to other in vitro and in vivo systems to
improve burst detection reliability.
Multichannel neuronal recordings generate complex and often noisy data. A
robust burst detection pipeline is important to study the effect of pharmacological
manipulation, genetic modification as in animal models for neurological diseases,
and network maturation on network activity patterns. Currently there is in-
creasing interest in culturing human cell material, such as human embryonic or
induced pluripotent stem cell derived neurons (for review see [40, 41]), which are
thought to provide important future tools for developmental and drug screening
studies, as well as for regenerative medicine. During network formation and mat-
uration such cultures have been shown to establish a rich and variable spectrum
of single action potential firing and bursting patterns [42, 43]. The pre-processing
method introduced here is a first step in describing robust methods sensitive to
the dynamical changes in network activity that occur in cultured networks upon
pharmacological or genetic manipulation.
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6.1 Abstract
Heterozygous mutations or deletions in the human euchromatin histone methyl-
transferase 1 (EHMT1 ) gene cause Kleefstra syndrome, a neurodevelopmental
disorder that is characterized by impaired memory, autistic-like features and se-
vere intellectual disability (ID). Neurodevelopmental disorders including ID and
autism may be related to deficits in activity-dependent wiring of brain circuits
during development. Although Kleefstra syndrome has been associated with den-
dritic and synaptic defects in mice and Drosophila, little is known about the role
of EHMT1 in the development of cortical neuronal networks. Here we used Multi-
Electrode Arrays and intracellular recordings to investigate the impact of EHMT1
deficiency at the network and single-cell level. We show that EHMT1 deficiency
impaired network activity during the transition from uncorrelated background
action potential activity to synchronized network bursting. The rate of sponta-
neous bursting and excitatory synaptic currents were transiently reduced, whereas
miniature excitatory postsynaptic currents were not affected. This delayed early
network formation in EHMT1-deficient networks ultimately resulted in more ir-
regular bursting patterns later in development. These data demonstrate that
EHMT1 is critical for normal development of action potential activity in neural
circuits. The experimentally observed developmental impairments could result
in a temporal misalignment between different activity-dependent developmental
processes, which could contribute to the pathophysiology of Kleefstra syndrome.
6.2 Introduction
Intellectual disability (ID) affects 2-3% of the population and is characterized
by an intelligence quotient (IQ) below 70 and an impairment of normal adap-
tive behavior that presents itself before the age of 18 [1–3]. ID disorders are
phenotypically heterogeneous and have been associated with a large number of
genes [1]. ID has since long been proposed to be a disease of the synapse, with
the underlying assumption that synaptic malfunction can severely affect network
connectivity. This assumption is supported by the observation that ID genes
converge on common signaling cascades that impinge on synaptic function. Ex-
amples include pathways involved in synaptic plasticity, Rho- and Ras- GTPase
signalling and, more recently, epigenetic regulation [4, 5]. In accordance with the
correlation between epigenetic dysregulation and ID, evidence is accumulating
that epigenetic actions regulate synaptic function and memory [5, 6].
Kleefstra syndrome (KS) is a neurodevelopmental disorder caused by the hap-
loinsufficiency of the human euchromatin histone methyltransferase 1 (EHMT1)
gene [7, 8]. KS is characterized by ID, general developmental delay, childhood
hypotonia, craniofacial abnormalities and autistic-like behavioral problems. In
addition, EHMT1 has also been associated with ASD [9] and schizophrenia [10].
EHMT1 (GLP) together with its paralog EHMT2 (G9a) form a chromatin re-
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modeling complex that catalyzes the dimethylation of histone H3 at lysine 9
(H3K9me2), a post-translational modification associated with repression of gene
transcription [11]. H3K9me2 is an epigenetic mark that is dynamically regulated
and has been associated with cognition in mouse and Drosophila [12–16]. Con-
sequently, genetic and pharmacological manipulations of EHMT1 and EHMT2
in vivo in mice, and manipulations of the sole homolog of EHMT1 and EHMT2,
EHMT, in Drosophila, have shown deficits in learning and memory [12–16].
At the cellular level, neurons in the CA1 area of the hippocampus of Ehmt1 +/−
mice showed reduced dendritic branching and spine density [12, 17], phenotypes
that were also observed in Drosophila lacking EHMT and that could be res-
cued by reintroduction of EHMT in adult flies. In addition, Ehmt1 +/− mice
showed increased paired-pulse facilitation at the CA3-CA1 synapse, indicative for
a presynaptic deficit associated with a reduced release probability [12]. Intracel-
lular recordings further revealed that miniature excitatory postsynaptic currents
(mEPSC) frequencies, but not their amplitudes, were significantly reduced in
Ehmt1 +/− CA1 pyramidal neurons. Although these data point toward a synap-
tic deficit, it is yet unclear what the impact is of EHMT1 deficiency during critical
periods of early postnatal development at the level of cortical network activity.
Increasing evidence suggest that there are sensitive time periods during develop-
ment in which a neuronal network is susceptible for disturbances caused by gene
loss-of-function or environmental factors [18–20]. Developmental impairments
could result in a temporal misalignment between different activity-dependent de-
velopmental processes leading to neuronal network miswiring.
Here, we used Multi-Electrode Arrays (MEAs) and intracellular recordings to
measure network and single cell activity during neuronal network development in
cortical cultures. Cultured neurons grown on MEAs typically self-assemble into
functionally connected networks that exhibit isolated spontaneous action poten-
tials as well as periodical synchronized bursts of action potentials [21]. MEAs
are ideally suited to investigate in vitro spontaneous activity during development
[22]. Recently, monitoring the properties of spontaneous action potential activity
of self-organizing in vitro neuronal networks over time was shown to be a valu-
able tool for investigating the role of specific genes in neuronal network formation
[23–25]. However, until now, few studies have measured the impact of loss of ID-
associated genes during neuronal development [25]. We utilized RNA interference
to reduce EHMT1 expression in cortical neurons grown in culture [25]. Using
MEA and intracellular recordings, we found that EHMT1 deficiency impaired
spontaneous network activity and lowered firing rates during early development,
whereas basal, action potential-independent excitatory synaptic transmission was
unaffected. The development towards a network state of synchronized bursting
activity in EHMT1-deficient neuronal networks was delayed by several days com-
pared to control networks. Furthermore, we found that later in development
EHMT1 deficiency led to network activity with increased irregularity in the tim-
ing of the bursts. These data thus indicate that EHMT1 is required for proper
cortical neuronal development.
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6.3 Material and Methods
6.3.1 Cell culture
All animal procedures were approved by the Animal Care Committee, Radboud
University Nijmegen Medical Centre, The Netherlands, (RU-DEC-2011-021, pro-
tocol number: 77073). The day before the plating, glass cover slips (Ø 14 mm,
Menzel GmbH, Braunschweig, Germany) treated with 65% nitric acid (Sigma-
Aldrich, St. Louis, MO, USA, 84380) and MEAs were coated with 0.0125%
Polyethylenimine (PEI, Sigma-Aldrich, St. Louis, MO, USA, P3143) overnight.
After a triple wash to remove residual PEI, a seeding medium containing Neu-
robasal medium (1x, Gibco Fisher Scientific, Waltham, MA, USA, 21103-049),
10% Fetal Bovine Serum (FBS, Sigma-Aldrich, St. Louis, MO, USA, F7524),
2% Supplement B27 (B27, Gibco Fisher Scientific, Waltham, MA, USA, 17504-
044) and 1% Penicillin/Streptomycin (Pen/Strep, Sigma-Aldrich, St. Louis, MO,
USA, P4333) was added to the MEAs and cover slips. Cortices were dissected
from Wistar rat pups on embryonic day 18 (E18). The cortices were dispersed in
Hanks’ Balanced Salt Solution (HBSS) without Mg or Ca (Gibco Fisher Scien-
tific, Waltham, MA, USA, 14185-045), containing 0.3 M Hepes (pH 7.3, Sigma-
Aldrich, St. Louis, MO, USA, H4034) and adjusted to a pH of 7.3 with NaOH.
The tissue was digested with 0.25% Trypsine (Gibco Fisher Scientific, Waltham,
MA, USA, 15090-049) for 15 min at 37 ◦C and then mechanically dissociated
using fire polished glass Pasteur pipettes. The cell suspension was filtered with
a 70 m cell strainer (Falcon Fisher Scientific, Waltham, MA, USA, 352350) to
remove larger pieces. The cells were plated on cover slips with a cell density
of 50,000 and 75.000 cells/cover slip for sEPSC and mEPSC measurements re-
spectively, and 350,000 cells/chip for MEA recordings. Four hours after plating
half of the medium was replaced by culturing medium containing Neurobasal
Medium with 2% B27, 1% Pen/Strep and 1% GlutaMAX (Gibco Fisher Scien-
tific, Waltham, MA, USA, 35050-038). At 24 hours after plating, the cells were
infected with a virus expressing both GFP and a short hairpin RNA (shRNA) that
interferes with the mRNA that codes for EHMT1 (Ehmt1-sh) which effectively
reduced EHMT1 expression levels by approximately 55% (Supplementary Fig-
ure 6.5A-B), which was compared to expression in WT cultures or the effect of
transfecting with scrambled (control) shRNA. Finally, twice a week half of the
medium was refreshed. The cells were incubated in a humidified atmosphere of
95% O2 and 5% CO2 at 37
◦C.
6.3.2 Multi-Electrode Arrays
We recorded the electrophysiological activity of cortical neuronal networks at
days in vitro (DIV) 10, 13, 15 and 17 for at least 20 minutes by means of
Micro-Electrode Arrays (MEAs). MEAs consisted of 60 titanium nitride planar
electrodes (model 4QMEA1000, Multi Channel Systems, Reutlingen, Germany)
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that were embedded in a glass substrate and insulated by a thin layer of sili-
con nitride. Recordings were performed using the USB-MEA60-Inv-BC-System
(Multi Channel Systems, Reutlingen, Germany). After 1200x amplification, sig-
nals were recorded at a sampling frequency of 10 kHz. Data acquisition was done
by MCRack software (Multi Channel Systems, Reutlingen, Germany). We used
a perforated tube through a small water reservoir to deliver a humidified atmo-
sphere of 95% O2 and 5% CO2 into a small perspex chamber that was placed
on the recording head-stage to mimic incubator conditions. While the culture
was in the recording chamber, the temperature was kept at 37 ◦C using a ground
element temperature controller (TC02, Multi Channel Systems, Reutlingen, Ger-
many). Cultures were kept sterile using a MEA interface ring (Culture Chamber
Interface Ring, Multi Channel Systems, Reutlingen, Germany) that was sealed
with a sheet of fluorinated ethylene-propylene (ALA Scientific Instruments, Farm-
ingdale, NY, USA) to allow gas exchange [26]. Transport of the cultures from the
incubator to the recording setup can lead to transients in activity [27], therefore
the first 5 minutes of the recordings were not used in the analysis. Data were
obtained from 9 different batches of cells, yielding 25 control networks and 19
EHMT1-deficient networks, whose electrophysiological activity of was recorded
during development.
6.3.3 Intracellular recordings
Recordings were performed in oxygenated (95% O2 and 5% CO2) Artificial Cere-
brospinal Fluid (ACSF) containing (in mM): 124 NaCl, 1.25 NaH2PO4, 3 KCl, 26
NaHCO2, 11 Glucose, CaCl2, 1 MgCl2, adjusted to pH of 7.4 with NaOH, at 30
◦C. The cover slips containing the primary cortical cultures were transferred to
a submerged fixed-stage recording chamber in an upright microscope (BX51WI,
Olympus, Hamburg, Germany). The positioning of the cover slip and the cells
were assessed with infrared enhanced quarter-field illumination. Recording of
suitable cells was performed using a SEC-05L amplifier (npi-electronics, Tamm,
Germany). Borosilicate glass patch pipettes (electrode resistance 5-6 MΩ) were
filled with (in mM): 115 CsMeSo3, 20 CsCl, 10 HEPES, 2.5 MgCl2, 4 Na2ATP, 0.4
NaGTP, 10 Na-Posphocreatine, 0.6 EGTA adjusted to a pH of 7.4 with CsOH and
to approx. 304 mOsmol using Milli-Q water. The signal was low-pass filtered at 3
kHz and 2 kHz for the spontaneous action potential-evoked excitatory postsynap-
tic currents (sEPSC) and miniature excitatory postsynaptic currents (mEPSC)
respectively, and digitized at 20 kHz using a Micro1401-3 interface (Cambridge
Electronic Design Limited, Cambridge, England). Data were recorded and stored
using PC-based software (Signal for Windows, Cambridge Electronic Design Lim-
ited, Cambridge, England). Electrophysiological experiments included: (1) char-
acterization of the intrinsic properties under current-clamp conditions by inject-
ing hyperpolarizing current pulses (25 pA, gain of 1 and a duty cycle of 1/4); (2)
voltage-clamp recordings of mEPSC (1 M tetrodotoxin (Tocris, Bristol, UK) and
1 M picrotoxin (Tocris, Bristol, UK), gain of 1, duty cycle of 1/4); (3) voltage-
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clamp recordings of sEPSC (gain of 1, duty cycle of 1/8). Data were recorded,
stored and analyzed with Signal (Cambridge Electronic Design, Cambridge, UK)
and event detection was performed with MiniAnalysis (Synaptosoft Inc, Decatur,
GA, USA). For all the experiments, only the recordings with a low level of noise
(<2 standard deviation of the mean noise) were taken into account. For each cell
a maximum of 300 events were detected. For the traces that contained bursts,
the bursts were counted by visual inspection, where bursts were defined as five
or more consecutive events occurring so close together that the baseline was not
reached between events, clearly caused by input from synchronized firing of a
population of neurons. sEPSC data were obtained from a total of 151 cells (con-
trol cells and EHMT1-deficient cells) during DIV 10, 13, 15 and 17 and mEPSC
data were obtained from a total of 116 cells (control cells and EHMT1-deficient
cells) during DIV 10, 13 and 15. Numbers per DIV and per condition are given
in the figure legends.
6.3.4 MEA data analysis
Data were processed and analyzed using an automated, scripted procedure de-
veloped in MATLAB (The Mathworks, Natick, MA, USA).
Pre-processing
Data was high-pass filtered (300 Hz, 6th order Butterworth) to remove the slow
components while retaining the action potential activity. For offset correction,
the median of the absolute value of the signal (M(|signal|)) was subtracted for
each recording to center the signal around zero. We use the median of the signal
because it is less sensitive to large outliers in the data caused by action potentials
than the mean of the signal.
Channel selection
We required activity on 20 or more electrodes for the culture to be included in the
analysis. The channel selection was performed following three criteria: (1) elec-
trodes were discarded when the absolute value of the median of the noise exceeded
3.5 µV, which happened for 1.3% of recorded electrodes (Supplementary Fig-
ure 6.6A); (2) firing rates that exceeded 8 Hz were discarded, which occurred
on 0.7% of the recorded electrodes (Supplementary Figure 6.6B); and (3)
electrodes were excluded from the analysis when the activity was less than 0.1
Hz on all of the longitudinal days on which recordings took place (DIV 10, 13, 15
and 17). The rejection rate of electrodes was not significantly different between
conditions (p > 0.05, Mann-Whitney test). Recordings were performed longitu-
dinally (each culture was recorded over multiple days); if on one of the recording
days an electrode was rejected, this electrode was excluded from the analysis of
all DIVs for that culture.
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Spike detection
Spike detection was performed as previously described in [21], using a peak-to-
peak detection threshold (θap) [28], calculated as:
θap = f ·M(|signal|) · 1.5 (6.1)
With f being the gain factor (f = 8) and M(|signal|) the median of the absolute
value of the signal.
Separating burst and background action potentials
Burst and background action potentials were separated using a 2-step procedure
[21] (Chapter 5). Briefly, a return map for the pre- and post interspike intervals
was calculated for each action potential. In step 1, action potentials for the
individual MEA electrodes were labeled as background action potentials if the
pre- and post interspike interval exceeded a threshold (θ1 = 100 ms). In step 2,
action potentials from all electrodes were combined into a single action potential
train. If the pre- and post interspike intervals exceeded a second threshold (θ2 =
5 ms), action potentials were also labeled as background action potentials. This
procedure effectively selects isolated background action potentials and reduces
the false-positive rate for burst detection [21].
Burst detection
Bursts were detected following the pre-processing step of separating burst and
background action potentials [21]. For burst detection, only the burst action
potentials were used in the spike density method [21]. A burst was detected
when the spike density trace crossed a predefined threshold of 10 Hz (about 0.5
spikes per channel in a 100 ms window) from below for 60 active channels. The
action potentials were convolved with a Gaussian function:
G(t) = A · e−(t−τ)
2
2σ2 (6.2)
Where τ is the time of the convolved spike, A is the amplitude, which was set to
1 and σ is the width of the Gaussian which was set to 50 ms.
Burst duration, size and interburst interval
The burst duration is taken as the time between crossing 10 Hz from below until
the activity again drops below 10 Hz. The burst size is defined as the area under
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the spike density trace for the burst duration, divided by the surface area of the
Gaussian with which each spike was convolved (Equation 6.2), while the inter-
burst interval is the time between a burst end and the onset of the next burst.
Cumulative probabilities for the burst size, interburst interval and burst dura-
tion were obtained using logarithmically spaced bin sizes (normalization factor is
shown in Supplementary Figure 6.7A). These distributions reflect the relative
shape of the distribution while correcting for differences in burst frequency.
Spike time irregularity
We tested two measures of spike irregularity: (1) the coefficient of variation (CV )
of the interspike intervals:
CVISI =
σISI
µISI
(6.3)
With σISI being the standard deviation and µISI the mean of the interspike
intervals on an active electrode. And (2), the Fano Factor (FF ), a measure of
spike number variability:
FF =
σ2N
µN
(6.4)
With σN being the standard deviation and µN the mean of the number of action
potentials on an active electrode for a time-segment of 5 seconds. A sliding
window applied at intervals of one second was used to calculate the number of
action potentials for each segment. The CVISI and FF were averaged over the
active electrodes and calculated separately for each DIV and culture.
Burst irregularity
We tested two measures of burst irregularity, (1) the coefficient of variation (CV)
of the interburst intervals:
CVIBI =
σIBI
µIBI
(6.5)
With σIBI being the standard deviation and µIBI being the mean of the inter-
burst intervals. And (2),
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IR =
1
N − 1
N∑
i=1
log
(
IBIi
IBIi−1
)
(6.6)
With i being the index of each interburst interval (IBI) and N being the number
of IBIs [29]. The CVIBI and IR measures were calculated separately for each DIV
and culture.
Autocovariance
The autocovariance represents the probability for a given action potential to occur
at a particular time lag relative to another action potential, and thus describes
how action potentials are correlated in time. The autocovariance was calculated
as:
Cxx(τ) =
1
T − |τ |E{(x(n+ τ)− µx) · (x(n)− µx)} (6.7)
Where Cxx(τ) is the autocovariance for action potentials on electrode x at time
lag τ (where 0 < |τ | < 2 seconds). The expectation E is taken across samples
n and with µx being the mean firing rate of that electrode. The autocovariance
was normalized by the duration of the recording (T ), which was adjusted by
the absolute time lag |τ |. As we used a high sampling rate (10 kHz) yielding
a noisy autocovariance, it was smoothed across τ with a 5 ms moving average.
To perform statistics, we calculated the autocovariance half-width, which is the
width at which the autocovariance is equal to half its maximal value. The peak of
the autocovariance was normalized for each recording separately (normalization
factors are shown in Supplementary Figure 6.7B).
6.3.5 Statistical tests
Data are expressed as mean ± standard error of the mean (SEM). Statistical
analysis was performed using MATLAB (R2012a, The Mathworks, Natick, MA,
USA). The data submitted to statistical analysis was often (59%) non-normal, as
indicated by skewness [30] (we tested for normality using the Jarque-Bera test,
implemented as jbtest in MATLAB). Hence, we used the Mann-Whitney test,
implemented as ranksum in MATLAB [31]. We tested whether the means of
the set of statistics calculated from the MEA and intracellular recordings differed
across conditions for any given DIV. These p-values were aggregated for each DIV
value; significant values were then corrected for multiple comparisons using the
false discovery rate (FDR) method, incorporating potential dependencies between
p-values [32, 33]. To calculate the FDR we used the mafdr function in MATLAB
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using the polynomial selection method for the FDR parameter lambda. FDR was
set to not increase significance level, which would have occurred at DIV 13 due
to the strong significance found in many parameters.
6.4 Results
6.4.1 Network activity during development
In the first set of experiments we investigated how EHMT1 deficiency in neu-
rons affected the development of neuronal population activity. We monitored
spontaneously generated action potential activity in dissociated cortical neuronal
wild-type (WT, control) cultures on MEAs and in cultures in which EHMT1
expression was downregulated by approximately 50% through RNA interference.
To this end we infected cortical neurons with a lentivirus expressing a shRNA
against EHMT1 at 1 day in vitro (DIV) and recorded extracellular action poten-
tial activity in individual cultures over time at DIV 10, 13, 15 and 17 (Figure
6.1A) from 60 electrodes in the MEAs (Figure 6.1B). The pattern of action po-
tential activity of the neuronal networks consisted of background (spatially and
temporally isolated) action potentials and synchronous, network-wide bursts of
action potentials (Figure 6.1C). Within 10 days of plating spontaneous activ-
ity could be reliably recorded (Figure 6.1) in control cultures on MEAs. As
development progressed, we found that the firing rate and frequency of bursting
increased, reaching stationary values at DIV 15. Action potential activity at DIV
10 has been reported to be mostly uncorrelated, and a transition to the typical
state of repetitive synchronized firing occurs after two weeks in vitro for normal
cortical neuronal cultures [22, 34, 35]. We recorded a reduction of 18% in the
action potential firing rate for the EHMT1-deficient networks compared to the
control networks during the early developmental stage represented by DIV 13
(p=0.037, Figure 6.1D). Interestingly, at DIV 15 and 17 EHMT1-deficient net-
works reached firing rates that were comparable to the control networks, suggest-
ing that loss of EHMT1 early in development leads to delayed network formation.
In terms of burst generation, we found that the rate of synchronized bursting at
DIV 13 was severely (40%) reduced (p=0.003), while the burst rate was compa-
rable to the control networks at DIV 15 and 17 (Figure 6.1E). There was no
significant difference in the number of active electrodes between conditions (42 ±
6 active electrodes for control and 39 ± 10 active electrodes for EHMT1-deficient
networks, p < 0.05 (two-tailed t-test)).
Next, we investigated whether during development control and EHMT1-
deficient networks changed the ratio between action potentials belonging to back-
ground activity and action potentials belonging to bursts [21] (Chapter 5). At
DIV 10 the majority (64% for control and 71% for EHMT1-deficient networks)
of action potentials were background action potentials, while at DIV 13 and later
the majority (78% for control and 65% for EHMT1-deficient networks) of action
potentials belonged to bursts (Figure 6.1F). This typical profile was present
6143
Figure 6.1: EHMT1 deficiency delays the emergence of periodic, synchronized
burst activity. A: Time course of experiments. Dissociated cortical neurons were
plated on MEAs at embryonic day 18. After 24 hours, for the condition referred
to as Ehmt1-sh, EHMT1 expression was down regulated through RNA interfer-
ence. Electrophysiological recordings were performed at specific time points during
development (DIV 10, 13, 15 and 17). B: Example MEA traces of extracellular
action potentials on 9 adjacent electrodes. Detected action potentials are denoted
by a black tick below each trace. Scale bar is 20 µV (vertical) and 100 ms (hori-
zontal). C: Raster plots of action potential activity across 60 MEA electrodes for,
from left to right DIV 10, 13, 15 and 17 respectively, and (top) WT cultures and
(bottom) EHMT1-deficient cultures. Each detected action potential is indicated
as a black tick. D: The mean firing rate (MFR) is the average action poten-
tial frequency that is detected on the active electrodes. E: A burst was defined
as synchronous network activity for which the spike density crossed a predefined
threshold (10 Hz). We plot the number of bursts per minute for different DIVs.
F: We show the action potentials that fall within bursts as a percentage of the to-
tal number of detected action potentials. Data are means ± SEM. Statistics were
based on n = 24 (DIV 10), 25 (DIV 13), 25 (DIV 15) and 24 (DIV 17) recordings
for control and n = 19 (DIV 10), 19 (DIV 13), 19 (DIV 15) and 18 (DIV 17) for
Ehmt1-sh; * denotes p < 0.05, ** denotes p < 0.01 (Mann-Whitney test, with
p-values corrected for multiple comparisons using the false discovery rate method).
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for both conditions, and the ratio of burst to background action potentials was
comparable throughout development (Figure 6.1F).
Consistent with the reduced burst rate at DIV 13 in EHMT1-deficient net-
works, the interburst intervals (IBIs) were significantly longer (39%) at DIV 13
(p=0.005, Figure 6.2A). Although at DIV 13 fewer bursts occurred for the
EHMT1-deficient condition, these burst lasted longer (24%, p=0.001, Figure
6.2A-B). The mean burst size (number of action potentials per burst), however,
was not different (Figure 6.2A).
Taken together, at DIV 13 the overall firing rate was reduced and fewer
bursts occurred in the EHMT1-deficient networks. Furthermore, when a burst
occurred, the propagation of action potential activity through the network was
prolonged. The deficiencies were transient since the values of these statistics were
not significantly different from control networks at DIV 15 and 17.
6.4.2 Reduced action potential coherency during early de-
velopment
The dynamics of synchronized network bursting depend on the degree of func-
tional synaptic connectivity, which is influenced by the properties of both the pre-
and postsynaptic components [25, 36, 37] as well as the graph-theoretical struc-
ture of the neuronal connectivity [38, 39]. During culture development, synaptic
transmission changes from action potential-independent vesicle release to predom-
inantly action potential-dependent release [40]. Action potential propagation is
fast for networks that have vesicle release that is locked to the presynaptic action
potential at short latency. We assessed the time-scale of the action potential
covariance to quantify to what extent action potentials occurred within a short
time window of other action potentials. At DIV 13, EHMT1 deficiency caused an
increase (40%) in the action potential autocovariance halfwidth compared to con-
trol networks (p=0.001, Figure 6.2C). The difference in autocovariance between
conditions was not significant at later developmental stages (Figure 6.2C). In
correspondence to the longer burst duration, these results show that EHMT1
deficiency led to a reduction in the action potential coherency during early de-
velopment.
6.4.3 Increased irregularity in burst timing later in devel-
opment
Cultured neurons develop to a typical state of periodic, synchronized bursting [34,
41]. To investigate whether EHMT1 deficiency had an effect on more complex
network activity, we measured the irregularity of the interspike and interburst
intervals. The coefficient of variation of the interspike intervals (CVISI) is a
measure of spike irregularity. We did not find significant changes in the CVISI ,
indicating no difference in irregularity in the spike timing during development
(Figure 6.2D). However, the CVISI considers all spikes over time and does not
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Figure 6.2: Characterization of burst dynamics. A: From left to right, the nor-
malized cumulative distribution of interburst intervals, burst duration and burst
size. The burst size is defined as the number of action potentials per burst. Bin
sizes were logarithmically spaced and the means of these statistics were tested for
significant differences. B: To obtain the average burst profiles, each bursts was
aligned to its detected onset. The spike densities were normalized to 60 electrodes
and averaged across cultures for each DIV separately. A significant difference in
burst duration is indicated by **. C: The normalized autocovariance of action
potentials was calculated per electrode and averaged over the active electrodes for
each recording. Significant difference in autocovariance halfwidth is indicated by
**. D: Measures of spike and burst irregularity: coefficient of variation for the in-
terspike intervals (CVISI), Fano Factor (FF) of the spike count and the coefficient
of variation for the interburst intervals (CVIBI). E: Example data displaying the
increased burst irregularity for EHMT1-deficient networks at DIV 17. Electrode
index is on the y-axis, each black denotes an action potential and red arrows in-
dicate a detected burst. Data are means ± SEM. Statistics were based on n =
24 (DIV 10), 25 (DIV 13), 25 (DIV 15) and 24 (DIV 17) recordings for control
and n = 19 (DIV 10), 19 (DIV 13), 19 (DIV 15) and 18 (DIV 17) for Ehmt1-
sh; * denotes p < 0.05, ** denotes p < 0.01 (Mann-Whitney test, with p-values
corrected for multiple comparisons using the false discovery rate method).
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take the occurrence of burst events into account. Therefore, we calculated the
Fano Factor (FF) of the spike trains, which is a measure for spike number vari-
ability. We calculated the FF, averaged over the individual channels, as follows:
the mean burst rate in these networks was 11.2 bursts/min, such that on average
about 1 burst is expected every 5 seconds. Bursts contain many spikes in a short
interval compared to a window of the same length containing action potentials
during background activity. At DIV 17 the burst rate was the same for both con-
ditions, thus we expect for irregularly spaced bursts more five second long time
intervals with either no or multiple bursts. Using this time window we found that
at DIV 17 the FF was higher (20%) for EHMT1-deficient networks compared to
the control networks (p=0.04, Figure 6.2D). Therefore, we hypothesized that
the increased FF was caused by an increased irregularity in the burst timing. In-
deed, the EHMT1-deficient networks also had more irregular interburst intervals,
as indicated by an increased value for the coefficient of variation of the interburst
intervals (CVIBI), (p=0.049, Figure 6.2D), and a 20% increase in the value of
the rate-independent metric for burst irregularity (Equation 6.6, [29]), (p=0.027,
example raster plot of the increased irregularity is shown in Figure 6.2E). To-
gether these results show that EHMT1 deficiency resulted in an increased burst
irregularity at DIV 17.
6.4.4 Reduced action potential-dependent inputs during early
development
Our MEA results imply that EHMT1-deficient networks show a delayed onset
of action potential and burst activity. Next, we investigated whether this delay
was reflected in the general amount of spontaneously generated network activity
driving the individual neurons. Using whole-cell voltage-clamp recordings at a
holding potential of -60 mV we measured spontaneous excitatory postsynaptic
current (sEPSC) inputs and we observed bursts which, due to the synchronized
action potential input, supplied currents that saturated the amplifier (Figure
6.3A). The network burst rate so inferred was reduced (41%) in the EHMT1-
deficient networks at DIV 13 (p=0.022, Figure 6.3B), which is consistent with
the MEA population recordings reported in the preceding section.
The sEPSC were measured during the interburst intervals and we found that
the amplitude of the synaptic inputs for EHMT1-deficient networks was not differ-
ent from the control networks at any of the measured time points (Figure 6.3C).
In contrast, the frequency of excitatory synaptic inputs was reduced (40%) at DIV
13 (p=0.004, Figure 6.3D). Together these data show that, besides a significant
reduction in burst occurrences, EHMT1-deficient networks had a reduced fre-
quency of synaptic inputs between bursts at DIV 13. Again this reduction in
frequency was transient since no statistically significant difference in frequency
was observed at DIV 15 and 17.
Finally, we compared the extent and efficiency of synaptic connections be-
tween cells of the EHMT1-deficient and the control network. To this end we
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Figure 6.3: The frequency of excitatory synaptic inputs in EHMT1-deficient neu-
ronal networks is reduced during the interburst intervals at DIV 13. A: Whole-
cell voltage-clamp recordings were performed in standard ACSF. Representative
example traces at DIV 13 show the spontaneous excitatory synaptic inputs during
the interburst intervals as well as synchronized input currents during a network
bursts. Network bursts were determined by visual inspection. Network burst rate
(B), sEPCS amplitude (C) and sEPSC frequency (D). Data are means ± SEM.
Statistics were based on n = 17 (DIV 10), 20 (DIV 13), 20 (DIV 15) and 19
(DIV 17) recordings for control and n = 17 (DIV 10), 21 (DIV 13), 18 (DIV
15) and 19 (DIV 17) for Ehmt1-sh; * denotes p < 0.05, ** denotes p < 0.01
(Mann-Whitney test, with p-values corrected for multiple comparisons using the
false discovery rate method).
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Figure 6.4: EHMT1-deficient neuronal networks show no differences in basal ex-
citatory synaptic transmission during development. A: mEPSC were recorded
for DIV 10, 13 and 15 in the presence of tetrodotoxin to block action potentials
and picrotoxin to block inhibitory synaptic inputs. Example traces of a whole-cell
voltage-clamp recordings show mEPSCs. B: The mEPSC amplitude and (C):
mEPSC frequency plotted as function of DIV. Data are means ± SEM. Statistics
were based on n = 18 (DIV 10), 20 (DIV 13) and 20 (DIV 15) recordings for
control and n = 17 (DIV 10), 20 (DIV 13) and 21 (DIV 15) for Ehmt1-sh; * de-
notes p < 0.05, ** denotes p < 0.01 (Mann-Whitney test, with p-values corrected
for multiple comparisons using the false discovery rate method). D: Summary of
the statistics derived from electrophysiological recordings of action potential ac-
tivity at the network level (MEA), action potential-dependent excitatory input at
the single cell level (sEPSC) and excitatory basal synaptic transmission at the
single cell level (mEPSC). The labels between parentheses refer to figure panels
in this Chapter, on which the test results are based. Together these data give a
fingerprint of the developmental effect of EHMT1 deficiency.
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measured miniature excitatory postsynaptic currents (mEPSC) using whole-cell
voltage-clamp recordings in the presence of tetrodotoxin and picrotoxin at DIV
10, 13 and 15 (Figure 6.4A). Remarkably, EHMT1 deficiency did not signifi-
cantly change the frequency (Figure 6.4B) or the amplitude of mEPSC (Figure
6.4C) at all developmental time points tested.
Taken together, our single-cell data also indicate that EHMT1 deficiency led
to a transient reduction in overall firing and burst rates, while there was no
effect on action potential-independent excitatory synaptic transmission rates and
excitatory synaptic strength during early development.
6.5 Discussion
In this study we used extracellular and intracellular recordings in developing
cortical networks to investigate the time course of the effects of the loss of EHMT1.
We demonstrated that the emergence of spontaneous network activity was delayed
in cortical neurons deficient in EHMT1 compared to control conditions. This
phenotype was also observed at the single neuron level in terms of a transient
reduction in the frequency of spontaneous excitatory input during development,
which had recovered by the end of the recording period. Finally, we showed
that the transient delay in spontaneous network activity in EHMT1-deficient
networks resulted in an increased burst irregularity later in development, whereas
our control networks showed periodic and rhythmic bursting, which is typical for
cultured neurons [22, 41].
In order to relate the mechanism by which EHMT1 produced delayed network
activity maturation, we need to understand how bursts are generated and dis-
sect out which factors affect burst rate and irregularity. To obtain bursts, there
needs to be spontaneous activity and it needs to be able to recruit more and
more network neurons. We (submitted) and others [42] have analyzed the sta-
bility of the spontaneous activity state. A network burst emerges stochastically:
cells are spontaneously, but independently and irregularly active and the gener-
ation of an action potential depends on whether synaptic inputs, synaptic noise
and neuromodulatory tone depolarize the cell sufficiently to exceed the voltage
threshold [43]. When enough cells fire in coincidence, excitation to the other cells
can generate a run-away process (burst) in which most cells are activated, often
multiple times. Pacemaker cells are intrinsically active, regularly firing neurons
[44], that were shown to best model the generation of network bursts in neuronal
cultures [45]. Synaptic dynamics are furthermore important for burst behaviour,
where bursts terminate when the synaptic vesicle pool are depleted [45, 46]. This
determines the duration of the burst and how long the recovery takes.
We found an increased irregularity in the timing at which bursts occurred
for the EHMT1-deficient networks relative to control networks at DIV 17. The
irregularity of bursts is related to two factors. First, to the stochastic mechanism
by which bursts are initiated, i.e. less coincidences in EHMT1-deficient networks
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or less regulatory pacemakers. Second, irregularity depends on the topological
pattern of neuronal wiring, i.e. less efficient propagation through the network
and less effective recruitment of other neurons [38, 39, 45]. At DIV 17 we found
a comparable firing rate and burst rate between conditions. Furthermore, the
regularity the spike timing was not different between conditions as indicated by
the coefficient of variation of the ISIs, suggesting that there was no difference
between the number of pacemaker cells, which would otherwise strongly increase
the spike regularity. Together, these results suggest that the increased irregularity
can be related to differences in network topology. Previously we found in the
hippocampus of adult Ehmt1 +/− mice a reduction in the dendritic arborization
and reduced spine density [12], suggesting a difference in network topology.
At the early developmental stage we observed a reduced burst rate and pro-
longed burst duration; this could be related to a reduction in action potential-
dependent vesicle release in the EHMT1-deficient cultures during early develop-
ment. We previously showed a decrease in release probability at the CA3-CA1
synapse in Ehmt1 +/− mice [12]. Likewise, in our current study in cortical neurons
we found a decrease in action potential-dependent input, which could thus un-
derlie the deficits in spontaneous network activity. The impaired action-potential
dependent synaptic transmission occurred during the transition from uncorre-
lated spiking to network-wide burst spiking, which coincided with the time point
at which hippocampal neuronal cultures switch from the mode of release from
exclusively spontaneous early on in development to predominantly evoked in ma-
ture neurons [40]. We computationally showed that this transition can initiate
a period of rapid rewiring in brain circuits [47]. Impairments in action potential
activity and synaptic transmission could thus result in miswiring of the circuitry.
Neuronal activity plays an important role in refinement of synaptic connec-
tions (for reviews see [48, 49]) and activity-dependent forms of synaptic plasticity,
in particular Hebbian plasticity, guide cortical refinement and are required for the
functional maturation of cortical circuits [50]. The developmental profile of neu-
ronal activity is thus important for adequate circuit wiring. Indeed, altered wiring
during early development has been proposed to underlie several phenotypes as-
sociated with neurodevelopmental disorders, including ID and autism [51–53].
Recent data suggest the existence of developmental phenotypic checkpoints
that, if not met, prevent further development [18]. Misregulation during these
time-windows causes cellular and network disturbances that later give rise to
behavioral symptoms [18]. Given that sequentially activated gene expression
programs underlie the genomic programs of synapse function [35], it seems logical
that appropriate timing of epigenetic regulation during development is important
for synaptic, neuronal and thereby network functioning. It is of interest to note
that EHMT1 has recently been found to be important for activity-dependent
remodeling of synapses and circuitry, during learning and memory as well as in
the context of addiction [14, 54, 55]. Our observation that the delay in network
development leads to increased network irregularity later in development thus
suggests that EHMT1 could provide a developmental mechanism that enables a
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rapid, efficient and reversible way to regulate gene expression during early brain
maturation and to meet maturation of neuronal activity level.
EHMT1 is part of an emerging landscape of epigenetic regulators of neu-
ronal function [1, 56]. It interacts with multiple genes that encode other epige-
netic factors, and mutations in these genes can also lead to the ID phenotype
that resembles the Kleefstra phenotype. In a cohort of patients with a Kleefs-
tra syndrome-like phenotype (KSS) without mutations in EHMT1, we recently
identified de novo mutations in four other genes, MLL3, SMARCB1, NR1I3 and
MBD5 [8]. The corresponding proteins are directly or indirectly involved in epige-
netic regulation of gene expression. How disruption of KSS genes give rise to the
common clinical cognitive feature is unknown. The molecular functions of these
genes are distinct, e.g. histone modification (EHMT1, MLL3 ), ATPase-mediated
chromatin remodeling (SMARCB1 ) and nuclear receptor (NR1I3 ). Having es-
tablished an electric signature for EHMT1 deficiency in cortical network develop-
ment (Figure 6.4D) it will be interesting to investigate whether similar network
deficits are created by other KSS genes. The disorganization of neuronal net-
works may be a simple and reliable indicator to test the KSS genes as well as the
many other identified ID genes. It will be of particular interest to see whether
phenotypically related IDs could be translated to specific deficiencies in neuronal
networks.
In conclusion, we showed that deficiency of epigenetic factor EHMT1 impaired
action potential activity during the transition from uncorrelated background spik-
ing activity to synchronized network bursting. During this developmental stage
both synchronized network bursting as well as a reduction in action potential-
dependent excitatory input to the neurons was reduced. The impairment in
neuronal activity early in development could relate to inappropriate wiring and
irregular behavior later in development. These results support the notion that
early developmental deficits could lead to irreversible changes [18, 57]. Abnor-
malities in firing rate and synchrony during early development and the critical
period of brain wiring have been related to neuropsychiatric disorders [58]. The
identification of synaptic and cellular deficits that contribute to abnormal net-
work activity will be essential for the understanding, and ultimately treatment,
of Kleefstra syndrome.
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6.6 Supplementary Figures
Figure 6.5: Validation of EHMT1 knockdown. A: Primary cortical neurons
were transduced with an empty vector, control-shRNA or Ehmt1-sh expressing
lentivirus at DIV1. Protein extracts were prepared at DIV14 and were probed by
immunoblotting with antibodies against EHMT1 and Tubulin. B: Quantification
of the immunoblot signals of (A). Data are represented as mean ± SEM, N=3,
*** indicates p<0.001 (t-test).
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Figure 6.6: Channel noise and firing rate. A: Semi-logarithmic plot of channel
noise on the MEA electrodes. High noise can be caused by damage of the electrodes
or bad contact to the recording device such that signal transmission is noisy. Elec-
trodes were discarded when the absolute value of the median of the noise exceeded
3.5 µV (denoted by dotted line), which happened for 1.3% of recorded electrodes.
The number of channels with noise that was discarded was not significantly differ-
ent between conditions. B: Semi-logarithmic plot of the firing rates. Occasionally,
very high firing rates were detected, potentially from artifacts. Firing rates that
exceeded 8 Hz (denoted by dotted line) were discarded, which occurred on 0.7% of
the recorded electrodes. The number of channels with high firing rates that were
discarded was not significantly different between conditions.
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Figure 6.7: Normalization factors. A: The cumulative probabilities (Figure
6.1A) were normalized such that the relative shape of the distribution can be
compared. B: Normalization factors for the peak of the autocovariance distri-
butions. Data are means ± SEM. Statistics were based on n = 24 (DIV 10),
25 (DIV 13), 25 (DIV 15) and 24 (DIV 17) recordings for control and n = 19
(DIV 10), 19 (DIV 13), 19 (DIV 15) and 18 (DIV 17) for Ehmt1-sh; * denotes
p < 0.05, ** denotes p < 0.01 (Mann-Whitney test, with p-values corrected for
multiple comparisons using the false discovery rate method).
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7.1 Abstract
Brain circuits perform local computations and communicate to other networks
through long-range axonal connections, the effects of which have been difficult
to study using the culture preparation. Here, to study action potential activity
in multiple interacting small neuronal networks, we applied the flexible polymer
polydimethylsilxane (PDMS) to provide topographical guidance for neuronal net-
work growth. We grew small in vitro neuronal networks that connected to other
small networks through microtunnels. We used Multi-Electrode Arrays (MEAs)
to record the extracellular activity and observed spontaneous and evoked action
potential activity in the small neuronal networks, and found firing and burst rates
that were comparable to the large neuronal networks studied previously. The
spontaneous and evoked activity propagated between the neuronal networks that
were directly connected by microtunnels, but did not propagate to an isolated
control network that was not connected by microtunnels. We discuss potential
applications of PDMS microstructures on MEAs to investigate neuronal plastic-
ity, communication and processing that were previously challenging to study in
large and unstructured neuronal networks.
7.2 Introduction
Seminal work by Mountcastle described modular organisation of the cat cortex,
in which neurons with similar receptive field properties are organized in cortical
columns with a diameter of several hundred micrometers [1, 2]. Similarly, Hubel
and Wiesel defined the hypercolumn, a cortical column that contains a complete
set of receptive field properties, which was estimated to be 0.5 to 1 mm wide [3].
The functional role of such segregation into independent canonical microcircuits
is not clear, but it has led to several hypotheses regarding their computational
roles and data transmission capabilities (for review, see [4]).
Communication between microcircuits occurs through long-range projections
or through lateral connections, particularly in the upper layers of the cortex [5].
Currently, investigating the communication and plasticity between cortical re-
gions occurs in in vivo and in acute in vitro brain preparations [6]. Experimental
techniques to record long-term neuronal activity are challenging in vivo and rapid
detoriation of the brain ex vivo makes chronic recording difficult [7, 8]. Alter-
natively, dissociated cell cultures can be readily monitored during development
[9–11]. In recent years, interest has grown in the use of the flexible polymer
polydimethylsiloxane (PDMS) on Multi-Electrode Arrays (for review see [12]).
Recently, methods were developed to obtain directionality in the axonal out-
growth. Directionality could be achieved in two-compartmental models, by plat-
ing neurons in one compartment 7 days after the neurons in the other compart-
ment were plated [12]. This approach is not suitable for developmental studies,
in particular when using multiple compartments because the differences in cul-
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ture age grows linearly with the number of connected compartments. Another
approach to obtain directionality with cultures plated on the same day is to use
nanowire structures to guide the axonal outgrowth direction [13]. The production
process of nanowires is costly and requires highly specialized equipment and ex-
pertise. In another approach the directionality was obtained by producing PDMS
microtunnels that had a small channel width (1-4 µm) at one tunnel entrance such
that it was difficult for axons to enter the microtunnels, while the other tunnel
entrance was wider (8-15 µm), which were previously shown to be large enough
for axons to grow into [14]. To produce such PDMS microstructures, two layers
of photoresist were used [14].
In this study we showcase a method that applies topographical guidance
to obtain small neuronal microcircuits that are 1 mm wide. The circuits were
interconnected laterally by axonal projections through PDMS microtunnels. We
present pilot results of spontaneous and electrically evoked neuronal activity that
propagates between the microcircuits.
7.3 Materials and Methods
We describe the fabrication and assembly process of the PDMS+MEA setup and
the protocol to load the cells into the device.
7.3.1 PDMS fabrication
To obtain the topographically confined microstructures we used polydimethyl-
silxane (PDMS). PDMS is widely used for biomedical applications because of
its properties of biocompatibility, transparency and permeability to gases [15].
PDMS has previously been succesfully applied to grow patterned cultures [16,
17]. First, a 10 µm layer of negative photoresist SU-8 was spin-coated on a sil-
icon wafer. A mask, designed in AutoCAD (Autodesk, CA, USA), was overlaid
on the SU-8 master. SU-8 is an epoxy-based negative photoresist: parts that
are exposed to light will cross-link, whereas the other parts can be removed in
a washing step. Then, PDMS pre-polymer and curing agent were mixed at a
ratio of 10 to 1, poured on the SU-8 master and cured overnight in an oven at 65
◦C. PDMS slabs were peeled off the silicon wafer and the microstructures were
separated using a surgical knife. Around each microstructure a 0.5 cm margin
was spared for easy handling. The culturing compartments were then opened
using a custom made puncher. This protocol enabled cost efficient and reliable
production of PDMS microstructures.
7.3.2 PDMS+MEA assembly and cell loading
The PDMS microstructures were cleaned by gently brushing, using a soft brush
and ethanol, immediately followed by removal of debris using pressurized nitro-
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gen. For storage, the microtunnels were placed on a glass coverslip with the chan-
nels facing down. After this treatment, the PDMS surface became hydrophobic
over hours; we therefore applied 20 seconds of O2 plasma cleaning of the mi-
crotunnels 1 hour before placing the PDMS structure on the MEA. We placed
the PDMS with microtunnels facing down on a 40 µL droplet of filtered, sterile
water that was pipetted onto the electrode area of the MEA. With the aid of
a tweezer we positioned the PDMS such that the MEA electrodes were within
the 4 compartments. After the desired position was achieved, careful suction was
applied to remove the water, forming the seal between the PDMS and MEA. Seed
medium (see Section 7.3.3) was pipetted into the compartments, while using a
microscope to confirm that the channels filled with medium. A 40 µL droplet of
seed medium was pipetted onto the PDMS structure to avoid evaporation of the
small quantity of seed medium in the microtunnels. The assembled PDMS+MEA
device was placed in the incubator. When the cells were ready for plating (see
Section 7.3.3), the seed medium was removed from the PDMS+MEA device using
gentle suction. With a small pipette tip, 2 µL of dissociated cells (concentration
1 million cells/mL) was equally distributed over the 4 compartments, such that
each compartment contained 500 cells on average. Additionally, 0.75 mL seed
medium was added around the PDMS structure. Around the PDMS microstruc-
ture 300.000 neurons were added for trophic support to the culture medium. The
PDMS+MEA device was placed in the incubator, and after 10 minutes we placed
40 µL seed medium on top of the PDMS to avoid evaporation. The cells were then
incubated for another 50 minutes to further attach to the MEA, after which we
added 0.75 mL of growth medium. The final volume of the medium was 1.5 mL,
which was sufficient to submerge the PMDS. The medium was shared between
the support neurons and the isolated network of neurons.
7.3.3 Culture preparation
All animal procedures were approved by the Animal Care Committee, Rad-
boud University Nijmegen Medical Centre, The Netherlands, (RU-DEC-2011-021,
protocol number: 77073). MEAs were coated with 0.0125% Polyethylenimine
(PEI, Sigma-Aldrich, St. Louis, MO, USA, P3143) overnight. After a triple
wash to remove residual PEI, a seeding medium containing Neurobasal medium
(1x, Gibco Fisher Scientific, Waltham, MA, USA, 21103-049), 10% Fetal Bovine
Serum (FBS, Sigma-Aldrich, St. Louis, MO, USA, F7524), 2% Supplement B27
(B27, Gibco Fisher Scientific, Waltham, MA, USA, 17504-044) and 1% Peni-
cillin/Streptomycin (Pen/Strep, Sigma-Aldrich, St. Louis, MO, USA, P4333)
was added to the MEAs and cover slips. Cortices were dissected from Wistar rat
pups on embryonic day 18 (E18). The cortices were dispersed in Hanks’ Balanced
Salt Solution without Mg or Ca (Gibco Fisher Scientific, Waltham, MA, USA,
14185-045), containing 0.3 M Hepes (pH 7.3, Sigma-Aldrich, St. Louis, MO, USA,
H4034) and adjusted to a pH of 7.3 with NaOH. The tissue was digested with
0.25% Trypsine (Gibco Fisher Scientific, Waltham, MA, USA, 15090-049) for 15
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min at 37 ◦C and then mechanically dissociated using fire polished glass Pasteur
pipettes. The cell suspension was filtered with a 70 m cell strainer (Falcon Fisher
Scientific, Waltham, MA, USA, 352350) to remove larger pieces. At 24 hours after
plating, the cells were infected with a virus expressing both ChannelRhodopsin-2
and a fluorescent tag. Finally, twice a week half of the medium was refreshed.
The cells were incubated in a humidified atmosphere of 95% O2 and 5% CO2 at
37 ◦C.
7.3.4 Data analysis
scripted electrode 
selection and stimulation
scripted data analysis 
routines, shaping the 
data into a convenient 
data format
GUI to browse your data 
and assess data quality
simulated data to assess 
(new) data analysis and 
visualization tools
data
collection
data
analysis
data
visualization
data
simulation
Figure 7.1: Organization of stimulation and analysis protocol. We used four
independent modules that share the same data structure. The first module allows
scripted control over the experiment, i.e. the timing, type and location of applied
stimulation. The second module enables a data analysis pipeline. The analysed
data can be easily browsed using the third module, a Graphical User Interface
(GUI). The last module generates data that is similar to real data, but with a
known ground truth. This data is stored in the same data format as the other three
modules and therefore allows for the assessment of (new) data analysis routines.
Multi-Electrode Array recordings require multiple (pre)processing steps and
detection routines. We developed a custom MATLAB (The Mathworks, Natick,
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Figure 7.2: The graphical user interface (GUI) of our custom toolbox was used
to visually explore the data. The control panel on the left-hand side can be used
to select electrodes (bottom), analysis routines (middle) and analysis parameters
(top). The data is visualized in the plotting panel on the right-hand side. The
example traces show burst activity in three connected compartments, while the
isolated compartment is not bursting (lower right corner).
MA, USA) toolbox, following the philosophy of the Fieldtrip toolbox [18], to facil-
itate the MEA data analysis pipeline. This toolbox consists of four independent
modules (Figure 7.1). The first module allows MATLAB scripted electrode se-
lection and stimulation. The second module contains scripted data processing
functions (Supplementary Figure 7.8). Unprocessed and processed data can
be browsed using the GUI of the third module (Figure 7.2). The last module
contains functions for the generation of simulated data with a known ground
truth. These data are stored in the same format that is used by the first three
modules. The toolbox uses SI units (i.e. seconds, volts) and can deal with all
available Multi Channel Systems MEA configurations.
The data analysis routines in the toolbox include spike detection algorithms,
burst detection methods, cross- and autocorrelation functions, power spectrum
analysis and principal component analysis. Data visualization included spike
raster and spike density plots, time-frequency representation of the data and
post-stimulus visualizations.
7.3.5 Statistics
Data were expressed as mean ± standard error of the mean. Statistical analysis
was performed using MATLAB (R2012a, The Mathworks, Natick, MA, USA).
The data submitted to statistical analysis was often non-normal, as indicated by
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skewness [19](we tested for normality using the Jarque-Bera test, implemented
as jbtest in MATLAB). Hence, we used the Mann-Whitney test, implemented as
the ranksum test in MATLAB [20]. We tested whether the means of the set of
statistics differed across conditions at any given DIV. These p-values were ag-
gregated for each DIV value; significant values were then corrected for multiple
comparisons using the false discovery rate (FDR) method, incorporating poten-
tial dependencies between p-values [21, 22]. To calculate the FDR we used the
mafdr function in MATLAB using the polynomial selection method for the FDR
parameter lambda.
7.4 Results
In this section we present the results and describe potential pitfalls of using PDMS
microstructures to guide neurite outgrowth on multi electrode arrays (MEAs). We
show examples of spontaneous and stimulus-induced neuronal activity in small
neuronal networks that are connected by microtunnels.
7.4.1 Topographical guidance of neurite outgrowth using
PDMS microstructures
We could reliably produce PDMS microstructures (Figure 7.3A). Access for the
pipette was needed to be able to inject neurons into the compartments. Compart-
mental PDMS structures areas can be made accessible by using a single puncher.
However, to apply four consecutive precisely placed punches proved to be cumber-
some: many microstructures were destroyed by misaligned punches. We therefore
created a custom puncher (Figure 7.3A). The custom puncher made it possible
to align the microstructures under a light microscope, and we were able to open
the four compartments consistently with a single punch (Figure 7.3B).
We wanted to test whether we could obtain microstructures with the appro-
priately width (1-4 µm as mentioned in the introduction) using a single layer
of SU-8 negative photoresist. However, the microtunnels with a width that was
smaller than 6 µm were prone to break (Figure 7.3C). In our setup we could
only obtain high quality microtunnels with a width of 8 µm, so the channels were
bidirectional. Using this setup we were able to confine neurite outgrowth to the
PDMS microstructures (Figure 7.3D).
However, neurite outgrowth outside the predefined PDMS microstructures
could occur when the microstructures were not sealed properly onto the MEA.
Debris on the MEA could lift the microstructures high enough for the neurons
to grow neurites under the PDMS or could in some cases cause the PDMS to
detach in its entirety. Plasma cleaning was thus necessary to remove the debris.
However, when plasma cleaning was applied the PDMS was often irreversibly
bound to the MEA, resulting in the loss of the MEA. Inappropriate sealing could
lead to network activity on all electrodes, including the electrodes in the isolated
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control compartment. Using a testing setup of PDMS microstructures and glass
coverslips, we tried several methods to avoid the irreversible binding of PDMS
to the MEA: different ratios of curing agent (5:1 or 20:1), various durations of
curing the PDMS in the oven (overnight or 3 days), and different cleaning methods
(plasma cleaning of 5 sec or 40 seconds). However, we were not able to determine
the causative factor for the irreversible binding between MEA and substrate.
One potential cause is the Polyethylenimine (PEI), which could bind the PDMS
to the MEA surface. The number of irreversible bindings was reduced, but not
eliminated, when we applied the PEI coating after the PDMS was positioned on
the glass coverslip or MEA.
To demonstrate the use of the patterning technique, we performed a pilot
study on neuronal outgrowth, where we compared neurons from wild-type to
FoxP2 +/− mice. FoxP2 deficiency was previously related to impaired axonal
outgrowth [23]. Using the PDMS microstructures on glass coverslips we found
that wild-type neurons were able to develop long-range axonal projections that
connect the different compartments, whereas neurons from FoxP2 mutant mice
were unable to form the long axonal projections (Figure 7.3E). With this ex-
ample application, we demonstrated the use of PDMS on glass coverslips as a
potentially affordable experimental setup to study neurite outgrowth.
7.4.2 Small neuronal networks show activity that is similar
to large neuronal networks
Large neuronal networks show spontaneous synchronized burst activity, which
may be altered by genetic or pharmacological manipulations ([24] and Chapter
6). Here we show spontaneous, synchronized activity in the small connected neu-
ronal networks (Figure 7.4). We studied isolated small networks consisting of
approximately 500 neurons (1Q) as well as three small networks of 500 neurons
that were connected by long-range axonal projections (3Q). The isolated com-
partment showed typical synchronized bursting behaviour. The bursting of the
neurons in this compartment was disconnected from the bursting of the neurons
in the connected compartments. Interestingly, the neurons connected by long-
range axonal projections showed burst activity, in which all three networks were
bursting synchronously.
We compared the burst statistics for several (N = 2-3) MEA recordings for
small neuronal networks (1Q and 3Q) to those (N = 24-25) of large neuronal net-
works consisting of 350.000 neurons (chip-wide) during the developmental period
DIV 10, 13, 15 and 17 and found that the cumulative distributions of the burst
sizes (number of spikes per burst), burst duration and interburst interval were
similar for these conditions (Figure 7.5A). The mean firing rate for the small
networks was higher early in development, which was previously found in a simi-
lar experimental setting [17]. However, after correction for multiple comparisons
these findings were not statistical significant (Figure 7.5B). Furthermore the
burst rate and burst irregularity had similar developmental profile across the dif-
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ferent network sizes (Figure 7.5C). Although the number of repetitions should
be increased to better characterize the network development of the small neuronal
networks, we here demonstrated that the networks appeared healthy and showed
firing and bursting statistics that are similar to large neuronal networks.
7.4.3 Stimulation evokes activity that propagates through
connected small neuronal networks
Using MEA electrodes we evoked neuronal spiking activity in the isolated small
neuronal network (Figure 7.6A) as well as in the three connected small neuronal
networks (Figure 7.6B-D). The neuronal spiking activity from the stimulated
small neuronal network propagated to the other networks which were connected
by long-range axonal projections through the microtunnels. With these example
results we demonstrated that the PDMS microstructures can be used to confine
neuronal outgrowth of small neuronal populations on MEA. The small neuronal
networks were spontaneously active with firing and burst rates similar to large
neuronal networks. With electrical stimulation applied using the MEA we were
able to evoke activity in one small network, and activity propagated to the net-
works that were connected by PDMS microtunnels.
7.5 Discussion
In this study, we demonstrated the use of PDMS microstructures to obtain small
spiking neuronal networks on Multi-Electrode Arrays (MEAs). The networks
showed spontaneous and stimulus induced neuronal activity that propagated to
other neuronal networks that were connected by long-range axonal projections
through microtunnels. We showed that the developmental activity patterns of
small neuronal networks are comparable to large neuronal networks. The mi-
crostructures were designed to have an internal control compartment that was
not connected to the other compartments. Inappropriate sealing between PDMS
and MEA could lead to activity on all electrodes, showing the importance of an
internal control compartment. To obtain appropriate sealing between PDMS and
MEA, rigorous cleaning procedures were needed. However, we often encountered
irreversible bonding of the PDMS to the MEA. Several causes of the irreversible
bonding were explored, but we were unable to resolve this issue. Due to the high
cost of the MEAs we did not attempt to increase to larger sample sizes and used
the pilot recordings to demonstrate the capabilities of the experimental setup.
Previously, neuronal networks of different sizes that were recorded on several
different MEA designs were shown to self-organize to a typical network bursting
state [25, 26]. The typical bursting state shows large variability between burst
profiles [26]. Neuronal networks that were obtained from the same batch of
neurons showed a lower variability in burst profiles, and burst profile variability is
lowest for bursts recorded within the same culture across days [26]. In this study,
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we obtained only a small number of recording samples (N = 2-3). Using a larger
sample size, it would be interesting to investigate whether variability between
burst profiles is lower for the small neurons networks, and to what degree the
burst profiles of a small network relate to the burst profiles of connected networks.
Investigators using large neuronal networks on MEAs have encountered dif-
ficulties in the application of plasticity protocols to obtain functional changes in
spiking activity [27], although a few protocols could succesfully induce plasticity
[28–30]. Plasticity protocols often involve pairing of two electrodes to strengthen
the synaptic connections between these two points, thereby changing the network
response. Strengthening of polysynaptic paths in networks consisting of 10-20
neurons has been shown experimentally [31]. However, strengthening polysy-
naptic paths in large neuronal networks on MEAs is more complex: an action
potential induced in the neuron(s) around one electrode will propagate through-
out the network and, for example for a random walk through a 2D square lattice,
the number of steps (n) needed to travel an average distance d scales approx-
imately as d2 [32]. This quadratic increase in number of steps contributes to
the difficulty to appropriately pair action potential activity between two points
in the network, such that plasticity protocols could be applied. Therefore, our
approach to use PDMS microstructures to guide long-range axonal projections to
create specific network structures could be better suited to investigate the storage
of spatially distributed and polysynaptic patterns (Figure 7.7A). Furthermore,
multiple connected networks cultured on the same MEA provide additional inter-
nal controls and could use the potentially lower variability in burst profiles that
are found in neurons that are cultured on the same MEA. We suggest that the
experimental setup demonstrated here could be used for the detection of more
subtle plasticity induced network changes compared to large neuronal networks
on MEA.
Neuronal oscillations are found throughout the brain and suggested to play an
important role neuronal processing and stimulus selection [33]. The experimental
setup demonstrated here provides the opportunity to study the role of neuronal
oscillations in stimulus processing in connected neuronal networks. We showed
that stimulation of the small neuronal network in the middle compartment in-
duced activity that propagated to the outer compartments. Optical stimulation
in the outer compartment can then be applied at different phases to the stimu-
lation in the middle compartment (Figure 7.7B and Supplementary Figure
7.9). Using this setup, the role of phase and frequency in neuronal processing
could be investigated.
MEAs have recently been applied to investigate the effect of genetic manip-
ulation (Chapter 6, [34–36]) and of the brain region from which the cells were
obtained [37] on the action potential activity behaviour. The experimental setup
proposed here could be applied to, for example, cortical-thalamic-striatal co-
cultures to investigate the role of cell type on neuronal processing and behaviour
(Figure 7.7C).
Typically, computational studies of spiking neural networks use network sizes
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of several hundred neurons (Chapter 2-4). Here we demonstrated in vitro small
neuronal networks that were approximately 500 neurons in size. We showed that
these networks behave comparable to large neuronal networks in terms of firing
and burst rate. Therefore, the experimental setup demonstrated here could be
used to test computational predictions of network parameters that depend on a
certain network structure or size.
We conclude that the protocol to obtain a reversible, but appropriate seal-
ing between the PDMS microstructures and MEA requires further development.
We demonstrated the use of multiple PDMS compartments on MEA in terms of
spontaneous and evoked activity in cortical neurons. The experimental approach
discussed here provides novel applications to neuronal plasticity, communication
and processing that were previously challenging to study in large and unstruc-
tured neuronal networks.
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Figure 7.3: Topographical guidance of neurite outgrowth using PDMS microstruc-
tures on Multi-Electrode Arrays (MEAs). A: Cured PDMS slabs that contain nine
microstructures (one microstructure is indicated by the yellow arrow). We used a
custom puncher to simultaneously punch four appropriately sized and spaced holes
through the PDMS slabs. Alignment under a light microscope was used to ensure
accurate punching of the microstructures. B: Topview of a PDMS microstruc-
ture with four compartments after punching. The microstructure is positioned
on the MEA using a light microscope. Each compartment had a surface area of
1.44 mm2. The inset shows the microtunnels, with dimensions as follows: 8 µm
wide, 10 µm high and 1 mm long. The microtunnels are large enough for neurite
outgrowth, but not large enough for somas to enter. Three compartments are con-
nected by the microtunnels, while the isolated compartment serves as the control.
C: Support columns of the mold required a minimal width of 8 µm in our setup.
Support columns that were smaller would often lead to damage of the molds in
the production process. D: We plated neurons in the PDMS microstructures and
infected the cells with a virus containing the construct for ChannelRhodopsin-2
and a yellow fluorescent tag. If the PDMS and MEA had bonded correctly, the
somas would remain restricted to the compartments and the neurite outgrowth
was properly restricted by the PDMS microstructure. E: Example application of
PDMS microstructures. Neurons from FoxP2+/− embryonic mice were unable
to extend neurite outgrowth throughout the microtunnels (top), whereas wild-type
neurons were able to connect to neighbouring populations (bottom).
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Figure 7.4: Spontaneous activity in small connected neuronal networks. The
rasterplot shows each spike as a black bar, with the 60 MEA electrodes ordered
on the vertical axis. The electrodes are sorted by location, electrodes in the same
compartment are grouped together; the four colors denote the electrodes that belong
to the same compartment in the PDMS+MEA setup. The electrodes denoted by
the brown color belong to the isolated compartment; the neuronal network in this
compartment shows synchronized bursting activity. The compartments that are
connected by the microtunnels show synchronized activity across the three small
neuronal networks. The inset on the right shows the individual spikes during one
burst that occurred for the connected networks.
7174
1Q
3Q
chip-wide
0.06 2.4 100 0.06 2.4 100 0.06 2.4 100 0.06 2.4 100
interburst interval (s)
31131 316231131 3162 31131 3162 31131 3162
burst size (spikes)
10 121 1413 10 121 1413 10 121 1413 121 1413
burst duration (ms)
10
0
1
0
1
0
1
cu
m
ul
at
ive
 p
ro
ba
bi
lit
y
A B
C
1Q
3Q
chip-wide
DIV10 DIV13 DIV15 DIV17
1Q
3Q
chip-wide
0
0
10      13      15    17 
0
M
FR
 (H
z)
3.5
DIV 
10      13      15    17 
0
bu
rs
t r
at
e 
(b
ur
st
s/m
in
)
40
DIV 
10      13      15    17 
0bu
rs
t i
rre
gu
la
rit
y 3
DIV 
Figure 7.5: Pilot data of small neuronal networks show similar spike and burst
activity compared to large neuronal networks. A: The cumulative distributions of
the burst size (number of spikes per burst, top), burst duration (middle) and in-
terburst interval (bottom) were not significantly different between conditions after
correcting for multiple testing. Conditions were the isolated compartment (1Q, ap-
proximately 500 neurons), the connected compartments (3Q, approximately 1500
neurons) and the large neuronal networks consisting of 350.000 neurons (chip-
wide) for the four developmental timepoints DIV 10-17. B: The mean firing rate
increases during development for the three different types of network structure.
The apparent earlier increase in mean firing rate is not significant after correcting
for multiple comparisons. C: The burst rate and burst irregularity were similar
between conditions during development. N = 2 for DIV 10,13 and 15, and N =
3 for DIV 17 for the small neuronal networks (1Q, 500 neurons, and 3Q, 1500
neurons), and N = 24-25 for the large neuronal networks (chip-wide, 350,000
neurons).
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Figure 7.6: Evoked activity in a small neuronal network propagates to connected
networks by long-range axonal connections. A: Neuronal activity is evoked by
electrical stimulation in the isolated compartment (denoted by brown color), while
the other compartments remain silent (color code as indicated in the central inset).
Each detected spike is convolved with a Gaussian to obtain the post-stimulus spike
density trace. Top graph shows the post-stimulus spike density shows the activity
of 40 stimulations (mean activity ± S.E.M.). The lower graph shows the post-
stimulus spike density 1 hour later, the responses are similar over time. B-D:
Letter indicates the stimulated compartment. Stimulation evokes activity in the
small neuronal networks that was in the stimulated compartment as well as in the
small networks that were connected through long-range axonal projections through
the microtunnels.
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Figure 7.7: Potential applications of PDMS microstructures on MEAs.
A: Schematic of PDMS microstructures containing neurons that express
ChannelRhodopsin-2. Electrical or optical stimulation protocols could be ap-
plied in individual compartments, thereby activating the neurons using specific
sequences. Example applications include novel plasticity protocols and studies on
the role of the oscillations in communication between neuronal networks. B: Ex-
ample of neuronal activity recorded by a MEA electrode while the neurons are
stimulated using an optical oscillatory stimulation. The neuronal spiking activity
is entrained by the optical stimulation. C: Cells are added separately for each
compartment of the PDMS microstructure. Therefore, neurons from different
neuronal populations can be added to the different compartments, allowing for the
study of neuronal communication between different cell types.
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7.6 Supplementary Figures
addpath(genpath('/home/marijn/meatoolbox/'))
ﬁlenames4Q % load ﬁlenames
conditions = [1 2]; % select conditions
sessions{1} = 1:length(Q4{1}); % select ﬁles
sessions{2} = 1:length(Q4{2}); % select ﬁles
for con = conditions
    for ses = sessions{con}
        clear data
        cfg.saveﬁlename = [Q4{con}{ses}.dir 'analyzed/basal.mat'];
        fn              = dir([Q4{con}{ses}.dir '*.mcd']);
        data            = [];
        cfgini          = [];
        cfgini.trial    = 0;
        cfgini.channels = 1:60;
        for trl = [Q4{con}{ses}.basal]
            nsdata              = sonar_mcd2matlab([Q4{con}{ses}.dir fn(trl).name]);
            cfgini.trial        = cfgini.trial+1;
            cfg                 = cfgini;
            cfg.layout          = '4QMEA1000';
            data                = sonar_matlab2sonar(cfg,data,nsdata);
            clear nsdata
            cfg.ﬁltertype      = 'highpass';
            cfg.ﬁlterdesign    = 'butterworth';
            cfg.ﬁlterfreq      = 300;
            data                = sonar_ﬁlter(cfg,data);
            cfg.baselinetype    = 'median';
            data                = sonar_baseline(cfg,data);
            cfg.sigmafactor     = 8;
            cfg.peaklifetime    = 0.0015;
            data                = sonar_spikedetectpeakpeak(cfg,data);
            cfg.xcorrdelay      = -.005;
            cfg.xcorrwindow     = -.010;
            data                = sonar_xcorr(cfg,data);
            cfg.acorrtau        = 2;
            data                = sonar_acorr(cfg,data);
        end
        data.info.div    = Q4{con}{ses}.div;
        data.info.cultid = Q4{con}{ses}.cultid;
        data.info.sisters= Q4{con}{ses}.sisters;
        cfg.saveﬁlename = [Q4{con}{ses}.dir 'analyzed/basal.mat'];
        sonar_save(cfg,data)
    end
end
Figure 7.8: Example script to pre-process MEA data using the custom MATLAB
toolbox shown in Figure 7.1. A configuration file (cfg) and a data structure (data)
are used in several pre-processing and data analysis routines.
7178
1
0
1
0
no
rm
al
iz
ed
 p
ow
er
1
0
0 4 8 12 16
time (s)
20
light intensity
spike density
Figure 7.9: Patterened optical stimulation induces spike activity in neurons that
were infected with ChannelRhodopsin-2. The normalized spike density (black
traces) follows the LED light intensity (blue traces). The wavelength of the light
emitted by the LED was 470 nm. For visualization, the spike density and LED
light intensity were normalized to one.
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8Chapter 8
General discussion and conclusions
Brain circuits play an important role in the processing of, selection from and
response to the constant stream of information about our environment. The
external input is translated into action potential activity, the language of the
brain. Action potential activity is involved in brain circuit rewiring during devel-
opment (for review, see [1, 2]). Activity-dependent forms of synaptic plasticity, in
particular plasticity induced by the relative timing of action potentials between
connected neurons, so-called spike timing-dependent plasticity (STDP), which is
a form of Hebbian plasticity, guide the formation of functional brain circuits [3].
In this thesis, we studied action potential activity and brain circuit rewiring dur-
ing development, both in silico and in vitro. I start by discussing the implications
of the computational part of the thesis, that is the developmental programs that
underlie how brain circuits mature, specifically in terms of Hebbian plasticity
(Section 8.1) and discuss the functional properties of mature circuits, sensitivity
and stability, both in terms of network structure and the properties of short-term
plasticity (Section 8.2). I then follow up by discussing our experimental study
on the maturation of neuronal networks (Section 8.3). I end by considering how
the combined experimental and computational methodology used in the thesis
is useful to address neurodevelopmental disorders, and how this translates into
future work (Section 8.4).
8.1 Developmental switch in Hebbian plasticity
Sensory information rewires sensory maps in the visual, somatosensory and audi-
tory cortex during critical periods in development [4], which includes irreversible
changes in the connectivity [5]. The onset of Hebbian plasticity can open a criti-
cal period [6], but how, where and when Hebbian plasticity develops is currently
not clear [7]. We showed that a developmental transition in neurotransmitter
release mode enables maturation of spike-timing dependent plasticity, and could
thus be used to switch on Hebbian plasticity (Chapter 2). As such, this computa-
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tional model mechanistically links the neurotransmitter release mode to Hebbian
plasticity and learning in brain circuits during development.
The neurotransmitter release mode depends on the protein composition at the
axonal terminal (for reviews see [8, 9]). We re-analyzed the human transcriptome
[10] for developmental mRNA expression profiles of the relevant calcium-sensitive
proteins and found that these profiles were consistent with our prediction that
a switch in release mode occurs during development (Chapter 2). Furthermore,
we computationally showed that the balance between the various release modes
can control the rate of Hebbian plasticity (Chapter 2). The axonal terminal pro-
tein composition determines the balance between the release modes. Appropriate
adjustment of this composition could thus function to regulate the rate of Heb-
bian plasticity. Furthermore, the composition may be regulated per individual
cell or even within a cell at the level of individual axonal terminals, thereby al-
lowing precise regulation of the rate of Hebbian plasticity. We hypothesize that
pertinent transcriptional programs can regulate the onset and rate of Hebbian
plasticity during development. This hypothesis is in line with recent views that
the anatomy and function of the brain is mainly determined by prenatal transcrip-
tional programs [10–12]. Understanding these programs is an essential aspect of
translational research with a focus on neurodevelopmental disorders.
8.2 Sensitivity and stability in brain circuits
Even after maturation (preceding section), brain circuits in sensory areas have to
learn, and be sensitive to, external input. For example, rodents can be trained
to use their whiskers to detect an object that predicts a reward and respond
with licking to obtain this reward [13]. The neural responses in barrel cortex
to whisker stimulation are hypothesized to play an important role in performing
sensory tasks [14]. It is possible to train rats to report a small number of externally
induced spikes from single neurons in the sensory cortex [15, 16]. However, the
barrel cortex also shows spontaneous action potential activity that is unrelated to
external input [17–19]. Therefore, for brain circuits there is a trade-off between
stability against noise and sensitivity to external input.
We studied whether particular wiring schemes in brain circuits can simul-
taneously improve stability and sensitivity. We found that networks with anti-
correlations in the number of afferent (in-degree) and efferent (out-degree) synap-
tic connections could perform stimulus detection while remaining in a stable net-
work state for higher levels of noise compared to positively correlated in- and
out-degree networks (Chapter 3). We conclude that stimulus detection could be
enhanced by anti-correlation in the degree distribution.
For standard growth models the number of pre- and postsynaptic connections
for each neuron is unconstrained because each synapse is generated independently
(for overview see Chapter 1). Networks that form according to these growth
models have no correlation in the degree distribution. We showed that synaptic
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selection by Hebbian plasticity can reshape networks with no correlation in the
degree distribution into networks with anti-correlations in the degree distribution
(Chapter 3). Currently, correlations in the degree distribution have not been
directly quantified experimentally due to various technical limitations [20]. We
suggest that by quantifying the expression of proteins typically found in the
pre- and postsynaptic compartments of single neurons, the number of pre- and
postsynaptic contacts can be estimated. Hence, expression data could be used to
study (developmental changes in) correlations in the degree distribution.
Recently, Doron and coworkers showed that the discharge pattern of evoked
spikes in single neuron stimulation affected detection probability: injections of
irregular spike trains were able to evoke behavioural responses, whereas regular
spike trains were not able to influence behaviour [15]. Rats are also more sensitive
to irregular patterns in whisker deflection compared to regular deflections [21].
These experiments suggest that brain networks are more sensitive to the irregular
spike trains induced by external stimuli, while simultaneously providing stability
against more regular incoming action potential activity from noise.
We studied the role of spike train irregularity and found that in spiking neural
networks and binary networks, the stimulation of a single neuron with an irregular
spike train resulted in a higher probability to induce a network-wide burst of
action potentials compared to regular spike trains (Chapter 4). The detection
rate of irregular spike trains depended on the short-term plasticity (STP) profile
of the presynaptic neuron. Thus, by adjusting the STP profile, the neurons could
tune sensitivity to spike train irregularity [22]. Sensory stimuli under natural
conditions often consist of temporally irregular sequences of events [21]. We
hypothesize that neuronal networks are tuned to detect the irregular spike trains
evoked by sensory stimuli.
During development, external inputs constantly modify the synaptic strength
and network connectivity [23]. However, it seems likely that the plasticity that
drives learning can only be meaningful in the context of otherwise stable, repro-
ducible, and predictable baseline neural function [1]. How can we maintain a
stable baseline neural function while also be sensitive to perturbations caused by
external input? We have mechanistically shown, using a computational model,
that the trade-off between sensitivity to external input and stability to sponta-
neous neuronal network activity can be optimized by organization of the network
structure (Chapter 3) and the temporal structure of the spike train (Chapter 4).
However, the overall level of network action potential activity is also important
for brain circuit development [24], and can be regulated at several time scales (for
overview see Chapter 1 and next section).
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8.3 Action potential activity and brain circuit
wiring
Neurons have a physiologically preferred level of action potential activity (pu-
tatively defined in terms of calcium concentration [25, 26]) such that deviations
from this level can trigger homeostatic responses to restore action potential ac-
tivity to their target activity level [1, 27]. Homeostatic control of neural function
can be mediated by the regulation of ion channel expression, neurotransmitter
receptor abundance, or modulation of presynaptic release [1, 26, 28]. The brain
has developmental genetic programs, which are conserved across species [29], that
determine the anatomy and function of brain circuits [10–12], including synapse
assembly [30]. Misregulation in the timely activation of the appropriate develop-
mental sequences could thus lead to cellular and network disturbances, ultimately
leading to observable behavioral symptoms [31].
Gene expression can be regulated by epigenetic factors, which are particularly
important for cellular programming during early development [32, 33]. Epigenetic
factors can regulate the amount of mRNA (and thereby protein) expression with-
out changing the DNA sequence, for example through DNA methylation or his-
tone modifications such as methylation, acetylation and phosphorylation [34, 35].
Euchromatin histone methyltransferase-1 (EHMT1) is an epigenetic regulator in-
volved in the modification of the chromatin structure by mono- and dimethylation
of lysine 9 on histone H3 [36–38], thereby regulating developmental and neuronal
genes [39]. Heterozygous mutations or deletions in EHMT1 cause Kleefstra syn-
drome, a neurodevelopmental disorder that is characterized by impaired memory,
autistic-like features and severe intellectual disability (ID) [40, 41]. We were inter-
ested in the effect of EHMT1 deficiency on the emergence of structured network
activity during development. We used Multi-Electrode Arrays (MEAs) and intra-
cellular recordings to study the action potential activity in cultures of developing
cortical neurons. Cortical neurons in culture show typical synchronized network
activity, often referred to as bursts [42, 43]. We first developed a pre-processing
method to improve the analysis of action potential activity on MEAs (Chapter
5). For the EHMT1-deficient cortical cultures we found a reduction in the burst
rate and firing rate during early development (Chapter 6). Later in development
these rates were restored to their wild-type values. However, the burst patterns
at this later stage were more irregular for the EHMT1-deficient neurons (Chapter
6). The transient reduction in action potential activity during early development
thus resulted in impaired network activity later in development.
Action potential activity is a read-out of brain circuit functioning. Appro-
priate levels of action potential activity during development are necessary for
learning and wiring in functional brain circuits. Indeed, hyperactive neuronal
activity during the critical learning period has been suggested to explain the phe-
notype of Fragile X syndrome (FXS) [44]. The FXS mouse model presents an
interesting example for how genetic factors affect the development of structured
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network activity. In wild type mice (in vivo), cortical activity changes during
early development from synchronized activity, characterized by network bursts,
to desynchronized activity [45]. In Fragile X mice this transition is delayed [44],
yielding higher correlation coefficients between calcium transients in L2/3 neu-
rons imaged in vivo. In addition, the mean firing rate during up and down states
is increased. A definite mechanistic explanation has not yet conclusively been
determined, but three explanations are consistent with other experimental data.
First, defects in the maturation of dendritic spines in the second postnatal week,
could lead to hyperconnectivity [46]. Second, less efficient inhibition could be due
to decreased excitatory drive to inhibitory neurons [47, 48]. Third, defects re-
lated to membrane excitability could cause the differences in firing rate [47]. The
key question is how the genetic effect can lead to the observed network changes.
The experimental observations in the Fragile X mice relate network synchrony
to a difference in firing rate, just as we reported for the EHMT1 deficienct neu-
ronal cultures in Chapter 6, for which we observed a reduction in firing rate and
synchrony (bursting and autocovariance) during early development. It stands to
reason that one should consider and carefully evaluate the same potential causes
for the EHMT1 induced delay in maturation in future experimental work utilizing
the slice preparation or in vivo measurements.
Previous experiments in Ehmt1 +/− mice showed a decrease in release proba-
bility at the CA3-CA1 synapse [49]. Likewise, in EHMT1-deficient cortical neu-
rons, we found a decrease in action potential-dependent synaptic input (Chapter
6). The impaired action-potential dependent synaptic transmission was tempo-
rally aligned to the transition from uncorrelated spiking to network-wide burst
spiking, which also coincided with the time point at which hippocampal neuronal
cultures switch their mode of release from exclusively spontaneous to predom-
inantly evoked [50]. As we showed in Chapter 2, the transition from action
potential-independent neurotransmitter release to action potential-dependent re-
lease initiates a period of rapid circuit rewiring. Impairments in action potential
activity and synaptic transmission at this stage of development could thus lead to
miswiring of the circuitry, thereby emphasizing the importance of timely regula-
tion of gene expression and action potential activity during development. Indeed,
mistiming in developmental processes [31] and altered wiring during early devel-
opment has been proposed to underlie several phenotypes associated with neu-
rodevelopmental disorders, including ID and autism [46, 51, 52]. The next step
is to adapt the neural network models from Chapter 2 and 3 by including the
appropriate homeostatic mechanisms and the EHMT1 induced deficiencies. This
approach critically needs experimental data on which cell type (inhibitory versus
excitation), and which proteins are most strongly effected by the deficiency. This
data can only be obtain by combining whole transcriptome techniques to deter-
mine which protein expression is affected (i.e. RNA-seq), intracellular recordings
to determine effects on unitary synaptic transmission (whole-cell patch clamp, as
reported in this thesis for excitatory transmission), intrinsic cell excitability and
extracellular recordings to determine the changes in activity patterns (MEA, as
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reported in this thesis).
The observations that action potential activity and brain circuit rewiring are
important for normal brain development are supported by other recent genetic
studies on MEA, in which abnormal action potential activity was linked to psy-
chiatric disorders, such as bipolar disorder and schizophrenia [53]. Our findings
in EHMT1-deficient neurons (Chapter 6) thus align with the expanding evidence
that impaired action potential activity in developing neuronal circuits is related
to neurodevelopmental and neuropsychiatric disorders and can thus function as
a simple index with which to quantify the effect of loss-of-function of particular
genes and to determine which genetic therapies might be effective.
8.4 Future directions
Monogenic forms of neurodevelopmental disorders such as ID and autism can be
caused by a single mutation in more than 450 different genes [54]. For example,
FXS, discussed in the section above and the most common monogenetic cause
of ID and autism spectrum disorders, is associated with mutations in the FMR1
gene [55, 56]. The normal function of FMR1 includes the translational regulation
of multiple mRNAs (which contain the code for proteins) [57]. Loss-of-function
of FMR1 is involved in multiple cellular impairments, including altered synaptic
plasticity [58]. Furthermore, loss-of-function of single epigenetic and transcrip-
tion factors, including EHMT1 (Chapter 6) and FOXP2 (Figure 7.3), has been
implicated in neurodevelopmental disorders [40, 41, 59].
Given that for none of the known monogenetic causes of neurodevelopmental
disorders any treatment is available, it is likely that it will take much more time
and may require the implementation of novel research strategies to unravel the
etiology of epigenetically determined and/or polygenic brain disorders (in which
genetic variants affecting multiple genes are required to cause the disorder) e.g.
ID and polygenic forms of autism [54, 60–62].
I expect that monitoring action potential activity during critical periods of
brain development will be important to understand neurodevelopmental disor-
ders. Technologies have enabled the longitudinal monitoring of neuronal cultures
during development, and large-scale initiatives heavily invest in technologies to
record brain activity in vivo [63]. We developed PDMS microstructures that
can be placed on MEAs to record action potential activity in small connected
neuronal networks, with the aim of studying learning and communication (Chap-
ter 7). The structured networks that we obtained could allow for experiments
that are currently difficult to perform in large neuronal networks on MEAs. Ex-
periments on large, unstructured networks have encountered difficulties in the
application of plasticity protocols to obtain functional changes in spiking activ-
ity [64], although a few protocols did succesfully induce plasticity [65–67]. The
four quadrant approach piloted in Chapter 7 will help to improve application of
plasticity protocols, because the cells can be spatially targeted.
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I speculate that computational neuroscience has an important role in the con-
struction of platforms to integrate and analyse the large quantities of data that
are generated by these new technologies [68]. Computational neuroscience can
formalize factors that affect brain circuit function, including learning (Chapter 2)
and sensitivity and stability (Chapter 3 and 4). The goal of these developments
should be to understand when and where neuronal dysfunction occurs, and inte-
grate knowledge to better understand why it occurs, and ultimately bring these
results together to understand how neuronal network activity could be restored.
To understand misregulation in action potential activity, a detailed descrip-
tion of the factors that contribute to neuronal circuit functioning is important.
We observed several advantages to studying development of action potential ac-
tivity in neuronal cell cultures compared to chronic in vivo recordings, including
(1) rapid, low-cost genetic and/or pharmacological manipulation, (2) access to
tools for longitudinal monitoring and (3) carefully controlled external input dur-
ing development. For studying genes that code for epigenetic or transcription
factors, it is important to realise that when multiple cellular functions are dis-
rupted simultaneously during disease, the impairment may not be additive, but
multiplicative in terms of adaptation to sudden changes in action potential ac-
tivity (Figure 8.1). Recordings from, and computational modelling of, cultured
neurons are valuable to understand and predict (misregulation) in brain circuits.
Brain circuits are highly adaptive, exemplified by studies that have shown that
deleting a gene coding for a particular ion channel invokes compensatory changes
in the expression of other ion channels [1, 28, 69–71]. I expect that for therapeutic
intervention in neurodevelopmental disorders it may therefore not be necessary to
compensate for all cellular dysfunctions and that restoring key molecular deficits
at the appropriate time may be sufficient to ameliorate symptoms.
Traditionally, scientific research has been a hypothesis-driven investigation
of an observation (Figure 8.2A). For example, a group of patients displays a
similar disease phenotype X (an observation), which is potentially caused by a
genetic defect (a hypothesis). One can then test this hypothesis by comparing
the genomes between the patients and a control group (the experiment). The
outcome of this study, for example a particular hit for a gene causing disease X,
is a new observation.
We suggest and have also applied (Chapters 2 and 3) an approach in which
computational modeling is used to generate novel hypotheses, which are then
translated into molecular targets (Figure 8.2B). For example, computational mod-
els could assist in the exploration of brain dynamics to generate a hypothesis
about a specific cellular dysfunction. The cellular dysfunction should be trans-
lated into molecular targets, such that specific experiments aimed at modulating
these targets can be designed and, eventually, the outcome of these experiments
can even be predicted using the ever increasing amount of publicly available data.
The amount of protein that is expressed varies among cell types, develop-
mental stages and brain regions [10–12]. Furthermore, on average each person
carries approximately 250 to 300 loss-of-function variants in annotated genes and
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50 to 100 variants previously implicated in inherited disorders [72]. Therapeutic
intervention for neurodevelopmental disorders may thus require detailed under-
standing of brain circuit development, with annotated roles for a wide range of
proteins, which are ideally combined into a computational model of the (devel-
oping) brain. The ultimate goal is to be able to use the computational model to
derive medication that is tailored to the individual patient (Figure 8.2C). Pio-
neers using a similar approach have successfully modeled Mycoplasma genitalium,
a pathogen found in humans, accounting for all annotated gene functions found in
these bacteria [73]. Up-scaling to the human brain will benefit from the recently
started large-scale initiative involving analysis and data sharing infrastructure [68]
as well as currently available public data bases [12, 74]. New high-throughput
technological developments [75] to gather the necessary data at affordable cost
(i.e. genetic and expression profiling) will allow the extensive characterization of
neurons [76] and accelerate the contribution of computational neuroscience to the
generation of novel hypotheses and eventually to the development and application
of personalized medicine for neurodevelopmental disorders.
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Figure 8.1: Action potential activity is regulated at multiple levels in recurrent
brain circuits. Inhibition (depicted in blue) and synaptic communication (sub-
divided in spontaneous vesicle exocytosis (SVE) and evoked vesicle exocytosis
(EVE)) provide immediate control of action potential activity, on a timescale of
milliseconds to seconds, whereas homeostatic plasticity (purple striped lines) pro-
vide network stability over longer time scales of hours to days. Defects (denoted
by a lightning symbol) in a synaptic or cellular process could lead to abnormal
action potential activity in neuronal networks. Simultaneous defects in multiple
processes could either cancel (not shown) or cause a multiplicative (red trace)
impairment in reaching the target action potential activity level [77].
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B This thesis: computational modeling
C Future medical application
A Traditional research
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and expression
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Figure 8.2: Computational modeling and neuroscience research. A: Tradition-
ally, observations have been the inspiration for hypothesis-driven experiments.
B: Observations can also be studied through computational models. Computa-
tional models can provide for more targeted novel hypothesis generation because
they can make the link between small-scale molecular effects and large-scale brain
dynamics and behaviour. Importantly, as demonstrated in this thesis, the com-
putational hypotheses and predictions should be translated into molecular targets.
Experiments in vitro and in vivo using these molecular targets can accept (or
reject) the hypotheses and thereby iteratively improve the computational model.
C: The ultimate goal is to apply the computational model (from B) to predict tar-
geted medication from ”big” genetic and expression data, potentially for individual
patients.
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Summary
We can learn from and adapt to our environment, an astonishing feat that is made
possible because of circuits in our brain that are plastic. We observe our envi-
ronment using sensory organs which translate information into electrical pulses
called action potentials, the language of the brain. Action potentials play an im-
portant role in the rewiring (shaping) of brain circuits, particularly during devel-
opment. Abnormal action potential activity and incorrect brain circuit rewiring
are thought to underlie a number of neurodevelopmental disorders. In this thesis
we used in silico (computer) and in vitro (cell culture) techniques to understand
the role of action potential activity in the emergence of brain circuits.
In Chapter 1, we introduced concepts regarding the development of brain
circuits and discussed cellular mechanisms that regulate the level of action po-
tential activity. We then explained the use of the Multi-Electrode Array (MEA)
technique, which we applied to perform many of our experiments.
In Chapter 2, we computationally studied the onset of an important form
of learning, so-called Hebbian plasticity. Neurons are connected by synapses:
contact points that can release neurotransmitters to chemically transmit infor-
mation from one neuron to another. Neurotransmitters can be released via various
mechanisms (modes), which differ in their timing of release relative to an action
potential. We showed that a developmental transition in neurotransmitter release
mode can initiate Hebbian plasticity. The balance between the various release
modes determined the rate at which Hebbian plasticity occurred. These findings
thus showed a novel mechanism by which Hebbian plasticity in brain circuits can
be regulated.
In Chapter 3, we computationally investigated the stability and sensitivity
of brain circuits. Stability of brain circuits is important to avoid action potential
responses caused by irrelevant electrical fluctuations, also called ‘noise’. At the
same time, the brain circuits need to be sensitive to similarly-sized electrical in-
puts from our sensory organs. Optimizing stability and sensitivity simultaneously
is difficult. Each neuron in a brain circuit has a number of incoming connections
from other neurons (in-degree) and a number of outgoing connections to other
neurons (out-degree). We showed that brain circuits in which neurons have a high
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out-degree and also a low in-degree (or vice versa), displayed increased stability
to high levels of noise, while remaining sensitive to external action potential input
in comparison to other network structures. Thus, the brain may use this wiring
strategy to improve both the stability and sensitivity in brain circuits.
In Chapter 4, we computationally studied brain circuit sensitivity to single
neuron stimulation. Here, we found that the temporal ordering of the action po-
tentials had an effect on stimulus detectability. Sensory stimuli often consist of
action potential trains that have high irregularity in action potential sequences.
Hence, brain circuits may use irregularity in action potential trains to their ad-
vantage when detecting natural stimuli in a noisy environment.
Chapter 5 described a methodological study to detect action potential bursts,
which indicate a synchronous activation of neuronal networks, and furthermore
allows to filter out noisy background action potentials. We tested this method
on data that we collected using MEAs. MEAs consist of electrodes embedded
in a glass substrate on which neuronal cell cultures are grown. The electrodes
record action potentials of nearby neurons. We found that the detection of a
burst of action potentials was difficult when existing detection methods were
used. Therefore, we developed a pre-processing method to increase the reliability
of burst detection and verified our method using culture recordings as well as
simulated data.
In Chapter 6, we experimentally studied the role of the gene that encodes
the epigenetic regulator Euchromatin Histone Methyltransferase 1 (EHMT1) in
neurodevelopment. In humans, a loss-of-function mutation in this gene causes
Kleefstra syndrome, an intellectual disability disorder. Using MEA and intracel-
lular recordings from neuronal cell cultures, we observed that EHMT1 deficiency
led to a reduction in the action potential and burst rates early in development,
which later in development resulted in disorganized network activity. These de-
velopmental impairments may contribute to the pathophysiology of Kleefstra syn-
drome.
In Chapter 7, we developed a method to grow, on MEAs, small neuronal
networks in polymer compartments that are connected to each other. This new
technique allows investigations on neuronal plasticity, communication and pro-
cessing that were previously challenging when performed in large neuronal net-
works cultured on MEAs without compartments.
In Chapter 8, we discussed our findings in a broader context and provided
an outlook on future developments in the field of computational neuroscience,
with a focus on clinical relevance.
Taken together, our computational results and cell culture recordings provide
insights into the emergence of brain circuits during development, and as such
contribute to our understanding of the etiology of neurodevelopmental disorders.
Samenvatting
We nemen onze omgeving waar en kunnen ons eraan aanpassen, een verba-
zingwekkende prestatie die mogelijk gemaakt wordt door de plasticiteit (vorm-
baarheid) van netwerken van zenuwcellen in onze hersenen. De verworven infor-
matie wordt door onze zintuigen omgezet naar elektrische pulsen, zogenaamde
actiepotentialen, de taal van het brein. Actiepotentialen hebben een belang-
rijke rol bij de vorming van onze hersennetwerken, met name tijdens de vroege
ontwikkelingsfase. Men denkt dat abnormale activiteit van actiepotentialen en
afwijkende vorming van hersennetwerken verantwoordelijk zijn voor het ontstaan
van hersenontwikkelingsstoornissen. In dit proefschrift gebruikten wij in silico
(computer) en in vitro (celkweek) technieken om inzicht te krijgen in de rol van
actiepotentialen bij de vorming van hersennetwerken.
In Hoofdstuk 1 introduceerden we concepten betreffende de ontwikkeling
van hersennetwerken en bespraken we cellulaire mechanismen die het niveau van
actiepotentiaalactiviteit regelen. Ook werd uitleg gegeven over de Multi-Electrode
Array (MEA) techniek die we voor veel van onze experimenten gebruikt hebben.
In Hoofdstuk 2 bestudeerden we het aanschakelen van zogenaamd Hebbi-
aans leren, een belangrijke vorm van synaptische plasticiteit die betrokken is bij
leren. Zenuwcellen zijn met elkaar verbonden via synapsen: de contactpunten
die chemische boodschappers (neurotransmitters) af kunnen geven om informatie
over te dragen van de ene zenuwcel naar een andere zenuwcel. Neurotransmitters
kunnen op verschillende manieren (modes) worden afgegeven. Deze modes ver-
schillen doordat de actiepotentiaal direct kan leiden tot neurotransmitter-afgifte
of dat de actiepotentiaal kan leiden tot neurotransmitter-afgifte op een later tijd-
stip. De balans tussen deze modes bepaalde de snelheid waarmee Hebbiaans
leren plaatsvond. Deze bevinding liet dus een nieuw mechanisme zien waarmee
Hebbiaans leren gereguleerd kan worden in hersennetwerken.
InHoofdstuk 3 gebruikten we computersimulaties om de stabiliteit en gevoe-
ligheid van hersennetwerken te bestuderen. Stabiliteit is belangrijk om te voorkomen
dat irrelevante elektrische fluctuaties, ook wel ruis genoemd, leiden tot een te grote
hoeveelheid actiepotentiaalactiviteit. Tegelijkertijd is het belangrijk dat hersen-
netwerken gevoelig blijven voor elektrische signalen vanuit onze zintuigen die in
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orde van grootte vergelijkbaar zijn met de ruis. Het gelijktijdig optimaliseren
van stabiliteit en gevoeligheid is moeilijk. Elke zenuwcel in een netwerk heeft
een aantal inkomende contactpunten vanuit andere zenuwcellen (de in-degree)
en een aantal uitgaande contactpunten naar andere zenuwcellen (de out-degree).
Wij lieten zien dat hersennetwerken waarin zich cellen bevinden met een hoge
out-degree en ook een lage in-degree hebben (of vice versa), stabieler waren bij
hoge hoeveelheden ruis, terwijl ze toch gevoelig bleven voor externe input van
actiepotentialen. De hersenen kunnen deze strategie dus gebruiken om zowel de
stabiliteit als de gevoeligheid van hersennetwerken te verbeteren.
In Hoofdstuk 4 bestudeerden we met computersimulaties de gevoeligheid
van hersennetwerken ten aanzien van stimulatie in e´e´n enkele zenuwcel. Wij von-
den hierbij dat de regelmaat in de tijdsintervallen waarmee actiepotentialen het
netwerk ingestuurd werden, bepalend was voor de gevoeligheid van het netwerk.
Zintuigen sturen relatief veel onregelmatige signalen naar hersennetwerken, wat
dus een manier kan zijn om signalen uit de omgeving beter te kunnen detecteren.
Hoofdstuk 5 beschreef een methodologische studie om ‘bursts’ van actiepo-
tentialen te detecteren. Bursts geven aan dat zenuwcellen tegelijk geactiveerd zijn.
Bovendien kan deze methode gebruikt worden om ruis uit de data te filteren. We
testten deze methode op MEA data. MEAs zijn elektrodes die verwerkt zijn in een
glazen plaat waarop de zenuwcellen gekweekt worden en waarmee (bursts van) ac-
tiepotentialen gemeten kunnen worden. Bestaande methodes voor het detecteren
van bursts waren ontoereikend voor ons onderzoek. Met de hier ontwikkelde
methode konden we de betrouwbaarheid van de burst-detectie verbeteren.
In Hoofdstuk 6 bestudeerden we met behulp van elektrofysiologische metin-
gen, zoals MEA, de rol van een gen dat codeert voor de epigenetische regulator
Euchromatine Histon Methyltransferase 1 (EHMT1) tijdens de vroege ontwikkel-
ing. Bij mensen veroorzaakt een ‘loss-of-function’ mutatie in dit gen het Kleefstra-
syndroom, een stoornis van het intellect. We vonden dat een tekort aan EHMT1
in kweekjes van zenuwcellen leidde tot een verminderde actiepotentiaalactiviteit
tijdens de vroege ontwikkeling, waarbij dit later in de ontwikkeling leidde tot een
grotere wanorde in de activiteit van de kweekjes. Dit waargenomen ontwikkel-
ingsprofiel kan bijdragen aan de pathofysiologie van het Kleefstra-syndroom.
In Hoofdstuk 7 lieten we zien hoe kleine hersennetwerken, die groeien op
een MEA, met elkaar verbonden kunnen worden via microtunnels. Deze techniek
biedt nieuwe mogelijkheden om plasticiteit en communicatie te bestuderen; zulke
onderzoeken zijn moeilijk uit te voeren met grote hersennetwerken.
In Hoofdstuk 8 plaatsten we onze bevindingen in een bredere context en
gaven we een overzicht van ontwikkelingen die we voorzien binnen de neuroweten-
schappen, waarbij we vooral aandacht schonken aan de klinische relevantie.
Samenvattend geven de resultaten verkregen uit onze computermodellen en
celkweek-metingen meer inzicht in de vorming van hersennetwerken tijdens de
ontwikkeling, en als zodanig dragen ze bij aan het begrip van het ontstaan van
hersenontwikkelingsstoornissen.
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Donders Graduate School for Cognitive Neuroscience
For a successful research institute, it is vital to train the next generation of young
scientists. To achieve this goal, the Donders Institute for Brain, Cognition and
Behaviour established the Donders Graduate School for Cognitive Neuroscience
(DGCN), which was officially recognised as a national graduate school in 2009.
The Graduate School covers training at both Master’s and PhD level and pro-
vides an excellent educational context fully aligned with the research programme
of the Donders Institute.
The school successfully attracts highly talented national and international
students in biology, physics, psycholinguistics, psychology, behavioral science,
medicine and related disciplines. Selective admission and assessment centers guar-
antee the enrolment of the best and most motivated students.
The DGCN tracks the career of PhD graduates carefully. More than 50%
of PhD alumni show a continuation in academia with postdoc positions at top
institutes worldwide, e.g. Stanford University, University of Oxford, University
of Cambridge, UCL London, MPI Leipzig, Hanyang University in South Korea,
NTNU Norway, University of Illinois, North Western University, Northeastern
University in Boston, ETH Zu¨rich, University of Vienna etc.. Positions outside
academia spread among the following sectors: specialists in a medical environ-
ment, mainly in genetics, geriatrics, psychiatry and neurology. Specialists in a
psychological environment, e.g. as specialist in neuropsychology, psychological
diagnostics or therapy. Positions in higher education as coordinators or lecturers.
A smaller percentage enters business as research consultants, analysts or head of
research and development. Fewer graduates stay in a research environment as
lab coordinators, technical support or policy advisors. Upcoming possibilities are
positions in the IT sector and management position in pharmaceutical industry.
In general, the PhDs graduates almost invariably continue with high-quality po-
sitions that play an important role in our knowledge economy.
For more information on the DGCN as well as past and upcoming defenses please
visit:
www.ru.nl/donders/graduate-school/donders-graduate/
