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Abstract
We give a complete structure description of (P5,gem)-free graphs. By the results of a related paper, this implies bounded
clique width for this graph class. Hereby, as usual, the P5 is the induced path with ﬁve vertices a, b, c, d, e and four edges
ab, bc, cd, de, and the gem consists of a P4 a, b, c, d with edges ab, bc, cd plus a universal vertex e adjacent to a, b, c, d.
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1. Introduction
Recently, in connection with graph grammars, Courcelle et al. [6] introduced the notion of clique width of a graph which is
closely related to modular decomposition. The concept of clique width of a graph has attracted much attention due to the fact that,
in [7], Courcelle et al. have shown that every graph problem deﬁnable in LinEMSOL(1,L) (a variant of Monadic second-order
logic) is linear-time solvable on graphs with bounded clique width if a k-expression describing the input graph is given. The
problems vertex cover, maximum weight stable set (MWS), maximum weight clique, Steiner tree and domination are examples
of LinEMSOL(1,L) deﬁnable problems.
It is known that the class of P4-free graphs is exactly the class of graphs having clique width at most 2, and a 2-expression
can be found in linear time along the cotree of a cograph. Due to the basic importance of cographs, it is of interest to consider
classes deﬁned by forbidden one-vertex extensions of a P4—see Fig. 1.
We follow this line of research by investigating the structure of (P5,gem)-free graphs; in [1], it is shown that these structure
results imply that (P5,gem)-free graphs (and thus also their complements, the (house,co-gem)-free graphs) have bounded clique
width.
Another motivation for studying the structure of (P5,gem)-free graphs is the fact that for P5-free graphs, the complexity of
the Maximum Stable Set Problem is unknown, and a recent result of Mosca [14] shows that the Maximum Stable Set Problem
can be solved in polynomial time for (P5,gem)-free graphs. Our structure results imply that the MWS problem can be solved on
(P5,gem)-free graphs in a more efﬁcient way, and moreover, bounded clique width of this class implies polynomial time bounds
for many other problems on this class.
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Fig. 1. All one-vertex extensions of a P4.
This paper is organized as follows:
• In Section 2, we give some basic graph notions and mention the concept of clique width and some basic related results.
• In Section 3, we describe the structure of prime (P5,gem)-free graphs containing 2K2 (prime (house,co-gem)-free graphs
containing C4).
• In Section 4, we describe the structure of prime (C4,co-gem)-free graphs containing C6.
• In Section 5, we describe the structure of prime (C4,C6,co-gem)-free graphs containing C5.
• In Section 6, we summarize the obtained results in a structure theorem characterizing the (P5,gem)-free graphs.
2. Basic notions and preliminary results
Let G= (V ,E) be a ﬁnite undirected graph, and let |V | = n and |E| =m. Let N(v) : ={u : u ∈ V, u = v, uv ∈ E} denote
the open neighborhood of v and N [v] : =N(v) ∪ {v} the closed neighborhood of v. For U ⊆ V let G(U) denote the subgraph
of G induced by U. Throughout this paper, all subgraph containments are understood as induced subgraph containments. If for
U ⊂ V , a vertex not in U is adjacent to exactly k vertices in U then it is called k-vertex for U.
A vertex set U ⊆ V is a clique in G if the vertices in U are pairwise adjacent. The complement graph G = (V ,E) of G is
deﬁned by E = {uv : u, v ∈ V, u = v and uv /∈E}.G is also denoted by co-G. A vertex set U ⊆ V is stable (independent) in G
if U is a clique in G.
A vertex set V ′ ⊆ V is a dominating set in G, if for all vertices u ∈ V \V ′, there is a vertex v ∈ V ′ such that uv ∈ E.
For k1, let Pk denote a chordless path with k vertices and k− 1 edges, and for k3, let Ck denote a chordless cycle with k
vertices and k edges. A hole is a Ck for k5.
Fig. 1 describes all possible P4 extensions by one vertex, such as P5, chair, P, C5, bull, gem and their complements. LetF
denote a set of graphs. A graph G isF-free if none of its induced subgraphs is inF.
For disjoint vertex sets X and Y, the join (co-join) operation between X and Y adds all edges (non-edges) between all vertex
pairs x ∈ X and y ∈ Y .
A vertex setM ⊆ V is a module in G if for all vertices x ∈ V \M , x has either a join or a co-join toM. The trivial modules of
G are ∅, V and the singletons. A homogeneous set in G is a nontrivial module in G. A graph containing no homogeneous set is
called prime. Note that the smallest prime graph with at least three vertices is the P4.
A homogeneous setM ismaximal if no other homogeneous set properly containsM. It is well-known that in a connected graph
G= (V ,E) with connected complementG, the maximal homogeneous sets are pairwise disjoint (see e.g., [13]). This fact leads
to the uniquely determined modular decomposition tree since every vertex of G is contained in a uniquely determined maximal
homogeneous set if there is any such set containing the vertex. The leaves of the tree are the vertices of G, and the internal nodes
of the tree are either join or co-join operations or prime nodes representing a prime subgraph (see e.g., [13]) obtained in the
following way: The graph G∗ obtained from graph G by contracting every maximal homogeneous set of G to a single vertex is
called the characteristic graph of G. It is well-known that if G is connected and co-connected then G∗ is prime.
The modular decomposition tree is of basic importance for many algorithmic applications, and in [8,9,13], linear time
algorithms are given for determining the modular decomposition tree of an input graph.
A graph is a cograph if in its modular decomposition tree, all internal nodes are join or co-join nodes, i.e., the graph can be
recursively constructed from single vertices by a sequence of join and co-join operations.
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A domino co-A co-domino
Fig. 2. The graphs A and domino with their complements.
Cographs are exactly the P4-free graphs, and their modular decomposition trees were called cotrees. The cotree representation
allows to solve various NP-hard problems in linear time when restricted to cographs, among them the problems Maximum
(Weight) Stable Set and Maximum (Weight) Clique.
See [3–5] for more information on cographs and [2] for a survey on this graph class and others as well as [5] for a linear time
recognition of P4-free graphs (which is part of the linear time algorithms in [8,13]).
Subsequently we will make use of the following:
Lemma 2.1 (Hoàng and Reed [11]). If a prime graph contains a C4 then it contains a P5 (i.e., house) or A or domino.
In its graph complement version, Lemma 2.1 means the following:
Corollary 2.1. If a prime graph contains a 2K2 then it contains a P5 or A or co-domino.
Note that the graphA (i.e., double-gem) contains a gem (see Fig. 2). Thus it follows that the characteristic graphs of (P5,gem)-
free graphs either contain a co-domino (in which case the structure turns out to be very simple - see Lemma 3.1) or are 2K2-free.
Moreover, in a connected gem-free graph, homogeneous sets are P4-free. The same holds for a co-connected co-gem-free
graph.
Throughout this paper, we occasionally switch between the (P5,gem)-free graphs and their complements being the (house,co-
gem)-free graphs. Note that homogeneous sets in G are homogeneous in the complement graph G as well and the complement
of a prime graph is prime.
Subsequently, we need the following classes of (prime) graphs:
• G is matched co-bipartite if its vertex set is partitionable into two cliques C1, C2 with |C1| = |C2| or |C1| = |C2| − 1 such
that the edges between C1 and C2 are a matching and at most one vertex in C1 and C2 is not covered by the matching.
• G is co-matched bipartite if G is the complement graph of a matched co-bipartite graph.
• A bipartite graph B = (X, Y,E) is a chain graph [17] if for all vertices from X (Y), their neighborhoods in Y (X) are linearly
ordered. Ifmoreover, |X|=|Y | and for all vertices fromX (Y), their neighborhoods inY (X) have size 1, 2, . . . , |Y | (1, 2, . . . , |X|)
then these graphs are prime.
• G is a co-bipartite chain graph if it is the complement of a bipartite chain graph.
3. Prime (P5,gem)-free graphs containing 2K2
Lemma 3.1. If a prime graph G contains a 2K2 then G is (P5,gem)-free if and only if G is a matched co-bipartite graph.
Proof. It is easy to see that matched co-bipartite graphs are (P5,gem)-free. Now assume thatG is prime (P5,gem)-free containing
a 2K2. Then, according to Corollary 2.1, G contains a co-domino D (subsequently, we refer to its vertices 1, 2, . . . , 6 as in
Fig. 3); we call 1 and 6 the end-vertices of D and 2, 3, 4, 5 the inner vertices of D. We start with some adjacency properties with
respect to D.
A straightforward case analysis corresponding to Fig. 4 (where boldface edges indicate P5 or gem) shows that there are only
ﬁve adjacency types of a vertex to a co-domino in a (P5,gem)-free graph:
Claim 3.1. Let G be a (P5,gem)-free graph and let D be a co-domino in G with vertices 1, 2, . . . , 6 as in Fig. 3. For vertices
x /∈ {1, 2, . . . , 6} adjacent to D, there are only the following possibilities:
(A1) x is a 2-vertex for D having the same neighbors as an end-vertex of D and is nonadjacent to this end-vertex;
(A2) x is a 3-vertex for D having the same neighbors as an end-vertex of D and is adjacent to this end-vertex;
(A3) x is a 3-vertex having the same neighbors as an inner vertex in D and is nonadjacent to this inner vertex;







Fig. 3. A co-domino.
(A1) 
(A2)    (A3)
(A4) (A5)
Fig. 4. Adjacency of one vertex to a co-domino in a (P5,gem)-free graph.
(A1) (A2) (A3) (A4) (A5)
Fig. 5. Co-dominoes are dominating.
(A4) x is a 4-vertex having the same neighbors as an inner vertex in D and is adjacent to this inner vertex;
(A5) x is a 4-vertex having the same inner neighbors as one of the end-vertices and is adjacent to both end-vertices.
Claim 3.2. In a connected (P5,gem)-free graph G= (V ,E), every co-domino dominates G.
Proof. Let D be a co-domino in G. Assume that there is a vertex y ∈ V in distance 2 to D. Then a straightforward case analysis
(see Fig. 5) according to the adjacency cases given in Claim 3.1 shows that in every case the vertex y together with a common
neighbor x of y andD and three suitable vertices inD induce a P5 (indicated by the boldface edges in Fig. 5) which is impossible.
Thus, no vertex in G has distance 2 to D. 
Next we will show that in prime graphs, the adjacency cases (A3) and (A4) from Claim 3.1 (see Fig. 4) are impossible.
We consider all vertices having the same adjacency relation as the inner vertex 2 of the co-domino D with the other vertices
1, 3, . . . , 6 (labeling as in Fig. 3). By symmetry, the arguments are the same for the other inner vertices 3, 4, 5 of D.
Claim 3.3. Let G be a prime (P5,gem)-free graph and let D denote a co-domino in G, D having vertices 1, 2, . . . , 6 as in
Fig. 3. Then the setM2 : =N(1) ∩N(3) ∩N(4) ∩N(5) ∩N(6) is a module and thus has size 1.
A. Brandstädt, D. Kratsch /Discrete Applied Mathematics 145 (2005) 155–166 159
Proof. Note that 2 ∈ M2 and every x ∈ M2 together with 1, 3, 4, 5, 6 induces a co-domino Dx in G. Assume thatM2 is not a
module, i.e., there are x, y ∈ M2 and z /∈M2 ∪ {1, 3, 4, 5, 6} such that z is adjacent to x and nonadjacent to y. Note that z is a
k-vertex for Dy if and only if z is a (k + 1)-vertex for Dx . We ﬁrst show that z is not a 2-vertex for Dy : If z is a 2-vertex for Dy
then z4 ∈ E and z5 ∈ E but then xz564 is a gem in G - contradiction. Thus, z must be a 3-vertex for Dy and a 4-vertex for Dx .
If z is of type (A2) for Dy then z4 ∈ E, z5 ∈ E and z6 ∈ E and z1 /∈E, and since y1xz6 is no P5, xy ∈ E but now yxz54 is
a gem - contradiction.
If z is of type (A3) forDy then, since z /∈M2, z has other D-neighbors than y i.e. z3 ∈ E, z4 ∈ E and z6 ∈ E but then 3x46z
is a gem - contradiction. Thus,M2 is a module and is of size one in the prime graph G. 
By symmetry, Claim 3.3 holds as well for the sets
M3 : =N(1) ∩N(2) ∩N(5) ∩N(4) ∩N(6),
M4 : =N(6) ∩N(5) ∩N(2) ∩N(3) ∩N(1), and
M5 : =N(6) ∩N(4) ∩N(3) ∩N(2) ∩N(1).
Let D again be a co-domino with vertices 1, 2, . . . , 6 as in Fig. 3. By Claim 3.2, every vertex in G\D is adjacent to D, and by
Claim 3.3, the adjacency types (A3) and (A4) are impossible for vertices outside D. Thus every vertex outside D and adjacent
to D is adjacent to 2 and 3 and is nonadjacent to 4 and 5 or vice versa. Let
L : ={v : v ∈ V and v is adjacent to 2 and 3 and nonadjacent to 4 and 5} and
R : ={v : v ∈ V and v is nonadjacent to 2 and 3 and adjacent to 4 and 5}.
Note that 1 ∈ L and 6 ∈ R. Thus V = L ∪ R ∪ {2, 3, 4, 5} is a partition of the vertex set.
Claim 3.4. L and R are cliques.
Proof. Assume to the contrary that L contains a pair x, x′ of nonadjacent vertices. We ﬁrst show that in this case x and x′ have
the same neighborhoods in R. Assume that there is a vertex y ∈ R with xy ∈ E, x′y /∈E. Then x′3xy4 is a P5 - contradiction.
This means that nonadjacent vertices in L have the same neighborhoods in R, but then the co-connected component in
L containing x and x′ is a homogeneous set contradicting the assumption that G is prime. Thus L and analogously R are
cliques. 
Claim 3.5. The edges between L and R form a matching.
Proof. Assume that x, x′ ∈ L have a common neighbor y ∈ R. Then, since {x, x′} is no homogeneous set, let x have an-
other neighbor y′ in R for which x′y′ /∈E. Then 3x′yy′x is a gem - contradiction. Thus the edges between L and R form a
matching. 
Since G is prime, at most one vertex in each of the sets L and R is unmatched. Altogether, this shows Lemma 3.1. 
In its complement version, Lemma 3.1 means the following:
Corollary 3.1. Assume that the prime graph G contains a C4. Then G is (house,co-gem)-free if and only if G is a co-matched
bipartite graph.
From now on, we consider prime (2K2,gem)-free graphs and, switching to the complement, prime (C4,co-gem)-free graphs.
Note that co-gem-free graphs contain no cycles Ck , k7.
4. Prime (C4,co-gem)-free graphs containing C6
We call a graph speciﬁc if it is one of the three graphs in Fig. 6 or one of its prime induced subgraphs.
Lemma 4.1. If G is a prime (C4,co-gem)-free graph containing a C6 then G is a speciﬁc graph.
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Fig. 6. Prime (C4,co-gem)-free graphs containing a C6.
Proof. Let G contain a C6 C with vertices 1, 2, . . . , 6 and edges {i, i + 1}, i ∈ {1, 2, . . . , 6}. Subsequently in this section, all
index arithmetic is done modulo 6. Since G is co-gem-free, C dominates G. A straightforward case analysis shows that there are
only three admissible cases for a vertex being adjacent to C in a (C4,co-gem)-free graph
• 3-vertices with consecutive neighbors in C,
• 4-vertices with consecutive neighbors in C, and
• 6-vertices.
Claim 4.1. C has no 6-vertices.
Proof. Every 6-vertex for Cwould be adjacent to all 3- and 4-vertices as well sinceG is C4-free. Thus, C has no 6-vertices since
G is prime. 
Claim 4.2. C has no 3-vertices.
Proof. Assume that C has a 3-vertex v with neighbors 6, 1 and 2. Let M1 : =N(2) ∩ N(6) ∩ N(3) ∩ N(4) ∩ N(5). Note
that 1 ∈ M1. We claim that M1 is a module which means that |M1| = 1. Assume not, i.e. there are x, y ∈ M1, xy ∈ E, and
z /∈M1∪{2, 3, 4, 5, 6} such that xz ∈ E and yz /∈E. Note that x and y together with {2, 3, 4, 5, 6} form aC6 Cx ,Cy respectively.
Note that z is a (k + 1)-vertex for Cx if and only if z is a k-vertex for Cy . Thus, the only possibility is that z is a 3-vertex for Cy
and a 4-vertex for Cx . If z is adjacent to 3 then also to 2 and if z is adjacent to 5 then also to 6 since G is C4-free. Moreover, z
cannot be adjacent to both of 2 and 6 since otherwise 2y6z is a C4. Assume without loss of generality that the neighbors of z are
6, 5 and 4. Then yxz5 is a P4 missing 3 i.e. yxz53 is a co-gem - contradiction. 
Note that if G is C5-free then 4-vertices are impossible as well, and in this case, if G is containing a C6 C then G = C and
thus, G is speciﬁc.
Claims 4.1and 4.2 imply that every vertex outside C is adjacent to exactly four consecutive vertices of C. Let Ni,i+3 denote
the set of 4-vertices adjacent to i, i + 1, i + 2, i + 3, i ∈ {1, . . . , 6}. Obviously, for all i ∈ {1, . . . , 6}, Ni,i+3 is a clique.
Claim 4.3. For all i ∈ {1, . . . , 6}, Ni,i+3 is a module and thus, |Ni,i+3|1.
Proof. Assume without loss of generality that N1,4 is no module. Let x, y ∈ N1,4 and z /∈N1,4 with zx ∈ E and zy /∈E. Since
the P4 y165 must dominate z, z1 ∈ E or z6 ∈ E or z5 ∈ E. Since the P4 y456 must dominate z, z4 ∈ E or z5 ∈ E or z6 ∈ E.
Since 1y4z is no C4, z1 ∈ E implies z4 /∈E and vice versa. Assume without loss of generality z4 /∈E. Since zx45 is no C4, now
z5 /∈E. Thus z6 ∈ E.
Now, since z is a 4-vertex for C, z1 ∈ E, z2 ∈ E, z3 ∈ E follows but now 1y3z is a C4 - contradiction. Thus, for all
i ∈ {1, . . . , 6}, Ni,i+3 is a module. 
Claim 4.3. means that G has at most 12 vertices. In the next step, we show that G is speciﬁc i.e., in particular, it has at most 9
vertices. For i ∈ {1, . . . , 6}, let Ni,i+3 = {xi} if Ni,i+3 = ∅.
Claim 4.4. For all i ∈ {1, . . . , 6}, xixi+1 ∈ E, xixi+3 ∈ E, and xixi+2 /∈E holds.
Proof. We show Claim 4.4 for i = 1. Since 2x14x2 is no C4, x1x2 ∈ E holds. Since 1x14x4 is no C4, x1x4 ∈ E holds. Since
x1x361 is no C4, x1x3 /∈E holds. 
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Assume now that x1, x2 exist and also x4 exists. Then x1x25x4 is a C4 - contradiction. The same contradiction is obtained if
x1, x2 and x5 exist. Thus, if N1,4 = ∅ and N2,5 = ∅ then N4,1 = ∅ and N5,2 = ∅. This shows that, up to symmetry, there are
three possibilities for the existence of a maximal subset of {x1, . . . , x6} described in Fig. 6:
1. x1 and x4 exist;
2. x1, x2, x3 exist;
3. x1, x3, x5 exist.
All these possibilities are speciﬁc graphs described in Fig. 6. 
Note that there are speciﬁc graphs without C6. However all speciﬁc graphs are (house,co-gem)-free.
From now on, G is a prime (C4,C6,co-gem)-free graph, i.e., the only possible chordless cycle in G is C5.
5. Prime (C4,C6,co-gem)-free graphs containing C5
Lemma 5.1. Let G = (V ,E) be a prime (C4,C6,co-gem)-free graph containing a C5. Then one of the following conditions
holds:
(i) G is a speciﬁc graph;
(ii) For every C5 C = (1, 2, 3, 4, 5) in G, V has a partition into the vertex set {1, . . . , 5} of C, a clique U of 5-vertices for C and
a cograph of 2-vertices for C being adjacent to the same vertices i, i + 1 ∈ {1, . . . , 5} of C.
Corollary 5.1. Let G = (V ,E) be a prime (2K2,C6,gem)-free graph containing a C5. Then one of the following conditions
holds:
(i) G is a speciﬁc graph;
(ii) For every C5 C = (1, 2, 3, 4, 5) in G, V has a partition into the vertex set {1, . . . , 5} of C, a stable set A of 0-vertices for C
and a cograph B of 3-vertices for C being adjacent to the same vertices i, i + 2, i + 3 ∈ {1, . . . , 5} of C.
Proof of Lemma 5.1. Let C be a C5 inGwith vertex set {1, . . . , 5} and edges {i, i+1}, i ∈ {1, . . . , 5}. SinceG is co-gem-free,
C dominates G. Thus, C has no 0-vertices. A straightforward case analysis shows that C has also no 1- and no 4-vertices, and
the only 2- and 3-vertices have consecutive neighbors in C.
Subsequently, all index arithmetic with respect toC is donemodulo 5. For i ∈ {1, . . . , 5}, letNi,i+1 denote the set of 2-vertices
adjacent to i, i + 1, letQi = {x : x = i or x is a 3-vertex adjacent to i − 1, i, i + 1}, and let U denote the set of 5-vertices.
Obviously, for all i ∈ {1, . . . , 5}, Qi has a join to U since vertices from these sets are adjacent to the nonadjacent vertices
i − 1 and i + 1 and G is C4-free, and for the same reason, U and Qi are cliques and there are no edges between Qi and Qj
for |i − j |> 1, i, j ∈ {1, . . . , 5} since G is C4-free. Moreover, Ni,i+1 ∪ {i, i + 1} are (C4-free) cographs since otherwise there
would be a P4 missing i + 3. We ﬁrst show that at most one of the sets Ni,i+1, i ∈ {1, . . . , 5}, can be nonempty.
Claim 5.1. If for some i ∈ {1, . . . , 5}, Ni,i+1 = ∅ then for all j = i, j ∈ {1, . . . , 5}, Nj,j+1 = ∅ holds.
Proof. Assume that N1,2 = ∅ and let a be a 2-vertex adjacent to 1 and 2. If there is a 2-vertex b with neighbors 2 and 3 then
ab ∈ E, otherwise a154 is a P4 missing b but now ab3451 is a C6 - contradiction. A similar argument holds for 2-vertices
adjacent to 5,1. Now assume that b is a 2-vertex adjacent to 4 and 5. If ab ∈ E then ab51 is a C4, and if ab /∈E then a15b is a
P4 missing 3 - contradiction. A similar argument holds for 2-vertices adjacent to 3 and 4. 
Claim 5.2. For all i ∈ {1, . . . , 5}, at least one of the edge sets betweenQi ,Qi+1 andQi+1,Qi+2 is a join.
Proof. Assume without loss of generality that there are nonedges x2x3 /∈E and x′3x4 /∈E for xi ∈ Qi, i ∈ {2, 3, 4} and
x′3 ∈ Q3. If x3 = x′3 then x215x4 is a P4 missing x3 - contradiction. Assume now that x2 and x4 have no common nonneighbor
inQ3. Then x3 = x′3 and 1x2x′3x3x45 is a C6 - contradiction. 
Claim 5.3. At most one of the edge sets betweenQi ,Qi+1, i ∈ {1, . . . , 5}, is no join.
Proof. Assume without loss of generality that there are nonedges x1x2 /∈E and x4x5 /∈E for xi ∈ Qi , i ∈ {1, 2, 4, 5}. Then
x22x1x5 is a P4 missing x4 - contradiction. 
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Claim 5.4. Let i ∈ {1, . . . , 5}. If the edge set betweenQi andQi+1 is no join then C has no 2- and no 5-vertices, and |Qj | = 1
for j /∈ {i, i + 1}.
Proof. We ﬁrst show that C has no 2-vertices. Assume without loss of generality that there is a nonedge x1x2 /∈E for xi ∈ Qi ,
i ∈ {1, 2}. This deﬁnes C5’s Cx1 with vertices x1, 2, 3, 4, 5 and Cx2 with vertices 1, x2, 3, 4, 5. First assume that a is a 2-vertex
for C adjacent to 1 and 2. Then, since a is not a 1-vertex for Cx1 , ax1 ∈ E, and since a is not a 1-vertex for Cx2 , ax2 ∈ E but
now x1ax2345 is a C6 - contradiction. Thus N1,2 = ∅.
Assume now that a is a 2-vertex for C adjacent to 5 and 1. Then, since a is not a 1-vertex for Cx1 , ax1 ∈ E, and since ax12x2
is no P4 missing 4, ax2 ∈ E but now ax12x2 is a C4 - contradiction. Thus N5,1 = ∅. With a similar argument one shows that
N2,3 = ∅.
Assume ﬁnally that a is a 2-vertex for C adjacent to 4 and 5. Then, since a43x2 is no C4, ax2 /∈E, and since the P4 a43x2
is not missing x1, ax1 ∈ E but now 1x234ax1 is a C6 - contradiction. Thus N4,5 = ∅. With a similar argument one shows that
N3,4 = ∅.
Now, C has no 2-vertices. Since u has a join to eachQi , 5-vertices are universal. Thus, since G is prime, C has no 5-vertices.
Note that Q3, Q4 and Q5 are modules since only the edge set between Q1 and Q2 is not a join; thus, |Qj | = 1 for j ∈
{3, 4, 5}. 
Since G is C4-free,Q1 ∪Q2 induces a co-bipartite chain graph. If |Q1|3 or |Q2|3 thenQ1 ∪Q2 contains a P4 which,
together with the vertex 4 of C it would induce a co-gem in G. Thus, |Q1|2 and |Q2|2, and it is easy to see that in this case,
G is a speciﬁc graph of the third type in Fig. 6.
From now on, assume that for all i ∈ {1, . . . , 5}, Qi has a join to Qi+1. Assume ﬁrst that at least one of the sets Qi ,
i ∈ {1, . . . , 5}, has more than one vertex. This requires that one of the 2-vertex sets, say N5,1, is nonempty.
Claim 5.5. If N5,1 = ∅ then
(i) |Qi | = 1 for i ∈ {1, 3, 5} and moreover,
(ii) |Qi | = 1 for i = 2 or i = 4.
Proof. To (i): Let a ∈ N5,1. Since a is not a 1-vertex for the C5 x12345, x1 ∈ Q1, N5,1 has a join to Q1, and for the same
reason, N5,1 has a join toQ5. Since for x3 ∈ Q3, a12x3 is no C4, N5,1 has a co-join toQ3. Thus,Q1,Q3 andQ5 are modules
and have size 1.
To (ii): If a ∈ N5,1 is adjacent to a vertex x2 ∈ Q2 then, since for x4 ∈ Q4, ax23x4 is no C4, ax4 /∈E i.e. a has a co-join
to Q4 and vice versa. Thus, the sets D2 (D4) of vertices in N5,1 distinguishing Q2 (Q4) vertices are disjoint: D2 ∩ D4 = ∅.
Assume now that a ∈ D2 with neighbor x ∈ Q2 and nonneighbor x′ ∈ Q2 and b ∈ D4 with neighbor y ∈ Q4 and nonneighbor
y′ ∈ Q4. Since a ∈ D2, a has a co-join to Q4, and now ax3y′5 is a C5. Since b ∈ D4, b has a co-join to Q2. Since b is not a
1-vertex for the C5 ax3y′5, ab ∈ E but now the P4 x′xab is missing y′ - contradiction. Thus at most one of the sets D2, D4 is
nonempty, and (ii) follows. 
From now on, assume that for at most one i ∈ {1, . . . , 5}, |Qi |> 1, say |Qj | = 1 for j ∈ {1, 3, 4, 5}.
Claim 5.6. If |Q2|> 1 then U = ∅.
Proof. Assume that |Q2|> 1 and U = ∅. Then, since Q2 is no homogeneous set, there are x, y ∈ Q2 and a ∈ N5,1 such that
ax ∈ E and ay /∈E. Let u ∈ U . Since axu5 is no C4, au ∈ E. Since u is not a universal vertex in G, there is a′ ∈ N5,1 such
that a′u /∈E; in particular, a = a′ holds. Since xu5a′ is no C4, a′x /∈E, and since yu5a′ is no C4, a′y /∈E. Since a′axy is no
P4 missing 4, a′a /∈E holds but now ax34 is a P4 missing a′ - contradiction. Thus, the claim holds. 
Claim 5.7. If |Q2|> 1 then N5,1 is a clique.
Proof. Assume not; let a, b ∈ N5,1 with ab /∈E. If for v ∈ Q2, av ∈ E and bv /∈E then av34 is a P4 missing b - contradiction.
Thus, a and b have the same neighborhoods inQ2 which means that the co-connected component in N5,1 containing a and b is
a homogeneous set. Thus, the claim follows. 
Note that again, as for the argument after Claim 5.4, G is a speciﬁc graph since |Q2|2 and |{1} ∪N5,1|2.
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Fig. 7. Two C5’s in a graph without 3-vertices.
From now on, assume that for any C5 C in G with vertex set {1, . . . , 5} and edges {i, i + 1}, i ∈ {1, . . . , 5}, |Qi | = 1 for all
i ∈ {1, . . . , 5} holds. Then, if one of the 2-vertex sets is nonempty, G corresponds to Case (ii) in Lemma 5.1.
Finally, if C has no 2-vertices then C has no 5-vertices as well, and G is a C5. 
Note that in Case (ii) of Lemma 5.1, G may contain more than one C5. Lemma 5.2 describes the relationship of them, and in
particular shows that they are vertex-disjoint. To this purpose, we switch again to the complement graph.
Lemma 5.2. LetG=(V ,E) be a graph in which for everyC5 C=(v1, v2, v3, v4, v5),V has a partition into {v1, v2, v3, v4, v5},
the set A of 0-vertices for C and the set B = V \({v1, v2, v3, v4, v5} ∪A) of 3-vertices for C having the same neighborhoods in
C, say, v2, v4, v5 (Fig. 7). Then the following properties hold:
(i) The vertices v1 and v3 have degree 2, and the vertices in {v2, v4, v5} ∪ B have degree larger than 2 (unless G is a C5 plus
possible isolated vertices).
(ii) The C5’s in G are pairwise vertex-disjoint.
(iii) If C and C′ are distinct C5’s in G, A′ is the set of 0-vertices for C′ and B ′ = V \(A′ ∪ C′) is the set of corresponding
3-vertices then the vertices of C of degree 2 are in A′ and the other three vertices of C are in B ′.
Proof. To (i): This is obviously fulﬁlled.
To (ii): Let C = (v1, . . . , v5) be a C5 in G, A its set of 0-vertices and B = V \(A ∪ C) such that v1 and v3 have degree 2 and
v2, v4 and v5 have a join to B.
Assume ﬁrst that there is another C5 C′ containing v1 i.e., C′ = (v1, a, b, c, d) with 0-vertices A′ and B ′ = V \(A′ ∪ C′).
Then, since the degree of v1 is two, {a, d} = {v2, v5}, say, a = v2 and d = v5. The vertex v3 has degree two and is adjacent to
v2; thus, v3 /∈B ′ since B ′ vertices have degree at least three, i.e., b= v3. Since v2v4 /∈E, the vertex v4, being adjacent to v3, is
not in B ′ i.e. c = v4, and now C′ = C.
Assume now that there is another C5 C′ containing v2 i.e., C′ = (v2, a, b, c, d) and sets A′, B ′ as before. Then, since the
degree of v2 is larger than two, v2 has a join to B ′. Since the B ′ vertices have degree larger than two, the neighbors v1 and v3
of v2 are not in B ′, i.e., {a, d} = {v1, v3}, say, a = v3 and d = v1. Since v1 and v3 have degree two, they have a co-join to B ′.
Now b, as a neighbor of a = v3, and c, as a neighbor of d = v1, are not in B ′ i.e., b = v4 and c = v5 i.e., C′ = C.
Assume ﬁnally that there is another C5 C′ containing v5 i.e., C′ = (v5, a, b, c, d) and sets A′, B ′ as before. Again, since the
degree of v5 is larger than two, v5 has a join to B ′. Since the B ′ vertices have degree larger than two, the neighbor v1 of v5 is
not in B ′ i.e. v1 ∈ {a, d}, say, a = v1. The vertex v1, having degree two, has a co-join to B ′. Then v2, as a neighbor of v1, is not
in B ′ i.e., b= v2. Now the neighbor v3 of v2, having degree two, is not in B ′, i.e., c= v3, and now the neighbor v4 of v3 is not
in B ′ i.e., d = v4 and C′ = C.
To (iii): This is obviously fulﬁlled. 
6. Structure of (P5,gem)-free graphs
A graph is chordal if it contains no induced cycles Ck , k4. See, e.g. [2,10,15,16] for properties of chordal graphs. A graph
is co-chordal if its complement graph is chordal. A vertex v is simplicial in G if its neighborhoodN(v) in G is a clique. A vertex
is co-simplicial in G if it is simplicial in G.
Clearly co-chordal gem-free graphs are a subclass of (P5,gem)-free graphs. In fact every (C4,C6,co-gem)-free graph without
a C5 is chordal, and thus co-chordal gem-free graphs are a subclass of (2K2,C6,gem)-free graphs. Their structure is described in
more detail in [1], and based on this structure, it is shown in [1] that the clique-width of co-chordal gem-free graphs is at most 4.
From the list of all minimal forbidden subgraphs for interval graphs given by Lekkerkerker and Boland in [12] (see Fig. 8) it
easily follows that a chordal co-gem-free graph G is either an interval graph or contains a 3-sun. Except the cycles C4, C5, C6
and the 3-sun, all other forbidden subgraphs in Fig. 8 contain a co-gem.
To characterize all prime (2K2,C6,gem)-free graphs satisfying Case (ii) of Corollary 5.1, we deﬁne the following kind of
substituting a C5 into a vertex: For a graph G and a vertex v in G, let the result of the extension operation ext(G, v) denote the
graph G′ resulting from G by replacing v with a C5 (v1, v2, v3, v4, v5) of new vertices such that v2, v4 and v5 have the same
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Fig. 8. List of all minimal forbidden subgraphs of interval graphs.
neighborhood in G as v and v1, v3 have only their C5 neighbors i.e., have degree 2 in G′. For a vertex set U ⊆ V of G, let
ext(G,U) denote the result of applying repeatedly the extension operation to all vertices of U. Note that the resulting graph
does not depend on the order of replacing U vertices.
Lemma 6.1. If G is prime then ext(G, v) is prime.
Proof. Assume thatG′ =ext(G, v) contains a homogeneous setH ′. Then, sinceG is prime,H ′ contains either one of the degree
2 vertices v1, v3 or at least two of v2, v4, v5. Let A : =NG(v) and B : =NG(v).
Assume ﬁrst that v1 ∈ H ′. If v2 /∈H ′ then, since v2 is adjacent to v1, v2 has a join to H ′, i.e. (A ∪ {v4, v5}) ∩H ′ = ∅. Now,
since v4 and v1 are nonadjacent, v4 has a co-join to H ′, i.e. (B ∪ {v3}) ∩ H ′ = ∅ but now H ′ = {v1} - contradiction. Thus,
v2 ∈ H ′. Since v5 distinguishes v1 and v2, also v5 ∈ H ′ and similarly for v3 and v4. Now, sinceH ′ is a proper subset of V (G′),
(H ′\{v1, v2, v3, v4, v5}) ∪ {v} is a homogeneous set in G - contradiction. Thus, the degree 2 vertices v1 and v3 are not in H ′.
Now assume that v2 is in H ′. Then also one of v4, v5 is in H ′, say v4. Since v1 distinguishes v2 and v4, v1 must be in H ′ -
contradiction. The same contradiction is obtained for v5 in H ′. Now assume that H ′ contains v4 and v5 but not v2. Then again,
since v1 distinguishes v4 and v5, v1 is in H ′ - contradiction. This shows that G′ is prime. 
Note that the other direction of Lemma 6.1 does not hold as the example of extending an end-vertex of a P3 shows: the P3
P = (v, b, a) is not prime but ext(P, v) is prime.
Now, based on the operation ext(G, v), we deﬁne the following graph classesCk , k0, k being the number ofC5’s contained
in a graph G ∈ Ck .
• for k0, let Ck be the class of prime graphs G′ = ext(G,Q) resulting from a (not necessarily prime) co-chordal gem-free
graph G by extending a clique Q of exactly k co-simplicial vertices of G.
Thus, C0 is the class of prime co-chordal gem-free graphs.
Lemma 6.2. Let G be a co-chordal gem-free graph and let Q be a clique of k co-simplicial vertices in G. ThenG′ = ext(G,Q)
is a (2K2,C6,gem)-free graph containing exactly k vertex-disjoint C5’s satisfying condition (ii) of Corollary 5.1.
Proof. We ﬁrst show that extending one co-simplicial vertex x to a C5 Cx maintains the required properties in the resulting
graph G′. Then the same argument can be applied repeatedly. Let x be a co-simplicial vertex of G which is extended to a
C5 Cx = (x1, x2, x3, x4, x5) with degree 2 vertices x1 and x3 and x2, x4, x5 having the same neighborhoods in G as x. Let
B : =NG(x) and A : =NG(x). Since x is co-simplicial and G is gem-free, we obtain that G(B) is a cograph and A is stable.
First, we show that G′ is (2K2,C6,gem)-free.
Claim 1. G′ is 2K2-free.
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Assume that G′ contains a 2K2 H with edges ab and cd. Since G is 2K2-free, H contains either one of the degree 2 vertices
x1, x3 or at least two of the vertices x2, x4, x5.
If the 2K2 is x1b, cd then b ∈ {x2, x5} but then c and d are in the stable set A - contradiction. The same contradiction is
obtained if x3 is inH. Thus,H contains none of the degree 2 vertices x1, x3 i.e.,H contains at least two of the vertices x2, x4, x5.
Assume ﬁrst that x2 is in H; let the 2K2 be x2b, cd. Then H contains another vertex from x4, x5, say c = x4. Thus b ∈ B but b
is also adjacent to x4 - contradiction. Now assume that x2 is not in H i.e., x4 and x5 are in H, say H = {x4x5, cd}. Then c and d
are in A - contradiction. This shows that G′ is 2K2-free.
Claim 2. G′ is gem-free.
Assume that G′ contains a gem H with P4 abcd and universal vertex e. Again, since G is gem-free, H contains either one of
the degree 2 vertices x1, x3 or at least two of the vertices x2, x4, x5. Note ﬁrst that the degree 2 vertices x1 and x3 are impossible
in H since be and ce are edges.
If a = x2 then e /∈ {x4, x5}. Now, {c, d} ∩ {x4, x5} = ∅ but in either case, there is a gem vertex u /∈ {x4, x5} distinguishing x2
and x4 or x2 and x5 - contradiction. The same problem occurs if b = x2. Note that e = x2 since B is a cograph. Now x2 is not
in H, and thus x4 and x5 is in H. In either case, there is a vertex in H distinguishing x4 and x5 - contradiction.
Claim 3. G′ is C6-free.
Assume that G′ contains a C6 H with vertices a, b, c, d, e, f . Again, since G is C6-free, H contains either one of the degree
2 vertices x1, x3 or at least two of the vertices x2, x4, x5.
Note ﬁrst that the degree 2 vertices x1 and x3 are impossible in H. If x2 is in H then H contains at least one of x4, x5. Now, if
H contains only one of them, say x4, then H contains a vertex distinguishing x2 and x4, and if H contains both of them then H
contains a vertex distinguishing x4 and x5 - contradiction.
It is easy to see that G′ = ext(G,Q) contains exactly k vertex-disjoint C5’s having the partition property of Corollary 5.1
(ii). 
The inverse operation to extending co-simplicial vertices by a C5 is contracting every C5 C to a single vertex xC representing
the C5 C. Assume that C has exactly two vertices, say x1 and x3, of degree 2, and the other three vertices x2, x4, x5 inducing a
K1 +K2 are a homogeneous set inG(V \{x1, x3}). Then pick one of the vertices x2, x4, x5, say x2, as representative vertex xC
for C. Let contr(G) denote the graph resulting from contraction of all C5’s in G.
Lemma 6.3. Let G be a (2K2,C6,gem)-free graph containing exactly k vertex-disjoint C5’s having the partition property of
Corollary 5.1 (ii). Then contr(G) is a co-chordal gem-free graph and for every C5 C in G, the representative vertex xC is
co-simplicial in contr(G) and forms a clique with the other k − 1 representative vertices of all other C5’s.
Proof. Note ﬁrst that contr(G) is an induced subgraph ofG and thus, contr(G) is (2K2,C6,gem)-free. Moreover, it isC5-free and
thus co-chordal sinceC5’s inG are vertex-disjoint. The fact that for everyC5 C inG, the representative vertex xC is co-simplicial
in contr(G), is obvious since the set A of nonneighbors of xC in contr(G) is stable. The set of representative vertices forms a
clique in contr(G) since by Lemma 5.2, (iii), for C5’s C and C′, the representative vertices xC and xC′ are adjacent. 
Lemma 6.4. Let G be a prime graph. Then
(i) G is co-chordal gem-free if and only if G ∈ C0, and
(ii) for k1, G is a (2K2, C6,gem)-free graph with exactly k vertex-disjoint C5’s satisfying condition (ii) of Corollary 5.1 if and
only if G ∈ Ck .
Proof. To (i): By deﬁnition, a prime graph G is co-chordal gem-free if and only if G ∈ C0.
To (ii): First, let G be a prime (2K2, C6,gem)-free graph satisfying condition (ii) of Corollary 5.1. Then all the C5’s of G are
vertex-disjoint. By Lemma 6.3, the graph contr(G) is co-chordal gem-free and moreover, for every C5 C inG, the representative
vertex xC is co-simplicial in contr(G) and forms a clique Q with all other representative vertices. Now by Lemma 6.2, G is the
extension ext(contr(G),Q) of the co-chordal gem-free graph contr(G) and thus, as a prime graph, belongs to Ck .
Now let G ∈ Ck . Then by deﬁnition, G = ext(G′,Q) for a co-chordal gem-free graph G′ by extending a clique Q of k co-
simplicial vertices of G. This means by Lemma 6.2 that G is (2K2, C6,gem)-free satisfying condition (ii) of
Corollary 5.1. 
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Recall that a graph is speciﬁc if it is one of the graphs in Fig. 6 or one of its induced subgraphs. Lemmas 3.1, 4.1, 5.1 and 6.4
imply the following:
Theorem 1 (Structure Theorem). A connected and co-connected graph G is (P5,gem)-free if and only if the following conditions
hold:
(1) The homogeneous sets of G are P4-free;
(2) For the characteristic graph G∗ of G, one of the following conditions holds:
(2.1) G∗ is a matched co-bipartite graph;
(2.2) G∗ is a speciﬁc graph;
(2.3) there is a k0 such that G∗ is in Ck .
Proof. 1. ⇒: If the graph G is connected and gem-free then obviously the homogeneous sets are P4-free. Moreover, due
to Lemma 3.1, if G∗ contains a 2K2 then G∗ is a matched co-bipartite graph. Due to Lemma 4.1, if G∗ is (C4,co-gem)-free
containing a C6 then it is a speciﬁc graph. Due to Lemmas 5.1 and 6.4, if G∗ is (C4,C6,co-gem)-free containing a C5 then it
fulﬁlls condition (2.2) or (2.3). In the ﬁnal case, G∗ is a co-gem-free chordal graph and thus G∗ fulﬁlls (2.3).
2.⇐: Assume now that the homogeneous sets of G are cographs, and G∗ is of one of the types (2.1), (2.2), (2.3). In case
(2.1) the graph G∗ is (P5,gem)-free by Lemma 3.1. In case (2.2) each of the graphs in Fig. 6 is (house,co-gem)-free, and thus
each complement of a speciﬁc graph is (P5,gem)-free. In case (2.3), Lemma 6.4 implies that each prime graph G∗ ∈
⋃∞
k=0Ck
is (2K2,C6,gem)-free, and thus it is (P5,gem)-free.
Thus it remains to show that by substituting vertices by cographs, no P5 or gem is created. To this purpose we need the fact
that for a homogeneous set H and a P4 abcd, at most one of the vertices a, b, c, d is in H. Now assume that G contains a P5.
This means that after shrinking H to one vertex, the P5 in G is still a P5 in G∗ - contradiction. Analogously, a contradiction is
obtained if G contains a gem. This means that G is indeed (P5,gem)-free. 
In [1], it is shown that the clique-width of co-chordal gem-free graphs is at most 4. Now, based on Theorem 1, it is not hard
to show that the clique-width of (P5,gem)-free graphs is at most 5.
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