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ON ORLICZ-JENSEN-HERMITE-HADAMARD THEOREM
BERNARDO GONZA´LEZ MERINO
Abstract. In this paper we show an Orlicz-Jensen-Hermite-Hadamard inequality
and a reverse to that inequality. This establishes, in particular, one of the first
multidimensional Hermite-Hadamard inequality in this generality. We then show
several consequences of those results.
Using the direct version of the inequality above, we derive a Milman-Pajor-
Spingarn type inequality, which in some sense, improves the previous versions.
Moreover, as a particular case we answer a question posed by Francisco Santos
on upper bounds of the volume of a convex body in terms of the volume of one
of its central sections. Using the reverse version, we derive a generalization of a
result by Rogers and Shephard for the volume of sections and projections of convex
bodies.
Finally, we also derive some new tight Gru¨nbaum type inequalities, choosing a
different center than in the corresponding inequalities of Makai-Martini, Fradelizi,
and Stephen-Yaskin. These new inequalities will help in quantifying the improve-
ment of the new volumetric inequalities derived before.
The classical Jensen’s inequality [J] states that if (X,Σ, µ) is a probability space,
then for any concave f : R → R and any µ-integrable function g : X → R, we have
that ∫
X
f(g(x))dµ(x) ≤ f
(∫
X
g(x)dµ(x)
)
,
and moreover, equality holds if and only if either f is affine or g is independent of x.
Let Kn (resp. Kn0 ) be the set of n-dimensional compact, convex (resp. 0-symmetric)
sets. For any set K ∈ Kn, we denote by |K| the volume (or Lebesgue measure) of
K computed in its affine hull aff(K), i.e., the smallest affine subspace containing
K. Let ‖x‖ =
√
x21 + · · ·+ x
2
n be the Euclidean norm of x = (x1, . . . , xn) ∈ R
n, let
Bn2 = {x ∈ R
n : ‖x‖ ≤ 1} be the Euclidean unit ball of Rn, and let ωn = |B
n
2 | be its
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volume. The center of mass of K ∈ Kn is the point
xK =
1
|K|
∫
K
xdx.
A well-known consequence of Jensen’s inequality is the following Hermite-Hadamard
inequality: for any C ∈ Kn and f : C → R concave, then
(1)
1
|C|
∫
C
f(x)dx ≤ f(xC),
with equality sign if and only if f is affine. It was named after Hermite 1881 and
Hadamard 1893, who proved independently (1) in the 1-dimensional case. See [DP]
(and [CalCar] or [St]) and the references on it for other historical considerations and
a comprehensive and complete view of this type of inequalities. The mean value
of f measured in C (the left-term in (1)) has repeatedly appeared during the de-
velopment of different topics of Analysis and Geometry (cf. [HLP]), for instance, in
the Hardy-Littlewood Maximal Function (cf. [Me]). Notice that the Mean Value
Theorem ensures the existence of a point xf ∈ C (which depends on f) such that
1
|C|
∫
C
f(x)dx = f(xf) whenever f is continuous.
Let Lni be the set of i-dimensional linear subspaces in R
n. ForK ∈ Kn and H ∈ Lni ,
let PHK be the orthogonal projection of K onto H . Moreover, let e1, . . . , en be the
vectors of the canonical basis of Rn. For every A ⊂ Rn, let lin(A) be the linear hull
of A, and let A⊥ be the orthogonal subspace to A, and let ∂A be the boundary of A.
In 2017 during the conference Convex, Discrete and Integral Geometry 1 Francisco
Santos 2 asked the following question: for every K ∈ Kn such that Plin{e1}K =
[−e1, e1], what is the smallest cn > 0 such that
|K| ≤ cn|K ∩ e
⊥
1 |.
One of our aims is to compute this constant cn. A similar inequality is derived in
[IVS, Lemma 5.2] where it is used to bound the volume of empty lattice 4-simplices in
terms of volumes of 3-lattice polytopes. Notice that for every K ∈ Kn and H ∈ Lni ,
Fubini’s theorem implies that
|K| ≤ |PHK| max
x∈H⊥
|K ∩ (x+H⊥)|.
There exist special subspaces for which the inequality above strengthens. In this
regard Spingarn [S] and later Milman and Pajor [MP] proved that if K ∈ Kn and
H ∈ Lni , then
(2) |K| ≤ |PHK||K ∩ (xK +H
⊥)|.
1Bedlewo, Poland 2017 http://bcc.impan.pl/17Convex/
2Awarded Fulkerson Prize 2016 of the Mathematical Optimization Society and American Math-
ematical Society https://personales.unican.es/santosf/
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It is even known the worst deviation between the maximal volume section and the
one passing through the centroid of K (cf. [Fr],[MM], and further extensions in [SY]).
Surprisingly enough, a consequence of Jensen’s inequality (1) shows that (cf. Theorem
3.2 below) for every K ∈ Kn and H ∈ Lnn−1 then
|K| ≤ |PHK||K ∩ (xPHK +H
⊥)|,
and this choice can be sometimes better than (2) (cf. Remarks 3.3 and 4.5). In this
regard, we prove the following result, extending the inequality above when PHK ∈ K
n
0
and answering to the question posed at the beginning. The result below can be
sometimes better than (2) (cf. Remark 4.3) up to a linear factor in the dimension of
the subspace.
Theorem 1.1. Let K ∈ Kn and H ∈ Lni be such that PHK = −PHK. Then
|K| ≤
2n−i
n− i+ 1
|PHK||K ∩H
⊥|.
If we assume w.l.o.g. that H = Ri×{0}n−i, there is equality above if and only if there
exist B0 ∈ R
(n−i)×i, and u ∈ Ri such that K ∩ (x + H⊥) = (x,B0x) + λxK ∩ H
⊥,
where
λx =
〈u, x〉+ |K ∩H⊥|
1
n−i
|K ∩H⊥|
1
n−i
,
for every x ∈ PHK. If in addition i ≤ n− 2, then there exist (x0, 0) ∈ R
i×Rn−i and
K0 ∈ K
i−1 such that PHK = [(−x0, 0), (x0, 0)] + ({0} ×K0 × {0}
n−i) and that
|K ∩ (x+H⊥)| =
(
1 +
〈(x0, 0), x〉
‖x0‖2
)
|K ∩H⊥|,
for every x ∈ PHK.
At the core of the proof of Theorem 1.1 rests a generalization of (1), which is the
main result of the paper. We call it an Orlicz-Jensen-Hermite-Hadamard inequal-
ity, due to the similarities with the Orlicz-Brunn-Minkowski inequality [XJL]. In a
sense, in this paper we highlight the intimate relation between Hermite-Hadamard
inequalities and some Rogers-Shephard and Milman-Pajor type inequalities.
Theorem 1.2. Let C ∈ Kn0 , let f : C → [0,∞) be concave, and let φ : [0,∞)→ [0,∞)
be convex, non-decreasing such that φ(0) = 0 and limt→∞ φ(t) =∞. Then
1
|C|
∫
C
φ(f(x))dx ≤
1
2
∫ 1
−1
φ(f(0)(1 + t))dt.
If φ is strictly convex and strictly monotonic, equality holds if and only after applying
a suitable rotation then there exist C0 ∈ K
n−1
0 and x0 ∈ R
n with (x0)1 > 0 such that
C = [−x0, x0] + ({0} × C0)
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and such that f is an affine function with f(−x0 + x) = 0, for every x ∈ {0}×R
n−1.
Notice that, due to the convexity of φ, the term
∫ 1
−1
φ(f(0)(1+ t))dt/2 in Theorem
1.2 is larger than c ·φ(f(0)), for some constant c ≥ 1, as in the case φ(t) = tm, m ∈ N
(cf. Corollary 2.2). One can generally obtain a similar inequality with constant 1
at the cost of choosing a worse center. Milman and Pajor (see [MP]) proved that
if f : Rn → [0,∞) is an integrable log-concave function (i.e. log(f) is concave), and
µ : Rn → [0,∞) is a probability measure, then
(3)
∫
Rn
f(x)dµ(x) ≤ f
(∫
Rn
x
f(x)∫
Rn
f(z)dµ(z)
dµ(x)
)
,
and equality holds if and only if f(x) is independent of x. A direct consequence of this
result is the following Hermite-Hadamard inequality: for any C ∈ Kn, f : C → [0,∞)
concave, and m ∈ N, then
(4)
1
|C|
∫
C
f(x)mdx ≤ f(xf )
m,
where xf =
∫
C
x f(x)
m
∫
Rn
f(z)mdz
dx (fm is log-concave if f is concave). Notice that the
point xf depends on f and does not coincide in general with xC (cf. Corollary 2.2
and compare this to (1)).
Using Theorem 1.2 we also derive a Hermite-Hadamard inequality as in (3) evalu-
ated at the center of mass of the domain. Notice that if f(0) = 1, since lima→1+
a2−1
log(a2)
=
1, the right-term below becomes 1.
Theorem 1.3. Let C ∈ Kn0 and let f : C → [1,∞) be log-concave. Then
1
|C|
∫
C
f(x)dx ≤
f(0)2 − 1
log(f(0)2)
.
Equality holds if and only after applying a suitable rotation there exist C0 ∈ K
n−1
0 and
x0 ∈ R
n with (x0)1 > 0 such that
C = [−x0, x0] + ({0} × C0)
and if moreover f = eu, with u : C → [0,∞) concave function, then u is an affine
function with u(−x0 + x) = 0, for every x ∈ {0} × R
n−1.
We find reverse inequalities to (1) in the literature (see for instance [Sch]) even
integrated with respect to more general measures (cf. [AHRYZ, Cor. 3.1]). Here we
give a reverse inequality in the sense of Theorem 1.2. Notice that for every A ⊂ Rn,
we let conv(A) be the convex hull of A. Moreover, for every function f : A → R,
A ⊂ Rn, we let G(f) = {(x, f(x)) : x ∈ A} be the graph of f .
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Theorem 1.4. Let C ∈ Kn with 0 ∈ C, let f : C → [0,∞) be a concave function
and let φ : [0,∞) → [0,∞) be convex, strictly increasing function with φ(0) = 0 and
limt→∞ φ(t) =∞. Then∫ φ(f(0))
0
(
1−
φ−1(t)
f(0)
)n
dt ≤
1
|C|
∫
C
φ(f(x))dx.
Moreover, equality holds if and only if G(f) = conv((C × {0}) ∪ {(0, f(0))}).
As a consequence of Theorem 1.4 we will derive (cf. Section 3) the well-known
reverse inequality to (2) due to Rogers and Shephard [RS58]. It states that for every
K ∈ Kn with 0 ∈ K, and H ∈ Lni , then
(5) |PHK||K ∩H
⊥| ≤
(
n
i
)
|K|.
One of the consequences of Rogers and Shephard inequality (5) states that for any
K,C ∈ Kn, then
|K + C||K ∩ (−C)| ≤
(
2n
n
)
|K||C|,
cf. [RS58], and see [AGJV, AJV] for its equality cases. This inequality is considered
as the reverse inequality to the so-called Brunn-Minkowski inequality, which states
that for any K,C ∈ Kn and λ ∈ [0, 1], then
(6) |(1− λ)K + λC|
1
n ≥ (1− λ)|K|
1
n + λ|C|
1
n ,
and equality holds if and only if K and C are dilates, or if they are lower dimensional,
then they must be contained in parallel hyperplanes (see [Ga] and the references
therein for an insightful and complete study of this inequality).
As another consequence of Theorem 1.4 we derive a reverse inequality to the one
proven in Theorem 1.3.
Theorem 1.5. Let C ∈ Kn with 0 ∈ C, and let f : C → [1,∞) be a log-concave
function. Then
1 +
n!
(log f(0))n
(
f(0)−
n∑
i=0
(log f(0))i
i!
)
≤
1
|C|
∫
C
f(x)dx.
If f = eu with u : C → [0,∞), equality holds if and only if G(u) = conv((C × {0}) ∪
{(0, u(0))}).
We split the proofs of the results into three sections. In Section 2 we prove all
the functional inequalities, i.e. Theorems 1.2 and 1.4. From those results we derive
some consequences, such as Theorems 1.3 and 1.5. Afterwards in Section 3 we show
further applications, in particular, some volumetric inequalities solving in particular
the question posed above. In Section 4 we prove some Gru¨nbaum type inequalities for
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a compact convex set K and a subspace passing through the centroid of an orthogonal
projection of K. With these results, we will quantify the improvements of the results
in Section 3 compared to previously known results.
2. Proof of the Orlicz-Jensen-Hermite-Hadamard type inequalities
Let us start this section by remembering that the Schwarz symmetrization of K ∈
Kn with respect to lin(u), u ∈ Rn \ {0}, is the set
σu(K) =
⋃
t∈R
(
tu+ rt(B
n
2 ∩ u
⊥)
)
,
where rt ≥ 0 is such that |K ∩ (tu+ u
⊥)| = rn−1t ωn−1. It is well-known that σu(K) ∈
Kn and that |σu(K)| = |K| (cf. [Gru, Section 9.3] or [Sch] for more details). For
every K ∈ Kn and x ∈ Rn \ {0}, the support function of K at x is defined by
h(K, x) = sup{〈x, y〉 : y ∈ K}.
Proof of Theorem 1.2. Since f is concave and non-negative in C, then let g : C →
[0,∞) be an affine function such that
g(0) = f(0) and g(x) ≥ f(x) for every x ∈ C.
Since φ is non-decreasing, then
(7)
∫
C
φ(f(x))dx ≤
∫
C
φ(g(x))dx.
Now let H := aff(G(g)), where G(g) = {(x, g(x)) ∈ C × R} is the graph of g, and
observe that H is an affine hyperplane in Rn+1. Let us furthermore observe that since
H ∩ (g(0)en+1+ lin({e1, . . . , en})) 6= ∅ then dim(H ∩ (g(0)en+1+ lin({e1, . . . , en}))) ≥
n− 1, and thus we let L ∈ Lnn−1 be such that
g(0)en+1 + (L× {0}) ⊂ H ∩ (g(0)en+1 + lin({e1, . . . , en})).
After a suitable rotation, we can assume that L = lin({e2, . . . , en}), that h(C, e1) =
t0 > 0, and that
(t0, (x0)2, . . . , (x0)n, g(0) + δ) ∈ G(g),
for some (t0, (x0)2, . . . , (x0)n) ∈ C and some δ ≥ 0. Since C is 0-symmetric and g is
affine, thus (−t0,−(x0)2, . . . ,−(x0)n, g(0)− δ) ∈ G(g) too. Observe that g(0)− δ ≥
f((−t0,−(x0)2, . . . ,−(x0)n)) ≥ 0, i.e., δ ≤ g(0).
Observe also that g gets constant value on each affine subspaceMt = {(t, x2, . . . , xn) ∈
C}, t ∈ [−t0, t0]. Hence, if (t, x2, . . . , xn) ∈ C, let
g(t, x2, . . . , xn) = g(0) +
t
t0
δ.
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Using Fubini’s formula we have that
∫
C
φ(g(x))dx =
∫ t0
−t0
φ
(
g(0) +
tδ
t0
)
|Mt|dt.
Let us consider now C ′ := σe1(C). If we denote by M
′
t := {(t, x2, . . . , xn) ∈ C
′} for
every t ∈ [−t0, t0], then
|Mt| = |M
′
t| for every t ∈ [−t0, t0]
and in particular |C| = |C ′|. Moreover, we also have that g(t, x2, . . . , xn) = g(0)+
t
t0
δ
for every (t, x2, . . . , xn) ∈M
′
t . Therefore∫
C
φ(g(x))dx =
∫ t0
−t0
φ
(
g(0) +
tδ
t0
)
|M ′t|dt.
We now define the cylinders
Rt := (−te1 +M
′
t) + [−t0e1, t0e1] for every t ∈ [0, t0].
Since C ′ is 0-symmetric and convex, then Rt0 ⊂ C
′ ⊂ R0. Moreover, (Rt)t is a
continuously decreasing family, and thus there exists t∗ ∈ [0, t0] such that |Rt∗| = |C
′|.
Let R := Rt∗ and let M
′′
t := {(t, x2, . . . , xn) ∈ R} for t ∈ [−t0, t0]. Let us observe that
since R and C ′ are 0-symmetric and M ′t and M
′′
t are (n− 1)-Euclidean balls centered
at te1 then
M ′t ⊂ M
′′
t if |t| ∈ [t
∗, t0] and M
′′
t ⊂ M
′
t if |t| ∈ [0, t
∗].
We also observe that |C ′| = |R| implies that |C ′ \ R| = |R \ C ′|. Let us furthermore
denote by
M∗t := M
′
t ∩M
′′
t and M
∗∗
t := (M
′
t \M
′′
t ) ∪ (M
′′
t \M
′
t).
Then ∫ t0
−t0
φ
(
g(0) +
tδ
t0
)
|M ′t|dt
=
∫ t0
−t0
φ
(
g(0) +
tδ
t0
)
|M∗t |dt+
∫ t∗
−t∗
φ
(
g(0) +
tδ
t0
)
|M∗∗t |dt.
(8)
We start bounding from above the simpler left integral in (8), whose domain of
integration is C ′ ∩ R. Since φ is a convex function, then δ → φ(g(0) + (t/t0)δ) is
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convex too, from which we see that
∫ t0
−t0
φ
(
g(0) +
tδ
t0
)
|M∗t |dt
=
∫ t0
0
(
φ
(
g(0) +
t
t0
δ
)
+ φ
(
g(0)−
t
t0
δ
))
|M∗t |dt
≤
∫ t0
0
(
φ
(
g(0) +
t
t0
g(0)
)
+ φ
(
g(0)−
t
t0
g(0)
))
|M∗t |dt
=
∫ t0
−t0
φ
(
g(0)
(
1 +
t
t0
))
|M∗t |dt.
Now we focus in bounding from above the right integral in (8), whose domain is
(C ′ \ R) ∪ (R \ C ′), partially using ideas from above. Using again that φ is convex,
then δ → φ(g(0) + (t/t0)δ) is convex too, and thus
∫ t∗
−t∗
(
g(0) +
tδ
t0
)
|M∗∗t |dt
=
∫ t∗
0
(
φ
(
g(0) +
t
t0
δ
)
+ φ
(
g(0)−
t
t0
δ
))
|M∗∗t |dt
≤
∫ t∗
0
(
φ
(
g(0)
(
1 +
t
t0
))
+ φ
(
g(0)
(
1−
t
t0
)))
|M∗∗t |dt.
(9)
Once more since φ is convex then t→ φ(g(0)(1 + t/t0)) is convex too, and thus
∫ t∗
0
(
φ
(
g(0)
(
1 +
t
t0
))
+ φ
(
g(0)
(
1−
t
t0
)))
|M∗∗t |dt
≤
(
φ
(
g(0)
(
1 +
t∗
t0
))
+ φ
(
g(0)
(
1−
t∗
t0
)))∫ t∗
0
|M∗∗t |dt
=
(
φ
(
g(0)
(
1 +
t∗
t0
))
+ φ
(
g(0)
(
1−
t∗
t0
)))
|C ′ \R|
2
=
(
φ
(
g(0)
(
1 +
t∗
t0
))
+ φ
(
g(0)
(
1−
t∗
t0
)))
|R \ C ′|
2
=
(
φ
(
g(0)
(
1 +
t∗
t0
))
+ φ
(
g(0)
(
1−
t∗
t0
)))∫ t0
t∗
|M∗∗t |dt
≤
∫ t0
t∗
(
φ
(
g(0)
(
1 +
t
t0
))
+ φ
(
g(0)
(
1−
t
t0
)))
|M∗∗t |dt
=
∫ t0
t∗
φ
(
g(0)
(
1 +
t
t0
))
|M∗∗t |dt+
∫ −t∗
−t0
φ
(
g(0)
(
1 +
t
t0
))
|M∗∗t |dt.
(10)
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These two upper bounds prove from (8) that∫
C
φ(g(x))dx =
∫ t0
−t0
φ
(
g(0) +
tδ
t0
)
|Mt|dt
≤
∫ t0
−t0
φ
(
g(0)
(
1 +
t
t0
))
|M∗t |dt+
∫ −t∗
−t0
φ
(
g(0)
(
1 +
t
t0
))
|M∗∗t |dt
+
∫ t0
t∗
φ
(
g(0)
(
1 +
t
t0
))
|M∗∗t |dt =
∫
R
φ(g0(x))dx,
where g0(x) is an affine function with g0(0) = g(0) and g0(−t0, x2, . . . , xn) = 0 for
every (x2, . . . , xn) ∈ R
n−1. Again by Fubini we now get that∫
R
φ(g0(x))dx =
∫ t0
−t0
φ
(
g(0)
(
1 +
t
t0
))
|R|
2t0
dt =
1
2
∫ 1
−1
φ(g(0)(1 + s))ds|R|
=
1
2
∫ 1
−1
φ(f(0)(1 + s))ds|C|,
concluding the proof of the inequality.
For the equality case, let us suppose that φ is strictly convex and strictly increasing.
we must have equality in all inequalities above. Equality in (7) together with the
strict monotonicity of φ implies that f must be an affine function. Equalities in (10)
together with the strict convexity of φ force that |M∗∗t | = 0 for every t ∈ [0, t0], i.e.,
C ′ has to fulfill
|C ′ ∩ (t, x2, . . . , xn)| = |R ∩ (t, x2, . . . , xn)| = c
for every t ∈ [−t0, t0] and some constant c > 0. Since C
′ = σe1C, hence we also have
that
|C ∩ (t, x2, . . . , xn)| = |C
′ ∩ (t, x2, . . . , xn)| = c,
and thus the equality case of Brunn-Minkowski inequality 6 implies that C∩(t, x2, . . . , xn)
is a translation of the same (n − 1)-dimensional set for every t ∈ [−t0, t0]. This is
equivalent to the fact that
C = [−x0, x0] + ({0} × C0),
where x0 = (t0, (x0)2, . . . , (x0)n) and C0 ∈ K
n−1
0 . Finally, equality in (9) forces that
δ = f(0), i.e., that g(−t0, x2, . . . , xn) = 0 for every (x2, . . . , xn) ∈ R
n−1, which con-
cludes the equality case. 
Remark 2.1. Notice that for any C0 ∈ K
n
0 then
C = [−e1, e1]× C0 and f(x) = 〈x, e1〉 − 1
attain equality in Theorem 1.2 for every convex, non-decreasing function φ : [0,∞)→
[0,∞) with φ(0) = 0 and limt→∞ φ(t) =∞.
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Our first corollary follows from applying Theorem 1.2 to φ(t) = tα. In the next
section we will use it to give new estimates of the volume of a convex body in terms
of the volumes of some of its sections and projections.
Corollary 2.2. Let C ∈ Kn0 , let f : C → [0,∞) be concave, and let α ≥ 1. Then
1
|C|
∫
C
f(x)αdx ≤
2α
α + 1
f(0)α.
Equality holds if f is affine and if moreover α > 1, if and only if C is a generalized
cylinder C = [−x0, x0] + ({0} × C0), for some C0 ∈ K
n−1 with (x0)1 > 0, and such
that f(−x0 + x) = 0 for every x ∈ R
n with x1 = 0.
Yet another corollary to Theorem 1.2 is when we apply it to φ(t) = et − 1.
Proof of Theorem 1.3. Let f(x) = eu(x), with u : C → [0,∞) a concave function.
Applying Theorem 1.2 to the function u in C and to φ(t) = et − 1 we obtain that
1
|C|
∫
C
eu(x)dx− 1 =
1
|C|
∫
C
(eu(x) − 1)dx
=
1
|C|
∫
C
φ(u(x))dx
≤
1
2
∫ 1
−1
φ(u(0)(1 + t))dt
=
1
2
∫ 1
−1
(ef(0)(1+t) − 1)dt
=
1
2
(
e2u(0) − 1
u(0)
− 2
)
which shows the result.
Since φ(t) = et−1 is strictly convex and strictly increasing, the equality case follows
immediately from the equality case of Theorem 1.2. 
Proof of Theorem 1.4. Since f is a non-negative concave function, then the function
g : C → [0,∞) whose graph is the truncated cone with base at C × {0} and apex at
(0, f(0)) ∈ Rn × R fulfills g(x) ≤ f(x) for every x ∈ C and g(0) = f(0). Since φ is
increasing, then φ(g(x)) ≤ φ(f(x)) for every x ∈ C and thus∫
C
φ(f(x))dx ≥
∫
C
φ(g(x))dx.
Let us observe that if (x0, 0) ∈ ∂C × {0}, for any s ∈ [0, 1] then
g((1− s)(0, . . . , 0) + s(x0, 0)) = g(0)(1− s).
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This means that for every t ∈ [0, 1], then
{x ∈ Rn : φ(g(x)) ≥ t} =
(
1−
φ−1(t)
f(0)
)
C.
Observe that φ−1 is well-defined and continuous as φ is strictly increasing and con-
tinuous on its interior as it is convex too. Thus∫
C
φ(g(x))dx =
∫ φ(g(0))
0
|{x ∈ Rn : φ(g(x)) ≥ t}|dt
=
∫ φ(g(0))
0
∣∣∣∣
(
1−
φ−1(t)
f(0)
)
C
∣∣∣∣ dt
= |C|
∫ φ(f(0))
0
(
1−
φ−1(t)
f(0)
)n
dt,
which concludes the proof.
Since φ is strictly increasing, there is equality above if and only if f(x) coincides
with g(x), therefore concluding the equality case. 
A direct consequence of Theorem 1.4 is the following result.
Corollary 2.3. Let C ∈ Kn with 0 ∈ C, let f : C → [0,∞) be a concave function,
and let m ∈ N. Then (
n+m
n
)−1
f(0)m ≤
1
|C|
∫
C
f(x)mdx.
Moreover, equality holds if and only if G(f) = conv((C × {0}) ∪ (0, f(0)))
Proof. Applying Theorem 1.4 to φ(t) = tm, we see that
1
|C|
∫
C
f(x)mdx ≥
∫ f(0)m
0
(
1−
t
1
m
f(0)
)n
dt
= f(0)m
∫ 1
0
(
1− t
1
m
)n
dt
= f(0)mm
∫ 1
0
(1− r)nrmdr =
(
n+m
n
)−1
f(0)m,
concluding the proof.
The equality holds the same way as in Theorem 1.4. 
A second consequence of Theorem 1.4 is Theorem 1.5. In order to prove it, we use
the following lemma.
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Lemma 2.4. For every a > 0 and n ∈ N, we have that∫ 1
0
eas(1− s)nds =
n!
an+1
(
ea −
n∑
i=0
ai
i!
)
.
Proof. Since
d
ds
((1− s)n+1eas) = −(n + 1)(1− s)neas + (1− s)n+1aeas,
thus ∫ 1
0
(1− s)n+1easds =
1
a
(
(1− s)n+1eas|10 +
∫ 1
0
(n + 1)(1− s)neasds
)
=
1
a
(
−1 + (n + 1)
∫ 1
0
(1− s)neasds
)
.
This implies recursively that∫ 1
0
(1− s)easds =
1
a
(
−1 +
∫ 1
0
easds
)
=
1
a2
(ea − a− 1),
∫ 1
0
(1− s)2easds =
1
a
(
−1 +
2
a2
(ea − a− 1)
)
=
1
a3
(2ea − a2 − 2a− 2),
i.e., in general that∫ 1
0
(1− s)neasds =
1
an+1
(n!ea − an − nan−1 − · · · − n!a− n!)
=
n!
an+1
(
ea −
n∑
i=0
ai
i!
)
,
as desired. 
Proof of Theorem 1.5. Let u : C → [0,∞) be such that f(x) = eu(x). Taking φ(t) =
et − 1, Theorem 1.5 states that
1
|C|
∫
C
eu(x)dx− 1 =
1
|C|
∫
C
(eu(x) − 1)dx
=
1
|C|
∫
C
φ(u(x))dx
≥
∫ φ(u(0))
0
(
1−
φ−1(t)
u(0)
)n
dt
=
∫ eu(0)−1
0
(
1−
log(1 + t)
u(0)
)n
dt
= u(0)
∫ 1
0
eu(0)s(1− s)nds.
ORLICZ-JENSEN-HERMITE-HADAMARD THEOREM 13
Using Lemma 2.4 we thus get that
1
|C|
∫
C
eu(x)dx− 1 ≥
n!
u(0)n
(
u(0)−
n∑
i=0
(log u(0))i
i!
)
as desired.
Since φ(t) = et − 1 is convex and strictly increasing, the equality case follows
immediately from the equality case of Theorem 1.4. 
3. Estimating sizes of convex sets by their marginals
We start this section by proving Theorem 1.1 as a consequence of Corollary 2.2.
Proof of Theorem 1.1. By Fubini’s formula, we have that
|K| =
∫
PHK
|K ∩ (x+H⊥)|dx.
By Brunn-Minkowski inequality (6) then
f : H → [0,∞) where f(x) := |K ∩ (x+H⊥)|
1
n−i
is a concave function. After a suitable rigid motion, we assume that H = Ri×{0}n−i.
Corollary 2.2 then implies that∫
PHK
f(x)n−idx ≤
2n−i
n− i+ 1
|PHK|f(0)
n−i
=
2n−i
n− i+ 1
|PHK||K ∩H
⊥|,
concluding the result.
For the equality case, we must have equality in Corollary 2.2 where f(x) = |K ∩
(x +H⊥)|
1
n−i , C = PHK, and α = n − i. Hence, first of all, f(x) must be an affine
function. We hence can write
f(x) = f(0) + 〈u, x〉,
for some u ∈ Ri. This means in particular that
|K ∩ ((1− λ)x+ λy)|
1
n−i
= f((1− λ)x+ λy)
= f(0) + 〈u, (1− λ)x+ λy〉
= (1− λ)(f(0) + 〈u, x〉) + λ(f(0) + 〈u, y〉)
= (1− λ)|K ∩ (x+H⊥)|
1
n−i + λ|K ∩ (y +H⊥)|
1
n−i .
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Hence, using Brunn-Minkowski equality case (6), we have that K ∩ (x + H⊥) are
dilates, of volume
|K ∩ (x+H⊥)|
1
n−i = 〈u, x〉+ |K ∩H⊥|
1
n−i .
Since K is convex, then there exists a matrix B ∈ Rn×n of the form
B =
(
Ii 0
B0 0
)
,
where B0 ∈ R
(n−i)×i and Ii is the identity matrix of R
i×i, such that
K ∩ (x+H⊥) = (x,B0x) + λx(K ∩H
⊥),
with
λx =
|K ∩ (x+H⊥)|
1
n−i
|K ∩H⊥|
1
n−i
=
〈u, x〉+ |K ∩H⊥|
1
n−i
|K ∩H⊥|
1
n−i
.
Second, if α = n − i ≥ 2, i.e. i ≤ n − 2, then we moreover have that there exist
K0 ∈ K
i−1 and x0 ∈ R
i such that PHK = [−x0, x0] + ({0}×K0). Moreover, we must
have also that
f((−x0, xi+1, . . . , xn) = 0 for every (−x0, xi+1, . . . , xn) ∈ R
n,
i.e., that |K∩((−x0, xi+1, . . . , xn)+H
⊥)| = 0. Once more since f is affine, this means
that
u =
|K ∩H⊥|
1
n−i
‖x0‖2
x0,
i.e., that
|K ∩ (x+H⊥)|
1
n−i =
|K ∩H⊥|
1
n−i
‖x0‖2
〈x0, x〉+ |K ∩H
⊥|
1
n−i ,
thus concluding the equality case. 
Remark 3.1. For any C0 ∈ K
i−1
0 , C1 ∈ K
n−i, the set
C = {(t, x2, . . . , xn) : t ∈ [−1, 1], (x2, . . . , xi) ∈ C0, (xi+1, . . . , xn) ∈ (1 + t)C1}
together with the subspace H = lin({e1, . . . , ei}) achieves equality in Theorem 1.1.
We now properly state (1) along with the characterization of its equality cases.
Notice that here we do not require PHK to be 0-symmetric.
Theorem 3.2. Let K ∈ Kn and H ∈ Lnn−1. Then
|K| ≤ |PHK||K ∩ (xPHK +H
⊥)|.
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If we assume w.l.o.g. that H = Rn−1 × {0} and that xPHK = {0}, there is equality
above if and only if there exist B0 ∈ R
1×(n−1) and u ∈ Rn−1 such that K ∩ (x+H⊥) =
(x,B0x) + λxK ∩H
⊥, where
λx =
〈u, x〉+ |K ∩H⊥|
|K ∩H⊥|
,
for every x ∈ PHK.
Proof. Let us consider the function
f : PHK → [0,∞) with f(x) = |K ∩ (x+H
⊥)|
which by Brunn-Minkowski inequality (6), is a concave function. Hence, using Fu-
bini’s formula and (1) we directly obtain that
|K| =
∫
PHK
f(x)dx ≤ |PHK|f(xPHK) = |PHK||K ∩ (xPHK +H
⊥)|,
as desired.
The equality case follows as the equality case of Theorem 1.1. 
We now give two interesting observations out of Theorem 3.2.
Remark 3.3. Let us observe that Theorem 3.2 sometimes gives a tighter inequality
than (2). Indeed, if we consider the cone K ∈ Kn with apex at en and basis B
n
2 ∩
lin({e1, . . . , en−1}), and consider H = lin({e1, . . . , en−2, en}), it is straightforward to
check that PHK = conv((B
n
2 ∩ lin({e1, . . . , en−2})) ∪ {en}), that
xK =
(
0, . . . , 0,
1
n+ 1
)
and xPHK =
(
0, . . . , 0,
1
n
)
,
and thus, since |K ∩ (xK +H
⊥)| = 2n
n+1
> 2(n−1)
n
= |K ∩ (xPHK +H
⊥)|, then
|K|
|PHK||K ∩ (xK +H⊥)|
<
|K|
|PHK||K ∩ (xPHK +H
⊥)|
< 1.
One can combine two of those inequalities to show that any point in the line segment
determined by two good choices of points (as in (2)), is again a good choice.
Remark 3.4. If for some K ∈ Kn and H ∈ Lni there exist points x0, x1 ∈ K such
that
(11)
|K|
|PHK|
≤ |K ∩ (xj +H
⊥)|, for j = 0, 1,
16 B. GONZA´LEZ MERINO
then, for every λ ∈ [0, 1], the Brunn-Minkowski inequality (6) gives that
|K ∩ ((1− λ)x0 + λx1 +H
⊥)|
≥
(
(1− λ)|K ∩ (x0 +H
⊥)|
1
n−i + λ|K ∩ (x1 +H
⊥)|
1
n−i
)n−i
≥
|K|
|PHK|
,
i.e., all points (1−λ)x0+λx1 also fulfills the inequality (11), λ ∈ [0, 1]. In particular,
from Theorem 3.2 and (2) with i = n − 1, we obtain that cλ = (1 − λ)xK + λxPHK
gives also an inequality of the same type.
We finish this section by proving (5) as a direct consequence of Corollary 2.3.
Proof of (5). Let us observe that Brunn-Minkowski inequality (6) implies that
f : PHK → [0,∞) with f(x) = |K ∩ (x+H
⊥)|
1
n−i
is a concave function. Therefore Fubini’s formula and Corollary 2.3 imply that
|K| =
∫
PHK
|K ∩ (x+H⊥)|dx =
∫
PHK
f(x)n−idx ≥
(
n
i
)−1
|PHK|f(0)
n−i
=
(
n
i
)−1
|PHK||K ∩H
⊥|,
proving the inequality.
The equality case follows immediately as in the equality case of Theorem (1.1). 
4. Gru¨nbaum type inequalities through centroid of projections
As observed above, replacing in (2) xK by xPHK gives sometimes a better choice.
To see this, remember that if K ∈ Kn with xK = 0 and H ∈ L
n
i , then Fradelizi [Fr]
(earlier Makai and Martini [MM] in the case i = 1) proved that
(12) max
x∈H
|K ∩ (x+H⊥)| ≤
(
n + 1
n− i+ 1
)n−i
|K ∩H⊥|.
However, if we translate K such that xPHK = 0, then we obtain a much tighter
estimate (cf. (2) and Theorem 1.1). For any A ⊂ Rn we denote by relbd(A) the
relative boundary of A.
Theorem 4.1. Let K ∈ Kn and let H ∈ Lni be such that PHK = −PHK. Then
max
x∈H
|K ∩ (x+H⊥)| ≤ 2n−i|K ∩H⊥|.
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Moreover, equality holds if and only if there exists u ∈ ∂K ∩ H, v ∈ H⊥, a, b ∈ R,
such that |K ∩ (u+H⊥)| = maxx∈H |K ∩ (x+H
⊥)| and
K ∩ (tu+H⊥) = (a+ bt)v +
1 + t
2
K ∩ (u+H⊥) for every t ∈ [−1, 1].
Proof. Let x ∈ PHK and let −ρx ∈ relbd(PHK), for some ρ ≥ 1. Observe that
0 = ρ
1+ρ
x+ 1
1+ρ
(−ρx). The convexity of K implies that
ρ
1 + ρ
K ∩ (x+H⊥) +
1
1 + ρ
K ∩ (−ρx+H⊥) ⊂ K ∩H⊥,
and Brunn-Minkowski inequality (6) then implies that
|K ∩H⊥|
1
n−i ≥
ρ
1 + ρ
|K ∩ (x+H⊥)|
1
n−i +
1
1 + ρ
|K ∩ (−ρx +H⊥)|
1
n−i
≥
ρ
1 + ρ
|K ∩ (x+H⊥)|
1
n−i
≥
1
2
|K ∩ (x+H⊥)|
1
n−i ,
as desired.
If we have equality above, then we have equality in all inequalities. This means that
there exists some u ∈ relbd(PHK) for which |K ∩ (u+H
⊥)| = max |K ∩ (x+H⊥)|,
2n−i|K∩H⊥| = |K∩(u+H⊥)| and |K∩(−u+H⊥)| = 0. These three values together
with Brunn-Minkowski inequality imply that |K ∩ (tu+H⊥)|
1
n−i is an affine function
on t, ranging from value 0 at t = −1 to the maximum value at t = 1, and thus
|K ∩ (tu+H⊥)|
1
n−i =
(1 + t)
2
|K ∩ (u+H⊥)|
1
n−i
for every t ∈ [−1, 1]. By the Brunn-Minkowski equality cases, we hence have that
K ∩ (tu+H⊥) are dilates for every t ∈ [−1, 1], and thus there must exist v ∈ H and
another affine function a+ bt, a, b ∈ R, such that
K ∩ (tu+H⊥) = (a+ bt)v +
1 + t
2
K ∩ (u+H⊥)
for every t ∈ [−1, 1], as desired. 
Remark 4.2. We can construct very general examples of convex sets sharp in The-
orem 4.1. For instance, let B ∈ Ki0, C ∈ K
n−i, and let x0 ∈ ∂B × {0}
n−1. Then the
set
K = conv
(
(B × {0}n−i) ∪ (x0 + ({0}
i × C))
)
attains equality in Theorem 4.1 for the subspace H = lin({e1, . . . , ei}).
Remark 4.3. Using Theorem 4.1 we see that if K ∈ Kn is near the extreme cases
(w.r.t. Hausdorff or Banach-Mazur distance),
max |K ∩ (x+H⊥)| ≈ 2n−i|K ∩H⊥|,
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which applied in Theorem 1.1 gives us
max |K ∩ (x+H⊥)| ' (n− i+ 1)
|K|
|PHK|
.
If instead we consider (12) we have that
max |K ∩ (x+H⊥)| = c|H ∩ (xK +H
⊥)|
for some c ∈ [1, e], which applied in (2) gives
max |K ∩ (x+H⊥)| ≥ c
|K|
|PHK|
.
Hence implying that Theorem 1.1 essentially improves the choice of (2) by the linear
factor (n− i+ 1)/c.
For the sake of completeness, we also show the general inequality in the regard of
Theorem 4.1. In order to establish it, let us remember that Hammer [Ha] proved that
if K ∈ Kn has xK = 0 and u ∈ ∂K and −ρu ∈ ∂K, then
(13)
1
n
≤ ρ ≤ n.
Theorem 4.4. Let K ∈ Kn and let H ∈ Lni . Then
max
x∈H
|K ∩ (x+H⊥)| ≤ (i+ 1)n−i|K ∩ (xPHK +H
⊥)|.
Moreover, equality holds if and only if after a suitable rigid motion, there exist M ∈
Ki−1, a, b ∈ R, t0 > 0, u ∈ R
i−1, and v ∈ H⊥, such that PHK = conv(({t0} ×M) ∪
{(−it0, u)}) with xPHK = 0, and such that maxx∈H |K∩ (x+H
⊥)| = |K ∩ ((−it0, u)+
H⊥)| with
K ∩ (te1 +H
⊥) = (a+ bt)v +
t0 − t
t0(i+ 1)
K ∩ ((−it0, u) +H
⊥)
for every t ∈ t0[−i, 1].
Proof. Let us suppose after a translation of K that xPHK = 0. If x ∈ PHK and if
−ρx ∈ relbd(PHK), by (13) we have that ρ ≥ 1/i.
Observe that 0 = ρ
1+ρ
x+ 1
1+ρ
(−ρx). The convexity of K implies that
ρ
1 + ρ
K ∩ (x+H⊥) +
1
1 + ρ
K ∩ (−ρx+H⊥) ⊂ K ∩H⊥,
ORLICZ-JENSEN-HERMITE-HADAMARD THEOREM 19
and Brunn-Minkowski inequality (6) then implies that
|K ∩H⊥|
1
n−i ≥
ρ
1 + ρ
|K ∩ (x+H⊥)|
1
n−i +
1
1 + ρ
|K ∩ (−ρx +H⊥)|
1
n−i
≥
ρ
1 + ρ
|K ∩ (x+H⊥)|
1
n−i
≥
1
i+ 1
|K ∩ (x+H⊥)|
1
n−i ,
as desired.
The equality case follows proceeding as in the equality case of Theorem 4.1. 
Remark 4.5. Using Theorem 4.4 for some H ∈ Lnn−1 we see that if K ∈ K
n is near
the extreme cases (in Hausdorff or Banach-Mazur distance),
max |K ∩ (x+H⊥)| ≈ n|K ∩H⊥|,
which applied in Theorem 3.2 gives us
max |K ∩ (x+H⊥)| ' n
|K|
|PHK|
.
If instead we consider (12) we have that
max |K ∩ (x+H⊥)| = c|H ∩ (xK +H
⊥)|
for some c ∈ [1, e], which applied in (2) gives
max |K ∩ (x+H⊥)| ≥ c
|K|
|PHK|
.
Thus showing that Theorem 3.2 improves upon the choice of (2) by the linear factor
n/c.
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