Translation map in quantum principal bundles by Brzezinski, Tomasz
ar
X
iv
:h
ep
-th
/9
40
71
45
v2
  1
1 
Ja
n 
19
96
Translation Map in Quantum Principal Bundles
Tomasz Brzezin´ski
Physique Nucle´aire The´orique et Physique Mathe´matique
Universite´ Libre de Bruxelles
Campus de la Plaine CP 229
B-1050 Brussels, Belgium∗
February 1995
ABSTRACT The notion of a translation map in a quantum principal bundle is
introduced. A translation map is then used to prove that the cross sections of
a quantum fibre bundle E(B, V,A) associated to a quantum principal bundle
P (B,A) are in bijective correspondence with equivariant maps V → P , and
that a quantum principal bundle is trivial if it admits a cross section which is
an algebra map. The vertical automorphisms and gauge transformations of a
quantum principal bundle are discussed. In particular it is shown that vertical
automorphisms are in bijective correspondence with AdR-covariant maps A→
P .
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1 Introduction
Quantum fibre bundles generalise the concept of a fibre bundle [12] which plays a vital roˆle
both in mathematics and physics [1, 10]. The main idea of this generalisation is to replace
the algebra of functions on a structure group by a Hopf algebra [21] or a quantum group [7],
and the algebras of functions on the base manifold, fibre etc. by non-commutative algebras.
Such a generalisation of a fibre bundle was proposed by S. Majid and the author in [3].
The general considerations of [3] were illustrated by reference to an example of a canonical
connection in the quantised Hopf bundle, i.e. by the deformation of a configuration that is
known in physics as the Dirac monopole. The generalisation of fibre bundles proposed in [3]
was then developed, partly independently, by various authors [18, 11, 8, 4, 5]. Although our
work in [3] was motivated by physics, i.e. we aimed at a quantum group generalisation of
gauge theories, the constructed objects seem to have more fundamental meaning reaching
far beyond this particular application. It is therefore important not only to study physical
constructions that may result from the quantum group generalisation of gauge theories
but also to analyse the geometric structure of quantum fibre bundles.
In this paper we show that quantum fibre bundles enjoy some properties similar to
the properties of classical fibre bundles. In particular we prove that cross sections of a
quantum fibre bundle E associated to a quantum principal bundle P are in one-to-one
correspondence with equivariant maps defined on the fibre of E with values in P . We
then deduce that if a quantum principal bundle has a cross section which is an algebra
map, then the bundle is trivial. We also show how to interpret gauge transformations of
a non-trivial quantum principal bundle in terms of vertical automorphisms, and how to
identify them with the maps defined on a quantum structure group with values in P and
covariant under the adjoint coaction. All these results are in perfect correspondence with
the classical situation, the only difference being that while in the case of a classical principal
bundle gauge transformations may be viewed, via the above identifications, as sections of
the associated adjoint bundle, in the case of quantum bundles such an interpretation is
impossible because a quantum adjoint bundle does not exist.
In the classical case the above results are usually discussed in the context of locally
trivial bundles and they are proved first for a trivial bundle and then deduced globally by
patching trivial bundles together. Our experience in working with quantum fibre bundles
tells us however that, although the notion of a locally trivial quantum bundle may be
rigorously defined [3, 18], the resulting construction is not so natural as the classical one
and usually leads to some technical difficulties. Therefore we prefer not to assume the local
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triviality of quantum bundles as long as possible and we employ a technique of proving
of the above mentioned results that does not make use of the local structure of a bundle.
The main tool that allows us to avoid the use of locally trivial bundles in this paper is a
non-commutative generalisation of a translation map.
Classically, a translation map is defined as follows. Assume that we have a manifold
with a free action of a Lie group G. Every two points on an orbit are then related by
a unique element of G. A translation map assigns such an element of G to any two
points on an orbit. The notion of a principal bundle is equivalent to the existence of a
continuous translation map [12, Section 4.2]. We construct the non-commutative version of
a translation map by dualisation and show that the notion of a quantum principal bundle
is equivalent to the existence of this generalised translation map. We then use this map
throughout the paper to prove the above mentioned results.
Our paper is organised as follows. In Section 2 we briefly summarise the basic facts
about Hopf algebras and quantum bundles. In Section 3 we define a translation map in
a quantum principal bundle and analyse some of its properties. Section 4 is devoted to
analysis of cross sections of a quantum fibre bundle. In Section 5, we identify vertical
automorphisms of a quantum principal bundle with the maps covariant under the adjoint
coaction, and give various equivalent descriptions of gauge transformations of a trivial
quantum principal bundle. The paper ends with a computation of the gauge group for
examples of bundles with finite structure groups in Section 6.
2 Preliminaries
2.1 Notation
Here we summarise the notation we use in the sequel. A denotes a Hopf algebra over a field
k of real or complex numbers, with a coproduct ∆ : A→ A⊗A, counit ǫ : A→ k and the
antipode S : A→ A [21]. For a coproduct we use an explicit expression ∆(a) = a(1)⊗ a(2),
where the summation is implied according to the Sweedler sigma convention [21], i.e.
a(1) ⊗ a(2) =
∑
i∈I a(1)
i ⊗ a(2)
i for an index set I. We also use the notation
a(1)⊗a(2)⊗ · · ·⊗a(n) = (∆⊗ id⊗ · · ·⊗id︸ ︷︷ ︸
n−2
) ◦ · · · ◦ (∆⊗id) ◦∆
which describes a multiple action of ∆ on a ∈ A.
If A is a Hopf algebra then A∗ denotes a dual Hopf algebra. A∗ has an algebra structure
induced from the coalgebra structure of A and a coalgebra structure induced from the
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algebra structure of A. For example ∀x, y ∈ A∗, ∀a, b ∈ A, 〈xy, a〉 = 〈x, a(1)〉〈y, a(2)〉,
〈∆x, a⊗b〉 = 〈x, ab〉 etc. , where 〈 , 〉 : A∗⊗A→ k denotes the natural pairing.
Recall that a vector space V is called a right A-comodule if there exists a linear map
ρR : V → V⊗A, called a right coaction, such that (ρR⊗id) ◦ ρR = (id⊗∆) ◦ ρR and
(id⊗ǫ) ◦ ρR = id. Similarly, a vector space V is called a left A-comodule if there exists a
linear map ρL : V → A⊗V , called a left coaction, such that (∆⊗id) ◦ ρL = (id⊗ρL) ◦ ρL
and (ǫ⊗id) ◦ ρL = id. We say that a unital algebra P over k is a right A-comodule algebra
if P is a right A-comodule with a coaction ∆R : P → P ⊗ A, and ∆R is an algebra map.
The algebra structure of P⊗A is that of a tensor product algebra. For a coaction ∆R we
use an explicit notation ∆Ru = u
(1¯) ⊗ u(2¯), where the summation is also implied. Notice
that u(1¯) ∈ P and u(2¯) ∈ A.
If P is a right A-comodule algebra then PA denotes a fixed point subalgebra of P ,
i.e. PA = {u ∈ P : ∆Ru = u ⊗ 1}. P
A is a subalgebra of P with a natural inclusion
j : PA →֒ P . In what follows we do not write this inclusion explicitly but it should be
understood that the elements of PA are viewed as elements of P via j.
Let A be a Hopf algebra, B be a unital algebra over k, and let f, g : A → B be
linear maps. A convolution product of f and g is a linear map f ∗ g : A → B given by
(f ∗ g)(a) = f(a(1))g(a(2)), for any a ∈ A. With respect to the convolution product, the
set of all linear maps A → B forms an associative algebra with the unit 1Bǫ. We say
that a linear map f : A → B is convolution invertible if there is a map f−1 : A → B
such that f ∗ f−1 = f−1 ∗ f = 1Bǫ. The set of all convolution invertible maps A → B
forms a multiplicative group. Similarly if V is a right A-comodule and f : V → B,
g : A → B are linear maps then we define a convolution product f ∗ g : V → B to be
(f ∗ g)(v) = f(v
¯(1))g(v
¯(2)).
In this paper we work with a universal differential structure [13, 14].
2.2 Quantum Fibre Bundles
In this section we recall the basic elements of the theory of quantum principal and associ-
ated bundles [3].
Let A be a Hopf algebra, P a right A-comodule algebra with a coaction ∆R : P → P⊗A.
We define a map χ : P ⊗ P → P ⊗A,
χ = (· ⊗ id) ◦ (id⊗∆R). (1)
Explicitly, χ(u ⊗ v) = uv(1¯) ⊗ v(2¯), for any u, v ∈ P . We say that the coaction ∆R is free
if χ is a surjection. We define also a map ˜ : P 2 → P ⊗ kerǫ, by ˜= χ |P 2. Here and
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below, for any algebra P , P 2 ⊂ P⊗P denotes the kernel of the multiplication · in P . Let
B = PA. We say that the coaction ∆R of A on P is exact, if ker˜ = PB
2P .
Definition 2.1 ([3]) Let A be a Hopf algebra, (P,∆R) be a right A-comodule algebra and
let B = PA. We say that P (B,A) is a quantum principal bundle with universal differential
structure, with a structure quantum group A and a base B if the coaction ∆R is free and
exact.
The basic examples of quantum principal bundles are the trivial bundle P (B,A,Φ)
with trivialisation Φ : A→ P [3, Example 4.2], and the bundle P (B,A, π) [3, Lemma 5.2].
In the latter case P and A are Hopf algebras and π : P → A is a Hopf algebra projection,
used in the construction of a quantum homogeneous space B = PA. A large number of
examples of quantum principal bundles P (B,A, π) has been found recently in [16]
For a trivial quantum principal bundle P (B,A,Φ) one defines a gauge transformation
as a convolution invertible map γ : A → B such that γ(1) = 1. The set of all gauge
transformations of P (B,A,Φ) forms a group with respect to the convolution product.
This group is denoted by A(B). A map Ψ : A→ P is a trivialisation of P (B,A,Φ) if and
only if there exists γ ∈ A(B) such that Ψ = γ ∗ Φ.
Definition 2.2 ([3]) Let P (B,A) be a quantum principal bundle and let V be a right
Aop-comodule algebra, where Aop denotes the algebra which is isomorphic to A as a vector
space but has an opposite product, with coaction ρR : V → V ⊗ A. The space P ⊗ V is
naturally endowed with a right A-comodule structure ∆E : P ⊗ V → P ⊗ V ⊗ A given
by ∆E(u ⊗ v) = u
(1) ⊗ v(1) ⊗ u(2)v(2) for any u ∈ P and v ∈ V . We say that the fixed
point subalgebra E of P⊗A with respect to ∆E is a quantum fibre bundle associated to
P (B,A) over B with structure quantum group A and standard fibre V . We denote it by
E = E(B, V,A).†
3 Definition and Properties of a Translation Map
In this section we give a definition and analyse transformation properties of a translation
map in a quantum principal bundle.
Definition 3.1 Let P (B,A) be a quantum principal bundle. A linear map τ : A →
P ⊗ BP , given by τ(a) =
∑
i∈I ui ⊗ Bvi, where
∑
i∈I ui ⊗ vi ∈ χ
−1(1 ⊗ a), is called a
translation map. We will often use an explicit notation τ(a) = τ (1)(a)⊗Bτ
(2)(a).
†A slightly different definition of E(B, V,A) was proposed in [11]. The formalism developed in this
paper can be equally well applied to quantum fibre bundles in the sense of [11].
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Since χ is a surjection, τ is defined on the whole of A. Moreover, if a = 0 then, by
exactness of the coaction, the corresponding
∑
i∈I ui⊗vi ∈ PB
2P . Hence
∑
i∈I ui⊗Bvi = 0
and the map τ is well-defined as a linear map. In fact, a translation map of Definition 3.1
is well-defined if and only if P is a total space of a quantum principal bundle.
Lemma 3.2 Let P be a right A-comodule algebra with a free coaction ∆R : P → P ⊗ A.
Let B = PA. If there is a translation map τ : A → P⊗BP in P then the coaction ∆R is
exact and hence there is a quantum principal bundle P (B,A).
Proof. We need to show that if
∑
i∈I ui⊗vi ∈ ker˜ then
∑
i∈I ui⊗vi ∈ PB
2P . Take any∑
i∈I ui⊗vi ∈ ker˜ then
∑
i∈I ui⊗vi ∈ χ
−1(1⊗ 0). Since there is a translation map in P we
deduce that
∑
i∈I ui ⊗ Bvi = 0, what implies that
∑
i∈I ui⊗vi ∈ PB
2P . ✷
Definition 3.1 of a translation map reproduces exactly the classical definition [12, Def-
inition 2.1], but in a language of algebras of functions on manifolds rather than manifolds
themselves. Classically, if X is a manifold on which a Lie group G acts freely then the
translation map τˆ : X×MX → G, where M = X/G, is defined by uτˆ(u, v) = v. Dualising
this construction we arrive immediately at Definition 3.1.
Example 3.3 In a trivial quantum principal bundle P (B,A,Φ) the translation map is
given by
τ(a) = Φ−1(a(1))⊗BΦ(a(2)). (2)
Proof. Using the fact that the trivialisation Φ is an intertwiner, i.e. ∆RΦ = (Φ⊗ id)∆,
and that Φ(1) = 1 we obtain
χ(Φ−1(a(1))⊗Φ(a(2))) = Φ
−1(a(1))Φ(a(2))
¯(1)⊗Φ(a(2))
¯(2)
= Φ−1(a(1))Φ(a(2))⊗a(3) = 1⊗a,
for any a ∈ A. Hence the map τ given by Eq. (2) is a translation map as stated. ✷
Example 3.4 In a quantum principal bundle P (B,A, π) on a quantum homogeneous space
B the translation map τ : A→ P ⊗ BP is given by
τ(a) = Su(1) ⊗ Bu(2), (3)
where u ∈ π−1(a).
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Proof. For any a ∈ A we apply the map χ to Su(1)⊗u(2), where u ∈ π
−1(a), to obtain
χ(Su(1)⊗u(2)) = (Su(1))u(2)
¯(1)⊗u(2)
¯(2) = (Su(1))u(2)⊗π(u(3)) = 1⊗π(u) = 1⊗a.
We conclude that τ given by Eq. (3) is a translation map as stated. ✷
Before we analyse some properties of a translation map in a quantum principal bundle
we study the behaviour of the map χ, given by Eq. (1), with respect to the coaction ∆R.
Firstly we observe that if P is a right A-comodule then also P ⊗ P is a right A-comodule
with a coaction ∆⊗R = (id⊗ id⊗·)◦(id⊗σP ⊗ id)◦(∆R⊗∆R), where σP : P ⊗P → P⊗P is
a twist map σP : u⊗v 7→ v⊗u. Explicitly, ∆
⊗
R(u⊗v) = u
¯(1)⊗v
¯(1)⊗u
¯(2)v
¯(2). Secondly, both
P and A are right A-comodules with the coactions ∆R : P → P⊗A and AdR : A→ A⊗A,
AdR(a) = a(2) ⊗ (Sa(1))a(3). Therefore P ⊗ A is a right A-comodule with the coaction
∆adR = (id⊗ id⊗ ·) ◦ (id⊗ σPA ⊗ id) ◦ (∆R ⊗AdR),
where σPA : P ⊗A→ A⊗ P is a twist map.
Finally we define a linear map ν : P⊗A → A⊗P⊗A, ν : u⊗a 7→ u
¯(2)Sa(1)⊗u
¯(1)⊗a(2).
Now we can prove the following lemma.
Lemma 3.5 Let P be a right A-comodule algebra and let χ : P ⊗ P → P ⊗A be given by
(1). Then
1. (id⊗χ) ◦ (σPA ◦∆R⊗id) = ν ◦ χ;
2. (χ⊗id) ◦ (id⊗∆R) = (id⊗∆) ◦ χ;
3. (χ⊗id) ◦∆⊗R = ∆
ad
R ◦ χ.
Proof. Since all the maps discussed in this lemma are linear it suffices to prove the
required equalities for any u⊗v ∈ P⊗P . To prove the first assertion we compute
(id⊗χ) ◦ (σPA ◦∆R⊗id)(u⊗v) = (id⊗χ)(u
¯(2)⊗u
¯(1)⊗v) = u
¯(2)⊗u
¯(1)v
¯(1)⊗v
¯(2).
On the other hand
ν ◦ χ(u⊗v) = ν(uv
¯(1)⊗v
¯(2)) = u
¯(2)v
¯(2)
(1)Sv
¯(2)
(2)⊗u
¯(1)v
¯(1)⊗v
¯(2)
(3) = u
¯(2)⊗u
¯(1)v
¯(1)⊗v
¯(2).
Thus
(id⊗χ) ◦ (σPA ◦∆R⊗id) = ν ◦ χ
and the first assertion of the lemma holds.
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The second assertion follows from the definition of χ and the fact that ∆R is a coaction.
Explicitly,
(χ⊗id) ◦ (id⊗∆R) = (·⊗id⊗id) ◦ (id⊗∆R⊗id) ◦ (id⊗∆R)
= (·⊗id⊗id) ◦ (id⊗id⊗∆) ◦ (id⊗∆R)
= (id⊗∆) ◦ (·⊗id) ◦ (id⊗∆R) = (id⊗∆) ◦ χ
Finally, the third assertion was proven in [3, Lemma 4.3]. It is also a consequence of
the first two assertions. ✷
Now we can state the proposition that collects the transformation properties of a
translation map in a quantum principal bundle.
Proposition 3.6 The translation map τ : A → P ⊗B P in a quantum principal bundle
P (B,A) has the following properties:
1. (σPA ◦∆R ⊗B id) ◦ τ = (S⊗ τ) ◦∆;
2. (id⊗B ∆R) ◦ τ = (τ ⊗ id) ◦∆;
3. ∆⊗R ◦ τ = (τ ⊗ id) ◦ AdR
4. · ◦ τ = 1ǫ.
Proof. 1. Let τ(a) = τ (1)(a)⊗Bτ
(2)(a) for any a ∈ A. The first assertion of Lemma 3.5
yields
(id⊗χ) ◦ (σPA ◦∆R ⊗ id)(τ
(1)(a)⊗τ (2)(a)) = Sa(1)⊗1⊗a(2).
Since χ(τ (1)(a)⊗τ (2)(a)) = 1⊗a for any a ∈ A we immediately deduce that
(σPA ◦∆R ⊗B id) ◦ τ = (S⊗ τ) ◦∆.
2. Using the second assertion of Lemma 3.5 we obtain
(id⊗B∆R) ◦ τ(a) = τ
(1)(a)⊗Bτ
(2)(a)
¯(1)⊗τ (2)(a)
¯(2)
= τ (1)(a(1))⊗Bτ
(2)(a(1))⊗a(2) = τ(a(1))⊗a(2),
i.e. the assertion.
3. The third assertion of Lemma 3.5 yields for any a ∈ A
(χ⊗id) ◦∆⊗R(τ
(1)(a)⊗τ (2)(a)) = 1⊗AdR(a) = 1⊗a(2)⊗Sa(1)a(3).
Hence, using the definition of τ , we immediately find that
∆⊗R ◦ τ = (τ⊗id) ◦ AdR.
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4. For any a ∈ A we have
τ (1)(a)τ (2)(a)
¯(1)⊗τ (2)(a)
¯(2) = 1⊗a. (4)
Applying id⊗ǫ to both sides of Eq. (4) we immediately obtain the assertion. This ends
the proof of the proposition. ✷
4 Cross Sections of a Quantum Fibre Bundle
In this section we use the notion of a translation map in a quantum principal bundle
P (B,A) to identify cross sections of a quantum fibre bundle E(B, V,A) with equivariant
maps V → P . Recall that a linear map φ : V → P is said to be equivariant if ∆Rφ =
(φ⊗id)ρR, where ρR is a right coaction of A on V . In particular, our identification implies
that a quantum principal bundle is trivial if it admits a cross section which is an algebra
map. We begin with the following definition.
Definition 4.1 Let E(B, V,A) be a quantum fibre bundle associated to a quantum prin-
cipal bundle P (B,A). A left B-module map s : E → B such that s(1) = 1 is called a
cross section of E(B, V,A). The set of cross sections of E(B, V,A) is denoted by Γ(E).
Lemma 4.2 If s : E → B is a cross section of a quantum fibre bundle E(B, V,A) then
s ◦ jE = id, where jE : B →֒ E is a natural inclusion jE : b 7→ b⊗1V .
Proof. For any b ∈ B, s ◦ jE(b) = s(b⊗1) = bs(1) = b. ✷
The result of trivial Lemma 4.2 justifies the term cross section used in Definition 4.1.
We remark that in [3] cross sections of a quantum fibre bundle were defined as maps
E → B having the property described in Lemma 4.2. Definition 4.1 is more restrictive
than that of [3] since the fact that s◦jE = id does not imply that s is a left B-module map.
We also remark that the definition of a cross section of a quantum fibre bundle analogous
to the one we use here was first proposed in [11].
Now we can state the first of two main results of this section.
Theorem 4.3 Let A be a Hopf algebra with a bijective antipode. Cross sections of a
quantum fibre bundle E(B, V,A) associated to a quantum principal bundle P (B,A) are in
bijective correspondence with equivariant maps φ : V → P such that φ(1) = 1.
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Proof. The fact that each equivariant map φ : V → P induces a map s such that
s ◦ jE = id, by s = ·(id⊗φ) was proved in [3, Proposition A.5]. Clearly, s(bx) = bs(x) for
any b ∈ B and x ∈ E, and s(1) = 1, hence s defined above is a cross section of E(B, V,A).
Conversely, for any s ∈ Γ(E) we define a map φ : V → P by
φ : v 7→ τ (1)(S−1v
¯(2))s(τ (2)(S−1v
¯(2))⊗v
¯(1)), (5)
where τ(a) = τ (1)(a)⊗Bτ
(2)(a) is a translation map in P (B,A). We observe that this
definition of φ makes sense since s is a B-module map and, by Proposition 3.6, ∀v ∈ V ,
τ(S−1v
¯(2))⊗v
¯(1) ∈ P⊗BE.
Explicitly,
(id⊗B∆E)(τ(S
−1v
¯(2))⊗v
¯(1)) = τ (1)(S−1v
¯(2)
(2))⊗Bτ
(2)(S−1v
¯(2)
(2))
¯(1)⊗v
¯(1)⊗
⊗τ (2)(S−1v
¯(2)
(2))
¯(2)v
¯(2)
(1)
= τ (1)(S−1v
¯(2)
(3))⊗Bτ
(2)(S−1v
¯(2)
(3))⊗v
¯(1)⊗
⊗(S−1v
¯(2)
(2))v
¯(2)
(1)
= τ(S−1v
¯(2))⊗v
¯(1)⊗1.
Clearly, φ(1) = 1. Furthermore, using Proposition 3.6 we find that for any v ∈ V
∆Rφ(v) = ∆R(τ
(1)(S−1v
¯(2))s(τ (2)(S−1v
¯(2))⊗v
¯(1))
= (τ (1)(S−1v
¯(2))
¯(1)s(τ (2)(S−1v
¯(2))⊗v
¯(1))⊗τ (1)(S−1v
¯(2))
¯(2)
= (τ (1)(S−1v
¯(2)
(1))
¯(1)s(τ (2)(S−1v
¯(2)
(1))⊗v
¯(1))⊗S ◦ S−1v
¯(2)
(2)
= φ(v
¯(1))⊗v
¯(2) = (φ⊗id) ◦ ρR,
hence φ is an equivariant map as required.
Therefore we have constructed the maps θ : φ 7→ ·(id⊗φ) and θ˜ : s 7→ φ, where φ is
given by Eq. (5). We now show that they are inverses to each other. For any s ∈ Γ(E)
and
∑
i∈I ui⊗vi ∈ E we have
(θ ◦ θ˜)(s)(
∑
i∈I
ui⊗vi) =
∑
i∈I
uiθ˜(s)(vi) =
∑
i∈I
uiτ
(1)(S−1vi
¯(2))s(τ (2)(S−1vi
¯(2))⊗vi
¯(1)).
Further, using Proposition 3.6 we find
(σPA ◦∆R⊗Bid⊗id)(
∑
i∈I
uiτ
(1)(S−1vi
¯(2))⊗Bτ
(2)(S−1vi
¯(2))⊗vi
¯(1))
=
∑
i∈I
ui
¯(2)vi
¯(2)
(2)⊗ui
¯(1)τ (1)(S−1vi
¯(2)
(1))⊗Bτ
(2)(S−1vi
¯(2)
(1))⊗vi
¯(1)
= id⊗(·⊗B⊗id⊗id) ◦ (id⊗τ ◦ S
−1⊗id) ◦ (id⊗σV A ◦ ρR)(
∑
i∈I
ui
¯(2)vi
¯(2)⊗ui
¯(1)⊗vi
¯(1)).
10
Since
∑
i∈I ui⊗vi ∈ E we obtain
(σPA ◦∆R⊗Bid⊗id)(
∑
i∈I
uiτ
(1)(S−1vi
¯(2))⊗Bτ
(2)(S−1vi
¯(2))⊗vi
¯(1))
= id⊗(·⊗B⊗id⊗id) ◦ (id⊗τ ◦ S
−1⊗id) ◦ (id⊗σV A ◦ ρR)(
∑
i∈I
1⊗ui⊗vi)
=
∑
i∈I
1⊗uiτ
(1)(S−1vi
¯(2))⊗Bτ
(2)(S−1vi
¯(2))⊗vi
¯(1).
Hence ∑
i∈I
uiτ
(1)(S−1vi
¯(2))⊗Bτ
(2)(S−1vi
¯(2))⊗vi
¯(1) ∈ B⊗BE.
Therefore using the fact that s is a left B-module map and Proposition 3.6 again, we
obtain
(θ ◦ θ˜)(s)(
∑
i∈I
ui⊗vi) = s(uiτ
(1)(S−1vi
¯(2))τ (2)(S−1vi
¯(2))⊗vi
¯(1)) = s(
∑
i∈I
ui⊗vi).
Conversely, for any v ∈ V and equivariant φ : V → P
(θ˜ ◦ θ)(φ)(v) = τ (1)(S−1v
¯(2))θ(φ)(τ (2)(S−1v
¯(2))⊗v
¯(1))
= τ (1)(S−1v
¯(2))τ (2)(S−1v
¯(2))φ(v
¯(1)) = φ(v).
✷
Remark 4.4 There is a certain class of quantum fibre bundles [4, Definition 11] for which
Theorem 4.3 holds even if the antipode S : A → A is not bijective. We consider a left
A-comodule algebra with a coaction ρL : V → A⊗V . We view V as a right A
op-comodule
algebra with a right coaction ρR = (id⊗S) ◦ σAV ◦ ρL, where σAV : A⊗V → V⊗A is a
twist map, and consider a quantum fibre bundle E(B, V,A) associated to P (B,A). In the
case of such a bundle, to each cross-section s we associate a map φ : V → P given by
φ = (·⊗id) ◦ (id⊗Bs) ◦ (τ⊗id) ◦ ρL and proceed as in the proof of Theorem 4.3 to show
that s 7→ φ establishes the required bijective correspondence. ✸
Example 4.5 Let E(B, V,A) be a quantum fibre bundle associated to a trivial quantum
principal bundle P (B,A,Φ). In this case every element of E has the from
∑
i∈I biΦE(vi),
where bi ∈ B and vi ∈ V , and ΦE : V → E, ΦE : v 7→ Φ(S
−1v
¯(2))⊗v
¯(1) [3, Appendix]. The
isomorphisms θ and θ−1 of the proof of Theorem 4.3 read
θ(φ)(
∑
i∈I
biΦE(vi)) =
∑
i∈I
biΦ(S
−1vi
¯(2))φ(vi
¯(1)), θ−1(s)(v) = Φ−1(S−1v
¯(2))s(ΦE(v
¯(1)))
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for any equivariant φ : V → P and s ∈ Γ(E). Notice that the map θ−1(s) obtained in this
way is different from the equivariant map φ discussed in [3, Proposition A6].
If E(B, V,A) is of the type described in Remark 4.4 then S−1 disappears from definitions
of θ and θ−1. Explicitly we have
θ(φ)(
∑
i∈I
biΦE(vi)) =
∑
i∈I
bi(Φ ∗ φ)(vi), θ
−1(s) = Φ−1 ∗ (s ◦ ΦE),
where ∗ denotes convolution product between the maps f : A→ P , g : V → P , given by
f ∗ g = · ◦ (f⊗g) ◦ ρL. ✸
Before we describe an important corollary of Theorem 4.3, we state a lemma that allows
one to view a quantum principal bundle as a quantum fibre bundle.
Lemma 4.6 A quantum principal bundle P (B,A) is a fibre bundle associated to P (B,A)
with the fibre which is isomorphic to A as an algebra and with the coaction ρR = (id⊗S)◦∆
′,
where ∆′ denotes the opposite coproduct, ∆′(a) = a(2)⊗a(1).
Proof. Firstly we show that the total space E of the bundle constructed in the lemma
is equal to Im∆R. We take any u
¯(1)⊗u
¯(2) ∈ Im∆R. Then
∆E(u
¯(1)⊗u
¯(2)) = u
¯(1)⊗u
¯(2)
(3)⊗u
¯(2)
(1)Su
¯(2)
(2) = u
¯(1)⊗u
¯(2)⊗1,
hence u
¯(1)⊗u
¯(2) ∈ E. Conversely, let
∑
i∈I ui⊗a
i ∈ E. Then
∑
i∈I
ui
¯(1)⊗ai(2)⊗ui
¯(2)Sai(1) =
∑
i∈I
ui⊗a
i⊗1.
Applying id⊗ · ◦σA, where σA : A⊗A → A⊗A is a twist map, to both sides of the above
equation we obtain ∑
i∈I
ui⊗a
i =
∑
i∈I
ǫ(ai)ui
¯(1)⊗ui
¯(2),
hence
∑
i∈I ui⊗a
i manifestly lies in Im∆R.
Secondly, we observe that Im∆R ∼= P as algebras, the isomorphism being provided by
the coaction ∆R. Clearly ∆R : P → Im∆R is a surjection. Moreover, if ∆Ru = 0 then
u = (id⊗ǫ)∆Ru = 0, hence ker∆R = {0}. Since ∆R is an algebra map, the isomorphism is
established. Therefore we may identify E with P and P (B,A) is a quantum fibre bundle
as stated. ✷
Corollary 4.7 Cross sections s : P → B of a quantum principal bundle P (B,A) are in
bijective correspondence with the maps φ : A→ P such that ∆Rφ = (φ⊗S)∆
′ and φ(1) = 1.
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Proof. We identify P (B,A) with a quantum fibre bundle E(B,A,A) of Lemma 4.6 and
then apply Theorem 4.3. When the total space E = Im∆R is viewed back as P then the
bijective maps θ, θ˜ come out as θ : φ 7→ id∗φ and θ˜ : s 7→ ·(id⊗Bs)τ . By this identification
we see that we need not assume that the antipode is bijective since S does not enter the
definition of θ˜. On the other hand it also follows from the fact that P (B,A) is a fibre
bundle of the type described in Remark 4.4. One can also check directly that θ, θ˜ provide
the required correspondence. ✷
We notice that if A has a bijective antipode S, the sections of a quantum principal
bundle P (B,A) are in one-to-one correspondence with the maps ψ : A → P such that
ψ(1) = 1 and ∆R ◦ ψ = (id⊗ψ) ◦ ∆. We simply need to define ψ = φ ◦ S
−1, where φ is
given by Corollary 4.7.
Proposition 4.8 Any trivial quantum principal bundle P (B,A,Φ) admits a section. Con-
versely, if a bundle P (B,A) admits a section which is an algebra map then P (B,A) is
trivial with the total space P isomorphic to B⊗A as an algebra.
Proof. A convolution inverse of a trivialisation Φ of a trivial quantum principal bundle
P (B,A,Φ) satisfies the assumptions of Corollary 4.7, hence s = id ∗ Φ−1 is a section of
P (B,A,Φ). Conversely, assume that an algebra map s : P → B is a section of P (B,A).
Clearly, s is a B-bimodule map, hence we can define a linear map Φ : A → P , Φ =
·(s⊗ Bid) ◦ τ . Let φ be a map θ˜(s) constructed in Corollary 4.7. We will show that Φ and
φ are convolution inverses to each other. It will then follow that Φ is a trivialisation of
P (B,A). We have
Φ(a(1))φ(a(2)) = s(τ
(1)(a(1))) τ
(2)(a(1))τ
′(1)(a(2))︸ ︷︷ ︸ s(τ ′(2)(a(2)))
= s(τ (1)(a(1)))s(τ
(2)(a(1))τ
′(1)(a(2))τ
′(2)(a(2)))
= s(τ (1)(a))s(τ (2)(a)) = s(τ (1)(a)τ (2)(a)) = ǫ(a).
The symbol τ ′(1)(a) ⊗ τ ′(2)(a) here denotes the second copy of τ(a) and we have used
Proposition 3.6 to deduce that the expression in the brace is in B. Similarly,
φ(a(1))Φ(a(2)) = τ
(1)(a(1))s(τ
(2)(a(1)))s(τ
′(1)(a(2)))τ
′(2)(a(2))
= τ (1)(a(1))s(τ
(2)(a(1))τ
′(1)(a(2))︸ ︷︷ ︸)τ ′(2)(a(2))
= τ (1)(a(1))τ
(2)(a(1))τ
′(1)(a(2))τ
′(2)(a(2)) = ǫ(a).
As before we have used Proposition 3.6 to deduce that the expression in the brace is in B.
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To prove that P ∼= B⊗A as algebras we consider a map Θ : P → B⊗A, Θ = (s⊗id) ◦
∆R. Clearly, Θ is an algebra map since both s and ∆R are algebra maps. Moreover the
map Θ˜ : P → B⊗A, Θ˜ : b⊗a 7→ bs(τ (1)(a))τ (2)(a) is an inverse of Θ. Explicitly,
Θ ◦ Θ˜(b⊗a) = s(bs(τ (1)(a(1)))τ
(2)(a(1)))⊗a(2) = bs(τ
(1)(a(1)))s(τ
(2)(a(1)))⊗a(2) = b⊗a,
and
Θ˜ ◦Θ(u) = s(u
¯(1))s(τ (1)(u
¯(2)))τ (2)(u
¯(2)) = s(u
¯(1)τ (1)(u
¯(2)))τ (2)(u
¯(2))
= u
¯(1)τ (1)(u
¯(2))τ (2)(u
¯(2)) = u. ✷
Therefore we have obtained the criterion of triviality of a quantum principal bundle
P (B,A) which naturally generalises the classical case. In the classical limit all algebras
are assumed commutative and all maps are algebra maps, hence Proposition 4.8 states
simply that a classical principal bundle is trivial if and only if it admits a cross section.
We also remark that the criterion of triviality of a quantum principal bundle similar
to the one in Proposition 4.8 was proved in [4, Theorem 2] in the case of locally trivial
bundles. The locally trivial bundles used there have total spaces locally isomorphic to the
tensor product algebras B⊗A. We see that using the notion of a translation map we need
not assume that a quantum principal bundle is locally trivial to prove Proposition 4.8. This
fact reflects precisely the classical case in which the local triviality of a principal bundle is
not necessary for validity of a classical version of Proposition 4.8 [12, Section 4.8].
Remark 4.9 We would like to emphasise that the existence of a cross section of a quantum
principal bundle does not necessarily imply that the bundle is trivial. As an example of a
non-trivial quantum principal bundle admitting a cross section we consider the quantum
Hopf fibration SUq(2)(S
2
q , k[Z,Z
−1], π) [3, Section 5.2]. The total space of this bundle is
the quantum group SUq(2), as an algebra generated by the identity and a matrix T =
(tij) =
(
α β
γ δ
)
[9]. The base space S2q ⊂ SUq(2) is a quantum two-sphere [19], defined as
a fixed point subalgebra, S2q = SUq(2)
k[Z,Z−1].
It was shown in [3] that SUq(2)(S
2
q , k[Z,Z
−1], π) is a non-trivial quantum principal
bundle on the quantum homogeneous space S2q . We consider a linear map φ : k[Z,Z
−1]→
SUq(2), given by
φ(1) = 1, φ(Zn) = δn, φ(Z−n) = αn,
for any positive integer n. The map φ satisfies the hypothesis of Corollary 4.7, hence it
induces a cross section s : SUq(2) → S
2
q , s : u 7→ u(1)φ(π(u(2))). One can clearly check,
however, that s is not an algebra map.
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Finally we notice that in the semi-classical limit, q → 1, the quantum principal bundle
SUq(2)(S
2
q , k[Z,Z
−1], π) reduces to the classical Hopf fibration written in terms of algebras
of functions on manifolds. Also in this case the map φ above can be defined and hence the
classical Hopf bundle admits a cross section s in the sense of Definition 4.1. But since s is
not an algebra map, the cross section obtained in this way is not continuous. ✸
5 Vertical Automorphisms of a Quantum Principal
Bundle
Definition 5.1 Let P (B,A) be a quantum principal bundle. Any left B-module auto-
morphism F : P → P such that F(1) = 1 and ∆RF = (F ⊗ id)∆R is called a vertical
automorphism of the bundle P (B,A). The set of all vertical automorphisms of P (B,A) is
denoted by AutB(P ).
Elements of AutB(P ) preserve both the base space B and the action of the structure
quantum group A of a quantum principal bundle P (B,A). AutB(P ) can be equipped with
a multiplicative group structure · : (F1,F2) 7→ F2 ◦ F1. Vertical automorphisms are often
called gauge transformations and AutB(P ) is termed a gauge group.
Proposition 5.2 Vertical automorphisms of a quantum principal bundle P (B,A) are in
bijective correspondence with convolution invertible maps f : A → P such that f(1) = 1
and ∆Rf = (f ⊗ id)AdR.
Proof. Let f be a map satisfying the hypothesis of the proposition. Define a map
F : P → P by F = id ∗ f . We show now that the map F is a vertical automorphism.
First we need to prove that F is a left B-module map. Take any b ∈ B and u ∈ P . Then
F(bu) = bu
¯(1)f(u
¯(2)) = bF(u),
hence the map F is a left B-module map as stated. To show that F is right-invariant we
take any u ∈ P and compute
∆RF(u) = ∆R(u
¯(1)f(u
¯(2))) = u
¯(1)f(u
¯(2)
(3))⊗ u
¯(2)
(1)(Su
¯(2)
(2))u
¯(2)
(4)
= u
¯(1)f(u
¯(2)
(1))⊗ u
¯(2)
(2) = (F ⊗ id)∆Ru.
Finally we have to show that F is invertible. Consider a map F˜ = id ∗ f−1. First we
observe that ∆Rf
−1 = (f−1 ⊗ id)AdR. This implies that F˜ is right-invariant. It is also a
left B-module homomorphism. Now we use the right invariance of F˜ to compute
F ◦ F˜ = F˜ ∗ f = id ∗ f−1 ∗ f = id.
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Similarly, by the right invariance of F we obtain F˜ ◦ F = id. Therefore the map F˜ is an
inverse of F and the first part of the proposition is proven.
Conversely, for any F ∈ AutB(P ) we define a map f : A→ P ,
f = · ◦ (id⊗BF) ◦ τ, (6)
where τ is a translation map. Explicitly f(a) = τ (1)(a)F(τ (2)(a)). The map f is well-
defined since F is a left B-module map. We need to show that f given by Eq. (6) satisfies
the assertion of the proposition. Clearly, f(1) = 1. Next we derive the covariance property
of f . We compute
∆Rf = ∆R ◦ · ◦ (id⊗BF) ◦ τ = (·⊗id) ◦∆
⊗
R ◦ (id⊗BF) ◦ τ
= (·⊗id) ◦ (id⊗BF⊗id) ◦∆
⊗
R ◦ τ = (· ◦ (id⊗BF) ◦ τ⊗id) ◦ AdR = (f⊗id)AdR,
where in the third equality we used that F is an intertwiner, and in the fourth one we
used the assertion 3 of Proposition 3.6.
Consider a map f˜ : A→ P , given by Eq. (6) but with F replaced by its inverse F−1.
We show that the map f˜ is a convolution inverse of f . We have
f˜(a(1))f(a(2)) = τ
(1)(a(1))F
−1(τ (2)(a(1)))τ
′(1)(a(2))︸ ︷︷ ︸F(τ ′(2)(a(2))).
Using the assertions 1 and 2 of Proposition 3.6 we can easily see that the expression in
the brace is in B. Since F is a left B-module map we obtain
f˜(a(1))f(a(2)) = τ
(1)(a(1))F
(
F−1(τ (2)(a(1)))τ
′(1)(a(2))τ
′(2)(a(2))
)
= τ (1)(a)τ (2)(a) = ǫ(a).
To derive the second and third equalities we used the assertion 4 of Proposition 3.6.
Similarly one proves that f ∗ f˜ = ǫ.
Therefore we have established the correspondence between the vertical automorphisms
and normalised, convolution invertible, AdR-covariant maps f : A→ P . We need to prove
that this correspondence is bijective. Denote by θA the map f 7→ id ∗ f , and by θ˜A the
map F 7→ f , where f is given by Eq. (6). We will show that θ˜A is an inverse of θA. We
have
θ˜A ◦ θA(f(a)) = θ˜A(id ∗ f)(a) = τ
(1)(a)(id ∗ f)(τ (2)(a)),
where τ (1)(a)⊗τ (2)(a) ∈ χ−1(1⊗a). But since τ (1)(a)τ (2)(a)
¯(1)⊗τ (2)(a)
¯(2) = 1⊗a, we obtain
τ (1)(a)(id ∗ f)(τ (2)(a)) = τ (1)(a)τ (2)(a)
¯(1)f(τ (2)(a)
¯(2)) = f(a),
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hence θ˜A ◦ θA(f) = f .
Conversely, take any F ∈ AutB(P ). Then
θA ◦ θ˜A(F(u)) = u
¯(1)τ (1)(u
¯(2))︸ ︷︷ ︸F(τ (2)(u ¯(2))),
for any u ∈ P . Using Proposition 3.6 we see that the expression in the brace is in B,
hence, because F is a left B-module map,
θA ◦ θ˜A(F(u)) = F(u
¯(1)τ (1)(u
¯(2))τ (2)(u
¯(2))) = F(u
¯(1)ǫ(u
¯(2))) = F(u).
Therefore the map θA has an inverse and the proposition is proven. ✷
It is easily seen from the proof of Proposition 5.2 that maps f : A→ P form a group
with respect to the convolution product. This group is denoted by A(P ). In the classical
case Proposition 5.2 allows one to interpret vertical automorphisms as cross sections of
an associated adjoint bundle. This is because the elements of A(P ) are in bijective corre-
spondence with such cross sections by Proposition 4.7. In the general, non-commutative,
situation there is no associated adjoint bundle and hence such an interpretation of ver-
tical automorphisms is not possible. Still, as in the case of ordinary principal bundles,
Proposition 5.2 implies the following:
Corollary 5.3 AutB(P ) ∼= A(P ) as multiplicative groups.
Proof. In the proof of Proposition 5.2 we have defined the bijective map θA : A(P ) →
AutB(P ), θA : f 7→ id ∗ f . We need to show that θA is a group homomorphism. We take
any f1, f2 ∈ A(P ) and compute
θA(f1 ∗ f2) = id ∗ f1 ∗ f2 = id(θA(f1)) ∗ f2 = θA(f2) ◦ θA(f1) = θA(f1)θA(f2).
From the proof of Proposition 5.2 it is clear that θA(f
−1) = θA(f)
−1. Furthermore,
θA(1ǫ) = id ∗ ǫ = id, hence the map θA is a group homomorphism. ✷
Now we examine some properties of vertical automorphisms in the case of a trivial
quantum principal bundle. In particular we identify vertical automorphisms of P (B,A,Φ)
with gauge transformations.
Theorem 5.4 Let P (B,A,Φ) be a trivial quantum principal bundle. Then the groups
AutB(P ), A(P ), and the gauge group A(B) are isomorphic to each other. If A and B are
finite dimensional then the above groups are isomorphic to the group R(B) of all invertible
elements v ∈ B ⊗A∗ such that (id⊗ ǫ)v = 1.
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Proof. We prove the theorem in three steps.
1. Aut(P ) ∼= A(P ). This isomorphism has already been proven in Corollary 5.3. We
remark only that the map θ˜A : AutB(P )→ A(P ), defined in the proof of Proposition 5.2
has the following simple form θ˜A : F 7→ Φ
−1 ∗ (F ◦ Φ).
2. A(P ) ∼= A(B). For any γ ∈ A(B) we consider a map θB(γ) : A→ P given by
θB(γ) = Φ
−1 ∗ γ ∗ Φ.
It is clear that the map θB(γ) is convolution invertible and is such that θB(γ)(1) = 1, and
also
∆RθB(γ) = (θB(γ)⊗ id)AdR,
hence θB(γ) ∈ A(P ). Now we show that the map θB : A(B) → A(P ) is a group homo-
morphism. Take any γ1, γ2 ∈ A(B), then
θB(γ1 ∗ γ2) = Φ
−1 ∗ γ1 ∗ γ2 ∗ Φ = Φ
−1 ∗ γ1 ∗ Φ ∗ Φ
−1 ∗ γ2 ∗ Φ = θB(γ1) ∗ θB(γ2).
To complete the proof of the isomorphism it remains to construct an inverse of θB. Consider
a map θ˜B : A(P )→ Lin(A, P ) given by
θ˜B(f) = Φ ∗ f ∗ Φ
−1,
for any f ∈ A(P ). It is clear that for each f ∈ A(P ), θ˜B(f) is a convolution invertible
map such that θ˜B(f)(1) = 1. Moreover,
∆Rθ˜B(f)(a) = Φ(a(1))f(a(3))
¯(1)Φ−1(a(5))⊗ a(2)f(a(3))
¯(2)Sa(4)
= Φ(a(1))f(a(4))Φ
−1(a(7))⊗ a(2)(Sa(3))a(5)Sa(6) = θ˜B(f)(a)⊗ 1.
This proves that θ˜B(f) ∈ A(B). It is now immediate that θ˜B is an inverse of θB. Explicitly,
(θ˜B ◦ θB)(γ) = θ˜B(Φ
−1 ∗ γ ∗ Φ) = γ,
and
(θB ◦ θ˜B)(f) = θB(Φ ∗ f ∗ Φ
−1) = f.
Therefore the required isomorphism holds.
3. Finally we prove that if both A and B are finite dimensional algebras, then A(B) ∼=
R(B). We consider a map θR : R(B)→ Lin(A,B),
θR : v =
∑
i∈I
vi ⊗ vi 7→ γv =
∑
i∈I
< vi, · > v
i,
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where < , >: A∗ ⊗A→ k denotes the natural pairing. It is clear that for each v ∈ R(B),
γv(1) = 1, since
γv(1) =
∑
i∈I
< vi, 1 > v
i = (ǫ⊗ id)v = 1.
Also, γv is a convolution invertible map with the convolution inverse γ
−1
v = γv−1 . Explicitly
we have
γv ∗ γv−1(a) =
∑
i,j∈I
< vi, a(1) >< v˜j, a(2) > v
iv˜j =
∑
i,j∈I
< viv˜j, a > v
iv˜j
= < 1, a >= ǫ(a),
where v−1 =
∑
j∈I v˜
j ⊗ v˜j . Similarly one shows that γv−1 ∗ γv = ǫ. Therefore for each v ∈
R(B), we have that γv ∈ A(B). Now we need to prove that θR is a group homomorphism.
For any v, w ∈ R(B) we compute
γv(a(1))γw(a(2)) =
∑
i,j∈I
〈vi, a(1)〉v
i〈wj, a(2)〉w
j =
∑
i,j∈I
〈viwj, a〉v
iwj = γvw(a).
For an inverse of θR we take a map θ˜R : A(B) → R(B) defined as follows. Let
{bβ; β ∈ B} be a basis of B. Then for any γ ∈ A(B) and any a ∈ A we can write
γ(a) =
∑
β∈B
γβ(a)b
β ,
where γβ(a) ∈ k are uniquely determined. Each γβ may be regarded as an element of A
∗
such that γβ(a) = 〈γβ, a〉, for any a ∈ A. Since γβ are uniquely determined we can define
a map
θ˜R : γ 7→
∑
β∈B
bβ ⊗ γβ.
These are the elementary facts that if γ ∈ A(B), then θ˜R(γ) ∈ R(B) and that θ˜R is an
inverse of θR.
This completes the proof of the theorem. ✷
Therefore Theorem 5.4 allows one to interpret a vertical automorphism of a (locally)
trivial quantum principal bundle as a change of local variables and truly as a gauge trans-
formation of a trivial quantum principal bundle. Furthermore it gives a geometric in-
terpretation of a universal R-matrix of a quasitriangular Hopf algebra H [7] as a gauge
transformation of the quantum frame bundle D(H)∗(H,A) [3, Example 5.6], with a total
space dual to Drinfeld’s double D(H) and the structure quantum group A = H∗ (cf. [2,
Section 5.7.2]).
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Gauge transformations have also a natural interpretation in terms of isomorphisms of
crossed product algebras. Recall from [3, 2] that a total space P of a trivial quantum
principal bundle P (B,A,Φ) is isomorphic to B ⊗ A as a vector space. Define the crossed
product algebra BΦ×A by equiping B ⊗A with a multiplication
(b1 ⊗ a
1)(b2 ⊗ a
1) = b1Φ(a
1
(1))b2Φ(a
2
(1))Φ
−1(a1(2)a
2
(2))⊗ a
1
(3)a
2
(3).
Then P ∼= BΦ×A as algebras. The isomorphism is given by θΦ : u 7→ u
¯(1)Φ−1(u
¯(2)
(1)) ⊗
u
¯(2)
(2). The following proposition is a special case of the result of Doi [6] (see also [15,
Proposition 4.2]).
Proposition 5.5 Let P (B,A,Φ) be a trivial quantum principal bundle. Let for any trvial-
isation Ψ of P (B,A,Φ), ΘΨ : BΨ×A→ BΦ×A be a crossed product algebra isomorphism
such that ΘΨ |B= id and ∆RΘΨ = (ΘΨ ⊗ id)∆R. Then there is a bijective correspon-
dence between all isomorphisms ΘΨ corresponding to all trivialisations Ψ and the gauge
transformations of P (B,A,Φ).
6 An Example
In this section we consider the simplest example of a trivial quantum principal bundle for
which the gauge group can be computed explicitly. This example serves as an illustration
of the considerations of the previous section and in particular of the use of Theorem 5.4
in computations of the gauge group. It also shows that the quantum gauge group A(B)
of a classical trivial principal bundle is much bigger than the classical gauge group of this
bundle. We assume that k = C.
Proposition 6.1 Let B be an M-dimensional semisimple algebra with unit and let A =
C[G] be a group algebra of a finite group G of N elements. Let ρl , l = 0, . . . , L − 1 be
all non-equivalent irreducible representations of B. Then for any trivial quantum principal
bundle P (B,A,Φ),
A(B) ∼= G ⊕ G ⊕ . . .⊕ G︸ ︷︷ ︸
N−1
,
where
G = {b ∈ B; b is invertible in B} = {b ∈ B;
L−1∏
l=0
det ρl(b) 6= 0}. (7)
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Proof. Since the gauge group depends only on A and B it suffices to consider the case
P = B ⊗ A. Let b0 = 1, b1 . . . , bM−1 be a basis of B, and g0 = 1, g1, . . . , gN−1 be elements
of G. Assume that the multiplication in B is given by
bibj =
∑
k=0
Nkijbk, N
k
ij ∈ C. (8)
First we show that the gauge group A(B) is a direct sum of identical groups. Let γ ∈ A(B)
be given by γ(gk) =
∑M−1
i=0 a
i
kbi, for some a
i
k ∈ C. By Theorem 5.4 there is a unique vertical
automorphism F : B ⊗A→ B ⊗A, canonically associated to γ. Since all generators of A
are group-like F can be easily computed,
F(bi ⊗ gk) =
M−1∑
j,l=0
ajkN
l
ijbl ⊗ gk.
Since F does not act on elements of G, for each k = 0, . . . , N − 1, it may be regarded as
a linear automorphism of B. Noting that for k = 0, F is the identity map we thus obtain
A(B) ∼= AutB(B ⊗ A) = G ⊕ G ⊕ . . .⊕ G︸ ︷︷ ︸
N−1
,
where G may be identified with a group of all non-singular M × M matrices F (a) =
(F (a)ji )
M−1
i,j=0 with the entries
F (a)ji =
M−1∑
k=0
akN jik.
Next we observe that the map F : B → End(B), F :
∑M−1
i=0 a
ibi 7→ F (a) is a right regular
representation of B. Since B has a unit F is an algebra isomorphism. Therefore the matrix
F (a) is non-singular if and only if
∑M−1
i=0 a
ibi is invertible. This gives the first description
of G. Secondly we observe that because B is semisimple F is completely reducible and
it contains every irreducible representation of B at least once. Therefore detF (a) 6= 0 iff∏L−1
l=0 det ρl(
∑M−1
i=0 a
ibi) 6= 0. This establishes the second description of G. ✷
Example 6.2 Let P = C[ZMN ] ≡ C[1, g]/(g
MN − 1) and A = C[ZN ] ≡ C[1, h]/(h
N − 1)
have the standard Hopf algebra structure, i.e. ∆g = g⊗ g, ∆h = h⊗h etc. Define a Hopf
algebra projection π : P → A, π : g 7→ h. Let ∆R : P → P ⊗ A be a right coaction given
by a pushout ∆R = (id ⊗ π) ◦ ∆. Then B = P
A is a subalgebra of P as a vector space
spanned by {1, gN , . . . , gN(M−1)} and hence is isomorphic to C[ZM ]. B is a semisimple
algebra with unit as a group algebra. Clearly P (B,A, π) is a trivial quantum principal
bundle on the homgeneous space B with trivialisation given by Φ0 : A→ P , Φ0 : h
n 7→ gn,
0 ≤ n ≤ N − 1.
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Since B is a commutative algebra all the irreducible representations ρk, k = 0, . . . ,M−1
of B are one dimensional,
ρk(g
mN) = e
2pikm
M
i. (9)
Therefore b = amg
mN is an element of G iff ∀k ∈ {0, . . . ,M − 1},
∑M−1
m=0 ame
2pikm
M
i 6= 0.
To gain the further inside into the structure of G we consider the group homomorphism
ρ : G → (C∗)M = C∗ ⊕ . . .⊕C∗, ρ : b 7→ (ρ0(b), . . . , ρM−1(b)). Let b =
∑M−1
m=0 amg
mN and
ck =
∑M−1
m=0 ame
2pikm
M
i = ρk(b). Clearly the map ρ is injective. It is also surjective since the
Vandermonde determinant det(e
2pikm
M
i)M−1k,m=0 is non-zero. Therefore ρ is an isomorphism of
multiplicative groups, G ∼= (C∗)M , and A(B) = (C∗)M(N−1).
Using the properties of the Vandermonde determinants [17, pp. 322 and 333] one easily
finds that the inverse of ρ, ρ−1 : (c0, . . . , cM−1) 7→
∑M−1
m=0 amg
mN is given by
am=(−1)
m
M−1∑
k=0
M−1∏
j=0
j 6=k
(
e2pi
j
M
i − e2pi
k
M
i
)−1∑
m
δ0mkck exp
(
2πi
1
M
M−1∑
l=1
lml
)
, (10)
where the second sum runs over all sequences m = (m0, . . . , mM−1), ml = 0, 1, such that
m0 + . . .+mM−1 =M − 1−m.
The quantum principal bundle discussed in this example may serve as an illustration
of the fact that the quantum gauge group A(B) of a classical principal bundle is much
bigger that the classical gauge group Aalg(B), whose elements are algebra maps A→ B.
To compute Aalg(B) we notice first that a gauge transformation γ ∈ Aalg(B) is fully
determined by its action on h, hence A(B)alg may be identified with a subgroup of
G = (C∗)M . Secondly γ(h)N = 1 because γ is an algebra map. When γ is viewed as
(c0, . . . , cM−1) ∈ (C
∗)M via the isomorphism ρ, the condition γ(h)N = 1 is equivalent to
cNk = 1. Hence each ck is an element of ZN viewed as a multiplicative subgroup of C
∗ by
ZN ∋ n 7→ e
2pini/N ∈ C∗. Therefore
Aalg(B) ∼= ZN ⊕ ZN ⊕ . . .⊕ ZN︸ ︷︷ ︸
M
.
Finally we can show that the bundle P (B,A, π) of Example 6.2 is a classical trivial
bundle in the sense that it admits a trivialisation which is an algebra map. Classifying all
such trivialisations we classify all cross-sections of P (B,A, π) which are algebra maps by
Proposition 4.8.
The algebraic trivialisation Φ is fully determined by its action on h and also it must be
related to Φ0 by a gauge transformation. Therefore we must have Φ(h) =
∑M−1
m=0 amg
mN+1,
for some am ∈ C. The trivialisation Φ is an algebra map if and only if Φ(h)
N = 1.
22
This condition may be easily solved if we first notice that it must be satisfied in all
representations ρk and then linearise obtained system of equations by taking its N -th
root. As a result we obtain the NM systems of M linear equations parametrised by the
sequences (n0, . . . , nM−1), nk = 0, . . . , N −1. Each such system may be easily solved using
the properties of the Vandermonde determinants. We obtain
am=(−1)
m
M−1∑
k=0
M−1∏
j=0
j 6=k
(
e2pii
j
M − e2pii
k
M
)−1∑
m
δ0mk exp
(
2πi
(
1
M
M−1∑
l=1
lml +
nk
N
−
k
MN
))
,
where the range of the second sum is over all sequences m = (m0, . . . , mM−1) as in (10).
We notice that for some choices ofM and N , for exampleM = N = 2, there are no real
solutions am to the equation Φ(h)
N = 1. Therefore in these cases the bundle P (B,A, π)
can be considered as a classical trivial bundle over C and as a trivial quantum bundle and
nontrivial classical bundle over R. ✸
Remark 6.3 Interesting examples of commutative semisimple algebras B come from the
fusion rings of algebraic quantum field theories. A fusion ring is a ring with involution
generated by bi subject to the relation (8) with N
k
ij ∈ Z. To each bi one can associate a non-
negative number d(bi) which has a meaning of a quantum dimension of a representation
of an internal braided (or quasi-quantum) symmetry group, corresponding to bi. By the
theorem of Rehren [20, Proposition 3.3] an element bi of a fusion ring is invertible iff
d(bi) = 1. We can extend fusion ring to an algebra B over C and we can extend linearly
the function d to B. Therefore for such an algebra B, all elements of G have non-zero
quantum dimension. The representation theory of fusion algebras is well-understood in
many cases, hence in all those cases G can be explicitly determined.
The algebra B of Example 6.2 is a fusion algebra of rational gaussian models of con-
formal field theory [22].‡ ✸
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