In this paper, we give corrected and improved definitions of the sets S and ∆ compared to [1] . By using these new definitions, we go throughout the proof of the main result in [1], and we correct it.
Introduction
where h j := min{i|d i−j+1 < g i }, j = 1, . . . , s, then we say that g is majorized by d and a. This type of majorization we call the generalized majorization, and we write
Notice that, if (3) is satisfied, then (2) is equivalent to the following: (1) and (4). Let u be such that h j < u ≤ h j+1 , for some j ∈ {0, . . . , s} (h 0 := 0, h s+1 := m + s + 1). Then the following is also valid: 
In [1] we have studied the following problem: 
Find necessary and sufficient conditions for the existence of a partition g = (g 1 , . . . , g m+s ), such that g ≺ ′ (c, b) and g ≺ ′ (d, a).
By Proposition 2.6 in [1] from now on we shall consider partitions c and d such that c i = d j for all i = 1, . . . , n, and all j = 1, . . . , m.
Although we have solved Problem 1 in Theorem 5.1 from [1] , the solution strongly uses the definition of the sets S and ∆ from [1] , which is not correct for all the values of q j and q ′ j . In this errata we are fixing all the problems in the definition of the sets S and ∆ in [1] , and we give new, correct necessary and sufficient conditions for Problem 1.
Partitions and their properties
Let s, m, n and k be positive integers such that m + s = n + k.
In this paper we shall consider partitions of integers: a = (a 1 , . . . , a s ) (6) 
where c i = d j , for all i = 1, . . . , n and j = 1, . . . , m. We assume that
Denote by u the union of partitions . . , b k ). In the definition of e i 's, if d i = a j , then let i j = min{i|d i = a j }, and let u = min{i|a i = a j }, and v = max{i|a i = a j }. Then we put e i j +u−1 = a u , e i j +u = a u+1 , . . . ,
For any sequence of integers y 1 , . . . , y w we put s i=r y i = 0 if r > s. Moreover for any such sequence, we assume y i = +∞, for i ≤ 0, and y i = −∞, for i > w.
New, improved definition of the sets S and ∆
In this section we improve the definition of the sets S and ∆ given in [1] . This is the main feature of this errata. After introducing these new and improved definitions, we are left with adjusting the main result in [1] , which will be done in the sequel sections.
Definition 3 Definition of the sets S and ∆ is given inductively. We start by putting S and ∆ to be empty sets, and then we fill them in the following way, step by step:
We start by choosing the smallest element in u. If there are equals among c i 's or d i 's, we always first choose the element with the largest index (note that we are assuming c i = d j for all i = 1, . . . , n and j = 1, . . . , m).
-If the chosen element belongs to d, say d j , then we calculate
Next we check the following:
and if d j belongs to the smallest
e i 's bigger than c l , then we put j / ∈ ∆, (b) otherwise we check the inequality
If the equation (13) is satisfied, then we put j / ∈ ∆, and if the equation (13) is not satisfied then we put j ∈ ∆.
If the chosen element belongs to c, say c j , then we have the dual definition, i.e. we consider
In addition, we also formally define
= n, and we extend definitions of m ′ j , t ′ j and z ′ j to the case j = 0:
Analogously, we also formally define c 0 := c 0 = +∞, c h ′ +1 := −∞, t h ′ +1 = s + 1, z h ′ +1 = m, and we extend definitions of m j , t j and z j to the case j = 0:
Also, by Definition 3 we have t ′ h = k and t h ′ = s.
Definition 5 For y ∈ {0, . . . , h ′ } we define:
For x ∈ {0, . . . , h} we define:
From Definitions 4 and 5 we directly obtain:
Now we can re-write the conditions (11), (13), (15) and (17) in Definition 3 in the following way:
and condition (11) becomes
and (13) is equal to
Analogously, for c j , j ∈ {1, . . . , n}, let l ′ ∈ {0, . . . , h} be such that and (17) is equal to
Auxiliary lemmas
In the following section we give auxiliary lemmas which are used in the proof of the main result. In fact, some of these lemmas coincide with lemmas from [1] . However, since we have changed definition of the sets S and ∆, we have to prove them again. This is done for Lemmas 4.1 (4.2), 4.3 (4.4), 4.5 and 4.6. Also, Lemmas 4.7 and 4.8 in [1] are now included in the definition of the sets S and ∆, while Lemmas 4.9 and 4.10 are included in Lemma 2. The rest of the lemmas in [1] are not correct or necessary anymore.
In the rest of the paper we shall use the notation from Problem 1 and from Definitions 3, 4 and 5.
Proof: Since j + 1 ∈ ∆, we have q j = q j+1 . From the definition of ∆, there are two possibilities: either q j+1 > s, and then q j > s, i.e. j ∈ ∆, as wanted; either (13) is not valid for d j+1 , in which case we trivially obtain that it is not valid for d j as well. Hence j ∈ ∆, as wanted.
Completely analogously we have the dual result:
Proof: By Definition 4, together with Lemmas 3 and 4, we obtain
Dually, we have Lemma 6 [1, Lemma 4.5] Let j ∈ S. Let i ∈ {1, . . . , h ′ } be such that c j = c i and let x ∈ {0, . . . , h} be such that d x > c j > d x+1 . Then
To proceed we also need the following lemma from [2] :
Proof: Indeed, if t y < 0 then :
The last means that d z y+1 −wy is among the smallest m y+1 − t y+1 + 1 e i 's larger than c y+1 . Since, by Lemma 12, we have that q z y+1 −wy ≤ s, by the part (a) of the definition of the set ∆, we conclude z y+1 − w y / ∈ ∆, which is a contradiction by the definition of w y . Hence t y ≥ 0, as wanted.
Dually, we have
Lemma 9 Let j ∈ {1, . . . , n} be such that j ∈ S. Let x ∈ {0, . . . , h} be such that
Proof: If any of the sets S or ∆ is empty, we directly get that t 0 ≥ 0. If none of the sets S and ∆ is empty, we have that if
Lemmas 5, 6 and 10 together give:
The numbers z i + t i for i = 1, . . . , h ′ , and z ′ i + t ′ i for i = 1, . . . , h, are all distinct. In addition,
Novel lemmas
Next, we give two new lemmas comparing to [1] . They will play important role in the main result:
Lemma 12 Suppose that c h ′ ≥ a s , and let j ∈ {1, . . . , m} be such that
Proof: Before proceeding note that by the definition of
The rest of the proof goes by the induction on j.
We shall prove that then q j ≤ s.
By definition (10), we have that if q j+1 < s, then q j ≤ s. So the only case we are left to consider is when q j+1 = s.
Let y ∈ {0, . . . , h ′ − 1} be such that c y > d j+1 > c y+1 , and let
We shall prove that j + 1 ∈ ∆, and then by definition (10) will follow q j ≤ q j+1 = s, as wanted.
Since t y+1 = q j+1 − γ = s − γ, and m y+1 ≤ s − 1 (since c h ′ ≥ a s ), we have m y+1 − t y+1 + 1 ≤ γ, so by the definition of γ we have that d j+1 doesn't satisfy part (a) of the definition of the set ∆. So we are left with checking the condition (b) of the definition of the set ∆, i.e. we are left with checking
Let
On the other hand, q j+1 = s gives
Then (25) and (26) together give
Therefore
as wanted. Then by Lemma 7 we get (24). Thus, we have proved that j + 1 ∈ ∆, and so q j ≤ q j+1 = s, as wanted.
Dually, we get :
As direct corollaries of Lemmas 12 and 13, we have
Proof: We shall prove (27), and (28) follows dually. First note that there are no i / ∈ ∆ such that c h ′ −1 > d i > c h ′ . Indeed, suppose on the contrary that j ∈ {1, . . . , m} is the largest such index. Since
, then let j be the smallest such index and let p ∈ {y, . . . , h ′ − 2} be such that c p > d j > c p+1 . Then t p = q j , and so by Lemma 12 t y = t p − (p − y) = q j − (p − y) < s − (p − y) ≤ s, as wanted.
A partition mutually generally majorized by two pairs of partitions
Consider the partitions a, d, b and c as in (6)- (9). In this subsection we shall assume that there exists a partition g = (g 1 , . . . , g m+s ), such that
Under this assumption, we prove the following four lemmas (all together they correct and prove analogous results to Lemmas 5.2, 5.3, 5.4 and 5.5. from [1] ):
Lemma 14 Let a, d, b, c and g be partitions which satisfy (29). Then
as well as
Proof: We shall prove that c h ′ ≥ g z h ′ +s and c h ′ ≥ a s , and the proof of d h ≥ g z ′ h +k and d h ≥ b k goes completely dually, by changing the roles of the partitions c and d, as well as a and b, respectively.
If z h ′ < m, then c h ′ = c n−α+1 for some 1 ≤ α ≤ n, and z h ′ = m − β, for some 1 ≤ β ≤ m. Then we have that i / ∈ S for n − α + 1 < i ≤ n, and j ∈ ∆ for m − β < j ≤ m.
Since n − α + 1 ∈ S, from the definition of the set S (part (a)) we have that the index n − α + 1 does not belong to the
Also, since n − α + 1 ∈ S by the part (b) of the definition of the set S (since
Now, let us suppose the opposite from what we need to prove, i.e. that c h ′ < g z h ′ +s . Last is equivalent to c n−α+1 < g m−β+s . Thus, by defini- 
Since u ≥ k + α − β, from (32) we have that
which together with (35) gives
which contradicts (33). Thus, c h ′ ≥ g z h ′ +s . Now, let us prove that c h ′ ≥ a s . Let j ∈ {0, . . . , s}, be such that 
Equations (1) and (37) together with c h ′ ≥ g z h ′ +s give
If j = s, (38) becomes c h ′ ≥ d z h ′ which is a contradiction by the definition of z h ′ . On the other hand if j < s, then (38) gives
i.e. c h ′ ≥ a s , as wanted.
Lemma 15 Let a, d, b, c and g be partitions which satisfy g ≺ ′ (d, a). Suppose that c h ′ ≥ a s . Let j ∈ {1, . . . , m} be such that j ∈ ∆. Let y ∈ {0, . . . , h ′ } be such that c y > d j > c y+1 .
Proof: If y = h ′ , we have that t y = t h ′ = s, and so (39) becomes d j ≥ g j+s , which follows from g ≺ ′ (d, a) .
So, from now on, we assume 0 ≤ y ≤ h ′ − 1. Since c h ′ ≥ a s , by (27) we have t y < s. Also, by Lemma 8 we have that t y ≥ 0. Therefore, we have 0 ≤ t y < s. We shall prove that
where h ty+1 = min{u|d u−ty < g u }.
If (40) is valid then d u ≥ g u+ty , for u + t y < z y+1 + t y+1 , i.e. u ≤ z y+1 + t y+1 − t y − 1 = z y+1 − w y , thus proving the lemma.
Let suppose the opposite to (40), i.e. let h ty +1 ≤ z y+1 + t y+1 − 1. Let u ∈ {1, . . . , s} be such that h u < z y+1 + t y+1 ≤ h u+1 . Then u ≥ t y + 1 and since g ≺ ′ (d, a) , by the definition of the generalized majorization, and by Lemma 1, we have:
By the assumptions of the lemma, we have
Inequalities (41) and (42), together give
Since z y+1 − w y ∈ ∆, and since q z y+1 −wy = t y + 1 ≤ s , we have that d z y+1 −wy does not satisfy the condition from the part (b) of the definition of the set ∆:
which further gives
Last equation together with (43) give
Since u ≥ t y + 1 and t y = t y+1 − 1 + w y , we have
Note that there is the same number of summands on the left and the right hand side in (44). Since z y+1 − w y ∈ ∆, we know that d z y+1 −wy does not belong to the smallest m y+1 − t y+1 + 1 e i 's larger than c y+1 . Therefore m y+1 − t y+1 + 1 ≤ w y + ♯{i|d z y+1 −wy > a i > c y+1 }, i.e. ♯{i|a i ≥ d z y+1 −wy } ≤ t y . This is equivalent to d z y+1 −wy > a ty+1 , and so the smallest summand on the LHS of (44) is larger then the largest summand on the RHS, which gives a contradiction. Thus (40) is valid, and so we have proved our lemma.
Dually, we have:
Lemma 16 Consider partitions a, b, g, d, and c. Let g ≺ ′ (c, b). Suppose that d h ≥ b k . Let j ∈ {1, . . . , n} be such that j ∈ S. Let x ∈ {0, . . . , h} be such that
Next, we shall unify results from Lemmas 14 -16 and proving that if there exists a partition g satisfying g ≺ ′ (d, a) and g ≺ ′ (c, b), that then g i 's are bounded above by c i 's with i ∈ S and d j 's with j ∈ ∆. More precisely, we have:
Lemma 17 Let a, d, b, c and g be partitions which satisfy (29). Then
Proof: Before proceeding, by (29) and by Lemma 14 we have that c h ′ ≥ a s and d h ≥ b k . Thus, we can apply Lemmas 15 and 16.
Next, we note that (47) can be written in the following (equivalent) way: Since d i corresponds to d j for some j ∈ {1, . . . , m}, (i.e. d i = d j ), let y ∈ {0, . . . , h ′ } be such that c y > d j > c y+1 . Then by Lemma 5 (47) can be equivalently written as
We can rewrite (46) analogously: if c i corresponds to c j (i.e. c i = c j ), for some j ∈ {1, . . . , n}, let x ∈ {0, . . . , h} be such that d x > c j > d x+1 . Then (46) can be equivalently written as
We shall prove inequalities (46) and (47) together and by induction. More precisely, let A be the union of {c i |i = 1, . . . , h ′ } and {d i |i = 1, . . . , h}. Then the goal is to prove that each element of A is larger or equal than certain g l , for appropriate index l in accordance with (46) and (47). We shall prove these inequalities by induction on the elements of A by starting from the smallest element of A. In the process we observe the equal elements of A in the order determined by the indices of c i and d i , i.e. if for some i we have c i = c i+1 we shall first prove it for c i+1 and then for c i (recall that we are assuming that there no i and j with c i = d j ). Now, the base of induction is to prove the inequalities (46) and (47) The induction step is proved in Lemmas 15 and 16. Lemma 15 solves the case when the element from A is d i for some i ∈ {1, . . . , h}, and it proves that (47) is valid for that d i , if the inequalities (46) and (47) hold for all elements of A smaller than d i .
Lemma 16 solves the case when the element from A is c i for some i ∈ {1, . . . , h ′ }, and it proves that (46) is valid for that c i , if the inequalities (46) and (47) hold for all elements of A smaller than c i .
Therefore, together with the above base of induction, Lemmas 15 and 16, prove the inequalities (46) and (47).
Main result
Now we can give our main result. It is very similar to the result in [1] , but here we cover all the possible cases, some of which were missing in [1] : Theorem 2 Let a, d, b and c be partitions as in (6)-(9). There exists a partition g = (g 1 , . . . , g m+s ), such that
if and only if the following conditions are valid
A proof of the main result is given in the sequel sections. In Section 5 we prove the necessity of conditions (i) and (ii), and in Section 6 we prove their sufficiency.
Necessity of conditions (i) and (ii)
Let us assume that there exists a partition g such that
Then we shall prove that conditions (i) and (ii) hold.
Before proceeding, we note that for all j such that c h ′ > d j , we have q j > s and thus j ∈ ∆. So we have
Also, for all j such that d h > c j , we have q ′ j > k and thus j ∈ S. So we have
Let y ∈ {1, . . . , h ′ } be such that t y ≤ m y . Let u ∈ {0, . . . , s} be such that , a) , by the definition of the generalized majorization, and by Lemma 1, we have
Together with Lemma 17 this gives
We need to consider three cases:
For each of the cases we can write (52) in the following form (for all details see the proof of formula (5.26) in [1] ):
which is exactly the condition (i).
Completely analogously, by changing roles of c and b with d and a, respectively, we obtain the dual result, i.e. we prove condition (ii). This finishes the proof of the necessity of conditions.
Sufficiency of conditions (i) and (ii)
Suppose now that conditions (i) and (ii) are valid. In this section we shall define a partition g which satisfies
This is done in two steps. First, in Section 6.2 we define a partitionḡ that satisfiesḡ
and then, in Section 6.3 we define the wanted partition g by adjusting the partitionḡ by decreasing some of its elements such that instead of (57) it satisfies (56).
Auxiliary conditions
Before proceeding, we shall prove that conditions (i) and (ii) imply
and
First note that inequality c h ′ ≥ a s is equivalent to m h ′ < t h ′ = s, and
h +k , which is a contradiction. Therefore c h ′ ≥ a s and d h ≥ b k , as wanted.
Next, we shall prove (59) -the inequality (60) is obtained completely dually.
Let (i) and (ii) be valid. First we suppose that there are no i ∈ {1, . . . , m} such that i / ∈ ∆. Then by the definition we have t 0 = s − h ′ and t i = t i−1 + 1 = t 0 + i, i = 1, . . . , h ′ . If m i < t i for all i ∈ {1, . . . , h ′ }, then by the definition of m i we have c i ≥ a t i = a t 0 +i , and thus
which is precisely (59) in this case.
If there is i ∈ {1, . . . , h ′ } for which m i ≥ t i , then let y ∈ {1, . . . , h ′ } be the minimal such index. Then condition (i) for c y gives
Among e i 's on the LHS there can be no d i , since by the part (a) of the definition of the set ∆, we would have that those i / ∈ ∆, contradicting the assumption that there are no such indices. Therefore those e i 's are precisely a ty , . . . , a my (note that t y = t 0 + y ≥ y > 0, by condition (i)), and so (61) is equal to
Since for all i = 1, . . . , y − 1 we have m i + 1 ≤ t i = t 0 + i, from the definition of m i , we have c i ≥ a t 0 +i , for i = 1, . . . , y − 1. This together with (62) prove (59) in this case. Now suppose that there exists i ∈ {1, . . . , m} such that i / ∈ ∆. Let j be the minimal such index. By the definition of the set ∆, we have that q j ≤ s, and thus, by the definition of q j , we conclude that S is nonempty.
Since all d i < c h ′ satisfy i ∈ ∆, there exists y ∈ {1, . . . , h ′ } such that
Then by the definition of j we have j = z y − w y−1 + 1. Also, we have that
If there exists i ∈ {1, . . . , y − 1}, such that m i ≥ t i , then denote by x the minimal such index. Then in exactly the same way as in the first case (since there are no i / ∈ ∆ with d i > c y−1 ), we obtain that condition (i) for c x implies
Together with c i ≥ a t 0 +i , for i = 1, . . . , x − 1, this proves (59). Thus, suppose that m i < t i , for all i = 1, . . . , y − 1, and therefore
Now, since j / ∈ ∆, we have two possibilities from the definition of ∆. If the part (a) of the definition is satisfied, d j is among the smallest m y − t y + 1 e i 's larger than c y . Thus, j, j + 1, . . . , z y / ∈ ∆, as well as t y ≤ m y . Then condition (i) for c y gives:
By the above assumptions (e zy+ty , . . . , e zy+my ) consists of w y−1 d i 's, while the remaining m y − t y + 1 − w y−1 = m y − t y−1 are a i 's, i.e. they are precisely a t y−1 +1 , . . . , a my (they are all larger than c y ). So, (64) becomes:
On the other hand, if j / ∈ ∆ because of the part (b) of the definition of ∆, then
Since from the definition of q i 's and t i 's we have that q j = t y−1 , the last inequality becomes precisely (65). Therefore, we have obtained that (65) holds, and together with (63) finally gives the wanted condition (59).
Completely analogously by changing the roles of partitions c and b with d and a, respectively, we obtain (60).
Definition ofḡ
. By Lemma 10, we have t 0 = m+s−(h+h ′ ) ≥ 0. Letḡ = (ḡ 1 , . . . ,ḡ m+s ) be a partition defined as the following union
In other words we havē
Equivalently we can write this also as
We shall prove thatḡ satisfies
We start with proving (73). By Definition 2 of the weak majorization we need to prove the following:
Let j = 1, . . . , t 0 . By (78), condition (76) becomes
By (67), it is enough to prove (80) for j = t 0 , i.e.:
which is by the definition ofḡ t 0 +1 , . . . ,ḡ m+s , equivalent to (59). Now, let j = t 0 + 1, . . . , s. Let x j = min{i ∈ {1, . . . , h ′ }|t i = j}. Then, by (79), the condition (76) becomes
which is (by the definition ofḡ i 's) equivalent to
In order to prove (82) we need to consider the following three possibilities:
by the part (b) of the definition of the set ∆ (83)
by the part (a) of the definition of the set ∆,
• w x j = 0, i.e. there are no i / ∈ ∆, c
First consider the case (83). Suppose that w x j > 0, such that z
, satisfies the following condition (see the part (b) of the definition of the set ∆ and note that q z x j +1 −wx j +1 = t x j ):
Condition (86) is equivalent to (82), which finishes our proof in this case.
Next, we consider the case (84). In this case we have that w x j > 0, and
}+1 smallest e i 's larger than c x j +1 (see the part (a) of the definition of the set ∆), i.e.
d z x j +1 −wx j +1 ∈ {e z x j +1 +t x j +1 , . . . , e z x j +1 +m x j +1 }.
Thus, in this case we have that t x j +1 ≤ m x j +1 . Let us consider the differences m i − t i for all i = 0, . . . , x j + 1. We have that m x j +1 −t x j +1 ≥ 0, and m 0 −t 0 = −t 0 ≤ 0 (because of Lemma 10). Thus, there exists v := max{i ∈ {0, . . . , x j }|m i − t i ≤ 0}. Then m v+1 − t v+1 ≥ 0 and v ≤ x j , so we have that condition (i) is satisfied for v + 1. i.e.
Before proceeding we shall prove formulas (88) and (89) below: Let i ∈ {0, . . . , h ′ − 1}.
Last is true since z i+1 + t i+1 ≥ z i + w i + t i + 1 − w i > z i + m i .
On the other hand, if m i > t i , we have m i+1 − t i+1 + 1 = m i + ♯{j|c i ≥ a j > c i+1 } − t i + w i > ♯{j|c i > a j ≥ c i+1 } + w i . Therefore m i+1 ≥ t i+1 and m i+1 − t i+1 + 1 is strictly bigger than the number of a l 's and d j 's with j / ∈ ∆, that are between c i and c i+1 . Therefore at least one among e z i+1 +t i+1 , . . . , e z i+1 +m i+1 is bigger than c i , i.e. c i < e z i+1 +t i+1 . Thus, we have If m i − t i > 0, then c i < e z i+1 +t i+1 .
Now we go back to the proof of (76) in the case (84). First suppose that v = x j . Then m x j − t x j ≤ 0. This implies that c x j ≥ e z x j +1 +t x j +1 . Thus, there are exactly w x j of d i 's among e z x j +1 +t x j +1 , . . . , e z x j +1 +m x j +1 , and those are d z x j +1 −wx j +1 , . . . , d z x j +1 . The remaining m x j +1 − t x j +1 + 1 − w x j = m x j +1 − t x j are a i 's, i.e. a tx j +1 , . . . , a m x j +1 . Then (87) becomes (note that we are in the case v = x j )
as wanted.
Let j = s. Since (58) gives c h ′ ≥ a s , (27) implies t x < s for x < h ′ . So since t h ′ = s, we have x s = h ′ . Hence (82) becomes 0 ≥ 0, which is trivially satisfied. Now, fix j ∈ {t 0 + 1, . . . , s − 1}, and suppose that (82) is satisfied for all j + 1, . . . , s. We shall prove that it is then also valid for j.
Since t x j +1 > m x j +1 , we have c x j +1 ≥ a m x j +1 +1 ≥ a t x j +1 . Since there are no i / ∈ ∆ such that c x j > d i > c x j +1 , we have t x j +1 = t x j + 1 = j + 1, and so x j+1 = x j + 1. By the induction hypothesis for j + 1, we have
Since c x j +1 ≥ a m x j +1 +1 ≥ a t x j +1 = a tx j +1 , then (96) gives (82).
This finishes our proof of (82), and consequently of (76).
Finally, (77) follows from (81) (i.e. (59)), together with (67). Therefore we have shown thatḡ ≺ ′′ (d, a).
Completely dually we obtainḡ ≺ ′′ (c, b).
Definition of g -second step
This section is completely analogous to [1] . It doesn't depend on the definitions of the sets S and ∆, so it remains completely the same. Thus, let Ω := In other words, we decrease the smallest possible number ofḡ i 's, such that the sum is correct, and such that g 1 ≥ g 2 ≥ · · · ≥ g f −1 becomes the most homogeneous partition ofḡ 1 +ḡ 2 +· · ·+ḡ f −1−Ω. Such defined g 1 ≥ · · · ≥ g m+s
