Previous research has established a discrepancy of nearly an order of magnitude between pedigree-based and phylogenybased (human vs. chimpanzee) estimates of the mitochondrial DNA (mtDNA) control region mutation rate. We characterize the time dependency of the human mitochondrial hypervariable region one mutation rate by generating 14 new phylogeny-based mutation rate estimates using within-human comparisons and archaeological dates. Rate estimates based on population events between 15,000 and 50,000 years ago are at least 2-fold lower than pedigree-based estimates. These within-human estimates are also higher than estimates generated from phylogeny-based human-chimpanzee comparisons. Our new estimates establish a rapid decay in evolutionary mutation rate between approximately 2,500 and 50,000 years ago and a slow decay from 50,000 to 6 Ma. We then extend this analysis to the mtDNA-coding region. Our within-human coding region mutation rate estimates display a similar, though less rapid, time-dependent decay. We explore the possibility that multiple hits explain the discrepancy between pedigree-based and phylogeny-based mutation rates. We conclude that whereas nucleotide substitution models incorporating multiple hits do provide a possible explanation for the discrepancy between pedigree-based and human-chimpanzee mutation rate estimates, they do not explain the rapid decline of within-human rate estimates. We propose that demographic processes such as serial bottlenecks prior to the Holocene could explain the difference between rates estimated before and after 15,000 years ago. Our findings suggest that human mtDNA estimates of dates of population and phylogenetic events should be adjusted in light of this time dependency of the mutation rate estimates.
Introduction
''Mutation rates'' are used to estimate the timing of speciation, population splits, and the divergence of genetic lineages. Estimates of the average rate at which mitochondrial DNA (mtDNA) mutates vary dramatically depending on the data and method used for estimation. On average, human pedigree-based rates (estimates based on mtDNA sequences derived from close relatives) are almost an order of magnitude higher than estimates obtained by using species phylogenies of humans and chimpanzees (Ward et al. 1991; Forster et al. 1996; Parsons et al. 1997; Howell et al. 2003) (table 1) . Only two estimates of the within-human (i.e., intraspecific) phylogeny-based mutation rate are routinely cited, but these estimates are 3-fold lower than the pedigree rate (Stoneking et al. 1992; Forster et al. 1996) . Additionally, a similar mutation rate discrepancy is seen in within-human Y chromosome short tandem repeats (STRs) (Heyer et al. 1997; Forster et al. 2000; Kayser et al. 2000; Zhivotovsky et al. 2004) . Because of the discrepancy, divergence time estimates based on pedigree-based rates are more recent than divergence times based on phylogeny-based mutation rates. Most human mtDNA divergence time estimates are obtained using the phylogenetic rate (Vigilant et al. 1991; Watson et al. 1996; Richards et al. 2000; Roostalu et al. 2007 ) but without theoretical justification for the phylogeny-based rather than the pedigree-based rate.
Recently, the time dependency of mtDNA mutation rates has been recognized as a general phenomenon applying to many species (e.g., primates, birds, and fish) (Ho et al. 2005; Ho and Larson 2006; Burridge et al. 2008 ).
Higher mutation rate estimates are obtained from events calibrated with ''more'' recent dates, such as pedigrees, and lower estimates are from events calibrated with older dates. Ho et al. (2005) suggest that for primate and avian mitochondrial data, there is a decline in the effective mutation rate, and this decline reaches an equilibrium phylogenetic rate after about 1-2 Ma (i.e., the ''elbow'' of the curve is in the 1-2 Ma range). However, the characterization of the beginning of the decline is poor given the small number of estimates based on recent dates, between 2 Ma and the present. Describing the precise rate of timedependent decay using younger calibration points becomes particularly important when correcting for the mutation rate in order to then estimate divergence times (Ho et al. 2005) . Mutation rates estimated from relatively young time series of ancient DNA samples tend to fall closer to pedigree-based rate estimates, possibly because ancient DNA exposes genetic diversity that has been lost through time-dependent processes such as natural selection (Lambert et al. 2002; Ho et al. 2007; Kemp et al. 2007) . Compiling additional recent mutation rate estimates using phylogeny-based methods is thus necessary in order to understand how quickly the mutation rate decays, the impact of the estimation method, and choice of the appropriate mutation rate estimate for dating population history events. The concept of time dependency has been subject to some debate, particularly concerning human mtDNA mutation rates (Bandelt 2008; Howell et al. 2008) . One goal of this paper is to ask if there is a clear trend in human data using established methods of lineage dating.
Human pedigree-based mutation rates are estimated by comparing parent/offspring pairs or deep-rooted familial lineages (e.g., Heyer et al. 2001) at particular loci and counting the number of novel mutations per pair, divided by the number of meioses (i.e., number of pair comparisons). This approach has been used to estimate the spontaneous mutation rate for the 1.1-kb mitochondrial control region. Estimates of control region rates, including hypervariable regions (HVR)I and HVRII, range from 0.0 to 2.91 mutations/bp/My (Howell et al. 2003 ). All mutation rates discussed here will be in the form of divergence rates, the mutation rate along two lineages, unless otherwise noted.
Phylogeny-based rates range from 0.12 to 0.38/bp/My for the mitochondrial control region (table 1) . Given the inherent time averaging over multiple generations in a phylogeny and the accumulation of multiple mutations, phylogeny-based rates are less affected by stochastic fluctuations than pedigree studies. Phylogeny-based mutation rates are estimated by first constructing either a gene genealogy or a species phylogeny. In the latter case, one then calibrates the species split with external paleontological evidence. The number of mutations between two groups is subsequently computed, either by averaging the number of differences between species or by taking two sequences with the greatest number of differences. The number of mutations between two species lineages is then divided by the externally derived divergence date. This method has been applied to phylogenetic mutation rates obtained by comparing modern human and chimpanzee mtDNA sequences (Ward et al. 1991; Tamura and Nei 1993; Horai et al. 1995) . This method assumes that the gene most recent common ancestor (MRCA) and the population divergence of two species occur at roughly the same time, such that lineage sorting only introduces minimal discrepancy. Estimates of within-species mutation rate from gene genealogies, such as reduced median networks of sequence data, can be made by using estimators such as q (i.e., the average number of mutations from each derived haplotype to the ancestral haplotype) in conjunction with external calibration information for the clade (Forster et al. 1996) . For the remainder of this paper, we distinguish between the interspecific phylogeny-based mutation rate and the mutation rate based on intraspecific gene genealogies (hereafter the ''genealogy-based mutation rate''), consistent with an earlier study .
Although research over the past 10 years has clearly established the discrepancy between pedigree-based and phylogeny-based estimates of mutation rates, there is no consensus on the causes of this discrepancy. Heyer et al. (2001) suggest that pedigree estimates may be affected by rate heterogeneity among sites, picking up only the ''fast'' mutations whereas phylogenetic methods capture ''slow'' mutations. Zhivotovsky et al. (2004) similarly explain the discordance between Y-STR mutation rate studies by invoking rate heterogeneity among different STR loci. Over long time periods, homoplasy and back mutation obscure our ability to detect the number of mutations that have occurred along the ancestral lineages when we sample contemporary individuals. Phylogenetic analyses are expected to be affected by homoplasy and back mutation, especially at hot spots, but pedigree studies are not. Denver et al. (2000) suggested an alternative, that natural selection may play a role in the mitochondrial discrepancy by preventing deleterious mutations in the coding region from rising in frequency and thus by background selection, removing variation in the control region as well (see also Kivisild et al. 2006) . However, an analytic study by Woodhams (2006) indicated that very large effective population sizes would be needed to maintain population survival, given the mutational load of deleterious mutations if purifying selection alone were to explain the decay in (2008) a Divergence rate, twice the mutation rate, is in terms of mutations/bp/My. b A thorough review of pedigree-obtained mitochondrial mutation rates can be found in Howell et al. (2003) . We cite the average control region divergence rate. c Sigurdardó ttir et al. (2000), Heyer et al. (2001) , and Santos et al. (2005) used deep-rooting pedigrees to estimate mitochondrial mutation rates. These pedigrees extended back 200-400 years. Only homoplasmic mutations were included. Rates were calculated using a generation time of 30 years. d Ward et al. (1991) , Hasegawa and Horai (1991) , Tamura and Nei (1993) , and Horai et al. (1995) calculate their phylogenetic mutation rates using a human/ chimpanzee divergence date of 4, 4, 5, and 5 My, respectively. Recent paleoarcheological evidence suggests that this split is more likely to be ;6 My (Vignaud et al. 2002; Haile-Selassie et al. 2004) . We have recalculated divergence rates (in bold); previously published estimates are shown in normal typeface. e We use a different date of colonization for the Americas to recalibrate this estimate in table 2, see the revised North American Amerind A/B/C/D1 estimate. f Stoneking et al. (1992) calibrate their genetic phylogeny with an arrival date of humans in Papua New Guinea at 60,000 years ago. Current archaeological and corroborative genetic evidence suggests that Papua New Guinea was populated approximately 45 thousand years ago (Groube et al. 1986 ). We have recalculated the mutation rate according to this assumption (in bold); their published estimate is shown in normal typeface. g This does not include the 1.1 kb D-loop (which encompasses HVRI and HVRII).
mutation rate estimates. In his model, maximum likelihood estimates of population sizes in primates and birds, based on data in Ho et al. (2005) , suggested that the population sizes would be unrealistically large (Woodhams 2006) . Other possible explanations for the discrepancy in rates include factors such as sequencing errors, non-germ-line mutations, heteroplasmy, and ancestral polymorphism (Ho et al. 2005 (Ho et al. , 2007 Santos et al. 2005 Santos et al. , 2008 . For example, Santos et al. (2005) examined one deep-rooting pedigree and suggested that correcting for gender (i.e., removing novel mutations occurring in male individuals) decreases the difference between phylogeny-based and pedigreebased mutation rate estimates.
If the discrepancy between pedigree-based and phylogeny-based mutation rates is caused by processes that occur on long timescales, then the use of phylogenetic rates may more accurately estimate divergence time than pedigree rates. Phylogenetic rates are estimated with data sets of contemporary sequences, which may not represent the full diversity of haplotypes throughout the past. Instead, the loss of sequence diversity through homoplasy/back mutation, natural selection, and genetic drift creates a time-dependent, evolutionary mutation rate. Divergence time estimates computed using evolutionary mutation rates can therefore be more accurate than those estimates derived using pedigree-based mutation rates that do not account for population and mutation history. That is, if the number of mutational differences estimated for two sequences, averaged over the number of generations in the combined lineages, is lower than the number of mutations observed in one generation, then the phylogenetic rate more accurately estimates older divergence dates. However, the calibration time for an event (e.g., based on archaeological evidence) and the time of coalescence for a set of lineages may not necessarily be aligned, and substantial error between actual and estimated mutation rates is possible ( fig. 1) .
A primary tenet of the neutral theory of molecular evolution is that the neutral mutation rate is equal to the fixation rate of an allele in a species (i.e., the ''substitution'' rate) (Kimura 1980b) . At times, ''mutation rate'' and ''substitution rate'' have been used interchangeably in the fields of population genetics and molecular evolution. Empirical evidence now suggests that the spontaneous mutation rate in an individual (approximated by the pedigree-based estimates) and the fixation rate of an allele in a species (approximated by phylogeny-based estimates) are not equivalent. In this current context, we distinguish between the spontaneous mutation rate, substitution rate, and the ''genealogical'' mutation rate; the last refers to the effective mutation rate of intraspecific lineages over multiple generations. We retain the use of the term ''substitution'' when referring to models of the process of nucleotide substitution (e.g., Kimura 2-parameter model [K2P]).
In this paper, we present a set of new genealogybased estimates of the mtDNA mutation rate using both hypervariable and coding region data, which are calibrated using within-human divergence events. We also investigate whether the impact of multiple hits can explain the discrepancy between the different methods of mutation rate estimation.
Methods
In order to better characterize the decline in mtDNA genealogical mutation rates over time, we have generated new genealogy-based rates from time periods of 2,500 to 50,000 years ago. We then explore one possible explanation for the cause of the mtDNA mutation rate discrepancy by assessing the impact of homoplasy on dating lineage splits. For our analyses of this discrepancy, we use the average pedigree rate 0.95/bp/My, calculated from a meta-analysis of pedigree studies (Howell et al. 2003) .
Phlyogeny-Based HVRI Rate Estimates
We have used published mtDNA data to generate 14 genealogy-based point estimates of the human mitochondrial control region mutation rate (see table 2; supplementary table S1, Supplementary Material online; fig. 2 ).
Published sequence data for the HVRI were compiled from populations in the Canary Islands, Polynesia, Micronesia, North America, Taiwan, Indonesia, and Oceania. Population data sets were chosen based on the availability of data, whether the population was geographically isolated, available archaeological dates for the time of first human arrival, haplotypic data from neighboring regions, and indigenous haplotypes for that region. Estimates were first generated on the longest stretch of sequence data available for each data set (table 2) and then truncated for cross-data set comparison to 190 bp (16,184:16,373 ) (supplementary table S1, Supplementary Material online). Each data set was analyzed according to the principles of founders' analysis (Richards et al. 2000) with some modification. First, each data set was sorted according to predefined terminal FIG. 1.-Schematic illustrating expected accuracy when calibrating mutation rates from archaeological evidence and gene genealogies. Horizontal lines indicate a hypothetical time of initial settlement of a geographic location inferred from archaeological data. When the sample TMRCA and the time of initial settlement coincide, the mutation rate estimate will be accurate for that genealogy.
haplogroups, using the published haplogroup designations within each paper. Haplogroups that were shared across populations in other islands or geographic regions were eliminated. However, if the haplogroup was present in neighboring populations where genetic and historical evidence suggests that the directionality of recent gene flow was from the selected region to the neighboring region (e.g., New Britain to Vanuatu), then the haplogroup was included. Potential indigenous haplogroups were then sorted according to age. Where ages were provided in the published literature, the oldest haplogroup was chosen. When ages were not provided, we calculated them de novo on potential haplogroups according to the method described below in order to determine the oldest haplogroups (table 2;  supplementary table S2, Supplementary Material online) .
For each haplogroup, we generated a median-joining network using Network 4.5 (http://www.fluxus-engineering. com) ). Sites were not weighted in order to maintain equivalency across haplogroups. Networks did not need preprocessing. Using Network 4.5, we calculated two summary statistics for each haplogroup: the mean pairwise difference, p (i.e., the mean number of mutational differences between pairs of sequences), and the mean number of mutations from each derived haplotype to the ancestral Islands (Rando et al. 1999) , Polynesia, Micronesia, and Java (Lum and Cann 2000) , Americas (Forster et al. 1996) , North America (Brown et al. 1998; Smith et al. 1999; Malhi et al. 2001) , Taiwan (Trejaut et al. 2005) , Sundaland (Hill et al. 2007 ), Japan (Tanaka et al. 2004) . e Data were adapted from Forster et al. (1996) and reflect their assessment of haplogroups associated with Native American migrations (see Methods). We have interpreted the Siberian/Eskimo/NaDene A2 populations as reflecting the ''Paleo-Eskimo'' migration associated with the Arctic Small Tool tradition.
FIG. 2.-Evidence of rapid decay of genealogy-based HVRI mutation (divergence) rate estimates (from table 2). Black dots indicate q-based estimates. Vertical gray lines indicate the standard error for each estimate; horizontal gray lines indicate the bounds of the archaeological calibration (time of initial settlement). The black diamond indicates the mean pedigree-based estimate, and the vertical gray line at the pedigree-based estimate represents the 95% CI from Howell et al. (2003) . Open circles: alternative mutation rate estimates from Papua New Guinean, Australian, and Javan haplogroups given the oldest possible archaeological estimate for initial settlement.
haplotype, q (Forster et al. 1996) . We chose an ancestral haplotype for each network by selecting the node that generated the minimum q value, often the central haplotype in a star expansion. Then, by dividing the q and p (time to the MRCA) estimates by the oldest available, well-supported archeology-based dates, we calculated genealogy-based estimates of divergence rate for each island-specific mtDNA lineage. A minimum q value produces the lowest possible mutation rate estimate. In contrast, the genealogical mutation rate estimates are expected to be higher (i.e., faster) when the time to the MRCA is older than the lineage arrival on the island, assuming that the archeology-based dates are reasonably accurate ( fig. 1 ). Given that we always chose the oldest haplogroup in a sample set, we think it is more likely that we would overestimate the rate, rather than underestimate the rate (as might happen with a minimum q). We consider rates obtained in this manner as potentially biasing our mutation rate average toward the higher pedigree-based mutation rate.
Archaeological Estimates for the Time of First Arrival
The majority of human mitochondrial phylogeography papers use a hypervariable mutation rate estimate by Forster et al. (1996) based on a northern Native American haplogroup A2. In recognition of the overwhelming significance of this single estimate for published research, we reanalyzed their Siberian/Eskimo/NaDene A2 data with updated archaeological information (table 2; supplementary  table S3 , Supplementary Material online).
Although information for most of the archaeologicalbased arrival times is either limited or relatively straightforward (supplementary table S3, Supplementary Material online), dates for the first arrival of humans in the Americas and in Australia are more problematic. Due to the large quantity of information and the ongoing debate over the time of arrival for the first American populations, selection of archaeological dates in the Americas again merits explicit discussion. For calibration dates in the Americas, we rely primarily on recent revisions to radiocarbon estimates of Clovis-age archaeological sites that were presented by Waters and Stafford (2007) . The oldest, secure calibrated radiocarbon dates from South America average about 13,000 years ago, with one standard deviation ranges of approximately 200 years. The Clovis-age estimates from North America differ only slightly, ranging from 13,050 to 13,150 years ago. However, earlier radiocarbon dates do exist, ranging from 11,750 to 13,000 14 C years ago for estimates made in Alaska, Oregon, and Wisconsin. We therefore use a calibrated point estimate of 14,300 years corresponding to the lower range Schaefer, Wisconsin (Joyce 2006) , and Paisely Cave, Oregon estimates (Gilbert et al. 2008) , and a maximum date of 15,000 years for the initial entry into North America (supplementary table S3, Supplementary Material online).
Phylogeny-Based Coding Region Rate Estimates
Although the HVR has classically been the most utilized locus for phylogeographic studies of human prehistory, advances in sequencing technology have recently made it feasible to use whole mitochondrial genomes for the same purpose. We therefore extended the analysis to explore the possibility of time dependency in coding region (15,420 bp) mutation rate estimates. We report genealogybased estimates for 11 haplogroups obtained from Polynesian, Native American, Oceanic, and Japanese populations (table 3, fig. 3 ). The founders' analysis step described above in the HVRI data set was used to provide prior information on indigenous haplogroups that had limited gene flow into neighboring regions, and haplogroups were chosen on that basis. Whole mtDNA genome sample size for many of the haplogroups was limited; thus, it was not possible to estimate U6b1, B4a2, B5a2, and M46 time to the most recent common ancestor (TMRCAs) as done for the HVRI data set. B4a1a1 data from Micronesian and Polynesian populations were combined for a single estimate calibrated by the earliest archaeological evidence of the Austronesian expansion in Micronesia.
Expectation from Substitution Models
To investigate the impact of multiple hits/homoplasy on phylogeny-based mutation rate estimation, we explored substitution models that explicitly incorporate multiple hits. Starting with the pedigree-based rate as the spontaneous mutation rate, we calculated the expected molecular divergence given a model of nucleotide substitution. The expected divergence is the number of ''observed'' substitutions for a pair of lineages diverging over an interval of time. In our models, the intervals of time were all less than 6.5 My. The expected divergence was then calibrated using the known (i.e., input) time of divergence to obtain a genealogical mutation rate after multiple hits/homoplasy have obscured mutations. We present results from the K2P model (Kimura 1980a; Jukes and Cantor [1969] ; [Hasegawa et al. 1985 ] models were explored, results shown in supplementary fig. S1 , Supplementary Material online). The HVR is thought to have substantial rate heterogeneity among sites; therefore, we used the K2Pþc modification to incorporate rate differences between sites (Jin and Nei 1990 ). We used a shape parameter (a) of 0.4 (for the c distribution) that was estimated from human HVRI sequence data (Excoffier and Yang 1999) . To capture the impact of a on the shape of the K2P curve, we generated curves for a range of different a values less than 1; values 0.8 and 0.2 are shown in figure 4 . A similar analysis for the coding region is presented in supplementary figure S2 (Supplementary Material online).
Results

Trends in Genealogy-Based HVRI Mutation Rate Estimates
Genealogy-based rate estimates between 2,500 and 5,000 years ago are indistinguishable from pedigree-based mutation rate estimate (tables 1 and 2). This remains true across different haplogroups and populations from vastly different geographic locations, for example, Canary Islands versus Samoa. For all samples, rate estimates based on q are slightly higher than estimates based on p (table 2) . Even the p-based estimates less than 5,000 years ago are generally similar to the pedigree-based estimates and within the range of the deep-rooted pedigree-based estimates, none of which extend as far back as 2,500 years ago (tables 1 and 2).
The time period between 5,000 and ;15,000 years ago represents both a break in our data set and a sudden decline in estimated mutation rate ( fig. 2) . Estimates for the intermediate period roughly 15,000 years ago are about 40% lower than estimates calibrated on arrival dates less than 5,000 years ago. Native American haplogroups (i.e., A-D, X2a) dating to the initial arrival of humans into the   FIG. 4. -Difference between mtDNA mutation rate estimates and rates expected under the K2P þ c model. Phylogeny-based mutation rate estimates are drawn from tables 1 and 2. Solid black line: effective mutation rate under our general model of K2P þ c assuming published pedigreebased mutation rate (0.95/bp/My) taken from Howell et al. (2003) , ts/tv 5 20/1, a 5 0.4. We explored the sensitivity of the model parameters, examples for each parameter are displayed. Solid gray lines: effective mutation rate given alternative instantaneous ''pedigree'' mutation rates 1.20 and 0.75/bp/My. Dotted line: effective mutation rate given ts/tv 5 100/1. Dashed lines: effective mutation rate given alternative a 5 0.8 and 0.2. American continents show intermediate q-based mutation rate estimates of 0.50-0.57/bp/My during approximately 13,000-14,300 years ago calibration dates (table 2) . Specifically, a recalibration of a widely cited Native American estimate made by Forster et al. (1996) resulted in an increase from 0.36 to 0.57/bp/My for the combined North American Amerind data set (tables 1 and 2).
Mutation rate estimates made using initial time-ofarrival calibrations earlier than 15,000 years ago are even lower ( fig. 2) . Over the span of 20,000-50,000 years ago, mtDNA mutation rate estimates range from 0.22 to 0.48/bp/ My. Our phylogeny-based mutation rate estimates older than 20,000 years fall outside the 99.5% confidence interval (CI) calculated by Howell et al. (2003) . The low rates from Taiwan B5a2a and Papua New Guinea II were checked with alternative old, indigenous lineages from the same population data sets (supplementary table S2, Supplementary Material online). Taiwan B4a2 was virtually identical to B5a2a (0.26/bp/My), and Papua New Guinea I and II displayed similarly low mutation rates (0.23-0.28/bp/ My). Our oldest calibrated samples, Australia M42 and Java M46, show a small increase in the mutation rate relative to younger haplogroups (0.48 and 0.38/bp/My, respectively), although both estimates fall well below the pedigree-based mutation rate.
Mutation Rate Heterogeneity across the HVR
Mutation heterogeneity across the HVR can have a dramatic effect on the rate estimates, swamping other factors. For example, adjusting the length of HVRI for Taiwan B5a2a from 392 (16,006:16,397) to 190 bp (16,184:16,373) does not alter the q estimate because the first portion of the sequence is not polymorphic (tables 2 and 3). The resulting mutation rate estimate based on Taiwan B5a2a is therefore either 0.26 or 0.54/bp/My (table 2,  supplementary table S1 , Supplementary Material online). The use of longer portions of the HVR has become more common in recent analyses, and the application of an appropriate (i.e., slower) mutation rate becomes important in order to prevent underestimation of divergence events. The lowest rate estimate in our data set comes from Japan M7a, but it is partly explained by the inclusion of 200 bp from the less mutable latter half of the HVRI in the data set. The majority of our samples did not extend past base pair 16,375, and a comparison of the Japan M7a rate with and without the extended 200 bp demonstrates that this latter region has very few mutations, increasing from 0.22 to 0.39/bp/My (table 2; supplementary table S2 , Supplementary Material online).
When site heterogeneity is controlled for by using identical loci across the sample set, the mutation rate estimates are markedly lower for samples associated with events dated more than 5,000 years ago (supplementary table S1, Supplementary Material online) with the Australian M42 sample as an outlier. The Canary Islands sample showed no polymorphism in the 16,184-16,373 bp stretch. The Native American sample was restricted to the X2a haplogroup as sequence data were not available for the same data set reported for the A-D haplogroups in table 2.
Coding Region Results
We present 11 new phylogeny-based coding region mtDNA mutation rate estimates ( fig. 3) . The Polynesianspecific B4a1a1 haplogroup was the youngest haplogroup in our data set and gave an estimate of 0.046/bp/My. Estimates from Native American haplogroups A2, B2, and D1 averaged 0.049/bp/My (n 5 167), with the D1 rate elevated relative to the other two American haplogroups ( fig. 3 ). There appears to be virtually no change in the coding region rate over the 10,000 year span between the Polynesian and American estimates. Very few estimates of a pedigree-based mtDNA-coding region mutation rate were available in the literature. We cite a coding region divergence rate of 0.06/bp/My, obtained from an average of four nondisease mutations over 462 transmission events (i.e., generations) (Howell et al. 2003) . In comparison to this tentative pedigree-based estimate, our rates from the youngest haplogroups are slightly lower.
The coding region mtDNA mutation rate estimates appear to decline by almost half between 15 and 35 thousand years ago ( fig. 3) . Estimates from H3, M7a, and M27 show a dramatic decrease, consistent with expectations from the HVRI estimates during this time period (fig. 3 ). These estimates are similar to human-chimpanzee-based coding region rates (table 1) (Ingman et al. 2000; Tang et al. 2002; Mishmar et al. 2003) . The coding region estimates from Papua New Guinean (P1) and Australian (M42, O) populations appear to experience a slight ''uptick'' or small increase in rate relative to the preceding younger lineages. These three haplogroups average 0.033/bp/My, assuming a calibration date of 45 thousand years ago. The estimates from these older haplogroups have greater standard errors given the smaller sample sizes for each lineage. However, even the Oceanic-specific haplogroup P (n 5 39, including P1) gives an elevated rate of 0.040/bp/My, assuming a colonization time of 45 thousand years ago for Sahul.
Although coding region mtDNA estimates also show a decline at about the Last Glacial Cycle, the curve is less pronounced than in the HVR data. The HVR phylogenybased estimates decline by about 5-fold, whereas the coding region rates decline only about 2-fold in comparison to pedigree-based estimates.
Accounting for Homoplasy Using Substitution Models
Using the K2Pþc substitution model of mutational evolution, we calculated the expectation for HVRI and coding region mutation rates calibrated for different time intervals over 6.5 My ( fig. 4 ; supplementary figs. S1 and S2, Supplementary Material online). Assuming the Howell et al. (2003) pedigree-based rate, the expected mutation rate under a multiple hits model does not match the decay curve of the within-human genealogical rates. Allowing for variation in the pedigree-based HVRI mutation rate by increasing and decreasing the rate by about 25% did not alter the result that multiple hits could not account for the swift decline in genealogy-based rates (fig. 4) . Additionally, assuming higher transition/transversion ratios (ts/tv) or increased rate heterogeneity (a) did move the knee of the expectation curve closer to the genealogy-based estimates but not fig. 4 ). Other substitution models such as Jukes and Cantor (1969) or Hasegawa-KishinoYano (Hasegawa et al. 1985) did not significantly alter our conclusion (supplementary fig. S1 , Supplementary Material online). The K2Pþc model does, however, appear to be consistent with both the HVRI and coding region human versus chimpanzee phylogeny-based mutation rate estimates, calibrated at 5-6 Ma ( fig. 4, table 1; supplementary  fig. S2, Supplementary Material online) .
Discussion
Pedigree-Based Estimates of the Mutation Rate
Howell et al. (2003) conducted a meta-analysis of pedigree studies that estimated the HVR mutation rate. Germline mutations in the ;1,100-bp control region totaled 28 mutations from 2,633 meioses. The average divergence rate over all studies was 0.95/bp/My, with a 99.5% CI of 0.53-1.57/bp/My. Their CI was calculated according to the normal approximation of the binomial distribution. Several variables affect the estimation of the pedigree-based mutation rate. The Howell et al. (2003) study included two deeprooted pedigrees spanning multiple generations (see also table 1). Removing these two deep-rooted pedigree studies raises the pedigree-based rate to 1.19/bp/My. Generation time assumptions can also affect the estimated rate. Most pedigree studies assume a mean female generation time of 20 years. Changing the generation time from 20 to 30 years, in line with empirical estimates (Tremblay and Vezina 2000) , decreases the pedigree-based rate to 0.80/bp/ My. Additionally, reported deep-rooted pedigree estimates differ slightly between Howell et al. (2003) and our table 1 due to different criteria for heteroplasmic mutations (e.g., 0.63 vs. 0.48/bp/My for Sigurdardóttir et al. [2000] ).
Although the meta-analysis of the mitochondrial control region by Howell et al. (2003) encompasses a large number of transmission events, the inherently small number of mutations generated over roughly 1,100 bp is governed by a highly stochastic process. Therefore, the pedigreebased estimates of the mitochondrial mutation rate lack precision. Six of the divergence rate estimates from previous pedigree studies fall outside the 99.5% CI calculated from the average number of mutations over 11 pedigree studies (Howell et al. 2003) . Given the variation in deep-rooted pedigrees, generation time, heteroplasmy, and the relatively small number of detected mutations, the average pedigreebased estimate should be viewed as potentially subject to revision.
It is interesting then, in the context of stochastic uncertainty, that our phylogeny-based mutation rate estimates younger than 5,000 years old are generally similar to the average pedigree-based estimate (tables 2; supplementary table S1, Supplementary Material online). The average of q-based rate estimates for events younger than 5,000 years is 0.895/bp/My, virtually identical to the pedigreebased average and well within the CI calculated by Howell et al. (2003) . Although neither the pedigree meta-analysis nor our phylogenetic analysis has accumulated enough data to be very precise, the similarity of the two average mutation rate estimates may be accurately reflecting the effective HVR mutation rate over short evolutionary time spans.
mtDNA-Coding Region Estimates Comparison
Two recent publications estimate coding region mutation rates for the haplogroups Q, P, H, and H3 using Bayesian methods to calculate the TMRCA of each haplogroup (Atkinson et al. 2008; Endicott and Ho 2008) . Haplogroup Q is present only in Papua New Guinea, Australia, and Melanesia (Friedlaender et al. 2005) . The Q estimate (Atkinson et al. 2008 ) of 0.034/bp/My is very similar to our estimates for other haplogroups indigenous to Papua New Guinea and Australia (tables 1 and 3).
Using haplogroups P, H1, and H3 as within-human (or ''internal'') calibration points, Ho and Endicott (2008) obtain a mean divergence rate of 0.04076/bp/My for the mtDNA-coding region. This rate is intermediate within the spectrum of mutation rates from our table 3. It is comparable to our rate for Oceanic P, but higher than all other estimates calibrated with dates older than 15,000 years. The Ho and Endicott (2008) rate was estimated using an HKYþc substitution model to correct for homoplasy/back mutation. We present estimates based on data that were not corrected for saturation, with the exception that back mutations in the coding region were taken into account if the back mutation had been explicitly discussed in the literature. It is possible that saturation correction may account for the difference between their estimate and ours.
The distribution of haplogroup P extends from Indonesia into Papua New Guinea and Australia (Lum and Cann 2000; Hill et al. 2007 ). Because the P distribution encompasses both Sunda and Sahul, we focused our attention on the P1 haplogroup, which fits the geographically restrictive criteria of our founders' analysis (see Methods). We present a calibrated P coding region rate estimate for comparative purposes (table 3). Our mutation rate estimate based on haplogroup P is substantially higher than other estimates calibrated at the same time period (45 thousand years ago) (see below for further Discussion).
Haplogroups H1 and H3 purportedly originated during the last Ice Age in the southern refugia of Europe (Achilli et al. 2004; Loogvali et al. 2004; Endicott and Ho 2008) . The last glacial maximum (LGM) extended from approximately 22 to 15 thousand years ago, followed by a secondary glacial cycle, called the Younger Dryas, at 12 thousand years ago. Haplogroups H1 or H3 could have originated at any time during this 10,000-year period or even before the LGM. Given the imprecision associated with this calibration, we do not feel that they represent ideal haplogroups for mtDNA mutation rate calibration. The H1 haplogroup, in particular, may not have a population history consistent with the LGM origin scenario. Roostalu et al. (2007) suggested that the multimodal mismatch distribution for H1 might support a pre-LGM origination for this haplogroup. Furthermore, the frequency distribution for H1 extends well into the Near East and western Eurasia. The difference in H1 genetic diversity between the Near East and Europe appears to be negligible; TMRCA estimates for H1 were 19 and 22 thousand years ago in the two regions, respectively (Roostalu et al. 2007 ). For these reasons, H1 has not been included in our analysis. Although haplogroup H3 suffers from the same LGM calibration imprecision as H1, the geographic distribution appears to be better restricted to Europe, with very little diversity in the Near East (Roostalu et al. 2007 , results not shown). We therefore included H3 in our mutation rate estimate panel and chose 18,000 years ago as the calibration time in order to be comparable with Endicott and Ho (2008) (who used an 18,000 years ago estimate as the mean for their prior distribution of the H3 haplogroup).
Native American Mutation Rate Estimates
Several current papers have debated the possibility that Native American mtDNA supports an early colonization of the Americas, prior to 15,000 years ago (Fagundes, Kanitz, and Bonatto 2008; Fagundes, Kanitz, Eckert, et al. 2008; Ho and Endicott 2008) . Fagundes, Kanitz, Eckert, et al. (2008) used a phylogeny-based mutation rate for their coding region estimates of the time of expansion of Native American haplogroups, A-D and X2a. Subsequently, Ho and Endicott (2008) used their new genealogy-based mutation rate estimate to reanalyze the Native American data of Fagundes, Kanitz, Eckert, et al. (2008) . The reanalyzed estimates timed the expansion of Native American haplogroups at younger than 15,000 years ago. Although we agree with Ho and Endicott (2008) that genealogy-based mutation rates should be used for estimates of population events, it may be premature to use haplogroups with uncertain archaeological calibrations (as discussed above) to date events that have a strong archaeological signature, such as the initial arrival of Native Americans. Archaeological evidence for the initial colonization of the Americas is generally associated with a timing uncertainty of only 1,000-2,000 years, dramatically less than the European LGM or settlement of Sahul, which have timing uncertainties of 10,000-25,000 years. In light of this, we argue that the colonization of the Americas is among the best calibration points currently available to human geneticists. For this reason, we have calculated mutation rate estimates using Native American haplogroups: A2, B1, D1, and X2a (tables 2 and 3). Haplogroup C1 appears to be paraphyletic with respect to American and Asian populations, with the Asian C1a clade joining other basal American C1s in a polytomy (Tamm et al. 2007 ). We therefore did not include C1 in our coding region data set. The Native American mutation rate estimates are, as expected, intermediate between pedigreebased estimates and older genealogical-based estimates (figs. 2 and 3).
Mutation Rate Uptick in Oceanic Samples
The notable exceptions to the described trend of decreasing mutation rates over time involve samples from Oceania including the Papua New Guinean P1 (but not PNG II), Oceanic P, Sundaland M46, and Australian M42 and O (tables 2 and 3). These samples are calibrated during the 45,000-50,000 years ago range and show mutation rate estimates somewhat higher than samples from the 20,000 to 40,000 years ago interval. For example, while still producing a mutation rate estimate lower than the average pedigree-based estimate, the M42 HVRI sample has a rate roughly twice as large as other lineage samples older than 15,000 years (table 2) . This mutation rate uptick appears to affect both the HVR and coding region estimates ( figs. 2 and 3) . Several possible explanations exist:
1. It is possible that inadequate sampling on Taiwan, Japan, Papua New Guinea, etc., leads to diversity estimates that are too low for islands that have been occupied for such great time depth, that is, over 20,000 years. However, these particular island populations are among the best sampled groups in our data set. Data were gleaned from recent papers with large sample sizes and detailed haplogroup assignment (TommaseoPonzetta et al. 2002; Tanaka et al. 2004; Trejaut et al. 2005 ). 2. Lineage-specific deviations from the molecular clock have been demonstrated for some mitochondrial lineages, such as the L2 subclades (Howell et al. 2004) . The M42 and P haplogroups appear to be subject to lineage acceleration (Gignoux C, in preparation). 3. It is also possible that populations with high effective sizes initially colonized Australia and therefore retained diversity ancestral to their arrival in the new geographic location. The TMRCA for such samples is expected to be older than the time of arrival based on archaeological estimates. Calculating mutation rates using a TMRCA older than the archaeological-based time of arrival will generate higher/faster mutation rate estimates ( fig. 1 ). In such cases, we would have to assume that the ancestral diversity for a genealogy within each sink sample, which might have been left in the source population, must have subsequently disappeared or been completely carried away with the sink sample. Otherwise, the comparative method of identifying neighboring haplotypes occurring within a designated sink haplogroup would have eliminated the haplogroup for potential mutation rate estimation (see Methods). It is also unlikely that serial founder effects, as envisioned for the initial expansion across Asia into Oceania, would maintain deep diversity within single-copy loci for the resulting end populations (Ramachandran et al. 2005) . Furthermore, it is unclear why Oceania would be settled by larger populations than the populations that colonized other regions of Asia (e.g., Taiwan or Japan). 4. It is possible that the archaeological estimates for Oceania are incorrect and underestimate the time of human arrival in each region. Australia, particularly among the locations sampled here, has been the subject of several claims for human arrival earlier than 45,000 years ago (O'Connell and Allen 2004) . Virtually, no archaeological-based dates exist for the initial dispersal of behaviorally modern humans along the Indian Ocean coastline (from western Asia, across to southeast Asia) (James and Petraglia 2005; Petraglia et al. 2007 ). Rising sea levels may have subsequently covered these early coastal locations and prevented archaeologists from identifying and sampling initial sites. It is possible then (Klein 2000; Henshilwood et al. 2002) . In summary, the most likely explanation for the uptick in mutation rates among Oceanic samples is lineage-specific acceleration. Given a hypothesis of lineage-specific acceleration for M42, other Australian indigenous mitochondrial lineages might provide more accurate reflection of the timing of initial arrival. We calculated an alternative HVRI mutation rate estimate for the second oldest phylogenetic clade in Australia, the O/S haplogroup (supplementary table S2, Supplementary Material online). Although the mutation rate does decrease as expected, the relative uptick is not completely eliminated. Additionally, the coding region sample of O shows an increase similar to M42 (table 3) .
Archaeological Estimates for the Time of First Arrival
Archaeological-based bounds presented in table 2 are not meant to represent hard bounds for the dates of initial population arrival. Instead, they are estimates based on generally accepted, average archaeological radiocarbon dates. They do not incorporate error in the radiocarbon method or error in the conversion of radiocarbon years to calendar years. Error in the radiocarbon estimate is usually dwarfed by variation in multiple estimates at the same site (i.e., error was usually below 500 years). Error in the conversion of radiocarbon years to calendar years was not available for most estimates. However, radiocarbon calibration curves appear to decrease in accuracy after about 30,000 years ago, and thus, our Oceanic samples may be most affected by this source of error (Fairbanks et al. 2005) . Depending on which calibration curves archaeologists chose (not known), the error could be on the order of about 5,000 years. Thus, the presented bounds are meant to convey the basic range of uncertainty in the estimates of arrival time (supplementary table S3, Supplementary Material online).
Sensitivity of q
Although a minimizing root was chosen in order to estimate q consistently across different sample populations, an alternative q estimate, based on the presumed ancestral root, does differ from the minimum estimate in some cases. Ancestral root estimates were based on a closely related sister outgroup. In lineages displaying star-like networks, indicating a period of population growth, the minimum root and the ancestral root appeared to coincide. This pattern characterizes population samples with arrival times of less than 5,000 years (for populations, see table 2). Lineages with elongated networks, where nodes consisted of few identical haplotypes on long branches, tended to be associated with initial arrival time dates of greater than 20,000 years. However, both the Australian M42 and North American X2a HVRI samples displayed elongated networks with a single enlarged node of many identical haplotypes (data not shown). In this case, the ancestral node and the most common node did not coincide. The ancestral node mutation rate estimate for North American X2a is 1.00/bp/My as compared with the minimum estimate of 0.47/bp/My. Locating the root haplotype several mutational steps from a node containing a significant proportion of the individuals in the sample thus dramatically increases the q estimate.
Historical information and other mitochondrial genetic lineages provide potential explanations for an enlarged node in an otherwise elongated network. For the North American X2a sample, Algonquian speakers represent the majority of the X2a individuals available for analysis. Algonquian speakers have undergone a recent population and range expansion beginning about 4,000 years ago, which is reflected in data from other mitochondrial haplogroups (Malhi et al. 2001 (Malhi et al. , 2002 .
Sensitivity of p
Sample size has a substantial effect on the mutation rate estimates based on the mean pairwise difference (p) estimator. For several populations, we were able to obtain multiple samples from two different data sets and subsequently apply the same estimation method as described in Methods. Lineage samples with the greater sample size were included in table 2, whereas alternative estimates with smaller sample sizes are reported in supplementary table 2 (Supplementary Material online). When the estimates are compared, a clear relationship emerges between the increase in sample size and a decrease in 2l p . Papua New Guinea, Australia, and Java (compared with Sundaland) mutation rate estimates with larger sample sizes were 71-80% of the estimates with smaller sample sizes. A decrease in p with an increase in sample size is theoretically expected (Rosenberg and Hirsh 2003) .
Very small sample sizes could in theory underestimate the TMRCA for a sample from a population growing at a constant rate because not all deep divergences will be observed. However, the probability of capturing both sides of the basal split in a sample of n lineages is (n À 1)/(n þ 1) (Saunders et al. 1984) . This would mean that there is an 87% chance of observing the deepest divergence from just 14 samples, for example, our smallest sample from Palau. There is a 94% chance of observing the deepest branching point given our median sample size of 31 (median of samples listed in table 2). This model assumes random mating among the population from which lineages are drawn and that the lineages are randomly sampled from the study population.
The Impact of Homoplasy Over Time Mutational hot spots have been documented in the human mitochondrial genome (Howell et al. 2003; Kivisild et al. 2006) . Median-joining networks and the q estimation method can account for sites with hot spot mutations. No differential site weighting scheme was applied to our data during median-joining network construction. Multiple mutation events within a sample are inferred during the network construction process, and these multiple mutations are either incorporated into multiple branches directly or represent reticulation within the network ) (reticulation in our samples was very low [data not shown]). In this way, the network has revealed homoplasy among different sublineages within a sample that would have otherwise been ''hidden'' in uncorrected summary statistics, such as the mean pairwise difference. Thus, ''extra'' mutational events occurring at hot spot sites are incorporated into the q parameter because it measures the number of mutational events from derived haplotypes to an ancestral one along the constructed network branches. However, back mutations along a single branch will not be inferred unless contemporary haplotypes along the branch or derived branches differ from the ancestral state. So although hot spot mutations within samples were generally accounted for in our q estimates, we also asked if substitution saturation models could explain the difference between samples. Although the curve expected under the K2Pþc model does not fit the genealogy-based estimates, it does come close to the human versus chimpanzee phylogeny-based rates ( fig. 4; supplementary fig. S2 , Supplementary Material online). We expect our homoplasy/back mutation model-based calculations to align with rate estimates that were not corrected for saturation; uncorrected mutation rates should be higher than corrected ones because saturation correct increases the amount of divergence between two lineages. Interestingly, published phylogeny-based estimates that had been corrected for saturation were not always higher than uncorrected estimates (e.g., Tang et al. 2002 vs. Kivisild et al. 2006 . Variation among the published human versus chimpanzee phylogeny-based rates is due to the optional use of substitution models to correct for multiple hits (by some but not all the authors), the different substitution models employed, and different sample sets (Hasegawa and Horai 1991; Vigilant et al. 1991; Horai et al. 1995) .
There is often little difference (generally 2-fold or less) between our genealogy-based mutation rates older than 20,000 years ago and the phylogeny-based estimates (tables 1 and 3). Once all genealogical lineages in a sample have coalesced to single ancestor, homoplasy/back mutation is the primary mutable process affecting the loss of diversity along lineage. We suggest that sequence saturation is maintaining this lower ''equilibrium rate'' after all lineages have coalesced into a single ancestral sequence.
Conclusion
We have characterized, for the first time, the shape of the time-dependent rate curve of human mtDNA mutation rate estimates for both the hypervariable and coding regions. We have shown that multiple hits can effectively account for the difference between pedigree-based and human versus chimpanzee phylogeny-based mutation rate estimates. However, the multiple hits model is unlikely to explain the time-dependent decay for the genealogy-based estimates, where rate estimates associated with more recent events are high and then decay over 50,000 years going back in time.
Purifying selection and population bottlenecks may explain the time dependency of within-species mutation rate estimates. Specifically, the genetic diversity estimators p and q are proportional to effective population size (Forster et al. 1996) . Thus, our human diversity estimates are lower if a population history was characterized by serial bottlenecks as compared with a history of constant population size (Nei et al. 1975 ). Because phylogeny-based mutation rates are calibrated with ''arrival time'' archaeological information that is blind to later population size fluctuations, the mutation rate estimates based on p and q are also lower than expected. Using simulation, Zhivotovsky et al. (2006) showed that microsatellite mutation rates estimated from small populations (haplogroups) undergoing serial bottlenecks are indeed reduced compared with pedigreebased rates. Alternatively, purifying selection acts to eliminate newly arising deleterious alleles and linked diversity throughout both the coding and HVRs (Kivisild et al. 2006) . This also decreases genetic diversity estimates (Charlesworth et al. 1995) and thus the mutation rate estimates.
Our mutation rate estimates from all but the most recent samples are lower than the pedigree-based rate estimate, which is not affected by the above processes of bottlenecks and selection (except for purifying selection on lethal alleles). Purifying selection and population size changes are not mutually exclusive. Both processes could underlie the exponentially decaying mutation rate curves (figs. 2 and 3). However, reduction in population size is expected to reduce the efficacy of natural selection relative to genetic drift.
The striking difference between our mutation rate estimates from before and after 20,000 years ago suggests that demographic history may play an important role. Prior to the LGM lasting between 22,000 and 15,000 years ago, human populations were characterized by small, mobile hunter-gatherer groups that may have been frequently subject to fluctuations in population size. Following the LGM, humans experienced far fewer climatic swings (Mithen 2004) . Particularly, after the Younger Dryas cycle, agriculture facilitated dramatic population growth and serial bottlenecks were unlikely to substantially reduce the diversity of such large populations. A dramatic increase in population size during the Neolithic period is supported by mtDNA genomes from African, southeastern Asian, and European populations (Gignoux C, Henn B, unpublished data). We propose that a population history consisting of serial bottlenecks followed by recent population growth currently provides the most compelling explanation for the time dependency of human hypervariable and coding region mtDNA mutation rate estimates. It is possible that this type of demographic explanation applies to other species (e.g., birds and fish) (Ho et al. 2005; Burridge et al. 2008) , but this depends on whether the species experiences serial bottlenecks, whether they have large effective population sizes, and if the species is significantly substructured. In this context, it is important that each species be evaluated separately for population history events before a more general conclusion about time dependency can be reached. 
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