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1. Prostudujte metody realisticke´ho zobrazova´nı´, zejme´na sledova´nı´ paprsku.
2. Prostudujte mozˇnosti paralelizace metody sledova´nı´ paprsku.
3. Navrhneˇte komunikacˇnı´ protokoly a dalsˇı´ nutne´ veˇci pro paralelizaci sledova´nı´ pa-
prsku s cı´lem realisticky zobrazovat v rea´lne´m cˇase.
4. Implementujte paralelnı´ sledova´nı´ paprsku v rea´lne´m cˇase v pocˇı´tacˇove´ sı´ti.
5. Vyhodnot’te vlastnosti implementovane´ho rˇesˇenı´ a demonstrujte mozˇnosti pouzˇitı´.
6. Zhodnot’te dosazˇene´ vy´sledky a navrhneˇte mozˇnosti pokracˇova´nı´ projektu; vytvorˇte
plaka´tek pro prezentova´nı´ projektu.
Abstrakt
Sledova´n´ı paprsku je rozsˇ´ıˇrenou metodou realisticke´ho zobrazova´n´ı pocˇ´ıtacˇovy´ch sce´n. Jej´ı
hlavn´ı nevy´hodou je cˇasova´ na´rocˇnost na vy´pocˇet obra´zku, proto se cˇasto paralelizuje. Tato
pra´ce se veˇnuje popisu sledova´n´ı paprsku a paralelizaci jako takove´. Vysveˇtluje zp˚usob,
jaky´m se da´ sledova´n´ı paprsku paralelizovat, ale i rozbor proble´mu˚, ktere´ u te´to parale-
lizace vznikaj´ı. Vy´sledkem je implementace aplikace, ktera´ paralelneˇ na hodneˇ pocˇ´ıtacˇ´ıch
zobrazuje sce´nu pomoc´ı zvolene´ho softve´ru a porovna´n´ı u´speˇsˇnosti te´to paraleln´ı aplikace.
Kl´ıcˇova´ slova
realisticke´ zobrazova´n´ı, sledova´n´ı paprsku, paralelizace, Message Passing Interface, MPI
Abstract
Ray tracing is widely used technique for realistic rendering of computer scenes. Its major
drawback is time needed to compute the image, therefore it’s usually parallelized. This
thesis describes parallelization and ray tracing in general. It explains the possibility of how
can be ray tracing parallelized as well as it defines the problems which may occur during the
process. The result is parallel rendering application which uses selected ray tracing software
and measurement of how successful this application is.
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Problematika realisticke´ho zobrazovania riesˇi mozˇnosti cˇo najvernejˇsieho zobrazenia urcˇitej
sce´ny pomocou pocˇ´ıtacˇa. V su´cˇasnosti je realisticke´ zobrazovanie neoddelitel’nou su´cˇast’ou
roˆznych technologicky´ch odvetv´ı, napr´ıklad architektu´ry, kde potrebujeme vyobrazit’ novu´
budovu cˇo najvernejˇsie, stroja´rstva (napr. automobilovy´ priemysel), medic´ıny, alebo fil-
move´ho a herne´ho priemyslu. Uzˇ z toho doˆvodu, zˇe sa snazˇ´ıme dosiahnut’ cˇo najvysˇsˇ´ı stupenˇ
realizmu a vernosti zobrazenia, je zrejme´, zˇe tento proces je vy´pocˇtovo vel’mi na´rocˇny´.
Jednou z meto´d pouzˇ´ıvany´ch pre realisticke´ zobrazovanie je sledovanie lu´cˇa. Existuje via-
cero spoˆsobov ako zobrazovanie ury´chlit’. Jedny´m z nich je navy´sˇenie hrube´ho vy´pocˇtove´ho
vy´konu, ktory´ moˆzˇeme z´ıskat’ pomocou paraleliza´cie.
Dnesˇne´ aplika´cie su´ bezˇne interpretovane´ ako sled insˇtrukci´ı, ktore´ su´ spracovane´ sek-
vencˇne. Procesory vsˇak uzˇ svojimi frekvenciami neprekona´vaju´ d’alˇsie hranice. Hlavnou
mierkou vy´konu sa stal pocˇet jadier, ktory´ sa v aktua´lnej dobe pohybuje okolo pocˇtu
sˇtyri. Vd’aka tomu je jedinou mozˇnost’ou pre navy´sˇenie vy´konu paraleliza´cia, ktora´ na´m
poma´ha vyuzˇ´ıvat’ viacere´ vy´pocˇtove´ jednotky su´cˇasne. Princ´ıp paraleliza´cie spocˇ´ıva v roz-
delen´ı va¨cˇsˇej u´lohy na mnozˇstvo maly´ch, ktore´ je mozˇne´ spracovat’ su´cˇasne. Pri rozdel’ovan´ı
je potrebne´ zobrat’ do u´vahy, zˇe jednotlive´ procesy budu´ potrebovat’ pre svoj chod vy´sledky
z iny´ch procesov, a teda je potrebne´ vyriesˇit’ urcˇity´ druh komunika´cie, pomocou ktorej sa
budu´ zasielat’ potrebne´ da´ta.
Je vsˇeobecne zna´me, zˇe meto´da zobrazovania pomocou sledovania lu´cˇa je v porovnan´ı
s ostatny´mi spoˆsobmi zobrazovania extre´mne pomala´, avsˇak ak sa na´m podar´ı tento typ
zobrazovania dostatocˇne paralelizovat’ a z´ıskame dostatocˇny´ vy´pocˇtovy´ vy´kon, je mozˇne´
takto vykresl’ovat’ sce´nu v rea´lnom cˇase. Ty´mto sa zaobera´ ta´to diplomova´ pra´ca.
1.1 Ciel’ pra´ce
U´lohou tejto pra´ce je opis niektory´ch meto´d realisticke´ho zobrazovania, prima´rne meto´du
sledovania lu´cˇa. Dˇalˇs´ım krokom je popis paraleliza´cie a navrhnutie spoˆsobu, ktory´m by
bolo mozˇne´ paralelizovat’ sledovanie lu´cˇa. Po na´jden´ı spoˆsobu, aky´m bude ta´to meto´da
paralelizovana´, je nutne´ navrhnu´t’ komunikacˇny´ protokol popisuju´ci komunika´ciu medzi
procesmi a d’alˇsie aspekty nutne´ pri paralelnom spracovan´ı sledovania lu´cˇa v rea´lnom cˇase.
Po navrhnut´ı, ako bude pracovat’ paralelizovane´ sledovanie lu´cˇa, ma´m za u´lohu tento na´vrh




V u´vodny´ch kapitola´ch sa budem venovat’ popisu niektory´ch meto´d realisticke´ho zobrazo-
vania a defin´ıcii paraleliza´cie. Tieto dve kapitoly, ako aj pocˇiatocˇne´ spracovanie zvolene´ho
softve´ru, boli vypracovane´ v ra´mci semestra´lneho projektu. Po obozna´men´ı sa s parale-
liza´ciou a meto´dou sledovania lu´cˇa opisujem mozˇnosti, ako tu´to meto´du zobrazovania pa-
ralelizovat’, ako medzi sebou moˆzˇu jednotlive´ uzly komunikovat’ a cˇo je potrebne´ dodrzˇat’
pri zobrazovan´ı sce´ny v rea´lnom cˇase. V nasleduju´cej kapitole sa venujem samotnej im-
plementa´cii a cˇinnosti tohto zobrazovacieho syste´mu. Pra´ca d’alej pokracˇuje testovan´ım
a vyhodnoten´ım vy´konu tohto syste´mu a porovnan´ım s neparalelizovanou verziou. V za´vere
opisujem, ako sa mi podarilo splnit’ vsˇetky pocˇiatocˇne´ pozˇiadavky, uplatnit’ mozˇne´ vy-





Rasteriza´cia je najrozsˇ´ırenejˇs´ım spoˆsobom zobrazovania pocˇ´ıtacˇovej grafiky. Obraz je vy-
tvoreny´ pomocou viacery´ch vyrovna´vaju´cich pama¨t´ı1, ktore´ definuju´ vy´sledny´ obraz, resp.
poma´haju´ pri jeho vytva´ran´ı. Je to jeden z najrozsˇ´ırenejˇs´ıch a najry´chlejˇs´ıch spoˆsobov zob-
razovania a preto ho moˆzˇeme vidiet’ v drvivej va¨cˇsˇine pocˇ´ıtacˇovy´ch hier. Objekty na sce´ne su´
reprezentovane´ siet’ovy´mi modelmi zlozˇeny´mi z trojuholn´ıkov. Zjednodusˇene povedane´, ras-
teriza´cia funguje na princ´ıpe transforma´cie vrcholov trojuholn´ıkov v trojrozmernom pries-
tore do dvojrozmerne´ho priestoru.
Tento spoˆsob zobrazovania nedoka´zˇe zobrazovat’ urcˇite´ efekty a preto sa pouzˇ´ıvaju´ roˆzne
spoˆsoby, ako tieto efekty napodobnit’. Napr´ıklad na simula´ciu osvetlenia sa moˆzˇu pouzˇ´ıvat’
svetelne´ mapy2, na zobrazenie tienˇov mapovanie tienˇov3 a na zobrazenie odrazov od po-
vrchov mapovanie okolia4. Tieto efekty vsˇak va¨cˇsˇinou nepoda´vaju´ realisticky´ dojem a je
mozˇne´ rozl´ıˇsit’ medzi realitou a obra´zkom zobrazeny´m pomocou rasteriza´cie.
2.2 Sledovanie lu´cˇa
Jednou z najrozsˇ´ırenejˇs´ıch meto´d zobrazovania realistickej grafiky je sledovanie lu´cˇa5. Vy-
soka´ realistickost’ tohto zobrazovania spocˇ´ıva v reverznej simula´cii rea´lnej dra´hy svetelny´ch
lu´cˇov, kde pre kazˇdy´ bod vy´sledne´ho obrazu je vyslany´ lu´cˇ, ktory´ po na´raze na objekt z´ıska
informa´ciu o farbe tohto objektu v mieste dopadu lu´cˇa, vlastnosti materia´lu, polohe sve-
telny´ch zdrojov vocˇi miestu dopadu a d’alˇsie aspekty, ktore´ ovplyvnˇuju´ farbu zobrazovane´ho
bodu.
2.2.1 Prima´rny lu´cˇ
Prima´rny lu´cˇ je prvotny´ lu´cˇ, ktory´ ma´ pocˇiatok v zobrazovacom zariaden´ı (kamera) a pre-
cha´dza cez poz´ıciu konkre´tneho zobrazovane´ho bodu na pla´tne. Pre tento lu´cˇ sa vypocˇ´ıtaju´
vsˇetky priesecˇn´ıky s objektmi na sce´ne a vyberie sa ten, ktory´ je najblizˇsˇie k zobrazovaciemu
zariadeniu. Zlozˇitost’ tejto opera´cie za´lezˇ´ı od pocˇtu prvkov v priestore a pouzˇitej meto´dy






pre ulozˇenie celej sce´ny v pama¨ti. Po na´jden´ı miesta dopadu lu´cˇa sa do sce´ny vysˇlu´ d’alˇsie
lu´cˇe, ktore´ upresnˇuju´ farebne´ zlozˇenie konkre´tneho zobrazovane´ho bodu.
2.2.2 Sekunda´rny lu´cˇ
Pre z´ıskanie farebny´ch informa´ci´ı o okolity´ch objektoch sa pouzˇ´ıva sekunda´rny lu´cˇ (lu´cˇ od-
razu), ktory´ simuluje spra´vanie prima´rneho lu´cˇa, avsˇak jeho funkciou je vra´tit’ informa´cie
tomu lu´cˇu, ktory´ ho vyslal. Tento lu´cˇ po dopade vysˇle d’alˇs´ı sekunda´rny (resp. tercia´lny)
lu´cˇ. Toto spra´vanie sa rekurz´ıvne opakuje podl’a toho, aka´ h´lbka rekurzie je vyzˇadovana´ zob-
razovac´ım syste´mom. Sˇpecia´lnym pr´ıpadom sekunda´rnych lu´cˇov su´ lu´cˇe zrkadlove´6, ktore´
slu´zˇia na zobrazenie zrkadlovy´ch odrazov.
2.2.3 Tienˇovy´ lu´cˇ
Po dopade prima´rneho lu´cˇa na objekt sa z miesta dopadu vysˇlu´ tienˇove´ lu´cˇe do vsˇetky´ch
zdrojov svetla na sce´ne, aby sme zistili, ako je miesto dopadu ovplyvnene´ svetlom v zobrazo-
vanej sce´ne. Tu moˆzˇu nastat’ dva pr´ıpady. V prvom pr´ıpade lu´cˇ naraz´ı na iny´ objekt, potom
je poˆvodne´ miesto dopadu zatienene´ vocˇi konkre´tnemu zdroju svetla. V druhom pr´ıpade,
medzi miestom dopadu a svetelny´m zdrojom nie je zˇiadna preka´zˇka, cˇizˇe miesto je priamo
osvetlene´ ty´mto zdrojom svetla. Pocˇet vyslany´ch tienˇovy´ch lu´cˇov za´vis´ı od druhu pouzˇite´ho
svetla. Ak je svetelny´ zdroj reprezentovany´ jediny´m bodom na sce´ne, potom je vyslany´ iba
jeden tienˇovy´ lu´cˇ a vznikaju´ tzv. ostre´ tiene, kde je vidiet’ ostry´ prechod medzi zatienenou
a nezatienenou plochou. Pri svetle, ktore´ je vyzˇarovane´ z plochy, sa z bodu dopadu vysˇlu´ vi-
acere´ tienˇove´ lu´cˇe, ktore´ obsiahnu celu´ plochu svetelne´ho zdroja. Ty´mto spoˆsobom vznikaju´
tzv. ma¨kke´ tiene.
2.2.4 Lu´cˇ lomu svetla
V pr´ıpade, zˇe objekt, na ktory´ naraz´ı prima´rny lu´cˇ, ma´ urcˇity´ stupenˇ priehl’adnosti, je
potrebne´ vyslat’ lu´cˇ lomu svetla7, ktory´ precha´dza ty´mto objektom a rekurz´ıvne generuje
d’alˇsie lu´cˇe, ktore´ simuluju´ prechod foto´nov cez tento objekt. Najcˇastejˇsie sa tento typ lu´cˇov
vyuzˇ´ıva na zobrazovanie skleneny´ch objektov alebo tekut´ın, resp. oboch naraz. Vy´sledkom
moˆzˇe byt’ efekt lomu svetla alebo kaustika.
2.3 Vrhanie lu´cˇa
Meto´da vrhania lu´cˇa8 je vel’mi podobna´ meto´de sledovania lu´cˇa, ale vrha´me iba prima´rny
a tienˇovy´ lu´cˇ. Vd’aka tomu je vrhanie lu´cˇa ry´chlejˇsie nezˇ sledovanie lu´cˇa, avsˇak pomocou
tejto meto´dy nedoka´zˇeme vytvorit’ napr´ıklad realisticke´ tiene, odrazy, kaustiku alebo lom
svetla. To sa vsˇak da´ napravit’ pouzˇit´ım iny´ch meto´d, ktore´ doka´zˇu do urcˇite´ho stupnˇa





Obra´zok 2.1: Sche´ma sledovania lu´cˇa [23]
2.4 Radiozita
Radiozita sa snazˇ´ı o fyzika´lnu simula´ciu sˇ´ırenia svetla v sce´ne. Za´kladny´ algoritmus vyzˇaduje
energeticky uzavretu´ sce´nu a neuvazˇuje interakciu svetelnej energie s prostred´ım v sce´ne. Po-
stup zobrazovania sce´ny sa del´ı na dve cˇasti. V prvej cˇasti je sce´na rozdelena´ na male´ ploˆsˇky
a na´sledne sa algoritmus venuje prenosu energie (svetla) v sce´ne medzi ty´mito ploˆsˇkami,
cˇ´ım sa docieli kompletny´ popis sce´ny z hl’adiska osvetlenia. V druhej cˇasti sa moˆzˇe pouzˇit’
aky´kol’vek zobrazovac´ı algoritmus, ktory´ riesˇi proble´m viditel’nosti a sce´nu zobraz´ı. Vy´hodou
je, zˇe sa pri zmene kamery nemus´ı sce´na prepocˇ´ıtavat’.[14] Pre zobrazovanie sa cˇasto vyuzˇ´ıva
meto´da sledovania lu´cˇa.
2.5 Zhrnutie
Z charakteru fungovania meto´dy sledovania lu´cˇa je zrejme´, zˇe jej vy´stup bude, oproti
ostatny´m spoˆsobom zobrazovania, najvernejˇsie zobrazovat’ realitu. Najva¨cˇsˇia vy´hoda tejto
meto´dy je za´rovenˇ aj jej nevy´hodou, ked’zˇe rekurz´ıvnym sledovan´ım lu´cˇov na sce´ne moˆzˇu
vzniknu´t’ desiatky azˇ stovky milio´nov lu´cˇov, ktore´ je potrebne´ prepocˇ´ıtat’. Tento pocˇet za´lezˇ´ı
od pozˇadovane´ho stupnˇa kvality, rozl´ıˇsenia vy´sledne´ho obrazu a pouzˇity´ch meto´d pre do-
siahnutie urcˇity´ch efektov. Pre ury´chlenie tohto vy´pocˇtu sa vyuzˇ´ıva paraleliza´cia, ktorou sa




Paraleliza´cia je postup zalozˇeny´ na rozdelen´ı zlozˇitej u´lohy na viacere´ jednoduche´ u´lohy,
ktore´ moˆzˇu byt’ riesˇene´ su´bezˇne. Tie su´ na´sledne rozvrhnute´ medzi viacere´ vy´pocˇtove´ jed-
notky za ciel’om ury´chlit’ vy´pocˇet celkovej u´lohy oproti sekvencˇne´mu spracovaniu. Tieto
u´lohy moˆzˇu byt’ spracova´vane´ simulta´nne, nie vsˇak neza´visle, pretozˇe vo va¨cˇsˇine pr´ıpadov
takto rozdelene´ u´lohy vyzˇaduju´ da´ta z iny´ch cˇast´ı a preto je nutna´ vza´jomna´ komunika´cia
ty´chto jednotiek. Efektivita komunika´cie je jedny´m z prvkov, ktore´ ovplyvnˇuju´, do akej
miery vzrastie vy´kon paralelnej aplika´cie.
Z hl’adiska programa´tora prina´sˇa paraleliza´cia nove´ druhy proble´mov, ktory´m je nutne´
venovat’ pozornost’. Medzi tieto proble´my patr´ı napr´ıklad blokovanie1, ktore´ nasta´va v pr´ıpa-
de, zˇe dva procesy na seba navza´jom cˇakaju´. V tomto pr´ıpade su´ procesy zaseknute´ a nemoˆzˇu
pokracˇovat’ v d’alˇsom spracova´van´ı. Dˇalˇs´ım proble´mom by´va starnutie, ktore´ nasta´va v pr´ı-
pade, zˇe jedne´mu procesu moˆzˇe byt’ nekonecˇne dlho odopreny´ pr´ıstup k urcˇite´mu zdroju,
ktory´ vyzˇaduje pre pokracˇovanie v cˇinnosti. Cyklovanie, ako d’alˇs´ı z proble´mov, je typ blo-
kovania, kde s´ıce procesy navonok vykazuju´ zna´mky cˇinnosti (nie su´ zablokovane´), avsˇak
nedocha´dza k zˇiadnemu pokroku vo vy´pocˇte a procesy su´ vo vza´jomnom cykle.[19] Je nut-
nost’ zabra´nit’ akejkol’vek pr´ıcˇine, ktora´ by mohla spoˆsobit’ asponˇ jeden zo spomenuty´ch
proble´mov.
Medzi d’alˇsie proble´my pri na´vrhu paralelnej aplika´cie je nutnost’ vymysliet’ komu-
nikacˇny´ protokol, vd’aka ktore´mu budu´ jednotlive´ procesy komunikovat’. Tento protokol
by mal byt’ cˇo najefekt´ıvnejˇs´ı, aby procesy stra´vili komunika´ciou cˇo najmenej cˇasu a veno-
vali sa vy´pocˇtovy´m u´loha´m. Programa´tor mus´ı taktiezˇ eliminovat’ paralelne´ spracova´vanie
kriticky´ch sekci´ı, cˇo je vlastne u´sek ko´du, ktory´ moˆzˇe spracova´vat’ v danom cˇase iba jeden
proces. Taktiezˇ je doˆlezˇite´ minimalizovat’ pocˇet ty´chto sekci´ı, ako aj skra´tit’ d´lzˇku ich spraco-
vania, aby neboli procesy blokovane´ na pr´ıliˇs dlhu´ dobu. Dˇalˇs´ım proble´mom je na´vrh rozdele-
nia celkove´ho proble´mu na mensˇie cˇasti, ktore´ moˆzˇu byt’ vykona´vane´ paralelne. S efektivitou
tohto rozdelenia rastie aj efektivita vy´konu paralelnej aplika´cie.
Vysˇsˇie spomenuta´ kriticka´ sekcia na´m priamo ovplyvnˇuje mozˇnu´ mieru paraleliza´cie
vy´pocˇtove´ho proble´mu. Ak p oznacˇuje cˇast’ programu, ktora´ moˆzˇe byt’ paralelizovana´ (1−p
oznacˇuje cˇast’, ktoru´ nemoˆzˇeme paralelizovat’), a na vy´pocˇet pouzˇijeme n procesorov, tak
maxima´lne mozˇne´ zry´chlenie bude:
1
(1− p) + pn
1angl. deadlock
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Z toho vyply´va, zˇe je nutne´ pozorne definovat’ cˇasti, ktore´ nebudu´ spracova´vane´ paralelne,
pretozˇe na´m urcˇuju´ limit, do ake´ho stupnˇa je mozˇne´ danu´ aplika´ciu paralelizovat’. Znamena´
to, zˇe paraleliza´cia sa hod´ı iba pre maly´ pocˇet procesov alebo pre aplika´cie, ktore´ maju´
vysoku´ hodnotu p. Toto predv´ıdanie maxima´lneho zry´chlenia paralelnej aplika´cie sa nazy´va
Amdahlov za´kon [3].
V nasleduju´cich cˇastiach si pop´ıˇseme problematiku paraleliza´cie z pohl’adu hardve´ru,
softve´ru a d’alˇs´ıch prvkov, ktore´ s paraleliza´ciou su´visia.
3.1 Hardve´r
Jediny´mi pozˇiadavkami paraleliza´cie z hardve´rove´ho hl’adiska su´ nutnost’ distribuovat’ u´lohy
a na´sledne kompletizovat’ vy´sledky. Znamena´ to, zˇe vy´pocˇtove´ jednotky musia byt’ urcˇity´m
spoˆsobom prepojene´ medzi sebou alebo spojene´ s nejaky´m riadiacim cˇlenom, aby ty´mto
pozˇiadavka´m vyhoveli. Toto vsˇak nesu´hlas´ı s pozˇiadavkami uzˇ´ıvatel’ov, kde uzˇ zohra´va u´lohu
aj cˇas potrebny´ na splnenie u´lohy a cena. Tieto aspekty ovplyvnˇuju´ aky´ hardve´r bude
pouzˇity´.
V dnesˇnej dobe, kde vy´robcovia procesorov nara´zˇaju´ na limity pri zvysˇovan´ı pracovny´ch
frekvenci´ı, sa paraleliza´cia spolu s viacjadrovy´mi (viacprocesorovy´mi) syste´mami sta´va
hlavny´m smerom pre d’alˇsie navy´sˇenie vy´konu.
Za´kladne´ hardve´rove´ prvky, ktore´ slu´zˇia ako vy´pocˇtove´ jednotky, su´ v drvivej va¨cˇsˇine
postavene´ tak aby dovol’ovali paraleliza´ciu a t’azˇili z nej.
3.1.1 Procesory
V dnesˇnej dobe vid´ıme, zˇe hlavny´ vy´kon procesora2 sa uzˇ nemeria iba pomocou jeho takto-
vacej frekvencie, ale aj podl’a pocˇtu jadier, ktore´ obsahuje. V su´cˇasnosti sa bezˇne v osobny´ch
pocˇ´ıtacˇoch pouzˇ´ıvaju´ dvojjadrove´, trojjadrove´, alebo azˇ sˇtvorjadrove´ procesory. S na´stupom
novy´ch procesorov je vidiet’, zˇe tento trend bude postupovat’ d’alej a v bl´ızkej budu´cnosti sa
stretneme s procesormi, ktore´ maju´ desiatky azˇ stovky jadier. Viacjadrove´ procesory na´m
da´vaju´ mozˇnost’ spracova´vat’ simulta´nne rovnaky´ pocˇet procesov resp. vla´kien3 ako je pocˇet
jadier. Snaha dosiahnut’ tento stav bola uzˇ v minulosti, napr´ıklad pri pouzˇit´ı viacery´ch
jednojadrovy´ch procesorov alebo pri pouzˇit´ı technolo´gie hyper-threading, ktora´ simulovala
spra´vanie dvojjadrove´ho procesora nad obycˇajny´m jednojadrovy´m procesorom, takzˇe aj
jednojadrovy´ procesor bol schopny´ spracova´vat’ dve vla´kna v rovnakom cˇase. Procesory su´
vd’aka svojej univerza´lnosti vhodne´ na aky´kol’vek druh vy´pocˇtov.
3.1.2 Graficky´ procesor
Najvy´konnejˇsia se´riovo vyra´bana´ graficka´ karta su´cˇasnosti (ATI 4870-X2) dosahuje hruby´
vy´kon 2,4 TFLOPS za pouzˇitia dvoch graficky´ch procesorov4 [1]. Tento vy´kon je mno-
hona´sobne vysˇsˇ´ı oproti najvy´konnejˇsiemu procesoru, ktory´ dosahuje priblizˇne 51,2 GFLOPS
(Intel i7-965) [13]. Tento ohromny´ rozdiel vo vy´kone grafickej karty je dosiahnuty´ mas´ıvnou
paraleliza´ciou, kde ta´to konkre´tna karta vyuzˇ´ıva 1600 stream procesorov5. Stream procesory
su´ zjednodusˇene´ procesory schopne´ aplikovat’ rovnaku´ sadu insˇtrukci´ı na vel’ke´ mnozˇstvo
2CPU - Central Processing Unit
3angl. thread(s)
4GPU - Graphics Processing Unit
5800 v kazˇdom grafickom procesore
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da´t. Okrem vy´hody, ktorou je vysoka´ ry´chlost’ spracova´vania da´t, su´ tu aj znacˇne´ nevy´hody.
Je to napr´ıklad nemozˇnost’ akejkol’vek priamej komunika´cie medzi vy´pocˇtovy´mi jednotkami,
obmedzena´ insˇtrukcˇna´ sada, limitovana´ presnost’ pri opera´cia´ch s pohyblivou desatinnou
cˇiarkou6 a vel’mi n´ızky vy´kon na jedno vla´kno. Kvoˆli ty´mto nevy´hoda´m sa graficke´ proce-
sory hodia iba na tie vy´pocˇtove´ proble´my, ktory´m nevadia spomenute´ nevy´hody.
Tieto prvky sa daju´ d’alej zdruzˇovat’ do va¨cˇsˇ´ıch celkov, cˇ´ım vzrasta´ vy´pocˇtovy´ vy´kon
ako celku a u´lohu teda moˆzˇeme vyriesˇit’ za kratsˇ´ı cˇas. Tento princ´ıp sa vyuzˇ´ıva napr´ıklad
pri stavan´ı super pocˇ´ıtacˇov, ktore´ su´ zlozˇene´ z desat’ tis´ıcov procesorov.
3.2 Softve´r
Z pohl’adu softve´ru vyzˇaduje paraleliza´cia urcˇitu´ schopnost’ komunika´cie medzi procesmi,
ktore´ spolu tvoria celok. Ta´ sa moˆzˇe uskutocˇnˇovat’ roˆznymi spoˆsobmi, ako napr´ıklad za´pisom
a cˇ´ıtan´ım zo zdiel’anej pama¨te alebo zasielan´ım spra´v po urcˇitom komunikacˇnom kana´le,
ktory´m moˆzˇe byt’ napr´ıklad priame prepojenie jadier v ra´mci jedne´ho procesora, nejaky´ elek-
tronicky´ obvod medzi dvoma procesormi, alebo obycˇajne´ siet’ove´ spojenie dvoch pocˇ´ıtacˇov.
Uzˇ z pohl’adu operacˇne´ho syste´mu sa na´m naskyta´ mozˇnost’ paraleliza´cie pomocou
vla´kien, ktore´ spolu zdiel’aju´ pama¨t’, alebo procesov, ktore´ si moˆzˇu zasielat’ signa´ly a spra´vy.
Operacˇny´ syste´m je vsˇak limitovany´ na jeden fyzicky´ pocˇ´ıtacˇ, takzˇe nie je mozˇne´ vytvo-
rit’ mas´ıvne paralelnu´ aplika´ciu iba pomocou na´strojov dostupny´ch v tomto syste´me. Je
nutne´ pouzˇit’ externe´ na´stroje, ktore´ umozˇnˇuju´ urcˇitu´ formu manazˇmentu procesov nad
operacˇny´m syste´mom a taktiezˇ ich vza´jomnu´ komunika´ciu.
Existuje viacero druhov komunikacˇny´ch kana´lov, a teda existuje viac spoˆsobov, ako moˆzˇu
medzi sebou jednotlive´ procesy komunikovat’. Z tohto doˆvodu existuju´ roˆzne knizˇnice, ktore´
zapuzdruju´ viacere´ druhy komunika´cie, cˇizˇe pri programovan´ı ma´me k dispoz´ıcii preddefi-
novane´ jednotne´ funkcie urcˇene´ na komunika´ciu, a zvolena´ knizˇnica sama vyberie najlepsˇ´ı
spoˆsob zaslania da´t.
3.2.1 MPI
MPI (Message Passing Interface) je sˇtandard definuju´ci syntax a se´mantiku rut´ın v knizˇnici,
ktore´ su´ pouzˇitel’ne´ pre sˇiroku´ sˇka´lu uzˇ´ıvatel’ov a umozˇnˇuju´ efekt´ıvnu implementa´ciu na
mnohy´ch architektu´rach. [7]
Ciel’ MPI:
• Na´vrh programovacieho rozhrania pre aplika´cie.
• Poskytnutie efekt´ıvnej komunika´cie. Vyhnutie sa kop´ırovaniu z pama¨te do pama¨te,
povolit’ prekry´vanie sa vy´pocˇtu a komunika´cie a presunu´t’ vsˇetku mozˇnu´ komunika´ciu
na koprocesor.
• Umozˇnit’ roˆznym aplika´cia´m beh v heteroge´nnom prostred´ı.
• Podpora jazykov C a Fortran 77.
6angl. floating point operations
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• Poskytnutie spol’ahlivej komunika´cie, takzˇe sa uzˇ´ıvatel’ nemus´ı zaoberat’ chybami pri
komunika´cii. Tieto chyby su´ riesˇene´ v komunikacˇnom subsyste´me.
• Defin´ıcia rozhrania s minima´lnym rozdielom oproti zauzˇ´ıvany´m praktika´m a poskyt-
nutie rozsˇ´ıren´ı pre va¨cˇsˇiu flexibilitu.
• Vytvorenie rozhrania, ktore´ moˆzˇe byt’ bez proble´mov implementovane´ na viacery´ch
platforma´ch, s minima´lnym za´sahom do za´kladu syste´mu.
• Dosiahnutie se´mantiky rozhrania, ktora´ je neza´visla´ na platforme.
• Na´vrh rozhrania, ktore´ dovol’uje bezpecˇne´ vykona´vanie ko´du v paralelnom prostred´ı7.
Za´kladne´ vlastnosti MPI:
• Priama komunika´cia medzi dvoma prvkami: Odosielanie spra´v je za´kladny´m
komunikacˇny´m mechanizmom v MPI. Pre komunika´ciu medzi dvoma prvkami sa
pouzˇ´ıvaju´ funkcie ”send“ a ”receive“, ktore´ existuju´ v blokuju´com a neblokuju´com
preveden´ı.
• Kolekt´ıvna komunika´cia: Na komunika´ciu, ktora´ zahr´nˇa skupinu procesov, po-
skytuje MPI viacero funkci´ı, ako napr´ıklad: rozposlanie spra´v vsˇetky´m u´cˇastn´ıkom8;
odoslanie da´t urcˇitou skupinou procesov; rozposlanie da´t urcˇitej skupine procesov;
globa´lne redukcˇne´ opera´cie (napr. sum, min, max); synchronizacˇny´ na´stroj barie´ra
atp.
• Skupiny procesov: Skupina je mnozˇina identifika´torov procesov (a teda samotny´ch
procesov), nad ktorou je mozˇne´ vykona´vat’ urcˇite´ opera´cie v ra´mci MPI.
• Komunikacˇne´ kontexty: Kontext je vlastnost’ spra´vy, ktora´ na´m dovol’uje rozdelit’
priestor pre komunika´ciu. Kazˇda´ spra´va, ktora´ je odoslana´ v urcˇitom kontexte, nemoˆzˇe
byt’ prijata´ v kontexte rozdielnom.
• Topolo´gia procesov: Topolo´gia je volitel’ny´ atribu´t, ktory´ na´m dovol’uje pohodlny´
mechanizmus pre pomenova´vanie skupinu procesov.
• Rozhranie pre C a Fortran 77: MPI definuje rozhranie pomocou funkci´ı v jazykoch
C a Fortran 77.
• Spra´vu a monitorovanie prostredia: MPI obsahuje viacere´ rutiny pre z´ıskavanie
a nastavovanie roˆznych parametrov su´visiacich s implementa´ciou MPI a prostred´ım,
v ktorom pu´sˇt’ame aplika´cie.
• Profilovacie rozhranie: MPI definuje kazˇdu´ funkciu v profilovacej verzii, ktora´ sa
zapisuje s prefixom ”PMPI “ na rozdiel od klasicke´ho ”MPI “. Tieto funkcie zhromazˇ-






PVM (Parallel Virtual Machine) je podobne ako MPI urcˇene´ na paraleliza´ciu s vysokou
sˇka´lovatel’nost’ou9. Na rozdiel od MPI PVM je integrovana´ sada softve´rovy´ch na´strojov
a knizˇn´ıc, ktore´ emuluju´ flexibilny´, heteroge´nny, vy´pocˇtovy´ syste´m na sieti prepojeny´ch
pocˇ´ıtacˇov rozdielnej architektu´ry, dovol’uju´ci su´bezˇne´ spracova´vanie u´loh. Hlavne´ cˇrty PVM:
[11]
• Uzˇ´ıvatel’sky definovane´ zdruzˇenie hostitel’sky´ch pocˇ´ıtacˇov: Vy´pocˇtove´ u´lohy
aplika´cie su´ vykona´vane´ na mnozˇine pocˇ´ıtacˇov definovanej uzˇ´ıvatel’om pri spusten´ı
PVM aplika´cie. Vy´hodou PVM je, zˇe tu´to mnozˇinu je mozˇne´ menit’ prida´van´ım alebo
odstranˇovan´ım hostitel’sky´ch pocˇ´ıtacˇov za behu aplika´cie.
• Transparentny´ pr´ıstup k hardve´ru: Aplika´cia moˆzˇe k hardve´ru pristupovat’ ako
ku kolekcii virtua´lnych vy´pocˇtovy´ch prvkov bez roˆznych atribu´tov alebo selektovat’
dostupny´ hardve´r podl’a jeho schopnost´ı a rozdel’ovat’ urcˇite´ vy´pocˇtove´ u´lohy podl’a
toho, pre ktory´ hardve´r su´ najvhodnejˇsie.
• Vy´pocˇty zalozˇene´ na procesoch: Jednotka paralelizmu v PVM je u´loha (zvycˇajne
proces), sekvencˇny´ sled opera´ci´ı, ktory´ strieda medzi komunika´ciou a vy´pocˇtom. PVM
nevykona´va zˇiadne mapovanie typu proces-procesor, takzˇe viacere´ u´lohy moˆzˇu byt’
spustene´ na jednom procesore.
• Explicitny´ model komunika´cie: V kolekcii procesov, kde kazˇdy´ vykona´va urcˇitu´
cˇast’ u´loh aplika´cie, definovanu´ pomocou da´tovej, funkciona´lnej alebo hybridnej de-
kompoz´ıcie, medzi sebou procesy spolupracuju´ explicitne pomocou zasielania a prij´ı-
mania spra´v. Vel’kost’ spra´vy je limitovana´ iba vel’kost’ou dostupnej pama¨te.
• Podpora heteroge´nneho hardve´ru: PVM podporuje heteroge´nnost’ v zmysle pou-
zˇite´ho hardve´ru, siete a aplika´ci´ı. So zretel’om na komunika´ciu je podporovane´ zasie-
lanie spra´v, ktore´ obsahuju´ viacero da´tovy´ch typov, ky´m jednotlive´ pocˇ´ıtacˇe maju´
rozdielnu reprezenta´ciu ty´chto da´t.
• Multiprocesorova´ podpora: Vd’aka rozpozna´vaniu architektu´ry a vyuzˇitiu tejto
znalosti doka´zˇe PVM vyuzˇit’ nat´ıvne zasielanie spra´v, ktore´ v sebe zahr´nˇaju´ viacpro-
cesorove´ syste´my.
PVM je zlozˇene´ z dvoch cˇast´ı. Prva´ cˇast’ je de´mon10 nazy´vany´ ”pvmd3“, ktory´ je rezi-
dentne spusteny´ na vsˇetky´ch hostitel’sky´ch pocˇ´ıtacˇoch, ktore´ spolu tvoria virtua´lny pocˇ´ıtacˇ.
Ak si uzˇ´ıvatel’ vyzˇiada spustenie PVM aplika´cie, tak mus´ı najprv vytvorit’ virtua´lny pocˇ´ıtacˇ
pomocou PVM a azˇ na´sledne moˆzˇe byt’ aplika´cia spustena´ z niektore´ho hostitel’ske´ho
pocˇ´ıtacˇa. Uzˇ´ıvatelia moˆzˇu neza´visle na sebe vytva´rat’ niekol’ko prekry´vaju´cich sa virtua´lnych
pocˇ´ıtacˇov a kazˇdy´ uzˇ´ıvatel’ moˆzˇe spu´sˇt’at’ viacero aplika´ci´ı naraz.
Druha´ cˇast’ tohto syste´mu je knizˇnica definuju´ca rozhranie PVM. Obsahuje funkcˇne
u´plny´ su´bor primit´ıv, ktore´ su´ nutne´ pre spolupra´cu medzi u´lohami aplika´cie, uzˇ´ıvatel’ske´
rutiny pre komunika´ciu, vytva´ranie procesov, koordina´ciu u´loh a modifika´ciu virtua´lneho
pocˇ´ıtacˇa.
9angl. scalability
10pocˇ´ıtacˇovy´ program, ktory´ dlhodobo bezˇ´ı na pozad´ı bez interakcie s uzˇ´ıvatel’om
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3.2.3 GPU
GPU (Global Processing Unit)[20] na rozdiel od MPI a PVM ide trochu iny´m smerom
a snazˇ´ı sa spr´ıstupnit’ vy´hody paralelne´ho spracova´vania pre masy, kde uzˇ´ıvatel’ nemus´ı mat’
vlastny´ pr´ıstup k vy´pocˇtovy´m jednotka´m. GPU je zalozˇene´ na protokole Gnutella[15], ktory´
dovol’uje pocˇ´ıtacˇom vytva´rat’ virtua´lne siete nad TCP/IP11 a zdiel’at’ medzi sebou da´ta.
Tento protokol bol pre potreby GPU upraveny´ tak, aby da´ta prena´sˇane´ medzi prvkami siete
obsahovali aj opera´cie, ktore´ sa nad ty´mito da´tami maju´ vykonat’. Ta´to siet’ je vytvorena´
pomocou aplika´cie GPU, kde kazˇdy´ klient je za´rovenˇ server, cˇo znamena´, zˇe kazˇdy´ prvok
siete moˆzˇe vyuzˇ´ıvat’ poskytovane´ sluzˇby ostatny´mi prvkami, ako aj on sa´m mus´ı poskytovat’
sluzˇby ostatny´m prvkom siete. GPU obsahuje rozhranie pre rozsˇ´ırenia, takzˇe prakticky
aky´kol’vek vy´pocˇtovy´ proble´m moˆzˇe byt’ paralelizovany´ podl’a potreby.
+ odpada´ nutnost’ vlastnit’ vel’ke´ mnozˇstvo hardve´ru
+ dostupnost’ pre masy
− vysoka´ latencia
− dostupny´ hardve´r je zdiel’any´
− dynamicky sa meniaci pocˇet vy´pocˇtovy´ch jednotiek
U´loha´m spracova´vany´m pomocou GPU je mozˇne´ nastavovat’ roˆznu prioritu a teda klient
nemus´ı byt’ voˆbec rusˇeny´ vy´pocˇtom (moˆzˇe mu nastavit’ najnizˇsˇiu prioritu).
3.2.4 Zhrnutie
Existuju´ aj d’alˇsie softve´rove´ mozˇnosti ako paralelizovat’ aplika´cie, napr´ıklad OpenMP[2] cˇi
OpenCL (doka´zˇe vyuzˇ´ıvat’ aj graficke´ procesory na matematicke´ vy´pocˇty)[12], avsˇak tieto





Meto´da sledovania lu´cˇa sa da´ pop´ısat’ ako urcˇity´ sled vy´pocˇtov, kde vy´pocˇet jedne´ho lu´cˇa
nasleduje vy´pocˇet druhe´ho lu´cˇa a tieto su´ medzi sebou neza´visle´. Pra´ve ta´to neza´vislost’
na´m da´va mozˇnost’ vysokej paraleliza´cie a teda schopnost’ maxima´lne vyuzˇit’ vy´pocˇtovu´
silu, ktoru´ ma´me k dispoz´ıcii. Vznika´ na´m tu vsˇak niekol’ko proble´mov, ktore´ mus´ıme pri
paraleliza´cii riesˇit’. Najprv si vsˇak bolo nutne´ zvolit’ zobrazovac´ı softve´r, na ktorom aplika´ciu
postav´ıme.
4.1 YafaRay
Z vol’ne dostupny´ch zobrazovac´ıch syste´mov som si pre svoju pra´cu vybral YafaRay[8],
ktory´ je uzˇ niekol’ko rokov su´cˇast’ou popula´rneho 3D modelovacieho softve´ru Blender[9]
a aktua´lne je v pr´ıprave modul[5] pre fungovanie v modelovacom programe trueSpace [4].
Doˆvody, precˇo som zvolil YafaRay:
• Programovac´ı jazyk: Jadro tohto softve´ru je nap´ısane´ kompletne v C++, cˇo mi
vyhovuje kvoˆli vol’be knizˇnice, pomocou ktorej budem tento zobrazovac´ı syste´m pa-
ralelizovat’.
• Akt´ıvny vy´voj a komunita: YafaRay je sta´le v akt´ıvnom vy´voji a jeho komunita sa
zdruzˇuje na internete. Ma´m teda mozˇnost’ z´ıskavat’ informa´cie priamo od vy´voja´rov,
ako aj poskytnu´t’ pomoc pri jeho vy´voji.
• Vlastne´ rozhranie: YafaRay vyuzˇ´ıva vlastny´ forma´t vstupny´ch da´t (zalozˇeny´ na
XML), ktory´ definuje samotnu´ sce´nu, ako aj nastavenia zobrazovacieho syste´mu. Tie-
to vstupne´ da´ta je jednoduche´ modifikovat’ za u´cˇelom optimaliza´cie a nie je nutne´
pouzˇ´ıvat’ aplika´cie tret´ıch stra´n.
• Pokrocˇilost’: YafaRay umozˇnˇuje zobrazovat’ detailne´ sce´ny, ktore´ vyuzˇ´ıvaju´ pokrocˇile´
nastavenia osvetlenia, materia´lov atp. Vd’aka tomu rastie zlozˇitost’ sce´ny a dovol’uje mi
testovat’ vy´slednu´ aplika´ciu na vysokom pocˇte pocˇ´ıtacˇov bez toho, aby bola ry´chlost’
zobrazovania limitovana´ komunika´ciou.
• LGPL licencia: Ta´to licencia mi umozˇnˇuje aku´kol’vek u´pravu zdrojove´ho ko´du poˆ-
vodne´ho softve´ru.
Histo´ria tohto projektu siaha do roku 2001, kedy Alejandro Conty Este´vez zacˇal pro-
gramovat’ projekt YafRay (Yet Another Free Raytracer), ktory´ bol v ju´li 2002 vypusteny´
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pre verejnost’. Na pozˇiadavku komunity grafikov v programe Blender bol YafRay v au-
guste 2004 pridany´ do Bleneru ako za´suvny´ modul. Na´vrh vsˇak nebol dostatocˇne flexibilny´
a prida´vanie d’alˇsej funkcionality si vyzˇadovalo prepisovanie vel’ky´ch cˇast´ı ko´du. Posledna´
verzia YafRay je 0.0.9 z leta 2006. YafaRay je vy´sledok prepisovania YafRayu od za´kladu,
zacˇalo sa na nˇom pracovat’ uzˇ v decembri 2005. V okto´bri 2008 bola vydana´ verzia 0.1.0
zalozˇena´ na rev´ızii 280.
YafaRay je momenta´lne vo verzii 0.1.0.301 (13. apr´ıl 2009) a podporuje platformy Win-
dows, Mac OS X a Linux. Na skompilovanie sa pouzˇ´ıva automatizovany´ softve´rovy´ na´stroj
SCons [10] a medzi vyzˇadovane´ knizˇnice patr´ı pthread1, libxml2, libjpeg3, libpng4, Ope-
nEXR5 (volitel’ne´), freetype26, zlib7 a Qt8 (volitel’ne´).
Hlavne´ vlastnosti YafaRayu:
• Osvetlenie: bodove´, smerove´, plosˇne´, sfe´ricke´, slnecˇne´, svetlo prostredia
• Materia´ly: pouzˇitie viacery´ch druhov materia´lu na objekt, rozpty´lene´ a zrkadlove´ od-
razy, priesvitnost’, priehl’adnost’, podpora leskle´ho a matne´ho materia´lu, vyzˇarovanie
materia´lu
• Mapovanie: podpora viacery´ch textu´r na shader9, UV mapovanie10, atp.
• Textu´ry: za´kladne´ typy obrazovy´ch textu´r (tga, jpeg, png, exr, hdr), procedura´lne
textu´ry (oblaky, mramor, drevo, sˇum, atp.)
• Pozadia: konsˇtantne´, genera´tor slnecˇnej oblohy so slnecˇny´m svetlom a svetlom ob-
lohy, textu´rovane´, gradient
• Kamery: perspekt´ıvna, ortograficka´, architektonicka´ a uhlova´ kamera
• Plosˇne´ integra´tory: sledovanie dra´hy lu´cˇa11, obojsmerne´ sledovanie dra´hy lu´cˇa12
path tracing, priame nasvetlenie s podporou kaustiky a pohlcovania svetla
• Antialiasing: adapt´ıvne vyhladzovanie hra´n13
• podpora rozsˇ´ıren´ı
4.2 Komunikacˇne´ prostredie
Jednou z op´ısany´ch mozˇnost´ı pre mas´ıvnu paraleliza´ciu je knizˇnica MPICH, ktora´ imple-
mentuje MPI (Message Passing Interface) pre jazyk C/C++ a poskytuje vysoky´ vy´kon
1implementa´cia POSIXovy´ch vla´kien
2knizˇnica urcˇena´ na spracova´vanie XML su´borov
3spracova´vanie obrazove´ho forma´tu jpeg
4spracova´vanie obrazove´ho forma´tu png
5spracova´vanie obrazove´ho forma´tu openexr
6knizˇnica pre zobrazovanie p´ısma
7knizˇnica urcˇena´ na kompresiu da´t
8defin´ıcia graficke´ho uzˇ´ıvatel’ske´ho rozhrania
9sada insˇtrukci´ı vykona´vana´ graficky´m procesorom
10angl. UV mapping
11angl. path tracing
12angl. bidirectional path tracing
13angl. adaptive antialiasing
15
a sˇiroku´ portabilitu na roˆznych platforma´ch. Podporuje viacero druhov komunika´cie ako
unicast, multicast alebo broadcast, v blokuju´cej alebo neblokuju´cej forme.
Blokovacie zasielanie da´t znamena´, zˇe odosielatel’ cˇaka´, ky´m sa da´ta z vyrovna´vacej
pama¨te neodosˇlu´ pomocou komunikacˇne´ho kana´lu prij´ımatel’ovi. Pri neblokuju´com odoslan´ı
spra´vy odosielatel’ vysˇle pr´ıkaz na odoslanie, ale necˇaka´ na samotne´ odoslanie. Z tohto
doˆvodu je nutne´ dat’ pozor na to, aby da´ta v pama¨ti neboli prep´ısane´ predty´m, nezˇ su´ naozaj
odoslane´. Blokuju´ce prij´ımanie spra´v zastav´ı proces a cˇaka´, ky´m neprijme danu´ spra´vu.
Pocˇas tohto cˇakania nie je mozˇne´ vykona´vat’ zˇiadnu inu´ cˇinnost’. Neblokuju´ce prij´ımanie
spra´vy znamena´, zˇe proces spra´vu ocˇaka´va, ale neblokuje spracova´vanie ko´du, takzˇe moˆzˇe
vykona´vat’ inu´ cˇinnost’. Pri oboch typoch neblokuju´cej komunika´cie moˆzˇeme otestovat’ cˇi
komunika´cia prebehla do konca a podl’a toho rozhodnu´t’, ako bude proces pokracˇovat’ d’alej.
Oba druhy blokuju´cej komunika´cie vyuzˇ´ıvaju´ pas´ıvne cˇakanie.
MPICH po spusten´ı inicializuje dve premenne´, z ktory´ch jedna drzˇ´ı hodnotu pocˇtu spus-
teny´ch procesov a druha´ identifikacˇne´ cˇ´ıslo aktua´lneho procesu. Takto je mozˇne´ jednoducho
adresovat’ spra´vy ostatny´m procesom alebo napr´ıklad rozdel’ovat’ pra´cu medzi procesmi bez
nutnosti mat’ jeden centra´lny proces, ktory´ by tu´to cˇinnost’ riadil. Pri pouzˇit´ı MPICH je
nutne´ definovat’ tzv. ”machinefile“, cˇo je su´bor obsahuju´ci na´zvy pocˇ´ıtacˇov, ktore´ budu´
pouzˇite´ na vy´pocˇet. Ta´to knizˇnica je dostupna´ na vsˇetky´ch sˇkolsky´ch pocˇ´ıtacˇoch a teda
v tomto ohl’ade nie je nutne´ zˇiadne zasahovanie do ich softve´rove´ho vybavenia.
4.3 Paraleliza´cia sledovania lu´cˇa
4.3.1 Rozdelenie pra´ce
Pred samotny´m zobrazen´ım je nutne´ vy´pocˇet sce´ny rozdelit’ na mensˇie vy´pocˇty a distri-
buovat’ ich medzi vy´pocˇtove´ jednotky. Toto rozdelenie sa da´ ovplyvnit’ viacery´mi spoˆsobmi
a teda ma´me viac mozˇnost´ı efekt´ıvne vyriesˇit’ tento proble´m.
Rozdelenie podl’a pocˇtu vy´pocˇtovy´ch jednotiek
Najjednoduchsˇ´ım spoˆsobom, ako rozdelit’ sce´nu, je prakticky ”narezat
’“ pla´tno na urcˇity´
pocˇet cˇast´ı, ktory´ sa rovna´ pocˇtu dostupny´ch procesorov a vy´sledny´ obraz poskladat’ z ty´chto
cˇast´ı. Tu na´m nasta´va proble´m nevyuzˇitia vsˇetky´ch procesorov po cely´ cˇas, pretozˇe sce´na
nie je rovnako zlozˇita´ vo vsˇetky´ch svojich cˇastiach a teda vy´pocˇet jednej cˇasti moˆzˇe trvat’
nepomerne dlhsˇ´ı cˇas nezˇ vy´pocˇet inej cˇasti. Toto by mohlo spoˆsobit’ situa´ciu, kde jeden
procesor pocˇ´ıta svoju cˇast’ sce´ny a pritom ostatne´ procesory su´ v stave necˇinnosti a celkova´
efektivita syste´mu klesa´.
Rozdelenie podl’a zlozˇitosti sce´ny
Nı´zka efektivita predosˇle´ho spoˆsobu rozdel’ovania pra´ce sa da´ eliminovat’ vytvoren´ım algo-
ritmu, ktory´ analyzuje sce´nu ako celok a potom ju rozdel´ı na cˇasti, ktore´ vyzˇaduju´ priblizˇne
rovnaky´ cˇas spracovania. Na efektivite tohto algoritmu potom za´lezˇ´ı cely´ paralelizovany´
syste´m. Vel’kou nevy´hodou tejto analy´zy je cena, pretozˇe dosiahnutie vysokej efektivity je
podmienene´ h´lbkovy´m rozborom sce´ny, cˇo je taktiezˇ vy´pocˇtovo vel’mi na´rocˇne´. Pocˇas tejto
analy´zy by boli vsˇetky vy´pocˇtove´ jednotky v stave necˇinnosti.
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Model klient-server
Dˇalˇsou mozˇnost’ou je pouzˇit’ model klient-server, kde jeden proces bude distribuovat’ pra´cu
medzi viacere´ vedl’ajˇsie procesy, ak o nˇu pozˇiadaju´. Tu na´m vznikaju´ dva limituju´ce faktory,
podl’a ktory´ch sa mus´ıme riadit’. Ak sa rozhodneme rozdel’ovat’ pra´cu na vel’mi male´ cˇasti,
vznikne situa´cia, kde procesy budu´ medzi sebou viac komunikovat’ nezˇ pocˇ´ıtat’ obraz a to
bude obmedzovat’ celkovu´ ry´chlost’ zobrazovania. Ak budeme rozdel’ovat’ pra´cu na pr´ıliˇs
vel’ke´ cˇasti, potom na´s bude obmedzovat’ pra´ve vel’kost’ tejto cˇasti, pretozˇe vzˇdy moˆzˇe nastat’
situa´cia, kde na´m zostane vypocˇ´ıtat’ len jednu cˇast’ obrazu, ktora´ bude dostatocˇne zlozˇita´ na
to, aby vy´konnost’ cele´ho zobrazovacieho syste´mu rap´ıdne klesla. Preto je potrebne´ zvolit’
primeranu´ vel’kost’ zobrazovanej cˇasti, aby mohli procesy pracovat’ dostatocˇne efekt´ıvne
a vy´pocˇet jednej cˇasti nebude kriticky´. Kazˇda´ vy´pocˇtova´ jednotka vsˇak bude pocˇ´ıtat’ azˇ
niekol’ko desiatok ty´chto segmentov, cˇo v konecˇnom doˆsledku vytva´ra zbytocˇnu´ komunika´ciu
v pocˇiatku spracovania sce´ny.
Model klient-server s ohl’adom na zn´ızˇenu´ komunika´ciu
Model klient-server je vhodnou vol’bou pre zabezpecˇenie sta´lej za´t’azˇe vsˇetky´ch vy´pocˇtovy´ch
jednotiek, je vsˇak dobre´ ho modifikovat’ tak, aby sme minimalizovali komunika´ciu. Ked’zˇe
vieme, zˇe v pocˇiatku distribu´cie pra´ce moˆzˇeme pocˇ´ıtat’ s ty´m, zˇe kazˇda´ jednotka vypocˇ´ıta
azˇ niekol’ko desiatok mensˇ´ıch vy´pocˇtov, tak moˆzˇeme pra´cu rozdel’ovat’ na vel’ke´ cˇasti a azˇ
postupne vel’kost’ ty´chto cˇast´ı zmensˇovat’. Napr´ıklad celu´ sce´nu rozdel´ıme na 2n cˇast´ı, kde
n cˇast´ı rozdistribuujeme medzi n vy´pocˇtovy´ch jednotiek a zvysˇne´ cˇast´ı rozdel´ıme znova na
d’alˇs´ıch 2n cˇast´ı, ktore´ budeme distribuovat’ azˇ nejaky´ procesor dokoncˇ´ı pridelenu´ pra´cu
a vyzˇiada si d’alˇsiu. Takto budeme rekurz´ıvne pokracˇovat’, azˇ ky´m nenaraz´ıme na dopredu
urcˇeny´ limit vel’kosti bloku, pod ktory´ uzˇ nebudeme sce´nu d’alej rozdel’ovat’. Ta´to meto´da
je pri vy´konnostne rovnaky´ch vy´pocˇtovy´ch jednotka´ch najvhodnejˇsia, hlavne z pohl’adu
komunika´cie.
4.3.2 Komunika´cia
Dˇalˇs´ı proble´m, ktory´ je nutne´ vyriesˇit’ pri na´vrhu, je komunika´cia. Medzi jednotlivy´mi
obra´zkami anima´cie budu´ zmeny na sce´ne a tie bude potrebne´ distribuovat’ medzi procesy





Model klient-server z kapitoly 4.3.1 je implementovany´ v plnej miere. Vsˇetky zu´cˇastnene´
procesy maju´ tzv. mapu obra´zku, kde su´ vsˇetky bloky unika´tne ocˇ´ıslovane´. Ty´mto spoˆsobom
z´ıskame ry´chlejˇsiu a jednoduchsˇiu komunika´ciu za cenu o niecˇo vysˇsˇ´ıch pama¨t’ovy´ch na´rokov,
ked’zˇe na oznacˇenie bloku stacˇ´ı odoslat’ jeho identifikacˇne´ cˇ´ıslo a nie vsˇetky jeho su´radnice.
Uka´zˇku rozdelenia pra´ce pri pouzˇit´ı 4 procesov a obra´zku so sˇ´ırkou 800 obrazovy´ch bodov
moˆzˇeme vidiet’ na obra´zku 5.1. Pri distribuovan´ı pra´ce zacˇ´ına hlavny´ proces od bloku cˇ´ıslo
0 a inkrementa´lne pokracˇuje azˇ do konca zoznamu, cˇo rovnomerne distribuuje za´t’azˇ. Pri
zvysˇovan´ı pocˇtu procesov sa takmer linea´rne zvysˇuje pocˇet blokov.
0 1 2 3 4 5 6 7 8 9 10 11 12 13
800 px
100 50 34 30
Obra´zok 5.1: Sche´ma rozdelenia obra´zku na viacere´ bloky pri pouzˇit´ı 4 procesov. Obra´zok
ma´ sˇ´ırku 800 obrazovy´ch bodov.
5.2 Zmeny na sce´ne
Uzˇ´ıvatel’ je v interakcii iba s hlavny´m procesom, ktory´ zobrazuje sce´nu na obrazovke
a taktiezˇ zbiera u´daje o zmene kamery pomocou mysˇi a kla´vesnice. Hlavny´ proces pri
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pocˇiatocˇnom nacˇ´ıtan´ı sce´ny zist´ı nastavenie kamery (poz´ıcia a vektory urcˇuju´ce smer a oto-
cˇenie) a z ty´chto u´dajov vypocˇ´ıta dva uhly, pomocou ktory´ch sa neskoˆr urcˇuje horizonta´lne
a vertika´lne otocˇenie kamery. Pri pohybe kamery pomocou kla´vesnice stacˇ´ı jednoducho
prepocˇ´ıtat’ jej poz´ıciu, cˇo sa deje pomocou pricˇ´ıtania alebo odcˇ´ıtania vektoru od poz´ıcie.
Ak vsˇak uzˇ´ıvatel’ ota´cˇa kamerou, hlavny´ proces zaznamena´va pohyb mysˇi a premieta ho ako
zmenu uhlov otocˇenia. Na´sledne su´ pomocou ty´chto uhlov prepocˇ´ıtane´ vektory definuju´ce
kameru, ktore´ moˆzˇeme odoslat’ vedl’ajˇs´ım procesom.
Druha´ mozˇnost’ by bola posielat’ vedl’ajˇs´ım procesom iba uhly a tie by si samotne´ vektory
vypocˇ´ıtali same´, to by vsˇak uberalo z vy´pocˇtove´ho vy´konu vedl’ajˇs´ıch procesov a preto tieto
vektory pocˇ´ıta hlavny´ proces. Z tohto doˆvodu bolo nutne´ aby hlavny´ proces taktiezˇ nacˇ´ıtal
sce´nu z XML su´boru a ty´m z´ıskal informa´ciu, ako je definovana´ kamera.
5.3 Komunika´cia
Pri paralelnom spracova´van´ı vyzˇadujeme vysoku´ ry´chlost’ a preto mus´ı byt’ komunika´cia
riesˇena´ s minima´lnou re´zˇiou. Pocˇas behu aplika´cie nasta´vaju´ tri situa´cie, kedy je potrebne´,
aby medzi sebou komunikovali dva prvky.
Odosielanie pra´ce
Hlavny´ proces je v stave neusta´leho prij´ımania spra´vy o dokoncˇen´ı urcˇite´ho bloku. Po pri-
jat´ı spra´vy o cˇ´ısle obra´zku a bloku, ktory´ je na´sledne odoslany´ vedl’ajˇs´ım procesom, zaha´ji
hlavny´ proces blokuju´ce cˇakanie na obrazove´ da´ta. Je nutne´ pouzˇit’ blokuju´ce cˇakanie, aby
bol vedl’ajˇs´ı proces obslu´zˇeny´ cˇo najry´chlejˇsie a mohol pokracˇovat’ v spracova´van´ı d’alˇsieho
bloku da´t a taktiezˇ aby neblokoval d’alˇsie procesy, ktore´ chcu´ odoslat’ da´ta hlavne´mu pro-
cesu. Po prijat´ı hotove´ho bloku ho hlavny´ proces spracuje a pokracˇuje v neblokuju´com
cˇakan´ı na d’alˇsie spra´vy. Vedl’ajˇs´ı proces pokracˇuje v spracova´van´ı d’alˇsieho bloku. Komu-








Obra´zok 5.2: Diagram komunika´cie pri odosielan´ı da´tove´ho bloku.
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Vyzˇiadanie pra´ce
V obvyklom pr´ıpade by postacˇovalo, aby bola nova´ pra´ca zaslana´ azˇ pri prijat´ı hotovej
pra´ce, avsˇak moˆzˇe nastat’ pr´ıpad, kedy dva vedl’ajˇsie procesy odosielaju´ pra´cu a jeden z nich
by musel cˇakat’, ky´m ten druhy´ dokoncˇ´ı komunika´ciu, aby mohol byt’ obslu´zˇeny´. Toto je
nezˇiaduci efekt blokuju´cej komunika´cie, preto je pozˇiadavka o novu´ pra´cu samostatnou
cˇast’ou komunika´cie, ktora´ prebieha esˇte pred odoslan´ım hotove´ho bloku obrazovy´ch da´t.
Pred dokoncˇen´ım bloku pra´ce odosˇle vedl’ajˇs´ı proces dotaz na novu´ pra´cu a neblokuju´co
cˇaka´ na odpoved’, ktoru´ dostane esˇte pocˇas spracovania aktua´lneho bloku. Po dokoncˇen´ı
a odoslan´ı bloku moˆzˇe vedl’ajˇs´ı proces bez prerusˇenia pracovat’ na bloku nasleduju´com.








Obra´zok 5.3: Diagram komunika´cie pri zˇiadan´ı o pracovny´ blok.
Zmena sce´ny
Pri povolen´ı interakcie medzi uzˇ´ıvatel’om a sce´nou, je nutne´ tieto zmeny na sce´ne premi-
etnut’ do vsˇetky´ch vedl’ajˇs´ıch procesov, ked’zˇe vsˇak chceme zabra´nit’ akejkol’vek zbytocˇnej
komunika´cii, tieto zmeny su´ odosielane´ iba ak nejake´ nastanu´. Pred odoslan´ım prve´ho pra-
covne´ho bloku z nove´ho obra´zku sa zistia zmeny oproti predcha´dzaju´cemu. V pr´ıpade, zˇe
nejake´ zmeny nastali, su´ tieto odoslane´ vsˇetky´m vedl’ajˇs´ım procesom, ktore´ ich aplikuju´
pred zacˇiatkom nasleduju´ceho bloku. Z tohto vyply´va, zˇe ak uzˇ´ıvatel’ pohne kamerou v cˇase
zobrazenia urcˇite´ho sn´ımku (a prebieha vy´pocˇet nasleduju´ceho), tieto da´ta o pohybe sa
odosˇlu´ azˇ pri zacˇat´ı vy´pocˇtu d’alˇsieho sn´ımku, takzˇe vy´sledok pohnutia kamery sa na obra-
zovke zobraz´ı azˇ dva sn´ımky neskoˆr nezˇ bol dany´ pohyb vykonany´. Ked’zˇe ta´to komunika´cia
moˆzˇe nastat’ kedykol’vek pocˇas behu aplika´cie, je nutne´ aby sa vedl’ajˇsie procesy spra´vali pri
prij´ıman´ı spra´vy o kamere neblokuju´co. Komunika´cia je zobrazena´ diagramom 5.4.
Ked’zˇe MPI pracuje na piatej a vysˇsˇej vrstve modelu OSI a na transportnej vrstve
vyuzˇ´ıva TCP, nie je potrebne´ odosielat’ potvrdenie o prijat´ı spra´v (TCP protokol za-




Obra´zok 5.4: Diagram komunika´cie pri zasielan´ı novej kamery.
5.3.1 Zobrazovanie
Obrazove´ da´ta zozbierane´ hlavny´m procesom sa zobrazuju´ pomocou knizˇnice SDL, ktora´
slu´zˇi na za´kladne´ spracova´vanie multime´di´ı a jednoduchu´ spra´vu vstupno/vy´stupny´ch za-
riaden´ı. SDL dovol’uje definovat’ sˇtruktu´ru vstupny´ch da´t, a teda je dostacˇuju´ce vyuzˇit’
internu´ pama¨t’ YafaRayu ako zdroj da´t, ktore´ sa maju´ zobrazit’ na obrazovke.
5.3.2 Uzˇ´ıvatel’sky´ vstup
SDL definuje roˆzne udalosti, ktore´ su´ spu´sˇt’ane´ pri zachyten´ı interakcie medzi uzˇ´ıvatel’om
a pocˇ´ıtacˇom pomocou roˆznych vstupny´ch zariaden´ı. V tomto pr´ıpade detegujeme udalosti
z mysˇi a kla´vesnice, ktore´ sa odzrkadl’uju´ ako zmeny polohy kamery, resp. jej uhlu otocˇenia.
YafaRay ma´ kameru definovanu´ polohou v sce´ne a dvoma vektormi, ktore´ definuju´ smer
kamery a jej otocˇenie. Aby bolo mozˇne´ menit’ polohu kamery je postacˇuju´ce pricˇ´ıtat’ alebo
odcˇ´ıtat’ vektor smeru zmeny polohy od poˆvodnej poz´ıcie. Pri zmene uhlu otocˇenia je to
zlozˇitejˇsie, pretozˇe pohyb mysˇi nie je mozˇne´ jednoducho premietnut’ do zmeny vektorov.
Pri inicializa´cii programu sa z defin´ıcie kamery vypocˇ´ıtaju´ dva uhly definuju´ce jej smer
v horizonta´lnom a vertika´lnom smere. Tieto uzˇ je jednoduche´ upravit’ podl’a vstupu z mysˇi,
pretozˇe jej su´radnice su´ tiezˇ dane´ v horizonta´lnom a vertika´lnom smere. Po aplikovan´ı
zmeny smerovy´ch uhlov vypocˇ´ıtame nove´ vektory, ktory´mi sa riadi YafaRay.
Nevy´hodou je, zˇe nevieme, cˇi uzˇ´ıvatel’ skoˆr zmen´ı polohu a smer kamery, alebo pr´ıde
spra´va od vedl’ajˇsieho procesu, preto mus´ıme zabezpecˇit’, aby bol hlavny´ proces schopny´
spracovat’ aku´kol’vek pozˇiadavku. Najjednoduchsˇie by bolo pouzˇitie MPI obdoby funkcie
select() (z jazyka C) s cˇasovy´m limitom nastaveny´m tak, aby bol napr´ıklad pohyb sn´ımany´
10-kra´t za sekundu. MPI vsˇak podobnu´ funkciu neimplementuje, jediny´m vy´chodiskom
teda osta´va pouzˇitie akt´ıvneho cˇakania na spra´vy od vedl’ajˇs´ıch procesov a sn´ımat’ pohyb
po vyprsˇan´ı urcˇite´ho cˇasove´ho intervalu.
5.3.3 Zobrazovanie viacery´ch sce´n
Samotny´ YafaRay je navrhnuty´ tak, aby zobrazil jednu sce´nu a ukoncˇil svoj beh. Z pohl’adu
ry´chlosti na´m ty´m vznikaju´ proble´my pri inicializa´cii a alokovan´ı pama¨te a nastavovania
zobrazovacieho syste´mu, pretozˇe kazˇda´ z ty´chto opera´ci´ı spomal’uje proces zobrazovania.
Ked’zˇe ake´kol’vek spomalenie je nepr´ıpustne´, bolo nutne´ vsˇetky miesta, kde sa vykona´vala re-
dundantna´ cˇinnost’, na´jst’ a modifikovat’ tak, aby sa pri kazˇdom sn´ımku vykona´vali iba nutne´
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opera´cie pre inicializa´ciu sce´ny a zobrazovacieho syste´mu. Vsˇetky vyrovna´vacie pama¨te boli
zmenene´ na staticke´, ich vel’kost’ bola nastavena´ na taku´, aby mohol dany´ proces spracovat’
blok s najva¨cˇsˇ´ımi rozmermi, a ich aloka´cia a uvol’ˇnovanie sa vykona´va iba pri spusten´ı,
resp. na konci procesu. Nakoniec sa pri kazˇdom novom spracova´vanom bloku inicializuje
iba objekt, ktory´ reprezentuje internu´ pama¨t’ pre zobrazovane´ da´ta a nova´ kamera, ak je
dostupna´.
5.4 Zbieranie da´t
Po skoncˇen´ı zobrazovania sce´ny sa YafaRay snazˇ´ı ulozˇit’ da´ta do su´boru. Toto miesto bolo
potrebne´ prep´ısat’ tak, aby vedl’ajˇsie procesy odoslali tieto da´ta hlavne´mu procesu, ktory´
ich zobraz´ı. Obrazove´ da´ta su´ ulozˇene´ v jednorozmernom poli, kde kazˇdy´ zobrazovany´ pixel
pozosta´va z troch bajtov, ktore´ definuju´ tri farebne´ zlozˇky (cˇervena´, zelena´, modra´). Vel’kost’
tohto pol’a je definovana´ rozmermi pra´ve spracova´vane´ho bloku. Po vypocˇ´ıtan´ı cele´ho bloku
je toto pole spolu s identifika´torom odoslane´ hlavne´mu procesu, ktory´ ho podl’a dane´ho iden-
tifika´toru ulozˇ´ı na patricˇne´ miesto v pama¨ti, ktora´ bude zobrazena´ po dokoncˇen´ı vy´pocˇtu
celej sce´ny.
5.5 Zhrnutie
Ako uzˇ bolo spomenute´ v kapitole 4.1, YafaRay je naprogramovany´ v jazyku C++, teda
aj na´sledne´ u´pravy boli vykona´vane´ v C++ a C. Pre bezproble´movy´ vy´voj som zvolil
operacˇny´ syste´m GNU/Linux (CentOS), kde jedinou nutnou u´pravou sˇkolsky´ch pocˇ´ıtacˇov
bolo doinsˇtalovanie na´stroja SCons, ktory´ slu´zˇi na automatiza´ciu prekladu zdrojovy´ch
ko´dov do bina´rnej podoby. Vsˇetky ostatne´ vyzˇadovane´ knizˇnice1 boli predinsˇtalovane´.
V nasleduju´cich sekcia´ch sa nacha´dza ilustrat´ıvny ko´d pre jednoduchu´ predstavu spra´-
vania sa implementovanej aplika´cie.





// inicializa´cia , vstupne´ kontroly
// nastavenie zobrazovacieho syste´mu
// vy´pocˇet su´radnı´c jednotlivy´ch blokov
// inicializa´cia SDL
// pocˇiatocˇna´ definı´cia kamery
// zacˇiatok prijı´mania spra´v od ostatny´ch procesov
while (1)
{
// kontrola stlacˇenia kla´ves a pohybu mysˇi
if (udalostˇ )
{
// zmena loka´lnej kamery
}
// kontrola ukoncˇenia aplika´cie
if (koniec)
{
// prijatie da´t od vsˇetky´ch procesov
// odoslanie ukoncˇovacej sekvencie
// ukoncˇenie aplika´cie
}
// kontrola prijatia hotove´ho bloku da´t
if (prijatˇ nove´ da´ta)
{
// prijatie da´t a ich ulozˇenie do za´sobnı´ku
// kontrola cˇi sme prijali posledny´ blok snı´mky
if (posledny´ blok snı´mky)
{
// zobrazenie snı´mky na obrazovke
}
}
// kontrola prijatia pozˇiadavky novy´ch da´t
if (odoslatˇ nove´ da´ta)
{
// zaslanie nove´ho bloku da´t
// kontrola cˇi zaslany´ blok bol posledny´m
if (posledny´ blok snı´mky)
{









// inicializa´cia , vstupne´ kontroly
// nastavenie zobrazovacieho syste´mu
// vy´pocˇet su´radnı´c jednotlivy´ch blokov
// inicializa´cia zobrazovacieho syste´mu
// nacˇı´tanie sce´ny z XML su´bora
// zacˇiatok prijı´mania spra´v od hlavne´ho procesu
while (1)
{
// vyzˇiadanie pra´ce od hlavne´ho procesu
// kontrola prijatia ukoncˇovacej sekvencie
if (koniec)
{




// kontrola prijatia novej kamery
if (nova´ kamera)
{
// nastav novu´ kameru
}
// reinicializuj sce´nu
// zobraz danu´ sce´nu








Testovanie prebiehalo na sˇkolsky´ch stolovy´ch pocˇ´ıtacˇoch, ktore´ su´ prepojene´ vysokory´-
chlostny´m ethernetom (1Gb/s) [22], cˇo zarucˇuje dostatocˇnu´ ry´chlost’ a priepustnost’ pre
testovanu´ aplika´ciu. Pocˇ´ıtacˇe boli vybavene´ dvojjadrovy´mi procesormi Intel Core 2 CPU
E6600 @ 2.40GHz (19.20 GFLOPS [13]) so 4MiB cache a 1GiB RAM. Pri testovan´ı bola vy-
pnuta´ mozˇnost’ interakcie so sce´nou, aby testovanie roˆznych konfigura´cii nebolo ovplyvnene´
odliˇsnou zlozˇitost’ou sce´ny, ale aby bola sce´na pri kazˇdom testovan´ı identicka´.
Zvolena´ bola jednoducha´ sce´na zlozˇena´ z transparentne´ho modelu ”Suzanne“ (testovac´ı
objekt Blenderu [6]) na kva´drovom podstavci a jedne´ho zdroja svetla (slnecˇne´ svetlo). Jed-
noduchost’ tejto sce´ny bola zvolena´ z doˆvodu snahy zabezpecˇit’ vyt’azˇenie hlavne´ho procesu,
ktory´ takto mus´ı neusta´le vybavovat’ pozˇiadavky vedl’ajˇs´ıch procesov, pretozˇe frekvencia
komunika´cie rastie tak, ako zlozˇitost’ sce´ny klesa´, ked’zˇe vy´pocˇty trvaju´ kratsˇie a ty´m sa
interval komunika´cie skracuje. Zvolenu´ sce´nu je mozˇne´ vidiet’ v pr´ılohe A.1. Cela´ sce´na je
ulozˇena´ v pama¨ti pocˇ´ıtacˇa pocˇas behu aplika´cie a ta´ si vyzˇiada okolo 9MiB.
Pri testovan´ı bola aplika´cia nastavena´ na zobrazenie 11 sn´ımok, kde sa kvoˆli relevant-
nosti da´t zacˇali pocˇ´ıtat’ sˇtatisticke´ u´daje azˇ po prvej sn´ımke, aby sa na vy´kone neodzrkadlil
cˇas potrebny´ na vytvorenie za´sobn´ıkov a inicializa´cie sce´ny vo vedl’ajˇs´ıch procesoch. Po
dokoncˇen´ı zobrazovania sa vypocˇ´ıtal priemerny´ cˇas potrebny´ na vy´pocˇet jednej sn´ımky,
pomocou ktore´ho som potom urcˇil zry´chlenie dane´ho nastavenia. Zobrazovana´ sce´na mala
rozl´ıˇsenie 800x600 a vypnute´ vyhladzovanie hra´n.
Testovanie prebiehalo postupne s vyuzˇit´ım jedne´ho procesu, cez zdvojna´sobovanie pocˇtu
procesov a prep´ınan´ım medzi pouzˇit´ım jedne´ho alebo dvoch vla´kien. Ked’zˇe dostupne´ po-
cˇ´ıtacˇe boli vybavene´ dvojjadrovy´mi procesormi, rozhodol som sa porovnat’ aj vy´kon medzi
pouzˇit´ım dvoch vla´kien na proces a pouzˇit´ım jedne´ho vla´kna, ale s dvojna´sobny´m pocˇtom
procesov. Je nutne´ dodat’, zˇe mapovanie procesov na pocˇ´ıtacˇe prebiehalo v pomere 1:1,
a teda pri zdvojna´soben´ı pocˇtu procesov s pouzˇit´ım jedne´ho vla´kna malo toto nastave-
nie k dispoz´ıcii dvojna´sobny´ pocˇet procesorov, cˇizˇe dvojna´sobnu´ kapacitu vyrovna´vaju´cej
pama¨te druhej u´rovne, oproti nastaveniu s polovicˇny´m pocˇtom procesov a dvoma vla´knami.
Pri testovan´ı som bol obmedzeny´ nastaven´ım operacˇne´ho syste´mu sˇkolsky´ch pocˇ´ıtacˇov,
ktory´ dovol’oval mat’ spusteny´ch naraz iba 128 procesov. Skript spu´sˇt’aju´ci MPI aplika´ciu
vsˇak vytva´ra tol’ko SSH1 pripojen´ı, kol’ko procesov je nastaveny´ch pre tu´to aplika´ciu. Ked’zˇe
sa vsˇak vsˇetky tieto pripojenia vykona´vali naraz, nie je mozˇne´ vytvorit’ dostatok pripojen´ı
1zabezpecˇeny´ komunikacˇny´ protokol (Secure Shell)
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z doˆvodu vysˇsˇie spomenute´ho obmedzenia. Na druhu´ stranu uzˇ spu´sˇt’anie 64 procesov zna-
menalo cˇakanie niekol’ko seku´nd na inicializa´ciu MPI a spustenie samotnej aplika´cie.
Analy´za vy´sledkov
Cˇas spracova´vania
Tabul’ka 6.1 zobrazuje priemerny´ cˇas potrebny´ na spracovanie jednej sn´ımky za´visly´ na
pocˇte procesov a vla´kien. Ako moˆzˇeme vidiet’, vy´pocˇet testovacej sce´ny sa bl´ızˇi k jednej












Tabul’ka 6.1: Cˇas priemerne´ho spracovania jedne´ho sn´ımku roˆznym pocˇtom procesov.
Pomocou ty´chto da´t som na´sledne vypocˇ´ıtal zry´chlenie a taktiezˇ percentua´lnu efektivitu
oproti idea´lnemu cˇasu spracovania pri danom pocˇte procesov a vla´kien. Tieto hodnoty sa
nacha´dzaju´ v tabul’ke 6.2, kde zry´chlenie bolo vypocˇ´ıtane´ pomocou vzorca:
cˇas spracovania
cˇas spracovania jedny´m procesom s jedny´m vla´knom
a na vy´pocˇet percentua´lnej efektivity bol pouzˇity´ vzorec:
zry´chlenie
pocˇet procesov× pocˇet vla´kien × 100
Zry´chlenie
V tabul’ke 6.2 moˆzˇeme vidiet’, zˇe efektivita sa vzˇdy drzˇ´ı okolo 99-98%, cˇo je uka´zˇka toho,
zˇe hlavny´ proces bez proble´mov zvla´da spracova´vat’ a odpovedat’ na pozˇiadavky vedl’ajˇs´ıch
procesov a tie nie su´ brzdene´ pri spracova´van´ı svojich vy´pocˇtovy´ch u´loh. Moˆzˇeme predpo-
kladat’, zˇe pri pouzˇit´ı zlozˇitejˇsej sce´ny by bola efektivita esˇte vysˇsˇia, ked’zˇe pomer komu-
nika´cie k vy´pocˇtu by bol va¨cˇsˇ´ı nezˇ v pr´ıpade jednoduchej sce´ny. Zauj´ımave´ je zistenie, zˇe
vsˇetky vy´pocˇty vykonane´ pri urcˇitom pocˇte procesov s jedny´m vla´knom su´ o 1-2% ry´chlejˇsie
nezˇ pouzˇitie dvoch vla´kien a polovicˇne´ho pocˇtu procesov. Dˇalˇsou zauj´ımavost’ou je, zˇe bez
pouzˇ´ıvania dvoch vla´kien sa zry´chlenie nacha´dza nad ocˇaka´vanou hranicou zry´chlenia (pocˇet
pouzˇity´ch procesov). Mozˇny´ch vysvetlen´ı ty´chto zisten´ı je hned’ niekol’ko:
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1. S narastaju´cim pocˇtom pouzˇity´ch procesorov sa zva¨cˇsˇuje aj vel’kost’ vyrovna´vaju´cej
pama¨te a ty´m pa´dom vzrasta´ aj ry´chlost’ spracova´vania.
2. Implementa´cia viacvla´knove´ho spracova´vania v YafaRay je chybna´ a nasta´va situa´cia,
kde sa jednotlive´ vla´kna v urcˇitom momente blokuju´.
3. Ked’zˇe nove´ vla´kna sa inicializuju´ pre kazˇdy´ spracova´vany´ blok, re´zˇia na ich vytvorenie
je dost’ vysoka´ a spoˆsobuje spomalenie.
4. Pri dvojvla´knovom spracova´van´ı sa jedno vla´kno z ty´chto vla´kien mus´ı delit’ o jadro
s ostatny´mi procesmi a neusta´le prep´ınanie kontextu spomal’uje jeho vy´pocˇet, na-
rozdiel od jednovla´knove´ho spracovania, kde je toto vla´kno pla´novane´ iba na jedno
jadro a ostatne´ syste´move´ procesy na druhe´ jadro, cˇo mu ty´m pa´dom umozˇnˇuje plnu´
ry´chlost’ spracovania.
5. Pri meran´ı sa vyskytla chyba spoˆsobena´ napr´ıklad nesta´lym zat’azˇen´ım siet’e.
Pocˇet procesov
Zry´chlenie
1 vla´kno 2 vla´kna
# % # %
1 1,000 100,00 1,992 99,60
2 1,999 99,95 3,976 99,40
4 4,000 100,00 7,888 98,60
8 8,004 100,05 15,748 98,43
16 16,052 100,33 31,355 97,98
32 32,044 100,14 62,182 97,16
64 64,248 100,39 124,056 96,92
Tabul’ka 6.2: Zry´chlenie spracova´vania vzhl’adom na zvysˇuju´ci sa pocˇet procesov.
Tieto zistenia ma insˇpirovali k d’alˇsiemu testu, kde by sa procesy nemapovali na procesory
v pomere 1:1, ale 2:1, cˇo znamena´, zˇe dva procesy by boli spustene´ na jednom procesore.
Toto nastavenie by malo potvrdit’ alebo vyvra´tit’ asponˇ jeden zo spomenuty´ch doˆvodov
zry´chlenia.
Cˇas spracova´vania so zmenou mapovania procesov
V tabul’ke 6.3 sa nacha´dza porovnanie cˇasov spracovania pomocou roˆzneho pocˇtu procesov
vyuzˇ´ıvaju´cich iba jedno vla´kno na vy´pocˇet s rozdielom mapovania procesov na procesory.
Mapovanie 1:1 znamena´, zˇe jeden proces je mapovany´ na jeden procesor a tak sa v kazˇdom
procesore vyuzˇ´ıva iba jedno jadro na spracova´vanie. Pri pouzˇit´ı mapovania 2:1 sa vyuzˇ´ıvaju´
obe jadra´ na vy´pocˇet a teda pocˇet vyuzˇity´ch procesorov klesol o polovicu.
Z namerany´ch hodnoˆt vid´ıme, zˇe rozdiely su´ minima´lne a pohybuju´ sa iba v stotina´ch
azˇ tis´ıcina´ch sekundy. Vd’aka tomuto meraniu sa na´m podarilo eliminovat’ doˆvody cˇ. 1 a 4.
S vy´nimkou chyby merania na´m ostali len mozˇnosti, ktore´ sa ty´kaju´ vytvorenia vla´kien,
inicializa´cie vnu´torny´ch sˇtruktu´r v YafaRayi, ktore´ vla´kna vyuzˇ´ıvaju´, a spoˆsobu pra´ce ty´chto
vla´kien. Pre zistenie, ktory´ z osta´vaju´cich doˆvodov moˆzˇe za spomalenie, je nutna´ kontrola





2 23,090452 23,066219 0,024233
4 11,538156 11,535428 0,002728
8 5,766047 5,772635 -0,006588
16 2,874914 2,884196 -0,009282
32 1,440179 1,435194 0,004985
64 0,718295 0,739301 -0,021006
Tabul’ka 6.3: Rozdiel ry´chlosti spracova´vania s mapovan´ım jedne´ho procesu na jeden pro-
cesor (1:1) a dvoch procesov na jeden procesor (2:1).
Vplyv paralelne´ho pr´ıstupu na vy´kon
Tento test ukazuje rozdiel vo vy´konnosti medzi origina´lnym YafaRayom a jeho paralelnou
verziou. Testovacia sce´na bola zobrazena´ 5-kra´t a na meranie jednotlivy´ch cˇasov bol pouzˇity´
unixovy´ pr´ıkaz ”time“. Priemer jednotlivy´ch cˇasov, ako aj percentua´lne spomalenie, sa





Tabul’ka 6.4: Rozdiel ry´chlosti spracova´vania medzi implementovanou aplika´ciou a neupra-
veny´m YafaRayom.
Vy´sledky ukazuju´ priblizˇny´ rozdiel 1,5s, cˇo je spoˆsobene´ pocˇiatocˇnou inicializa´ciou MPI
a niekol’kona´sobnou reinicializa´ciou potrebny´ch sˇtruktu´r pri zobrazovan´ı jednotlivy´ch blokov
v paralelnej verzii. Komunika´cia medzi procesmi v tomto pr´ıpade zaberala iba zlomok
celkove´ho cˇasu spracovania.
Zmena spoˆsobu zˇiadania o pra´cu
V tomto teste sa poku´sim porovnat’ rozdielne spoˆsoby vyzˇiadania pra´ce. V prvom pr´ıpade si
vedl’ajˇs´ı proces vyzˇiada pra´cu po dokoncˇen´ı a odoslan´ı da´tove´ho bloku, v druhom pr´ıpade
si tu´to pra´cu vyzˇiada jeden krok2 pred dokoncˇen´ım bloku. Ked’zˇe druhy´ spoˆsob by mal
byt’ vy´konnejˇs´ı pri cˇastej komunika´cii, boli pri tomto teste pouzˇ´ıvane´ dve vla´kna, ktore´
zabezpecˇia ry´chlejˇsie spracovanie obrazu. Namerane´ hodnoty a rozdiely cˇasov su´ v tabul’ke
6.5.
Meranie ukazuje minima´lny rozdiel medzi pouzˇity´mi meto´dami, ale ten sa vzˇdy prikla´nˇa
na stranu druhej meto´dy. Rozdiel je vsˇak minima´lny a z toho doˆvodu neviem urcˇit’ cˇi ide
o skutocˇny´ pr´ınos dane´ho pr´ıstupu alebo iba o chybu merania. Pri pouzˇit´ı viacery´ch procesov
by sa pravdepodobne uka´zal va¨cˇsˇ´ı rozdiel, ale kvoˆli obmedzeniu pocˇtu spusteny´ch procesov
nema´m mozˇnost’ toto nastavenie otestovat’.




1. meto´da 2. meto´da 4
1 23,266819 23,167489 0,09933
2 11,621041 11,607080 0,013961
4 5,8551925 5,850429 0,004763
8 2,9388262 2,930448 0,008378
16 1,487881 1,471821 0,01606
32 0,778693 0,742165 0,036528
64 0,374299 0,372003 0,002296
Tabul’ka 6.5: Cˇas priemerne´ho spracovania jedne´ho sn´ımku s roˆznou meto´dou vyzˇiadania
pra´ce.
Graficke´ zobrazenie zry´chlenia


















Graf 6.1: Zobrazenie zry´chlenia v pomere so vzrastaju´cim pocˇtom procesov.
Odpojenie pracovnej jednotky
Tento test mal za u´cˇel odhalit’ spra´vanie zobrazovacieho syste´mu v pr´ıpade odpojenia jed-
notky pocˇas spracova´vania. Test prebiehal za pouzˇitia sˇtyroch procesov s dvoma vla´knami.
Po spusten´ı aplika´cie bol od siete odpojeny´ jeden pocˇ´ıtacˇ a na´sledne po piatich zobrazeny´ch
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sn´ımkach znova pripojeny´. Za´znam z behu aplika´cie moˆzˇeme vidiet’ v za´zname 6.2.
Starting Yaf-a-gRid.
frame: 000, calc time [s]: 2.271019, time since last [s]: 16.198197
frame: 001, calc time [s]: 10.148216, time since last [s]: 0.096495
frame: 002, calc time [s]: 2.222181, time since last [s]: 15.445157
frame: 003, calc time [s]: 10.051718, time since last [s]: 0.094744
frame: 004, calc time [s]: 2.154703, time since last [s]: 15.445176
frame: 005, calc time [s]: 10.068287, time since last [s]: 0.119448
warning: received too old block: 4, from PID: 1, frame: 0! throwing away..
frame: 006, calc time [s]: 0.220894, time since last [s]: 13.544028
frame: 007, calc time [s]: 8.469486, time since last [s]: 0.399780
frame: 008, calc time [s]: 0.220894, time since last [s]: 5.652890
frame: 009, calc time [s]: 6.563714, time since last [s]: 5.923245










Za´znam 6.2: Za´znam priebehu programu pri odpojen´ı pracovnej jednotky (pocˇas prvej
sn´ımky) a opa¨tovnom pripojen´ı (pocˇas piatej sn´ımky).
Zo za´znamu je vidiet’, zˇe odpojenie prvku narusˇilo pocˇ´ıtanie cˇasu, cˇo je spoˆsobene´ ne-
dorucˇen´ım vyzˇadovane´ho bloku a na´sledny´m nesplnen´ım urcˇity´ch podmienok nutny´ch pre
spra´vnu funkcionalitu. Spracova´vanie obrazu vsˇak pokracˇuje bez d’alˇs´ıch proble´mov s vy´-
nimkou prvej sn´ımky, kde chy´bal blok, ktory´ bol odoslany´ na vy´pocˇet odpojene´mu procesu.
Po opa¨tovnom zapojen´ı procesu do vy´pocˇtu hlavny´ proces prijal blok da´t z prvej sn´ımky
a zahodil ho, pretozˇe da´ta uzˇ boli neaktua´lne. Na´sledne sa funkcˇnost’ aplika´cie vra´tila do
norma´lu.
Priemerny´ cˇas spracovania sa len trochu navy´sˇil od referencˇne´ho cˇasu (5,850429) na-
merane´ho v minulom teste. Z toho vyply´va, zˇe odpojenie jednotky nemalo iny´ vplyv, nezˇ
spomenutu´ chybu pri pocˇ´ıtan´ı cˇasu a male´ spomalenie vy´konu, ked’zˇe v urcˇity´ cˇas bolo
k dispoz´ıcii menej vy´pocˇtovy´ch jednotiek.
6.1 Porovnanie s iny´mi riesˇeniami
Ked’zˇe porovna´vanie cˇasove´ho vy´konu s vy´konom iny´ch riesˇen´ı je z doˆvodu pouzˇitia roz-
dielneho softve´ru nemozˇne´, budem porovna´vat’ iba ich percentua´lne zry´chlenie pri navy´sˇen´ı
vy´pocˇtovy´ch jednotiek. Toto vyjadrenie vy´konu uda´va u´spesˇnost’ danej implementa´cie.
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6.1.1 Parallel Ray-Tracing in MPI
Skupina autorov vo svojej pra´ci [16] opisuje ich aplika´ciu paralelne´ho sledovania lu´cˇa, ktora´
pouzˇ´ıva MPI, a vy´sledky dosiahnute´ touto paraleliza´ciou. Ich pr´ıstup k rozdel’ovaniu pra´ce
je zalozˇeny´ na priraden´ı zoznamu obrazovy´ch bodov jednotlivy´m procesom, kde i-ty obra-
zovy´ bod pocˇ´ıta (i mod P )-ty procesor, takzˇe kazˇdy´ procesor ma´ prakticky pridelenu´ siet’
bodov, ktora´ by mala zabezpecˇit’ ekvivalentne´ rozlozˇenie pra´ce. Vd’aka tomuto na´vrhu nie
je nutne´ pouzˇ´ıvat’ proces, ktory´ by riadil ostatne´ procesy. Tie su´ si vsˇetky rovne´ a vsˇetky
vykona´vaju´ vy´pocˇet. V tabul’ke 6.6 sa nacha´dzaju´ ich namerane´ hodnoty. Percentua´lna
efektivita zry´chlenia bola vypocˇ´ıtana´ podl’a vzorca v kapitole 6.








Tabul’ka 6.6: Cˇasy spracova´vania obrazu v pomere so zvysˇuju´cim sa pocˇtom procesov v [16].
Z tabul’ky je vidiet’, zˇe zry´chlenie je, podobne ako u moˆjho riesˇenia, takmer linea´rne a vzˇdy
sa drzˇ´ı nad 99%. Doˆvodom pre tieto vy´sledky je nulova´ komunika´cia (okrem zbierania
vy´sledkov) a teda procesy sa plne venuju´ zobrazovaniu sce´ny.
6.1.2 Parallel Ray Tracing
V spra´ve [17] je op´ısana´ paraleliza´cia zna´meho softve´ru POV-Ray[21] s pouzˇit´ım vla´kien
a zdiel’anej pama¨te. Pri paraleliza´cii pouzˇili rozhranie OpenMP, ktore´ pomocou roˆznych
direkt´ıv kompila´toru a rut´ın poma´ha vytvorit’ paralelnu´ aplika´ciu nad zdiel’anou pama¨t’ou
v jazyku C/C++. Pomocou direkt´ıv sa da´ kompila´toru op´ısat’ konsˇtrukcia urcˇite´ho pr´ıkazu
(napr. cyklus) a ten ho na´sledne vykona´va paralelne. Pre rozlozˇenie za´t’azˇe si vybrali
riesˇenie, kde je obraz rozdeleny´ do vodorovny´ch blokov, ktory´ch vel’kost’ ja dana´ pomo-
cou ich vlastne´ho heuristicke´ho algoritmu. Tento algoritmus sa snazˇ´ı predv´ıdat’ zlozˇitost’
objektov a podl’a toho rozdelit’ sce´nu na bloky s priblizˇne rovnaky´m cˇasom spracovania.
Pocˇet blokov je zhodny´ s pocˇtom pouzˇity´ch vla´kien. Vy´sledky tejto pra´ce su´ v tabul’ke 6.7.
Percentua´lna efektivita zry´chlenia bola vypocˇ´ıtana´ podl’a vzorca v kapitole 6.
Z namerany´ch da´t je mozˇne´ vidiet’, zˇe ry´chlost’ spracova´vania rap´ıdne klesa´ s pocˇtom
pouzˇity´ch vla´kien. Ta´to n´ızka efektivita sa da´ vysvetlit’ zly´m algoritmom na rozdel’ovanie
pra´ce. Vytvorit’ heuristicku´ meto´du, ktora´ by pred vykresl’ovan´ım obrazu vedela rozdelit’
tento obraz na u´plne rovnake´ cˇasti a teda aj ich spracovanie by trvalo rovnako dlho, je
vel’mi zlozˇite´ a heuristika pomocou tejto meto´dy by pravdepodobne bola aj cˇasovo na´rocˇna´,
cˇo by v konecˇnom doˆsledku nemuselo priniest’ pozit´ıvne vy´sledky. Z tohto doˆvodu su´ niektore´
bloky zlozˇitejˇsie na vy´pocˇet a teda nasta´va situa´cia, kde niektore´ vla´kna vykona´vaju´ vy´pocˇet
priradene´ho bloku, ky´m ostatne´ uzˇ svoj vy´pocˇet dokoncˇili. Tento pr´ıklad demonsˇtruje nut-
nost’ rovnomerne´ho rozdel’ovania za´t’azˇe, pretozˇe aj male´ rozdiely moˆzˇu viest’ k odchy´lkam.
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Pocˇet sˇachovnica ryba
vla´kien Cˇas [s] % Cˇas [s] %
1 191 100 62 100
2 99 96,46 34 91,18
3 65 97,95 24 86,11
4 49 97,45 18 86,11
5 43 88,84 16 77,50
6 38 83,77 14 73,81
7 32 85,27 11 80,52
8 29 82,33 12 64,58
Tabul’ka 6.7: Cˇasy spracova´vania sce´ny so sˇachovnicou a sce´ny s rybou v pomere so
zvysˇuju´cim sa pocˇtom vla´kien v [17].
6.1.3 Hybrid Scheduling for Parallel Ray Tracing
Erik Reinhard v [18] popisuje paralelne´ sledovanie lu´cˇa, ktore´ implementuje hybridne´ pla´no-
vanie. Toto pla´novanie funguje na princ´ıpe rozdelenia sce´ny na voxely, ktore´ su´ na´sledne pri-
radene´ urcˇity´m procesom a tie nacˇ´ıtaju´ iba tie objekty zo sce´ny, ktore´ sa v ty´chto voxeloch
nacha´dzaju´. Ty´mto spoˆsobom sa snazˇ´ı zn´ızˇit’ pama¨t’ potrebnu´ na vy´pocˇet sce´ny jednotlivy´mi
uzlami. Proces na´sledne vrha´ lu´cˇe iba v jemu priradeny´ch voxeloch. Ak vsˇak lu´cˇ opust´ı
priestor priradeny´ procesu, moˆzˇe byt’ transformovany´ a predany´ procesu, ktory´ spracova´va
susedny´ priestor3. Po skoncˇen´ı sledovania lu´cˇa sa farebna´ hodnota vra´ti tomu procesu, ktory´
lu´cˇ vytvoril. Tento pr´ıstup zvysˇuje komunika´ciu o posielanie lu´cˇov, ale znizˇuje pama¨t’ove´
na´roky na vy´pocˇtovu´ jednotku. Pre ry´chle spracova´vanie je priestor kazˇde´ho procesu roz-
deleny´ a ulozˇeny´ do BSP4 stromu. Druhou mozˇnost’ou (namiesto transforma´cie a odoslania
lu´cˇa ine´mu procesu) je nacˇ´ıtanie dane´ho voxelu do aktua´lneho procesu a na´sledne´ spraco-
vanie lu´cˇa5. Kombinovanie ty´chto dvoch meto´d sa nazy´va hybridne´ pla´novanie.
Vo svojej pra´ci d’alej popisuje nevy´hodu zvolenej implementa´cie pomocou PVM, pretozˇe
ta´ pred uzˇ´ıvatel’om skry´va sˇtruktu´ru siete a teda uzˇ´ıvatel’ nevie, cˇi su´ susediace priestory aj
fyzicky mapovane´ na susedne´ pocˇ´ıtacˇe, ked’zˇe pouzˇita´ siet’ pocˇ´ıtacˇov je rovnako ako priestor
rozdeleny´ do dvojrozmerne´ho pol’a.
V nasledovnom testovan´ı si vybral testovaciu sce´nu s na´zvom ”konferencˇna´ miestnost
’“
s pocˇtom svetelny´ch zdrojov 8 a 30. Pri pla´novan´ı vyuzˇ´ıval bud’ vysˇsˇie spomenuty´ hybridny´
pr´ıstup alebo cˇisto paralelny´, kde sa automaticky vsˇetky lu´cˇe vycha´dzaju´ce z vlastne´ho
priestoru transformuju´ a odosielaju´ pr´ıslusˇne´mu procesu. Namerane´ vy´sledky sa nacha´dzaju´
v tabul’ke 6.8. Percentua´lne zry´chlenie bolo vypocˇ´ıtane´ podl’a vzorca v kapitole 6.
Z vy´sledkov je poznat’ znacˇne´ zry´chlenie do urcˇite´ho pocˇtu pouzˇity´ch procesov, avsˇak pri
pouzˇit´ı viac ako 8 procesov zacˇ´ınaju´ cˇasy skracovat’ vel’mi pomaly a dokonca v niektory´ch
pr´ıpadoch dokonca predlzˇuju´. V oboch pr´ıpadoch su´ rozdiely sporadicke´.
Ta´to aplika´cie pouzˇ´ıva iny´ pr´ıstup pla´novania, takzˇe porovnanie s moj´ım riesˇen´ım nie
je objekt´ıvne, ale je mozˇne´ pozorovat’, zˇe sa pa´novi Reinhardovi podarilo v niektory´ch
3angl. data parallel scheduling
4angl. binary space partitioning
5angl. demand driven scheduling
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Pocˇet procesov
Hybridne´ pla´novanie Paralelne´ pla´novanie
Cˇas [s] % Cˇas [s] %
8 svetelny´ch zdrojov
2 226,7 100 675,0 100
4 137,0 82,74 430,7 78,36
8 91,5 61,94 262,8 64,21
16 88,5 32,02 272,2 31,00
24 82,4 22,93 274,3 20,51
32 89,3 15,87 193,0 21,86
30 svetelny´ch zdrojov
2 368,9 100 1266,0 100
4 167,7 109,99 562,0 112,63
8 81,2 113,52 237,0 133,54
16 66,3 69,55 236,1 67,03
24 49,8 61,73 242,5 43,51
32 62,9 36,66 173,5 45,61
Tabul’ka 6.8: Cˇasy spracova´vania obrazu v pomere so zvysˇuju´cim sa pocˇtom procesov v [18].
pr´ıpadoch dosiahnut’ dvojna´sobne´ zry´chlenie pri zdvojna´soben´ı pocˇtu vy´pocˇtovy´ch jedno-
tiek. V ostatny´ch pr´ıpadoch neboli procesy vyt’azˇene´ vy´pocˇtom sce´ny na maximum a va¨cˇsˇinu
cˇasu stra´vili transformovan´ım lu´cˇov a komunika´ciou. Ta´to pra´ca vsˇak ukazuje aky´m sme-
rom sa da´ uberat’ pri spracova´van´ı sce´n s extre´mnou za´t’azˇou na pama¨t’, ake´ meto´dy je
mozˇne´ pouzˇit’ pri tejto paraleliza´ci a ake´ su´ ocˇaka´vane´ vy´sledky.
6.1.4 YafaRay Distributed Rendering
Tento projekt je vel’mi zauj´ımavy´ z pohl’adu uzˇ´ıvatel’ov YafaRayu, pretozˇe im umozˇnˇuje
vyuzˇ´ıvat’ vy´hody paralelne´ho spracova´vania za n´ızku cenu. Ako za´klad vyuzˇ´ıva GPU, pre
ktory´ je vytvoreny´ modul a siet’ YafaRay, kde su´ pripojene´ aktua´lne dostupne´ pocˇ´ıtacˇe.
Ak chceme vyuzˇ´ıvat’ mozˇnosti ponu´kane´ ty´mto softve´rom, je nutne´ sa akt´ıvne zapojit’ do
tejto siete a spr´ıstupnit’ vlastny´ pocˇ´ıtacˇ pre potreby ostatny´ch uzˇ´ıvatel’ov. Po pripojen´ı je
mozˇne´ oznacˇit’ XML su´bor definuju´ci sce´nu a potrebne textu´ry, ktore´ ta´to sce´na vyuzˇ´ıva.
Na´sledne uzˇ´ıvatel’ zada´ pocˇet cˇast´ı6 na ktore´ sa sce´na rozdel´ı do mriezˇky a zacˇne sa ostatny´m
pocˇ´ıtacˇom dostupny´m v sieti distribuovat’ aj s danou cˇast’ou, ktoru´ ma´ vypocˇ´ıtat’. Ako
bezpecˇnostny´ prvok, ktory´ ma´ zabra´nit’ zahlcovaniu pocˇ´ıtacˇov, bola pridana´ kontrola d´lzˇky
spracova´vania pridelenej cˇasti, kde kazˇda´ mus´ı byt’ vypocˇ´ıtana´ do piatich minu´t, inak bude
zahodena´.
Toto riesˇenie nie je mozˇne´ priamo porovna´vat’ s mojou aplika´ciou z doˆvodu vysokej laten-
cie Internetu a heteroge´nnej siete pocˇ´ıtacˇov (kazˇdy´ pocˇ´ıtacˇ je hardve´rovo odliˇsny´). Odkry´va
vsˇak zauj´ımavu´ cestu, aky´m smerom da´ uberat’ pri paraleliza´cii, ak existuje komunita l’ud´ı
ochotna´ zdiel’at’ vy´pocˇtovy´ vy´kon.




V tejto pra´ci su´ pop´ısane´ roˆzne spoˆsoby realisticke´ho zobrazovania, jednoduchy´ popis ich
fungovania a ich vy´hody a nevy´hody. Nasleduje na´hl’ad na paraleliza´ciu z hl’adiska hardve´ru
a softve´ru a popis knizˇn´ıc, ktore´ moˆzˇu byt’ pouzˇ´ıvane´ pri paraleliza´cii. V d’alˇsej kapitole su´
zhodnotene´ urcˇite´ spoˆsoby rozdel’ovania pra´ce, ktore´ su´ hlavny´m faktorom rozhoduju´cim
o u´spesˇnosti paraleliza´cie. Podl’a vy´hod a nevy´hod ty´chto spoˆsobov som sa nakoniec rozho-
dol pre pouzˇitie algoritmu spomenute´ho v kapitole 4.3.1 (model klient-server s ohl’adom na
zn´ızˇenu´ komunika´ciu).
V na´slednom vy´voji aplika´cie bol implementovany´ zvoleny´ spoˆsob rozdel’ovania pra´ce
spolu s komunika´ciou, pomocou ktorej sa procesy rozhoduju´, ktory´ blok pra´ce budu´ vy-
kona´vat’, tak aby bol syste´m dobre sˇka´lovatel’ny´. Nasledovala analy´za spoˆsobu ulozˇenia in-
forma´cie o kamere v pama¨ti a vy´ber najvhodnejˇsieho spoˆsobu na transforma´ciu zmien medzi
jednotlivy´mi sn´ımkami zobrazovany´ch sce´n. Po tomto kroku som vytvoril komunikacˇny´ pro-
tokol pre prenos ty´chto informa´ci´ı cˇo najefekt´ıvnejˇs´ım spoˆsobom, ktory´m hlavny´ proces
rozdel’uje pra´cu ostatny´m procesom a informuje ich o zmena´ch poz´ıcie kamery. Za´verecˇnou
cˇast’ou bola implementa´cia zobrazovacieho syste´mu u klienta a vytvorenie urcˇitej interakcie
medzi uzˇ´ıvatel’om a sce´nou. Cely´ syste´m je schopny´ pracovat’ v rea´lnom cˇase a zobrazovat’
sce´nu s prijatel’ny´m pocˇtom obra´zkov za sekundu s ohl’adom na zlozˇitost’ sce´ny a pocˇet
pocˇ´ıtacˇov, ktore´ spracova´vaju´ obraz.
Testovanie aplika´cie odhalilo, zˇe vy´kon rastie takmer linea´rne so zva¨cˇsˇuju´cim sa pocˇtom
dostupny´ch vy´pocˇtovy´ch jednotiek a teda zvoleny´ algoritmus na rozdelenie pra´ce je do-
statocˇne flexibilny´. Aplika´cia bola taktiezˇ porovnana´ s obdobny´mi riesˇeniami, ktore´ vyuzˇ´ıvali
rozdielny pr´ıstup k proble´mom, ktore´ bolo nutne´ riesˇit’.
Pocˇas analy´zy zdrojove´ho ko´du YafaRayu a programovania jeho paralelnej verzie som
ohla´sil a opravil chybu v ko´de pracuju´ceho s vla´knami. Toto upozornenie taktiezˇ viedlo
k odhaleniu d’alˇs´ıch chy´b, ktore´ spoˆsobovali u´niky pama¨te1.
Pri d’alˇsom vy´voji aplika´cie by bolo mozˇne´ vylepsˇit’ algoritmus rozdelenia pra´ce a
implementovat’ syste´m podobny´ [16] a tento algoritmus na´sledne zdokonalit’ tak, zˇe ak
by hlavny´ proces z nejake´ho doˆvodu neobdrzˇal da´tovy´ blok, mohol by hodnotu ty´chto
obrazovy´ch bodov jednoducho dopocˇ´ıtat’ pomocou farieb okolia. Toto riesˇenie by mohlo
viest’ aj k adapt´ıvnemu zobrazovaniu, kde by sme zadali pozˇadovanu´ ry´chlost’ zobrazovania
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BSP – Binary Space Partitioning
CPU – Central Processing Unit
FLOPS – FLoating point Operations Per Second
GPU – Global Processing Unit
GPU – Graphics Processing Unit
MPI – Message Passing Interface
OpenCL – Open Computing Language
OpenMP – Open Multi-Processing
PVM – Parallel Virtual Machine
SSH – Secure SHell
TCP/IP – Transmission Control Protocol over Internet Protocol
XML – eXtensible Markup Language
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– \pictures – uka´zˇka zobrazovac´ıch schopnost´ı YafaRayu
– \poster – prezentacˇny´ plaga´t diplomovej pra´ce
– \thesis – diplomova´ pra´ca vo forma´te PDF
• \src
– \latex – LATEXova´ verzia diplomovej pra´ce
– \logs – za´znamy z meran´ı
– \models – niekol’ko modelov vo forma´te XML
– \poster – zdrojovy´ ko´d prezentacˇne´ho plaga´tu
– \pictures – uka´zˇky delenia pra´ce pri roˆznom pocˇte procesov
– \scripts – uka´zˇkove´ skripty insˇtala´cie a spu´sˇt’ania
– \yaf-a-grid – zdrojove´ su´bory aplika´cie
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