Abstract. Nearly optimal bounds on the spectral norm of random matrices with independent entries were recently obtained by Bandeira and Van Handel. In the Gaussian case, these bounds are sharp up to universal constants provided that the variances of the entries satisfy a minimal homogeneity property. However, due to the dimension-dependent nature of these bounds, they cannot accurately capture the structure of highly inhomogeneous matrices. This paper develops new bounds on the norm of inhomogeneous random matrices with independent Gaussian entries. While the bounds obtained here fall short of reproducing the sharp bounds in the homogeneous setting, they do so only "to second order" by a logarithmic factor. On the other hand, the present bounds are genuinely dimension-free in the manner expected from the theory of Gaussian processes. Unlike previous results, bounds of this kind cannot be established using the moment method. An entirely different method of proof is developed here that sheds light on the geometry of the problem.
Introduction
Let X be the n × n symmetric random matrix with entries X ij = g ij b ij , where {g ij : i ≥ j} are independent standard Gaussian random variables and {b ij : i ≥ j} are given scalars. A problem that arises in various settings is to develop a sharp understanding of the behavior of the spectral norm X in terms of the structure of the coefficients {b ij }. Nearly optimal bounds for the expected spectral norm were recently obtained by Bandeira and the author [1] . To state their result, define σ := max If also card{(i, j) : |b ij | ≥ cσ * } ≥ n α for universal constants 0 < c, α < 1, then E X σ + σ * log n.
The bounds of Theorem 1.1 are evidently optimal up to universal constants (which are in fact often sharp as well, cf. [1] ) under the assumption card{(i, j) : |b ij | ≥ cσ * } ≥ n α .
The latter is a minimal homogeneity assumption: it states that there must be sufficiently many entries of the matrix (albeit only a vanishing fraction of the entries) whose variance is of the same order as the largest variance. This mild assumption is satisfied in almost all random matrix models of this kind that arise naturally in applications, even in the presence of nontrivial structure. Nonetheless, the bounds of Theorem 1.1 depend explicitly on the dimension of the matrix, and therefore cannot be expected to accurately capture the structure of highly inhomogeneous random matrices whose entries have variances that are distributed over many different scales. A complete understanding of such problems requires considerably sharper insight into the structure of inhomogeneous random matrices than is accessible by existing methods. While the results of this paper fall short of attaining this goal, the aim of this paper is to develop an approach to such problems that could provide a promising starting point for further developments. The difficulty of accurately capturing the structure of inhomogeneous random matrices can already be illustrated in the simplest possible example. Consider the special case of a diagonal matrix, that is, the setting of Theorem 1.1 with b ij = 0 for i = j. In this case we have the following well-known fact (cf. section 3.1):
nn is the decreasing rearrangement of |b 11 |, . . . , |b nn |. In contrast, the bound of Theorem 1.1 would give in this setting
The former bound is dimension-free (the logarithm appears inside the maximum), while the latter is not. While these two bounds are clearly of the same order when the homogeneity assumption is satisfied, they are far apart in the inhomogeneous case when b ii ∼ 1/ √ log i, for example. Beyond the diagonal case, no bounds appear to be available in the literature that can capture this form of inhomogeneity. Some dimension-free bounds on the norm of random matrices appear in [5, 6, 1] and in [9, Chapter 7] : in these bounds, the dimension n is replaced by an "intrinsic dimension" that is defined in terms of an ℓ p -norm of the coefficients {b ij }. It is evident already in the diagonal case that such bounds are dimension-free only in an ad hoc sense that fails to capture the fundamental structure of the problem (see, however, [4] for a different setting where the intrinsic dimension plays a fundamental role.)
It is not clear, a priori, what a sharp bound on the spectral norm of inhomogeneous random matrices might look like. However, an intriguing observation in this direction was made in [6] . The following trivial lower bound holds for every matrix:
where B 2 denotes the Euclidean unit ball and {e i } is the unit basis in R n . It was noted in [6] that this lower bound appears to be surprisingly sharp for random matrices with independent entries: no counterexample seems to be known to
where the matrix {b * ij } is obtained by permuting the rows of the matrix {|b ij |} so that max j b * 1j ≥ max j b * 2j ≥ · · · ≥ max j b * nj (see section 3.1 for a proof of the second identity). If such a statement were to be true, that would provide a complete understanding of the spectral norm of random matrices with independent entries up to universal constants. Unfortunately, it is not at all clear what mechanism might give rise to such an inequality, and the evidence for its validity remains largely circumstantial. It is worth noting that the inequality E X E max i Xe i does not hold even when the entries are subgaussian [7] , so that such a bound could only arise by exploiting the special properties of Gaussian random matrices.
While the above observations are somewhat speculative, they suggest at least what type of bounds one might hope for in the inhomogeneous setting. As will be explained below, there is little hope of addressing such questions using the moment method, which forms the basis for the proof of Theorem 1.1 and for many other results in random matrix theory. Even partial results in this direction therefore require the development of new methods to understand the structure of Gaussian random matrices. Such a method is developed in this paper. For sake of illustration, let us state one of several results than can be readily obtained by this method. 
It is instructive to compare this bound to the bound of Theorem 1.1. The terms in Theorem 1.2 can be readily estimated in a dimension-dependent manner as E X σ + σσ * log n σ + σ * log n, where we have used 2 √ ab ≤ a + b in the second inequality. This bound evidently falls short of the bound of Theorem 1.1 by a factor √ log n in the second term. This loss is relatively minor, as in most cases the second term is negligible with respect to the first (as E X σ [1] , the above bound is sharp provided that σ/σ * log n). Nonetheless, the inefficiency of this bound as compared to Theorem 1.1 indicates that we have not yet succeeded in fully capturing the structure of the problem.
On the other hand, the bound of Theorem 1.2 is much closer in spirit to (⋆) than Theorem 1.1, and can capture much more accurately the setting of inhomogenenous random matrices. Further refinements of this approach could therefore provide a promising route to obtaining sharp bounds in the inhomogeneous setting. An encouraging observation is that the proof of Theorem 1.2 contains a number of crude inefficiencies whose elimination could potentially result in substantial improvements. We will indeed use variants of this method to prove several different bounds, including the validity of (⋆) under an additional (strong) assumption.
As the bound of Theorem 1.1 appears (at least cosmetically) to be tantalizingly close to the right-hand side of (⋆), one might hope at first sight that the latter could be established by a refinement of the methods that were developed in [1] . It should be emphasized at the outset that such an approach cannot be successful. The proof of Theorem 1.1 that is given in [1] is based on the moment method, which is widely used in the analysis of random matrices. The basic principle behind this method is that for any n × n symmetric matrix X and p ∈ N, one has
The essential feature of the moment method is that the right-hand side of this expression is the expectation of a polynomial in the entries of the matrix, which is amenable to combinatorial or analytic methods. The success of this approach relies on the fact that one does not directly bound the quantity E X but rather the larger quantity E[ X log n ] 1/ log n , which is what is actually done in [1] . For the latter quantity, however, it is readily seen that the result of Theorem 1.1 is already sharp without any additional homogeneity assumption (cf. section 3.2):
We therefore see that Theorem 1.1 has already achieved essentially the best possible result that can be obtained by the moment method. To go beyond this result to address the much more delicate properties of highly inhomogeneous random matrices, an entirely different approach must be developed. The most natural starting point for obtaining sharp bounds on the spectral norm of Gaussian random matrices is the observation that
is the expected supremum of a Gaussian process. It is well known that such quantities are completely characterized, up to universal constants, by the geometry of the associated metric space (B 2 , d), where d is the natural metric
associated with the Gaussian process, cf. [8] . Therefore, in principle, understanding the spectral norm of Gaussian random matrices requires "only" a sufficiently good understanding of the geometry of the metric space (B 2 , d).
The main results of this paper constitute a first step in this direction and shed light on the relevant geometric structure. The basic idea behind the proofs is that the metric d can be controlled by the Euclidean metric on certain deformations of the unit ball, which give rise to the various terms in Theorem 1.2 and in our other main results using the Slepian comparison theorem for Gaussian processes (the well-known method of Gordon [3] for estimating the norm of Wigner matrices could be viewed as the trivial case of this construction). In its present form, this idea is not yet sufficiently powerful to reproduce the result of Theorem 1.1 (let alone to establish (⋆) in a general setting), which suggests that there remains a genuine gap in our understanding of the geometry of the problem. Nonetheless, the bounds that we obtain are already a significant improvement over Theorem 1.1 for highly inhomogeneous matrices. More importantly, the method developed here suggests for the first time a plausible mechanism for the validity of bounds in the spirit of (⋆), and appears at present to provide the most promising route towards a deeper understanding of the questions that are considered in this paper.
Main results

Statement of main results.
Throughout this paper, we will consider the same setting as in the introduction. That is, X is the n × n symmetric random matrix with entries X ij = g ij b ij , where {g ij : i ≥ j} are independent standard Gaussian random variables and {b ij : i ≥ j} are given scalars. We will also denote by {g i } another family of independent standard Gaussian random variables.
We formulate three main results, each of which is a development on the same basic principle (see section 2.2 below). The first result establishes the validity of (⋆) under a very strong additional assumption on the coefficients {b ij }. 
where the matrix {b * ij } is obtained by permuting the rows of the matrix {|b ij |} so that
and C is a universal constant.
The assumption on the matrix of square coefficients {b 2 ij } is a very stringent one. It will allow us to easily control one of the terms that arises in the proof. In its absence, it is much less clear how this additional term can be controlled efficiently. As will rapidly become clear in the proof, our inefficiency in handling this term is the reason that the more general results below fall short of reproducing the sharp bounds of Theorem 1.1 in the homogeneous setting.
A rather crude estimate yields the following precise statement of Theorem 1.2.
Theorem 2.2. For universal constants C 1 , C 2 and for every u ≥ 0, we have
where the matrix {b * A slightly more careful computation yields the following improvement to Theorem 2.2, where we omit for simplicity the explicit expression in terms of {b ij } (the latter follows in complete analogy with Theorem 2.2, cf. section 3.1).
Theorem 2.3. There is a universal constant
. Remark 2.4. Let us illustrate the difference between Theorems 2.2 and 2.3. As was noted in the introduction, Theorem 2.2 implies the dimension-dependent bound E X σ + σσ * log n.
On the other hand, Theorem 2.3 implies
As σ ≥ σ * , the second bound is strictly better than the first (modulo constants). However, in view of Theorem 1.1, both of these bounds are sharp for homogeneous matrices if and only if either σ/σ * log n or σ σ * , so that in this sense the second bound is not a substantial improvement over the first.
Remark 2.5. In all three results, the constant in the leading term 2σ is sharp (as can be seen in the example of Wigner matrices). The universal constants that appear in the second-order terms are not expected to be sharp, however.
The remainder of this section is devoted to the proofs of Theorems 2.1-2.3 (except the explicit expressions in Theorems 2.1 and 2.2 which will be proved in section 3).
2.2.
The basic principle. In the following, we define
That is, d the natural distance associated with the Gaussian process { v, Xv } v∈B2 .
We also introduce the following notation:
The main idea of this paper is contained in the following observation.
Lemma 2.6 (The basic principle). The following estimate holds for all
where · denotes the Euclidean norm on R n .
Proof. We first compute d(v, w):
On the other hand, as 2ac
The result follows readily from the triangle inequality v i + w i ≥ v + w i .
The cleanest illustration of the significance of this bound is in the setting of Theorem 2.1. Let us therefore consider this setting here.
Corollary 2.7. Suppose that the matrix {b
Proof. Note that the last two terms in Lemma 2.6 are negative in this case.
The proof of Theorem 2.1 now follows readily.
Proof of Theorem 2.1. Define the Gaussian process {Z v } v∈B2 as
Then the natural distance associated with this process is given by
By Corollary 2.7 and the Slepian-Fernique comparison inequality [2, Theorem 13.3]
where we used Cauchy-Schwarz in the last inequality. Now note that X = sup v v, Xv ∨sup v v, (−X)v . As X is a centered Gaussian matrix, X and −X have the same distribution. Therefore,
where the last inequality follows from Gaussian concentration [2, Theorem 5.8].
This proves the first inequality in Theorem 2.1. The second inequality (which gives an explicit expression in terms of the coefficients) will be proved in section 3.1.
Remark 2.8. It is instructive to consider briefly the geometric significance of Corollary 2.7. As was shown in the proof of Theorem 2.1, this inquality allows us to control E X by the expected supremum of another Gaussian process where B * denotes the following deformation of the Euclidean unit ball B 2 :
In the case of Wigner matrices where b ij = 1 for all i, j, we simply have B * = B 2 , so that E X is controlled by the expected ℓ 2 -norm of a Gaussian vector. Therefore, in this trivial case, the proof of Theorem 2.1 reduces to a well-known idea of Gordon [3] . On the other hand, in the diagonal case where b ij = 1 i=j , clearly B * = B 1 is the ℓ 1 -ball, and thus E X is controlled by the expected ℓ ∞ -norm of a Gaussian vector (which is obviously sharp). In general the deformed ball B * can take different shapes, as is illustrated in Figure 2 .1. The beauty of this construction is that the geometry of the metric space (B 2 , d) is captured, for our purposes, by the geometry of the space (B * , · ) which is much more easily understood.
It should be evident at this point that the main difficulty in obtaining sharp bounds on the expected spectral norm E X is how to handle the second term in Lemma 2.6. Under the strong positive semidefiniteness assumption of Theorem 2.1, this term is negative and can be ignored. In general, however, the second term can be positive. If it were possible to establish the inequality
in the absence of further assumptions, then this would establish the identity (⋆) and therefore a complete understanding of the spectral norm of Gaussian random matrices with independent entries. Unfortunately, it is not clear whether such an inequality does in fact hold in the absence of additional assumptions.
Instead, we will proceed by bounding the extra terms in Lemma 2.6 by their absolute value in the crudest possible way, which will give rise to Theorems 2.2 and 2.3. It is clear that these crude bounds are highly inefficient: even though the remainder terms in Lemma 2.6 are likely negative or nearly negative for most vectors v, w, this fact will be completely ignored in the sequel. Moreover, as is illustrated in Figure 2 .1, B * need not be convex when the assumption of Theorem 2.1 is violated, so that one could potentially increase the upper bound on d without increasing the supremum of the resulting Gaussian process. While it is not clear at present how these bounds can be improved, the crude inefficiency in our bounds suggests that there is significant potential for further improvements to yield new insights on the questions that are investigated in this paper.
Proof of Theorem 2.2.
In this section, we will bound the remainder terms in Lemma 2.6 in the simplest manner, which gives rise to Theorem 2.2.
Proof of Theorem 2.2. We may assume without loss of generality that each row of X contains at least one nonzero entry (if this is not the case, the zero rows and columns can be removed from the matrix without changing the norm). Thus
for any β > 0, where we used the elementary inequality ab ≤ a 2 β 2 /2 + b 2 /2β 2 . As the third term in Lemma 2.6 is negative, we obtain the estimate
standard Gaussian variables, and define
Then the natural distance E|Z v − Z w | 2 of the Gaussian process {Z v } v∈B2 coincides precisely with the right-hand side in the above estimate for d(v, w)
2 . Therefore, applying Slepian-Fernique inequality as in the proof of Theorem 2.1 yields
We now appeal again to the Slepian-Fernique inequality to estimate the last term. To this end, let us define the Gaussian variables
Then we have
The Slepian-Fernique inequality consequently gives
Substituting this expression into the above upper bound for E X and optimizing over β gives the first inequality in Theorem 2.2 (notice that σ * is a lower bound for the second term in this inequality, and thus the term 2 √ 2σ * that arises above can be absorbed in the universal constant C 1 ). The second inequality (which gives an explicit expression in terms of the coefficients) will be proved in section 3.1.
2.4.
Proof of Theorem 2.3. In the proof of Theorem 2.2, we ignored the negative third term in Lemma 2.6 and estimated the second term crudely by its absolute value. However, taking into account the third term results in a somewhat better estimate that gives rise to the improvement of Theorem 2.3.
Proof of Theorem 2.3. Starting as in the proof of Lemma 2.6, we first note that
where we have used the triangle inequality v + w i ≤ v i + w i . Therefore
for γ > 0, where we used Cauchy-Schwarz in the first inequality and the explicit expression for 4 x(v) − x(w) 2 in the proof of Lemma 2.6 in the second inequality. The proof is now completed by repeating the proof of Theorem 2.2.
3. Gaussian estimates 3.1. Gaussian maxima. Theorems 2.1-2.3, as well as the intriguing relation (⋆) discussed in the introduction, bound the expected spectral norm of a Gaussian random matrix by certain expressions involving maxima of Gaussian random variables. Such bounds would have little advantage if it were not for the fact that the latter admit sharp explicit estimates in terms of the coefficients {b ij }. While such Gaussian computations are routine, we provide a careful proof here for completeness. 
c. E max 
for a universal constant C (that is, the constant in front of the leading term is one). This sharp form is used in the statement of Theorems 2.1 and 2.2. , then the left-hand side is of order √ n and the right-hand side is of order √ n log n. The reason for this inefficiency is that there may be significant dependence between the Gaussian random variables j |b ij |g j for i ≤ n, while the upper bound would already hold if these variables were independent. While we do not give a sharp form of part c., we note that in typical examples where this bound can be improved, Theorem 2.1 can be applied to obtain a better result.
Let us emphasize that the inefficiency in the upper bound of part c. is not the reason why Theorem 2.2 cannot reproduce the result of Theorem 1.1. To see this, it suffices to consider the example where {b ij } is the n × n block-diagonal matrix with k × k blocks whose entries are one. In this case, it is readily seen that E X ≍ √ k + √ log n, while the quantity in part c. above is of order k log(n/k).
To prove Proposition 3.1 we require two simple lemmas. The first lemma is standard and can be found, for example, in [8] .
Lemma 3.4. Let X 1 , . . . , X n be not necessarily independent random variables with
where C is a universal constant. Then The second lemma gives a converse for independent Gaussian variables.
Lemma 3.5. Let X 1 , . . . , X n (n ≥ 2) be independent with X i ∼ N (0, σ n is the decreasing rearrangement of |σ 1 |, . . . , |σ n |. Proof. As in the proof of Lemma 3.4, we assume that σ i is nonnegative and decreasing in i, so the right-hand side becomes S := max i σ i log(i + 1). By scaling, there is no loss of generality in assuming that S = 1.
First, we recall an elementary bound: if A 1 , . . . , A n are independent events, then
We apply this bound with A i = {X i > t}. Note that for every k, l. Therefore, maximizing over k, l and choosing q ∼ log n gives
1/q σ * log n.
Averaging these two lower bounds gives the result.
