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Изучены закономерности функционирования различных алгоритмов искусственных нейронных се-
тей при изменении ряда управляющих параметров. Предложена процедура формирования обучаю-
щей выборки, использующаяся для настройки нейронной сети. Показана удовлетворительная на-
дежность классификации наборов тестовых данных при наличии в характеристиках исследуемых 
объектов грубых промахов с помощью аппарата нейронных сетей. 
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ВВЕДЕНИЕ 
Современный качественный химический анализ решает задачи идентификации и обнаруже-
ния аналитов, а также дискриминации образцов [1, 2]. Согласно [3, С. 22], идентификация 
"представляет собой отождествление аналита с известным химическим веществом или отнесе-
ние аналитического сигнала к известному веществу (соединению, группе соединений)". Дис-
криминация означает отнесение исследуемого образца к определенной классификационной 
единице (например, отнесение напитка к чаю, минеральной воде, соку и т.д. [2]). Таким обра-
зом, и идентификацию, и дискриминацию можно рассматривать как классификацию анализи-
руемых образцов по набору их характеристик1. 
Современный качественный анализ немыслим без применения инструментальных методов 
(хроматография, различные спектроскопические методы и др.) [6]. Результаты применения этих 
методов приводят к получению многомерных массивов экспериментальных данных, к обработ-
ке которых зачастую необходимо применить современные методы анализа многомерных дан-
ных (методы хемометрии) – алгоритмы распознавания образов, классификации, дискриминант-
ного анализа, искусственных нейронных сетей и т.д.  
Для решения классификационных задач весьма часто привлекают методы управляемого 
обучения. Реализация этих методов предусматривает наличие обучающих (множество объектов 
с известной "классовой" принадлежностью) и тестовых выборок (множество исследуемых объ-
ектов, для которых "классовая" принадлежность неизвестна). Алгоритмы искусственных ней-
ронных сетей стали мощным средством решения классификационных задач. Аппарат искусст-
венных нейронных сетей позволяет работать с данными различной структуры и сложности [7–
9]. Следует отметить, что для успешного применения алгоритмов нейронных сетей пользовате-
лю необходимо обладать более скромным уровнем вычислительных навыков, чем для исполь-
зования традиционных методов статистического анализа. 
Вопрос о параметрах сети, необходимых и достаточных для решения того или иного рода 
задач, представляет собой целое направление нейрокомпьютерной науки. Так как проблема 
синтеза искусственной нейронной сети напрямую зависит от решаемой задачи, выработать об-
щие подробные рекомендации трудно.  
В данной работе поставлены следующие цели: изучить закономерности функционирования 
алгоритмов нейронных сетей при различных значениях управляющих параметров (шаг обуче-
ния, среднеквадратичная ошибка, параметр функции активации, число нейронов) при класси-
фикации тестовых данных, определить оптимальный состав обучающей выборки, а также оце-
нить робастность результатов предоставляемых реализованными алгоритмами нейронных се-
тей. 
                                                 
1 Ср. с определениями: "Качественный анализ – анализ, в котором вещества идентифицируют или клас-
сифицируют на основе их химических или физических свойств, таких как химическая реакционная спо-
собность, растворимость, молекулярный вес, температура плавления, испускание или поглощение излу-
чения, масс-спектры, периоды полураспада ядер и т.д. " [4], "Qualitative analysis: classification of objects 
against specified criteria to meet agreed requirements" [5]. 
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Для апробации алгоритмов классификации использовали различные наборы тестовых дан-
ных: данные с двуиерархической и дугообразной структурой [10]; 150 образцов цветков трех 
сортов ириса [11]; 178 образцов итальянских вин [12].  
В работе использовали двухслойные нейронные сети (кроме нейронной сети встречного 
распространения, которая является трехслойной) (см. приложение А), а достаточное число ней-
ронов определяли на основе оценки качества работы нейронной сети.  
 
ОЦЕНКА НАДЕЖНОСТИ И УСТОЙЧИВОСТИ АЛГОРИТМОВ НЕЙРОННЫХ СЕТЕЙ 
Полученные результаты работы алгоритмов сетей сравнивали с результатами дискрими-
нантного анализа (аналогом нейронной сети). 
Имеющиеся наборы данных разделяли случайным образом на обучающую и тестовую вы-
борки при различном их соотношении. Коэффициент T  (% ) указывает, какая доля общего 
числа образцов находится в обучающей выборке:  
,%100×=
M
tT       (1) 
где t  – число образцов в обучающей выборке, M  – общее число образцов. 
Важно отметить, что вся информация, которая используется для настройки и обучения сети, 
содержится в наборе эталонов. Поэтому качество обучения сети, как и качество классификации 
анализируемых объектов (тестовой выборки), напрямую зависит от числа образцов в обучаю-
щей выборке, а также от того, насколько полно эти образцы описывают данную задачу.  
О надежности алгоритмов судили по критериям качества работы нейросетей: доле непра-




nP ,     (2) 
где n – число неправильно классифицированных объектов в тестовой выборке, N – общее число 












,     (3) 
где it  – целевой вектор, iy  – выходы сети. 
Использование критерия mse возможно лишь в случае модельных данных, когда известны 
желаемые выходы сети для тестовой выборки. В случае классификации реальных данных при-
менение критерия mse является невозможным.  
Химические данные зачастую содержат в себе шум – нежелательную составляющую, при-
рода которой может быть различной. Таким образом, для решения классификационных задач 
необходимы устойчивые к таким составляющим алгоритмы.  
Для проверки устойчивости реализованных моделей применяли модель "грубых промахов". 
В исходные данные характеристик анализируемых объектов (тестовой выборки) вносили по-
грешности (ε), рассчитываемые по формуле 
100/]σ),0(ε)σ,0(ε)100[(ε LaplasGauss qq ⋅+⋅−= ,   (4) 
где q, % – интенсивность "грубых промахов"; Gaussε  – случайная величина, распределенная по 
закону Гаусса с нулевым средним и стандартным отклонением σ; Laplasε  – случайная величина, 
подчиняющаяся распределению Лапласа с нулевым средним и стандартным отклонением 
ασ
2= :  
                                                 
2 Ср. с обозначением средней квадратичной ошибки в (А.2). 
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 { } ( )∞∞−∈−−= ,,exp
2
)( εβεααεp ,   (5) 
где р(ε) – плотность распределения, α >0 – параметр масштаба, ∞− < β < ∞+  – параметр 
сдвига.  
Поскольку коэффициент эксцесса распределения Лапласа (γ2 = 3) больше, чем нормального 
(γ2 = 0), с ростом q возрастает вероятность появления среди ε "грубых промахов" – погрешно-
стей, более чем в два-три раза превышающих стандартные отклонения σ [13].  
В исходные данные характеристик классифицируемых объектов вносили погрешности со-
гласно (4) при q  = 0, 10,…, 100 %.  
Для определения оптимального числа образцов в обучающей выборке применяли искусст-
венные нейронные сети, для реализации которых не требуется определение числа нейронов 
скрытого слоя: вероятностную нейронную сеть (PNN) и сеть радиального основания (RBN). 
Найденный оптимальный объем обучающей выборки применяли для обучения двунаправлен-
ной сети, сети прямой передачи сигнала и нейросети с линиями задержки на входах. Таким 
образом, изучаемые нейросети находятся в равных условиях, и можно судить о том, какая из 
предложенных архитектур нейронных сетей более надежна для классификации конкретной 
тестовой выборки.  
 
ОБСУЖДЕНИЕ РЕЗУЛЬТАТОВ 
Классификация данных с дугообразной структурой. При классификации данных с дугооб-
разной структурой нейронная сеть радиального основания ( 1=δ ) правильно классифицирует 
образцы в достаточно широком диапазоне зна-
чения коэффициента T  ( 7040 ≤≤ T ), при 
этом вероятностная нейронная сеть ( 1.0=δ ) 
способна правильно относить образцы в соот-
ветствующие группы только при %70=T  
(рис. 1). Оптимальные параметры архитектуры 
LVQ-сети следующие: число нейронов 
7 ≤≤ h 11 при шаге обучения 03.0=η  
(рис. 2а). Динамическая сеть обучается без-
ошибочно при числе нейронов 5 ≤≤ h 18, что 
можно объяснить наличием линий задержки на 
входах, но правильное отнесение по классам 
образцов тестовой выборки достигается только 
при 17=h  (рис. 2б). Для нейросети прямой 
передачи сигнала оптимальное число нейронов 
определялось при одновременной безошибоч-
ной классификации образцов тестовой и обу-
чающей выборок. Данное условие выполняется 
при 6=h  и 7=h  (рис. 2в). Наиболее адап-
тивными алгоритмами для классификации данных с дугообразной структурой являются ней-
ронная сеть прямой передачи сигнала и нейронная сеть с временными задержками: FFTDN 
безошибочно классифицирует образцы тестовой выборки при %50=q , а FFN при %100=q ; 
наименее адаптивной – двунаправленная нейронная сеть (рис. 3). Следует заметить, что дис-
криминантный анализ не отображает реальной структуры дугообразных данных.  
 
 











Рис. 1. Зависимость значений долей непра-
вильно классифицированных образцов тес-
товой выборки данных с дугообразной 
структурой от объема обучающей выборки: 
 RBN,  PNN. 
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Рис. 2. Зависимость значений долей неправильно классифицированных образцов тестовой выборки дан-
ных с дугообразной структурой от числа нейронов ( %70=T ): а) при различных значениях коэффициента 
обучения для LVQN:  η  = 0.01, 0.1, 0.05, 0.04;  η  = 0.03; б)  FFTDN; в)  FFN (тестовая 
выборка),  FFN (обучающая выборка). 
 









Рис. 3. Зависимость значений долей неправильно классифицированных образцов тестовой выборки дан-
ных с дугообразной структурой от доли грубых промахов, внесенных в исходные данные характеристик: 
 PNN,  RBN,  LVQN,  FFTDN,  FFN. 
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Классификация данных с двуиерархической структурой. В случае данных с двуиерархи-
ческой структурой обучающая выборка формировалась таким образом, чтобы минимум два-три 
представителя всех девяти классов входили в ее состав для более полного описания поставлен-
ной задачи ( %60=T ). В табл. 1 приведены значения управляющих параметров работы ней-
ронных сетей для решения данной задачи. При обучении LVQ-сети добились минимального 
значения ошибки сети равного 5.4%, что соответствует 13 образцам. Такая большая ошибка 
при обучении ведет к неадекватному отнесению образцов тестовой выборки, поэтому исследо-
вание устойчивости указанного типа нейросети является нецелесообразным. На примере зави-
симости работы сети прямого распространения сигнала и сети с временными задержками от 
числа нейронов показано, что для оценки надежности алгоритмов можно использовать не толь-
ко значение доли неправильно классифицированных объектов, но и значение средней квадра-
тичной ошибки работы сети (рис. 4, 5). Сравнение долей неправильно классифицированных 
образцов тестовой выборки данных с двуиерархической структурой, полученных при исполь-
зовании алгоритмов искусственных нейронных сетей и в результате применения дискрими-
нантного анализа, указывает на то, что вероятностная нейронная сеть и сеть радиального осно-
вания наименее устойчивы к наличию в исходных данных "грубых промахов". Это можно объ-
яснить отсутствием процедуры обучения. Предпочтительнее использовать нейронную сеть 
прямого распространения сигнала и динамическую сеть (рис. 6).  
 
Таблица 1. Значения управляющих параметров реализации алгоритмов нейросетей для классификации 
данных с двуиерархической структурой 
Нейронная сеть Параметры 
RBN 3.0=goal ; 0.1=δ  
PNN 1.0=δ  
FFTDN 149 ≤≤ h  
FFN =h  11, 12, 15, 16 – 24 
LVQN 38=h , 05.0=η  
 



















Рис. 4. Зависимость значений долей неправильно 
классифицированных образцов тестовой выборки 
данных с двуиерархической структурой от числа ней-
ронов для FFN:  обучающая выборка,  
тестовая выборка. 
Рис. 5. Зависимость значений средней квадратичной 
ошибки классификации образцов тестовой выборки 
данных с двуиерархической структурой от числа 
нейронов для FFTDN:  обучающая выборка, 
 тестовая выборка. 
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Рис. 6. Зависимость значений долей неправильно классифицированных образцов тестовой выборки дан-
ных с двуиерархической структурой от доли грубых промахов, внесенных в исходные данные характери-
стик:  PNN,  RBN,  DA,  FFTDN,  FFN. 
 
Идентификация образцов цветков трех сортов ириса. Безошибочная идентификация об-
разцов ириса при использовании вероятностной нейронной сети ( 1.0=δ ), сети радиального 
основания ( 8.0=goal ; 5.0=δ ) и дискриминантного анализа наблюдается при %70=T  
(рис. 7), при этом при T  = 68, 69, 71, 75% ошибки в обучении сетей составляли от 2 до 8%. Для 
описания обучающей и тестовой выборок использовали следующие параметры: стандартное 












,     (6) 
minmax
iii xxr −= ,      (7) 
где ix  – вектор значений характеристики объекта, ix  – среднее значение характеристики, N  – 
число образцов.  
Оказалось, что, руководствуясь значениями указанных параметров, можно сформировать 
оптимальную выборку для обучения нейросетей, обеспечивающую адекватную последующую 
классификацию анализируемых образцов. Для этого достаточным является выполнение сле-
дующего условия: разница между значениями стандартного отклонения и размаха каждого из 
свойств исследуемых образцов в обучающей и тестовой выборках должна быть минимальной. 
В табл. 2 приведены значения суммы модуля разности стандартного отклонения и размаха че-





















,     (9) 
где M  – число характеристик, описывающих исследуемые объекты.  
Действительно, при %70=T  значения критериев S  и R  принимают минимальные значе-
ния из представленных в табл. 2 возможных вариантов. 
Безошибочная идентификация образцов ириса при использовании FF- и FFTD-сетей наблю-
дается при 19;7=h  и 15=h , соответственно (рис. 8, 9). При обучении двунаправленной ней-
росети добились минимального значения ошибки сети равного 2.86% (3 образца) при следую-
щих установочных параметрах: 40=h  при 5.0=η .  
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Рис. 7. Зависимость значений долей неправильно идентифицированных образцов ириса тестовой выборки от 
объема обучающей выборки:  PNN,  RBN,  DA. 
 
Таблица 2. Значения S  и R  при различном соотношении обучающей и тестовой выборок для иденти-
фикации образцов ириса 
,%T  Параметр 
67 68 69 70 71 75 
S  0.47 9.05 3.48 0.09 14.30 11.20 
R  0.9 1.5 3.2 0.4 0.6 2.3 
 
Наиболее устойчивыми к наличию "грубых промахов" в исходных характеристиках образ-
цов ириса оказались двунаправленная сеть (несмотря на наличие ошибки при обучении) и сеть 
прямой передачи сигнала (рис. 10). 
 
















Рис. 8. Зависимость долей неправильно идентифи-
цированных образцов ириса от числа нейронов для 
FFN:  обучающая выборка,  тестовая 
выборка. 
Рис. 9. Зависимость значений средней квадратичной 
ошибки идентификации образцов ириса от числа 
нейронов для FFTDN:  обучающая выборка, 
 тестовая выборка. 
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Рис. 10. Зависимость долей неправильно идентифицированных образцов ириса тестовой выборки от 
доли грубых промахов, внесенных в исходные данные характеристик:  PNN,  RBN,  DA, 
 FFTDN,  FFN,  LVQN. 
 
Идентификация образцов вин. Для адекватной идентификации образцов вин все реализо-
ванные алгоритмы нейронных сетей, кроме сети с временными задержками требуют предвари-
тельной нормализации данных путем приведения к нулевому среднему и единичной дисперсии. 
Это связано с большим разбросом значений характеристик, описывающих образцы вин (от до-
лей единицы до нескольких сотен). Нормировка позволяет уровнять вклад в модель от различ-
ных характеристик.  
Для обоснования выбора значения %87=T  в табл. 3 приведены значения суммы модуля 
разницы стандартных отклонений и размаха 13 свойств образцов вин (после процедуры норма-
лизации) обучающей и тестовой выборок при T  = 85, 86, 87, 88 %.  
В табл. 4 приведены значения управляющих параметров работы нейросетей для идентифи-
кации образцов вин.  
 
Таблица 3. Значения S  и R  при различном соотношении обучающей и тестовой выборок для иденти-
фикации образцов вин 
,%T  Параметр 
85 86 87 88 
S  0.04 0.05 0.02 0.05 
R  0.25 0.43 0.13 0.59 
 
Таблица 4. Значения управляющих параметров реализации алгоритмов нейросетей для идентификации 
образцов вин 
Нейронная сеть Параметры 
RBN 0=goal ; 2.2=δ  
PNN 1.0=δ  
FFTDN 14=h  
FFN 14=h  
LVQN 40=h , 1.0=η  
 
При обучении LVQ-сети добились минимального значения ошибки равного 1.33 % (2 образ-
ца), и, не взирая на это, двунаправленная нейросеть обладает максимальной устойчивостью к 
наличию "грубых промахов" в исходных данных характеристик образцов вин (рис. 11).  
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Рис. 11. Зависимость значений долей неправильно идентифицированных образцов вин тестовой выборки 
от доли грубых промахов, внесенных в исходные данные характеристик:  PNN,  RBN,  
DA,  FFTDN,  FFN,  LVQN. 
 
ЗАКЛЮЧЕНИЕ 
Обоснована процедура выбора параметров искусственных нейронных сетей различной ар-
хитектуры для решения задач классификации. Параметризация искусственных нейронных се-
тей зависит от сложности поставленной задачи. Приведенные результаты позволяют сделать 
следующие выводы: для реализации вероятностной сети достаточно задавать значение пара-
метра отклонения гауссовой функции активации 0.1; для сети прямой передачи сигнала и ди-
намической нейросети оптимальной функцией активации является сигмоидальная; наиболее 
устойчивыми к наличию в исходных данных грубых промахов являются нейронная сеть пря-
мой передачи сигнала и двунаправленная нейросеть. 
Сформулированные правила позволят упростить процедуру подбора параметров искусст-
венных нейронных сетей для решения задач качественного химического анализа. 
Авторы выражают благодарность репозитарию Center for Machine Learning and Intelligent 
Systems (School of Information and Computer Science, University of California, Irvine, CA) за пре-
доставление доступа к массивам данных о характеристиках цветов ириса и образцов вин. 
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Приложение А 
Краткая характеристика нейронных сетей 
К настоящему времени предложено и изучено большое количество нейросетевых архитек-
тур. Каждый алгоритм имеет свои достоинства и недостатки, особенности реализации и после-
дующего обучения. Вопрос создания нейронной сети решается в два этапа: 
1) выбор типа сети – определение числа нейронов, вида активационной функции; 
 
Таблица А.1. Нейронные сети и соответствующие характеристики 
Название Описание архитектуры Управляющие параметры реализации сети 
Сеть с радиальными 
базисными функциями 
(Radial Basic Function 
Network, RBN) 
Двухслойная сеть без обратных связей, которая со-
держит скрытый слой радиально-симметричных 
скрытых нейронов, каждый из которых предназначен 
для хранения отдельного эталонного вектора. Вы-
ходной слой является линейным. 
Значение допустимой 
среднеквадратичной 
ошибки работы сети 
( goal ); степень сглажи-
вания или отклонение 
гауссовой функции акти-
вации (δ ). 
Вероятностная ней-
ронная сеть (Probabilis-
tic Neural Network, 
PNN) 
Архитектура базируется на архитектуре радиальной 
базисной сети, но в качестве второго слоя использу-
ют конкурирующий слой, который подсчитывает 
вероятность принадлежности входного вектора к 
тому или иному классу. 
Степень сглаживания (δ ). 
Двунаправленная ней-
ронная сеть (Learning 
Vector Quantization 
Network, LVQN) 
Нейронная сеть встречного распространения содер-
жит два слоя с последовательными связями. Первый 
слой – Кохонена (конкурирующий), второй – Гросс-
берга (линейный). 
Число нейронов скрытого 
слоя ( h ), коэффициент 
обучения (η ). 
Сеть прямой передачи 
сигнала (Feed Forward 
Network, FFN) 
"Классическая" сеть с обучением по методу обратно-
го распространения ошибки. Все связи направлены 
строго от входных нейронов к выходным. Выходной 
слой является линейным. 
Число нейронов скрытого 
слоя ( h ), вид функции 
активации скрытого слоя. 
Сеть с временной за-
держкой или динами-
ческая сеть (Time De-
lay Feed Forward Neural 
Network, FFTDN) 
Двухслойная сеть прямой передачи сигнала с линия-
ми задержки, использующая метод обратного рас-
пространения ошибки. Выходной слой является ли-
нейным. 
Число скрытых нейронов 
( h ), вид функции актива-
ции скрытого слоя. 
Некоторые аспекты параметризации искусственных нейронных сетей… 
 180
2) обучение сети – подбор таких значений ее весов, чтобы сеть работала нужным образом. 
Обучить нейросеть – значить сообщить ей, чего мы от нее добиваемся [14].  
Обучение осуществляется путем последовательного предъявления входных векторов с од-
новременной подстройкой весов в соответствии с определенной процедурой. Обучение с учи-
телем предполагает, что для каждого входного вектора существует целевой вектор, представ-
ляющий собой требуемый выход сети. В данном случае имеется в виду принадлежность к клас-
сам образцов обучающей выборки. 
Ряд алгоритмов, принципиально отличающихся по архитектуре, реализован в MATLAB 6.5 
[14, 15]. В табл. А.1 представлены типы рассмотренных в данной работе нейронных сетей, а 
также их основные характеристики.  
Для понимания влияния управляющих параметров на поведение нейросети необходимо об-
судить некоторые аспекты реализации представленных в табл. А.1 алгоритмов. 
Радиально-базисная сеть. Обучение RB-сети подразумевает предварительное проведение 
кластеризации для определения центров классов (эталонов). Это могут быть случайно выбран-
ные векторы из обучающей выборки или векторы, выбранные в результате функционирования 
























f δ , Li ,...1= ,    (А.1) 
где ( )NxxX ,...,1=  – массив характеристик исследуемых объектов, ( )iNii ccC ,...,1=  – весовой 
вектор i -го эталонного нейрона скрытого слоя (центры кластеров), L  – число эталонов, iδ  – 
отклонение (сглаживающий фактор) гауссовой функции. 
Величина отклонения определяет остроту пика гауссовой функции. Если эти функции вы-
браны слишком острыми, то сеть потеряет способность к обобщению; если же гауссовы функ-
ции чересчур широкие, то сеть не будет воспринимать мелкие детали (явление пе-
ре/недообучения). Как правило, отклонение выбирается таким образом, чтобы область значе-
ний каждой гауссовой функции захватывала несколько соседних центров; зачастую этому па-
раметру присваивают значение 1.  
Средняя квадратичная ошибка работы RB -сети подразумевает под собой ошибку работы 












,     (А.2) 
где Q  – число образцов в обучающей выборке. 
Стараются обеспечить как можно меньшее значение среднеквадратичной ошибки, в идеаль-
ном случае – 0. 
Двунаправленная нейронная сеть. Обучение LVQ-сети выполняется комбинированным ме-
тодом. Обучение слоя нейронов Кохонена заключается в подстройке векторов весов выбранно-
го (выигравшего) нейрона согласно формуле коррекции весов: ( )11 −− −+= ninn wxww η ,     (А.3) 
где n  – итерация, nw  – новое значение вектора весов, соединяющего входной компонент ix  с 
выигравшим нейроном, 1−nw  – значение этого вектора на предыдущей итерации, η  – коэффи-
циент скорости обучения или шаг обучения.  
Слой Гроссберга обучается с учителем, алгоритм использует заданные желаемые выходы 
(целевой вектор). При этом подстраиваются только те веса нейронов данного слоя, которые 
соединены с выигравшим нейроном слоя Кохонена:  ( )11 −− −+= ninn wtww η .     (А.4) 
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Сеть прямой передачи сигнала, динамическая нейросеть. Для промежуточного слоя ней-
росети прямой передачи сигнала и динамической сети использовали сигмоидальную функцию 















,     (А.6) 
где b  – значение смещения нейрона.  
Для выбора числа нейронов и слоев в сети нет строго определенной процедуры. Чем больше 
количество нейронов и слоев, тем шире возможности сети, но тем медленнее она обучается и 
работает. Если в сети слишком мало нейронов или слоев, то сеть не обучится, и ошибка при ее 
работе останется большой; если нейронов или слоев слишком много – сеть будет неспособна к 
обобщению результатов. Подбор необходимого числа нейронов зависит от многих факторов, в 
числе которых размерность задачи, объем обучающих данных и пространственная структура 
активационной функции [16].  
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