Despite extensive research on inhibitory control (IC) and its neural systems, the questions of whether IC can be improved with training and how the associated neural systems change are understudied. Behavioral evidence suggests that performance on IC tasks improves with training but that these gains do not transfer to other tasks, and almost nothing is known about how activation in IC-related brain regions changes with training. Human participants were randomly assigned to receive IC training (N ϭ 30) on an adaptive version of the stop-signal task (SST) or an active sham-training (N ϭ 30) during 10 sessions across 3 weeks. Neural activation during the SST before and after training was assessed in both groups using functional magnetic resonance imaging. Performance on the SST improved significantly more in the training group than in the control group. The pattern of neuroimaging results was consistent with a proactive control model such that activity in key parts of the IC network shifted earlier in time within the trial, becoming associated with cues that anticipated the upcoming need for IC. Specifically, activity in the inferior frontal gyrus decreased during the implementation of control (i.e., stopping) and increased during cues that preceded the implementation of IC from pretraining to post-training. Also, steeper behavioral improvement in the training group correlated with activation increases during the cue phase and decreases during implementation in the dorsolateral prefrontal cortex. These results are the first to uncover the neural pathways for training-related improvements in IC and can explain previous null findings of IC training transfer.
Introduction
The neurocognitive systems involved in inhibitory control (IC) are well characterized (Boucher et al., 2007; Wiecki and Frank, 2013) , but relatively little work investigates whether and how IC performance can be improved with training. The present study used an IC training experiment with pretraining and posttraining neuroimaging to characterize how the neural systems involved in IC change with training.
IC is commonly studied using paradigms, such as the stopsignal task (SST), wherein an ongoing motor response is inhibited or overcome. Performance on the SST is correlated with outcomes, such as drug abuse (Monterosso et al., 2005) and regulation of craving for cigarettes among smokers attempting to quit (Berkman et al., 2011) , and researchers have begun to identify the differential contributions of regions typically active during the task, including rule representation and response selection in the dorsolateral prefrontal cortex (DLPFC; Miller and Cohen, 2001 ), monitoring and error detection in the anterior cingulate cortex (ACC; Munakata et al., 2011) , behavioral gating in the basal ganglia (BG; Frank et al., 2001) , and response inhibition in an interaction between the subthalamic nucleus and inferior frontal gyrus (IFG) modulated by the presupplementary motor area (preSMA; Frank, 2006; Aron et al., 2007; Sharp et al., 2010) .
Compared with this wealth of knowledge, the literature on IC training is relatively impoverished. Two studies have found null effects of IC training (Logan and Burkell, 1986; Cohen and Poldrack, 2008) , and meta-analyses of executive function training (including working memory and attention as well as IC) find mixed evidence for training effects, and little or no evidence for training transfer Shipstead et al., 2012; MelbyLervåg and Hulme, 2013) . Thus, part of the lack of research in this area might be due to the notion that IC is "untrainable" even though related executive skills (Gray et al., 2003) , such as attention (Choi et al., 2012) and working memory (Olesen et al., 2004; Jaeggi et al., 2011) , can improve with training. Executive skills training studies have noted that effective training protocols tend to have high dosage and employ an adaptive design to maintain an engaging level of challenge (Holmes et al., 2009; Thorell et al., 2009; Diamond and Lee, 2011) , so it may be that IC is trainable but the training tasks used previously were inadequate in form, dosage, or both. An alternative approach would be to use a variable-criterion task (e.g., the SST), where difficulty adapts to performance and related factors (e.g., task motivation) as they wax and wane.
The goal of the present study is to directly address these issues using an adaptive IC training task in combination with functional neuroimaging pretraining and post-training. We hypothesize that (1) IC performance will improve with sufficient training dosage of an adaptive task, (2) there will be alterations in the activity in the IC network (or subparts of the network) as a function of training, and (3) the nature of these changes will help explain the lack of training and transfer effects in previous studies of IC training.
Materials and Methods

Participants
A total of 60 participants (27 males and 33 females) aged 18 -30 years (mean, 21.63 years; SD, 2.99) were recruited from the University of Oregon campus. The ethnicity of the participants was representative of the local region: 84% Caucasian, 4% Asian or Pacific Islander, 7% Hispanic, and 5% other. Before the first session, participants were screened on the phone for handedness (right-handed only), neurological disorders, mood disorders, and any MRI contraindications (e.g., metal implants). Those participants passing screening were scheduled for a baseline functional magnetic resonance imaging (fMRI) session that took place at the Lewis Center for Neuroimaging (LCNI) at the University of Oregon. There, all participants gave informed consent according to a protocol approved by our institutional review board.
Procedure overview
The study took place in three phases (baseline, training, endpoint) across ϳ23 d. In the baseline phase, whole-brain fMRI data were acquired at the LCNI while participants completed two runs of the classic SST (Verbruggen and Logan, 2008a) and then two other tasks not related to inhibitory motor control (which will therefore not be discussed further here; performance and change over time on the SST was not related to performance or change on the other tasks). Participants also completed a series of unrelated questionnaire measures after the scan. At the end of the baseline session, participants were randomly assigned to either a training group, which received training in the SST during the training phase, or a sham-training group, which received training in a two-alternative forcedchoice reaction time task (i.e., the SST without stop trials). Training began 1-2 d following the baseline session (mean, 1.58 d; SD, 0.72), and took place across 10 sessions that occurred approximately every other day for 3 weeks (mean, 18.98 d; SD ϭ 1.94). The training sessions were held in behavioral testing rooms in the Department of Psychology. All participants completed all 10 training sessions. Finally, 1-2 d following the last training session (mean, 1.70 d; SD, 1.12), participants returned to the LCNI for an endpoint fMRI session that was identical to the baseline session.
Task
Baseline and endpoint sessions. Participants completed two 6 min runs of the SST at each of the baseline and endpoint sessions. Each trial consisted of a cue indicating the start of a trial (500 ms), followed by an arrow pointing either left or right (with 1:1 relative frequency) that served as the go signal (1000 ms), and then an intertrial interval of variable duration (mean, 1400 ms; jittered following a gamma distribution). Participants were instructed to press the left or right arrow key as quickly as possible in response to the go signal. On 25% of the trials, an auditory stop signal was played after the go signal at a variable latency known as the stop-signal delay (SSD). Participants were instructed to withhold their button press on trials in which a stop signal sounded. The SSD was adjusted by 50 ms after each stop trial using a staircase function that increased for successful stops and decreased for failed stops. Two independent staircases alternated control over the SSD in blocks of eight trials until 50% response accuracy was reached on stop trials. The critical measure, the stop-signal response time (SSRT), is an index of the efficiency of the inhibitory control process. The SSRT is calculated as the difference between the speed of the stop process and the SSD. Here, we used the integration method to estimate the speed of the stop process because it was recently shown to be less biased than the alternative mean method (Verbruggen et al., 2013a) . Each run consisted of 128 trials (32 stop trials) and lasted 6:06 min. The SSRT was computed separately for each run and averaged across the two runs at each time point to create a composite measure of IC ability at baseline and endpoint.
Training sessions. Each training session consisted of one run of the SST runs described above, modified in two ways. First, the starting value of the SSD at each session was set as the estimated SSD from the previous session, allowing for the task to continuously adapt its difficulty level to maintain 50% accuracy despite potential changes in performance across training sessions. Second, the cue indicating the start of each trial changed color (from white) if the go response time based on a 16-trial moving average increased by 1 SD (to yellow) and 2 SDs (to red). This change was implemented to discourage participants from slowing their responses to accommodate stop trials and instead encourage participants to respond as quickly as possible to the go signals, which has been shown to decrease the bias and increase the efficiency of SSRT estimation (Verbruggen et al., 2013a) .
Participants in the sham-training group completed the same SST as participants in the training group but with no stop signals. Thus, estimation of the SSRT for these participants during the sham-training sessions was not possible.
Behavioral data analysis
We estimated the SSRT for both groups at baseline and endpoint, and at each training session for the training group. At the group level, these data allowed for test of the interaction between group (training, shamtraining) and time (baseline, endpoint) on SSRT, and simple main effects of time within the training group and sham training groups separately, and of group at the baseline and endpoint sessions separately. Also, we estimated the best fitting linear slope of the SSRTs across the 10 training sessions for each participant in the training group using linear regression. Steeper, more negative slopes indicate more effective training in stopping efficiency throughout the course of training.
fMRI acquisition and data analysis
Neuroimaging data were acquired using a 3.0 tesla Siemens Allegra headonly scanner at the University of Oregon's Robert and Beverly Lewis Center for Neuroimaging. Blood oxygen level-dependent (BOLD) echoplanar images were acquired with a T2*-weighted gradient echo sequence (TR, 2000 ms; TE, 30 ms; flip angle, 80°; matrix size, 64 ϫ 64; 32 contiguous axial slices with interleaved acquisition; field of view, 200 mm; slice thickness; 4 mm). This sequence also prospectively corrected for motion during acquisition with PACE (Prospective Acquisition CorrEction; Thesen et al., 2000) . For each participant, a high-resolution structural T1-weighted 3D MP-RAGE pulse sequence (TR, 2500 ms; TE, 4.38 ms; TI, 1100 ms; flip angle, 8°; matrix size, 256 ϫ 192; 160 contiguous axial slices; voxel size, 1 mm 3 ; slice thickness, 1 mm) was acquired coplanar with the functional images. Between the functional runs, field map scans were acquired to obtain magnetization values used to correct for field inhomogeneity (TR, 500 ms; TE, 4.99 ms; flip angle, 55°; matrix size, 64 ϫ 64; field of view, 200 mm; 32 contiguous axial slices with interleaved acquisition; slice thickness, 4 mm).
Before preprocessing, nonbrain tissue was removed from the brain images using robust skull stripping with the Brain Extraction Tool in the FMRIB (Functional Magnetic Imaging of the Brain) Software Library (http://www.fmrib.ox.ac.uk/fsl/). Image preprocessing was conducted using NeuroElf (http://www.neuroelf.net), which implements SPM8 preprocessing functions (Wellcome Department of Cognitive Neurology, London, UK; http://www.fil.ion.ucl.ac.uk/spm/). The preprocessing stream was as follows: reorientation to the anterior-posterior commissure line, realignment and coregistration of functional images to each subject's own high-resolution structural image using a six-parameter rigid body transformation model, spatial normalization using segmentation into space compatible with an MNI template, and smoothing using a 6 mm 3 full-width half-maximum Gaussian kernel. Statistical analyses were implemented in SPM8. For each subject, event-related condition effects were estimated, according to the general linear model, using a canonical hemodynamic response function, highpass filtering (128 s), and a first-order autoregressive error structure. At the subject level, BOLD signal was modeled in a fixed effects analysis with regressors for the cue period, correct go trials, correct stop trials, incorrect stop trials, and incorrect go trials. Linear contrasts were created for each comparison of interest (i.e., correct stop vs go trials at baseline, cue period at baseline vs endpoint, and correct stop at baseline vs endpoint). These contrasts were then imported to group-level random effects analyses for inference to the population.
We used two types of thresholds at the group level. First, because we had specific interest in the IC network, we created masks to restrict our search space to regions that showed increased activity in correct stop trials relative to correct go trials at baseline, separately for each group, using a familywise error (FWE) threshold of 0.05 as implemented in SPM8. For analyses involving only one group, we used the smoothed binary mask from the other group to maximize the independence between the mask and the contrast; for analyses involving both groups, we used the mask derived from the baseline contrast including both groups. Because this latter mask collapses across groups, it is orthogonal to subsequent analyses examining differences between groups. Second, for all subsequent analyses, we applied a combined voxel-height and clusterextent correction for multiple comparisons within these masks using the Analysis of Functional Neuroimages (AFNI) AlphaSim software (Cox, 1996) . AlphaSim takes into account the size of the search space (defined by the IC or whole-brain mask) and the estimated smoothness (based on AFNI's 3dFWHMx) to generate probability estimates (using Monte Carlo simulations) of a random field of noise producing a cluster of voxels of a given size for a set of voxels passing a given voxelwise p-value threshold. Within our IC network masks, these simulations determined that a FEW-corrected false-positive probability of p Ͻ 0.05 was achieved using a voxelwise threshold of p Ͻ 0.005 combined with a spatial extent threshold of 29 voxels for analyses using the sham-training mask, 35 voxels for analyses using the training mask, and 35 voxels for analyses using the combined mask.
Our central research question is the extent and nature of the change in functional activation in the IC network due to IC training. Thus, our first analysis was to functionally define the IC network in the contrast correct stop Ͼ correct go. We then used the suprathreshold voxels from that contrast as a mask to identify regions within the IC network that changed as a function of training. We reasoned that training-related changes in IC network activity could be characterized in two ways. First, following the 2 (group: training, control) ϫ 2 (time: baseline, endpoint) factorial ANOVA design, the effect of the training on functional activation could be characterized in terms of the interaction between group and time, and then decomposed into the simple effects of time in the training group (i.e., endpoint Ͼ baseline for training subjects) and of group following training (i.e., training Ͼ control at endpoint). Second, within the training group, the linear slope of SSRT across time within each individual participant could be used as a measure of training quality, which could be entered as a covariate to the group-level models to identify regions that were differentially affected by training quality.
In light of recent results suggesting that cognitive control training can engender a shift from "reactive" to "proactive" control (Braver et al., 2009), we conducted each of the analyses described above separately for two parts of the trial: the IC preparation phase (in the moments immediately preceding the go signal) and the IC implementation phase (in the moments following the stop trial). Separating the components of the trial in this way is consistent with the dual mechanisms of control (DMC) model, which predicts that fluctuations in cognitive control performance are related to variations in the temporal dynamics of processing mode (Braver, 2012) . Consistent with DMC predictions, the IC network shows preparatory activation in response to cues indicating an increased likelihood of an IC demand in the upcoming trial (Jahfari et al., 2012) . Thus, we conducted analyses to separate the effects of training on the cue (preparatory) and stop signal (implementation) phases. Those components of the design are not multicollinear because all trials had a cue phase but only 25% of trials had a stop signal.
Results
Behavioral results: changes in IC performance as a function of training
The effectiveness of the training to improve IC was tested in the group-time interaction on SSRTs assessed at the baseline and endpoint sessions in the scanner. As shown in Figure 1a , there was a significant interaction such that the difference from baseline to endpoint was significantly greater in the training group compared with the sham-training group (F (1,58) ϭ 4.76, p Ͻ 0.05, 2 ϭ 0.08). Decomposing this interaction into its simple effects revealed a significant effect of time in the training group (F (1,29) ϭ 21.81, p Ͻ 0.05) of greater magnitude ( 2 ϭ 0.43) than the effect in the sham-training group ( 2 ϭ 0.01, F (1,29) ϭ 0.28, p Ͼ 0.6). The behavioral data from the baseline and endpoint sessions and all training sessions is shown in Table 1 . The go response times are stable across the 10 training sessions, indicating that the procedure to prevent progressive slowing on go trials as a strategy to improve stopping rate was successful.
A second analysis examined the slope of the SSRTs across the 10 training sessions for each participant in the training group. We first established the function that best characterized the slope using multilevel modeling with session at the first level and persons at the second level, and SSRT as the dependent measure. To do this, we modeled the trend across sessions using a linear, quadratic, and decelerating log and a series of step functions at the first level. When entered individually, the linear function produced the best fit (Ϫ2LL ϭ 3048.58, where Ϫ2LL is Ϫ2 * loglikelihood), followed by a step function (with the step after the second training session, Ϫ2LL ϭ 3054.75; other step functions produced worse fit), a quadratic function (Ϫ2LL ϭ 3057.38), and a logarithmic (Ϫ2LL ϭ 3163.59) function, all with seven model parameters. Also, the linear-only model had the smallest withinperson (Level 1) variability (s 2 ) of all these models. None of the other functions significantly improved upon a base linear model when added to it (compared using 2 change tests between nested models). Based on these models, we concluded that a linear model is an appropriate and parsimonious model for the slope of SSRT across sessions. We then estimated the linear slope across the 10 sessions for each participant in the training group. This Figure 2 .
analysis indicated that the mean of the individual participant slopes was greater than zero (mean, Ϫ3.97; SD, 6.93; t (29) ϭ 3.14; p Ͻ 0.05). Overall, as shown in Figure 1b , there was a negative slope across sessions such that the SSRT became faster with each training session (F (1,29) ϭ 7.17, p Ͻ 0.05). There was no significant correlation between SSRT slope and change in SSRT from baseline to endpoint in the training group (r ϭ 0.19; p, not significant). Because of the increased reliability of the slope metric (based on N ϭ 10 sessions) compared with the pretraining-topost-training change metric (based on N ϭ 2 sessions), we used the former to quantify training quality.
Defining the IC network: main effect of task at baseline
The main effect of stopping in the correct stop Ͼ correct go contrast at baseline (collapsed across groups) revealed a network of regions including but not limited to bilateral IFG, right middle frontal gyrus (rMFG), bilateral insula, bilateral dorsal ACC (dACC), right presupplementary motor area, and bilateral caudate ( Fig. 2 ; Table 2 ) that are commonly found in studies of response inhibition and executive control (Cohen et al., 2013) . The regions identified in this collapsed analysis are hereafter referred to as the IC network, and the image from this contrast is used as a mask for subsequent analyses involving both groups.
Separate masks were created for the training and control groups at baseline to be used as independent masks for analyses involving only one group (e.g., the simple effect of time in the training group is masked by the baseline image from the control group).
Neuroimaging results: change in taskrelated activation as a function of training
Group-time interaction
This analysis identified regions within the IC network ( Table 2 ) that increased or decreased from baseline to endpoint differentially between the two groups. There were no regions that showed a significant group-time interaction in their activation during stop trials (Table 3) . However, during the cue phase, a cluster in the right inferior gyrus (51, 18, Ϫ3) showed greater increases in activation from baseline to endpoint in the training group compared with the control group ( Fig. 3 ; Table 4 ).
Changes from pretraining to post-training in the training group
As shown in Table 3 and Figure 4 (top right), only one region increased significantly during stop trials as a result of training: the right putamen (21, 9, Ϫ3). However, during stopping from pretraining to post-training, several regions decreased, including the right IFG (54, 12, Ϫ6) and ACC (12, 21, 51; Fig. 4, bottom right) . In the cue phase of the trial, activation increased in right supramarginal gyrus (54, Ϫ45, 39; Fig. 4 , top left; Table 4 ) and decreased in the putamen bilaterally (21, 9, Ϫ3; Ϫ21, 9, 0; Fig. 4 , bottom left; Table 4 ). Thus, consistent with the DMC model of adjustments in time, activation in the putamen shifted from preparation to implementation as a function of training.
Group differences after training
At the endpoint session, both groups had completed 10 laboratory behavioral sessions but only the training group had practiced IC. As in the interaction analysis, there were no significant changes during stop trials (Table 3) . However, during the cue phase, the training group showed greater activation than the control group in the right IFG (45, 18, 6) and left angular gyrus (Ϫ60, Ϫ48, 18; Fig. 5 ; Table 4 ), suggesting that activation in these regions shifted proactively from IC implementation to IC preparation.
Neuroimaging results: regions correlated with training quality
Finally, as an additional way of examining training-related changes in functional activation, we identified regions within the IC network whose changes over time were moderated by training slope. These regions showed more or less change in activation (from baseline to endpoint) depending on the effectiveness of the training as measured by the degree of linear change throughout the training sessions. We found that two regions of the DLPFC showed greater amounts of change from pretraining to posttraining to the extent that the slope of the SSRT across the training sessions was more negative (i.e., steeper improvements in stopping efficiency). Increases in activity in a region in the right lateral PFC (inferior/middle frontal gyrus; 33, 33, 27) during stop trials was positively correlated with SSRT slope, and increases in activity in a region in the left DLPFC (superior/middle frontal Sham Ͼ training at endpoint ---Training Ͼ sham at baseline ---Sham Ͼ training at baseline ---Corrected using AlphaSim; voxelwise threshold of p ϭ 0.005, cluster size k Ͼ 29 for training, 35 for sham, and 35 for analyses with both groups unless otherwise noted; search conducted within the masks shown in Figure 2 . *This cluster emerged at a slightly lower threshold but was significant at the default threshold in the whole-sample (N ϭ 60) mask.
gyrus; 33, 42, 24) during the cue phase was negatively correlated with SSRT slope (Table 5) . Because negative slopes corresponded with higher training effectiveness, these results suggest that increases in lateral PFC during IC preparation, and decreases in lateral PFC during IC implementation, correlated with greater training effectiveness. The fact that more effective training (as indexed by steeper SSRT slopes across training sessions) was associated with lateral PFC activity during both IC preparation and implementation implicates this region as a possible locus of training-related improvements in IC performance (Fig. 6) .
Discussion
The present research tested whether IC performance could be improved with training and characterized the associated changes in neural activity. We verified that performance on one IC task (the stop-signal) improves with training, and found that improvement followed a linear pattern at least through the first 10 sessions. We also found a complex pattern of changes in neural activation in both the IC preparation (cue) phase and the IC implementation (stopping) phase. The pattern of changes follows predictions of the DMC model regarding proactive temporal shifts in some regions such that activation initially recruited during IC implementation shifts earlier in time to engage in response to cues that predict the upcoming need for control. This interpretation at least partially explains why IC training has generally failed to transfer to new tasks; to the extent that training creates an association between activation in the IC network and specific cues that predict the upcoming need for IC, then training will not generalize to novel tasks that do not include the same anticipatory cues as the training task.
The region that most clearly shows the proactive shift pattern is the right IFG. In the training group, its activation decreased from before to after training during implementation but increased relative to the sham-training group during preparation. A shift of activation to the preparatory phase of the trial is consistent with behavioral data showing that participants make proactive adjustments to their response strategy on the SST when given cues indicating the likelihood of an impending stop trial (Verbruggen and Logan, 2009) . The fact that the right IFG (and also the supramarginal gyrus) selectively showed this pattern is evidence that these regions are involved in preparing for IC by adjusting performance in a rule-based way rather than implementing IC per se (Banich, 2009; Munakata et al., 2011) . Furthermore, the right IFG cluster reported here overlaps with the one reported by Lenartowicz and colleagues (2011) , who found right IFG activation in response to cues that had previously been paired with a stop signal but no longer required inhibition. Similarly, right IFG activates to masked stop cues in the absence of stopping (van Gaal et al., 2010) . However, unlike in the current study, the association between the cues and stopping was perfectly predictive (rather than probabilistic), which affects the strength of the association and subsequent performance (Verbruggen and Logan, 2008b) . Our results indicate that training may be an effective way of increasing the association between cues and activation in IC-preparatory regions, even when the association is probabilistic.
The relationship between pretraining-to-post-training changes in lateral PFC and training quality further supports the DMC model of temporal control adjustments. Training quality corre- lated with increases in right lateral PFC activity during the preparation phase, and decreases in a nearby region of right lateral PFC during the implementation phase. The correlated change between training improvement and proactive shifts in right lateral PFC suggest a role for this region in forming predictive associations between particular contextual cues and IC, though not necessarily implementing the IC directly. One study found proactive shifts in this lateral PFC region following cognitive control training that did not include IC training (Braver et al., 2009) , which, together with the results here, presents the possibility that the lateral PFC might serve to anticipate upcoming control demands across a range of executive functioning domains.
Unlike the proactive shift shown in several cortical regions, the right putamen evidenced an almost opposite, "reactive" shift. Specifically, activation in this region (part of the dorsal striatum) increased from baseline to endpoint in the training group during implementation and decreased during preparation, suggesting that this region may have strengthened with practice and narrowed in its specificity to implementation. With repeated practice at the SST wherein participants presumably learned well the timing of the task, activation in this region became more exclusively associated with the implementation of stopping, and unlike other regions, did not come to anticipate stopping during the cue phase of the trial. This is consistent with other findings suggesting that connectivity between PFC and BG during implementation is weakest when IC is expected (Jahfari et al., 2012) , presumably because the action control network (Frank et al., 2001; Redgrave et al., 2010; Majid et al., 2013 ; including the putamen and the BG more broadly) has been proactively prepared. The contrasting pattern of changes with training between the BG and the cortical regions above highlight their roles in reactive and proactive IC, respectively.
A third set of regions showed yet another pattern of change characterized by decreases in activation during stopping from pretraining to post-training in the training group but without corresponding increases during the cue phase. Brain areas showing this pattern included the dACC, preSMA, and the posterior rMFG. In contrast with the putamen, which increased its activation during stopping with practice, these regions apparently reduced activation during IC implementation. One potential explanation for this is an increase in efficiency (Hockey, 1997; Gray et al., 2005) in these regions in the sense that they show less activation during equal or superior task performance. This explanation might account for the differences between the effect of training on these regions, which are cortical, and the putamen, which is subcortical. Namely, it may be the case that practice generates a more efficient (i.e., smaller BOLD) response in the cortex but a more robust (i.e., larger BOLD) response in the striatum. Another, more provocative explanation for this pattern, at least in the dACC, is that participants learned through training to be less distressed or frustrated during stop trials, and that these affective responses account for the dACC activity during the SST (Spunt et al., 2012) and related tasks (Inzlicht and Al-Khindi, 2012) . If indeed dACC indexes negative affect in response to stop signals, one prediction that follows from this result is that training reduces the experience of negative affect during the SST through habituation or some other form of emotion regulation. An intriguing further possibility is that performance increases gained through training on this task may be mediated through reductions in negative affect or affective arousal, which has been shown to impair performance on this task (Verbruggen and Houwer, 2007) . Further research probing emotional experience across training sessions will help disentangle these possibilities.
One limitation of the results is that many of the regions appearing in the simple effects (i.e., changes from pretraining to post-training in the training group, group differences at endpoint) do not also appear in the full group-time interaction. We believe this is because the size of the training effect is small and could not be detected in all regions even with our sample, which is relatively large (N ϭ 60) for a neuroimaging study with repeated sessions within subjects. This argument is supported by the fact that each of the regions appearing in the simple effects in Tables 3 and 4 do emerge in the group-time interaction at a relaxed threshold ( p Ͻ 0.05 voxelwise with a 25-voxel extent). Nonetheless, three previous IC training studies with smaller dosages of training and less spacing between sessions compared with our design have reported null effects of training on SSRT (Logan and Burkell, 1986; Cohen and Poldrack, 2008; Ditye et al., 2012) , let alone transfer, and evidence from other lines of research on brief IC training (e.g., testing for carryover effects within a single session) converges on the notion that training effects in this area, if any, are small (Guerrieri et al., 2012; Verbruggen et al., 2013b) . Thus, a challenge for future research on IC training will be to identify protocols with greater effects. One promising direction is to use transcranial direct current stimulation over right IFG, which has been found to boost the effect of training on performance relative to sham stimulation (Ditye et al., 2012) . This result also highlights the idea that change in right IFG may moderate or even mediate the effects of behavior change training and interventions . Figure 2 .
Figure 6. Regions where activity was moderated by the effectiveness of training as measured by the linear slope of SSRT across training sessions. Greater training effectiveness (i.e., steeper negative slopes) were associated with increased activation in DLPFC during preparation (left) and decreased activation during implementation (right).
The present research provides important clues about how to maximize the efficiency of IC training and develop effective IC training interventions. The DMC model predicts proactive shifts in activation in key parts of the IC network (e.g., the right IFG) when those cues reliably predict the need for IC in the immediate future. Thus, one marker of successful training is increased preparatory activation in parts of the IC network that anticipate the need to engage IC. If this proactive shift could generalize into other domains (e.g., risky decisions during gambling), it might increase subsequent IC efficiency and reduce impulsive responding in those domains . Research in our laboratory is testing this possibility by importing cues from reallife IC challenges (e.g., cigarette cues for smokers attempting to quit) into an adapted training task, and by exporting cues from a basic SST (e.g., the stop signal beep) into untrained tasks. The results of these studies and those from other laboratories will demonstrate the utility of knowledge about the basic neurocognitive changes engendered by IC training for directly informing clinically relevant and effective interventions to reduce healthrisking behaviors.
