Abstract. We identify two categories of locally compact objects on an exact category A. They correspond to the well-known constructions of the Beilinson category lim ←→ A and the Kato category κ(A). We study their mutual relations and compare the two constructions. We prove that lim ←→ A is an exact category, which gives to this category a very convenient feature when dealing with K-theoretical invariants, and study the exact structure of the category lim ← → Vect 0 (k) of Tate spaces. It is natural therefore to consider the Beilinson category lim ←→ A as the most convenient candidate to the role of the category of locally compact objects over an exact category. We also show that the categories Ind ℵ0 (C), Pro ℵ0 (C) of countably indexed ind/pro-objects over any category C can be described as localizations of categories of diagrams over C.
Introduction
When dealing with the categorical formulation of some infinite-dimensional problems arising from different contexts in Analysis, Topology, Algebraic Geometry and Algebra, it is often natural to use the formalism of ind-pro objects of a certain category. This 1 formalism was introduced by Grothendieck and his school in the early '60 (see [6] ) and provided a general framework to address many questions arising in Algebraic Geometry. In the '80s, K. Kato took a further step, and considered iterated categories of ind/pro objects, and was able to express topological concepts in a more general and convenient context than that of a topological space ( [11] ). In particular, it is a theorem of Kato that locally linearly compact topological vector spaces are just particular ind-pro objects over the category of finite dimensional vector spaces. In a similar vein, Kapranov has proved that totally disconnected locally compact topological spaces can be constructed also as a category of ind-pro objects of the category of finite sets (see Theorem (3.1)).
The question of finding an appropriate category-theoretic concept for the general concept of a locally compact space, arising from different research areas was addressed in the same period of time by A. Beilinson, in his paper [3] . Precisely, Beilinson deals with the problem of characterizing "local compactness" over an exact category, while Kato considers general categories. Beilinson's approach can thus be interpreted as the linear point of view about local compactness, while Kato's construction in the years has proved particularly fruitful when dealing with analytical problems, for it was his construction that allowed M. Kapranov to address the basic problem of creating a convenient framework for Harmonic Analysis over a 2-dimensional local field, overcoming analytical difficulties that appeared insurmountable, in [7] .
More recently, three papers have appeared ( [16] , [15] and [2] ) that deal, in different contexts, with the category of locally compact objects of an exact category. In particular, in the first paper the authors use the language and the techinique of iterated ind/pro objects to describe familiar spaces of analytical functions and distributions as particular iterated ind/pro objects over an exact category (such as that of finite-dimensional vector spaces). In the second paper, the author introduces some class of infinite-dimensional vector spaces, the C n -spaces, whose construction is very close to the iterated categories lim ← → A; and in the last paper the authors use explicitly the category of locally compact objects of an exact category to define the concept of n-Tate spaces. It thus seems important to give a systematic treatment of local compactness in a category, and to compare the different definitions of local compactness thus far proposed when the ambient category is exact.
The aim of this work is to clarify the mutual relation between the two construction of locally compact objects, "à la Kato" and "à la Beilinson", at least when the base category A is an exact category. We give, in Theorem (5.12) a precise statement characterizing the Beilinson category lim ← → A in terms of the Kato category κ(A). We also prove the exactness of all the categories Ind(A), Pro(A) and all the iterated categories Ind Pro(A), Pro Ind(A), ..., and finally prove the exactness of lim ← → A using the technique of iterated ind/pro-objects, by showing the existence of a closed embedding of lim ← → A into Ind Pro(A). As a byproduct of this study, we have also found an alternative definition of the categories Ind ℵ 0 (C), Pro ℵ 0 (C), of countably indexed ind/pro-objects of any category f i j shall be called the components of f . Notice that such components are not uniquely determined by f . In particular, when I = J and j(i) = i, the morphism f is a natural transformation and it is called a straight morphism.
The composition of two morphisms of Ind(C) is defined by composing the components in the obvious way. In this way the collection of all ind-objects of C with their morphisms becomes a category Ind(C).
The category Pro(C) is formally defined as Pro(C) := Ind(C op ) op .
Its objects are formal symbols
for contravariant functors Y : J op −→ C from a small filtering category J to C. We shall call these objects pro-objects or projective systems over C.
Let be X = {X i } i∈I and Y = {Y j } j∈J two pro-objects. Dualizing (2.1) we see that the class of morphisms of pro-objects is then given as
Thus, given the datum consisting, for all j ∈ J, of an object i = i(j) ∈ I and a morphism of C, f i j : X i −→ Y j compatible with the structure maps of the two pro-objects X and Y , a morphism f of pro-objects X = " lim ← − " i∈I X i and Y = " lim ← − " j∈J Y j is an equivalence class of such data, under the equivalence relation induced by forming the limit as in (2.2). Straight morphisms are defined in the same way as for Ind(C). The composition is still defined componentwise. For further details, we refer to [6] , Exposé 1, or [1] , Appendix. We now introduce some further terminology.
where the structure morphisms are monomorphisms. Similarly, a pro-object Y is called strict if it can be represented by Y = " lim ← − " j∈J Y j , where the structure morphisms are epimorphisms. We denote by Ind s (C) (resp., Pro s (C)) the full subcategory of Ind(C) (resp., Pro(C)) whose objects are strict ind-objects (resp., strict pro-objects).
Definition 2.4. Ind ℵ 0 (C), Pro ℵ 0 (C) are the categories of countable ind-objects (resp., proobjects) of C, i.e. those ind-objects (pro-objects) obtained as ind-limits (pro-limits) from a countable filtering category.
Let be Set the category of sets; Vect(k) the category of vector spaces over a field k, Set 0 the category of finite sets and Vect 0 (k) the category of finite-dimensional vector spaces over a field k. Then, the proof of the following is elementary: Proposition 2.5. There are the following equivalences of categories:
Given two filtering cateogries I and J, a cofinal functor φ : I → J is a functor satisfying the following conditions: (1) for all objects j ∈ J, there is an object i ∈ I for which Hom(j, φ(i)) = ∅ and (2) for all object i ∈ I and for each pair of morphisms f, g : j → φ(i) in J, there exists a morphism h :
A cofinal subcategory of a filtering category I is a full subcategory I ′ of I, such that the embedding is a cofinal functor. The following will be often useful: Lemma 2.6. Let I' be a cofinal subcategory of I. Then, in Ind(C) we have " lim − → "
Then it is possible to express X and Y as ind-systems X = " lim − → "
with the same category of indexes I, and f as a natural transformation of functors. Similarly for morphisms of Pro(C).
For the proof of the above lemma, cf. [1] .
From now on, we will consider only filtering categories which are partially ordered sets, called preorders in the sequel. This is not really restrictive since every filtering category I admits a cofinal functor from a filtering preorder (cf. [6] , I.8.1). If I and J are such sets, then a functor φ : I → J is a monotonic nondecreasing map. In particular, when I = J = Z + , then φ : Z + → Z + is cofinal if and only if φ is monotonic, nondecreasing and lim n→∞ φ = ∞.
2.2.
Ind/Pro categories and localization of categories. Let C be any category. In this section, motivated by the work of Beilinson ([3] ), we prove that the category Ind ℵ 0 (C) is the localization of the category of Z + -indexed inductive systems on C modulo an equivalence relation, and similarly for Pro ℵ 0 (C). We refer to [5] , Sect. III,2 for preliminary material about the localization of categories.
Let be Z + the preorder of nonnegative integers (considered as a category in the usual way). Let be φ : Z + → Z + a cofinal map. If ψ is another such map, we write φ ≤ ψ whenever, for all i ∈ Z + , we have φ(i) ≤ ψ(i).
If X is any object in the category of functors Fun(Z + , C), and φ ≤ ψ, we have a natural transformation of functors X · φ → X · ψ defined, for all i, by X φ(i) → X ψ(i) .
For any pair of objects X, Y of Fun(Z + , C), let us consider the equivalence relation ∼, which we will also denote ∼ X,Y , in Hom(X, Y ) defined as follows: f ∼ X,Y g if there exists an i 0 ∈ Z + such that for all i ≥ i 0 we have f i = g i . When X and Y are clear from the context, we write f ∼ g. It is evident that this relation is compatible with the composition of morphisms. We denote the quotient category
Next, consider the following class of morphisms in Fun ′ (Z + , C):
and φ ′ ≤ φ Proposition 2.9. S is a localizing system of morphisms in Fun
Proof. In order to prove that S is a localizing system, we have to check the following: (a) S contains 1 X for all X ∈ Fun ′ (Z + , C), and S is closed by composition of morphisms, whenever the composition is defined.
, and s ∈ S, there is g ∈ Mor(Fun ′ (Z + , C)) and t ∈ S, such that the square
, the existence of s ∈ S with s · f = s · g is equivalent to the existence of t ∈ S with f · t = g · t.
Condition (a) is clear. To prove (b), let f : Y → X be given. Let be s the natural transformation Y −→Ỹ . Without loss of generality we can suppose that there exists a cofinal φ with id ≤ φ and that s is the natural transformation Y → Y · φ. Then, for
is commutative since it just expresses that f is a natural transformation of functors, and (b) is proved. For (c), let φ be cofinal. We write in components the equation s · f = s · g. We get for all i ∈ Z + the commutative diagram 6 (2.10)
We want to define a cofinal functor ψ : Z + → Z + such that, for all j ∈ Z + , we have
The map ψ is defined as follows.
(1) If j ∈ im(φ), define:
(2) If j / ∈ im(φ), and if there exists a largest integer j 0 ≤ j which is in the image of φ,
, and it does not exist any integer ≤ j which is in the image of φ, define
It is clear that φ cofinal implies that ψ is well defined and it is cofinal Z + → Z + . Moreover, if id Z + ≤ φ, then ψ ≤ id Z + . We now prove that with this choice of ψ, for every j we have a commutative diagram of type (2.11).
Suppose first that j ∈ im(φ). Put ψ(j) = i 0 , so that in particular φ(i 0 ) = j. We have the commutative diagram (2.12)
Since id ≤ φ, and from naturality of both f and g, we get the commutative diagrams (2.13)
so we obtain that (2.12) is equivalent to (2.11) via the two diagrams (2.13).
Suppose next that j / ∈ im(φ), and there is a largest j 0 ≤ j which is in im(φ). Then, ψ(j) = ψ(j 0 ) = i 0 . So it is φ(i 0 ) = j 0 . By hypotheses, we have thus the commutative diagram (2.12). Being j 0 ≤ j, we can compose the map s with the structure map of Y :
We use again the naturality of f and g to conclude that (2.12) is equivalent to (2.11).
Finally, suppose j / ∈ im(φ), and there is no integer ≤ j in the image of φ. The same argument shows now that there is an integer i 0 such that for all j ≥ i 0 we have
The proposition is proved.
In particular, let us denote by Fun
] the localization of the category Fun ′ (Z + , C) by the localizing system S. We can describe this category by using the category of S-roofs over Fun
Thus, an object of Fun 
Proof. Let's prove the existence of a functor Fun
From the universal property of the localization functor Fun
, it is sufficient to prove the existence of a functor H : Fun
Define H on the objects as H(X) := " lim − → " i∈Z + X i , and extend it to the morphisms in the obvious way. H so defined is clearly a functor. Let be s : Xφ → Xψ a morphism in S. Then, we get:
Since both φ and ψ are cofinal, the morphism s in components is then a collection of structure maps X φ(i) → X ψ(i) of the ind-system of " lim − → " i∈I X i , hence it is the identity of this object in Ind ℵ 0 (C). H thus determines a functor Fun
, that we still denote by H. We show that H is full, faithful and essentially surjective, and thus an equivalence.
(i) H is full (i.e. surjective on the Hom-sets). Let be f : X → Y a morphism in Ind ℵ 0 (C). The straightification of f explained in Lemma (2.7) allows to write f as a natural transformation of the functors X = {X i } i∈Z + and Y = {Y i } i∈Z + : then we have H(f ) = f , i.e. H is full.
(ii) H is faithful (i.e. injective on the Hom-sets): Let be f, g ∈ Mor(Fun
From the above roof description of morphisms, we can describe these two morphisms as pairs (f, φ), (g, ψ), where φ and ψ are as in the definition of S, such that for all i ∈ Z + , f i :
are morphisms of C which commute with the structure maps of X and Y .
On the other hand,
as in equation (2.
1). Thus, for all i, the equivalence classes of [f i ] and [g
. This implies that there exists a j = j(i) such that the two composi-
thus induced is therefore a cofinal map Z + → Z + . It follows that f and g induce the same morphism on the objects X i → Y j(i) , hence f and g are equal as S-roofs, and f = g in Fun ′ (Z + , C). Then, H is faithful. 
and φ 0 ≥ φ 1 .
Then we have: Proposition 2.17. The class T is a localizing class of morphisms in Fun
The proof of these statements are obtained from those of the analogous Proposition (2.9) and Theorem (2.15) with the obvious modifications. Notice that in this case, whenever we have an object Y ∈ Fun ′ (Z op + , C) and a morphism t ∈ T of the form Y → Y · φ op , for some nondecreasing cofinal φ :
Since the equivalence (Z + ) op ∼ −→ Z − , the preorder of nonpositive integers, it is possible to describe equivalently Pro ℵ 0 (C) as a localization of covariant functors Z − → C in the following way: given the category of covariant functors Fun(Z − , C), let be φ : Z − → Z − a cofinal functor with φ(0) = 0. As a map of ordered set φ is a monotonic nondecreasing function Z − → Z − such that lim i→−∞ φ = −∞. Then, consider the following class of morphisms in Fun
(2.19)
In this setting, we can reformulate Proposition(2.17) and Theorem(2.18) by claiming that T − is a localizing class of morphisms in Fun
− ] is equivalent to Pro ℵ 0 (C). Notice that in this case, whenever we have an object Y ∈ Fun ′ (Z − , C) and a morphism t ∈ T − of the form Y → Y · φ, for some nondecreasing cofinal φ : Z − → Z − , it is id Z − ≤ φ. This reformulation will be used in the next section.
2.3. Ind/Pro iteration and localization. Let I and J be filtering countable preorders as above.
Definition 2.20. The full subategory of Ind ℵ 0 Pro ℵ 0 (C) whose objects are formal limits " lim − → "
is called the category of straightified (countable) ind/pro objects on C, and it is denoted by IP(C). The full subcategory of IP(C) whose objects are strict ind/pro limits is called the strict category of straightified ind/pro objects and denoted by IP s (C). The categories PI(C), PI s (C) are defined in a similar way.
Motivated by the construction of the category lim ← → A of Beilinson we prove a localization theorem also for this category, completely analogous to Theorem (2.15).
Let be Π := {(i, j) ∈ Z × Z | i ≤ j}. Then Π is naturally a preorder with the order induced from Z × Z. Let be Fun(Π, C) the category of functors Π → C.
Definition 2.21. The category IP Π (C) is the category of formal limits " lim − → "
Let be I, J two countable preorders. We shall call a set Σ ⊂ I o × J cofinally dense if, for each j, the set Σ j = Σ ∩ (I × {j}) is cofinal in I. Then, we define the category IP(C) to be the category whose objects are formal limits " lim − → "
It is clear that Π is cofinally dense in Z o × Z, so IP Π (C) is a particular case of the category IP(C).
Proposition 2.22. The category IP(C) embeds as a full subcategory of IP(C).
Proof. (Sketch) There is a functor F : IP(C) → IP(C), defined on the objects as
and extended to the morphisms in a natural way. This functor induces a bijection on the Hom-sets. This is a consequence of the following, whose proof is clear:
Lemma 2.23. Let I be a countable preorder, and H ֒→ I be cofinal in I.
with the structure morphisms of the two pro-systems {A i } and {B i }, then it is possible to extend {g h } to a morphism of pro-objects g :
With a similar argument it is also proved that F induces an injection on the Homsets.
Proposition 2.24. The category IP Π (C) is equivalent to the category IP(C).
Proof. It is enough to show that for I = J = Z and Σ = Π, the functor F of the previous proposition is essentially surjective.
Thus, for each j it is Π j = {i ∈ Z | i ≤ j}. Let be X : Π → C a functor, and consider the ind/pro object " lim − → "
It is possible to extend such object to the complement of Π, as follows: consider first, for each j, the object
, where:
The structure maps of this ind/pro system are those induced in a obvious way by X i,j . Thus, lim − → j X i,j is in IP(C), and it is clear that
Thus F is essentially surjective, and the proposition is proved.
Let be φ : Z → Z a cofinal and co-cofinal functor. We shall call such functors bicofinal. As a map, φ is bicofinal if and only if φ is nondecreasing, with lim n→−∞ φ = −∞ and lim n→∞ φ = ∞. We can associate to each bicofinal functor φ an endofunctorφ : Π → Π, defined on the objects as
Since φ is nondecreasing,φ is well defined and it is cofinal since φ is bicofinal.
We write φ ≤ ψ whenever, for all i ∈ Z, we have φ(i) ≤ ψ(i). Then it is clear that if φ ≤ ψ there is a natural transformation of functors X ·φ → X ·ψ, defined in components
Proposition 2.26. The class
is a localizing system of morphims in Fun(Π, C).
Proof. The proof of this proposition is just an adaptation of the proof of Proposition (2.9) to the more general case of functors X i,j : Π → C. Notice that in this case it is not necessary to introduce the analog of the category Fun ′ (Z + , C). Given the function φ with id ≤ φ, the corresponding function ψ with ψ ≤ id is defined in the same way as there, and the fact lim i→−∞ φ(i) = −∞ assures that ψ is well defined on the whole Z and bicofinal. The claims (a), (b) are proved in essentially the same way. Regarding (c), if f, g : X → Y are two natural transformations of the functors X and Y , the only difference with the proof of (c) of Proposition (2.9) is that we use the naturality of f i,j and g i,j in the diagrams corresponding to the diagrams (2.13). We can describe an object of Fun(Π, C)[U −1 ] as an object of Fun(Π, C), and a morphism
as an equivalence class of U−roofs, i.e. a pair (f,φ), where nowφ is a cofinal map Π → Π coming from a bicofinal map φ : Z → Z and f is a natural transformation X → Y ·φ, which in components can be written, for all (i, j) ∈ Π as X i,j → Y φ(i),φ(j) . Two roofs (f,φ) and (g,ψ) are equivalent if and only if there exists a third roof (h,θ) forming a commutative diagram like Diagram (2.14). In particular, (f,φ) and (g,ψ) are equivalent if and only if there exists a cofinalθ : Π → Π such that f and g induce the same morphism on the objects X i,j → Y θ(i),θ(j) . Notice that in this case we haveθ(i, j) ≥ max(φ(i), ψ(i)), max(φ(j), ψ(j)). Proof. From Proposition (2.24) it will be enough to prove the existence of an equivalence of categories Fun(Π, 
, we define an ind-pro object as follows:
The correspondence Φ is then extended to the morphisms of Fun(Π, C) in the obvious way. It is easy to see that Φ is a functor Fun(Π, C) → IP(C). For this functor, we can prove in a similar way as in Theorem (2.15) that if u ∈ U, Φ(u) is an isomorphism. Then Φ gives rise to a canonically defined functor Fun(Π,
, that we shall callΦ. On the objects, we haveΦ(X) = Φ(X) and on the morphisms, if (f, φ) = {f i,j :
We claim that this functor is an equivalence of categories. The fact thatΦ is full (i.e surjective on the Hom-sets) is proved still using straightification of morphisms in IP(C).
We now prove thatΦ is faithful (i.e. injective on the Hom-sets).
. For all j, define the objects of Pro ℵ 0 (C):
and the morphisms
, an equality of ind-morphisms. Then, for all j there exists a j ′ = δ(j), such that the following diagram is commutative in Pro(C):
and the map j → δ(j) is nondecreasing, with δ(j) ≥ max(φ(j), ψ(j)).
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On the other hand, let's write Y δ(j) = " lim ← − "
. Given j, we express the equality in Pro(C) of the morphisms in the above diagrams as follows: for all i ′ , with i ′ ≤ δ(j), there exist i 0 = i 0 (i ′ ) and i 1 = i 1 (i ′ ), and an i ≤ min(i 0 , i 1 ), such that the diagram (2.29)
;
and j → δ(j) combine together to a unique map k → θ(k), which is a bicofinal, nondecreasing map Z → Z, for which we can rewrite diagram (2.29) as
which expresses the equality of (f,φ) and (g,ψ) as U-roofs. Then,Φ is faithful. Finally, the same argument used for Theorem (2.15) applies also to prove thatΦ is essentially surjective. ThenΦ is an equivalence and the theorem is proved.
In a similar way, we can prove that also PI(C) can be obtained as a localized category as follows. 
Locally compact objects and the Kato category
In this section, let be P the category of compact Hausdorff totally disconnected spaces and L the category of locally compact Hausdorff totally disconnected spaces. Proof. (1) and (2) are elementary. We sketch here a proof of (3), taken from [8] .
Consider " lim − → "
Every square of the system X ij ,
is cartesian, the horizontal maps are injections and the vertical ones are surjections. Because of this, the induced map X j → X j ′ is an open embedding, so X is locally compact and it is easy to see that X is totally disconnected.
Conversely, suppose that X is a locally compact totally disconnected space. We show that there exists a representation of it as the limit an ind-pro system lim − → j∈J lim ← − i∈I X i,j for an ind/pro system whose squares are cartesian. Proof. Suppose X is a locally compact, totally disconnected Hausdorff space. Then, for all x ∈ X there exists an open set U, such that its closureŪ is a profinite space. Thus, for all x there is a neighborhood V of x which is both open and closed. Thus, X can be written as the union of such V 's, i.e.
Next, for every profinite space X, Let be J X = {R|R is an equivalence relation on X, is finite, and whose classes are open in X}.
It is known (see e.g. [19] ), that X = lim ← −R∈JX X/R.
Furthermore, for an open embedding Y −→ X of profinite spaces, if we write
The previous theorem gives some motivation for the following Remark 3.6. If C is an abelian category, we have L(C) = κ(C). Indeed, in an abelian category a commutative square
where f, f ′ are monomorphisms and g, g ′ are epimorphisms, is cartesian if and only if it is cocartesian. In general, however, κ(C) = L(C).
The following is stated in [11] , and proved in [9] .
Proposition 3.7. κ(C) embeds fully and faithfully in both IP
s (C) and PI s (C).
Let be C any category. We refer to the definitions and the propositions stated in sect. (2.3).
Definition 3.8. pre lim ← → (C) is the full subcategory of Fun(Π, C)[U −1 ], whose objects are functors X i,j : Π → C, such that for all i ≤ i ′ and j ≤ j ′ , we have: 
where the vertical arrows are embeddings, is commutative.
Proof. Consider the embedding pre lim
. Define Ψ to be the restriction of the equivalenceΦ to the full subcategory pre lim ← → (C). Then it is clear that Ψ is a functor pre lim ← → (C) → L(C) and that it is an equivalence. The proposition follows.
Exact categories

Exact categories and their abelian envelopes.
Definition 4.1 (Quillen) . An exact category is a pair (A, E), where A is an additive category and E is a class of sequences of the type
called the admissible short exact sequences of A. A morphism which occurs to be the map i of some member of the family E will be called an admissible monomorphism, while a morphism which occurs to be the map j of some member of the family E will be called an admissible epimorphism. We require that the following axioms are satisfied:
(1) If a sequence is isomorphic to a sequence in E, then the sequence is in E.
(2) For any pair of objects a ′ , a ′′ of A, the following short exact sequence is in E: Examples and Remarks 4.3. (a) For a shorter system of axioms, see [12] . (b) Any additive category can be made an exact category in a canonical way, by taking E to be the set of the split exact sequences. In particular, there are two canonical ways to turn an abelian category into an exact category: by taking E to be either the class of split sequences, or the class of all the short exact sequences in the category. When one refers to an abelian category as an exact category, it is usually meant the latter way. (c) If (A, E) is an exact category, its dual category A op is also exact in a natural way, since the defining axioms for E are self-dual. In particular, an admissible monomorphism of A op is the opposite of an admissible epimorphism of A, and an admissible epimorphism of A op is the opposite of an admissible monomorphism of A.
If (A, E A ) and (B, E B ) are two exact categories, an exact functor F : A → B is an additive functor taking admissible short exact sequences into admissible short exact sequences. If this condition is satisfied, then it is possible to endow B with a structure of an exact category, by defining the family E B of admissible short exact sequences as those sequences of E A whose terms are in B. In this way, the inclusion functor B ⊂ A becomes a fully faithful exact functor.
We have the following important 
Then, F is an abelian category, and the Yoneda functor h embeds A as a full subcategory of F , closed under extensions, in such a way that a short exact sequence is in E if and only if h carries it into an exact sequence of F .
The category F of the Theorem is called the abelian envelope of the exact category (A, E). We shall call the embedding h of the theorem the Quillen embedding. For the proof of the proposition, see [21] .
An immediate consequence of theorem (4.5) The following will be useful: 
a commutative square in A.
Then: (1) The square is cartesian in A ⇔ it is cartesian in the abelian envelope F of A. (2) Suppose that the square is admissible. Then it is cartesian in A if and only if it is cocartesian in A.
Proof. We start with a general 
The proof of the lemma is a straightforward application of the universal property of the pullback (for the "if" clause), and of the kernel (for the "only if" part of the statement). See [14] . We now apply the lemma and the theorem to prove the proposition.
(1) (⇒) Consider the cartesian square (4.11) . From the previous lemma, the pullback a can be described as a left exact sequence
Apply the Quillen embedding h. From Corollary (4.6), being h left exact and additive, we obtain a left exact sequence
(where we have denoted still by p 1 and p 2 the projections), and which says that h(a) is the kernel object of the corresponding arrow of F , h(f )p 1 − h(g)p 2 . This means that h(a) is the pullback object of h(f ) and h(g) in F , i.e. a remains the pullback of f and g also in F .
(⇐) is trivial. Notice that dualizing this part of the proposition we obtain that a square is cocartesian in A if and only if is cocartesian in F .
(2) Suppose now (4.11) is an admissible cartesian square in A. From (1) it follows that (4.11) is cartesian in F . But F is abelian, and in an abelian category an admissible square is cartesian if and only if is cocartesian. Thus, the square is cocartesian in F . Now apply (1) again, and obtain that it is cocartesian in A. The same argument, with "cartesian" and "cocartesian" exchanged, proves the converse of the implication.
4.2.
Ind/Pro objects and Exact categories. Let A be an exact category. Our next goal is to prove that if A is an exact category, the categories Ind(A), Pro(A) inherit an exact structure from that of A, and to determine the exact structure of each category. For this aim, it will be useful to recall the behavior of Ind(C), Pro(C) with respect to finite limits of the base category C.
Proposition 4.13. Let be J a small filtering category and C any category. Suppose that C has finite inductive (projective) limits. Then the functor
commutes with finite inductive (projective) limits. Similarly for Ind(C).
Proof. (see [1] ). Let be F = {F j } j∈J a finite diagram of functors J op → C. Let us denote by Y α = {Y αj } the objects which compose the diagram F . Let's take lim
and let us denote this object byŶ = {Y j }. Then:
(4.14)
Where the first equality is simply the definition of morphism in Pro(C), eq. (2.2). The third equality is because the functor lim − → j commutes with finite inverse limits (see [6] ), and the fourth because lim ← − k commutes with inverse limits. Then, equation (4.14) shows that the objectŶ is a direct limit in Pro(C). Similarly for the proof for an inverse limit, and for the case of Ind(C). Proof. Let us prove the claim again for Pro(C). To show that Pro(C) is closed under arbitrary finite limits, it is enough to prove that Pro(C) is closed under coproducts and pushouts (see [6] ). To see that Pro(C) has coproducts, for instance, we start with a diagram in Pro(C):
, this diagram can be straightified to a system of diagrams of C:
Then since in C pushouts exist, we construct them pointwise, i.e. for each j in the above diagram. Now apply Proposition (4.13), and the claim is proved. Similarly for the case of inverse limits, and for Ind(C). Proof. See [10] , Theorem (8.6.5).
As a further consequence, we obtain the straightification of monomorphisms and epimorphisms in Ind(F ), Pro(F ).
Proposition 4.17. (Straightification of monomorphisms and epimorphisms in Ind(F ), Pro(F ).) Let be F an abelian category. A monomorphism m : X ֒→ Y in the category
Ind(F ) can be represented as in Lemma (2.7) by a system of monomorphisms of F :
Proof. In fact, in an abelian category a monomorphism is always the kernel of a morphism, and an epimorphism a cokernel of a morphism of the category. But since "kernel" and "cokernel" are finite limits, Proposition(4.15) applies to the abelian categories Ind(F ) and Pro(F ), and the claim follows. Proof. Let us consider the abelian envelope F of (A, E) (see Theorem (4.5)). It is clear that we have an embedding of Ind(A) in the category Ind(F ), which is abelian by Proposition (4.16). We show that Ind(A) is closed under extensions in Ind(F ). This will give at once an exact structure.
Thus, let be X m ֒→ Y e ։ Z a short exact sequence of Ind(F ), where X and Z are in Ind(A). We shall prove that Y ∈ Ind(A). Lemma (4.17) allows us to straightify the above short exact sequence. We thus obtain, in components, the following diagram:
/ / e i−1
...
In this diagram, for each index i each column is a short exact sequence of F , with X i , Z i in A. Since A is closed under extensions in F it follows that Y i ∈ A for all i. Thus,
, which is thus also closed under extensions in Ind(F ), and the statement follows. The same argument works for Pro(A).
As a corollary, we have the structure of admissible short exact sequences of Ind(A), Pro(A) and the straightification of admissible mono/epimorphisms of these categories: In particular, Ind Pro(A) and Pro Ind(A) are exact categories. 
The Beilinson category
We introduce here, following Beilinson, an alternative definition of locally compact objects in a category A, provided that A has the structure of an exact category. The resulting category of locally compact objects in A will be called the Beilinson category associated to A and denoted lim ← → A. We also study its relation with the Kato category, κ(C), when C is exact. (A, E) . We review, from our perspective of iterated ind/pro-objects, the construction of the category lim ← → A of Beilinson. Let (A, E) be an exact category. We refer to sect. (2.3) for the definition of the preorder Π and the terminology there introduced.
The Beilinson category of an exact category
Definition 5.1. Let be X an object of Fun(Π, A). We say that X is admissible, whenever for any i ≤ j ≤ k, the corresponding sequence X ij → X ik → X jk is in E. We will denote by Fun a (Π, A) the full subcategory of Fun(Π, A) of the admissible objects.
We also define E(Π, A) as the class of sequences of objects of Fun(Π, A), {X → Y → Z}, such that, for all i ≤ j the induced sequences X i,j → Y i,j → Z i,j are admissible short exact sequences of A.
Lemma 5.2. The category (Fun(Π, A), E(Π, A)) is an exact category.
Proof. The proof of this lemma it is essentially an adaptation of the proof, in [20] of the exactness of the categories S n (A), to which we refer the reader. Proof. It is clear that if we have an admissible short exact sequence of E(Π, A), whose end terms are admissible, also the middle term is admissible. Therefore, Fun a (Π, A) is closed under extensions in Fun(Π, A), and so it is a (fully) exact subcategory. The embedding of the claim is described on the objects by sending every object of A into the one having
Notice that the category Fun a (Π, A) can be seen as a limiting case of the Waldhausen categories S n (A) defined in [20] , when n "goes to infinity".
Let be X ∈ Fun a (Π, A), φ : Z → Z a bicofinal functor, andφ the induced map Π → Π of Equation (2.25). Then it is clear that the object X ·φ is in Fun a (Π, A). We can thus define the class of morphisms:
With the same proof of Prop.(2.26) the following is proved We shall call the objects of the category lim ← → A also generalized Tate spaces relative to the exact category A.
Definition 5.6. The category Ind a (A) is the full subcategory of Ind(A) whose objects have structure morphisms which are admissible monomorphism. Similarly, Pro a (A) is the full subcategory of Pro(A) whose objects have structure morphisms which are admissible epimorphisms. We call Ind a (A) and Pro a (A), respectively, the categories of strictly admissible ind-objects and the strictly admissible pro-objects of A. j the morphism X i ′ ,j → X i,j is an admissible epimorphism, and for each j ≤ j ′ and all i, the morphism X i,j → X i,j ′ is an admissible monomorphism.
Then, with the same proof used to prove Theorem (2.28) we prove the Theorem 5.8. There is an embedding of lim ←→ A as a full subcategory of IP a (A), given on the objects by
Comparison between the constructions of Beilinson and Kato. Let (A, E)
be an exact category. Our goal in this section is to introduce an "admissible version" of the Kato category and to prove that it provides an alternate description of lim ← → A. In fact, our considerations will also make lim ← → A appear as the "admissible version" of pre lim ← → (A).
Definition 5.9. The full subcategory of IP a (A), whose squares are cartesian (hence cocartesian), will be called the admissible Kato category of the exact category (A, E), and denoted κ a (A).
Thus, κ a (A) is a full subcategory of IP a (A).
Lemma 5.10. Let be X ∈ Ob lim ←→ A and i + 1 ≤ j. Then, the square
is admissible, cartesian and cocartesian.
Proof. First, from the fact that X is an admissible object, when i ≤ j ≤ j + 1, the sequence X i,j ֒→ X i,j+1 ։ X j,j+1 is an admissible short exact sequence. Hence m 1 (and similarly m 2 ) is an admissible monomorphism, while the consideration of the admissible short exact sequence X i,i+1 ֒→ X i,j ։ X i+1,j corresponding to i ≤ i + 1 ≤ j proves that e 1 and e 2 are admissible epimorphisms.
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We now show that the above square is cartesian and cocartesian. From Proposition (4.10), it will suffice to show that the square is cartesian in the abelian envelope. For this aim, we complete the square above as follows: Thus, let be a and b be elements of, respectively, X i+1,j and X i,j+1 , such that m 2 (a) = e 2 (b). Since e 1 is surjective, the statement is proved if we can produce a (necessarily unique) preimage of b in X i,j . That is, if and only if b ∈ im(m 1 ) = ker(e Proof. We need to show that the embedding i is essentially surjective. Let thus X be an object of κ a (A). By hypotheses, we are given an admissible (co-)cartesian square for all
Since the square is cartesian, and the mono and epimorphisms involved are admissible, we obtain the admissible short exact sequence
Being X j,j = 0 we get the admissible short exact sequence X i,j → X i,j ′ → X j,j ′ which for i ≤ j ≤ j ′ expresses the admissibilty of the object X. Thus X is in lim ← → A, and the theorem is proved.
Exactness of the Beilinson category
The goal of this section is to give a proof of the exactness of lim ← → A, hence of the admissible Kato category κ a (A), using the language of iterated ind/pro-objects. Thus, the admissible Kato category κ a (A) of an exact category A, introduced in Def. (5.9) can be thought of as the "exact version" of the Kato category κ(A), which in general does not inherit in a canonical way an exact structure from that of A. 
such that the resulting cubic diagram is commutative. Then, the square (6.5) is cartesian.
Proof. We shall use a diagram-chase argument, as we are in the hypotheses of the proposition (4.10). Thus, we can think of the above as a diagram of abelian groups, for which we are given elements y ∈ Y and t ∈ T , such that e 1 (y) = m 2 (t) in Z, and the claim is that there exists a unique element a ∈ X, such that e 2 (a) = t and m 1 (a) = y. Let bex a preimage of t through e 2 . Let's putỹ = m 1 (x). Then we have e 1 (ỹ − y) = 0. Consider now g(x) ∈ X ′′ . Then m ′′ (g(x)) ∈ Y ′′ , and we have: e
. From the last equality we thus get: e
. In particular, the last equality implies that the element g ′ (y) ∈ Y ′′ and the element
) is a cartesian square: then there exists a unique element x ′′ ∈ X ′′ such that:
Now, g is onto: then we get a preimage of x ′′ via g in X:
In fact, consider the chain of equalities: f ′′ e ′ 1 (y ′ ) = e 1 f ′ (y ′ ) = e 1 (m 1 (x)−y) = e 1 m 1 (x)− e 1 (y) = m 2 e 2 (x) − e 1 (y) = m 2 e 2 (x) − m 2 (t). We therefore get:
From it, we see that ) . Applying now the cartesianity of square (6.4) we therefore obtain a unique element x ′ ∈ X ′ for which m ′ 1 (x ′ ) = y ′ and e ′ 2 (x ′ ) = t ′ . Finally, we consider the element f (x ′ ) = x 0 ∈ X. We have:
As a consequence we can write: y = m 1 (x) − m 1 (x 0 ) = m 1 (x − x 0 ). We have thus found an element in X which is sent to y by m 1 . If this element is sent to t by e 2 , the proof of the proposition is completed. Thus, let's calculate e 2 (x − x 0 ). It is: e 2 (x − x 0 ) = e 2 x − e 2 x 0 = e 2 (x) − e 2 f (x ′ ) = e 2 (x) − f ′′′ e The definition given here coincides with the one given by Arkhipov and Kremnizer in [2] . Definition (7.1) can be iterated since each category lim ← → A is exact for any exact category A. We call the category T n = lim ← → n Vect 0 (k) the category of n-Tate spaces over the field k.
The proof of the following is therefore clear: In particular, being Vect 0 (k) = Vect 0 (k) o , the category T is self-dual.
Let us denote by L 0 the category of linearly compact topological k−vector spaces and by L the category of locally linearly compact topological k-vector spaces and their morphisms, as introduced in [13] , II.27.1 and II.27.9. where the v ij 's are the structure morphisms of the pro-system of the V j 's. Since the spaces V j are finite-dimensional, each intersection stabilizes; therefore the two pro-objects " lim ← − " j∈J V j and " lim ← − " j∈J V ′ j are isomorphic, and the latter object is strict since its structure morphisms are surjections. The second equivalence is defined on the objects by
And it is easy to see that the induced functor is full and faithful. The fact that it is also essentially surjective is a consequence of Theorem (32.1) of [13] .
In particular, the category L 0 is an abelian category. Proof. It is naturally defined a functor Φ from T to the category of vector spaces over k, which takes the object " lim − → " As a consequence of Proposition (7.4), L becomes endowed with a structure of an exact category, and it is self-dual (see Prop.(7.2)). We now describe its exact structure in topological terms. 
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Let be A = " lim − → "
