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Tato práce je věnována problému pasivní stereovize v moderní robotice. Práce zahrnuje
návrh a implementaci autonomního systému pasivní binokulární stereovize pro navigaci
mobilního robota. Třídimenzionální hloubková mapa je vytvářena pomocí agregace ob-
laků bodů vytvořených reprojekcí dvojic snímků zachycených stereokamerou. Tyto jsou
reprojektovány pomocí mapy disparity, která je vypočítaná aplikací algoritmů typu Block
Matching. Lokální mapa je reprezentována voxelovou mřížkou uchovávanou v oktálovém
stromě a umožňuje detekci pohybujících se překážek pomocí principu vrhání paprsků. Vi-
zuální odometrie je vykonávána sledováním reprojektovaných párů význačných bodů v sé-
riích za sebou jdoucích dvojic snímků. Systém umožňuje uživatelovi volbu různých způsobů
při řešení problémů, poskytuje grafické uživatelské rozhraní a je nazávislý na softwarové
a hardwarové platformě.
Abstract
This thesis is dedicated to the subject of passive stereo vision in modern robotics. The work
includes the design and implementation of autonomous passive binocular stereo vision
system for mobile robot navigation. A three-dimensional local map is built up by aggre-
gation of point clouds created by reprojection of the image pairs taken with stereocamera.
The image pairs are reprojected using disparity map obtained with application of block
matching algorithms on the image pairs. The local map is represented by voxel grid sto-
red in an octree and it supports detection of moving obstacles on ray-casting principle.
Visual odometry is calculated by tracking reprojected paired image features detected in se-
ries of image pairs. The system allows user to choose different approaches to the problem
solving, it is platform and hardware-independent and provides graphic user interface.
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Základným predpokladom pre správnu lokalizáciu, navigáciu a plánovanie činnosti mobil-
ného robota je dostatok spoľahlivých vedomostí o okolitom prostredí [1]. Bez informácií
o okolitom prostredí je vykonávanie činnosti mobilného robota značne obmedzené a mo-
bilný robot môže takto ohroziť seba aj svoje okolie. Jeden z prístupov, ako takéto informácie
o okolitom prostredí získať, je priestorové videnie – stereovízia.
Účelom tejto práce je navrhnúť, implementovať a otestovať systém pasívnej binokulárnej
stereovízie pre mobilného robota, slúžiaci na tvorbu trojdimenzionálnej hĺbkovej lokálnej
mapy a odhadovanie pozície mobilného robota v tomto prostredí, ktorý na svoju prácu
vyžaduje len dáta získané zo stereokamery. Okrem toho v rámci našej práce navrhneme
vlastnú modifikáciu ICP (Iterative Closest Point) algoritmu, slúžiaceho na výpočet zmeny
polohy mobilného robota v priestore, pokúsime sa o vytvorenie metód robustného sledovania
význačných bodov a robustnú filtráciu a fúziu dát získaných pomocou stereokamery.
Účelom takéhoto systému stereovízie je poskytnúť dostatočné informácie pre navigáciu
robota len pomocou stereokamery. Takýto systém môže byť využitý v prípade extrémne jed-
noduchých robotov, ktoré sú osadené dvojicou kamier, alebo v prípade poškodenia ostatných
senzorov robota. Ceny snímacích čipov kamier sú oproti cenám ostatných senzorov posky-
tujúcich informácie o okolí veľmi nízke, čo dáva určitý predpoklad pre využitie stereovízie
práve v lacných robotoch. Okrem toho, snímacie čipy a aj samotné kamery nadobúdajú
veľmi malé rozmery v rádoch jednotkách centimetrov, neobsahujú pohyblivé súčiastky, sú
energeticky nenáročné a tak sa stávajú veľmi vhodným kandidátom pre využitie v robotike.
V úvodnej kapitole 2 – Priestorové vnímanie, si uvedieme základné teoretické princípy,
na ktorých stojí princíp stereovízie. V kapitole 3 – Systém stereovízie si predstavíme po-
žiadavky na náš systém stereovízie, prehľad jeho návrhu a uvedieme si základný prehľad
o súradnicových systémoch používaných v robotike, ktoré budú využité v našej práci. V ka-
pitole 4 – Odometria si predstavíme podrobný návrh nášho riešenia odhadovania polohy
mobilného robota v prostredí, v ktorom sa pohybuje. Následne si v kapitole 5 – Odometria
uvedieme návrh a popis jednotlivých krokov pri tvorbe trojdimenzionálnej hĺbkovej lokálnej
mapy, ktorá by mala následne slúžiť na navigáciu mobilného robota pri vykonávaní jeho
úloh. V kapitole 6 – Implementácia si popíšeme implementáciu nami navrhnutého systému
stereovízie, ktorú následne otestujeme. Popisom týchto testov sa zaoberá kapitola 7 – Testo-
vanie. V poslednej kapitole 8 – Záver nakoniec zhrnieme výsledky našej práce a naznačíme




Priestorové vnímanie je schopnosť živej alebo neživej inteligentnej entity získavať a uchová-
vať si informácie o polohe objektov v trojdimenzionálnom priestore [2]. Ak sa inšpirujeme
riešeniami, ktoré vznikli v prírode prirodzeným vývojom živočíšnych druhov, ľahko do-
spejeme k záveru, že toto získavanie informácií o polohe objektov v priestore môže byť
vykonávané rôznymi spôsobmi. Najprimitívnejším spôsobom je hmat — živočích pri použí-
vaní hmatu priamo interaguje s prostredím a fyzicky sa ho dotýka. Takýto spôsob nazývame
stereognózia. Nevýhodou pri takomto prístupe je značne obmedzený dosah a taktiež sku-
točnosť, že pozorovaná scéna sa môže aktívnym zasahovaním zmeniť alebo narušiť. Z týchto
dôvodov sa živočíchom postupne vyvinula schopnosť získavania informácií o polohe objektov
na diaľku, pomocou zachytávania vlnenia šíriaceho sa prostredím.
Zachytávaním zvukového (mechanického) vlnenia sa dokáže orientovať napríklad neto-
pier. Jeho hlasivky vydávajú počas letu krátke ultrazvukové impulzy — tie sa šíria v hmot-
nom prostredí vo forme zvukových vĺn, ktoré sa pri náraze na pevné prekážky odrážajú
a tieto odrazené vlny netopier zachytáva párom vysoko citlivých uší. Polohu prekážok,
od ktorých sa vyslaný zvukový impulz odrazil, dokáže netopier rekonštruovať na základe
smeru, z ktorého prichádza odrazená vlna, a oneskorenia voči vyslanému zvukovému sig-
nálu. Vďaka zmene frekvencie odrazeného zvukového vlnenia vplyvom doplerovho efektu je
taktiež možné určovať, či sa objekt, od ktorého sa zvuk odrazil, približuje alebo vzďaľuje [3].
Takýto spôsob zisťovania polohy predmetov sa nazýva echolokácia. Echolokáciu okrem ne-
topierov využívajú taktiež niektoré druhy bezkosticovcov (systémový názov Odontoceti,
podrad veľrýb) a vtákov [4, 5].
2.1 Priestorové videnie – stereovízia
Zachytávanie a spracovanie elektromagnetického vlnenia – videnie – využívajú na vnímanie
hĺbky takmer všetky organizmy, ktorým sa vyvinuli na to určené orgány – oči. Vníma-
nie hĺbky pomocou spracovania vizuálnych vnemov sa inak nazýva aj priestorové videnie.
Priestorové videnie je možné dosiahnuť aj pomocou vnímania scény iba jedným okom —
pri takomto priestorovom videní sa využívajú tzv. monokulárne podnety — podnety získané
pozorovaním scény jedným okom [6, 7, 8].
Priestorové videnie je avšak v prírode najčastejšie dosahované pomocou súčasného po-
zorovania scény dvojicou, alebo väčším množstvom očí. Každé oko pozoruje scénu z inej
polohy a tak sa získané vizuálne vnemy vyvolané pozorovaním tej istej scény navzájom
líšia. Ak vezmeme v úvahu ľudské oči, ich vzájomná poloha je nepatrná, no i napriek tomu
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sa vo vnímanom obraze vyskytujú odlišnosti, vďaka ktorým je možné odhadnúť vzdialenosť
pozorovaných objektov.
2.1.1 Pasívna a aktívna stereovízia
Ak počas pozorovania scény pozorovateľ do scény nijako nezasahuje a na získanie obrazo-
vých informácií používa len odrazené svetlo pochádzajúce z prirodzeného zdroja v scéne,
takáto stereovízia sa nazýva pasívna. Pasívnu stereovíziu využívajú k vnímaniu prostredia
takmer všetky živočíchy schopné používania dvojice očí. Narozdiel od pasívnej stereoví-
zie, aktívna stereovízia zasahuje do scény vysielaním lúčov svetla, väčšinou vytvárajúcich
svetelnú textúru na povrchoch objektov v scéne. Vďaka tomuto umelému osvetleniu scény
a tak vzniknutým textúram je možné ľahšie a spoľahlivejšie určovať polohu objektov v pries-
tore. Nevýhody tohto prístupu bohužiaľ vychádzajú zo samotného aktívneho zasahovania
do scény — odhalenie polohy pozorovateľa, zmena scény jej ovplyvňovaním a prípadné
zmätenie pri pozorovaní tej istej scény viacerými pozorovateľmi naraz. Aktívna stereovízia
sa v živočíšnej ríši nevyskytuje, no má široké využitie hlavne v počítačovom videní. Naj-
známejším zástupcom aktívnej stereovízie je produkt Kinect R© od spoločnosti Microsoft R©.
Špeciálnym prípadom aktívnej stereovízie sú time-of-flight kamery1 a laserové diaľkometre
– LIDARy2. Tieto využívajú na odhadovanie polohy objektov v priestore podobný prin-
cíp, ako netopiere pri echolokácii, no v tomto prípade sa na určenie vzdialenosti objektov
využíva časový rozdiel medzi vyslaním svetelného impulzu a prijatím odrazeného svetla
od svetelným impulzom osvetlených prekážok. Najznámejším zástupcom pasívnej stereoví-
zie je produktorá rada stereovíznych kamier Bumblebee R© od firmy Point Grey Research.
2.2 Binokulárna stereovízia
Priestorové videnie dosiahnuté pozorovaním scény dvojicou obrazových senzorov (očí alebo
kamier) sa nazýva binokulárna stereovízia. Ďalej sa budeme v tejto sekcii zaoberať len bino-
kulárnou stereovízou dosiahnutou pomocou dvojice digitálnych kamier. Pre ľahšie pochope-
nie princípu binokulárnej stereovízie si najprv vysvetlíme základné princípy monokulárnej
optiky.
2.2.1 Dierková kamera
Dierková kamera predstavuje geometricky najprimitívnejší aparát na zachytávanie obrazu.
Môžeme si ju predstaviť ako uzavretú krabičku v tvare kvádra, ktorá má v prednej stene
drobný otvor — dierku, cez ktorú môžu svetelné lúče vnikať dovnútra kamery a vytvá-
rať tak obraz na protiľahlej vnútornej stene kamery. Takýto obraz je vytvorený pomocou
perspektívneho premietania.
Perspektívne premietanie mapuje body z trojdimenzionálneho euklidovského priestoru
R3 do dvojdimenzionálneho euklidovského priestoru R2 – projekčnej roviny – pomocou pria-
mok projekcie, ktoré prechádzajú jedným bodom C v priestore R3. Tento bod nazývame
stred projekcie [9, 10]. Priamka prechádzajúca stredom projekcie, ktorá je kolmá na proje-
kčnú rovinu, sa nazýva optická os. Popisovaná situácia je vyobrazená na obrázku 2.1. Vzťah
1Pre viac informácií o tom, ako pracuje time-of-flight kamera: http://en.wikipedia.org/wiki/
Time-of-flight_camera.
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Obr. 2.1: Zjednodušená ilustrácia perspektívneho premietania. Hrubou čiarou je vyobrazená
projekčná rovina, vzdialenosť f sa nazýva ohnisková vzdialenosť, P ∈ R3 je bod v trojdi-
menzionálnom priestore a bod p ∈ R2 je obraz bodu P na obrazovej rovine (prevzaté z [9]).
medzi bodom p (x′, y′) na projekčnej rovine a bodom P (X,Y, Z) v trojdimenziálnom pries-
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projekčná plocha objekt v scéne
Obr. 2.2: Geometrický model dierkovej kamery.
V prípade dierkovej kamery, ktorej geometrický model je vyobrazený na obrázku 2.2,
sa stred projekcie C (dierka v prednej stene kamery) sa nachádza medzi zaznamenávanou
scénou a projekčnou rovinou. Bod scény P (X,Y, Z) je premietnutý na projekčnú rovinu
dierkovej kamery a tak vzniká jeho obraz p′ (x′, y′), pre ktorý platí [9]:
− x′ = f X
Z
. (2.3)
Takto vzniknutý obraz je prevrátený. Aby sme ale mohli pracovať s neprevráteným obra-
zom, stačí si predstaviť, že hĺbkový rozmer kamery f je záporný, teda projekčná rovina
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sa nachádza medzi stredom projekcie a scénou. Vzniknutý obraz sa v takomto prípade líši
od obrazu vzniknutého v prípade rovnako veľkého, ale kladného hĺbkového rozmeru kamery





čo korešponduje so vzťahom (2.1), predstavujúcim perspektívne premietanie.
2.2.2 Princíp binokulárnej stereovízie
V prípade jednoduchej dierkovej kamery je možné ľahko zistiť polohu obrazu p vzniknutého
priemetom bodu P v trojdimenzionálnom priestore R3 na projekčnú rovinu R2. No spätný
výpočet polohy bodu P v priestore z polohy jeho obrazu p nie je možný, pretože pri perspek-
tívnom premietaní bodu P dochádza k strate informácií [10]. Pri perspektívnom premietaní,
jeden bod p na projekčnej rovine R2 môže byť obrazom viacerých bodov v trojdimenzi-
onálnom priestore R3 — konkrétne sú to všetky body ležiace na priamke prechádzajúcej
cez stred projekcie C a bod p. Pre výpočet polohy bodu P , ktorého je obrazom práve bod
p na projekčnej rovine, sú potrebné ďalšie informácie. Tieto informácie je možné získať
pomocou ďalšej kamery snímajúcej tú istú scénu z inej polohy.
Pre zjednodušenie si predstavme dve dokonalé dierkové kamery, ktoré sú vzájomne upev-
nené a dokonale zarovnané vedľa seba, pričom poznáme ich vzájomné posunutie T . Tieto
kamery snímajú rovnakú scénu z inej pozície. Každý bod P (X,Y, Z) v trojdimenzionál-
nej scéne videný oboma kamerami je premietnutý na projekčné roviny oboch kamier. Nech
pl (xl, yl) je obraz bodu P vzniknutý jeho priemetom na projekčnú rovinu ľavej kamery
a pr (xr, yr) je obraz bodu P vzniknutý jeho priemetom na projekčnú rovinu pravej kamery.
Táto situácia je zobrazená na obrázku 2.3.
Cl Cr
Obr. 2.3: Zjednodušený model snímania scény dvojicou kamier. Model je zobrazený rovno-
bežne s y-sústavou projekčnej roviny kamier. Cl je stred projekcie ľavej kamery, Cr je stred
projekcie pravej kamery (prevzaté z [9]).
Keďže kamery sú dokonale zarovnané, obrazy bodu P vznikajú na rovnakej horizontál-
nej priamke, teda platí yl = yr. Ak poznáme vzájomné posunutie T jednotlivých kamier,
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je možné rekonštruovať hĺbku Z bodu P [9]:
T − (xl − xr)
Z − f =
T
Z
=⇒ Z = fT
xl − xr . (2.5)
2.2.3 Stereokamera
Zariadenie zaznamenávajúce trojdimenzionálnu scénu dvojicou kamier sa nazýva stereoka-
mera. Snímky zaznamenané stereokamerou sa nazývajú stereosnímky [11]. Jedna stereos-
nímka sa skladá z dvojice snímok zachytených v rovnaký okamih — jedna snímka zachytená
ľavou kamerou a druhá snímka zachytená pravou kamerou. Stereokamera dokáže poskytnúť
dostatok informácií pre rekonštrukciu polohy objektov v trojdimenzionálnej scéne pomocou
spomínaného princípu binokulárnej stereovízie (viď podsekcia 2.2.2). Bohužiaľ, v reálnom
svete sa stretneme s dokonalou stereokamerou len veľmi zriedka. Preto je potrebné pri re-
konštrukcii polohy objektov rátať s rôznymi nedokonalosťami.
Stred snímacieho čipu kamery nemusí byť vždy umiestnený na optickej osi optickej sú-
stavy kamery. Taktiež, aktívne snímacie body optického čipu kamery nemusia byť rozmiest-
nené na tomto čipe v dokonalej štvorcovej sieti, ale môžu byť v jednom smere usporiadané
v inej hustote, ako v druhom smere. Na reprezentáciu týchto parametrov kamery sa používa
matica kamery M , ktorá vyjadruje premietnutie bodu P v trojdimenzionálnom prostredí
snímaného kamerou do bodu p v rámci snímky kamery [11, 9]:
p = MP . (2.6)
Skreslenie obrazu na snímkach zachytených kamerou môže byť ďalej spôsobené chy-
bou optickej sústavy. Nedokonalosť optickej sústavy je zapríčinená nepresným uchytením
snímacieho čipu kamery a nedokonalým tvarom šošoviek. Tieto chyby majú za následok
radiálne skreslenie obrazu, popísané koeficientami k1, k2 a k3, a tangenciálne skreslenie ob-
razu popísané koeficientami p1 a p2 [9]. Aby bolo možné skreslenú snímku kamery previesť
na neskreslenú, je potrebné poznať všetky tieto koeficienty, ktoré dokopy tvoria takzvaný
vektor skreslenia.
Aktívne čipy dnešných digitálnych kamier majú malé rozmery (v ráde milimetrov), pri-
čom pri takejto veľkosti čipov je extrémne ťažké dosiahnuť dokonalé zarovnanie. Preto sa
v praxi väčšinou stretneme so stereokamerami, ktorých kamery nie sú zarovnané alebo ich
vzájomná poloha nie je presná — môžu byť vzájomne posunuté vo všetkých osách a dokonca
aj rotované. Aby sme mohli využiť princíp binokulárnej stereovízie na snímkach získaných
takouto nedokonalou sústavou kamier, je potrebné tieto snímky spracovať procesom rekti-
fikácie. Proces rektifikácie vyžaduje vo svojom vstupe esenciálnu a fundamentálnu maticu
stereokamery.
Esenciálna matica E v sebe zahrňuje informácie o vzájomnom posunutí T a otočení R
kamier stereokamery, pričom vyjadruje polohu druhej kamery relatívne k prvej kamere [9].
Predstavme si, že máme stereokameru pozostávajúcu zo sústavy dvoch kamier bez akýchko-
ľvek chýb optických sústav. Nech tieto kamery snímajú scénu, v ktorej sa nachádza bod P
a jeho projekciou vznikajú na snímacích čipoch kamier obrazy bodu P — na snímacom čipe
ľavej kamery je to bod pl a na snímacom čipe pravej kamery je to bod pr. Pre esenciálnu
maticu platí (operátor ∗ reprezentuje transpozíciu matice alebo vektora):
p∗rEpl = 0 . (2.7)
Fundamentálna matica F v sebe zahrňuje informácie o vzájomnom posunutí T a otočení
R kamier stereokamery a taktiež informácie o kamerách — matice kamier Ml pre ľavú
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Zjednodušene povedané, fundamentálna matica má podobný význam ako esenciálna, ale
narozdiel od nej, fundamentálna matica operuje nad pixelovými súradnicami v snímkach
zaznamenaných kamerami, pokým esenciálna matica operuje nad reálnymi fyzickými súrad-
nicami na snímacích čipoch. Výstupom procesu rektifikácie sú rektifikované stereosnímky
— viď obrázok 2.4.
Obr. 2.4: Dvojica snímok zachytených dvojicou kamier — pred procesom rektifikácie (hore)
a po procese rektifikácie (dole) (prevzaté z: [12]).
Ak teda obe kamery stereokamery vidia bod P v scéne a bod pl (xl, yl) je obrazom bodu
P v rektifikovanej snímke ľavej kamery a bod pr (xr, yr) je obrazom bodu P v rektifikovanej














kde Q je 4×4 matica reprojekcie, d je disparita obrazov pl a pr, pričom d = xl−xr. Všimnite
si, že vo vzťahu sa nikde nepoužíva yr, pretože v rektifikovaných snímkach platí yl = yr,
teda obrazy toho istého bodu sa premietajú na korešpondujúci riadok v oboch snímkach.
Výsledná rekonštruovaná poloha bodu P je P = (X/W,Y/W,Z/W ). Matica reprojekcie je
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definovaná ako [9, 10]:
Q =

1 0 0 −cxl
0 1 0 −cyl
0 0 0 f
0 0 −1/Tx (cxl − cxr) /Tx
 , (2.10)
kde cxl a cyl vyjadrujú posunutie súradnicového systému snímacieho ľavej kamery od optic-
kej osi, cxr je horizontálne posunutie súradnicového systému pravej kamery od optickej osi,
f reprezentuje ohniskovú vzdialenosť ľavej kamery a Tx reprezentuje vzájomné horizontálne
posunutie kamier stereokamery.
Všetky parametre uvedené v tejto podsekcii — matice kamier Ml a Mr, vektor skres-
lenia, fundamentálna matica stereokamery F , esenciálna matica stereokamery E a matica
reprojekcie Q — je možné získať kalibráciou kamier stereokamery a celej sústavy stereoka-
mery.
2.3 Problém korešpondencie
Vďaka geometrickým princípom uvedeným v predchádzajúcich sekciách je možné pomocou
známych obrazov pl a pr na stereosnímkach bodu P v priestore rekonštruovať polohu tohoto
bodu P . Otázkou ale zostáva: Vieme určiť, aký bod v snímke pravej kamery korešponduje
s určitým bodom v snímke ľavej kamery? Určite vieme, že body pl a pr sú obrazom toho
istého bodu P? Tento problém sa nazýva problém korešpodencie [13] a jeho riešenie je
jednou z najdôležitejších úloh pri úspešnom návrhu a implementácii systému stereovízie.
Znovu sa inšpirujeme prírodou — priestorovým videním človeka. Človek taktiež pozo-
ruje scénu dvomi senzormi (očami), podobne ako stereokamera (jednotlivými kamerami).
Na to, aby človek mohol vnímať priestor pomocou binokulárnych podnetov (viď sekcia 2.1),
musí vedieť, ktorý obrazový vnem vyvolaný v pravom oku korešponduje s určitým ob-
razovým vnemom vyvolaným v ľavom oku. Aby tieto vnemy vedel úspešne a spoľahlivo
priradiť, využíva informácie a vedomosti o týchto vnemoch. Čím väčšou mierou sa infor-
mácie o obrazových vnemoch vyvolaných v ľavom a pravom oku zhodujú, tým je väčšia
pravdepodobnosť, že tieto vnemy sú obrazmi toho istého objektu v priestore [14].
Podobný princíp sa využíva aj v počítačovom videní v prípade stereovízie. Pre jednotlivé
body na snímkach sa vypočítajú informácie, ktoré dané body určitým spôsobom popisujú.
Pomocou týchto informácií je následne možné určiť, ktoré body si vzájomne zodpovedajú
medzi snímkami. V tejto práci využijeme dva prístupy k riešeniu tohoto problému:
• podobnosť význačných bodov, využitá vo vizuálnej odometrii — viď kapitola 4.
• tvorba mapy disparity, využitá pri vytváraní lokálnej mapy — viď kapitola 5.
2.4 Zhrnutie kapitoly
V tejto kapitole sme si priblížili priestorové vnímanie a základné geometrické princípy stere-
ovízie. Ukázali sme si, že pomocou sústavy dvojice kamier – stereokamery, je možné rekon-
štruovať polohu objektov v trojdimenzionálnom priestore. Taktiež sme si ukázali základné





Na to, aby mohol počítačom ovládaný mobilný robot využívať informácie zo stereokamery,
je potrebné softvérové vybavenie na spracovanie výstupov stereokamery do podoby vhodnej
pre ďalšiu analýzu. Toto softvérové vybavenie reprezentuje práve nami navrhovaný systém
stereovízie.
Takýmto využitím stereovízie sa zaoberali mnohé výskumné tímy, bolo vydaných mnoho
publikácií a kníh [15] venovaných práve použitím stereovízie v rámci robotiky. Systém stere-
ovízie môže slúžiť na detekciu pohyblivých prekážok v exteriérovom prostredí, ako je popí-
sané napríklad v [16]. Systém stereovízie môže slúžiť na navigáciu mobilných robotov vnútri
budov, ako je navrhnuté v [17], kde sa využívajú význačné body na lokalizáciu mobilného
robota v budove. Ďalej, systém navrhnutý v [18] využíva pasívnu stereovíziu na tvorbu dvoj-
dimenzionálnej lokálnej mapy, vhodnej pre navigáciu mobilného robota v priestore. Nevý-
hoda tohoto prístupu je v strate informácií o trojdimenzionálnej polohe objektov prostredia
pri vkladaní do mapy. Tvorbu trojdimenzionálnej hĺbkovej lokálnej mapy používa systém
predstavený v [19], kde sa táto mapa využíva na modelovanie prostredia tvoreného skalna-
tým terénom pre plánovanie krokov štvornohého robota, pričom systém využíva pri svojej
práci aj dáta z iných senzorov.
V tejto práci sa pokúsime navrhnúť, implementovať a overiť funkčnosť systému stere-
ovízie, ktory má reprezentovať reťazec spracovania dát od získania snímok zo stereokamery
až po tvorbu hĺbkovej lokálnej trojdimenzionálnej mapy, bez použitia dát z iných senzorov.
3.1 Požiadavky
Našim zámerom je vytvoriť autonómny systém stereovízie, ktorý využíva dáta len zo ste-
reokamery. Preto sú na tento systém stereovízie kladené nasledujúce požiadavky, ktoré by
mali byť brané do úvahy počas celého procesu návrhu a implementácie systému stereovízie:
Využitie pasívnej binokulárnej stereovízie
Pasívna binokulárna stereovízia, pozostávajúca z dvojice kamier natočených rovna-
kým smerom, nezasahuje do prostredia a tak má výhodu pri masovom nasadení.
Oproti aktívnym systémom stereovízie, ako napríklad hojne používaný Microsoft R©
Kinect R©, má výhodu aj v ustálenej kvalite snímania a schopnosti priestorového vide-
nia v prostrediach osvetlených priamym slnečným žiarením. Aktívne systémy stere-
ovíze majú v takýchto prostrediach problémy, pretože väčšinou na svoje fungovanie
využívajú lúče infračerveného žiarenia, ktoré však slnečné lúče prežiaria.
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Sebestačnosť systému
Systém stereovízie nebude závislý na dátach získaných z iných senzorov okrem stere-
okamery. Táto požiadavka implikuje potrebu vizuálnej odometrie — zo snímok získa-
ných zo stereokamery bude musieť systém odhadovať svoju pozíciu v lokálnej mape.
Výpočet v reálnom čase
Výpočet systému stereovízie pre mobilného robota musí stíhať spracovávať snímky
a extrahovať z nich informácie v reálnom čase, priamo na mieste plnenia úlohy, kto-
rou je mobilný robot poverený. Spracovanie rastrových dát je náročná úloha, pričom
niektoré metódy stereovízie môžu spracovávať dvojicu snímok z kamier aj niekoľko
minút. Preto je dôležité voliť optimalizované algoritmy a uspokojiť sa aj s určitou
mierou nedokonalostí výstupov pri zachovaní zmysluplnej rýchlosti výpočtu.
Prenositeľnosť
Tento systém by nemal byť závislý na konkrétnom hardvéri alebo operačnom sys-
téme. Systém by mal vedieť pracovať s rôznymi druhmi stereokamier alebo s rôznymi
dvojicami jednoduchých kamier.
Jednoduchá rozšíriteľnosť
Systém stereovízie by mal byť jednoducho rozšíriteľný o prídavnú funkcionalitu, ľahko
upraviteľný a prípadne by mal byť relatívne jednoducho zabudovateľný do iných sys-
témov na ovládanie a riadenie mobilných robotov.
Parametrizácia
Nami navrhovaný systém stereovízie by mal poskytnúť rozhranie pre úpravu paramet-
rov algoritmov. Keďže systém stereovízie môže byť nasadený na rôznych mobilných
robotoch a v rôznych prostrediach, táto požiadavka je nevyhnutnosťou.
3.2 Hardvér
V rámci našej práci budeme potrebovať určitý hardvér, na ktorom budeme vyvíjať nami
navrhovaný systému stereovízie. Primárna hardvérová platforma, pre ktorú bude tento sys-
tém určený je robot Quido, ktorý je súčasťou projektu Roboauto spadajúci pod Fakultu
Informačních Technologií, Vysoké Učení Technické v Brně. Za cieľ si ale dávame vytvoriť
systém, ktorý nebude nijako závislý na konkrétnom hardvéri.
3.2.1 Stereokamera
Na to aby náš systém stereovízie mohol fungovať, je potrebný základný a jediný senzor, kto-
rého dáta sú v systéme spracované – stereokamera. V našom prípade sme sa rozhodli počas
vývojovej fázy projektu siahnuť po lacnom riešení pomocou dvojice jednoduchých webových
kamier Logitech R© C120. Tieto kamery boli už predmontované v rámci projektu Roboauto
na spoločnom odnímateľnom držiaku, ktorých pôvodná úloha bola detekcia trávy v okolí
mobilného robota Quido. Každá z týchto kamier je jednoduchá farebná kamera triedy UVC
(Universal Video Class) pre videokonferencie, osadená jednoduchým progressive scan čipom
s horizontálnym prechodom s rozlíšením 640×480 pixelov. Ovládanie a prenos dát z kamery
sú sprostredkované pomocou dvojmetrového USB kábla s koncovkou typu USB Standard
Type A. Výhodou týchto kamier je nízka cena, jednoduchá inštalácia a prístupné ovládače
pre operačný systém Microsoft Windows a Linux. Kamery boli upevnené vo vzdialenosti
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27 centimetrov na hliníkovom profile, vďaka ktorému dokázali udržať konštantný vzájomný
geometrický vzťah.
Pre overenie nami navrhnutého systému stereovízie sme chceli použiť stereokameru Vi-
dere Design R© STH-MDCS2-VPRX-C, ktorá nám bola poskytnutá z Ústavu inteligentních
systémů Fakulty Informačních Technologií, Vysoké Učení Technické v Brně. Táto profesi-
onálna sústava dvojice kamier, upevnených v špeciálnom hliníkovom ráme, bola vytvorená
primárne pre počítačovú stereovíziu. Osadené kamery sú nakalibrované tak, aby ich vzá-
jomné korešpondujúce epipolárne priamky neboli od seba vzdialené viac ako 0,2 pixela.
Na navedenie svetla na optický čip s rozlíšením 640 × 480 pixelov slúži špeciálna optická
sústava s vysokou svetelnosťou 1,4. Na prenos údajov slúži port FireWire zabudovaný do ka-
ždej z dvojice kamier. Bohužiaľ sa nám nepodarilo stereokameru sprevádzkovať kvôli nedo-
stupnosti ovládačov, a tak sme sa museli uspokojiť s výsledkami vyprodukovanými pomocou
dvojice kamier Logitech R© C120.
3.2.2 Počítač
Záznamy pre testovanie boli kvôli lepšej mobilite tvorené pomocou prenosného počítača
ASUS R© k50AB. Systém stereovízie bol testovaný na stolnom počítači, poskytnutým firmou
ArtIn, so štvorjadrovým procesorom Intel R© CoreTM i5 750 s pracovným taktom 2,66 GHz,
operačnou pamäťou tvorenou dvojicou 1 GB modulov v dual channel konfigurácii s pracov-
nou frekvenciou 1 333 MHz. Pre výpočty na grafickej karte pomocou knižnice CUDA SDK
bola použitá grafická karta Zotac R© s grafickou výpočtovou jednotkou Nvidia R© GeForceTM
GTX 560 Ti postavenou na architektúre GF114 taktovanou na 820 MHz s 336 CUDA jad-
rami. Grafická karta využíva GDDR5 pamäť s kapacitou 1 024 MB na pracovnej frekvencii
4 008 MHz. Táto grafická karta bola taktiež poskytnutá Fakultou Informačních Technologií,
Vysoké Učení Technické v Brně.
3.3 Návrh
Základný návrh systému stereovízie je vyobrazený na obrázku 3.1. V prvom kroku systém
stereovízie zachytí v jednom momente snímky ľavou aj pravou kamerou stereokamery. Tie
sú najprv spracované, odstráni sa z nich skreslenie spôsobené nedokonalosťami kamery
a následne sú snímky rektifikované. Takéto rektifikované snímky sú ďalej analyzované dvomi
vetvami programu. V prvej vetve sa vykonáva vizuálna odometria — odhadovanie pozície
mobilného robota v lokálnej mape. Druhá vetva — tvorba lokálnej mapy — slúži na analýzu
zorného poľa stereokamery a vytvorí tak trojdimenzionálnu reprezentáciu scény zachytenej
na spracovaných stereosnímkach. Táto trojdimenzionálna reprezentácia scény sa, vďaka
informácii o polohe mobilného robota vypočítanej vizuálnou odometriou, následne využije
na tvorbu lokálnej trojdimenzionálnej mapy popisujúcej okolie mobilného robota, a taktiež
na detekciu dynamických prekážok v prostredí.
Keďže problematika tohoto systému je rozsiahla, podrobný popis jednotlivých častí je
oddelený do dvoch ďalších kapitol. Návrhom vizuálnej odometrie a jej dôkladným popi-
som sa zaoberá kapitola 4. Tvorbou lokálnej mapy za pomoci tvorby trojdimenzionálnej
reprezentácie scény snímanej kamerami sa zaoberá kapitola 5.
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Stereokamera













Obr. 3.1: Základný návrh systému stereovízie.
3.4 Súradnicové systémy
Aby sme mohli ľahšie pochopiť konkrétne fungovanie oboch vetiev systému stereovíze, pri-
blížime si súradnicové systémy používané v robotike:
Globálny súradnicový systém
Globálny súradnicový systém udáva polohu robota v globálnom, celosvetovom me-
radle. Údaje globálneho súradnicového systému jednoznačne určujú unikátny bod
v celom známom priestore (väčšinou sa uvažuje iba planéta Zem). Na vyjadrenie
polohy v globálnom súradnicovom systéme sa využívajú niektoré zo štandardov geo-
grafického súradnicového systému, napríklad UTM (Universal Transverse Mercator
coordinate system) alebo sférické súradnice — zemepisná šírka a zemepisná dĺžka.
Lokálny súradnicový systém
Lokálny súradnicový systém udáva polohu robota vzhľadom k nejakému vytýčenému
lokálnemu bodu. Väčšinou sa jedná o počiatočnú polohu robota alebo akýkoľvek iný
bod vzťahujúci sa na prostredie v ktorom robot pracuje. Aby sme ľahšie pochopili,
na čo slúži lokálny súradnicový systém, predstavme si situáciu, keď sa človek nachá-
dza na kraji cesty a nepozná svoju polohu v globálnom súradnicovom systéme. Ak
človek chce prejsť cez cestu, musí vykonať koordinovaný pohyb. Na to aby mohol
koordinovaný pohyb vykonávať, musí poznať svoju polohu. Tento človek si tak určí
svoju počiatočnú polohu alebo iný záchytný bod v okolí ako počiatok lokálneho sú-
radnicového systému a vďaka tomu je schopný vykonať svoju úlohu aj bez vedomosti
o svojej polohe v globálnom súradnicovom systéme. Lokálny súradnicový systém tak
slúži na vykonávanie lokálnych úloh viazaných na prostredie, v ktorom sa mobilný
robot pohybuje.
Súradnicový systém robota
Súradnicový systém robota je taký súradnicový systém, ktorého vzťažnú sústavu tvorí
telo mobilného robota. Tým pádom je poloha a orientácia mobilného robota v tomto
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systéme konštantná a časom sa nemení. Tento súradnicový systém je dôležitý pre fúziu
dát z viacerých senzorov, aby bolo možné uvažovať rôzne rozloženie senzorov na tele
robota.
Súradnicový systém senzora
V súradnicovom systéme senzora sú zachytené informácie daného senzora. Každý
senzor sa môže nachádzať na inom mieste na tele robota a z tohoto dôvodu má každý
senzor vlastný súradnicový systém.
Lokálny súradnicový systém, súradnicový systém robota a súradnicový systém senzora











Obr. 3.2: Ilustrácia súradnicových systémov. Súradnicový systém senzora (XS , YS , ZS) má
počiatok v tomto senzore (v stereokamere), súradnicový systém robota (XR, YR, ZR) má
počiatok v tele robota a lokálny súradnicový systém (XL, YL, ZL) ma počiatok v bode
počiatočnej polohy robota.
V rámci našej práce sa budeme zaoberať odhadom polohy vozidla len v lokálnom súrad-
nicovom systéme a pri tomto odhade využijeme prevody medzi súradnicovými systémami
senzorov, robota a lokálnym súradnicovým systémom. Keďže v našej práci využívame len
jeden senzor – stereokameru, ktorej súradnicový systém ďalej nazveme súradnicový systém
stereokamery. V jej súradnicovom systéme budú získavané rekonštruované polohy bodov
v trojdimenzionálnej scéne. Okrem toho sa stereokamera skladá z dvoch dielčích kamier,
ktoré slúžia na získavanie snímkov. Súradnicové systémy slúžiace na popis bodov v rámci
týchto snímkov budeme ďalej nazývať súradnicový systém ľavej snímky pre snímku získanú
ľavou kamerou a súradnicový systém pravej snímky pre snímku získanú pravou kamerou.
3.5 Zhrnutie kapitoly
V tejto kapitole sme si priblížili základné požiadavky na náš systém stereovízie. Taktiež sme
predstavili základný návrh tohoto systému na vyššej úrovni a vysvetlili sme si súradnicové




V tejto kapitole si priblížime spôsob zisťovania zmeny polohy mobilného robota pomocou
stereokamery. Zisťovanie zmeny polohy robota na princípe analýzy dát zo senzorov umiest-
nených na tele robota sa nazýva odometria [20].
4.1 Vizuálna odometria
Na odhadovanie zmeny pozície mobilného robota v lokálnom súradnicovom systéme je
v rámci našej práce využitá vizuálna odometria. Vizuálna odometria využíva dáta získané
z optických senzorov na odhadovanie zmeny polohy mobilného robota v čase [20]. V našom
prípade využijeme vyhľadávanie význačných bodov v snímkach stereokamery a ich následné
sledovanie v sérii za sebou nasledujúcich snímok.
Aby sme si vedeli ľahšie predstaviť, ako vlastne v takomto prípade funguje odhad zmeny
pozície mobilného robota pomocou sledovania význačných bodov, uvažujme mobilného ro-
bota, ktorý sa pohybuje v určitom prostredí. V tomto prostredí sa taktiež nachádza statický
objekt, ktorý nazveme míľnik. Tento míľnik vidí mobilný robot vďaka svojej stereokamere.
Pomocou obrazov tohoto míľnika v snímkach získaných ľavou a pravou kamerou stereoka-
mery je tento robot schopný pomocou princípov popísaných v kapitole 2 zistiť polohu tohoto
míľnika v rámci súradnicového systému stereokamery. Ďalej predpokladajme, že robot po-
zná presný vzťah medzi súradnicovým systémom stereokamery a súradnicovým systémom
robota a tak je schopný previesť pozorovanie scény pomocou stereokamery do súradnico-
vého systému robota (viď obrázok 4.1, vľavo – pôvodná pozícia robota). Takto robot získava
vedomosť o pozícii míľnika v súradnicovom systéme robota. Ďalej predpokladajme, že robot
považuje svoju počiatočnú polohu v tomto prostredí ako počiatok súradníc lokálneho sú-
radnicového systému. Taktiež predpokladajme, že robot pozná vďaka pozorovaniu míľnika
stereokamerou geometrický vzťah medzi stredom súradníc súradnicového systému robota
a míľnikom v tomto systéme, definovaný rotáciou a transláciou, ktoré sú spolu reprezento-
vané 4× 4 maticou G0.
Ak robot zmení svoju polohu v prostredí, takisto sa zmení aj relatívna poloha míľnika
v súradnicovom systéme robota (viď obrázok 4.1). Túto zmenenú polohu míľnika môže ro-
bot vnímať pomocou stereokamery a následne ju využiť na odhad vlastnej zmeny polohy P .
Taktiež predpokladajme, že robot pozná geometrický vzťah medzi stredom súradníc súrad-
nicového systému robota a míľnikom v tomto systéme, po zmene polohy robota, ktorý je















Obr. 4.1: Ilustrácia polohy robota v prostredí po zmene jeho polohy. Vľavo je zobrazená
situácia v lokálnom súradnicovom systéme a vpravo je zobrazená situácia v súradnicovom
systéme robota.
súradnicovom systéme platí:
P = G−11 ×G0 . (4.1)
Je potrebné si ale uvedomiť, že na to, aby takýto prístup fungoval, je potrebné poznať
nielen polohu míľnika ale aj jeho orientáciu. Ak uvažujeme, že pri sledovaní míľnikov v okolí
robota, vie robot o týchto míľnikoch získať len ich polohu, no orientáciu nie, tento prístup
využiť nemôžeme.
Keďže mobilný robot má v trojdimenzionálnom priestore až šesť stupňov voľnosti (tri
kartézske súradnice a tri eulerove uhly), informácie o zmene jedného sledovaného bodu
nestačia na presné zistenie zmeny polohy. Z tohoto dôvodu je potrebné sledovať viacero
bodov v prostredí. Pre jednoznačné určenie polohy a orientácie robota je potrebné poznať
aspoň tri body v priestore. Pri známej polohe jedného bodu robot stratí dva stupne voľnosti.
Pri známej polohe dvoch bodov robot stratí ďalšie dva stupne voľnosti a pri známej polohe
troch bodov robot stratí aj posledné dva stupne voľnosti a tak je možné presne určiť jeho
polohu v trojdimenzionálnom priestore [21].
4.2 Návrh
Nami navrhovaný systém stereovízie pre vizuálnu odometriu nebude využívať sledovanie
míľnikov, ale obecne akýchkoľvek prvkov pozorovanej scény stereokamerou, ktorých obrazy
na snímkach zachytených kamerami stereokamery predstavujú význačné body. Význačný
bod v snímke reprezentuje určitú zachytenú informáciu, ktorá je relevantná pre riešenie
ďalších problémov. V našom prípade sú pre naše riešenie vhodné také význačné body, ktoré
je možné sledovať v postupnosti snímok. Takéto význačné body sa nazývajú robustné, čo
znamená, že sú invariantné voči zmenám svetelných podmienok, rotácii, posunutiu, atď [9].
Základný princíp odometrie (viď obrázok 4.2) spočíva v detekcii a extrakcii význačných
bodov v oboch rektifikovaných snímkach získaných stereokamerou. Z takto získaných vý-
značných bodov sú vytvorené páry tak, aby v každom páre boli význačné body — jeden
detekovaný v snímke ľavej kamery a druhý detekovaný v snímke pravej kamery — predsta-
vujúce obraz toho istého bodu v scéne stereokamery. Následne sú tieto body reprojektované


























Obr. 4.2: Ilustrácia návrhu vizuálnej odometrie.
hľadaním vzájomnej korešpondencie reprojektovaných párov význačných bodov detekova-
ných v snímkach stereokamery, ktoré za sebou nasledujú v čase. Pomocou tejto vzájomnej
korešpondencie párov v čase je možné následne odhadnúť optimálnu geometrickú trans-
formáciu medzi vzájomne korešpondujúcimi pármi reprojektovaných význačných bodov,
a tak odhadovať zmenu polohy mobilného robota. Teraz si postupne podrobne popíšeme
jednotlivé fázy nami navrhnutej vizuálnej odometrie.
4.3 Vyhľadávanie a extrakcia význačných bodov
V tejto sekcii si vysvetlíme ako vizuálna odometria vyhľadáva a extrahuje význačné body
a aké algoritmy v rámci našej práci sú na toto využité. Každý význačný bod v je reprezen-
tovaný dvojicou (key, desc), kde key je kľúčový bod význačného bodu a desc je deskriptor
význačného bodu. Na to, aby sme získali popis všetkých význačných bodov v snímke, je
potrebné vykonať dva kroky [22]:
1. detekcia význačných bodov — reprezentuje metódy, ktoré na základe lokálnych
rozhodnutí v každom bode snímku určujú, či sa tam nachádza význačný bod da-
ného typu alebo nie. Výstupom tohto kroku je vektor kľúčových bodov. Kľúčový bod
určuje polohu význačného bodu, a prípadne jeho veľkosť orientáciu a ďalšie informácie.
Detekciu význačných bodov vykonávajú objekty, ktoré obecne nazývame detektory
význačných bodov.
2. extrakcia význačných bodov — je to špeciálny druh dimenzionálnej redukcie, kde
na vstupné dáta sú príliš veľké a redundantné na ďalšie efektívne spracovanie a tak je
potrebné ich spracovať tak, že výstupné dáta sú redukovanou reprezentáciou vstup-
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ných dát. Toto predstavuje proces, ktorý má na vstupe snímku a vektor kľúčových
bodov. V každom kľúčovom bode v snímke je zredukovaný (extrahovaný) počet dát
potrebných na popísanie dát obsiahnutých vrámci tohto kľúčového bodu v snímke.
Výstupom tohoto procesu je vektor deskriptorov. Deskriptor reprezentuje zreduko-
vané informácie popisujúce význačný bod.
Vizuálna odometria v tejto fáze obdrží od stereokamery dvojicu spracovaných a rekti-
fikovaných snímok reprezentujúcich stereosnímku. Obe tieto snímky sú analyzované a sú
v nich vyhľadané a extrahované význačné body. V rámci nášho systému stereovízie sme sa
rozhodli využiť viacero algoritmov na detekciu a extrakciu význačných bodov, aby sme ich
mohli vzájomne porovnať a dať užívateľovi nášho systému stereovízie možnosť si vybrať
jeden z použitých algoritmov v závislosti na vlastnostiach scény, svetelných podmienkach
a výpočtovom výkone stroja, na ktorom bude systém stereovízie použitý:
• detekcia a extrakcia algoritmom ORB [23]
• detekcia a extrakcia algoritmom SURF [24]
• detekcia algoritmom STAR [25, 26] a extrakcia algoritmom SURF
• detekcia algoritmom Good Features to Track [27] bez extrakcie deskriptorov, pričom
je analyzovaná len ľavá snímka
Ako ste si mohli všimnúť, pre algoritmus Good Features to Track nie je použitá žiadna
extrakcia hodnôt deskriptorov význačných a uvažuje sa u každého týmto algoritmom dete-
kovaného význačného bodu rovnaká hodnota deskriptorov. Táto skutočnosť je ale kompen-
zovaná špeciálnym prístupom pri párovaní bodov medzi korešpondujúcimi obrázkami, viac
informácií o tomto si prečítajte v sekcii 4.4.
4.4 Vytváranie párov
Tento krok algoritmu vizuálnej odometrie predstavuje riešenie problému korešpondencie
stereovízie, ktorý bol predstavený v sekcii 2.3. V tomto kroku vizuálnej odometrie sú vy-
tvárané páry význačných bodov v dvojici snímok zachytených v rovnaký časový okamih,
teda v rámci jednej stereosnímky. Pre každý takýto pár by malo platiť, že jeden význa-
čný bod v rámci páru je detekovaný v snímke ľavej kamery a druhý je detekovaný v snímke
pravej kamery, a zároveň tieto dva body predstavujú obraz toho istého bodu v scéne za-
chytenej stereokamerou. Vstupom do tohoto algoritmu sú dve množiny Vl a Vr, pričom
Vl je množina obsahujúca všetky detekované body v rektifikovanej snímke ľavej kamery
a množina Vr obsahuje všetky detekované body v rektifikovanej snímke pravej kamery.
V prípade význačných bodov detekovaných alebo extrahovaných algoritmy SURF, ORB
alebo STAR je postup vytvárania párov význačných bodov nasledujúci:




, kde vl ∈ Vl
a vr ∈ Vr, platí:
∀vx ∈ Vr : distd
(
vl, vr
) ≤ distd (vl, vx)
∀vy ∈ Vl : distd
(
vl, vr
) ≤ distd (vy, vr) , (4.2)
kde operátor distd (a, b) určuje vzájomnú vzdialenosť deskriptorov význačných bodov
a a b. V prípade použitia algoritmu SURF alebo STAR je vzdialenosť deskripto-
rov definovaná ako súčet štvorcov rozdielov odpovedajúcich si hodnôt deskriptorov1.
1Súčet štvorcov rozdielov nepredstavuje skutočnú metriku, no pre účely tejto aplikácie si s ním vystačíme.
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V prípade použitia algoritmu ORB je vzdialenosť deskriptorov definovaná ako Ham-
mingova vzdialenosť, čiže počet vzájomne si neodpovedajúcich hodnôt deskriptora.
2. Z takto vytvorených párov sa odfiltrujú páry, ktoré sa skladajú z význačných bodov
nenachádzajúcich sa na rovnakej epipolárnej priamke, čo je v rektifikovaných snímkach
vzájomne korešpondujúci riadok snímky.
V prípade význačných bodov detekovaných algoritmom Good Features to Track, je
z dôvodu identity deskriptorov (viď sekcia 4.3), ktoré majú tým pádom nulovú vzájomnú
vzdialenosť distd, použitý iný prístup. Na vyhľadanie odpovedajúcich si význačných bodov
v korešpondujúcich snímkach je v tomto prípade využitý algoritmus na výpočet optického
toku. Konkrétne je použitý iteratívny algoritmus Lucas-Kanade s pyramídami [28, 29],
pričom pre každý bod význačný bod vl v snímke z ľavej kamery je vyhladávaný odpovedajúci
bod v snímke z ľavej kamery v okolí, ktoré predstavuje odpovedajúci riadok v tejto snímke.




je vypočítaná poloha P jeho odpovedajúceho bodu
v trojdimenzionálnej scéne v súradnicovom systéme kamery pomocou vzťahu (2.9). Následne
je takto vypočítaná poloha prevedená do súradnicového systému robota nasledujúcim vzťa-
hom, kde MtoRobot je matica, ktorá reprezentuje geometrický vzťah medzi súradnicovými
systémami kamery a robota:
Probot = MtoRobot × P . (4.3)
Táto hodnota je uchovávaná pre každý vytvorený pár u.
4.5 Sledovanie bodov
Úlohou tejto časti algoritmu je zistiť asociácie (vzájomnú korešpondenciu) medzi pármi
význačných bodov detekovaných v snímkach zachytených v iných časových okamihoch, voľne
povedané
”
sledovať význačné body v čase“. V tomto prípade sme sa tiež rozhodli pre dva
rozdielne prístupy z dôvodov rozdielnej výpočetnej náročnosti.
4.5.1 Sledovanie bodov pomocou optického toku
Prvý prístup — výpočetne náročnejší — používa sledovanie význačných bodov priamo
v rektifikovaných snímkach zachytených kamerami. Na toto sa využíva iteratívny algorit-







detekovaných v snímke I li ľavej kamery a snímke I
r
i pravej kamery, kde i
reprezentuje poradové číslo snímky, je vypočítaný optický tok s bezprostredne predchádza-




i−1 je snímka zachytená ľavou kamerou a I
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i−1 je snímka
zachytená pravou kamerou. Ak sa podarí pre takýto pár vypočítať optický tok pre význačný
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i−1 sa nachádzajú vo svojich snímkach na vzájomne













v časovej postupnosti snímok. Takto získavame dvojicu o (ui, ui−1), ktorá repre-
zentuje vzájomne korešpondujúce body scény snímanej stereokamerou mobilného robota
v rôznych časových okamihoch. Takúto dvojicu nazývame korešpondujúce míľniky. Výstup
tohoto kroku algoritmu je množina korešpondujúcich míľnikov detekovaných v rámci dvojíc
snímok
(










. Ilustrácia popísaného prístupu je zobrazená na obrázku 4.3.
Pre každú dvojicu párov význačných bodov je vhodné si uchovávať nejakú informá-
ciu o tom, s akou určitosťou je robot istý o vedomosti, že táto dvojica párov reprezen-
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Obr. 4.3: Ilustrácia hľadania korešpondujúcich míľnikov pomocou optického toku. Ako mô-






sa podarilo spätne sledovať do predchádzajúcej













nepodarilo úspešne spätne sledovať, pretože body reprezentujúce výstup výpočtu optického
toku bli−1 a b
r
i−1 sa nenachádzajú na korešpondujúcom riadku snímky.
tuje rovnaký, existujúci bod v scéne pozorovaný stereokamerou. Na toto si zavedieme fun-
kciu distc (ui, ui−1)→ R, ktorú nazveme vzdialenosť charakteristík. Táto funkcia vyjadruje













získaných výpočtom optického toku dvojice ui:






+ q , (4.4)
kde distd je operátor predstavený v sekcii 4.4 a q je užívateľom definovaná kladná konštanta.
Pričítanie konštanty q má zmysel v nasledujúcich fázach algoritmu odometrie — predíde sa
tak deleniu nulou, v prípade nulovej vzdialenosti deskriptorov, a okrem toho táto konštanta
udáva aj dôležitosť vzdialeností deskriptorov v ďalších výpočtoch. Čím väčšia konštanta q
je, tým menšiu dôležitosť majú vzdialenosti deskriptorov pri vytváraní dvojíc význačných
bodov a odhadovaní polohy robota.
4.5.2 Sledovanie bodov podľa geometrickej vzdialenosti a deskriptorov
Druhý prístup prístup pri sledovaní bodov, je dynamickejší a je naviazaný na algoritmus
odhadovania geometrickej transformácie, ktorý je popísaný v sekcii 4.6. V tomto prístupe
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sa využíva asociácia párov význačných bodov detekovaných v sérii dvojíc snímok zo ste-
reokamery na základe ich vzdialeností deskriptorov a vzájomnej geometrickej vzdialenosti
pred každou iteráciou algoritmu na odhadovanie geometrickej transformácie. Algoritmus
využíva databázu Draw párov význačných bodov detekovaných v posledných niekoľko pred-
chádzajúcich snímkach zachytených stereokamerou. S týmito pármi význačných bodov sú
následne porovnávané páry význačných bodov detekovaných v novej dvojici snímok, ktoré







, kde umj ∈Mraw a udi ∈ Draw, pre ktoré platí:
∀x | x ∈Mraw =⇒ distc
(
udi , x
)× distr (udi , x) ≥ distc (udi , umj )× distr (udi , umj )






















kde distr (a, b) je funkcia vracajúca štvorec vzdialeností bodov Pa a Pb v trojdimenzionálnej
scéne ktoré vznikli reprojekciou párov význačných bodov a a b, a distc (a, b) je vzdialenosť









































kde distd je operátor predstavený v sekcii 4.4 a q je užívateľom definovaná kladná konštanta,
ktorá má rovnaký význam, ako vo vzťahu (4.4).
4.5.3 Odfiltrovanie podozrivých dvojíc
Na zachovanie robustnosti algoritmu je vhodné odfiltrovať podozrivé dvojice párov význa-
čných bodov, ešte pred odhadovaním zmeny polohy mobilného robota. Zaveďme si ďalšiu
funkciu dist (a, b), ktorá je definovaná nasledovne:
dist (a, b) = distc (a, b)× distr (a, b) , (4.7)
kde distc je fukciou uvedenou vo vzťahoch (4.4) a (4.6) a funkcia distr (a, b) je uvedená vo
vzťahu (4.5). Hodnota funkcie dist je vypočítaná pre každú dvojicu párov význačných bo-
dov, pričom je taktiež vypočítaná priemerná hodnota tejto funkcie dist a jej odchýlka distσ.
Následne pre ďalšie použitie pri výpočte zmeny polohy sú pripustené iba dvojice párov vý-
značných bodov (a, b), pre ktoré platí:
dist (a, b) < dist + n× distσ , (4.8)
kde n je kladné reálne číslo. V praktickom použití sa odporúča používať n = 3 (tzv. pravidlo
3-sigma, ktoré sa používa pri spracovaní pozorovaní). Dvojice párov význačných bodov,
ktoré pravidlo popísané vo vzťahu (4.8), nespĺňajú, sú ignorované.
4.6 Odhad zmeny polohy
Pre samotný odhad zmeny polohy medzi bezsprostredne za sebou nasledujúcimi dvojicami
snímok zo stereokamery je využitý nami modifikovaný ICP algoritmus. ICP (Iterative Clo-
sest Point) algoritmus, ktorého základná myšlienka bola predstavená v [30, 31] slúži na mi-
nimalizovanie rozdielov dvoch množín bodov. Jeho vstupom sú dve množiny bodov, ktoré sa
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snažíme zarovnať — jedna reprezentuje dáta a druhá model. Výstupom algoritmu je opti-
málna matica rotácie Rˆ a optimálny vektor translácie Tˆ , ktoré reprezentujú geometrickú
transformáciu, ktorú je potrebné aplikovať na modelovú množinu bodov, aby sme dosiahli
optimálne zarovnanie s dátovou množinou bodov. Princíp algoritmu je nasledujúci:
1. Vytvor dvojice bodov — Dvojice bodov sú vytvorené pomocou jedného z dvoch
prístupov popísaných v sekcii 4.5. V prípade vytvárania dvojíc pomocou algoritmu
optického toku nie je potrebné dvojice vytvárať po každej iterácii znovu, ale stačí len
odfiltrovať podozrivé páry.
2. Odhadni transformáciu — Odhad transformácie bodov modelovej množiny je vyko-
naný pomocou zarovnania ťažísk a singulárnej dekompozície korelačnej matice. Tento
krok je popísaný v podsekcii 4.6.1.
3. Transformuj body — Pomocou odhadnutých parametrov z predchádzajúceho kroku
sa transformujú body reprezentujúce páry význačných bodov detekovaných v najno-
všej dvojici snímok zachytených stereokamerou.
4. Opakuj — Iterácie algoritmu sa opakujú, dokým nie je splnená jedna z podmienok
na ukončenie algoritmu — minimálna priemerná veľkosť štvorcov vzdialeností medzi
jednotlivými transformovanými modelovými množinami bodov v dvoch za sebou na-
sledujúcich iteráciách alebo minimálna priemerná veľkosť štvorcov vzdialeností medzi
modelovou množinou a dátovou množinou. Algoritmus je obmedzený maximálnym
počtom iterácií.
V našej práci budeme potrebovať vypočítať transformáciu medzi dvoma množinami
bodov, pre ktoré okrem ich polohy v priestore bude známa aj ich charakteristika, repre-
zentovaná hodnotami deskriptorov. V nasledujúcej časti si predstavíme nami navrhovanú
úpravu algoritmu ICP, ktorá spočíva v úprave odhadovania transformácie na základe [32].
Vďaka našej úprave algoritmus pri odhadovaní transformácie berie do úvahy vzdialenosť
charakteristík distc jednotlivých dvojíc párov význačných bodov vo forme váh. Algoritmus
sa snaží čo najpresnejšie odhadnúť transformáciu tak, aby bola optimálnejšia pre dvojice
párov význačných bodov, ktoré majú menšiu vzdialenosť charakteristík.
4.6.1 Navrhnutý spôsob výpočtu transformácie
Nami navrhnutý spôsob výpočtu transformácie oproti klasickému prístupu umožňuje uva-
žovať pre každú dvojicu párov význačných bodov určitú váhu, odvodenú zo vzdialeností
deskriptorov význačných bodov, ktorá reprezentuje dôležitosť danej dvojice pri odhade
transformácie. Váhy jednotlivých dvojíc bodov sú obsiahnuté vo vektore váh W .
Nech máme množinu dvojíc párov význačných bodov O. Pre každú dvojicu oj (ui, ui−1)
párov význačných bodov ui a ui−1, pričom oj ∈ O, j = 1..N , môžeme reprojekciou páru
ui význačných bodov z najnovšej dvojice snímok stereokamery získať bod mj v trojdi-
menzionálnej scéne v súradnicovom systéme robota. Reprojekciou páru ui−1 význačných
bodov zo staršej dvojice snímok stereokamery, získame bod dj v trojdimenzionálnej scéne
v súradnicovom systéme robota. Nech:
dj = Rmj + T + Vj | dj ∈ D,mj ∈M, j = 1..N , (4.9)
kde R reprezentuje maticu rotácie, T reprezentuje vektor translácie a Vj reprezentuje vektor
šumu. Taktiež máme definovaný vektor váh W , ktorý má N prvkov, pričom wj ∈W je váha
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lačný vektor Tˆ je získaný ako rozdiel ťažísk dc a mc množín D a M :
Tˆ = dc −mc . (4.11)










Optimálna matica rotácie Rˆ môže byť získaná pomocou singulárnej dekompozície matice











dcj = dj − dc , mcj = mj −mc . (4.14)
Singulárna dekompozícia matice H je nasledujúca:
H = UΛV ∗ . (4.15)
Potom optimálna matica rotácie Rˆ je:
Rˆ = V U∗ . (4.16)
Takto získavame optimálny translačný vektor Tˆ a optimálnu maticu rotácie Rˆ, ktoré
predstavujú čiastočné riešenie.
4.6.2 Odhadovaná poloha
Ak vieme vypočítať zmenu polohy medzi dvoma bezprostredne za sebou nasledujúcimi dvo-
jicami snímok zo stereokamery, je možné takto odhadovať polohu mobilného robota v lo-
kálnom súradnicovom systéme. Ak predpokladáme, že matica Si−1 popisuje zmenu polohy
mobilného robota v lokálnom súradnicovom systéme z počiatočnej konfigurácie do konfigu-
rácie i − 1 v okamihu zachytenia predchádzajúcej dvojice snímok stereokamery, a tatkiež
vieme odhadnúť maticu Sδ popisujúcu zmenu polohy mobilného robota z konfigurácie i− 1
do konfigurácie i v okamihu zachytenia aktuálnej dvojice snímok stereokamery, je možné
vyjadriť maticu Si popisujúcu zmenu polohy mobilného robota v lokálnom súradnicovom
systéme z počiatočnej konfigurácie do konfigurácie i v okamihu zachytenia aktuálnej dvo-
jice snímok stereokamery a tak vyjadriť polohu robota v lokálnom súradnicovom systéme
nasledovne:
Si = Sδ × Si−1 , (4.17)
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pričom maticu Sδ je možné vypočítať pomocou optimálnej matice rotácie Rˆ a optimálneho
vektoru translácie Tˆ nasledovne:
Sδ =

Rˆ (0, 0) Rˆ (0, 1) Rˆ (0, 2) Tˆ [0]
Rˆ (1, 0) Rˆ (1, 1) Rˆ (1, 2) Tˆ [1]
Rˆ (2, 0) Rˆ (2, 1) Rˆ (2, 2) Tˆ [2]
0 0 0 1
 . (4.18)
4.7 Zhrnutie kapitoly
V tejto kapitole sme si povedali, ako náš systém stereovízie rieši vizuálnu odometriu, vy-
svetlili a priblížili sme si použité algoritmy a prezentovali sme vlastné riešenie určitých
problémov vizuálnej odometrie. Algoritmus vizuálnej odometrie sme navrhli tak, aby bol
čo najviac flexibilný, prispôsobiteľný na rôzne úrovne výpočtového výkonu, vlastností pro-
stredia a svetelné podmienky. Navrhnutý algoritmus vizuálnej odometrie je podrobne zo-
brazený na obrázku 4.4. Ak poznáme polohu mobilného robota v lokálnom súradnicovom
systéme, môžeme vytvárať lokálnu trojdimenzionálnu mapu pomocou stereovízie. Náš prí-
stup k riešeniu tohto problému si ukážeme v nasledujúcej kapitole 5.
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Obr. 4.4: Ilustrácia zobrazujúca kompletný navrhovaný algoritmus vizuálnej odometrie





V tejto kapitole si popíšeme nami navrhnutý algoritmus na tvorbu lokálnej mapy pomocou
stereovízie. V našom prípade sme sa rozhodli vytvárať lokálnu mapu v trojdimenzionál-
nom priestore, a tak umožniť správnu navigáciu mobilného robota v prostredí, v ktorom sa
nachádzajú tunely, mosty, nadchody alebo podchody, prípade viacpodlažné budovy a po-
dobne. V mape sa okrem polohy jednotlivých bodov okolia robota bude uchovávať aj ich
farba, čo umožní detekciu trávy alebo iných prekážok, ktorých hlavnou charakteristikou je
farba. Nami navrhnutý algoritmus tvorby lokálnej mapy môžeme rozdeliť na tri fázy:
1. Vytvorenie mapy disparity — viď sekcia 5.1.
2. Reprojekcia snímok stereovíze do obláčikov bodov v trojdimenzionálnom priestore
a ich spracovanie — viď sekcia 5.2.
3. Agregácia obláčikov bodov jednotlivých pozorovaní do lokálnej mapy — viď sekcia 5.3.
Zjednodušená schéma tohoto algoritmu je vyobrazená na obrázku 5.1. V nasledujúcich
sekciách si priblížime a vysvetlíme jednotlivé kroky tohoto algoritmu.
5.1 Mapa disparity
Proces tvorby mapy disparity pracuje nad rektifikovanými snímkami dvojice kamier. V pod-
sekcii 2.2.3 sme povedali, že v snímkach, ktoré prešli procesom rektifikácie sú obrazy pl a pr
nejakého bodu P v priestore vytvorené na rovnakom riadku. To znamená, že ak poznáme
polohu obrazu pl (xl, yl) v rektifikovanej snímke ľavej kamery, na presné určenie polohy ko-
rešpondujúceho obrazu pr (xr, yr) v pravej snímke nám postačí poznať vzájomné horizon-
tálne posunutie týchto obrazov v rámci daného riadku. Toto posunutie nazývame disparita
d a platí [10]:
d = xl − xr . (5.1)
Mapa disparity je dátová štruktúra, ktorá práve takéto vzájomné posunutie uchováva
pre pixely ľavej snímky kamery. Predstavme si ju ako dvojdimenzionálu maticu Dm s roz-
mermi snímky kamery, pričom jej hodnoty predstavujú disparitu d medzi obrazmi pl (xl, yl)
a pr (xr, yr) bodu P v priestore, vytvorené v rámci snímok ľavej a pravej kamery [33]:
Dm (xl, yl) = xl − xr . (5.2)
V prípade ak pre daný obraz pl (xl, yl) v snímke ľavej kamery sa nepodarilo nájsť korešpon-



























snímka ľavej kamery snímka pravej kamery
Obr. 5.2: Ilustrácia významu disparity v rektifikovaných snímkach. Šedý pruh reprezentuje
vzájomne odpovedajúci riadok.
platí:
Dm (xl, yl) = derr , (5.3)
kde derr je nejaká predom dohodnutá konštanta. Hodnota tejto konštanty závisí od použi-
tého algoritmu, jeho implementácie alebo parametrov. Takáto mapa disparity je vytvorená
pre každú dvojicu korešpondujúcich snímok získaných z kamier stereokamery. Na jej vytvo-
renie je možné použiť jeden z nasledujúcich algoritmov:
• Block Matching — algoritmus popísaný v [34].
• Semi-Global Block Matching — modifikácia algoritmu popísaného v [35, 36], viď do-
kumentáciu ku knižnici OpenCV1.
Oba tieto algoritmy sú založené na princípe porovnávania blokov snímok. Zatiaľ čo algo-
ritmus Block Matching porovnáva len bloky na korešpondujúcom riadku pomocou metriky
SAD (Sum of Absolute Difference) [9], kvôli čomu jeho výstupy nemusia byť dostatočne
kvalitné, algoritmus Semi-Global Block Matching využíva porovnávanie blokov v štyroch,
prípadne ôsmych smeroch, pričom využíva Birchfield-Tomasi sub-pixel metriku popísanú
v [37], čo dáva dobré predpoklady na kvalitné výstupy. Na druhej strane, jednoduchosť
algoritmu Block Matching sa prejavuje na jeho najväčšej výhode – rýchlosti.
1Dokumentácia knižnice OpenCV bola v čase písania práce prístupná na: http://opencv.itseez.com/.
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5.2 Obláčiky bodov v trojdimenzionálnom priestore
V tejto fáze tvorby lokálnej mapy bude vytvorený obláčik bodov reprezentujúci zachytenú
scénu v dvojici snímok. Tento obláčik nemusí byť dokonalý, a preto je potrebné ho prefil-
trovať a pripraviť na vloženie do lokálnej mapy.
5.2.1 Reprojekcia
Keď máme vypočítanú mapu disparity Dm pre dvojicu snímok (Il, Ir) získaných kamerami
stereokamery, môžeme snímok Il zachytený ľavou kamerou, reprojektovať do trojdimenzi-
onálneho súradnicového systému stereokamery pomocou vzťahu, založeného na rovnici (2.9)














kde výsledná poloha reprojektovaného bodu v súradnicovom systéme stereokamery je vy-
počítaná ako Pcam3D = (X/W,Y/W,Z/W ). Ak poznáme maticu MtoRobot, ktorá reprezen-
tuje geometrický vzťah medzi súradnicovým systémom stereokamery a robota, a taktiež
poznáme polohu mobilného robota v lokálnom súradnicovom systéme, v okamihu zachy-
tenia aktuálnej dvojice snímok, vyjadrenú maticou Si, ktorá bola vypočítaná vizuálnou















kde výsledná poloha reprojektovaného bodu v lokálnom súradnicovom systéme je vyjadrená
ako Plocal3D = (X/W,Y/W,Z/W ).
Takýmto spôsobom sú reprojektované všetky body snímky Il, pre ktoré hodnota dis-
parity nenadobúda hodnotu derr, viď vzťah (5.3), a vzniká tak obláčik bodov v trojdimen-
zionálnom priestore v lokálnom súradnicovom systéme, ktorý reprezentuje rekonštruovanú
scénu snímanú stereokamerou. Takýto obláčik bodov nazveme surovým obláčikom Os. Ka-
ždý bod surového obláčika okrem svojej polohy nesie aj informáciu o farbe objektu v scéne,
ktorý reprezentuje.
5.2.2 Filtrácia
Keďže algoritmy na výpočet mapy disparity nemusia vždy vytvárať dokonalé a presné mapy
disparity, je vhodné surový obláčik Os reprezentujúci scénu prefiltrovať a pokúsiť sa tak
odstrániť zhluky bodov spôsobené nesprávnymi odhadmi hodnôt disparity, čím by mala byť
dosiahnutá robustnosť systému. Nami navrhnuté riešenie tohoto filtrovania je nasledovné:
1. Na surový obláčik Os je aplikovaný rasterizačný voxelový filter, ktorého výstupom je
rasterizovaný obláčik Or, ktorého hustota by mala byť normalizovaná v celom poža-
dovanom priestore viditeľnosti. Týmto krokom sa predíde rozdielnej hustote obláčika
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bodov pre zachytené body v rozličných vzdialenostiach od stereokamery. Rasteriza-
čný voxelový filter pracuje tak, že pre každý bod p rasterizovaného obláčika Or, ktorý
náleží voxelu v rasterizačného voxelového filtra, platí:
p = avg (v) , (5.6)
kde avg (v) predstavuje funkciu, ktorá vypočíta priemernú hodnotu polohy (ťažisko)
a farby bodov surového obláčika Os, ktoré sa nachádzajú v rozmedzí voxelu v rasteri-
začného voxelového filtra. Veľkosť voxelov rasterizačného filtra by mala byť relatívne
malá (okolo dva až tri centimetre), aby sa zamedzilo príliš veľkej redukcii dát.
2. Rasterizovaný obláčik Or je následne prefiltrovaný voxelovým filtrom obsadenosti.
Výstup voxelového filtra obsadenosti sa nazýva prefiltrovaný obláčik Op. Pre každý
bod p prefiltrovaného obláčiku Op platí, že počet bodov rasterizovaného obláčiku Or,
ktoré spadajú do rovnakého voxelu voxelovho filtra obsadenosti ako bod p, je väčší ako
medzná hodnota t, ktorú nazývame prah obsadenosti. Úlohou tohto filtra je odstrániť
zhluky bodov v rasterizovanom obláčiku Or, ktoré vznikli nesprávnym odhadom hod-
noty disparity. Preto je vhodné aby prah obsadenosti t a veľkosť voxelov tohoto filtra
bola dostatočná na to, aby boli takéto zhluky bodov odfiltrované. Veľkosť voxelov
tohto filtra závisí od kvality výstupov algoritmov na tvorbu mapy disparity. Veľkosť
voxelov voxelového filtra obsadenosti musí byť väčšia než veľkosť voxelov rasteriza-
čného voxelového filtra, inak jeho použitie nemá význam.
3. Prefiltrovaný obláčik Op je nakoniec voxelizovaný voxelizačným filtrom. Výstupom
tohoto filtru je takzvaná voxelová mapa pozorovania V m, ktorá sa skladá z voxelov.
Každý voxel vm tejto mapy nesie okrem informácie o priemernej polohe bodov prefil-
trovaného obláčika Op spadajúcich do tohoto voxela (viď vzťah (5.6)) aj počet bodov,
ktoré do neho spadajú, priemernú farbu týchto bodov a vektor ich rozptylu. Vektor
rozptylu predstavuje rozptyly polôh bodov prefiltrovaného obláčika Op spadajúcich
do voxela v jednotlivých osiach. Veľkosť a rozloženie voxelov tohoto filtra je rovnaké
ako veľkosť a rozloženie voxelov lokálnej mapy.
Výstupom filtrácie je voxelová mapa pozorovania V m, ktorá je následne vložená do lokálnej
mapy.
5.3 Lokálna mapa
Lokálna mapa je dátová štruktúra, ktorá uchováva informácie predstavujúce vedomosti
mobilného robota o jeho okolí. Najdôležitejšou úlohou lokálnej mapy je pomôcť mobilnému
robotovi plánovať cestu, uchovávať informácie o statických prekážkach, schodnosti terénu
a celkovo, rozložení objektov v okolí.
Lokálna mapa nášho systému stereovízie uchováva informácie o okolí pomocou voxe-
lovej reprezentácie. Každý voxel lokálnej mapy nesie agregované informácie z viacerých
pozorovaní:
• Ťažisko — predstavuje priemernú polohu všetkých bodov snímaných stereovíziou
v rámci voxelu
• Vektor rozptylu — trojdimenzionálny vektor, ktorý udáva rozptyl polôh všetkých
bodov snímaných stereovíziou v rámci voxelu v odpovedajúcich osách trojdimenzi-
onálneho priestoru.
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• Farba voxelu — reprezentuje priemernú farbu všetkých snímaných bodov spadajú-
cich do voxelu
• Počet bodov — reprezentuje počet všetkých bodov spadajúcich do voxelu
• Hodnotenie voxelu — predstavuje informáciu o tom, či je voxel považovaný za ob-
sadený alebo voľný a s akou istotou je táto informácia prezentovaná.
Jednotlivé voxely sú uchovávané v oktálovom strome. Oktálový strom (niekedy sa ozna-
čuje aj ako octree) je dátová štruktúra, ktorá sa používa na efektívnu reprezentáciu voxelo-
vých údajov. Reprezentuje abstrakciu priestoru tým, že priestor je delený do oblastí tvaru
kocky. Tieto kocky môžu byť delené na ďalšie menšie kocky, ktorých hrany majú polovičnú
veľkosť ako ich nadradená kocka. Takto môže byť priestor v rámci jednej kocky rozdelený
na ďalších osem kociek až dokým sa nedosiahne určitá maximálna hĺbka delenia priestoru.
Takéto rozdelenie priestoru je uchovávané vo forme stromu, kde každý uzol reprezentuje
kocku. Potomkovia každého uzla reprezentujú kocky, na ktoré sa tento uzol delí (viď ob-
rázok 5.3). Výhodou oktálového stromu je rýchly prístup k jednotlivým voxelom priestoru
a schopnosť dynamicky prispôsobovať svoju hĺbku pri zmene veľkosti ním popisovaného




Obr. 5.3: Ilustrácia oktálového stromu (prevzaté z [38]).
Informácie do lokálnej mapy sú zanášané z voxelovej mapy pozorovania V m, ktorá je
výsledkom filtrácie reprojektovaného snímku pomocou mapy disparity, viď sekcia 5.2. Toto
vkladanie informácií nazývame agregácia.
5.3.1 Agregácia informácií
Nami navrhnutá agregácia informácií umožňuje uchovávať informácie o obsadenosti a vlast-
nostiach obsadených voxelov v rámci lokálnej mapy a taktiež, pomocou princípu vrhania
lúčov medzi kamerou a pozorovanými obsadenými voxelmi voxelovej mapy pozorovania
V m, zaznamenáva informácie o voľnom priestore. Voxely voxelovej mapy pozorovania V m
sú označené ako dynamická prekážka, ak sa nachádzajú na mieste, kde sa podľa lokálnej
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mapy nachádza voľný priestor. Pre každý obsadený voxel lokálnej mapy sa uchovávajú in-
formácie aj o rozptyle bodov pozorovaní v rámci daného voxelu pre lepší popis prostredia
pri veľkých rozmeroch voxelov lokálnej mapy. Agregácia informácií do lokálnej trojdimen-
zionálnej mapy z voxelovej mapy pozorovania V m je vykonávaná pre každý voxel vm ∈ V m
nasledovne:
1. V rámci lokálnej mapy sa vyhľadá voxel vl, ktorý sa nachádza na rovnakom mieste,
ako voxel vm voxelovej mapy pozorovania. Ak voxel vl neexistuje, je vytvorený a ini-
cializovaný. Inicializácia voxelu vl spočíva v tom, že sa jeho hodnotenie rateli a počet
bodov nli nastaví na nulu.
2. Aktualizuje sa hodnotenie rateli voxelu v
l, pomocou princípu logOdds popísanom





m, lmin), lmax) , (5.7)
kde rateli je nové hodnotenie voxelu v
l, rateli−1 je pôvodné hodnotenie voxelu v
l a nm
je počet bodov voxelu vm. Ak je nové hodnotenie rateli menšie než nula, algoritmus
preskočí na krok 5 a signalizuje voxel vm ako pohyblivú prekážku, inak pokračuje
krokom 3.
3. Aktualizuje sa vektor rozptylu ~varl voxelu vl. Nech V arli−1 (X) je pôvodná hodnota
vektora rozptylu ~varl bodov voxelu vl v smere osi x. Táto hodnota je aktualizovaná
tak, že nová hodnota V arli (X) je:











kde nm je počet bodov voxelu vm, E(X)m je poloha ťažiska voxelu vm v ose x, E(X)l





+ V arl (X)i−1
E(X2)m = (E (X)m)2 + V arm (X) ,
(5.9)
kde varl (X)i−1 je pôvodná hodnota vektora rozptylu ~var
l bodov voxelu vl v smere
osi x a varm (X) je hodnota vektora rozptylu ~varm bodov voxelu vm v smere osi x.
Takýmto spôsobom sú aktualizované všetky dimenzie vektoru ~varl.
Tieto vzťahy vyplývajú zo skutočnosti, že rozptyl V ar(X) nejakej náhodnej premen-
nej X je možné určiť ako:
V ar(X) = E
[
X2
]− (E[X])2 , (5.10)




je aritmetický priemer štvorcov hodnôt premennej X.
4. Aktualizuje sa ťažisko, farba a počet bodov voxelu vl. Nová poloha ťažiska cli voxelu
vl je určená nasledovne:
cli =




kde cli−1 je pôvodná poloha ťažiska voxelu v
l, cm je priemerná poloha bodov pozoro-
vania v rámci voxelu vm a nm je počet bodov voxelu vm. Obdobne je vypočítaná aj






kde nli−1 je pôvodný počet bodov voxelu v
l a nm je počet bodov voxelu vm.
5. Pre každý voxel vk 6≡ vl lokálnej mapy, ktorý leží na úsečke vymedzenej bodmi re-
prezentujúcimi polohu stereokamery a polohu voxelu vl je znížené jeho hodnotenie
pomocou princípu logOdds s obmedzením minimálnej hodnoty lmin a maxilmálnej
hodnoty lmax. Ak úsečka prechádza miestom, v ktorom sa žiadny voxel nenachádza,
je v tomto mieste vytvorený a inicializovaný nový voxel vk. Pre všetky voxely nachá-
dzajúce sa na tejto priamke je ich hodnotenie upravené nasledovne:
rateki = min(max(rate
k
i−1 − nm, lmin), lmax) , (5.13)
kde rateki je nové hodnotenie voxelu v
k a rateki−1 je pôvodné hodnotenie voxelu v
k
a nm je počet bodov voxelu vm. Takýmto spôsobom sa dáva najavo, že na priamke
medzi kamerou a pozorovaným objektom by mal byť voľný priestor.
Takáto agregácia umožňuje jasne oddeliť reprezentáciu priestoru, ktorý je obsadený, vo-
ľný alebo nepozorovaný. Obsadený priestor má hodnotenie voxelu blížiace k maximálnej
hodnote lmax hodnotenia voxelu. Čím väčšie je hodnotenie voxelu, tým s väčšou určito-
sťou môžeme hovoriť o tomto voxele ako o obsadenom voxele lokálnej mapy. Voľný priestor
má hodnotenie voxelu blížiace k minimálnej hodnote lmin hodnotenia voxelu. Čím nižšie je
hodnotenie voxelu, tým s väčšou určitosťou môžeme hovoriť o tomto voxele ako o voľnom vo-
xele lokálnej mapy. Nepozorovaný priestor je reprezentovaný tými oblasťami lokálnej mapy,
pre ktoré neexistuje voxel v rámci oktálového stromu.
5.4 Zhrnutie kapitoly
V tejto kapitole sme si predstavili a priblížili nami navrhované riešenie tvorby lokálnej
trojdimenzionálnej mapy pomocou systému stereovízie. Reprezentácia okolitého priestoru
pomocou rozdelenia priestoru na voxely uchovávané v oktálovom strome dáva dobré pred-
poklady na efektívne využívanie tejto lokálnej mapy pre navigáciu mobilného robota. Vďaka
trojdimenzionálnej lokálnej mape je mobilný robot, okrem získavania informácií o polohe
objektov v priestore, schopný si tieto informácie uchovávať a pracovať s nimi, čím spĺňa




Táto kapitola sa venuje implementácii systému stereovízie. Najprv si popíšeme využité
knižnice, následne načrtneme architektúru implementácie tohoto systému, priblížime si uží-
vateľské rozhranie a konfiguráciu systému.
6.1 Využité knižnice
Systém stereovízie sme implementovali pomocou programovacieho jazyka C++, pričom
sme sa rozhodli využiť framework Qt R© [41, 42]. Základnou výhodou tohoto frameworku
je vysoká prenositeľnosť, podpora jednoduchej tvorby grafického užívateľského rozhrania
a najmä prítomnosť signál–slot mechanizmu implementovaného v rámci triedy QObject.
Framework Qtje distribuovaný súčasne v troch verziách — v komerčnej verzii so stálou tech-
nickou podporou a v dvoch voľných verziách, líšiacich sa iba použitou licenciou GNU GPL1
verzie 3 alebo GNU LGPL2 verzie 2. Na tomto frameworku stojí kostra celého systému
stereovízie a jeho grafické rozhranie. Pre spracovanie obrazu a ovládanie kamier sme vy-
užili knižnicu OpenCV (Open Computer Vision library). Na prácu s obláčikmi bodov sme
využili knižnicu PCL (The Point Cloud Library), ktorá poskytla taktiež základ pre štruk-
túru oktálového stromu. Knižnicu VTK (The Visualization Toolkit) slúžila na vytváranie
trojdimenzionálnych vizualizácií. Pre vykonávanie výpočtov na grafickej karte bola využitá
knižnica CUDA SDK (Compute Unified Device Architecture Software Development Tool-
kit).
Systém bol implementovaný v rámci operačného systému Microsoft R© Windows R© 7, 64-
bit. Napriek tomu, že systém stereovízie bol implementovaný len na jednom type operačného
systému je tu predpoklad, že tento systém stereovízie je možné použiť aj na iných hlavných
typoch operačných systémov, ako napríklad Mac R© OS XTM alebo Linux, keďže framework
Qt a všetky využité knižnice sú multiplatformné.
6.2 Architektúra
Architektúra celého systému stojí na princípe signál–slot mechanizmu implementovaného
pomocou modulu QObject z frameworku Qt. Vďaka tomuto je možné jednoducho dosiahnuť
1Znenie licencie GNU GPL si môžete prečítať po navštívení nasledujúceho odkazu: http://www.gnu.
org/licenses/gpl.html.
2Znenie licencie GNU GPL si môžete prečítať po navštívení nasledujúceho odkazu: http://www.gnu.
org/copyleft/lesser.html.
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multi-vláknový systém, kde navzájom komunikujúce objekty sú afinné k rôznym vláknam.
Diagram ilustrujúci dôležité triedy, reprezentujúce časti systému stereovízie od komuni-
kácie s hardvérom až po výsledky, ktoré môžu byť predávané vyššej vrstve – navigácii,
a vzájomnú komunikáciu objektov týchto tried, je vyobrazený na obrázku 6.1. Triedy re-
prezentujúce jednotlivé kroky algoritmu systému stereovízie dedia z triedy QObject, ktorá
im umožňuje prácu v oddelených vláknach pomocou triedy QThread a umožňuje využiť sys-
tém odosielania dát signálmi a prijímania dát slotmi. Dáta sú predávané medzi jednotlivými
triedami pomocou systému chytrých ukazovateľov QSharedPointer.
6.2.1 Popis dôležitých tried
SStereoCamera
Trieda SStereoCamera predstavuje abstrakciu stereokamery. Jej úlohou je spravovať jed-
notlivé kamery stereokamery a zachytávať nimi snímky. Na túto úlohu využíva triedu
cv::VideoCapture z knižnice OpenCV, ktorá poskytuje unifikovaný wrapper k rôznym
druhom kamier a taktiež umožňuje prehrávanie video súborov. Po získaní snímok odstráni
ich skreslenie, rektifikuje ich a vytvorí inštanciu triedy SStreoImage, ktorá reprezentuje
stereosnímku, pozostávajúcu z dvojice rektifikovaných snímok získaných z ľavej a pravej
kamery stereokamery. Táto stereosnímka je následne predaná k ďalšej analýze pomocou
signál–slot mechanizmu.
SPOIDetector a SPOIDetectorWithFlow
Tieto dve triedy slúžia na detekciu význačných bodov v stereosnímkach, vytvorenie ich pá-
rov a reprojekciu týchto párov do trojdimenzionálneho priestoru. Počas behu programu sa
využíva len jedna z týchto tried, v závislosti od požadovaného sledovania bodov. Ak užívateľ
chce využiť pri sledovaní bodov vytváranie dvojíc v závislosti od ich geometrickej vzdia-
lenosti a vzdialenosti deskriptorov (viď podsekcia 4.5.2), využíva sa trieda SPOIDetector.
Ak chce užívateľ využiť pri sledovaní bodov vytváranie dvojíc pomocou optického toku (viď
podsekcia 4.5.1), využije sa trieda SPOIDetectorWithFlow. Pre vyhľadávanie a extrahova-
nie význačných bodov sa používajú korešpondujúce triedy knižnice OpenCV. Vyhľadané
body sú následne spárované pomocou prístupu popísaného v sekcii 4.4. Tieto informácie sú
následne zabalené do inštancie triedy S3DPointsOfInterest a predané pomocou signál–slot
mechanizmu do objektu triedy SPositionEstimator.
SPositionEstimator
Trieda SPositionEstimator vykonáva odhad polohy vozidla v lokálnom súradnicovom sys-
téme. Využíva pri tom modifikáciu ICP algoritmu, ktorú sme uviedli v sekcii 4.6. Na svoju
prácu vyžaduje register párov význačných bodov zo série posledných snímok reprezentovaný
objektom triedy SPositionRegister, ktorý dokáže vytvárať dvojice párov význačných bo-
dov podľa geometrickej vzdialenosti a vzdialenosti deskriptorov (viď podsekcia 4.5.2). V prí-
pade ak sa páry význačných bodov sledujú pomocou optického toku (viď podsekcia 4.5.1),
využije sa objekt triedy SPointRegisterWithFlow, ktorý dokáže pracovať s dvojicami pá-
rov význačných bodov odhadnutých pomocou optického toku v bezprostredne za sebou
nasledujúcich snímkach. Výstup výpočtu polohy v lokálnom súradnicovom systéme je zaba-
lený do objektu triedy SVisionPosition a následne je predaný vrstve navigácii mobilného
































































Trieda SDepthMapGenerator zapúzdruje v sebe oba algoritmy výpočtu mapy disparity.
Objekt tejto triedy obdrží pozorovanie vo forme inštancie triedy SStereoImage. Na vytvo-
renie mapy disparity je využitý objekt jednej z tried cv::StereoBM reprezentujúcej Block
Matching algoritmus a cv::StereoSGBM reprezentujúcej Semi-Global Block Matching al-
goritmus (viď sekcia 5.1), ktoré sú súčasťou knižnice OpenCV. V prípade mapy disparity
získanej Semi-Global Block Matching algoritmom je potrebné previesť celú mapu disparity
z celočíselnej reprezentácie do reprezentácie pomocou reálnych čísel a jednotlivé hodnoty
disparity vydeliť koeficientom 16, pretože pre optimalizáciu výpočtu mapy disparity v prí-
pade tohoto algoritmu sú výsledné hodnoty disparity celočíselné a vynásobené hodnotou 16,
aby bola dosiahnutá zmysluplná presnosť. Vypočítaná mapa disparity je následne zabalená
do objektu triedy SDepthMap, ktorý je následne predaný na ďalšie spracovanie pomocou
vyslania signálu.
SDepthMapProjector
Objekt triedy SDepthMapProjektor slúži na reprojekciu snímky ľavej kamery pomocou
mapy disparity do trojdimenzionálneho priestoru lokálneho súradnicového systému podľa
postupu opísanom v podsekcii 5.2.1. Mapa disparity spolu so snímkou ľavej kamery je obd-
ržaná pomocou slotu pre triedu SDepthMap. Na reprojekciu do lokálneho súradnicového
systému je taktiež potrebné poznať pozíciu vozidla v tomto súradnicovom systéme. Táto
pozícia je obdržaná pomocou slotu pre triedu SVisionPosition. Pre urýchlenie reprojekcie
je možné reprojektovať len mriežku definovanú jej hustotou v oboch osách snímky. Pre ka-
ždý reprojektovaný bod ľavej snímky je vykonaná kontrola, či sa nenachádza príliš ďaleko
od mobilného robota, keďže odhady hodnôt disparity vzdialených bodov môžu byť výrazne
nepresné hlavne pri použití nekvalitných kamier. Reprojekciou snímky vznikne obláčik bo-
dov, ktorý je zabalený do objektu triedy SProjectedVision a odoslaný pomocou signálu
pre ďalšie spracovanie.
SVisionFilter
Objekt triedy SVisionFilter slúži na prefiltrovanie nedokonalých obláčikov bodov pozo-
rovania obdržaných pomocou slotu pre SProjectedVision. Filtrácia je vykonávaná podľa
postupu v podsekcii 5.2.2. Prvý krok filtrácie pomocou rasterizačného voxelového filtra je
vykonaný pomocou inštancie triedy pcl::VoxelGrid z knižnice PCL, ktorej výstup re-
prezentuje rasterizovaný obláčik. Druhý krok filtrácie — filtrovanie pomocou voxelového
filtra obsadenosti — je vykonaný pomocou vytvorenia oktálového stromu pre rasterizo-
vaný obláčik pomocou triedy pcl::octree::OctreePointCloudPointVector z knižnice
PCL. Následne sú prejdené všetky listy tohoto stromu, reprezentujúce voxely, a do prefil-
trovaného obláčiku sú vložené len tie body rasterizovaného obláčiku, ktoré spadajú do vo-
xela oktálového stromu s dostatočnou obsadenosťou. Posledný krok filtrácie — voxelizácia
a vypočítanie hodnôt voxelovej mapy pozorovania — je vykonaný pomocou objektu triedy
pcl::VoxelGridCovariance taktiež z knižnice PCL. Tento objekt taktiež reprezentuje vý-
sledok filtrácie a je vložený do objektu triedy SFilteredStereoVision, ktorý je predaný
pomocou signálu pre ďalšie spracovanie.
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SLocalMap
Trieda SLocalMap predstavuje základné rozhranie pre prácu s lokálnou trojdimenzionálnu
mapou. Po obdržaní pozorovania SFilteredStereoVision, toto rozloží na jednotlivé ob-
sadené voxely a tie postupne vkladá do lokálnej mapy, pričom sú detekované pohyblivé
prekážky. Pre každý voxel pozorovania je vložená informácia o obsadenosti na jeho mieste
v lokálnej mape a následne signalizovaný voľný priestor na úsečke medzi týmto voxe-
lom a polohou kamery. Detekované pohyblivé prekážky sú zabalené do objektu triedy
SVisionDynamicObstacles a emitované signálom. Následne je získaný popis celej lokál-
nej mapy, jej obsadených aj voľných voxelov. Tento popis je zabalený do objektu triedy
SLocalMapObservation, ktorý je taktiež emitovaný pomocou signálu.
OctreeLocalMap
Trieda OctreeLocalMap, narozdiel od predchádzajúcich opísaných tried odvodených od triedy
QObject z frameworku Qt, dedí od triedy pcl::octree::OctreePointCloud z knižnice
PCL. Táto trieda reprezentuje dátovú štruktúru lokálnej mapy pomocou oktálového stromu.
Informácie o voxeloch lokálnej mapy sú uchovávané v rámci listových uzlov tohoto stromu.
Trieda poskytuje metódy na vkladanie prekážok a následnú detekciu pohyblivých prekážok,
vkladanie informácií o voľnom priestore a metódu pre získanie celého popisu lokálnej mapy.
Trieda je optimalizovaná pre čo najvyššiu výpočtovú efektivitu.
6.2.2 Výpočet na grafickej karte
Ako sme spomenuli, niektoré náročnejšie výpočty sme sa rozhodli vykonávať pomocou čipu
na grafickej karte. Na toto sme využili vstavanú podporu knižnice CUDA v rámci knižnice
OpenCV. Keďže staršie verzie knižnice CUDA nepodporujú predávanie dát v rámci multiv-
láknových procesov a v našej implementácii využívame viacero vlákien, rozhodli sme sa vy-
tvoriť wrapper pre volania metód a funkcií využívajúce túto knižnicu. Tento wrapper je re-
prezentovaný triedou GpuCVManager. Táto trieda obsahuje statické metódy, ktoré poskytujú
jednoduché rozhranie a zároveň zaručuje všetko vykonávanie výpočtov pomocou grafickej
karty v rámci jedného vlákna. Toto vlákno reprezentované objektom triedy GpuCVThread,
ktorého metódy sú vykonávané pomocou signál–slot mechanizmu frameworku Qt. Pre re-
prezentáciu dát uchovaných v pamäti grafickej karty sú vytovrené triedy GpuCVFlowPyrLK
(trieda pre výpočet optického toku), GpuCVOrbDetector (trieda pre vyhľadávanie význa-
čných bodov pomocou algoritmu ORB), GpuCVSurfDetector (trieda pre vyhľadávanie vý-
značných bodov pomocou algoritmu SURF), GpuCVStereoBM (trieda pre výpočet mapy
disparity pomocou algoritmu Block Matching) a GpuCVMat, ktorá reprezentuje obrazové
dáta. Aby bolo možné ľahko prevádzať obrazové dáta z grafickej karty do operačnej pamäte
počítača a opačne, vytvorili sme triedu SHybridImage. Táto vykonáva automatický prevod
medzi objektom triedy GpuCVMat a cv::Mat z knižnice OpenCV.
6.2.3 Rozhranie
Základné grafické rozhranie aplikácie je vytvorené pomocou modulu QtGui frameworku Qt.
Rozhranie je rozdelené na jednotlivé bloky, kde každý blok reprezentuje určitý funkčný
celok systému, pričom je možné zobraziť výsledky takéhoto celku. Trojdimenzionálne vizu-
alizácie sú vytvárané pomocou triedy pcl::PCLVisualizer z knižnice PCL, ktorá na svoju
prácu vyžaduje knižnicu VTK. Aby bolo možné zobraziť vizualizácie v rámci rozhrania
38
Obr. 6.2: Ukážka grafického rozhrania aplikácie systému stereovízie. Vľavo dole je základné
okno rozdelené na jednotlivé moduly. Ďalej sú otvorené okná zobrazujúce vizualizáciu vý-
stupu filtrácie obláčikov pozorovania (vľavo hore), vizualizácia lokálnej mapy (v strede hore)
a páry význačných bodov v korešpondujúcich snímkach (vpravo).
vytvoreného frameworkom Qt, je využitá trieda QTKWidget. Táto trieda umožňuje umiest-
nenie vizualizačnej plochy knižnice VTK medzi prvky grafického rozhrania frameworku Qt.
Pre vizualizáciu dvojdimenzionálnych dát je využitý prevod medzi triedou cv::Mat knižnice
OpenCV a triedou QImage z frameworku Qt. Obsah tejto triedy je následne zobraziteľný
pomocou triedy QLabel taktiež z frameworku Qt. Ukážka rozhrania je zobrazená na ob-
rázku 6.2.
Konfigurácia
Konfigurácia systému stereovízie je vykonávaná pomocou konfiguračného súboru reprezen-
tujúceho jednotlivé nastavenia celkov tohoto systému. Tento konfiguračný súbor je automa-
ticky vytvorený a je rozdelený do sekcií, ktoré obsahujú jednotlivé nastavenia prvkov sys-
tému, ktoré je možné modifikovať. Tento konfiguračný súbor je vytvorený, načítaný a spra-
vovaný pomocou triedy QSettings z frameworku Qt. Objekt tejto triedy je vytvorený počas
spustenia aplikácie, následne je ním spracovaný konfiguračný súbor. Referencia na tento ob-




V tejto kapitole sme si priblížili implementáciu nami navrhovaného systému stereovízie. Im-
plementácia celého systému v rámci projektu frameworku Qt obsahuje definície až 50 tried.
Implementácia je závislá na knižniciach OpenCV, PCL, VTK a CUDA SDK a ich závis-
lostiach, vďaka čomu je dodržaná prenositeľnosť celého systému. Implementované grafické
rozhranie poskytuje možnosť sledovania práce tohoto systému. Parametre jednotlivých die-




V tejto kapitole si priblížime testovanie nami navrhovaného systému stereovízie, ktorým
overíme jeho funkčnosť. Najprv overíme správne fungovanie jednotlivých prvkov systému
a potom analyzujeme správanie celého systému v reálnych prostrediach.
Systém stereovízie sme sa rozhodli otestovať v rozličných prostrediach (viď obrázok 7.1).
Na otestovanie fungovania systému stereovízie v interiéri sme vytvorili záznam s názvom
Študentská izba, v ktorom stereokamera postupne sníma celú izbu až pokým sa neotočí
o 360 stupňov. Izbu je osvetlená umelým svetlom. Ďalšie záznamy boli vytvorené v exte-
riéri. Záznam Chodník cez les slúži na otestovanie funkčnosti tohoto systému na rozhraní
dvoch rozlične osvetlených prostredí, keďže priame slnečné svetlo je prerušované tieňom
stromov. Záznamy Parkovisko a Vozidlo na parkovisku boli vytvorené na overenie funkcie
systému stereovízie pri lesklých povrchoch. Záznam Chodník pri kolejích slúži na otestova-
nie tohoto systému pri snímaní jednoliatych plôch — chodníkov a stien budovy. Záznam
Pohyblivá prekážka, na ktorom je zachytená osoba prechádzajúca cez statickú scénu, slúžil
na otestovanie detekcie pohyblivých prekážok. Všetky tieto záznamy sa nachádzajú na pri-
ložených dátových diskoch.
7.1 Overenie funkčnosti prvkov systému
Aby sme mohli vyvodiť určité závery o funkčnosti nami navrhovaného systému stereoví-
zie ako celku, je najprv potrebné overiť fungovanie jednotlivých prvkov systému. Postupne
overíme detekciu a párovanie význačných bodov, rôzne prístupy pri sledovaní význačných
bodov a ich vplyv na odhadovanie pozície mobilného robota v lokálnom súradnicovom
systéme, zhodnotíme tvorbu mapy disparity a filtráciu obláčikov bodov vytvorených repro-
jekciou snímok.
7.1.1 Výpočet a párovanie význačných bodov
Vykonali sme test rozdielnych prístupov pri detekcii a extrakcii význačných bodov a ich
následného párovania v rámci jednej stereosnímky (viď obrázok 7.2). Testovanie prebiehalo
pomocou výpočtu význačných bodov v každej dvojici snímok stereosnímky, zachytenej po-
mocou stereokamery v rovnaký okamih, a párovania týchto význačných bodov medzi týmito
snímkami stereosnímky. Na testovanie bolo využitých prvých päť dvojíc snímok zo zázna-
mov z troch rôznych prostredí: Študentská izba, Chodník cez les a Parkovisko. Pri testovaní
sme sa zamerali na tri oblasti: čas celkového výpočtu pre dvojicu snímok, počet vytvore-
ných párov význačných bodov a počet neúspešne vytvorených párov význačných bodov.
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(a) Študentská izba (b) Chodník cez les (c) Parkovisko
(d) Vozidlo na parkovisku (e) Chodník pri kolejích (f) Pohyblivá prekážka
Obr. 7.1: Ukážky snímok zo záznamov použitých na testovanie.
Výsledky zobrazené v tabuľke 7.1. Skratka GFTT predstavuje kombináciu detektora Good
Features To Track s vytváraním párov pomocou optického toku. Položka STAR znamená
kombináciu detekcie význačných bodov pomocou algoritmu STAR a extrakcie týchto vý-
značných bodov pomocou algoritmu extrakcie SURF. Skratky ORB a SURF reprezentujú
korešpondujúce algoritmy detekcie a extrakcie význačných bodov. Skratka CUDA v zát-
vorke znamená, že ide o implementáciu daného algoritmu využívajúcu výpočet na grafickej
karte pomocou knižnice CUDA. Počet nesprávnych párov pre každú dvojicu snímok bol
získaný ručnou kontrolou všetkých párov.
Ako môžete vidieť, najhoršie výsledky dosahoval detektor význačných bodov Good Fea-
tures To Track kombinovaný s vytváraním párov pomocou optického toku. Táto kombinácia
totižto spotrebuje príliš veľa výpočtového času a výsledkom je veľmi málo párov význačných
bodov a aj to nekvalitných. Taktiež kombinácia detektoru STAR s extrahovaním bodov
pomocou SURF nevykazuje kvalitné výsledky. I keď je v každom z troch prostredí najrých-
lejšia, rozdiel rýchlosti oproti algoritmu ORB nie je dostatočný na to, aby kompenzoval
nedostatočný počet detekovaných význačných bodov. Algoritmy SURF a ORB vytvorili
dostatočný počet význačných bodov s malou mierou chyby pri vytváraní párov (pod jedno
percento). Pri ďalších testoch sme preto využili len detekciu a párovanie bodov pomocou
algoritmov SURF a ORB, konkrétne ich implementáciu využívajúcu výpočet na grafickej
karte.
7.1.2 Sledovanie párov význačných bodov
Predchádzajúci test sa venoval overeniu správneho vytvárania párov význačných bodov
v snímkach zachytených dvojicou kamier v rovnakom čase, teda v rámci jednej stereos-
nímky. V tomto teste sa budeme venovať sledovaniu takto vytvorených párov význačných
bodov v sérii za sebou nasledujúcich stereosnímkach. Pre overenie fungovania sledovania
párov význačných bodov sme sa rozhodli využiť záznamy Chodník cez les, Parkovisko a Štu-
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Obr. 7.2: Ukážka postupnosti snímok zachytených jednotlivými kamerami stereokamery.
Dvojica snímok zachytených ľavou a pravou kamerou stereokamery v rovnaký časový okamih
(majú rovnaký dolný index) predstavuje stereosnímku. Oranžové čiary predstavujú výpočet
význačných bodov a vytváranie ich párov v rámci stereosnímky, ktoré bolo otestované
v podsekcii 7.1.1. Zelené krivky predstavujú sledovanie párov význačných bodov, ktoré
bolo otestované v podsekcii 7.1.2.
Algoritmus Čas (ms) Detekované páry Nesprávne páry
Prostredie: Študentská izba
STAR 56,6 18,6 0,0
SURF 206,2 203,4 1,0
ORB 59,4 149,6 0,6
GFTT 168,0 3,6 0,0
SURF (CUDA) 48,8 184,4 0,0
ORB (CUDA) 43,8 135,0 0,0
Prostredie: Chodník cez les
STAR 63,8 38,0 1,0
SURF 273,6 428,4 1,2
ORB 67,2 163,0 0,2
GFTT 178,0 9,4 0,6
SURF (CUDA) 61,2 362,6 0,0
ORB (CUDA) 57,0 132,4 0,2
Prostredie: Parkovisko
STAR 56,8 29,4 0,4
SURF 149,2 226,4 1,2
ORB 65,0 153,2 0,0
GFTT 171,2 11,4 6,4
SURF (CUDA) 48,8 187,8 1,0
ORB (CUDA) 54,0 150,6 0,0
Tabuľka 7.1: Výsledky detekcie a párovania význačných bodov v prvých piatich stereosním-
kach zo záznamov v rôznych prostrediach. Zobrazené sú priemerné hodnoty prepočítané
na jednu dvojicu snímok.
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sa kamera pohybuje. Medzi každými dvoma bezprostredne za sebou nasledujúcimi stereos-
nímkami (I li , I
r




i−1) sme otestovali oba prístupy k sledovaniu párov význačných
bodov (viď obrázok 7.2). V prípade sledovania párov význačných bodov pomocou optického
toku systém detekoval význačné body v stereosnímke (I li , I
r
i ) a vytvoril páry význačných
bodov v rámci tejto stereosnímky a následne ich spätne sledoval do predchádzajúcej stere-
osnímky (I li , I
r
i ), podľa princípu popísaného v podsekcii 4.5.1. V prípade sledovania párov
význačných bodov v závislosti od ich geometrickej vzdialenosti a vzdialenosti deskriptorov
systém detekoval a spároval význačné body v oboch stereosnímkach a následne vytvoril
dvojice párov význačných bodov medzi týmito stereosnímkami podľa princípu popísaného
v podsekcii 4.5.1. Takýmto spôsobom bolo vytvorených desať množín dvojíc význačných
bodov pre každú kombináciu záznamu, vyhľadávania a párovania význačných bodov a ich
sledovania. Výsledky sa medzi prostrediami výrazne nelíšili a preto boli spriemerované
na jednu dvojicu stereosnímok v závislosti od detekcie význačných bodov a sledovania pá-




Detekované páry Vytvorené dvojice Správne dvojice
Sledovanie pomocou optického toku
SURF 252,3 142,4 142,2
ORB 139,7 55,3 55,3
Sledovanie pomocou geometrickej vzdialenosti a vzdialensoti deskriptorov
SURF 259,2 162,2 111,3
ORB 138,0 94,6 61,6
Tabuľka 7.2: Výsledky sledovania párov význačných bodov. Zobrazené sú priemerné vý-
sledky na jednu dvojicu stereosnímok. Stĺpec Detekované páry určuje priemerný počet de-
tekovaných párov význačných bodov v dvojiciach stereosnímok. Stĺpec Vytvorené dvojice
určuje počet vytvorených dvojíc algoritmom sledovania párov význačných bodov. Stĺpec
Správne dvojice určuje počet správnych dvojíc párov význačných bodov.
Z tabuľky 7.2 je možné postrehnúť, že algoritmus sledovania párov význačných bodov
podľa geometrickej vzdialenosti a vzdialenosti deskriptorov vytvára väčšie množstvo dvojíc
párov význačných bodov, no zároveň mnoho z nich je chybných. Úspešnosť vytvárania dvojíc
pri tomto prístupe je 67,3 percenta. Oproti tomu, algoritmus sledovania párov význačných
bodov pomocou optického toku nevytvára také veľké množstvo dvojíc párov význačných
bodov ako predchádzajúci algoritmus, no vykazuje vysokú robustnosť pri ich sledovaní —
v prípade nášho testu chybne odhadol iba 0,1 percenta všetkých dvojíc párov význačných
bodov. Z tohto dôvodu považujeme sledovanie párov význačných bodov pomocou optického
toku za vhodnejšiu alternatívu.
7.1.3 Odhadovanie pozície
Odhadovanie zmeny pozície mobilného robota značne závisí na správnom sledovaní význa-
čných bodov. Preto sme pre otestovanie odhadovania pozície mobilného robota v lokál-
nom súradnicovom systéme využili obidva prístupy na sledovanie párov význačných bodov.
Na porovnanie výsledkov sme využili záznamy prostredí Chodník cez les, Chodník pri kole-
jích a Vozidlo na parkovisku. Ilustráciu trasy v prípade týchto záznamov si môžete pozrieť
na obrázku 7.3. V prípade vozidla na parkovisku ilustrácia nezachytáva konkrétnu situáciu,
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pretože sa nám nepodarilo vytvoriť snímku danej scény zhora.
Obr. 7.3: Ilustrácia trás záznamov. Vľavo — Chodník pri kolejích. V strede — Chodník
cez les. Vpravo — Vozidlo na parkovisku.
Pomocou záznamov sme nechali odhadovať pozíciu vozidla v lokálnom súradnicovom
systéme pre oba prístupy sledovania bodov. Význačné body boli detekované pomocou imple-
mentácie algoritmu ORB podporujúcej výpočet na grafickej karte a ich páry boli vytvárané
podľa vzdialenosti deskriptorov. Grafické porovnanie výsledkov je zobrazené na obrázku 7.4.
Ako môžete vidieť, výsledná odhadnutá trasa v prípade sledovanie párov význačných bodov
pomocou geometrickej vzdialenosti a vzdialenosti deskriptorov vykazuje chaotické výsledky.
Tento test nám potvrdil výsledky získané z predchádzajúceho testu (viď podsekcia 7.1.2).
V prípade trasy odhadnutej počas sledovania párov význačných bodov pomocou optického
toku sú vytvorené výsledky kvalitnejšie, no i napriek tomu je vidieť značné skreslenie po-
lohy. V prípade oboch prístupov je patrné určité
”
skákanie“ odhadovanej polohy mobilného
robota dopredu a dozadu, ktoré sa prejavuje ako kostrbatosť odhadovaných trás v prí-
pade oboch prístupov. Toto správanie je podozrivé, keďže predchádzajúci test nám potvrdil
robustnosť sledovania párov význačných bodov pomocou optického toku.
7.1.4 Problém stereokamery
Pravdepodobnou príčinou výchyliek pri odhadovaní pozície je anomália v prípade repro-
jektovaných párov význačných bodov. Reprojekcia sledovaných párov význačných bodov
v bezprostredne za sebou nasledujúcich snímkach vytvára veľmi podobné výsledky, no tie
sa v drvivej väčšine prípadov líšia zväčšením. Takto sa zdá, ako keby množina reprojektova-
ných bodov reprezentujúcich páry význačných bodov z predchádzajúcej dvojice snímok je
roztiahnutá alebo zmrštená v priestore (má rozdielnu mierku) oproti množine reprojekto-
vaných bodov reprezentujúcich páry význačných bodov v aktuálnej dvojici snímok. Takýto
prípad je vyobrazený na obrázku 7.5.
Príčinou rozdielnej mierky reprojektovaných párov význačných bodov bola použitá ste-
reokamera. Ako sme spomenuli v sekcii 3.2, pre testovanie sa nám nepodarilo využiť pro-
fesionálnu stereokameru a tak sme museli použiť dvojicu kamier Logitech R© C120. Ako sa
počas testovania ukázalo, tieto kamery zachytávajú snímky pomocou progressive scan čipu.
Rýchlosť tohoto čipu je natoľko malá, aby sa aj pri veľmi malých zmenách polohy počas
zachytávania snímky prejavila deformáciou snímky. Keďže v prípade týchto kamier je prog-
resívne snímanie po stĺpcoch, spôsobuje to také deformácie výsledných snímok, že vzájomne
odpovedajúce body v dvojici korešpondujúcich snímok neležia na epipolárnej priamke, ak je
kamera v pohybe. Pri malých pohyboch dopredu a dozadu sa táto chyba natoľko neprejaví,
no pri akejkoľvek rotácii kamery môže skreslenie obrazov nadobudnúť až takého významu,
že zlyhávajú algoritmy tvorby mapy disparity a vytvárania párov význačných bodov. Ta-
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Trasy pri sledovaní bodov pomocou geometrickej vzidalenosti
a vzdialenosti deskriptorov
Trasy pri sledovaní bodov pomocou optického toku
3 m50 m10 m
Obr. 7.4: Porovnanie výstupov odhadovania polohy v závislosti od prístupu k sledovaniu
párov význačných bodov. Červené lomené čiary predstavujú odhadnutú trasu a zelené reálnu
trasu.
kisto prichádza k deformácii reprojektovaných bodov, ktorá, ako sme už povedali, vedie
k nesprávnemu odhadovaniu polohy.
7.1.5 Tvorba mapy disparity
Tvorba mapy disparity môže byť v rámci nášho systému stereovízie vykonaná dvomi algorit-
mami — algoritmus Block Matching a algoritmus Semi-Global Block Matching. Porovnanie
výstupov týchto algoritmov je vyobrazené na obrázku 7.6. Oba algoritmy mali problémy
s lesklými povrchmi. Počas našich testov vykazoval algoritmus Block Matching rýchlosť
výpočtu v okolí 150 milisekúnd, jeho výstupy neboli úplne presné, hlavne drobné detaily sa
mnohokrát stratili v mape disparity. Slabo texturované oblasti dokázal algoritmus relatívne
dobre zvládnuť — odhady disparity na asfaltovom povrchu boli prijateľné. Algoritmus Semi-
Global Block Matching vykazoval priemernú rýchlosť 1 400 milisekúnd. Jeho výstupy lepšie
zachytili detaily a tvary dobre texturovaných povrchov. Tento algoritmus mal problémy so
slabo texturovanými povrchmi (napríklad hladký asfalt), pri ktorých odhad hodnoty dis-
parity zlyhával. Z týchto dôvodov sa v praktickom použití pri výpočte v reálnom čase dá
uvažovať pri výkonoch dnešných priemerných počítačov len algoritmus Block Matching.
7.1.6 Filtrácia reprojektovaných obláčikov
Pre vhodné výsledky filtrácie reprojektovaných obláčikov sa nám overilo nastavenie pri re-
projekcii mriežky 2× 2 bodov ľavej snímky pomocou mapy disparity, pričom veľkosť voxelu
rasterizačného filtru je 1,6 centimetra. Veľkosť voxela voxelového filtra obsadenosti je 20 cen-
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Obr. 7.5: Trojdimenzionálna vizualizácia dvoch množín reprojektovaných bodov reprezen-
tujúcich páry význačných bodov v dvoch za sebou nasledujúcich snímkach, po vykonaní
odhadu transformácie algoritmom ICP. Červenou farbou sú označené reprojektované body
reprezentujúce páry význačných bodov z poslednej dvojice snímok. Zelenou farbou sú ozna-
čené páry význačných bodov z predchádzajúcej dvojice snímok. Modrou čiarou sú spojené
odpovedajúce si body. Ako môžete vidieť na zväčšených výrezoch vľavo a vpravo, množina
reprojektovaných bodov z poslednej snímky je roztiahnutá oproti množine reprojektovaných
bodov z predchádzajúcej snímky.
timetrov, pričom minimálny počet bodov spadajúcich do jedného voxela tohoto filtra je 30.
Vstup a výstup filtrácie pri takomto nastavení je zobrazený na obrázku 7.7.
7.2 Systém stereovízie ako celok
I napriek spomenutému problému s použitými kamerami pre sústavu stereokamery, náš
systém dokázal niektoré záznamy spracovať správne. Ako najlepší výsledok tvorby lokál-
nej mapy sa nám javil výstup záznamu stereokamery z prostredia Študentská izba. Toto
prostredie poskytuje dostatok význačných bodov a taktiež, počas vytvárania záznamu sa
so stereokamerou manipulovalo len minimálne, takže sa chyba stereokamery neprejavila
tak výrazne. Výstup zobrazujúci vytvorenú lokálnu trojdimenzionálnu hĺbkovú mapu je
zobrazený na obrázku 7.8. Na obrázku 7.9 je pre porovnanie zobrazená časť výslednej lokál-
nej mapy pre záznam Chodník cez les, ktorá tiež nebola natoľko ovplyvnená spomínaným
problémom. Rýchlosť agregovania informácií do lokálnej je takmer okamžitá — pri všet-
kých meraniach bol čas vkladania informácií do mapy menší než tri milisekundy. Vytvorenie
pozorovania lokálnej mapy tvoriacej 130 tisíc obsadených voxelov trvá pod 40 milisekúnd,
pričom takáto mapa zaberá v pamäti zhruba 220 megabajtov.
Taktiež sme otestovali funkčnosť detekcie pohyblivých prekážok. Využili sme na to zá-
znam Pohyblivá prekážka, v ktorom náš systém úspešne detekoval chodca ako pohyblivú
prekážku a informácie o ňom nezanášal do lokálnej mapy — viď obrázok 7.10. Systém
v tomto teste reagoval na vzniknutú situáciu tak, ako sme očakávali.
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Obr. 7.6: Porovnanie výstupov algoritmov tvorby mapy disparity v zázname prostredia
Vozidlo na parkovisku. Block Matching vľavo, Semi-Global Block Matching vpravo.
Obr. 7.7: Porovnanie vstupu a výstupu filtrácie reprojektovaných obláčikov pozorovania.
Vľavo surový obláčik. Vpravo odfiltrovaný obláčik. V elipsách sú označené odfiltrované
body.
7.3 Zhrnutie kapitoly
V tejto kapitole sme si opísali vykonané testy na nami navrhnutom a implementovanom
systéme stereovízie, overili sme funkčnosť jednotlivých prvkov tohoto systému a nakoniec
sme otestovali funkčnosť celého systému. Výsledky testov značne ovplyvnili problémy s po-
užitými kamerami, a i napriek tomu, že sme sa snažili prispôsobiť testy k vlastnostiam
použitých kamier, nedokázali sme úplne overiť plnú funkčnosť systému vo všetkých prostre-
diach. Ak sa chyba kamier natoľko neprejavila, systém stereovízie pracoval podľa očakávania
s plnou funkčnosťou. Videá, prezentujúce tvorbu lokálnej mapy, detekciu pohyblivých pre-
kážok, filtráciu obláčikov bodov a funkčnosť celého systému, sú súčasťou obsahu priložených
dátových diskov.
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Obr. 7.8: Vizualizácia zobrazujúca obsadené voxely časti lokálnej mapy záznamu Študentská
izba.
Obr. 7.9: Vizualizácia zobrazujúca obsadené voxely časti lokálnej mapy záznamu Chodník
cez les. Vyobrazený je povrch chodníka — okolie pre úzky pozorovací uhol kamier nebolo
zachytené.
Obr. 7.10: Ukážka detekcie pohyblivej prekážky. V hornom rade sú zobrazené snímky z ka-
mery. V spodnom rade je zobrazená vizualizácia lokálnej mapy a pohyblivých prekážok.





Zámerom tejto práce bolo navrhnúť a implementovať systém stereovízie pre tvorbu lokálnej
hĺbkovej mapy slúžiacej na navigáciu mobilného robota. Tento systém mal v sebe skĺbiť
vizuálnu odometriu a reprojektovanie stereosnímkov zo stereokamery za účelom autonóm-
nej činnosti celého systému. Pri návrhu systému sme sa zamerali na čo najväčšiu flexibilitu
systému, aby bolo možné jeho nasadenie na rôzne výkonných počítačoch s použitím rôz-
nych stereokamier. Chceli sme poskytnúť používateľovi tohoto systému možnosť vybrať si
rôzne prístupy pri riešení problémov stereovízie, odhadovania pozície mobilného robota v lo-
kálnom súradnicovom systéme a tvorby lokálnej mapy. Systém sme úspešne podľa návrhu
implementovali pomocou frameworku Qt s využitím signál–slot mechanizmu. Testovanie
prebehlo s použitím kamier trpiacich efektom skreslenia obrazu kvôli progresívnemu sníma-
niu. Toto značne ovplyvnilo výsledky testovania no i napriek tomu môžeme vyvodiť určité
závery.
V testoch detekcie a párovania význačných bodov (viď podsekcia 7.1.1) sa nám osvedčila
detekcia a extrakcia význačných bodov pomocou algoritmov SURF alebo ORB v kombinácii
s vytváraním párov význačných bodov na základe deskriptorov význačných bodov. Tieto
totižto dokázali vyhľadať dostatok význačných bodov a spárovať ich v rozumnom čase.
Najmä implementácia algoritmu ORB na hlavnom procesore počítača preukázala vysokú
mieru výpočtovej efektivity. Na druhú stranu, výpočet a párovanie význačných bodov po-
mocou algoritmov STAR a Good Features To Track nesplnili naše očakávania. Algoritmus
STAR nedetekoval dostatočný počet význačných bodov na to, aby sme sa na jeho výsledky
mohli spoľahnúť a algoritmus Good Features To Track v kombinácii s vytváraním párov
pomocou optického toku sa neosvedčil ani v jednom aspekte.
V prípade sledovania párov bodov a následného odhadovania pozície mobilného robota
v lokálnom súradnicovom systéme sú výsledky značne ovplyvnené prejavmi progresívneho
snímania scény dvojicou kamier. No i napriek tomu môžeme posúdiť, že odhadovanie pozície
pomocou sledovania bodov optickým tokom lepšie korešpondovalo so skutočne prejdenou
trasou počas testov. Odhadovanie pozície pomocou sledovania význačných bodov podľa
geometrickej vzdialenosti a vzdialenosti deskriptorov vykazovalo mnoho nesprávnych od-
hadov a výsledné odhadované polohy nekorešpondovali ani s jednou testovanou skutočnou
trasou.
Čo sa týka tvorby lokálnej hĺbkovej mapy, testovanie v tomto prípade bolo obmedzené
iba na záznamy, v ktorých sa spomínaný problém s kamerami neprejavil natoľko, aby zničil
hĺbkovú mapu. V prípade záznamu Študentská izba vytvorená mapa viditeľne korešpondo-
vala so skutočnosťou. Rýchlosť použitých algoritmov bola dostačujúca na to, aby bolo možné
využiť takúto tvorbu lokálnej mapy v praktickom použití. Vkladanie informácií do lokálnej
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mapy je prakticky okamžité vďaka využitiu oktálového stromu pre dátovú reprezentáciu
lokálnej mapy.
8.1 Možné vylepšenia
Prvoradým cieľom do budúcnosti je hlavne otestovanie tohoto systému pomocou profesi-
onálnej stereokamery, ktorá, dúfajme, nebude trpieť žiadnymi chybami, ktoré by sa mohli
podobne deštruktívne prejaviť na výsledkoch celého systému stereovízie. To by hlavne viedlo
k lepšiemu zhodnoteniu tohoto systému stereovízie, ktoré v prípade tejto práce je výrazne
skreslené práve kvôli nekvalitnej stereokamere.
Ďalej by sme sa chceli zamerať samozrejme na optimalizácie tohoto systému — využiť
grafickú kartu na výpočet mapy disparity a optimalizovať pamäťovú náročnosť lokálnej
mapy. Veľké možnosti na zlepšenie vidíme taktiež vo vizuálnej odometrii. V tomto prípade
by bolo vhodné implementovať algoritmus uzatvárania slučiek, keďže chyba odhadu polohy
robota v lokálnom súradnicovom systéme narastá s prejdenou vzdialenosťou a manévrami
robota. Následne by bolo vhodné implementovať nejaké rozhranie pre komunikáciu s nad-
radenou vrstvou — navigáciou robota.
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Súčasťou práce je dátová príloha vo forme dátových diskov DVD. Každý priložený dátový
disk obsahuje nasledujúce zložky:
• thesis — V podzložke pdf obsahuje tento dokument v elektronickej podobe vo for-
máte pdf. V podzložke source sú obsiahnuté zdrojové súbory pre vytvorenie tohoto
dokumentu pomocou programu LATEX.
• application — V podzložke source sa nachádzajú zdrojové súbory navrhnutého
systému stereovízie. V podzložke bin sa nachádza spustiteľná verzia tohoto systému
vo forme binárnych súborov vhodných pre 32-bitové verzie systémov Microsoft R©
Windows R©. V podzložke recordings sa nachádza sada testovacích záznamov. V rámci
každého dátového nosiča sa v danej zložke nachádzajú iné záznamy — názvy obsi-
ahnutých záznamov sú napísané priamo na dátovom nosiči.
• demo — obsahuje záznam demonštrácie fungovania implementovaného systému stere-
ovízie.
• manual — obsahuje jednoduchý návod pre používanie implementovaného systému
stereovízie.
V koreňovom adresári každého dátového nosiča sa nachádza súbor readme.txt, ktorý ob-
sahuje informácie, týkajúce sa spustenia systému stereovízie priamo z dátového nosiča.
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