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Abstract
We construct functions and stochastic processes for which a functional relation
holds between amplitude and local regularity, as measured by the pointwise or lo-
cal Ho¨lder exponent. We consider in particular functions and processes built by
extending Weierstrass function, multifractional Brownian motion and the Le´vy con-
struction of Brownian motion. Such processes have recently proved to be relevant
models in various applications. The aim of this work is to provide a theoretical
background to these studies and to provide a first step in the development of a
theory for such self-regulating processes.
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1 Background and Motivations
Local regularity of functions and stochastic processes has long been a topic of in-
terest both in Analysis and Probability Theory, with applications in PDE/SPDE,
approximation theory or numerical analysis to name a few. Applications outside of
mathematics include signal and image processing [4], biomedicine [20] and financial
modelling [2]. In many cases, one uses the pointwise or local Ho¨lder exponent to
characterize or classify the data. In that view, it is of interest to investigate the
construction of functions and processes with everywhere prescribed local regularity.
This may be done in various ways, for instance by generalizing Weierstrass function
in the deterministic frame (see [11] or Section 2.1), or fractional Brownian motion in
a stochastic setting (see [1, 3, 12] or Section 3.1). In this approach, one thus fixes a
target regularity function h, and builds a function/process whose pointwise Ho¨lder
exponent at each point t will be equal to h(t). The local regularity is here set in an
exogenous way, in the sense that h is prescribed in an independent manner.
In [16, 17, 18], we have reported on experimental findings indicating that, for
certain natural phenomena such as electrocardiograms or natural terrains, there
seems to exist a link between the amplitude of the measurements and their pointwise
regularity. This intriguing fact prompts for the development of new models, where
the regularity would be obtained in an endogenous way: in other words, the Ho¨lder
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exponent at each point would be a function of the value of the process at this point.
With such models, one could for instance synthesize numerical terrains which would
automatically be more irregular at high altitudes and smooth in valleys.
We define and study in the following functions f and processes X that satisfy a
functional relation of the form αf (t) = g(f(t)) for all t or αX(t) = g(X(t)) almost
surely for all t, where αf (t) is the pointwise or local Ho¨lder exponent of f at t and
g is a smooth deterministic function. A (random) function verifying such a relation
will be called self-regulating. In this article, we study three simple examples of such
processes: as a warm-up, we consider first a deterministic self-regulating version of
generalized Weierstrass function in Section 2. Two constructions of different natures
are then presented in a stochastic frame: a self-regulating random process based on
multifractional Brownian motion is studied in Section 3, while Section 4 uses a
random midpoint displacement technique. Some open problems are presented in
Section 5, and appendices in Section 6 gather some of the longer proofs.
Before we begin, we recall for the reader’s convenience the definitions of the
pointwise and local Ho¨lder exponents.
Definition 1.1. The pointwise Ho¨lder exponent at x0 of a continuous function or
process f : R→ R is the number α such that :
• ∀γ < α, limh→0 |f(x0+h)−P (h)||h|γ = 0,
• if α < +∞,∀γ > α, lim suph→0 |f(x0+h)−P (h)||h|γ = +∞
where P is a polynomial of degree not larger than the integer part of α.
(This definition is valid only if α is not an integer. It has to be adapted other-
wise.)
When 0 < α < 1, which will be the main case of interest to us, an equivalent
definition reads:
α = sup
{
β, lim sup
h→0
|f(x0 + h)− f(x0)|
|h|β = 0
}
. (1)
Since the pointwise Ho¨lder exponent is defined at each point, one may consider
the Ho¨lder function of f , αf : at each t, αf (t) is the pointwise Ho¨lder exponent of f
at t. When there is no risk of confusion, we shall write α(t) in place of αf (t). Clearly,
for X a continuous stochastic process, αX(t) is in general a random variable (with
the notable exception of Gaussian processes), so that the pointwise Ho¨lder function
is also a stochastic process.
The local Ho¨lder exponent αlf (t) is defined at each point t as the limit when ρ
tends to 0 of the global Ho¨lder exponents of f in the ball centred at t with radius
ρ. Equivalently, for a non-differentiable function f ,
αlf (t) = sup{β : ∃c, ρ0 > 0, ∀ρ < ρ0, sup
x,y∈B(t,ρ)
|f(x)− f(y)| ≤ c |x− y|β}. (2)
For simplicity, we will consider functions and processes defined over [0, 1] or
[0, 1]2, but the developments below go through without modification to higher di-
mensions, and, with not much further work, to the case where the domain is the
whole of R or Rn.
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2 Self-Regulating Weierstrass Function
2.1 Generalized Weierstrass function
The celebrated Weierstrass function [21, 22] is defined as follows:
W (t) =
∞∑
n=1
λ−nH sin(λnt),
where λ ≥ 2 and H > 0. It is well-known that the pointwise and local Ho¨lder
exponents of W at each t are equal to H. A generalized Weierstrass function of the
following form has been considered for instance in [11, 14]:
Definition 2.1.
Let h be a continuous positive function. The generalized Weierstrass function
with functional parameter h, denoted Wh, is:
Wh(t) =
∞∑
n=1
λ−nh(t) sin(λnt), where λ ≥ 2. (3)
The pointwise Ho¨lder exponent of Wh behaves as follows:
Proposition 2.2 ([11], Proposition 7).
∀t, αWh (t) ≤ h (t) ,
if αh (t) > h (t) , αWh (t) = h (t) .
(4)
2.2 Self-regulation
A self-regulating Weierstrass function SWg would be such that αSWg(t) = g(SWg(t))
at all t for a suitable function g. By analogy with the definition of generalized
Weierstrass function, one would like to write:
SWg(t) =
∞∑
n=1
λ−ng(SWg(t)) sin(λnt), where λ ≥ 2,
which of course does not provide a valid definition. The usual way to solve an
equation as the one above is to use a fixed point approach, and this is the route we
shall use. Fix α > 0, and let g be a kg−Lipschitz function from [0, 1] to [α,∞). We
shall make use of the following operator:
Definition 2.3.
Define the map Φ:
Φ : C ([0, 1] , [α,+∞)) → C ([0, 1] , [α,+∞))
h 7→ Wg(h) + α+ 1λα−1
(5)
where Wh is defined as in (3) and C (I, J) denotes the set of continuous functions
from I to J .
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Implicit in the definition above is the fact that Φ does indeed map C ([0, 1] , [α,+∞))
into itself. This is easily verified: for any t ∈ R,
−λ−nα ≤ λ−ng(h(t)) sin (λnt) ≤ λ−nα,
−
∞∑
n=1
λ−nα ≤Wg(h)(t) ≤
∞∑
n=1
λ−nα = 1λα−1 ,
(6)
so that:
Wg(h)(t) + α+
1
λα − 1 ≥ α. (7)
Proposition 2.4.
Φ possesses a unique fixed point provided (α, λ) verify:
kΦ := kg ln (λ)
λα
(λα − 1)2 < 1. (8)
Proof.
We shall apply Banach fixed point theorem in the space of continuous functions
from [0, 1] to [α,+∞[, endowed with the sup norm. In that view, we check that Φ
is contractive in this space.
Let (h1, h2) ∈ C ([0, 1] , [α,+∞[)2. Then, for all t :
|Φ (h1 (t))− Φ (h2 (t))| =
∣∣∣∣ ∞∑
n=1
(
λ−ng(h1(t)) − λ−ng(h2(t))) sin (λnt)∣∣∣∣
≤
∞∑
n=1
∣∣λ−ng(h1(t)) − λ−ng(h2(t))∣∣.
By the finite increments theorem, there exist real numbers γ = γ(n, g(h1(t)), g(h2(t)))
such that
λ−ng(h1(t)) − λ−ng(h2(t)) = −n ln (λ)λ−nγ (g(h1(t))− g(h2(t))) .
Since all the numbers γ are not smaller than α, one may write, for all t :
|Φ (h1 (t))− Φ (h2 (t))| ≤ ln (λ) |g(h1 (t))− g(h2 (t))|
∞∑
n=1
nλ−nα
= ln (λ) λ
α
(λα−1)2 |g(h1 (t))− g(h2 (t))|
≤ kg ln (λ) λα(λα−1)2 |h1 (t)− h2 (t)| ,
and finally:
‖Φ (h1)− Φ (h2)‖∞ ≤ kg ln (λ)
λα
(λα − 1)2 ‖h1 − h2‖∞ .
Φ is thus contractive as soon as kΦ < 1.
Theorem 2.1.
Assume kΦ < 1. Let h
∗ denote the fixed point of Φ. Then, for all t :
αh∗(t) = g(h
∗(t)).
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Proof.
See appendix 6.1
Definition 2.3 has a drawback: it does not allow to control the range of the self-
regulated Weierstrass function. It is possible to do so with a slight modification,
that will constrain the fixed point to lie in a given interval.
Indeed, consider the map:
Ψα′,β′ : C ([0, 1] , [α, β]) → C ([0, 1] , [α, β])
h 7→ α′ + (β′ − α′)
Wg(h)− min
(t,H)∈[0,1]×[α,β]
(WH(t))
max
(t,H)∈[0,1]×[α,β]
(WH(t))− min
(t,H)∈[0,1]×[α,β]
(WH(t))
where α, α′, β and β′ such that 0 < α ≤ α′ < β′ ≤ β.
It is easily proved that Ψα′,β′ does map C ([0, 1] , [α, β]) into itself.
We leave it to the reader to show the following extension of Proposition 2.4:
Proposition 2.5.
The map Ψα′,β′ possesses a unique fixed point provided (α
′, β′, λ) verify:
(β′ − α′) kg ln (λ)λα
(max (Wα)−min (Wα)) (λα − 1)2
< 1.
One may obtain self-regulating Weierstrass functions by starting for instance
from the constant function equal to (α+ β)/2 and iterating Ψα′,β′ .
Figure 1 displays the graph of such a function sampled on 65536 points. Also
shown is the estimated regularity using an oscillation-based approach. Both the
synthesis and estimation methods are available in the FracLab software toolbox
[15].
3 Self-Regulating Multifractional Brownian Mo-
tion
In this and the next section, we shall consider stochastic versions of the self-
regulating property. Our first construction is based on multifractional Brownian
motion. We briefly recall below some basic facts about fractional and multifrac-
tional Brownian motions.
3.1 Background on multifractional Brownian motion
3.1.1 Fractional and multifractional Brownian motions
Fractional Brownian motion (fBm) [7, 10] is a centred Gaussian process with features
that make it a useful model in various applications such as financial and teletraffic
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Figure 1: Self-regulating Weierstrass function with g(x) = x, λ = 2, α = 0.6, β = 1 (blue)
and estimated exponents (green). Notice that the graph is smoother where it takes larger
values and vice-versa.
modeling, image analysis and synthesis, geophysics and more. These features in-
clude self-similarity, long-range dependence and the ability to match any prescribed
constant local regularity. Fractional Brownian motion depends on a parameter,
usually denoted by H and called the Hurst exponent, that belongs to (0, 1). Its
covariance function RH reads:
RH(t, s) :=
γH
2
(|t|2H + |s|2H − |t− s|2H),
where γH is a positive constant. When H =
1
2 , fBm reduces to Brownian motion.
While fBm is a useful model, the fact that most of its properties are governed by the
single number H restricts its application in some situations. In particular, its Ho¨lder
exponent remains the same all along its trajectory. Thus, for instance, fBm with
long range dependent increments, which require H > 12 , must have smoother paths
than Brownian motion. Multifractional Brownian motion [12, 3] was introduced to
overcome these limitations. The basic idea is to replace the real H by a function
t 7→ h(t) ranging in (0, 1).
The construction of mBm is best understood through the use of a fractional
Brownian field [8]. Fix a probability space (Ω,F , P ). A fractional Brownian field on
(0, 1)× [0, 1] is a Gaussian field, denoted (B(H, t))(H,t)∈(0,1)×[0,1], such that for every
H in (0, 1) the process (BHt )t∈[0,1], where B
H
t := B(H, t), is a fractional Brownian
motion with parameterH. For a deterministic continuous function h : [0, 1]→ (0, 1),
a multifractional Brownian motion with functional parameter h is the Gaussian
process Bh := (Bht )t∈[0,1] defined by B
h
t := B(h(t), t). The function h is called the
regularity function of mBm.
The class of mBm is rather large, since there is some freedom in choosing the corre-
lations between the fBms composing the fractional field B(t,H). For definiteness,
we will consider in the sequel the so-called “well-balanced” version of multifrac-
tional Brownian motion. Essentially the same analysis could be conducted with
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other versions. More precisely, a well-balanced mBm is obtained from the field
B(H, t) := 1cH
∫
R
eitu−1
|u|H+1/2 W˜ (du) where W˜ denotes a complex-valued Gaussian mea-
sure (cf. [13] for more details). Its covariance Rh reads:
Rh(t, s) =
c2ht,s
ch(t)ch(s)
(
1
2
(
|t|2ht,s + |s|2ht,s − |t− s|2ht,s
))
, (9)
where ht,s :=
h(t)+h(s)
2 and cx :=
(
2pi
Γ(2x+1) sin(pix)
) 1
2
.
The other main properties of mBm are the following ones: the pointwise Ho¨lder
exponent at any point t of Bh is almost surely equal to h(t) ∧ αh(t). For a smooth
h (e.g. C1), the equality is known to hold in a uniform sense, that is, α(t) = h(t)
almost surely for all t. One may thus control the local regularity of the paths
through the evolution of h. In addition, the increments of mBm display long range
dependence for all non-constant h(t) (long range dependence must be defined in
an adequate way since the increments are not stationary. See [9] for more details).
Finally, when h is C1, mBm is tangent to fBm with exponent h(u) in the neigh-
bourhood of any u in the following sense [5]:
lim
r→0+
Bh(u+ rt)−Bh(u)
rh(u)
= Bh(t), (10)
where the convergence holds in law. This is essentially a consequence of the fact
that the field B(H, t) is smooth in the H variable (see below for a precise statement).
These properties show that mBm is a more versatile model that fBm: in par-
ticular, it is able to mimic in a more faithful way local properties of financial
records, Internet traffic and natural landscapes by matching their local regular-
ity. See http://regularity.saclay.inria.fr/theory/stochasticmodels/bibliombm for a
sample of applications of mbm.
3.1.2 Multifractional Process with Random Exponent
It seems natural to generalize the definition of mBm to include the case where h
is no longer deterministic but random. Of course, if h is independent of the field
B, this raises no difficulty. The interesting situation is when the two processes may
be correlated. This case was studied in [8], where the resulting process is termed
Multifractional Process with Random Exponent (MPRE).
To define such a process, one starts from a field {B (H, t)} and a stochastic
process {S (t)}t∈[0,1] with values in [a, b] ⊂ (0, 1). The MPRE {X (t)}t∈[0,1] is then
defined by:
X(t, ω) = B(S(t, ω), t, ω).
In [8], a condition is imposed throughout on the global Ho¨lder exponent βS ([0, 1])
of S over [0, 1]. Namely, with probability 1 :
sup
t∈[0,1]
S (t, ω) < βS ([0, 1] , ω) . (11)
Under this assumption, one of the main results of [8] is that, for any t ∈ [0, 1], one
has almost surely:
αX (t, ω) = S (t, ω) .
We will see that, in our case, (11) cannot possibly hold, so that we will have to
extend the result above in order to obtain the self-regulating property.
The following properties of the field {B (H, t)}H,t∈[a,b]×[0,1] will be needed:
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Proposition 3.1 ([8], Proposition 2.2). There is an event Ω∗1 of probability 1 such
that, for any ω ∈ Ω∗1,
• the function (H, t) 7→ B (H, t, ω) is continuous over [a, b]× [0, 1],
• for all reals m and M such as a ≤ m ≤ M ≤ b, the uniform Ho¨lder exponent
of the function (H, t) 7→ B (H, t, ω) over the rectangle [m,M ] × [0, 1] is equal
to m: in other words, for any  > 0, there is a random variable C1 which
only depends on m, M and  such what the following inequality holds for all
ω ∈ Ω∗1, (t, t′, H,H ′) ∈ [0, 1]2 × [m,M ]2:∣∣B (H, t, ω)−B (H ′, t′, ω)∣∣ ≤ C1 (ω) (∣∣t− t′∣∣+ ∣∣H −H ′∣∣)m−ε , (12)
• for any t ∈ [0, 1], the function H 7→ B (H, t, ω) is continuously differentiable
over [a, b],
• the function H 7→ B (H, t, ω) is Lipschitz over [a, b] uniformly in t ∈ [0, 1].
More precisely, there exists an almost surely finite random variable C2 (which
only depends on a and b) such as for every (H,H ′) ∈ [a, b]2 one has
sup
t∈[0,1]
∣∣B (H, t, ω)−B (H ′, t, ω)∣∣ ≤ C2 (ω) ∣∣H −H ′∣∣ (13)
where
C2 (ω) = sup
(H,t)∈[a,b]×[0,1]
∣∣∣∣( ∂∂H
)
B (H, t, ω)
∣∣∣∣ . (14)
3.2 Self-regulating mBm
We now come to self-regulating versions of mBm (srmBm for short). In other words,
we wish to define a process Z = Z(g) such that, at each point, almost surely:
αZ (t, ω) = g (Z (t, ω)) (15)
where g is a deterministic kg-Lipschitz function defined on an interval [α, β] ⊂ R
and ranging in [a, b] ⊂ (0, 1).
We shall present two constructions of srmBm. The first one is based on a fixed
point approach, while the second one is geometrical.
Before we begin, we mention that the technique used in subsubsection 3.2.1 gen-
eralizes with a few additional technicalities to construct “self-stabilizing” processes,
i.e. processes where the local index of stability varies in time (see e.g. [6]): it suffices
to replace the fractional Brownian field B by a stable field and to use an adequate
metric. This will be developed in a forthcoming work. In addition, it does not cost
anything to replace the deterministic g by a random function of the form g = g(t, ω),
so that the self-regulating relation takes the form αZ (t, ω) = g (Z (t, ω) , ω), as long
as the (random) Lipschitz constant is such that kg(ω) < k for all ω, where k is a
fixed real number.
3.2.1 Fixed point srmBm
The following notation will prove useful:
Definition 3.2.
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Let X be a continuous non constant field defined on a compact set K, and let
α′, β′ be two real numbers. Denote Xβ
′
α′ the scaled field:
X
β′
α′ = α
′ + (β′ − α′) X−minK(X)maxK(X)−minK(X) .
We consider the following stochastic operator:
Definition 3.3.
Let α′(ω), β′(ω) be two random variables such that α ≤ α′(ω) < β′(ω) ≤ β. The
stochastic operator Λα′,β′ is defined for all ω ∈ Ω∗1 as:
Λα′,β′ : C ([0, 1] , [α, β]) → C ([0, 1] , [α, β])
Z 7→ Bg(Z) (ω)β
′
α′
(16)
where Bg(Z) (ω) denotes the function t 7→ Bg(Z(t)) (t, ω).
It is easy to check that Λα′,β′ is well-defined and measurable.
Proposition 3.4.
Λα′,β′ possesses a unique fixed point provided condition C holds:
C : β′ (ω)− α′ (ω) <
max
(t,H)∈[0,1]×[a,b]
(BH (t, ω))− min
(t,H)∈[0,1]×[a,b]
(BH (t, ω))
C2 (ω) kg
.
We shall denote Zg this fixed point:
Zg(ω) = Bg(Zg(ω)) (ω)
β′(ω)
α′(ω)
(17)
and call it fixed point srmBm.
Note that, by construction, Zg ranges in [α, β]. By choosing adequately the
interval of definition of g, one may control the values taken by the process.
Proof.
We show that Λα′,β′ is contractive in the set of continuous functions from [0, 1]
to [α, β] equipped with the sup norm.
Let:
MB (ω) = max
(t,H)∈[0,1]×[a,b]
(BH (t, ω)) ,
mB (ω) = min
(t,H)∈[0,1]×[a,b]
(BH (t, ω)) .
By definition, for all Z in C ([0, 1] , [α, β]) :
∀t ∈ [0, 1] , Λα′,β′ (Z (t)) = Bg(Z(t)) (t, ω)β
′
α′
= α′ + (β′ − α′) Bg(Z(t))(t,ω)−mB(ω)MB(ω)−mB(ω) .
As a consequence, for (Z1, Z2) in C ([0, 1] , [α, β])2 and for all t in [0, 1] :
Λα′,β′ (Z1 (t))−Λα′,β′ (Z2 (t)) = β
′ − α′
MB (ω)−mB (ω)
(
Bg(Z1(t)) (t, ω)−Bg(Z2(t)) (t, ω)
)
.
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Inequality (13) and the Lipschitz property of g entail:
∣∣Λα′,β′ (Z1 (t))− Λα′,β′ (Z2 (t))∣∣ ≤ β′ − α′
MB (ω)−mB (ω)C2 (ω) |g (Z1 (t))− g (Z2 (t))|
≤ (β
′ − α′)C2 (ω)
MB (ω)−mB (ω)kg |Z1 (t)− Z2 (t)| .
Thus: ∥∥Λα′,β′ (Z1)− Λα′,β′ (Z2)∥∥∞ ≤ (β′ − α′)C2 (ω) kgMB (ω)−mB (ω) ‖Z1 − Z2‖∞
which shows that Λα′,β′ is contractive under condition C.
Remark 3.5. Note that, when g is constant and equal to H, srmBm is just a scaled
fBm.
We need to prove that Zg is indeed self-regulating:
Theorem 3.1.
For all t in [0, 1], almost surely :
αZg (t, ω) = g (Zg (t, ω)) . (18)
Proof.
See Appendix 6.2.
Corollary 3.6. Assume g is not constant. Then Zg is not a Gaussian process.
Proof. For a Gaussian process X, the Ho¨lder exponent of X at each point assumes
an almost sure value. Except in the trivial case where g is constant, this cannot be
the case for an srmBm Zg.
Remark 3.7. A representation equivalent (in law) to the one we have used for
mBm reads:
Bh(t) =
∫
R
(
|t− u|h(t)−1/2 − |u|h(t)−1/2
)
W (du).
Now that one knows that Zg exists, one may be tempted to write :
Zg (t) = α
′ +
β′ − α′
MB −mB
(∫
R
(
|t− u|g(Zg(t))−1/2 − |u|g(Zg(t))−1/2
)
W (du)−mB
)
.
However, the integrand is not adapted to the filtration generated by W . The
integral is thus not defined as an Itoˆ integral. It may nevertheless exist in the more
general Wick-Itoˆ sense. We shall address this question in a forthcoming paper.
The rescaling of the fractional Brownian fieldB(H, t) is a necessary step to ensure
uniqueness of Zg. Unfortunately, it severely complicates the analysis: computing
the law of
(
BH (t, ω)
β′
α′
)
seems currently out of reach. We only provide an extremely
simple result in this direction:
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Proposition 3.8.
Let α < β be two real numbers. Then,
∀(t,H) ∈ [0, 1]× [a, b],E
(
BH (t, ω)
β
α
)
=
α+ β
2
.
Proof.
Note first that
BH (t, ω)
β
α
= α+
(
β − α)BH (t, ω)10 .
Thus, it suffices to prove the result with α = 0, β = 1.
Let B˜H(t) denote the reflected fractional Brownian field B˜H (t) = −BH (t).
For any fixed t, B˜H(t) and BH(t) have same distribution. In addition, writing
m˜B = min
(
B˜H (t)
)
and M˜B = max
(
B˜H (t)
)
, one has
m˜B = −MB and M˜B = −mB.
Thus the following equalities hold in law:
BH(t)−mB
MB −mB =
B˜H(t)− m˜B
M˜B − m˜B
=
−BH(t) +MB
−mB +MB
= 1−
(
BH(t)−mB
MB −mB
)
.
As a consequence:
E
(
BH(t)
1
0
)
= 1− E
(
BH(t)
1
0
)
.
One may obtain paths of srmBm by using the fixed point property: one first
synthesizes a fractional Brownian field and rescale it appropriately. Then, starting
from an arbitrary H value and a corresponding ”line” on the field, one computes
iterates Zn+1 = Λα′,β′ (Zn) = Bg(Zn) (ω)
β′
α′
. This sequence will (almost surely)
converge to Zg. Iterations are stopped as usual when the sup norm of the difference
Zn+1 − Zn falls below a certain threshold. We show in Figure 2 some examples of
srmBm obtained in this way using FracLab. One clearly see how regularity relates
to amplitude. For instance, in the top right plot, the path is more irregular when
the process has values close to 12 and is smoother when its amplitude is close to 0
or 1.
Let us discuss briefly some features of the above simulation algorithm. Two pos-
sible sources of error occur: the first one lies in computing the fractional Brownian
field, while the second one comes from the iteration procedure. Let us consider
the first source of error. There is a vast literature on the simulation of fBm. As
this is a Gaussian process, an exact method is provided by the use of a Cholesky
decomposition. Such a method is slow in general. However, in the case of fBm,
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Figure 2: Top left: srmBm with α(t) = Z(t). Top right: srmBm with α(t) = 0.6 +
(|Z(t)| − 0.5)2. Bottom: two srmBm with α(t) = 1
1+
|Z(t)|
2
.
one may take advantage of the stationarity of the increments and use the algorithm
described in [23] to obtain exact (within numerical precision) paths of fBm with a
cost of O(N log(N)), where N is the number of samples. To obtain our fractional
Brownian field, we generate M fBms with this method with values (Hi)i=1,...,M
regularly spaced between a and b. During the iterations of the process yielding
srmBm, we shall need the value of the field at arbitrary H. We will approximate
this value by the one of the computed field at Hi(H), where Hi(H) is the value in
{Hi, i = 1, . . . ,M} which is closest to H. The difference between H and Hi(H) is
at most (b−a)/2M . By smoothness of the field in the H direction, the error on the
corresponding point on the field is of the same order, almost surely and uniformly
in t on any compact. It is important to notice that such errors do not propagate
through iterations: indeed, at step n, instead of working with the exact Zn, we deal
with an approximate one, say Z˜n. However, when the stopping criterion is met, we
do have ||Z˜n+1− Z˜n|| < ε, where ε is the threshold. As a consequence, the difference
in sup norm between Z and Z˜n is at most C (ε+ (b− a)/M) for a constant C. This
is the precision of our algorithm. Its cost is is O(PN +MN log(N)), where P is the
number of iterations. While we do not have a theoretical bound on P , numerical
experiments show that it is usually negligible as compared to both M and log(N).
Though all the developments above were conducted in one dimension, the ex-
tension to Rn is straightforward. Figure 3 displays an example of a two-dimensional
srmBm with g(Z) = (1− Z)2. This particular choice of g is adapted to natural ter-
rain modelling and reflects the fact, in young mountains, regions at higher altitudes
are typically more irregular than ones at low altitude.
12
Figure 3: A two-dimensional srmBm with g(Z) = (1− Z)2.
3.2.2 Geometrical srmBm
When the function g is smooth, a simple geometrical reasoning allows to build
a self-regulating process on a fractional Brownian field. The idea is that, in the
three-dimensional space (t,H,B), an srmBm is the intersection of the two surfaces
B = BH (t, ω)
β
α
and H = g(B). Figure 4 illustrates this point of view with two
different g functions.
For simplicity, we shall assume that g is a diffeomorphism and will denote f = g−1.
Definition 3.9.
Let α′, β′ be real numbers with α ≤ α′ < β′ ≤ β. Define:
Θα′,β′ : [0, 1]× [α, β] → [α′ − β, β′ − α]
(t, U) 7→ Bg(U) (t, ω)β
′
α′
−U.
Proposition 3.10.
For almost all ω and all t, there exists at least one value Z× (t, ω) such that:
Z× (t, ω) = Bg(Z×(t,ω)) (t, ω)
β′
α′
.
Proof. Note first that Θα′,β′ is continuous (it is in fact Ho¨lder continuous. Indeed:∣∣Θα′,β′ (t, f(H))−Θα′,β′ (t′, f(H ′))∣∣ = ∣∣∣B(H, t, ω)αβ −f (H)− (B(H ′, t′, ω)αβ −f (H ′))∣∣∣
≤
∣∣∣B(H, t, ω)α
β
−B(H ′, t′, ω)α
β
∣∣∣+ |f (H)− f (H ′)|
≤ C1 (ω) β−αMB−mB (|t− t′|+ |H −H ′|)
m−ε + |f (H)− f (H ′)| .)
Therefore, every level set of Θα′,β′ is itself continuous.
In addition, Θα′,β′ verifies almost surely:
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Figure 4: Intersections between a scaled fractional Brownian field and two surfaces H =
g(B). Note that, when g is not one to one as on the figure on the right, several srmBms
with different regularity will be obtained.
• ∀t ∈ [0, 1] ,Θα′,β′ (t, α) = Bg(α) (t, ω)β
′
α′
−α ≥ 0,
• ∀t ∈ [0, 1] ,Θα′,β′ (t, β) = Bg(β) (t, ω)β
′
α′
−β ≤ 0.
The intermediate value theorem then entails that, for all t, there exists Z× (t)
such that Θα′,β′ (t, Z
× (t)) = 0.
Proposition 3.11.
Let µ = sup
U∈[α,β]
|g′ (U) |. Let α′(ω) and β′(ω) be such that α < α′(ω) < β′(ω) < β
and (α′(ω), β′(ω)) verify Condition C2:
C2 : β′ (ω)− α′ (ω) < MB (ω)−mB (ω)
µC2(ω)
.
Then, almost surely, there exits a unique function Z×(t) such that:
Z×(t) = Bg(Z×(t)) (t)
β′(ω)
α′(ω)
.
Proof.
One computes:
∂Θ
∂U (t, U) =
∂Bg(U)(t,ω)
β′
α′
∂U − 1
= β
′−α′
MB(ω)−mB(ω)
∂Bg(U)(t,ω)
∂U − 1
= β
′−α′
MB(ω)−mB(ω)g
′ (U) ∂BH(t,ω)∂H
∣∣∣
H=g(U)
− 1.
Assumption C2 entails that U 7→ Θα′(ω),β′(ω)(t, U) is decreasing.
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Proposition 3.11 yields an algorithm to generate a geometrical srmBm: one first
synthesize a fractional Brownian field B as explained in Subsection 3.2.1, and then
numerically compute its interesction with the surface H = g(B). The computational
cost is O(MN log(N)) (with the same notations as above). Errors occur when
evaluating the values of B at non-sampled values of H, as in Subsetion 3.2.1, and
also when evaluating the values of g(B). Since g is smooth, these errors are of the
same order as the ones on B itself. As a consequence, the precision of the whole
algorithm is of order (b− a)/M .
3.3 Prescribed shape srmBm
The fixed point srmBm of section 3.2.1 only depends on g. Thus, if, say, g(Z) = Z,
one may have a particular realization which is smooth because the values of Z will
be large, while another one will appear irregular if it happens that Z takes only
small values. This may be a drawback in certain applications. We briefly describe
in this section how to modify the definition of fixed point srmBm so that it allows
to follow a prescribed overall trend.
Definition 3.12.
Let s be a C1 function from [0, 1] to R, and m be a positive real number. Define
the Gaussian field
{
B
(s)
H (t)
}
(H,t)∈[a,b]×[0,1]
as:
B
(s)
H (t, ω) = BH (t, ω)
sup
t∈[0,1]
(s(t))
inf
t∈[0,1]
(s(t)) +ms(t).
Since s is smooth, the regularity properties of B
(s)
H (t) are similar to the ones
of BH(t). In addition, it is straightforward to check that, for α
′(ω) and β′(ω) two
random variables such that α ≤ α′(ω) < β′(ω) ≤ β, the operator Λ(s)α′,β′ defined for
almost all ω by:
Λ
(s)
α′,β′ : C ([0, 1] , [α, β]) → C ([0, 1] , [α, β])
Z 7→ B(s)g(Z) (ω)
β′
α′
is contractive provided:
H(s) : β′(s) (ω)−α′(s) (ω) <
max
(t,H)∈[0,1]×[a,b]
(
B
(s)
H (t, ω)
)
− min
(t,H)∈[0,1]×[a,b]
(
B
(s)
H (t, ω)
)
C
(s)
2 (ω) kg
.
The prescribed shape srmBm Z
(s)
g is defined almost surely as the unique fixed point
of Λ
(s)
α′,β′ :
Z(s)g (t) = B
(s)
g(Zg(t))
(t)
β′(s)(ω)
α′(s)(ω)
.
Theorem 3.2.
Almost surely:
α
Z
(s)
g
(t, ω) = g
(
Z(s)g (t, ω)
)
. (19)
15
The proof is left to the reader.
Remark 3.13. The same results as above hold if s is only assumed to be b + 
Ho¨lder-continuous for an  > 0.
The following obvious proposition states that one indeed controls the mean shape
of the process at each point. Note that this entails that the pointwise regularity is
also controlled at each point through g.
Proposition 3.14. Almost surely, for all t ∈ [0, 1]:
E
B
g
(
Z
(s)
g (t,ω)
) (t, ω)sup[0,1](s)
inf[0,1](s)
+ms (t)
 = sup[0,1] (s)− inf [0,1] (s)
2
+ms (t) .
The reader who is consulting an electronic version of this work will find on Figure
5 an animation showing the effect of changing s and m on a prescribed shape srmBm
with g(x) = x (click on graph to launch the animation). The value of m is depicted
on the left pane. On the right pane, s is drawn as a thick cyan line, while the process
is the thin blue line. Finally, the red line is the estimated pointwise exponent at each
time, which should be (and approximately is) equal to the process itself. Estimation
issues for srmBm will be addressed in a forthcoming article.
Figure 5: An animation showing the effect of changing the shape s and mixing parameter
m of a prescribed shape srmBm with g(x) = x.
4 Self-Regulating Random Midpoint Displace-
ment Process
In this section, we propose a totally different way of building a self-regulating
process, which is based on P. Le´vy’s celebrated construction of Brownian motion
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through random midpoint displacement. The resulting process will not be drawn
on a field, which has both some advantages and drawbacks as we will see.
4.1 Definition and basic properties
Recall the definition of the ”triangle” function:
ϕ(t) =

2t for t ∈ [0, 1/2]
1− 2t for t ∈ [1/2, 1]
0 otherwise.
Define ϕjk(t) = ϕ(2
jt− k), for j ∈ N, k = 0, . . . , 2j − 1.
Let Zjk be i.i.d. random variables following an N(0, 1) law. It is well known
that
B =
∞∑
j=0
2j−1∑
k=0
2−j/2ϕjkZjk (20)
is a representation of Brownian bridge. We remark that the factor 1/2 in the
expression 2−j/2ϕjkZjk corresponds to the constant pointwise Ho¨lder exponent of
the process. Heuristically, the term 2−j/2ϕjk entails a variation with amplitude
2−j/2 and duration 2−j . In other words, variations of time length h = 2−j are
of the order of h1/2. It is easy to prove, for instance using Theorem 4.1 below,
that the modified process
∑
j,k 2
−jαϕjk(t)Zjk has almost surely everywhere Ho¨lder
exponent α for α ∈ (0, 1). We shall take advantage of this fact to build in an
iterative way a process X verifying almost surely αX(t) = g(X(t)) for all t, where
g is again a C1 deterministic function. We shall require that g ranges in [a, b] with
0 < a ≤ b (the condition [a, b] ⊂ (0, 1) is not necessary at this point).
It turns out that the Gaussian character of the random variables Zjk is not
crucial for our purpose. Rather, we will need the following assumption:
Assumption A:
There exists c ∈ (0, a) such that, almost surely, there exists N in N with:
∀j ≥ N, max
k=0..2j−1
|Zjk| ≤ 2jc.
Assumption A is fulfilled for any c ∈ (0, a) if the (Zjk)j,k follow an N(0, 1) law. It
also verified if they follow for instance an α-stable law provided a is large enough.
A self-regulating random midpoint displacement process (srmdp) is defined as
follows:
Theorem-Definition 4.1. Let g be a C1 function defined on R and ranging in
[a, b] ⊂ R∗+. Let Zjk be i.i.d. centred random variables verifying Assumption A.
Set X−1 ≡ 0 and define the sequence of processes (Xj)j∈N by:
Xj(t) = Xj−1(t) +
2j−1∑
k=0
2−jg(Xj−1((k+
1
2
)2−j))Zjkϕjk(t). (21)
Almost surely, the sequence (Xj)j∈N converges uniformly to a continuous process
X, called srmdp.
Note that the range of X is essentially determined by the one of the random
variables Zjk. Choosing bounded or unbounded Zjk leads to the same property for
X.
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Proof. For all t:
Xj(t)−Xj−1(t) =
2j−1∑
k=0
2−jg(Xj−1((k+
1
2
)2−j))Zjkϕjk(t)
Since the ϕjk have disjoint supports:
‖Xj −Xj−1‖∞ ≤ 2−ja max
k=1...2j−1
|Zjk|
Assumption A entails that (Xj)j∈N converges almost surely in C([0, 1], ‖.‖∞) to a
continuous process X.
Proposition 4.1. Assume that Z0,0 belongs to L
2(Ω). Then the sequence (Xj)j∈N
converges to X in L2(Ω× [0, 1]).
Proof. The random variables Zjk are independent, and, for all j, k, Zjk is indepen-
dent of Xj−1(t) for all t. As a consequence:
E((Xj−1(t)−Xj(t))2) =
2j−1∑
k=0
E
(
2−2jg(Xj−1((k+
1
2
)2−j))
)
E(Z2jk)ϕ2jk(t).
Thus: ∫ 1
0
E((Xj−1(t)−Xj(t))2) dt ≤ 2−2jaE(Z20,0)
2j−1∑
k=1
∫ 1
0
ϕ2jk(t)dt
≤ 2−2jaE(Z20,0)
∫ 1
0
ϕ2(t) dt,
which entails convergence in L2(Ω× [0, 1]) to a process Y which has to verify X = Y
almost surely.
Remark 4.2. One can show similarly that convergence holds in Lp(Ω) for p > 0.
In fact, Lp(Ω) convergence does not require Assumption A to be verified, but only
that the (Zjk)j,k be in L
p(Ω), as it may easily be checked.
We observe the following simple facts:
Proposition 4.3. Assume that Z0,0 belongs to L
p(Ω), p ∈ R∗+. Then, for all t ∈
[0, 1],
E(|Xn(t)−X(t)|p)→ 0.
Proof. Fix t ∈ [0, 1]. Then:
Xj(t)−Xj−1(t) =
2j−1∑
k=0
2−jg(Xj−1((k+
1
2
)2−j))Zjkϕjk(t).
At most one term in the sum above is non-zero, and thus
E(|Xj(t)−Xj−1(t)|p) ≤ 2−japE(|Z0,0|p).
This entails that the sequence (Xj(t))j∈N converges in Lp(Ω) to a random vari-
able U . Since (Xj(t))j∈N converges almost surely to X(t) by Theorem-Definition 4.1,
we deduce that U = X(t).
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Corollary 4.4. Assume that Z0,0 belongs to L
1(Ω). Then, for all t:
E(X(t)) = 0.
Proof. A straightforward recurrence shows that E(Xn(t)) = 0 for all n and all t.
The results then follows from Proposition 4.3 with p = 1.
Proposition 4.5. Assume that Z0,0 belongs to L
2(Ω). Then, for all t:
E(X(t)2) = E(Z20,0)
∞∑
j=0
2j−1∑
k=0
E
(
2−2jg(Xj−1((k+
1
2
)2−j))
)
ϕjk(t)
2.
Proof. Again by independence of the sequence (Zjk)j,k and independence of Zjk
from Xj−1(x) for all x:
E(Xj(t)2) = E(Xj−1(t)2) + E(Z20,0)
2j−1∑
k=0
E
(
2−2jg(Xj−1((k+
1
2
)2−j))
)
ϕjk(t)
2.
A straightforward recurrence yields that, for all j ≥ 0:
E(Xj(t)2) = E(Z20,0)
j∑
l=0
2l−1∑
k=0
E
(
2−2lg(Xl−1((k+
1
2
)2−l))
)
ϕlk(t)
2.
and the result follows by letting j tend to infinity and using Proposition 4.3 (the
sequence converges since, for all l, at most one term in the sum is non-zero).
One deduces the obvious bounds:
E(Z20,0)
∞∑
j=0
2−2jb
2j−1∑
k=0
ϕjk(t)
2 ≤ E(X(t)2) ≤ E(Z20,0)
∞∑
j=0
2−2ja
2j−1∑
k=0
ϕjk(t)
2,
and, by noting that at most one ϕjk(t) is non-zero for all j:
E(X(t)2) ≤ E(Z
2
0,0)
1− 2−2a .
4.2 Self-regulation
Our main result in this section is the following, which describes the local and point-
wise Ho¨lder regularity of X.
Theorem 4.1. 1. Assume that g ranges in [a, b] ⊂ (0, 1) and that the random
variables (Zjk)j,k verify Assumption A. Then, almost surely, for all t:
αlX(t) ≥ g(X(t))− c.
2. If the random variables (Zjk)j,k are such that, for all x ≥ 0:
P(|Z0,0| ≤ x) ≤ xγ (22)
for some γ > 0, then, almost surely, for all t:
αX(t) ≤ g(X(t)).
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Remark 4.6. Theorem 4.1 extends to arbitrary intervals [a, b] ⊂ (0,∞) provided
one uses sufficiently smooth wavelets in place of the triangle function in the defini-
tion of X.
Proof of Theorem 4.1.
See Appendix 6.3.

Theorem 4.1 entails that, in the Gaussian case, an srmdp is indeed self-regulating:
Corollary 4.7. Assume that the random variables (Zjk)j,k are Gaussian and that
g ranges in [a, b] ⊂ (0, 1). Then, almost surely, for all t:
αlX(t) = αX(t) = g(X(t)).
In addition, if g is not constant, then X is not a Gaussian process.
Proof of Corollary 4.7.
This a simple consequence of the facts that one always has αlX(t) ≤ αX(t) and that
Assumption A is verified for all c > 0 in the Gaussian case.
Remark 4.8. From the definition, it is easy to see that, at any dyadic point, the
value of X is determined in a finite number of steps. This remark plus the fact that,
for Gaussian (Zjk)j,k, Xj is Gaussian conditionally on the filtration generated that
Xj−1 (although X is non-Gaussian for non-constant g) are instrumental for solving
the estimation problem, that is, inferring the function g from sampled data [19].
In addition, the same remark implies that X may be simulated in an exact way
through Formula (21) provided the number of samples N is a power of 2. When this
is not the case, one may always choose the smallest integer n such that N < 2n,
generate X on 2n points, and keep only the N first samples. While this procedure
may at most double the number of computations, this is not a serious drawback in
practice as the computational cost of the synthesis procedure is linear in N . See
Figure 6 for simulated realizations of srmdps.
Figure 6 displays three realisations of X for an increasing g, obtained with
FracLab.
Figure 6: Left: self-regulating function g. Right: three realisations of X. One verifies
that the process is more regular at points where it has larger amplitude.
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5 Future work
We have presented two different constructions of self-regulating processes in Sec-
tions 3 and 4. One may wonder how they compare. On the one hand, self-regulating
midpoint displacement processes are certainly easier to work with, at least in the
Gaussian case, as they have a “tree structure” that makes them conditionally Gaus-
sian. As a consequence, simulating them is simpler, and it is not too difficult to
construct an estimator for the self-regulating function g [19]. On the other hand, we
believe they have a less rich structure than self-regulating multifractional Brownian
motions. More precisely, when one takes g = H =constant, one gets simply an fBm
with exponent H in the srmBm case. In the srmdp case, one obtains a process, say
X, whose pointwise Ho¨lder exponent is also everywhere equal to H almost surely.
However, while the increments of fBm display long range dependence for H > 1/2,
this is not the case for X (this is an easy computation left to the reader). We
conjecture that the same difference holds for the self-regulating versions, although
proving this fact seems out of reach at this time. Indeed, even the marginal laws
of both processes are not known, let alone their covariance structure. Nonetheless,
such a conjecture is supported by visual inspection of realizations of the processes,
as well as by numerical experiments.
Another interesting study would be to compute the multifractal spectra of our
processes. Indeed, since their Ho¨lder functions are random, the question arises
whether their multifractal spectra share the same property (recall that, for instance,
the Ho¨lder function of a Le´vy process is random -except in the Brownian case-, while
its multifractal spectrum is deterministic). We conjecture that this is the case, as
the range of the exponents is itself random. Again, this does not appear to be an
easy problem, as it seems to require characterizing the local time of the processes.
Finally, it is clear that much more general “self-regulating relations” than the
one we have considered here could be studied. They could for instance involve a
second independent or correlated process, primitives or derivatives of X and/or of
αX , or other local features, such as the 2-microlocal spectrum or the stability index
in the case of multistable processes. Accounting for a random coupling g would also
be interesting. Two of these generalizations were alluded to in Section 3.2. More
general self-regulating relations would in particular be useful in view of applications
outside of mathematics (e.g. in financial modelling).
6 Appendix
6.1 Proof of Theorem 2.1
For simplicity, we will restrict to the case where g ranges in [α, β] with β < 1.
The proof of the inequality αh∗ (t) ≤ g(h∗ (t)) is exactly the same as the one in [11,
Proposition 7].
For the reverse inequality, we note first that the proof of Proposition 7 in [11] cannot
not possibly apply, since it requires that αh (t) > g(h (t)), which of course does not
hold here. Nevertheless, it is easy to adapt it in our frame.
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Fix t and ε. Then:
h∗ (t+ ε)− h∗ (t) = Wg(h∗)(t+ ε)−Wg(h∗)(t)
=
∞∑
n=1
(
λ−ng(h∗(t+ε)) sin (λn (t+ ε))− λ−ng(h∗(t)) sin (λnt))
= A+A′,
(23)
with :
A =
∞∑
n=1
(
λ−ng(h∗(t+ε)) − λ−ng(h∗(t))) sin (λn (t+ ε)),
A′ =
∞∑
n=1
λ−ng(h∗(t)) (sin (λn (t+ ε))− sin (λnt)).
Reasoning as above, one gets, for |A|:
|A| ≤
∞∑
n=1
∣∣λ−ng(h∗(t+ε)) − λ−ng(h∗(t))∣∣
≤ ln (λ) |g(h∗ (t+ ε))− g(h∗ (t))|
∞∑
n=1
nλ−nα
≤ kg ln (λ) λα(λα−1)2 |h∗ (t+ ε)− h∗ (t)|
= kΦ |h∗ (t+ ε)− h∗ (t)| .
In order to obtain an estimate for |A′|, consider the integer N such that:
λ−(N+1) < |ε| ≤ λ−N .
The finite increments theorem yields∣∣A′∣∣ ≤ |ε|X + 2Y
where:
X =
N∑
n=1
λ−n(g(h
∗(t))−1) ≤ 1
1− λ−n(g(h∗(t))−1) |ε|
g(h∗(t))−1
and
Y =
∞∑
n=N+1
λ−ng(h
∗(t)) ≤ 1
1− λ−ng(h∗(t)) |ε|
g(h∗(t)) .
As a consequence, there exists a constant c such that:∣∣A′∣∣ ≤ c |ε|g(h∗(t)) .
Going back to (23), one gets:
|h∗ (t+ ε)− h∗ (t)| ≤ |A|+ |A′|
≤ kΦ |h∗ (t+ ε)− h∗ (t)|+ c |ε|g(h
∗(t)) ,
or
|h∗ (t+ ε)− h∗ (t)| (1− kΦ) ≤ c |ε|g(h
∗(t)) .
Finally, since 1− kΦ > 0:
|h∗ (t+ ε)− h∗ (t)| ≤ c
1− kΦ |ε|
g(h∗(t)) . (24)
This entails that αh∗ (t) ≥ g(h∗ (t)).

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6.2 Proof of Theorem 3.1
Theorem 3.1 in [8] states that, for all t0 ∈ [0, 1], αZ (t0, ω) = S (t0, ω) almost surely
for an MPRE under condition (11). If Zg is indeed self-regulating, this condition
cannot hold, and we need to modify some of the arguments of [8].
The proof of Theorem 3.1 in [8] relies on Lemmas 3.1 to 3.4 of the same article.
We explain how to adapt them. First, recall that in [8] the field B is split into a ”low
frequency ” part and a ”high frequency” one. More precisely, one first decomposes
B on the Lemarie´-Meyer wavelet basis {ψj,k}(j,k)∈Z2 : for all (t,H) in [0, 1]× [a, b],
BH (t) =
∑
j∈Z
∑
k∈Z
aj,k (t,H) j,k (25)
where (j,k)j,k are independent and identically distributed (i.i.d.) random vari-
ables following an N (0, 1) law (that is, a centred Gaussian law with variance one)
and where the coefficients aj,k (t,H) read:
aj,k (t,H) =
∫
R
eitξ − 1
iξ |ξ|H−1/2
ψˆj,k (ξ) dξ (26)
(ψˆj,k denotes the Fourier transform of ψj,k).
Define for (x,H) ∈ R× [a, b] the function :
Ψ (x,H) =
∫
R
eixξ
ψˆ (ξ)
iξ |ξ|H−1/2
dξ. (27)
Set η = 2−jξ. Then:
aj,k (t,H) = 2
−jH (Ψ (2jt− k,H)−Ψ (−k,H)) . (28)
The frequency decomposition of B reads:
BH (t) = B˙H (t) + B¨H (t) (29)
where:
B˙H (t) =
−1∑
j=−∞
∑
k∈Z
aj,k (t,H) εj,k =
∞∑
j=1
∑
k∈Z
2jHε−j,k
(
Ψ
(
2−jt− k,H)−Ψ (−k,H)),
B¨H (t) =
∞∑
j=0
∑
k∈Z
aj,k (t,H) εj,k =
∞∑
j=0
∑
k∈Z
2−jHεj,k
(
Ψ
(
2jt− k,H)−Ψ (−k,H)).
(30)
Proposition 6.1. [8]
The field
{
B˙H (t)
}
(t,H)∈[0,1]×[a,b]
is almost surely C∞ on [0, 1]× [a, b].
It is proved in [8] that Proposition 3.1 holds for both B¨H and BH . By replacing
the random variable C2(ω) appearing in (13) by:
max
(
sup
(H,t)∈[a,b]×[0,1]
∣∣∣∣( ∂∂H
)
B (H, t, ω)
∣∣∣∣ , sup
(H,t)∈[a,b]×[0,1]
∣∣∣∣( ∂∂H
)
B¨ (H, t, ω)
∣∣∣∣
)
,
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we may and will assume that (13) holds simultaneously for B¨ and B with the same
C2(ω) (this will modify Condition C accordingly).
Lemma 3.2 of [8] states that, for t0 fixed in [0, 1] and any stochastic process S
valued in [a, b], the series
T¨t0 (t, ω) =
∞∑
j=0
∑
k∈Z
2−jS(t0,ω)εj,k (ω) Ψ
(
2jt− k, S (t0, ω)
)
.
is almost surely uniformly convergent in t on any compact subset of R. Moreover,
there exists an almost surely finite random variable C5 > 0 such that, for all t in R:∣∣∣T¨t0 (t, ω)∣∣∣ ≤ C5 (ω)√log (2 + |t|). (31)
This proof of this lemma does not rely on assumption (11) and we shall apply it
with S = g(Zg) which indeed ranges in [a, b]. Thus, in our case, T¨t0 is defined as:
T¨t0 (t, ω) =
∞∑
j=0
∑
k∈Z
2−jg(Zg(t0,ω))εj,k (ω) Ψ
(
2jt− k, g (Zg (t0, ω))
)
. (32)
Likewise, Lemma 3.4 of [8], which deals with various properties of the function Ψ˜:
Ψ˜ (x,H) = i
∫
R
eixξξ |ξ|H−1/2 ψˆ (ξ)dξ,
still holds true in our frame, since it is of purely analytical nature.
In contrast, Lemmas 3.1 et 3.3 of [8] use crucially condition (11), and we now
prove a version of them adapted to our case.
Lemma 6.2. Counterpart of Lemma 3.1 of [8]
Let J be an interval in [0, 1]. Almost surely, for all  > 0 and all (t′, t′′) ∈ J2 :∣∣Zg (t′, ω)− Zg (t′′, ω)∣∣ ≤ C (ω) ∣∣t′ − t′′∣∣m(ω)− (33)
where C(ω) is an almost surely finite random variable and m (ω) = inf
t∈J
g (Zg (t, ω)).
Proof.
By definition of Zg:
|Zg (t′, ω)− Zg (t′′, ω)| =
∣∣∣∣Bg(Zg(t′,ω)) (t′, ω)β′(ω)α′(ω) −Bg(Zg(t′′,ω)) (t′′, ω)β′(ω)α′(ω)
∣∣∣∣
≤
∣∣∣∣Bg(Zg(t′,ω)) (t′, ω)β′(ω)α′(ω) −Bg(Zg(t′,ω)) (t′′, ω)β′(ω)α′(ω)
∣∣∣∣
+
∣∣∣∣Bg(Zg(t′,ω)) (t′′, ω)β′(ω)α′(ω) −Bg(Zg(t′′,ω)) (t′′, ω)β′(ω)α′(ω)
∣∣∣∣ .
Using (12), (13) and then the Lipschitz property of g, one gets (we do not indicate
the dependency in ω for better readability):∣∣Zg (t′)− Zg (t′′)∣∣ ≤ β′ − α′
MB −mB
(
C1
∣∣t′ − t′′∣∣m−ε + C2 ∣∣g (Zg (t′))− g (Zg (t′′))∣∣)
≤ β
′ − α′
MB −mB
(
C1
∣∣t′ − t′′∣∣m−ε + C2kg ∣∣Zg (t′)− Zg (t′)∣∣) ,
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or:∣∣Zg (t′)− Zg (t′′)∣∣ (1− (β′ − α′)C2kg
MB −mB
)
≤ β
′ − α′
MB −mBC1
∣∣t′ − t′′∣∣m−ε . (34)
Condition C says that:
(β′ (ω)− α′ (ω))C2 (ω) kg
MB (ω)−mB (ω) < 1 (35)
and the results follows.
Lemma 6.3. Counterpart of Lemma 3.3 in [8]
Fix t0 in [0, 1]. For all ω in Ω
∗
1:
αZg (t0, ω) = g (Zg (t0, ω))⇔ αT¨t0 (t0, ω) = g (Zg (t0, ω)) . (36)
Proof.
Define:
∆hZg (t0, ω) := Zg (t0 + h, ω)− Zg (t0, ω)
=
β′ (ω)− α′ (ω)
MB (ω)−mB (ω)
(
Bg(Zg(t0+h,ω)) (t0 + h, ω)− tBg(Zg(t0,ω,)) (t0, ω)
)
and
∆hT¨t0 (t0, ω) := T¨t0 (t0 + h, ω)− T¨t0 (t0, ω)
= B¨g(Zg(t0,ω)) (t0 + h, ω)− B¨g(Zg(t0,ω)) (t0, ω) ,
which follows from (32) and (30).
One computes (we omit ω for better readability):
|∆hZg (t0)| = β
′ − α′
MB −mB
∣∣Bg(Zg(t0+h)) (t0 + h)−Bg(Zg(t0)) (t0)∣∣ (37)
and∣∣Bg(Zg(t0+h)) (t0 + h)−Bg(Zg(t0)) (t0)∣∣ ≤ ∣∣Bg(Zg(t0+h)) (t0 + h)−Bg(Zg(t0)) (t0 + h)∣∣
+
∣∣Bg(Zg(t0)) (t0 + h)−Bg(Zg(t0)) (t0)∣∣
≤ C2 |g(Zg(t0 + h)− g(Zg(t0)|
+
∣∣∣B˙g(Zg(t0)) (t0 + h)− B˙g(Zg(t0)) (t0)∣∣∣
+
∣∣∣B¨g(Zg(t0)) (t0 + h)− B¨g(Zg(t0)) (t0)∣∣∣
≤ C2kg |∆hZg (t0)|+ C3|h|+
∣∣∣∆hT¨t0 (t0)∣∣∣
where we have used Proposition 6.1 which entails that there exists an almost surely
finite random variable C3(ω) such that
∣∣∣B˙g(Zg(t0)) (t0 + h)− B˙g(Zg(t0)) (t0)∣∣∣ ≤ C3|h|.
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Coming back to ∆hZg, one gets:
|∆hZg (t0)|
(
1− C2kg β
′ − α′
MB −mB
)
≤ C3 β
′ − α′
MB −mB |h|+
β′ − α′
MB −mB
∣∣∣∆hT¨t0 (t0)∣∣∣ .
(38)
One also has the lower bound:∣∣Bg(Zg(t0+h)) (t0 + h)−Bg(Zg(t0)) (t0)∣∣ ≥ − ∣∣Bg(Zg(t0+h)) (t0 + h)−Bg(Zg(t0)) (t0 + h)∣∣
−
∣∣∣B˙g(Zg(t0)) (t0 + h)− B˙g(Zg(t0)) (t0)∣∣∣
+
∣∣∣B¨g(Zg(t0)) (t0 + h)− B¨g(Zg(t0)) (t0)∣∣∣
≥ −C2kg |∆hZg (t0)| − C3|h|+
∣∣∣∆hT¨t0 (t0)∣∣∣ . (39)
(38) and (39) yield:
|∆hZg (t0)|
(
1− C2kg β
′ − α′
MB −mB
)
− C3 β
′ − α′
MB −mB |h| ≤
β′ − α′
MB −mB
∣∣∣∆hT¨t0 (t0)∣∣∣
and
β′ − α′
MB −mB
∣∣∣∆hT¨t0 (t0)∣∣∣ ≤ |∆hZg (t0)|(1 + C2kg β′ − α′MB −mB
)
+ C3
β′ − α′
MB −mB |h|.
Noting that |h|1−g(Zg(t0,ω)) tends to 0 when h tends to 0 since g is everywhere strictly
smaller than 1 yields the announced result.
Remark 6.4. The proof of the lemma shows in fact that:
αZg (t0, ω) = r < 1⇔ αT¨t0 (t0, ω) = r < 1.
The rest of the proof of our Theorem 3.1 goes exactly along the same lines as
the one of Theorem 3.1 in [8].

6.3 Proof of Theorem 4.1
Let us first show that αlX(t) ≥ g(X(t)) − c almost surely for all t. Choose δ > 0
such that c + δ < a. By uniform continuity of g ◦X, there exists  > 0 such that,
for all x, t in [0, 1] with |x− t| < :
g(X(x)) ≥ g(X(t))− δ. (40)
For an ω such that Assumption A is fulfilled, choose N ∈ N such that for
all j ≥ N :
max
k=1...2j−1
|Zjk| ≤ 2jc. (41)
Increasing N if necessary, one may also guarantee that:
∞∑
N
j.2−j(a−c) ≤ 1
4 ln 2.‖g′‖∞ . (42)
For any x, t in [0, 1] such that |x − t| < , let j0 denote the integer verifying
2−j0 < |x− t| ≤ 2−j0+1. In addition, for any integer j, let:
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• tj be the integer such that t ∈ [tj2−j , (tj + 1)2−j). In other words, tj is the
integer such that t is in the support of ϕj,tj .
• xj be the integer such that x ∈ [xj2−j , (xj+1)2−j), so that x is in the support
of ϕj,xj .
By definition of X,
X(t)−X(x) = XN−1(x)−XN−1(t)+
∞∑
j=N
2j−1∑
k=1
Zj,k
(
ϕjk(x)2
−jg(X(x)) − ϕjk(t)2−jg(X(t))
)
.
For any fixed j, the only non-vanishing terms in the sum over k are the ones with
indices tj or xj . As a consequence,
|X(t)−X(x)| ≤ |XN−1(t)−XN−1(x)|+
∞∑
j=N
|Zj,tjAj |+
∞∑
j=N
|Zj,xjBj | (43)
where:
Aj = ϕjtj (t).2
−j.g(X(t)) − ϕjtj (x).2−jg(X(x)),
Bj = ϕjxj (t).2
−j.g(X(t)) − ϕjxj (x).2−jg(X(x)).
(note that inequality (43) still holds when tj = xj for some indices j). Assume for
now that N ≤ j0 − 1. For j ∈ [N, . . . j0 − 1], let:
Aj = Cj +Dj
where
Cj =
(
ϕj,tj (t)− ϕj,tj (x)
)
2−jg(X(t))
and
Dj = ϕj,tj (x)
(
2−jg(X(t)) − 2−jg(X(x))
)
.
We seek an upper bound on
∑j0−1
j=N |Zj,tjAj |. The finite increments theorem yields:
|Cj | ≤ 2j |x− t|2−jg(X(t)),
and, using (41):
|Zj,tjCj | ≤ |x− t|2j(1−g(X(t)+c)).
As a consequence:
j0−1∑
j=N
|Zj,tjCj | ≤ |x− t|
j0−1∑
j=N
2j(1−g(X(t))+c)
≤ 2−j0+1 2
j0(1−g(X(t))+c)
21−g(X(t))+c − 1
≤ 2j0(−g(X(t))+c) 2
21−b+c − 1
≤ K1|x− t|g(X(t))−c (44)
where K1 =
2
21−b+c−1 .
Let us now estimate |Dj |. Clearly,
|Dj | ≤
∣∣∣2−jg(X(t)) − 2−jg(X(x))∣∣∣ .
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The finite increments theorem yields:
|Dj | ≤ |X(x)−X(t)|‖g′‖∞. ln 2.j2−ja.
Then, with (41):
j0−1∑
j=N
|Zj,tjDj | ≤ |X(x)−X(t)|‖g′‖∞. ln 2.
j0−1∑
j=N
j2−j(a−c),
and, using (42):
j0−1∑
j=N
|Zj,tjDj | ≤
1
4
|X(x)−X(t)|. (45)
Summing up, (44) and (45) yield:
j0−1∑
j=N
|Zj,tjAj | ≤ K1|x− t|g(X(t))−c +
1
4
|X(x)−X(t)|. (46)
Note that the above inequality remains true when j0 ≤ N with the convention that
a sum on an empty set is 0.
For j ≥ j0, ϕj,tj (x) = 0, and thus Aj = ϕjtj (t).2−j.g(X(t)). As a consequence:
∞∑
j=j0
|ZjkAj | ≤
∞∑
j=j0
2jc2−jg(X(t))
=
2−j0(g(X(t))−c)
1− 2−g(X(t))+c
≤ K2|x− t|g(X(t))−c (47)
where K2 =
1
1−2−a+c .
Inequalities (46) and (47) yield:
∞∑
j=N
|ZjkAj | ≤ (K1 +K2)|x− t|g(X(t))−c + 1
4
|X(x)−X(t)|. (48)
Exactly the same estimates as above hold with xj in place of tj , and thus:
∞∑
j=N
|ZjkBj | ≤ (K1 +K2)|x− t|g(X(x))−c + 1
4
|X(x)−X(t)|
≤ (K1 +K2)|x− t|g(X(t))−c−δ + 1
4
|X(x)−X(t)| (49)
where we have used (40). Finally, from (48) and (49), one obtains that, for all x, t ∈
[0, 1], |x− t| < :
|X(t)−X(x)| ≤ |XN−1(t)−XN−1(x)|+2(K1+K2)|x−t|g(X(t))−c−δ+ 1
2
|X(x)−X(t)|,
or
|X(t)−X(x)| ≤ 2|XN−1(t)−XN−1(x)|+ 4(K1 +K2)|x− t|g(X(t)−c−δ. (50)
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When x → t, |XN−1(t) −XN−1(x)| = O(|t − x|) = o
(|t− x|g(X(t))−c−δ)), and thus
|X(t) −X(x)| = O (|t− x|g(X(t)−c−δ)), which entails that αlX(t) ≥ g(X(t)) − c − δ
for all δ > 0, that is αlX(t) ≥ g(X(t))− c.
Let us now move to the proof of the upper bound on αX(t) under Assumption
(22). We will need the following lemma:
Lemma 6.5. Let (Zjk)k=0..2j−1,j∈N be i.i.d centred random variables satisfying As-
sumption (22). Let  > 0. Then, almost surely, for all x ∈ [0, 1], there ex-
ists a sequence (jn, kn)n with jn tending to infinity, such that, for all n, x ∈
[kn2
−jn , (kn + 1)2−jn) and |Zjnkn | ≥ 2−jn.
Proof of Lemma 6.5.
Fix for now j ∈ N and k ∈ [0 · · · 2j − 1].
Let us give an upper bound to the probability that |Zlm| is smaller than 2−l for
a couple (l,m) “below” (j, k) (that is, such that m2−l ∈ [k2−j ; (k + 1)2−j)). For
any l ≥ j, consider the event
Ωj,kl =
{
∃ m : m2−l ∈ [k2−j , (k + 1)2−j) and |Zlm| ≤ 2−l
}
.
Since P
(|Zlm| ≤ 2−l) ≤ 2−lγ, one has P (Ωj,kl ) ≤ 2l−j2−lγ. Applying this with
l + j in place of l, one gets, for l ≥ 0,
P (Ωj,kj+l) ≤ 2−jγ2(1−γ)l.
Fix β ∈ (0, 1), and denote: Wj,k =
⋂djβe
l=0 Ω
j,k
j+l. Wj,k is the event: “at each
scale l with j ≤ l ≤ j + jβ, there exists at least one coefficient |Zlm| such that
m2−l ∈ [k2−j , (k + 1)2−j ] and |Zlm| ≤ 2−l”.
Using independence of the events
(
Ωj,kj+l
)
l
, one has:
P
djβe⋂
l=0
Ωj,kj+l
 = djβe∏
l=0
P (Ωj,kj+l)
≤ 2−jβ+1γ2(1−γ)
∑djβe
l=0 l
≤ 2−jβ+1γ2(1−γ)j2β .
Letting now j and k vary, consider the event Vj =
⋃2j−1
k=0 Wj,k. Then,
P (Vj) ≤
2j−1∑
k=0
P (Wj,k)
≤ 2j2β+j−jβ+1γ.
Since β ∈ (0, 1), Borel-Cantelli Lemma then entails that, almost surely, the
event Vj occurs only for a finite set of indices j. In other words, almost surely, there
exists J such that, for all j ≥ J and all k ∈ [0 · · · 2j−1], there exists l ≥ j such that
all the random variables Zlm with m2
−l ∈ [k2−j , (k + 1)2−j ] are larger in absolute
value than 2−l.
Consider now x ∈ [0, 1]. Choose j ≥ J and k such that x ∈ [k2−j , (k + 1)2−j).
From what we have just proved, we know that there exists j1 ≥ j such that for all
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m with m2−j1 ∈ [k2−j , (k + 1)2−j) one has: |Zj1m| ≥ 2−j1. Define k1 to be the
integer such that x ∈ [k12−j1 , (k1 + 1)2−j1). To obtain j2 and k2, one iterates the
same process, replacing j by j1 + 1. In this way, one constructs a sequence (jn, kn)n
which is easily seen to fulfil the statements of the Lemma.
Let us go back to the proof of Theorem 4.1.
Fix  > 0. Using Lemma 6.5, almost surely, for all x ∈ [0, 1], there exists a
sequence (jn, kn)n where (jn)n tends to infinity and such that x ∈ [kn2−jn , (kn +
1)2−jn) and |Zjnkn | ≥ 2−jn.
Let: mn = (kn + 1/2)2
−jn and Mn =
X(kn2−jn )+X((kn+1)2−jn )
2 .
By definition of X,
X(mn)−Mn = Xjn(mn)−Mn = Zjnkn2−jng(Xjn−1 (mn)),
and, by definition of Mn, at least one of the two following inequalities hold:
|X(mn)−X((kn + 1)2−jn)| ≥ |Zjnkn2−jng(Xjn−1 (mn))|,
or:
|X(mn)−X((kn)2−jn)| ≥ |Zjnkn2−jng(Xjn−1 (mn))|.
Using the property of the sequence (jn, kn)n, one deduces:
|X(mn)−X((kn + 1)2−jn)| ≥ 2−jn(g(Xjn−1 (mn))+),
or:
|X(mn)−X((kn)2−jn)| ≥ 2−jn(g(Xjn−1 (mn))+).
Since mjn,kn tends to x, we have, using the facts that Xjn tends uniformly to X
and that g is continuous:
∃ N ∈ N : ∀n ≥ N, g(Xjn−1(mjn,kn)) ≤ g(x) + .
Thus, for n ≥ N ,
|X(mn)−X((kn + 1)2−jn)| ≥ 2−jn(g(X(x))+2),
or:
|X(mn)−X((kn)2−jn)| ≥ 2−jn(g(X(x))+2).
Among the three numbers X(mn), X(kn2
−jn) and X((kn+ 1)2−jn), two at least
are within a distance not smaller than 2−jn(g(X(x))+2). As a consequence, one at
least is at distance from X(x) not smaller than 122
−jn(g(X(x))+2). Let xn denote one
of the abscissa such that |X(xn) − X(x)| ≥ 122−jn(g(X(x))+2) (thus xn is equal to
either mn, kn2
−jn or (kn + 1)2−jn).
One has |xn − x| ≤ 2−jn . This implies first that xn tends to x when n tends to
infinity. Second, for n > N :
|X(xn)−X(x)| ≥ 1
2
2−jn(g(X(x))+2)
≥ 1
2
|xn − x|g(X(x))+2.
This entails that αX(x) ≤ g(X(x)) + 2, an inequality which is true for all  > 0
and thus αX(x) ≤ g(X(x)).
This ends the proof of Theorem 4.1.

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