Abstract. In this paper, we derive lower and upper bounds for the probability of error for a linear classifier, where the random vectors representing the underlying classes obey the multivariate normal distribution. The expression of the error is derived in the one-dimensional space, independently of the dimensionality of the original problem. Based on the two bounds, we propose an approximating expression for the error of a generic linear classifier. In particular, we derive the corresponding bounds and the expression for approximating the error of Fisher's classifier. Our empirical results on synthetic data, including up to five-hundreddimensional featured samples, show that the computations for the error are extremely fast and quite accurate; the approximation differs from the actual error by at most ε = 0.0184340683.
Introduction
Assessing the performance of classifiers is a fundamental problem is pattern recognition, for which various approaches have been proposed in the literature. The main idea is to measure the discriminabilty of the classifier by means of its misclassification rate or error rate. The error rate or classification error, in general, measured as the probability of error, provides a quite useful insight about the quality of a classifier. We consider the classical problem of deriving the true error rate for a linear classifier, which we presently refer to as the classification error or probability of error. We deal with two classes, ω 1 and ω 2 , whose a priori probabilities are P (ω 1 ) and P (ω 2 ) respectively, and which are represented by two normally distributed d-dimensional random vectors, x 1 ∼ N (µ 1 , Σ 1 ) and x 2 ∼ N (µ 2 , Σ 2 ), respectively. In order to derive a linear classification scheme, the aim is to find a linear function of the form:
that classifies an unknown object, represented by a real-valued feature vector, x = [x 1 , . . . , x d ] t , into the respective class, where w is a d-dimensional weight vector, such that w = 0 d , and w 0 is a threshold weight.
The problem of estimating the classification error has been studied for various cases, including an asymptotic formula for the expected error of the pseudo-Fisher classifier for the case in which the dimensionality of the problem is relatively larger than the size of the training dataset [8] . Bounds for more generic scenarios have been derived for linear classifiers that use kernel functions [5] . In the case of the Bayesian (quadratic) classifier for normal distributions, it is well-known that bounds on the classification exist, namely Chernoff's and Battacharyya's bounds [3, 4, 12] , and the approximation method introduced by Lee et al. [7] . These bounds are applicable to the optimal classifier, which is linear only for equal covariance matrices, and that they are not tight enough for the majority of the cases.
Bounds and Approximations for the Error
We assume that we are dealing with the case in which µ 1 is on the "negative side" of the classifier, i.e. g(µ 1 ) < 0, which implies that g(µ 2 ) > 0. It is, thus, easy to see that to evaluate the opposite case, i.e. when g(µ 1 ) > 0 and g(µ 2 ) < 0, it suffices to rename the classes in such a way that the new class ω 1 satisfies g(µ 1 ) < 0.
Given a linear classifier of the form of (1), and assuming that the space is divided into two regions, R 1 and R 2 , which represent the areas in which an object is assigned to ω 1 and ω 2 respectively, the probability of error, Pr [error] , is calculated as follows [3] :
where p xi (x|ω i ) is the probability of x given ω i , R 1 is the region determined by g(x) < 0, and R 2 is the region determined by g(
The expression given in (2) is quite involved due to the fact that it invokes integrating multivariate normal distributions. Fortunately, when dealing with normal distributions, simpler expressions that involve N (0, 1) random variables can be used (see [11] ). An elegant way of writing the integrals of (2) in terms of an N (0, 1) random variable, x, is as follows [4] :
where x is an N (0, 1) random variable, and
Although the multi-dimensional problem is reduced to its equivalent in the onedimensional space, the analytic form of the integral for the univariate normal distribution density function is still not possible, and thus an algebraic analysis is only possible by means of bounds. To derive the expressions for the lower and upper bounds, we use a well-known inequality for the cumulative normal distribution function [6] .
We know that a 1 = (w t Σ 1 w)
. Since g(µ 1 ) < 0, it then follows that w t µ 1 + w 0 < 0. Also, Σ 1 is positive definite, which implies that (w t Σ 1 w)
. Since g(µ 2 ) = w t µ 2 + w 0 > 0, and Σ 1 is positive definite, which implies that (w t Σ 2 w) − 1 2 > 0, it follows that a 2 < 0. Since a i < 0 for a = 1, 2, the inequality given in [6] can be expressed, in terms of a i , as follows:
. (6) Pre-multiplying by P (ω i ), and adding the corresponding terms of (6) for i = 1, 2, we obtain the following inequality:
where a 1 and a 2 are obtained as in (4) and (5) respectively. The bounds for the classification error are important to obtain a fair assessment about the classifier, without computing the error using numeric integration methods. One should note, however, that these bounds are not tight enough for values of a i close to 0, while being asymptotically accurate for a i < −1. An alternative for this is to use the following approximating function for the probability of error:
Thus, taking the average between the lower and the upper bounds as in (8) appears to be a very good approximation for the actual probability of error. To assess this, we first analyze the relationship between the integral and the average of the two bounds in (6) . We are tempted to call the result given below Lemma, but unfortunately, one of the steps cannot be proved algebraically, and hence we leave it as a proposition. The complete proof of this result can be found in [9] .
where ε = 0.0184340683.
Using this result, we now state the relationship between the approximation function in (8) and the actual probability of error, which is computed as in (3).
Theorem 1.
The approximation given in (8) differs from the actual error in (3) in at most ε = 0.0184340683.
Proof (Sketch).
Since P (ω 1 ) ≥ 0 and P (ω 2 ) ≥ 0, using the inequality given in (9), we can write:
Adding (10) and (11), and rearranging, the result follows. The complete proof can be found in [9] .
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The result of Theorem 1 is quite important in our analysis, since it shows that the approximation for the error is very accurate, e.g. it differs from the actual error in at most two digits. This relationship is corroborated in the empirical results discussed in Section 4.
Error Analysis for Fisher's Classifier
We consider the two-class case for Fisher's classifier -for the general case see [3, 13] . Suppose then that we deal with two classes, ω 1 and ω 2 , which are represented by two normally distributed d-dimensional random vectors, x 1 ∼ N (µ 1 , Σ 1 ) and x 2 ∼ N (µ 2 , Σ 2 ) respectively, where µ 1 = µ 2 , and whose a priori probabilities are P (ω 1 ) and P (ω 2 ) respectively. The solution for the vector w that maximizes the class separability is given by:
where
. To complete the linear classifier, the threshold w 0 has to be obtained. A simple approach (suggested in [12] ) is to assume that the distributions in the original space have identical covariance matrices, and take the independent term of the optimal quadratic or Bayesian classifier, which results in:
Once we have derived the corresponding linear classifier by means of vector w and the corresponding threshold, we obtain the boundaries for the integrals in (3). The algebraic expression for the error is stated in the following theorem, whose proof can be found in [9] . A special condition is shown in the corollary given thereafter. Theorem 2. Let x 1 ∼ N (µ 1 , Σ 1 ) and x 2 ∼ N (µ 2 , Σ 2 ) be two normally distributed random vectors representing two classes, ω 1 and ω 2 , whose a priori probabilities are P (ω 1 ) and P (ω 2 ) respectively, and g(x) = w t x + w 0 be Fisher's classifier, where w and w 0 are obtained as in (12) and (13) respectively. If
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Corollary 1. Under the conditions of Theorem 2, and assuming that
P (ω 1 ) = P (ω 2 ) = 0.5
, the probability of error of Fisher's classifier can always be computed as in (14). 2
The algebraic expression for the error given in Theorem 2 shows that the classification error for Fisher's classifier can be derived directly from the parameters of the distributions, i.e. without finding the corresponding classifier. It is important to note, however, that the threshold in Fisher's classifier, and in general, for any classifier, can be obtained in other ways too (see [10] ). Also, using the algebraic analysis of the probability of error discussed in the previous subsection, bounds and approximations for the error for Fisher's classifier can be found (see [9] ).
Empirical Analysis
To test the accuracy and computational efficiency of the error analysis discussed in this paper, we performed a few simulations on synthetic data, which involve two normally distributed classes and a linear classifier. The two classes, ω 1 and ω 2 , are then fully specified by their parameters, µ 1 , µ 2 , Σ 1 and Σ 2 . We assume that the a priori probabilities for the two classes are equal, i.e. P (ω 1 ) = P (ω 2 ) = 0.5.
One of the tests involves the analysis of the actual classification error, as well as the bounds and the approximation introduced in this paper. To conduct the test, we generated random parameters for d-dimensional classes, where d = 20, 40, . . . , 200.
The linear classifier used to test our method is the traditional Fisher's classifier, where the threshold is obtained as in (13) . The mean vectors for the two classes were generated randomly from a uniform distribution specified by the intervals [0, 0.2] for µ 1 , and [0.2, 0.4] for µ 2 . The covariance matrices were generated by invoking the random correlation method for generating positive semidefinite matrices [2] . The empirical results obtained from our simulations are shown in Table 1 . The second and third columns contain the boundaries for the two integrals, computed as in (4) and (5) respectively. The fourth column corresponds to the probability of error for Fisher's classifier, obtained as in (3), where the integrals were computed numerically by invoking the near-minimax Chebyschev approximations for the error function [1] . The fifth and sixth columns contain the lower and upper bounds for the classification error, which were computed as in (7) . The seventh column represents the approximation of the classification error, obtained as in (8) , and the last column corresponds to the difference (in absolute value) between the actual probability of error, the fourth column, and the approximation of the error, the seventh column. The results from the table show that the lower and upper bounds for the error are quite loose for large values of the classification error. Conversely, they are very tight for small values of the classification error. This is observed in the last row for dimension 200, in which the bounds are found to be very close to each other. A similar behavior is observed when analyzing the difference between the actual error and the approximation. The approximation differs from the actual error in nearly 10 −5 for dimensions 180 and 200. Observe also, that in all cases, even in the case of dimension 20 in which the error is large, the approximation of the error differs from the actual value in less than ε = 0.0184340683, and hence achieving at least two digits of precision.
To experimentally analyze the computational efficiency for computing the classification error, we conducted simulations on test suites involving dimensions d = 50, 100, . . . , 500. The results obtained are depicted in Table 2 . The second and third columns contain the average for the probability of error, and the average of the difference between the actual value and the approximation. The fourth column contains the CPU time (in seconds) for computing the actual probability of error, the bounds, and the approximation for each of the experiments. The methods were tested using Matlab in an Intel 2.0Ghz workstation running Windows XP. The results in the table show that our computational method is extremely fast for dimension 50, performing the computations in less than a tenth of a second. As the dimension of the feature space increases, the running times also increase. We also observe that the average differences between the actual error and the approximation are very small, e.g. below ε = 0.0184340683.
Conclusions
In this paper, we derive lower and upper bounds, and an expression that approximates the probability of error, which are obtained from the parameters of the distributions. The result can be used for any linear classifier, even though the underlying distributions are not normal. We have shown that the approximations differ from the actual error in at most ε = 0.0184340683. Our empirical results on synthetic, higher-dimensional data, show that the bounds are very tight for small values of the classification error. Also, the approximation has been empirically shown to be very precise in the estimation of the error, which is approximated by a factor of at most ε = 0.0184340683. It has been shown to work efficiently for spaces involving up to five hundred features.
Many directions for future work exist, including the generalization of this model for more than two classes, the generalization of the model for piecewise linear classifiers that deals with more than one hyperplane. The latter is a difficult problem, since the linear transformations have to be applied simultaneously for all hyperplanes, leading a yet multivariate integration problem. Another problem that we are investigating is that of comparing the classification error for linear classifiers that use different thresholding methods.
