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1. Introduction 
Research in Underwater Explosions 
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School of Aerospace Engineering 
Georgia Institute of Technology 
Atlanta, Georgia 30332-0150 
Underwater detonation of explosive material converts the unstable material into a more stable 
gas void at high temperature and pressure. The high pressure of the remnants of an underwater 
detonation sets forth an expansion-collapse cycle of the resulting underwater explosion bubble 
which is repeated several times before the bubble goes through interface instabilities and 
eventually disintegrates into a cloud of smaller bubbles. The interface instability problem is an 
interesting and complex subject and has recently been addressed based on experimental and 
analytical methods by Menon and Lal (1998). Various instability mechanisms at play during the 
bubble oscillation cycles were addressed and it was shown that the Rayleigh-Taylor instability 
occurs during the bubble collapse and plays a major role in the eventual collapse of the bubble. 
The presence of a solid surface in the vicinity of a pulsating bubble manifests itself as an 
asymmetry in the flow field. A dominant feature in the collapse of a bubble in such a flow is the 
development of a reentrant water jet. The asymmetry in the flow causes one side of the bubble 
to accelerate inward more rapidly than the opposite side resulting in a high-speed reentrant jet 
which pierces the bubble in the direction of its migration and produces an impact pressure much 
larger than the explosion pressure. This increased pressure on the surface can cause structural 
damage especially when the explosion energy (and hence the bubble size) is large. Other 
asymmetries (i.e., gravity or a free surface) can also cause the formation of the reentrant jet. The 
jets caused by gravity are directed upward and those caused by free surfaces are directed away 
from them. 
This report summarizes the pertinent results obtained under this research program. Most of 
the details of this effort are given in the Appendices attached to this summary report and 
therefore, avoided here for brevity. In the following, a brief summary of the experimental and 
numerical efforts is given. 
2. Experimental Studies 
A series of experiments were carried out to investigate underwater explosions in shallow 
water (1 atmosphere ambient pressure) to understand the dynamics of bubble-wall interaction in 
such flows and to investigate feasibility of targeting and destroying mines buried in beaches. In 
this configuration (shown in Fig. 1), the free water surface is close enough to the bubble-wall 
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interaction region to allow it to play a role in modifying the dynamics of the bubble collapse. The 
free surface provides a constant pressure boundary in close proximity to the wall. It is known 
that the bubble moves away from the free surface and a reentrant jet is formed which pierces the 
bubble in the direction of its migration. Since, both the Bjerknes force and the buoyancy force, 
the two competitive forces acting on a bubble near a free surface, act in the same direction, the 
presence of the free surface above the bubble collapse region is likely to increase the net impact 
pressure on the walL Another issue that was investigated is the behavior of the impact process 
when the rigid surface is buried below a layer of sand, as would be the case for buried mines. 
Some interesting results have been obtained and summarized in the papers in the Appendices. 
Underwater explosion experiments near a solid boundary were conducted in a wooden tank 
of dimension 2 m x 1.5 m x 1.5 m, coated with fiberglass resin from inside. The tank has 
windows on three sides for optical imaging. The underwater explosion bubble is generated by 
centrally igniting a mixture of an explosive gas (either Hydrogen or Carbon Monoxide) and 
oxygen contained in a hand-blown glass globe over a steel plate of dimension 36.83 em x 60.96 
em x 0.635 em (shown in Fig. 2). Two different sizes of glass globes were used for present 
experiments with average radii of 2.54 em and 3.2 em. The glass globe has an electric spark 
ign,ition system connected to a 3000V DC power supply that ignites the premixed fuel-air 
stoichiometric mixture contained in the globe. The explosion takes place at a constant volume 
until the globe bursts. Since the experiments were conducted in a laboratory shallow water setup 
and using a gaseous explosive mixture, the bubbles are relatively smaller (although much larger 
than cavitation bubbles) than those observed in deep-sea explosions. Recently, Menon and Lal 
( 1998) addressed the dynamics and instability issues of such a bubble in free field and they 
showed by means of extensive geometric and dynamic similarity analyses that the explosion 
bubble thus formed is a reasonable subscale approximation of a deep sea underwater explosion 
bubble. They have presented detailed scaling parameters, energy partitioning and also various 
interface instability mechanisms. Repeatability and experimental uncertainty have also been 
addressed and it has been shown in particular that repeated experiments produced error bands for 
the explosion pressure, maximum radius and time period of 5.88%, 3.7% and 6.06o/o, 
respectively. 
The pressure inside the bubble during its oscillation was measured by a KISTLER transducer 
that is mounted inside the plug. Additionally, eight KISTLER pressure transducers were 
mounted on the plate as shown in Fig. 2 to obtain a surface distribution of the impact pressure 
field. These dynamic pressure transducers have low and high frequency response of 0.001 Hz 
and 50 kHz, respectively, and the resonant frequency of 300kHz. They are, therefore, well 
suited for the current experiments as the bubble oscillation frequency (time period of 
approximately 15 ms) lies well within the above mentioned bounds. Signals from these pressure 
transducers were digitized using National Instrument's AT-MI0-16X analog-to-digital converter 
board, and were recorded into a microcomputer. Ten-channel data recording was performed 
with a sustained sampling rate of 10,000 samples per second per channel. 
The distance between the globe and the plate was varied to investigate the effect of solid wall 
location relative to the explosion. The plate was later covered with sand or clay to simulate 
explosion over a buried wall. The thickness layer of sand and clay above the instrumented plate 
was also varied to determine how the porous material above the plate modifies the impact 
pressure. The water surface was lowered to study shallow water bubble-wall, bubble-sand-wall 
and bubble-clay-wall interactions. Either direct overhead floodlights or an argon-ion laser sheet 
which lies in a vertical plane perpendicular to the camera axis illuminated the tank. The optical 
recording of the bubble motion was performed by a CCD enhanced digital video camera at a 
speed of 1000 frames per second in order to obtain a full screen image. 
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Underwater explosion bubbles are created near an exposed or buried rigid boundary by 
detonating a mixture of oxygen and Carbon Monoxide in glass globes submerged in a water tank. 
A variable depth of either play sand or general purpose purge clay is used to bury a solid steel 
plate in order to simulate explosion over a buried rigid boundary. Eight pressure transducers 
mounted on the plate are used to map the pressure distribution on the plate and instrumented 
tubes and plugs measure pressure inside and outside the bubbles. A cinematography technique is 
employed to capture entire interaction process. There exists a critical distance above the plate 
where the reentrant water jet produces the maximum impact pressure on the plate. The jets 
formed by the explosions above this distance have to pierce the water layer between the bubble 
and the plate and hence yield lower impact pressures. The growth of bubbles formed by 
explosions below the critical distance is inhibited by the presence of the plate and hence their 
maximum sizes are comparatively restrained. The water jet is very focused and symmetrical 
about the center of impact. The effect of covering the flat plate with sand or clay is in general, to 
reduce the impact pressure and to smooth its distribution over the plate. However, when an 
explosion occurs very close to the sand surface loose sand particles are ejected and displaced as 
the bubble expands. This reduces the effective sand thickness and as a result, an increased 
impact pressure is achieved. This recovery of impact pressure increases in shallow water cases 
due to the free surface effect. Explosions were also carried out above clay surface to view the 
shape of the crater formed. Results show that double craters (i.e., secondary crater within the 
primary crater is formed for certain initial locations of the explosive above the surface 
3. Numerical Studies 
A series of numerical experiments were performed using a 3D finite element code called ALE3D 
that was obtained from Lawrence Livermore Laboratory. Results of these studies are given in the 
Appendices attached to this report. Here, we briefly summarize the pertinent results. 
3.1 Bubble-Wall Interactions 
An unsteady, 3D finite-element compressible code (ALE3D) has been successfully applied to 
study underwater explosions. Results clearly demonstrate that the ALE3D code can be used for 
bubble explosions. The basic code has been validated using shallow water explosion data. It has 
been shown that nearly all the features observed in experiments have been captured in these 
studies. There is excellent qualitative and reasonable quantitative agreement with the 
experimental data. 
Results show that during collapse of a freely oscillating bubble, the bubble loses spherical 
symmetry and the bubble interface becomes unstable due to the excitation of Rayleigh-Taylor 
instability. Stability analysis confirms that this instability can occur and energy partition analysis 
indicates that there is a reasonable amount of energy missing that could be used to excite this 
instability. This verifies the earlier experimental demonstration that R-T instability is one of the 
primary mechanisms in bubble collapse and breakdown. The simulation of the collapse of a 
bubble near a rigid wall showed that the jet velocity and the impact pressure on the wall are 
functions of the explosion pressure and the distance of the bubble from the wall. The results 
indicate that for a given explosion pressure there is an optimal distance of the bubble from the 
wall for which we obtain maximum impact pressure. This trend and the peak impact pressure are 
in good agreement with the experimental results. It has been shown that the optimal location is 
due to two different physical effects as the bubble collapses near the wall. The evolution of the 
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vortex ring bubble, reported in earlier experimental and numerical studies, is also accurately 
predicted. 
Some limitations of the current ALE3D code have also been identified. However, most of 
these limitations can be corrected by proper modifications to the code. Current effort is directed 
towards this goal so that more realistic (i.e., using real explosives) deep and shallow water 
explosion studies can be carried out. Extension to the code to handle sand surface properties is 
also being investigated for eventual study of explosions near buried surface. 
3.2 Shaped Charge Explosions 
The dynamics of bubbles formed during underwater explosions is numerically investigated 
using an Arbitrary Lagrangian-Eulerian, three-dimensional finite-element code. The collapse of 
bubbles formed by spherical, cylindrical and shaped charge explosion near a rigid wall has been 
simulated. It is shown here that the impact signature (the pressure footprint on a rigid surface) is 
a direct function of the explosive shape and explosion energy distribution. Shape modifications 
are studied here to understand the correlation between the explosive properties (shape, size and, 
energy/volume) and the impact process. Analysis of the simulations demonstrate that the final 
stages of the collapse, including the formation of a vortex ring bubble and a high velocity re-
entrant jet, are successfully captured for all the simulated cases. The jet velocity and the impact 
pressure on the wall are functions of the explosion pressure and the distance from the wall. The 
results indicate that, for a given explosion energy, there is an optimal distance above (or below) 
the wall which results in the maximum impact pressure on the wall. For spherical explosions, 
this trend and the magnitude of the peak impact pressure are in good agreement with the 
experimental results. Spherical explosions result in the maximum peak impact pressure on the 
wall when compared to other shaped charges (for the same initial energy density and location) 
and is due to the highly focused impinging jet formed when the spherical bubble collapse. For 
other shaped explosions, the peak impact pressure is lower but proper shaping of the initial 
explosive increases the impact footprint. Simulations indicate that it is possible to correlate the 
initial explosive shape to the impact pressure and footprint size. These results suggests that by 
properly shaping the explosive charge it will be possible to increase the impact area, thereby, 
controlling the effect of explosion bubble collapse near a rigid surface. 
3.3 Detonation Cord Explosions 
Simulations of underwater detonation cord mesh explosion have been carried out using a 
three-dimensional arbitrary Lagrangian-Eulerian finite-element code. Earlier, this code was 
successfully employed to capture both qualitatively and quantitatively the dynamics of 
underwater explosions near rigid surfaces. In this study, the code was used to study the effect of 
detonation cord explosions on a stainless steel rod placed vertically within the mesh. This metal 
rod mimicked the trigger arm of a buried mine. The explosion strength was chosen to be larger 
than the yield strength of the metal rod. It was shown that when the metal rod is placed directly 
in the center of the mesh, the explosion bubble collapse causes a very high pressure along the 
diagonal axes and results in the rod getting squeezed and lengthened. On the other hand, when 
the rod was placed away from the mesh center, asymmetric forces are generated so that in all 
cases, fracture of the rod into multiple pieces occurs. These results demonstrate that to ensure 
repeatable destruction of a buried mine, asymmetric design of detonation cord (by changing 
energy density and/or geometry) is desired. Further calculations are planned to determine if an 
optimum design of the detonation mesh exists. 
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4. Conclusions 
This report gives all the recent results obtained under this project. Both numerical and 
experimental studies were carried out to address the same physical problem. The problem of 
interest is the dynamics of gas bubble explosions underwater and its subsequent interacti_on with 
rigid and porous walls (i.e., rigid wall buried under sand). Of particular emphasis was the 
investigation of an earlier (previous year) observation that even when the rigid wall is not 
directly exposed to the explosion, it still feels a strong impact pressure. In terms of direct payoff 
this should be of considerable interest to NAVY since this maybe a means to target and explode 
buried mines on beaches without direct human involvement. Our experiments were performed in 
shallow water configurations so that the effects of both the wall and the free surface (as in 
natural beachfront) are simulated. Results described in the attached Appendices clearly 
demonstrate the key results of this study. 
Our numerical studies developed the ALE3D code (from Lawrence Livermore Lab) to study 
these explosions. We have shown that the code is capable of capturing all the necessary features 
of the bubble-wall interaction and has been validated against the experimental data. This code is 
different from the codes currently being employed by NSWC (Indian Head) but has the same 
capabilities (actually more since it can also be used to investigate structural failure and crack 
propagation). 
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Abstract 
Dynamics of explosion bubbles formed during underwater detonations are studied experimentally by exploding fuel (hydrogen 
and/or carbon monoxide)-oxygen mixture in a laboratory water tank. Sub-scale explosions are instrumented to provide detailed 
histories of bubble shape and pressure. Using geometric and dynamic scaling analyses it has been shown that these sub-scale bubbles 
are reasonable approximations of bubbles formed during deep sea underwater explosions. The explosion bubble undergoes pulsa-
tion aqd loses energy in each oscillation cycle. The observed energy loss, which cannot be fully explained by acoustic losses. is shown 
here to be partly due! to the excitation of instability at the interface between the gaseous bubble and the surrounding water. Various 
possible mechanisms for the dissipation of bubble energy are addressed. The analysis of the experimental data gives quantitative 
evidence (confirmed by recent numerical studies) that the Rayleigh-Taylor instability is excited near the bubble minimum. The dy-
namics of the bubble oscillation observed in these experiments are in good agreement with experimental data obtained from deep sea 
explosions © 1998 Elsevier Science Inc. All rights reserved. 
Keywords: Underwater explosion; Bubble dynamics: Bubble instability; Fluid dynamics; Interface instabilities; Explosion bubble; 
Rayleigh-Taylor instabilities 
1. Introduction 
The dynamics of pulsating bubbles of hot gases at 
high temperature and pressures formed during an un-
derwater explosion of solid explosives are still not very 
well understood. During an underwater explosion, a sig-
nificant portion of the explosion energy is carried away 
by the detonation shock wave and is imparted into the 
surrounding water. The gas bubble left behind rapidly 
expands due to high internal pressure generated during 
the explosion. However, due to the high inertia of water, 
the bubble overexpands and its internal pressure drops 
below the pressure of the surrounding water. As a result, 
the bubble. once reaching the maximum radius. colJaps-
es and eventualJy reaches a bubble minimum. The col-
lapse process is then reversed and the bubble expands 
again when the internal pressure exceeds the water pres-
sure. Depending upon the remnant energy available, the 
bubble can undergo multiple osciHations that are highly 
·corresponding author. Tel.: +1 404 894 91.26: fax: +I 404 894 
2760: e-mail: menonra falcon.ae.gatech.edu. 
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damped and exhibit a nearly cuspoid behavior at the 
minimum size. The bubble pulsation is not indefinite 
since the thermodynamic internal energy available for 
the oscillation continuously decreases during the oscilla-
tion process till eventually the bubble loses its coherence 
and breaks up into a cloud of smaller bubbles that 
quickly disperse. 
Although some sources of the observed energy loss 
have been identified in the past (for example. the radia-
tion of shock wave and acoustic energy to the surround-
ing medium, the cooling of the hot bubble. mass loss and 
compressibility effects that occur near the bubble mini-
mum) the bubble collapse process cannot be fully ex-
plained by these mechanisms [l-4]. The deviation of 
the bubble shape from sphericity [5] and various interface 
instability mechanisms (for example. the Kelvin-Helm-
holtz shear instability [6. 7]. the Rayleigh-Taylor [7 .8] 
and Birkhoff [9.10] instabilities and Landau-Darrieus 
evaporative instability [11.12]) have all been proposed 
[13] to account for additional energy loss. However. no 
clear quantifiable evidence has been obtained so far. 
and it is still not clear how all these instabilities (if at 
all) interact and contribute to bubble collapse. 
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Detailed measurements and imaging of pulsating bub-
bles formed during deep sea explosions are very difficult 
due to a variety of obvious reasons [14] and, therefore, 
there is insufficient data available to analyze the bubble 
collapse process. Controlled experiments, such as the 
ones described here, can be used to investigate the phys-
ical processes that contribute to the bubble instability. 
Since the experiments were conducted in a laboratory 
shallow water setup and using a gaseous explosive 
mixture (with significantly lower energy release), the bub-
bles are relatively smaller (although much larger than 
cavitation bubbles) than those observed in deep sea 
explosions. Therefore, the results have to be justified 
for their relevance to large scale underwater explosions. 
Using both geometric and dynamic scaling analyses 
(e.g., [131), it is shown that the present experiments rea-
sonably simulate deep sea bubble dynamics. Also, it has 
been shown earlier [15) that the explosion temperature 
is quite comparable to deep sea detonation temperature. 
It will be demonstrated here that although the explosion 
pressure is much lower when compared to deep sea deto-
nations. the scaling parameters for the subsequent bubble 
pulsations have a relatively weak dependence on the 
explosion pressure. 
2. Experimental procedure and typical results 
Underwater explosion experiments were conducted 
in a water tank of dimension 2m x 1.5 m x 1.5 m. The 
tank. shown in Fig. I, has windows on three sides for 
optical imaging. The explosion bubble is generated by 
centrally igniting a mixture of explosive gases (e.g., Hy-
drogen and/or Carbon monoxide), oxidizer (Oxygen), 
and sometimes inert gases (Helium and Argon) in a 
hand-blown glass globe. The glass globe, which is shown 
in Fig. 2, weighs about 5-6 g and has an average diam-
eter of 6.34 em. Thus. the initial explosion source is of 
the order of the globe diameter. The gaseous explosive 
mixture is ignited in the glass globe by using an electric 
spark generated by spark wires placed inside the glass 
globe and connected to a 3000 volt DC power supply. 
The explosion takes place as in the constant volume 
combustion bomb of Flock et al. [16], until the globe 
breaks. Because of the water inertia, the combustion 
process is essentially completed at constant volume. 
To simulate free-field explosions. the glass globe is 
supported around 0.65 m below the water free surface 
by two thin steel wires (of diameter I mm) that span 
the tank width between two windows (Fig. 1) and at-
tached to the walls by means of four suction cups. The 
method used to support the glass globe allows one to mi-
mic free-field explosions. However, due to buoyancy ef-
fects the bubble will (and does) migrate upwards. 
However, this migration process is noticeable only after 
the completion of the first oscillation and is similar to 
that observed in deep sea explosions [lJ. Since, as shown 
below. the bubble interface instability is initiated during 
the first oscillation, it is assumed that the physics con-










~ I I 
I I 
I I 
I I -,..--, Q_ I 
I u I 
I I 
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by buoyancy. The effect of buoyancy may become im-
portant during the later stages of the bubble oscillation. 
As the bubble begins to migrate upwards. some of the 
bubble energy could be lost to the vertical motion of 
the water and to the initiation of shear induced instabil-
b 
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ities (i.e., Kelvin--Helmholtz) which could contribute to 
the eventual collapse of the bubble. These issues are dis-
cussed further in Section 4. 
The pressure response (due to the propagation of 
acoustic waves) in the water surrounding the bubble is 
recorded during these experiments. To record the acous-
tic wave reflections from the walls, a hydrophone (Bruel 
& Kjaer Model No. 8103 ). with a frequency range of 0.1 
Hz-180 kHz and a working pressure of up to 4 x I 06 Pa, 
is installed in the tank close to the wall. This hydro-
phone is used primarily as an event marker and to re-
cord the strength of the wall-reflected acoustic waves. 
The pressure data in the surrounding water ahead of 
the oscillating bubble is obtained by using KISTLER 
dynamic piezoelectric pressure transducers as shown in 
Fig. I. These transducers are fitted at the end of stainless 
steel (0.5 in. diameter) tubes which are bent at right an-
gles so that the transducer faces towards the bulb. The 
range of these transducers is 0-35 bar which is sufficient 
for the present sub-scale experiments. These transducers 
have low frequency response of 0.001 Hz. high frequen-
cy response of 50 kHz and have the resonant frequency 
of 300 kHz. The bubble oscillation time period in the 
presen! experiments is nominally about 15 ms which 
yields a frequency lying well within the frequency 
bounds of the transducers. Analysis of the pressure 
signals from the transducers located at different posi-
tions (as shown in Fig. I) showed that the pressure re-
sponse ahead of the bubble is nearly independent of 
the location of the transducer and. therefore, most of 
the data presented here are from a single (the same) 
transducer. 
To measure the pressure inside the bubble. the glass 
globe is equipped with another KISTLER dynamic 
pressure transducer (range 0-35 bar) coated slightly with 
R TV cement to protect it against the thermal loads gen-
erated upon ignition (see Fig. 2). The signals from the 
pressure transducers and the hydrophone are recorded 
using a PRESTON analog-to-digital converter and a 
HP 1000 A-700 computer at a sampling rate of 20,000 
samples/s. per channel giving a temporal resolution of 
50 JlS. Data are continuously recorded until the bubble 
completely disintegrates. 
To investigate the bubble instability process, direct 
imaging of the bubble during its pulsation is carried 
out using a high speed. CCD enhanced video camera 
(Kodak Ektapro EM Motion Analyzer Model No. 
I 0 12). To obtain the optical record, the tank is il1umi-
nated by either direct flood lights or an argon-ion laser 
sheet. Although the camera is capable of recording at 
a speed of I 0.000 frames/s, images were obtained at 
6000 and 4000 frames/s so that the full bubble can be 
viewed during its oscillation. Most of the images ana-
lyzed and reported in this study were obtained at 4000 
frames/s. At this speed, the typical image size was 
239 x 48 pixels and all the images were recorded in a 
video recorder using two speeds (30 frames/s and 5 
frames/s) for image analysis. 
Table I summarizes the various types of explosive 
mixtures studied in the present experiments. A variation 
in the fuel-air mixture changes not only the molecular 
weight (M) and the combustion product but also chan-
ges the explosion pressure (P0 ), the peak pressure at bub-
ble minimum (PJ) and I' (the ratio of specific heats), 
which depends on both the combustion product and ex-
plosion temperature. Since both carbon monoxide and 
hydrogen have similar heat release on molar basis (284 
kJ/mol for CO and 242 kJ/mol for H2), the explosion 
temperature is nearly the same for different stoic-
hiometric fuel-oxygen mixtures considered here. When 
an inert gas is mixed with the fuel-oxygen mixture. some 
of the explosion energy is used to raise the temperature 
of the inert gas to the explosion temperature. This re-
sults in a reduction of the peak temperature achieved 
during the explosion. However, as shown by Strahle 
and Liou [15], when the inert gas was added to change 
the molecular weight (i.e., from 12.98 to 36.33), only a 
slight variation in explosion temperature (a variation be-
tween 3038 and 3372 K) occurred. Therefore. the 
temperatures achieved in all these experiments are con-
sidered comparable (and also comparable to deep sea 
explosion temperature of 2900 K [5]). Furthermore. 
since the specific heats of combustion products (water 
vapor and C02) have only a weak dependence on tem-
perature [17], ~· does not change appreciably in the tem-
perature range of interest. Therefore. all values of~· in 
Table 1 have been computed at a reference temperature 
of 3200 K. which suffices for the purpose of qualitative 
study of the bubble dynamics for different gas mixtures. 
Values of P0, P, and P1 I Po listed in Table l are those 
measured experimentally in this study and <jJ denotes 
equivalence ratio of the fuel-oxygen mixture. which is 
defined as <P (F I 0) I (F I O)stoi<:hi<)metric' Here. (F/ 0) in-
dicates fuel to oxygen ratio. and. <jJ = 1 indicates a sto-
ichiometric mixture. <P < 1 a fuel-lean mixture and 
<jJ > 1 a fuel-rich mixture. 
Analysis of the results summarized in Table l shows 
that the explosion and the first minimum pressures 
depend on the equivalence ratio of gas mixture. Stoic-
hiometric mixtures without any inert gas produce the 
strongest explosion pressure Po and. also. have the larg-
est peak pressure at the first bubble minimum P1• The 
pressure P1 is of the same order (in some cases larger) 
than the explosion pressure for these cases. Increasing 
the inert gas content or decreasing the equivalence ratio 
weakens the explosion and, hence. decreases the corre-
sponding bubble pressure. Although all these cases were 
analyzed. only representative results are shovm in this 
paper. 
Fig. 3(a) shows the pressure trace recorded by the 
test plug transducer for two typical explosions. The sig-
nal shows the signature of the explosion (the first maxi-
mum in the pressure), followed by the second pressure 
maximum corresponding to the first bubble minimum 
that occurs approximately 15 ms after the first peak. 
The subsequent peaks approximately represent the pres-
sure maxima achieved during the second and third bub-
ble pulsations, respectively. These peaks are much lower 
suggesting a significant energy loss near the first bubble 
minimum. This loss mechanism is addressed in detail in 
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Table I 
Bubble explosion test conditions 
Group No. Gas mixture composition M ¢1 Po (kPa) P1/Po jr· 
Jst I C0(67'Y.,) + 02(33%) 29.34 848.1 1.0791 1.1535 
2 C0(60%) + 02(30'!/o) + He(IO%) 26.81 1020.4 0.8894 1.1663 
3 C0(50°i<•) + 0 2(25%) + He(25%) 23.00 1199.7 0.7564 1.1901 
4 C0(40%) + 0 1(20'Y.•) + He(40'Y..) 19.20 985.9 0.8494 1.2218 
5 C0(37.5%) + 0 2(18.75%) + He(43.75%) 18.25 748.8 1.0944 1.2315 
2nd 6 C0(25%) + 0 1(75%) 31.00 0.167 887.2 1.0333 1.2071 
7 C0(25%) + 0 2(50%) + Ar(25'Y.,) 32.99 0.25 1006.6 0.9658 1.2353 
8 C0(25%) + 0 2(50%) + He(25%) 24.00 0.25 891.0 0.9745 1.2353 
9 C0(33%) + 02(67%) 30.67 0.25 894.0 1.0066 LJ936 
10 C0(25%) + 0 2(25%) + Ar(50%) 34.98 0.5 1268.6 0.9568 1.2725 
II C0(25%) + 02(25%) + Ar(25%) + He(25%) 25.99 0.5 936.9 0.9614 1.2725 
12 C0(25'Yo) + 02(25%) + HeC50%) 17.00 0.5 900.7 0.9771 1.2725 
13 C0(33%) + 0 2(33%) + Ar(33%) 33.32 0.5 978.6 0.9763 1.2276 
14 C0(33%) + 0 2(33%,) + He(33%) 21.34 0.5 950.8 0.9885 1.2276 
15 C0(50%) + 02(50%) 30.00 0.5 1020.2 1.0491 1.1713 
16 C0(75%) + 02(25%) 29.00 1.5 1162.5 0.9902 1.1737 
3rd 17 COC20%) + H2(20%) + 0 2(20%) + Ar(40'%) 28.38 1137.6 0.9861 1.2331 
18 C0(20%) + H2(20%) + 0~(20'Y..) + Ar(20%) + HeC20%) 21.19 1054.9 0.9812 1.233 I 
19 C0(20'Y.,) + H2(20%) + 0 2(20%) + He(40%) 
20 C0(25%) + H2(25%) + 02 (25'~·~,) + Ar(25%) 
21 C0<25%J + H2(25%) + 0 2(25'1-:.} + HeC25%) 
22 coom~.) + H2<30'X,) + 02(30%) + Ar(IO'Y.,) 
23 C0(30%) + H2(30'Y.,) + 02(30%) +He( 10%) 
24 C0(33%) + Hc(33%) + 0z(33':1,) 
4th 25 H.::(40%) + 0 2C20'X,) + Ar(40%) 
26 H2(60%) + 02(30%) + Ar( JO':;.J 
"27 H2(67%) + 02(33%) 
28 H2(60"-q + 0 2(30'X.) + He( 10'/;,) 
this paper. Fig. 3(b) and (c) show, respectively, the pres-
sure signatures recorded by the transducer in the water 
outside the bubble and by the hydrophone near the tank 
wall. The higher frequency signals observed in Fig. 3(b) 
and (c) are indicative of the acoustic reflections from the 
walls of the tank. Since the frequency of this pressure 
fluctuation is higher and the amplitude significantly low-
er (by at least an order of magnitude when compared to 
the explosion pressure and the pressure at the first bub-
ble minimum), it is expected that the acoustic reflections 
from the walls do not significantly contaminate the bub-
ble instability process. 
This issue was recently addressed using a full three-
dimensional. numerical simulation of the experimental 
configuration [18]. Very similar high frequency pressure 
fluctuations at comparable amplitudes were observed in 
the calculations. The possibility of acoustic interference 
or excitation of interface instability (discussed below) 
was also investigated by moving the walls further out 
and by replacing the rectangular tank walls with a shell. 
Computed results showed excellent agreement with the 
experimental data for the bubble pressure, and analysis 
of the results showed that. although there are some sub-
tle effects of acoustic reflection from the laboratory tank 
14.00 985.9 1.0226 1.2331 
25.49 1213.5 1.0831 1.2005 
16.51 1185.9 I. 1058 1.2005 
22.60 1220.4 1.0296 1.1759 
19.01 985.9 1.1775 1.1759 
20.68 1123.8 1.0266 1.1626 
23.19 1181.8 1.0007. 1.2456 
14.80 994.1 0.9.:288 1.1867 
12.01 1034.2 0.8902 1.1729 
I 1.21 934.4 0.9822 1.1867 
walls (such as a slight decrease in the first oscillation pe-
riod). the overalJ dynamics of the bubble oscillation was · 
qualitatively and quantitatively very similar. It was, 
therefore. concluded that acoustic reflections from the 
walls are not causing any significant modifications of 
the bubble oscillation. 
Fig. 4 shows the typical variation of the bubble radi· 
us (nondimensionalized by the initial bubble size. R0 
which is assumed in the present experiments to be the 
glass globe size since the explosion is completed before 
the bubble begins to expand) as a function of time 
(nondimensionalized by a time scale rs = R0/ J(Po/ p1), 
where, Po is the explosion pressure and p1 is the density 
of water) for two typical explosions using stoichiometric 
mixtures of H2-01 and CO-O~. Consistent with the 
pressure signature seen in Fig. 3, Fig. 4 clearly shows 
how quickly the bubble weakens regardless of the fu-
el-oxygen mixture used. The magnitude of the maxi-
mum bubble radius. the pressure maximum at the first 
bubble minimum and the period of osciHation vary with 
the changes in the explosive mixture. However, the qual-
itative behavior of the rapid energy loss is quite similar 
and. therefore. Fig. 4 is representative of all the cases 
studied here. 
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Fig. 3. Pressure signature recorded by the transducer in the test plug, 
water and hydrophone: (a) Pressure signature from the test plug trans-
ducer. Traces are shown for stoichiometric H2--01 and C0--02 mix-
tures. Both mixtures show the explosion pressure peak (Po) and the 
subsequent pressure maxima at the bubble minima. Notice that the 
pressure peak at the first bubble minimum (P1) is much larger than 
the subsequent peaks suggesting that a rapid energy loss is occurring; 
(b) Pressure signature recorded by the transducer in the water; (c) Pres-
sure signature recorded by the hydrophone near the tank wall. 
The maximum bubble radius achieved during the sec-
ond pulsation is significantly lower than the maximum 
reached during the first pulsation for all fuel mixtures. 
2.75 
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Fig. 4. Typical variation of the bubble radius determined from the 
bubble image data (shown in terms of the nondimensionalized radius 
z R/Ro) as a function of time (in terms of the nondimensionalized 
timer= tjr,) for stoichiometric mixtures of H 2--02 and C0--02• 
As shown in Fig. 4, for both H 2-02 and C0-02 stoic-
hiometric mixtures, the second bubble maximum is 
roughly 0.26 of the maximum achieved during the first 
oscillation (correcting for the initial bubble size which 
is unity in the non-dimensional coordinate used in 
Fig. 4). The decrease in the bubble maximum relative 
to the second bubble maximum is not that significant 
for the third pulsation. This suggests that most of the 
energy loss occurs either prior to or during the second 
bubble pulsation. The time period for pulsation also de-
creases with the second pulsation requiring around 33% 
of the time required to complete the first oscillation. The 
bubble radius variation observed in the present experi-
ments is remarkably similar to that of deep sea explo-
sions. For example, data from an explosion of 250 g 
of tetryl at a depth of 91 m [5] showed that the bubble 
radius maximum reached during the second pulsation 
was around 0.56 of maximum achieved during the first 
pulsation, and the time period for the second pulsation 
was 79% of the time required to complete the first pulsa-
tion. Data from TNT explosions [14] at greater depths 
(e.g., 152 m) also suggested a similar (0.61) reduction 
of second bubble maximum when compared to the first 
maximum. However. the deep sea data suggests that the 
losses are not as severe as observed in the laboratory. 
There could be many reasons for this discrepancy. For 
example. in the laboratory setup. the bulb holder (which 
contains the spark igniter and the pressure transducer) 
could be playing a role in damping the bubble oscilla-
tion. resulting in the observed reduction in the second 
bubble oscillation. In addition, much larger energy re-
lease occurs during TNT and pentolite explosions 
[1 .3.4] which could result in relatively large amounts of 
energy left after the first oscillation. In general, however. 
this (qualitative) comparison suggests that the rapid de-
crease in the bubble size during multiple pulsations cap-
tured in the current experiments is reasonably similar to 
that observed in deep sea explosions. 
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c d 
Fig. 5. Typical bubble images near the first bubble minimum. The \ideo images ha\e been purposely blurred to enhance the bubble shape. (al and (bl 
are 0.25 msec apart near the first bubble minimum for the H"-0" explosion: (c) and (d) are bubble shapes extracted from the ,·ideo images shown in 
(al and (b). respectively . 
To in\'estigate bubble instability. the bubble images 
were analyzed. Typical bubble images near bubble min-
imum extracted from the video are shown in Fig. 5 for 
the stoichiometric H2-02 explosion (as a typical exam-
ple). To analyze these images. the video frames were 
digitized and the bubble interface was extracted by en-
hancing the contrast. To enhance the bubble edge, these 
images were purposely blurred. Then. the contour of the 
bubble was traced using a commercially available image 
processing software and converted into a binary data 
file. The digitized images (corresponding to Fig. 5(a) 
and (b)) are shown in Fig. 5(c) and (d), respectively. 
The bubble contours shown in Fig. 5(c) and (d) clearly 
suggest that the bubble interface is corrugated and that 
both small and large wavelength corrugations exist 
along the bubble interface. 
There are various possibilities for the observed inter-
face corrugation. One possibility is that the glass frag-
ments (formed from the bulb during the initial 
explosion) are causing the observed corrugation. To de-
termine this. a series of experiments were carried out by 
coating the glass with black paint and then visualizing 
the explosion using back lighting. Under this condition. 
the glass fragments became clearly identified. Fig. 6(a) 
and (b) show. respectively, typical images near the first 
bubble maximum and minimum. It appears that in all 
the experiments. the glass fragments are typically long 
thin fragments (approximately 2-3 mm in width and 20 
mm in length) that move outwards with the bubble dur-
ing the expansion phase. Thus. it is feasible that the cor-
rugation seen on the interface near the bubble maximum 
is due to the presence of the glass fragments. However. it 
appears that the bubble collapse is much faster than the 
inward motion of the fragments and the glass fragments 
are lagging behind. Thus. it is likely that the large wave-
length interface corrugations seen near the first bubble 
minimum are not directly due to the presence of the glass 
fragments in the surrounding water. 
Another possibility for the interface corrugation near 
the bubble minimum is the excitation of interface insta-
bilities. There are various forms of possible instabilities 
and these are discussed in more detail in Section 4. To 
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Fig. 6. Typical bubble images near (a) the first bubble maximum and 
(b) the first bubble minimum. These figures clearly show long and thin 
glass fragments. 
determine the structure of the bubble interface it is nec-
essar\' to determine the deviation of the bubble diameter 
from-its initial spherical shape. To obtain the bubble di-
ameter. the x and y coordinates along the bubble con-
tour are determined by differentiating the white pixels 
from the black ones. then the bubble diameters at azi-
muthal positions spaced equally at one degree along 
the circumference are determined. Thus, for each bubble 
image. 360 bubble radii are computed. The reference 
bubble radius (reported in Fig. 4) is then determined 
by averaging all these radii. Since this method of com-
puting bubble radii is based on counting an integral 
number of pixels, the maximum error incurred in mea-
suring the bubble radius at any azimuth is limited to 
3.5•;;;,, Obviously. this error is the lowest at bubble max-
imum. To identify the most unstable wavelength(s) of 
the interface corrugation, the radius data at each azi-
muthal location is normalized by the average radius, 
and Fast Fourier Transform (FFT) of these normalized 
bubble radius data is carried out to obtain the power 
spectral density of the corrugated interfacial waveform. 
The results of this analysis are discussed in more detail 
in Sections 4 and 5. 
2. 1. Experimental uncertainties 
In order to determine the experimental uncertainities. 
several experiments were conducted under same experi-
mental conditions for stoichiometric CO-O:! explosion 
mixture and, initial radius, R0 , explosion pressure. Po. 
maximum bubble radius. Rmax. and time period of oscil-
lation , T, were measured. Then, the quantities 
P0 / ( 4rrR~/3 ), Rmax/ R0 and T /rs were tabulated and their 
maximum, minimum and mean values were used to find 
error bands. The error bands for the three quantities 
mentioned above were found to be 5.881Yu, 3. 711/o and 
6.06%, respectively. 
3. Scaling analysis 
In the present experiments, the explosion pressure is 
of the order of only I 0 bar. while in a deep sea explosion 
it is of the order of 100 kbar [5, 14]. In view of this dis-
crepancy, the applicability of the present data for deep 
sea explosions must be examined. In this section. it will 
be shown that nearly all the geometric and the dynamic 
parameters required to ensure proper scaling are pre-
served between the current sub-scale experiments and 
deep sea explosion. 
The noncompressive radial motion is the simplest 
approximation to the true motion of the gas bubble. 
where it is assumed that the motion of the surrounding 
water is entirely radial and there are no migration and 
buoyancy effects. This motion is expressed mathemati-
cally [5] as: 
P,. - P, 
p, 
(I ) 
where r is the instantaneous bubble radius, P,. is the pres-
sure inside the bubble (assumed uniform throughout the 
bubble). P1 is the pressure in the water at the explosion 
depth. and p1 is the density of water. Eq. (I) has been ex-
tensively studied. for example. by Herring [19] and later 
by Trilling [20] who included acoustic energy losses and 
modified Eq. (I) for bubble motion with spherical sym-
metry to obtain the following equation (often called the 
Trilling-Herring equation): 
( 
1 - 2C dz) d:!z + 2_ (I -~ C d=) ( d=) ~ 
d r d r 2 2= 3 d r d r 




Here z is the normalized bubble radius (z = rjR0 ) and C 
is the acoustic loss factor. The quantities p · , P and Care 
respectively, Pr/Pu , Pt/Po and .../Po/ptfc,. where, c, is the 
speed of sound in water. Eqs. ( 1) and (2) have been in-
vestigated extensively in the past [13]. Various other 
forms of this equation have also been studied, for exam-
ple, the Rayleigh-Piesset equation that has been extend-
ed to include surface tension effects. compressibility of 
the liquid and mass transfer at the interface [2 I - 24]. In 
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the present study, we will limit ourselves to the forms 
given in Eqs. ( l) and (2) since the focus of this study 
is not on the numerical investigation of the bubble insta-
bility problem. 
The Herring-Trilling equation, Eq. (2), can be solved 
to obtain the temporal variation of the bubble radius. 
However, it is clear from the image data (Figs. 5 and 
6) that the one-dimensional assumption is clearly violat-
ed (due to the loss of sphericity) as the bubble collapses 
and nears the bubble minimum. Therefore, it is likely 
that the solution of the one-dimensional model (even 
with various factors such as mass transfer, compressibil-
ity, etc. included) will not agree with the experimental 
data especially near the first bubble minimum and for 
subsequent pulsations. This can be demonstrated by 
solving Eq. (2) numerically, starting with z = I and 
dzldr = 0 and r = 0 using a perfect gas law for adiabat-
ic expansion, i.e., P* = z- 3~·. 
The comparison of the computed variation of bubble 
radius with time is shown in Fig. 7 for both H 2-02 and 
C0-02 stoichiometric mixtures. Only the first pulsation 
is shown here since the numerical model (2) includes 
only acoustic losses and does not agree with the experi-
mentally observed rapid decay in bubble radius with 
subsequent pulsations. Clearly, there is very good agree-
ment between the measured and numerically predicted 
bubble radius for the first expansion phase. A similar 
observation has been made earlier [15]. As the bubble 
collapses and approaches the bubble minimum, the 
computed radius begins to deviate from the experimen-
tal data. Especially near the bubble minimum, the com-
puted radius is larger than the experimentally observed 
value suggesting that additional losses are occurring in 
the experiments as discussed in Section 3.2. 
The first two terms in Eq. (2) represent the change 
rate of the water kinetic energy, and the two terms on 
the right-hand-side are related to the mechanical work 
rate of the gas bubble on the water and the energy loss 
due to acoustic radiation. respectively. Eq. (I), when in-
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Fig. 7. Comparison of the numerical prediction using the Herring-
Trilling (H-T) one-dimensional equation and the experimental data 
for the H~-0~ and the C0-02 explosion cases. Symbols show the cur-
rent experimental data and the solid curves show the H-T numerical 
prediction. 
(3) 
where E(r) is the internal energy and is defined later in 
Eq. (5). Y is a constant of integration and represents 
the total energy associated with the radial flow of water. 
The internal energy is relatively unimportant over much 
of the expansion. Therefore. setting drldt = 0 in Eq. (3) 
gives an estimate for the energy Y in terms of Rmax at suf-
ficiently expanded stage of the motion [5, pp. 274-275]: 
47t 3 
Y = 3P1Rmax· (4) 
As shown below, Y is related to the bubble oscillation 
period and modified forms of Yare used in Section 3.2 
to study the energy'partitioning issues. 
3.1. Geometric and dynamic similarity analysis 
The above expressions can be used to estimate pa-
rameters necessary to carry out scaling analysis of the 
present data. For solid explosives. such as TNT [5. p. 
274], there is ave~ weak dependence of Yon Pr; name-
ly, Y ~ 6E(r)I(Pr) 15 • Furthermore, since 
E(r) = Pr V(r) = 41tPrr3 {5) 
y- 1 3(y- I)' 
E(r) and Y can be eliminated from Eqs. (4) and (5) to 
yield an expression for Rmaxlr: 
(6) 
Since, Pr ~ n Po [where n 0( 1 )] when r = Rmin· it 
can be seen that Rmax I Rmm has an extremely weak depen-
dence on Po, i.e., RmaxiRmin :x (Po)'~115 • Comparing the 
explosion pressures of gas explosion (approximately I 0 
bar) and deep sea explosion (approximately 100 kbar). 
it would seem that the bubble amplitude ratio. 
Rmaxl Rmin for gas explosion would stiU be roughly 12 
times smaller than that for deep sea explosion. However. 
since P1 :x (d + 10.33), where dis the explosion depth in 
meters (e.g., 91 m [5]). and since. in the present study. 
the ambient pressure, P1 is much lower than that for a 
deep sea explosion. the bubble ampJitude ratio for shal-
low water tests becomes comparable to that for deep sea 
explosions. The period of bubble osciHation. T. can be 
shown to be Broportional to Y113 and inversely propor-
tional to (P1) 
16 and. therefore. using Eq. (6) can be ex-
pressed as T ex ~Rmax· 
To be useful for practical scaling studies. the bubble 
motion should preserve both geometric and dynamic 
similarities [13]. Geometric similarity implies invariance 
of Rmaxld and RmaxiRmm and dynamic similarity essen-
tially implies invariance of the Froude number . 
Fr = U2 I gL. which in turn implies an in variance of 
T2 I Rmax· Estimates for these parameters for the first 
bubble oscillation are given below for both the present 
experiments and the past deep sea studies. 
For the present experiments of gas explosion. 
Rmax ~ 3Ro. Rmin ~ Ro, Ro ~ 3.15cm. T ~ O.Ol5s, and 
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d = 0.6477 m. This gives Rmul(d + 10.33) :::::: 8.607 
X 1 o-J' Rmaxl Rmin :::::: 3, and T2 I Rmax :::::: 2.381 X I o-s s2 I 
em. In a deep sea explosion of 249.5 grams of tetryl 
charge fired at a depth of 91.44 m below the water sur-
face [5, p. 271], Rmax=45.llcm, Rmin::::::l2.7cm, 
Ro 3.5 em, T :::::: 0.028 s, and d 91.44 m. This gives 
. Rmaxl(d + 10.33) :::::: 4.432 X I0- 3, RmaxiRmin :::::: 3.55, and 
T1 I Rmax :::::: I. 738 x I o-s s2 I em. Data from TNT explo-
sions at a depth of 152 m [14] suggests similar results: 
Rmaxl(d + 10.33) :::::: 2.55 x 10-3, Rmaxl Rmin = 2.255, and 
T1 I Rmax :::::: 1.596 X I o-s s2 I em. Scaling analysis of the 
amplitude of the bubble oscillation can also be carried 
out by defining an equilibrium radius Re which is defined 
as the radius of the bubble when the pressure inside it 
equals the hydrostatic pressure at the explosion depth 
[3]. The present results suggest that Rmax 11Re 1.6212 
and Rma,.,IRe = 0.853, whereas the experimental data 
[5] suggest: Rmax
1 
/Re = 1.48 and Rmax)Re = 1.03. Here, 
the subscripts 1 and 2 denote, respectively, the first 
and second bubble maxima. These comparisons clearly 
suggest that the present experiments preserve reasonably 
close geometric and dynamic similarities for all the pa-
rameters expect for Rmaxld. 
3.2. En.ergy partiTion 
As noted earlier. the explosion energy can be redis-
tributed among the various modes (e.g., shock wave en-
ergy, potential. kinetic and dissipated energies, etc.) 
initiated by the explosion. Previous studies [3.4.14] have 
attempted to use the experimentally obtained data from 
deep sea studies to evaluate how the total energy from 
explosion is partitioned between these modes. In the 
present study. particular interest lies in determining 
how much of the energy is available for exciting the bub-
ble instability (to be discussed in Section 4). Vokurka [4] 
suggested that the energy balance for an expanding sys-
tem (i.e .. as the shock wave propagates outwards and 
the bubble begins to expand after the explosion) can 
be written as: 
(7) 
where Mpe and Mie are, respectively, the change in po-
tential and internal energy of the gas bubble (from its 
Table 2 
Energy partition of a typical stoichiometric H2-01 explosion case 
initial state at time t = 0), Mde is the energy dissipated 
and Ek is the liquid kinetic energy. Estimates for each 
of these terms can be obtained from the experimental 
data. The total (nondimensional) energy available for 
the explosion is determined from the relation 
£0 = QW I £ 0 , where Q is the detonation energy per kg 
of explosive, W is the weight in kg of the explosive 
and Eo = 4rr.R'fR1 13 is the energy of the initial gas vol-
ume. For a stoichiometric hydrogen-oxygen mixture, 
Q = 242 kJ /mol of hydrogen and using representative 
values for the current experiments, one obtains: 
Eo = 66.8735. This is total amount of explosion energy 
which is to be distributed into various modes defined 
in Eq. (7) as the bubble expands. The change in internal 
energy (nondimensionalized using Eo) as the bubble ex-
pands and reaches bubble maximum can be written as 
[4]: 
(
R ) [ ( )-3t·-ll] ~e1 = Eieo -Eie = ; I- ;O I(~· -I), 
(8) 
where the subscript 1 indicates the first bubble oscilla-
tion and the superscript e indicates that the energy esti-
mates is obtained during the expansion phase. The 
change in the potential energy (again nondimensionali-
zed by Eo) is: 
(9) 
Here, r( > Ro) is the instantaneous bubble radius as the 
bubble expands from its initial diameter R0 to its first 
maximum bubble radius R ma, 1 • Further. if one assumes 
that Ek :::::: 0 near the first bubble maximum [4], an esti-
mate for the energy dissipated can be obtained as: 
~e = ~e ~e • Estimates for all these quantities 
are
1 
given i~ Table 2. As can be seen from Table 2, ap-
proximately 26°Al of the energy is dissipated as the bub-
ble expands and reaches its first maximum. Previous 
studies [1.3] suggest that this dissipated energy is entirely 
carried away by the shock wave and the remaining ener-
gy {74%) at the first bubble maximum is the total energy 
available for the bubble collapse and subsequent oscilla-
,. E Energy partition Total energy available for next pulsation ('X) of E0 ) Total energy lost('~'" of Ell) 
r = Ro En 66.8735 66.8735 (I 00%) 0 (0'~:..) 
r = Rma,_l 34.4235 49.3259 - (73. 76'Vo) 17.5476 (:!6.24'1';,) 
~I 14.9024 
r= Rmm.l r ~~~ 39.4041 39.0911 - (58.46%) 27.78.:!4- (41.54",) 
M-:, -0.3130 
r = Rm~,.~ F,,, 37.1503 38.4688 (57.52%) :!8.4047 (4:!.48" .. ) 
At:, 1.3185 
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tions. The current estimate of 26% for the dissipated en-
ergy (which may or may not be totally associated with 
the shock wave) is lower than the value computed by 
Vokurka [4] who estimated for a TNT explosion [14] 
that approximately 50% of the total energy was dissipat-
ed as the bubble reached the first maximum. However, 
note that Eo (and hence, Po and R maxJ was much larger 
for the deep sea TNT explosion and, as a result, the dif-
ference between Eqs. (8) and (9) will be substantially 
larger than for the present case. 
A similar analysis can be carried out for the contrac-
tion phase (i.e., as the bubble collapses from the first 
bubble maximum and reaches its first minimum) and 
then for the second expansion phase as the bubble re-
bounds to its second maximum. For the contraction 
phase, the energy balance can be written as in Eq. (7) ex-
cept that now, the energy available for the various modes 
is limited to the amount left after 26% of the explosion 
energy has been dissipated. The energy balance at this 
stage is quite crucial since the observed large decrease 
in ihe second bubble maximum suggests that a signifi-
cant amount of energy is dissipated either during the first 
bubble contraction or during the second bubble expan-
sion. An estimate of the energy dissipated can be inferred 
b)' estimating the changes in the internal and potential 
energy as the bubble reaches, respectively, the first min-
imum and the second maximum by assuming that at 
both the first minimum and the second maximum, 
Ek :::::: 0. For example. during the contraction phase, the 





[I _ (-r )3] 1 
Ro Rmax 1 
( 10) 
where. r ( < R max1 ) is the instantaneous bubble radius as 
the bubble contracts from the first maximum bubble ra-
dius R max
1 
and reaches its first minimum. The super-
script c indicates the contraction phase. The change in 
internal energy can also be expressed in terms of the 
bubble properties as 
(II) 
Using :· = 1.173 and the experimentally measured 
pressure at the first bubble maximum, 
P m<~x 1 = 8.0826 kPa, in Eqs. ( 1 0) and (II) one can obtain d£:e and dE at the first bubble minimum i.e., when 
r = Rmin 1 • Table 2 gives estimates for these energies at 
the first bubble minimum as well as the amount of ener-
gy dissipated, ~e during the first contraction of the 
bubble and the inte~nal energy of the bubble at the first 
minimum, £:e . To obtain the energy partition at the sec-
ond bubble ~aximum, the energy left after ~e is first 
subtracted from the available energy and the~ parti-
tioned using Eqs. (8) and (9), except for the subscript 
2 (indicating the second pulsation). 
The results show very interesting trends. It appears 
that around IS'j';1 of the total energy (E0 = 66.8735) is 
dissipated between the first bubble maximum and the 
first bubble minimum, and a very negligible part (less 
than 0.1 %) of the total energy is dissipated between 
the first bubble minimum and the second bubble maxi-
mum. In terms of the actual energy available after the 
first expansion, 'f7e + AE~ (i.e., after the 26% energy 
dissipated near the
1 
first bubble maximum is removed), 
the energy dissipated by the first minimum is around 
21% of the available energy. Thus, nearly 42% of the to-
tal available energy is dissipated in first osciJlation cycle. 
Between the first bubble minimum and the second bub-
ble maximum, the amount of energy dissipated is negli-
gible and the bubble radius data (Fig. 4) suggests that 
beyond the second oscillation, the energy loss is similar 
to the losses occurring during the second pulsation. 
Thus, this energy partition study shows that a significant 
amount of the explosion energy is dissipated during the 
first bubble pulsation. Clearly, some of this dissipated 
energy (during the first expansion phase) is carried away 
by the shock wave; however, there still appears to be a 
significant amount of energy that cannot be accounted 
for by the internal and potential energies associated with 
the bubble after the first pulsation. A similar conclusion 
has been obtained in earlier studies [1.4.22.251 where it 
was suggested that this dissipation may be due to vari-
ous phenomena such as (i) turbulence induced in the wa-
ter, (ii) mass loss from the gaseous bubble, (iii) Taylor 
instability at the interface. and (iv) gas cooling and 
steam condensation near the interface. However, none 
of the above studies were able to clearly identify the 
mechanism(s) behind the observed energy loss. As dem-
onstrated in Section 4. the present study suggests that 
the energy loss is likely to be related to the excitation 
and amplification of interface instabilities. 
4. Bubble interface instability 
Analysis of the bubble images (e.g .. (Fig. 5(c) and 
(d)) showed that significant corrugation of the bubble 
interface occurs near bubble minimum. Past studies 
[13.15] have suggested that this corrugation is the result 
of the bubble interface undergoing some sort of instabil-
ity. Although various sources of instability (both hydro-
dynamic and evaporative) have been proposed it is sti11 
not clear how these instabilities contribute to the bubble 
interface collapse. However, if these instabilities do oc-
cur then it would explain the (so far) unexplained loss 
of energy during the first bubble pulsation. Therefore. 
an attempt was made in this study to identify the sources 
of the bubble interface instability and to determine. 
using theoretical stability analysis. if these instabilities 
are possible for the test conditions. 
Two types of hydrodynamic instability mechanisms 
have been proposed: Rayleigh-Taylor (RT) and Kel-
vin-Helmholtz (KH) instability. The RT instability oc-
curs when there are two fluids of different densities 
adjacent to each other and the lighter fluid is accelerated 
towards the denser fluid while the KH instability re-
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quires the presence of a shear motion along the circum-
ference of the bubble. The evaporative instability, often 
called the Landau-Darrieus (LD) instability [11], is a 
much more complex process and is due to the mass 
and heat transfer occurring across the bubble interface. 
4.1. Hydrodynamic instabilities 
Both or either of the R T and KH instability could 
• play a role in destabilizing the bubble interface leading 
to the bubble collapse. Here, these two instabilities are 
addressed to identify their importance. 
4.1.1. Rayleigh-Taylor instability 
As shown by Birkhoff [9], for the case of underwater 
bubble. collapsing bubbles are unstable even though the 
denser liquid (water) is being accelerated towards the 
lighter vapor (explosion product), with surface tension 
having negligible effect on instability. He further showed 
that th~ general instability criteria aHow two types of in-
stability: the classical R T instability, which occurs at 
large wavelengths (small wave numbers) and has an ex-
ponential growth rate and the Birkhoff instability, which 
occur~ at small wavelengths (large wave numbers) and 
has an algebraic growth rate. For small perturbations 
in bubble radius. the distorted interface r(¢, t) in spher-
ical coordinates can be expressed in terms of Legendre 
polynomials by: 
X 
r( ¢.1) = R(t) +I: b11 (t)P,,( cos¢). (12) 
n=~ I 
where R(t) is the mean bubble radius.¢ is the bubble po-
lar variable and n is the order of Legendre polynomial 
with the corresponding amplitude b11 • The differential 
perturbation equation can be obtained, in the absence 
of gravity. for the condition of constant internal pres-
sureas[lOJ 
d2bn 3d.:.- dbll --+--- 4b -0 d r:; ; d r d r " 11 - • 
where A is given by [26]: 
A ([n(n- 1) (n + I )(n + 2)(p2 j p1 )](d2z/dr2) 
-(n- l)n(n + l)(n + 2)(a/P0R0 )/r) 
/(:[n + (n + J)(p2jp 1)]). 
( 13) 
(14) 
Here p 1 is the density of water, p2 is the density of the 
gas in the bubble. a is the surface tension and z is the di-
mensionless radius, R(t). The general stability criteria 
for the stability of the Eq. (13) was derived by Birkhoff 
[ l OJ and shown to be: 
dR dA 
A<O and 6A--+R-<0. (15) 
dt dt 
The first criterion in Eq. (15) reduces to the familiar 
R T stability criterion, d2 R / dt2 < 0, for p 1 >> p., and neg-
ligible surface tension effects. The second criterion is the 
Birkhoff stability criterion and entails that R6A should 
be a decreasing function of time for stability. Fig. 8 
shows the variation of A for different values of n for 
14 
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Fig. 8. The variation of A with time for the Hr02 explosion case for 
different values of n. 
the H:.-02 explosion case of Fig. 7. Here a value of 70 
dynes/em for the surface tension of water. a, has been 
assumed. Except for n I (which corresponds to trans-
lation of the bubble center rather than deformation of 
the spherical shape), it can easily be observed that the 
Birkhoff stability criterion is violated as the bubble ap-
proaches the minimum radius. These stability criteria 
have been discussed in (27] where the stability of the 
growth phase has been analyzed and the preferentiaHy 
amplified wavelength has been shown. The expansion 
and collapse of a large two-phase bubble of hot water 
in a tank of cold water has been shown in (28]. where 
the growing interface has been shown to undergo R T in-
stabilities of high wavenumber of 10. 
The stability of Eq. (13) can be studied using Liapu-
nov's theorems for nonlinear systems [29] by construct· 
ing a positive-definite Liapunov functional. Consider the 
second order differential equation x" + f(x)x'+g(x) = 0, 
where x' = dx/dr and in the state variable notation 
where x1 = x and x1 x'. the energy functional can be 
expressed as V(x 1 ~x::) xY2 + U(x 1 ). If g(x) is continu-
ously differentiable. g(O) 0 and xg(x) > 0 for all non-
zero x, ~hen U(~ 1 ) can be selected as U(x1) J~' g(s) ds. 
Accordmg to Lmpunov's theorem. a sufficient condition 
for the stability of the system of above mentioned sec-
ond order differential equation in a region of state space 
is V > 0 and W = dV /dr < 0. Considering x = b"' one 
obtains f(x) = (3dzjdr)/= and g(x) = -Ax from 
Eq. (13). The Liapunov's energy functional becomes 
V = x~/2 Axi /2, which will be positive for all negative 
values of A. Therefore, by considering the range of r de-
fined by the points a and b in Fig. 8, one obtains V > 0. 
Since W = -3(d:jdr)x;/=. a sufficient condition for the 
stability of the system defined by Eq. (13) becomes 
dz/dr > 0. Fig. 9 shows d.:.-/dr. It can easily be inferred 
that the bubble growth is stable and the Liapunov stabil-
ity criterion is violated during the bubble collapse phase. 
Another method to study the stability of a second or-
der differential equation with time-varying coefficients. 
like Eq. ( 13). is by means of the (so called) phase plane 
method [30]. In this method. the system trajectory is 
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Fig. 9. The variation of first time derivatives of radius as a function of 
time for the first bubble oscillation of the H2-02 explosion case. Re-
sults from the numerical calculations using the H-T equation (solid 
curve) is also shown to indicate reasonable agreement with the exper-
imental data. 
plotted in the state space. One can employ the delta 
method and Eq. (13) can be rewritten as dx:)dx 1 = 
-(x 1 + C5)/x:., where (5 = 3(dz/dr)xz/z- (I + A)x1 can 
be assumed constant over an infinitesimal interval .1r. 
The integrated form of this equation is ~ + (x1 + C5) 2 
= r. where r is the constant of integration. One can 
start with an initial point P(x 10 • x:.J at r = 0 and calcu-
late i5 and r. Next, an infinitesimal arc of radius r is 
drawn through P with center at ( -C5. 0). The time re-
quired to move from the initial point to the next point 
in the phase plot is given by 
At= sin-' { + ~' + b } - sin_, { 
1 { - Ax:. } _1 { x~, } cos- -cos - . 
r r · 
( 16) 
which can be rearranged to solve for Ax, and Ax.2 in 
terms of .1r. Thus. the coordinates of the next point in 
the state space separated by .1r from the initial point P 
can easily be computed and a forward marching scheme 
can be set forth by updating the initial point and incre-
menting time by .1 r in each step. By making .1 r suffi-
ciently smaii, this method can produce a set of values 
of x 1 = bn and x2 = dbn/dr with r without actually solv-
ing Eq. (13). Since, this set of data is all one needs to in-
vestigate the stability or instability of Eq. (13), a phase 
plot is actually not needed. One can start with any arbi-
trarily small nonzero initial values of Xt and x2, and 
study their variations as time progresses. It is interesting 
to note that for n > l the qualitative variations of xr and 
x-, with r is quite independent of the choice of their initial 
v~lues. Furthermore, the values of Xt and x2 grow rapid-
ly without limit as the bubble minimum is reached and 
they keep growing even when the second pulsation starts 
indicating that the bubble minimum is unstable. 
To examine the second criterion of Birkhoff's insta-
bility, the quantity R6A (again in terms of the nondimen-
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Fig. 10. The variation of R6A with time for the H2-01 explosion case. 
is shown in Fig. I 0 for the H2-02 mixture case. Interest-
ingly enough, this quantity decreases continuously till 
bubble radius maximum and, thereafter it increases. 
Thus, based on the criteria established by Birkhoff, the 
conditions near bubble minimum can give rise to cata-
strophic instability. This is consistent with the observa-
tion seen earlier (in Fig. 7 and in experiments, (5]) that 
the rate of change of bubble radius is virtually discontin-
uous near bubble minima. To correlate the various re-
gions of potential instability, the bubble radius time 
history along with the different regions for potential in-
stability are shown in Fig. II. Three regions, are identi-
fied in this figure. In region A, dR/dt < 0. d"'R/dt1 < 0. 
in region B. dRjdt < 0 or drjdt > 0. d1Rjdt1 > 0 and. 
in region C. dR/dt > 0, d2Rjdt1 < 0. Clearly, the second 
crite;ion of Birkhoff suggests that the region B is unsta-
ble to perturbation. 
The above analysis suggests that the bubble is unsta-
ble to perturbation near the bubble minimum and is sus-
ceptible to both R T and Birkhoff type of interface 
instability. To determine which of these instabilities is 
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Fig. II. Stability margins as suggested by Birkhoff [9] f<1r the first bub-
ble pulsation shown in terms of the nondimensional radius : and time 
r. Based on Birkhotfs analysis. region B which occurs near the first 
bubble minimum is unstable to perturbations. 
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wavelength of the instability. It was noted earlier [13], 
that within the range of the maximum wavelength 
(which is determined by the size of the bubble) and the 
minimum wavelength (which depends on the effects of 
the surface tension), there exists a preferentially ampli-
fied most unstable wavelength. To determine this, the 
• power spectral density of the bubble diameter near bub-
ble radius minimum (obtained by carrying out FFT 
analysis of the bubble diameter, as described in Sec-
, tion 2) was analyzed and is shown in Fig. 12 for the 
H2-02 mixture as a function of c/ ) ... Here, c is the bub-
ble circumference and ) .. is the wavelength. Two curves 
are shown in the figure corresponding to 1 ms and 0.5 
ms just prior to bubble minimum. It can be seen that 
there is a peak in power spectral density (which is actu-
ally the square root of the sum of the squares of mode 
amplitude coefficients, and should occur at integral frac-
tions of bubble circumference because a periodic trace is 
being analyzed) for a value of the wavelength, which 
though large, is finite. Infinite wavelength corresponds 
to the mean bubble radius, and is, consequently, accom-
panied by a large peak (which is removed from these 
plots to facilitate comparison of the amplification of 
the other smaller wavelengths). 
Fig. 12 clearly shows that the large wavelength insta-
bility is most dominant and the power spectral density 
of the largest wavelength increases as the bubble mini-
mum is approached. Such a large-wavelength perturba-
tion is characteristic of the R T type of interface 
instability which grows with an exponential growth rate. 
The general criteria of Birkhoff are satisfied suggesting 
that both RT and Birkhoff instabilities can be (and do 
get) excited near bubble minimum. However, since the 
effect of surface tension is always stabilizing and its ef-
fect increases rapidly with increasing n [26], it is plausi-
ble that. although Birkhoff-type of instability occurs 
near bubble minimum. it may be stabilized by the sur-
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Fig. 12. Power spectral density analysis of the bubble diameters for the 
H1-0~ explosion case. The dotted and the solid curves correspond. res-
pectively. to the bubble data 0.5 ms and 1 msjust prior to collapse. Re-
sults show that the large wavelength RT instability is dominant near 
the first bubble minimum. 
instability is not observed in the bubble diameter spectra 
suggests that even though the Birkhoff instability may be 
excited first near bubble minimum, the stabilizing effect 
of surface tension is suppressing the small wavelength 
disturbances, while, due to its exponential growth rate, 
the large wavelength RT instability becomes more dom-
inant and, thereby, controls the growth of the bubble in-
terface instability. 
These results were confirmed using a full three-di-
mensional numerical simulation of the bubble explosion 
using an advanced finite-element code ALE3D [18,31] . 
Results showed that as the bubble collapses, a large 
wavelength variation appears on the bubble interface. 
A typical result is shown in Fig. 13. This wave-like inter-
face corrugation seen in the computations occurred in 
all test cases, including simulations with the tank walls 
moved outwards and changed from rectangular to 
spherical geometry. These computations were carried 
out without inch.iding the glass bulb and other experi-
mental artifacts, such as, the pressure transducer and 
the spark. Thus, it appears that the formation of the in-
terface corrugation is a physical property of the bubble 
dynamics. 
4.1.2. Kelvin-Helmholt= instability 
Yet another fundamental instability mechanism is the 
KH instability, which occurs when there is a shearing 
motion at the interface. A dispersion relation for gravity 
waves with a shear velocity U tangential to the interface 
in the upper fluid ['6,8] can be given as: 
QKH=-ik Up'!. ±[~u2 p,p2 ,-kg(p,-p2)]!· 
(PI + P2) (p, + P:.t (p, + P2) 
(17) 
Fig. 13. Numerically predicted (using ALE3D) bubble shape near the 
first bubble minimum clearly showing the presence of large wavelength 
RT instability. 
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where QKH is the growth rate. k is the wave number and 
g is the local acceleration (note that for the present case, 
the local acceleration is given by R0 /r;). The stability cri-
terion can be shown to be [6] 
(PI - P-:_)g > kU 2 P2, ( 18) 
which, for the particular case of water-gas interface 
(p 1 >> p2 ) reduces to p 1g > kV1p:_. Since, p1 >> p1 and 
g can also be very large near bubble minimum, the quan-
tity p 1gj P:. is usually very large and the condition given 
by Eq. (18) is not difficult to satisfy suggesting that KH 
instability will not become relevant unless the tangential 
shear velocity U becomes very significant. Such shear 
motion would occur in the initially symmetric situation 
only if some interface corrugation has already occurred. 
Fig. 14 shows a plot of the distance of the bubble cen-
ter from the reference (unexploded) bubble location as a 
function of time. It can be seen that between the explo-
sion and the first bubble maximum, there is negligible up-
ward migration of the bubble (this justifies the earlier 
neglection of buoyancy effect for the study of RT insta-
bility). However, as time progresses, the bubble migrates 
upwards at an almost linear rate. Fig. 14 can be used to 
estimate the migration velocity which is determined to be 
approximately, 104.17 cm/s. The quantity,p 1g/p2 as-
sumes a value of approximately 2 x 108 m;s-, for exam-
ple. for stoichiometric H2-02 mixture near bubble 
minimum. A surface corrugation of wavenumber as large 
as ISOm- 1 (cji.~30) would also require a tangential 
shear velocity of magnitude larger than lOOOm/s to vio-
late the stability criterion given by Eq. ( 18). Therefore, it 
is concluded that KH instability does not play a major 
role in the initiation of the bubble instability process. 
4.::. Eraporatire instability 
When mass transfer is induced at the interface in the 
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Fig. 14. Upward migration of the bubble center from its original loca-
tion as a function of time. The vertical motion due to buoyancy is neg-
ligible only for the first bubble pulsation. Using a linear fit to this data. 
a migration velocity of around 104 cm/s is estimated for the present 
case. 
rieus evaporative instability can also contribute to the 
interface distortion. Mass transfer across the gas-water 
interface can occur through several mechanisms: evapo-
ration, condensation, dissolution of product gases into 
water, explosive boiling of superheated liquids, and di~ 
rect entrainment of gases into the liquid water [13]. In 
the present case, it is possible that due to presence of 
hot combustion products in the bubble, the surrounding 
water layer could be made to vaporize. However, the ac-
tual evaluation of the evaporation rate is not possible 
without detailed heat and mass transfer calculations 
since both the evaporative kinetics and the diffusion pro~ 
cesses enter into the heat and mass transfer problem in a 
complex manner [12J. In order to determine the mass 
flux, j, the energy equation in spherical coordinates in 
presence of spherical symmetry, 
oT R1RoT (fYT 2oT) 
-+--=D -~ +-- . ot r2 or Dr- r or · ( 19) 
has to be solved in the liquid surrounding the bubble. 
subject to the boundary conditions. Here, T is the tem-
perature. r is the radial coordinate measured from the 
bubble center, and Dis the thermal diffusivity of water. 
The boundary condition at the bubble interface is given 
by: 
(20) 
where k is the thermal conductivity of water. Lis the la-
tent heat of vaporization. and Pv is the density of vapor. 
This boundary condition simply states that the heat re-
quired for evaporation of the liquid is supplied by the 
hot bubble by means of conduction through the inter-
face. To solve Eq. ( 19), a transformation to the La-
grange coordinates can be implemented by defining 
h = [r3 - R~(t)]/3. so that the interface always lies at 
h = 0. Two finite difference equations are obtained for 
Eqs. (19) and (20) in terms of the space step. llh and 
time step. llt. The computation starts with an initial tem-
perature distribution in water. A tridiagonal and diago~ 
nally dominant matrix equation is obtained and solved 
for the unknown temperatures at the grid points at later 
time llt [32]. Thus a forward marching scheme in time 
can be set to determine the temperature distribution in 
water with bubble motion. The temperature of water 
at the interface determines the mass flux across the inter-
face at any time. 
The above equations were numericalJy solved for the 
experimental test conditions. Results showed that the in-
terface temperature during the bubble expansion is 
around 344 K which is lower than the temperature need-
ed to evaporate the water surrounding the bubble. 
Therefore. it is concluded that LD instability is not like-
ly to occur near the bubble maximum. 
In summary. it appears that both Birkhoff and RT in~ 
stabilities can contribute to the interface instability near 
the bubble minimum. Near the bubble minimum. the in-
terface becomes hii!hlv corrugated and the flow becomes 
locally turbulent. A portion 'Or the bubble energy could 
be dissipated into heat in the local turbulent flow as the 
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bubble reaches its minimum. Of the hydrodynamic in-
stabilities. the B-instability is likely to be excited first. 
However. the surface tension effect tends to stabilize 
the small wavelength (high wavenumber) B-instability, 
whereas. due to its exponential growth, the large wave-
length (low wavenumber) RT instability becomes domi-
• nant. The excitation of RT instability extracts (or 
dissipates) significant amounts of total energy (as esti-
mated in Section 3). This may explain the observed rap-
• id decrease in the bubble size and pulsation amplitude 
after the first oscillation. As the bubble continues to pul-
sate (albeit with a significantly reduced amplitude), the 
effect of buoyancy causes an upward migration of the 
bubble. This can result in an effective shear velocity 
(however, data suggests that this velocity is not large en-
ough to contribute sufficiently to cause the excitation of 
the KH instability). 
5. Practical significance/usefulness 
The dynamics of underwater explosions are of con-
siderable interest due to the well known effects of the 
bubbles formed during the explosion. Many of the past 
and present studies are motivated by the need to charac-
terize the mechanism by which these bubbles interact 
with underwater surfaces. such as, submarines, etc. 
The erosive and destructive nature of cavitation bubbles 
(usually these are very small micro-bubbles) on turbine 
blades and propellers are well known. However. when 
bubbles are formed due to large explosions near a sur-
face. more destructive interaction occurs, since. the col-
lapse process results in the formation of a water jet that 
impacts the surface with a peak pressure much larger {by 
an order of magnitude) than the original explosion pres-
sure [4.5]. The dynamics of such large-scale bubble-sur-
face interaction is not weiJ understood. The present 
study forms the first phase of an ongoing investigation 
on the effects of bubble dynamics. Understanding the 
basic mechanism of bubble oscillation is the first step to-
wards investigation of more complex fluid-structure in-
teractions. For example. bubble-bubble interactions 
were recently used [33] to enhance the remnant energy 
in one bubble (at the expense of the other) so that the 
stronger bubble is less susceptible to instability and 
can maintain its coherence for a longer period. This 
has implications for focusing underwater bubble explo-
sions. 
6. Conclusions 
This paper discusses results obtained in an experi-
mental investigation of gaseous bubbles formed during 
underwater explosions. Experiments were carried out 
in a sub-scale laboratory test facility using gaseous fu-
el-oxygen mixtures as the explosion source. The typical 
bubble images and the pressure signatures (both outside 
and inside the bubble) were recorded during these exper-
iments for a range of test conditions. Using both 
geometric and dynamic scaling analyses it has been dem-
onstrated that the characteristic nondimensional param-
eters for the current experiments are reasonably similar 
to those measured in deep sea explosions. Thus. the 
present results have practical implications for under-
standing the characteristics of high-explosive deep sea 
explosions (which are very difficult to quantify). 
Partition analysis of the total energy released during 
a typical explosion showed that nearly 26°Al of the total 
explosion energy is dissipated (or lost) during the first 
bubble expansion phase and another 151Yo of the total 
available energy is dissipated during the first contraction 
phase. As a result, the bubble size and the oscillation 
amplitude is decreased significantly after the first pulsa-
tion. This rapid decrease in bubble size and amplitude is 
similar to observations of deep sea explosions. Past 
studies attributed this observed decrease partly to the 
energy dissipated by the initial shock wave and partly 
to some unaccounted mechanism(s). The analysis of 
the present data suggests that the unaccounted-for ener-
gy goes into interface instability. 
Various sources of the interface instability have been 
evaluated in the present study using the experimental 
data and stability analysis. Results suggest that neither 
the evaporative LD instability nor the KH instability 
are likely to play an observable role in the interface in-
stability. However. near the bubble minimum. the hy-
drodynamic RT and Birkhoff instabilities are excited. 
It has been shown here that although the Birkhoff insta-
bility is excited first. surface tension efects damp the high 
wavenumber, small wavelength Birkhoff instability. 
However, the RT instability (with its exponential 
growth rate) is not damped and eventually dominates 
the interface instability. This study confirms earlier con-
jectures [ 1.3,13] that hydrodynamic interface instabilities 
play a major role in the energy loss process and the rapid 
decrease in bubble size and oscillation dynamics. 
7. Recommendations 
The current experiments were limited to shallow wa-
ter, gaseous explosions. Although scaling analysis dem-
onstrates that the present results are meaningful for real 
deep sea explosions. this needs to be confirmed by car-
rying out similar controlled explosions under higher 
pressure. Some such studies have been conducted in 
the past but the data acquired under these conditions 
are very limited and difficult to interpret. More detailed 
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explosion depth, m 
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Abstract 
The dynamics of bubbles formed during underwater explosions is numerically investi-
gated using an Arbitrary Lagrangian-Eulerian, three-dimensional finite-element code. 
Comparison of isolated bubble oscillation results with experimental data show good quali-
tative and quantitative agreement. Analysis using both stability considerations and energy 
balance estimates suggest that the excitation of Rayleigh-Taylor (R-T) instability is a 
major cause of interface instability during bubble collapse. The collapse of an explosion 
bubble near a rigid wall has also been simulated. The entire collapse process, including the 
formation of a vortex ring bubble and a high velocity re-entrant jet, are successfully cap-
tured in the simulations. The jet velocity and the impact pressure on the wall are functions 
of the explosion pressure and the distance of the bubble from the wall. The results indicate 
that, for a given explosion energy, there is an optimal distance of the bubble from the wall 
for which the impact pressure on the wall is maximum. This trend and the magnitude of 
the peak impact pressure are in good agreement with the experimental results. The evolu-
tion of the vortex ring bubble, reported in earlier experimental and numerical studies, is 
also accurately predicted. Available scaling laws for the time period and the peak veloci-
ties generated during bubble collapse are also reviewed in light of the current results. The 
present results are shown to obey many of the geometric and dynamic scaling laws when 
compared to deep sea explosions. 
Key Words: Bubble Oscillation, Underwater Explosions, Dynamics, Rayleigh-Taylor 
Instability, Bubble Collapse, Gas Bubbles, Numerical Simulations, Impinging Jet. 
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1. INTRODUCTION 
Vapor and gas bubble dynamics are of great practical interest in the prediction and pre-
vention of cavitation erosion of marine propeller and turbine blades. The destructive 
nature of strong explosions near submerged rigid surfaces is also well known. Detailed 
reviews (e.g., Blake and Gibson, 1987; Prosperetti, 1982) have summarized past experi-
mental and numerical results. Experimental studies are too many to list completely; how-
ever, most past studies focused on cavitation (small) bubbles. Among the studies that 
focused on large scale explosions are the studies reported in Cole (1948) for freely oscil-
lating, deep sea explosion bubbles and the studies of bubble collapse near walls (e.g., 
Tomita and Shima, 1986). Bubble-bubble interactions have also been studied in the past 
(e.g., Warren and Rice, 1964). However, in most cases, due to difficulties in acquiring 
detailed data, only limited information has been obtained. Recently, experiments were car-
ried out to investigate relatively large-scale bubble explosions (Menon and Lal, 1998a; Lal 
and Menon, 1996). These experiments were conducted in shallow water (1 atmosphere 
ambient pressure) due to an interest in understanding the dynamics of bubble oscillation 
and bubble-wall interaction in such flows (including the effect of a free water surface) and 
to investigate the feasibility of targeting mines buried in beaches. The data obtained from 
these experiments have been used to validate the numerical model discussed in this paper. 
Numerical studies in the past range from simple 1-D analytic solutions (e.g., Lauter-
bom, 1976; Plesset, 1971; Prosperetti, 1982) to more complex 2D/3D studies. Many stud-
ies employed the Boundary Element Method (BEM) or its variants (e.g., Chahine and 
Perdue, 1988; Duncan and Zhang, 1991; Blake et al., 1986; Plesset and Chapman, 1971). 
BEM is computationally very efficient since only the flow on the boundary surface is com-
puted which allows the reduction of the dimensionality of the problem by one. Past results 
have demonstrated that this approach can capture many features of the bubble oscillation 
and collapse process. However, this method has some inherent limitations. For example, 
BEM does not allow for variations of density and pressure inside the bubble even though 
studies suggest that considerable variations can occur at bubble minimum ... In addition, the 
BEM fails at the point of jet formation, as the simple domain becomes double connected. 
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The flow evolution beyond the point of bubble collapse has been modeled using BEM by 
explicitly introducing vortex elements (e.g., Zhang and Duncan, 1994; Zhang et al., 1993; 
Best, 1993). This approach requires understanding where to introduce such vortex ele-
ments. Another assumption employed in BEMis that the ambient water is incompressible. 
This assumption need not be true in strong underwater explosions, especially near jet for-
mation. 
There are other assumptions used in past studies that are known to be questionable. 
For example, bubble shape is known to quickly deviate from sphericity at bubble maxi-
mum (radius), thereby, violating axisymmetric assumptions used in many past studies 
(e.g., Szymczak et al., 1993; Zhang and Duncan, 1994) and requiring full 3D treatment. 
lbus, simple 1-D, 2-D/axisymmetric or incompressible methods cannot completely 
resolve the bubble and the associated flow dynamics. Furthermore, simplified treatments 
cannot account for the interaction between the vapor and the liquid phases. To investigate 
the physics of such interaction, the details of the flow field both inside and outside the bub-
ble is needed. Conventional numerical treatments (even using full 3D) such as Lagrangian 
or Eulerian techniques are also not practical, since the expansion and collapse of bubbles 
create severe fluid motion so that a Lagrangian approach (in which the grid points move 
with the fluid resulting in severe grid distortion) becomes inappropriate, while in an Eule-
rian approach, adequate resolution in the regions of interest is very difficult to achieve 
since the bubble's shape changes very rapidly. 
A numerical method that includes both compressibility and an ability to capture the 
entire bubble collapse in complex configuration is used in this study. This numerical code 
combines lagrangian and eulerian features and is based on the Arbitrary Lagrangian-Eule-
rian (ALE) scheme developed at the Lawrence Livermore Laboratory. This code has been 
typically employed in the past to investigate structural fracture, and only limited studies of 
underwater explosion dynamics have been reported. Past attempts include 2D (e.g., Tipton 
et al., 1992) and 3D (e.g., Couch et al., 1996) studies of single bubble collapse. However, 
these studies provided only qualitative information and did not investigate the details of 
the collapse process. Furthermore, the ability of this code to capture accurately large 
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explosion bubble collapse has not yet been established. Validation under these conditions 
is necessary for the next phase of research as noted below. 
In this paper, quantitative comparisons with experimental data is carried out to estab-
lish the ability of this code. In addition, the ALE3D code is also extended to investigate 
both single and double bubble explosions in free field and bubble collapse in the vicinity 
of a rigid wall. The motivation behind these studies is three fold. First, there are not that 
many 3D unsteady, compressible codes currently available to study such complex flow 
problems. For example, an Eulerian-Lagrangian (restricted) code called DYSMAS is cur-
rently used by the U. S. Navy to study underwater explosions. DYSMAS is made up of 
three different codes: an Eulerian solver, a Lagrangian solver and a coupler and is quite 
~ifferent from the ALE formulation. The ability and accuracy of this code to simulate 
complex bubble collapse and shock propagation is sometime very difficult (if not impossi-
ble) to verify since very little data is available for problems of interest. One of the objec-
tives of the present study (using ALE3D) is to validate a code that can be used to 
investigate flow configurations that were studied using DYSMAS thereby proving an inde-
pendent verification of the predicted results. The validation of the ALE3D code is dis-
cussed in this paper. Its application to complex problems of more practical interest will be 
reported in the future. 
The second objective of this study is to investigate the dynamics of the bubble col-
lapse. It was determined experimentally recently (Menon and Lal, 1998a) that during the 
bubble collapse, Rayleigh-Taylor interface instability is excited as the bubble reaches its 
minimum radius. Energy balance and stability analysis of the experimental data suggested 
that this instability could play a role in the bubble collapse and in its eventual breakdown. 
Earlier studies (e.g., Shephard, 1988) had suggested that hydrodynamic instability could 
be important in bubble collapse but until recently there had not been any clear evidence of 
this mechanism in both experimental and numerical data. The recent experiments only 
provide limited data due to the inherent difficulty in carrying out measurements. The 
present numerical study (under nearly identical conditions) provides an independent capa-
bility to address this fundamentally important issue. Since, the present numerical code is a 
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fully compressible solver it can capture interface instability due to density variation and 
therefore, can be used to address this issue. The results discussed in this paper clearly 
demonstrate that Rayleigh-Taylor interface instability is excited during the bubble collapse 
and that a portion of the bubble energy is being used to excite this instability. These 
results are discussed in some detail in this paper. 
Finally, the third objective is to validate a simulation tool that can be utilized to inves-
tigate large (i.e., strong) underwater explosions near complex surfaces and the subsequent 
bubble-surface interactions. A numerical solver that can simulate simultaneously fluid 
dynamic and material surface interaction is needed. In the present study, ALE3D valida-
tion is carried out for bubble collapse near a rigid surface. However, the eventual goal is to 
study underwater explosion dynamics near surfaces buried beneath a sand surface. This 
type of study will require development and implementation of material models that mimic 
sand surface properties and is a focus of current research. 
2. THE NUMERICAL METHOD 
ALE3D (Anderson et al. 1994) is an explicit, 3D finite element code that simulates the 
fluid motion and elastic-plastic response on an unstructured grid. The grid may consist of 
arbitrarily connected hexahedral shell and beam elements. The ALE algorithm is imple-
mented by carrying out a complete lagrangian calculation followed by an advection step. 
After each lagrangian step, a new mesh is created using a finite element based equipoten-
tial method to relax the distorted grid. In the Eulerian advection step, the fluid variables 
such as mass, density, energy, momentum and pressure are reevaluated on the new mesh 
by allowing fluid motion. The details of the constitutive models are described elsewhere 
(e.g., Steinberg, 1991) and, therefore, are not described here for brevity. 
The advection step uses methods similar to those developed for 2D ALE code, CALE 
(Tipton, 1990), and the 3D Eulerian code, JOY (Couch et. al., 1983). For pure zones, a 
second order, monotonic advection algorithm is used (Van Leer, 1977). This advection 
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step can create mixed material elements (i.e., liquid and vapor). Material interfaces are not 
explicitly tracked but for the purpose of carrying out mixed element advection, they are 
inferred from volume fractions. Separate state variables are kept for each component of a 
mixed element. The well known compressible Euler equations are solved for the Eulerian 
advection step and therefore, are not shown here for brevity. Only the equations governing 
the Lagrangian step are summarized below. Further details of this code are given in the 
above mentioned references. The Lagrangian equations for conservation of mass, momen-
tum and energy are given, respectively as: 
-+ 
dU -+ ~ 
p-=-Vp+Fo 
dt 
de dv . 






where p is the mass density, v = 1 I p is the specific volume, U is the Lagrangian 
velocity, £ is the specific energy, p is the pressure, Fo is the force from the artificial vis-
cosity and £0 is the heating rate from the artificial viscosity. The artificial viscosity is part 
of the dissipative algorithm in the code since there is no natural viscous dissipation 
included in this formulation. 
In ALE3D the proper choice of the equations of state for the various materials as 
required. Only a brief summary is given here primarily to highlight some of the features of 
the code. The explosion bubble is assumed to be of noncondensible steam and its equation 
of state is represented as: p = (1- 1 )( 1 + Jl)E where, 'Y is the ratio of specific heats, the 
relative volume is Jl = p/p0 - I and E is the internal energy per unit volume. 
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The surrounding water is modeled using a Gruneisen form given as: 
(4) 
For expanded material, the above expression is replaced by 
p = p0C
2
Jl +(I 0 + aJl)E. Here, Cis the intercept of the shock velocity-particle velocity 
curve (the Hugoniot curve), S1, S2 and S3 are the coefficients of the slope of the shock 
velocity-particle velocity curve, I 0 is the Gruneisen gamma and "a" is the first order vol-
ume correction to y. Our present interest is in underwater explosions in shallow water. 
Comparison of the pressure predicted by the above equation of state using available coeffi-
cients in the literature with the data obtained from NIST (1988) in the appropriate temper-
ature and pressure range of interest showed significant discrepancies. In order to address 
this problem, water regime data was used to obtain new coefficients. It was determined 
that with these modified coefficients, the equation of state very closely agreed with the 
experimental results. 
A limitation of the current ALE3D input structure is that it requires that the equation of 
state be in an analytical form (such as Eq. 5). The behavior of a material like water which 
has a discontinuous transition from steam to water can not be fully represented by an ana-
lytical form. Therefore, modifications were carried out to the coefficients to achieve a best 
fit to the experimental data. A more general approach would involve reading the data 
directly from tables rather than fitting it to an equation. This capability is currently being 
investigated for incorporation into the code. High explosive materials are also required to 
obey a specific form (many forms are included in ALE3D) of the state equation. Modifica-
tions are currently being studied to allow investigation of explosive materials and porous 
surfaces (e.g., sand) for which there are no analytical equation of state. 
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Another issue is that ALE3D is an inviscid code and surface tension effects are not 
included in this model. These limitations of the code are acceptable for the present study 
since the Reynolds numbers (Re) encountered in the flow based on the bubble diameter is 
the order of 100,000. Thus, neglecting viscous terms in the momentum and energy equa-
tions in such high Re flows should not significantly alter the results, as noted earlier (Wilk-
erson, 1989). Furthermore, the study of the hydrodynamic Rayleigh-Taylor instability can 
be carried using an inviscid model since this instability is due to density gradients in the 
flow. Neglecting surface tension is also considered acceptable since it was noted earlier 
(Plesset, 1954) that surface tension has a very limited stabilizing effect on the bubble inter-
face and is only critical when there is very little pressure difference across the bubble 
interface (which is not the case in explosive bubbles). Other studies (e.g., Vokurka, 1985) 
also showed that surface tension effects are important for only very small bubble. 
3. RESULTS AND DISCUSSION 
In this section, the results obtained for the various cases are summarized and dis-
cussed. Wherever possible, comparison with experimental data is carried out to validate 
the simulated results. Analysis is also carried out to understand the fluid motion generated 
both inside and outside the bubble during collapse and to understand the dynamics of the 
instability occurring during collapse. 
3.1 Bubble Oscillation Dynamics 
Free field oscillating bubble collapse was simulated using test conditions similar to the 
experimental set-up of Menon and Lal (1998a) to enable direct comparison and to investi-
gate the afore-mentioned interface instability seen in the experiments. The experiments 
were conducted in a water tank of dimension 2m x 1.5m x 1.5m. The underwater explo-
sion bubble were generated in the experiments by centrally igniting a mixture of explosive 
gases (e.g., Hydrogen and/or Carbon Monoxide), oxidizer (Oxygen) in a hand-blown glass 
globe. The glass globe weighed about 5-6 grams, and had an average diameter of 6.34 em. 
Thus, the initial explosion source is of the order of the globe diameter. The gaseous explo-
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sive mixture was ignited by using an electrical spark generated by spark wires placed 
inside the glass globe and connected to a 3000 volts DC power supply. Further details are 
given elsewhere (Menon and Lal, 1998a). 
In the present study, the computational domain, the bubble initial explosion energy, the 
bubble location and ambient conditions were all chosen identical to the values in the 
experiments. Thus, the freely oscillating bubble is modeled in the center of a 1.5 m x 1.5 m 
x 1.5 m tank filled with water (as in the experiments). The initial bubble diameter modeled 
is 6.34 em, the initial explosion pressure is 9.34 atmospheres (again, as in the experiments) 
and the water pressure is 1 atmosphere. The only differences between the numerical treat-
ment and the earlier experiments are that the effect of the glass bulb and the sting used to 
hold the electric spark assembly are not modeled. This omission is particularly important 
since it removes any possibility that these features of the experimental setup could play a 
role in exciting interface instability. 
The ALE mesh treatment (i.e., mesh regridding) is applied to all the elements in the 
bubble and in the vicinity of the bubble. But away from the bubble where the bubble 
explosion does not cause much grid distortion, Lagrangian mesh treatment is used. The 
number of elements used to resolve the bubble and the surrounding water was varied to 
confirm that the results are grid independent. For a typical 3D simulation, 72,576 elements 
were used to discretize the domain., but as many as 220,000 elements were used for grid 
independence tests. Most of the results on the bubble dynamics discussed here (unless oth-
erwise noted) are on the finest grid resolution. In addition to these studies, the effect of the 
computational domain (extent and shape) was also studied to ensure that the results do not 
depend upon these parameters. 
Figures la and 1b show, respectively, the global grid and a close-up of the grid around 
the bubble. Most of the grid resolution is employed around the bubble and ALE region 
while the far field is resolved using a relatively coarse grid. Although various cases have 
been simulated, only characteristic results are discussed below to highlight the results. 
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Figures 2a and 2b show respectively, the pressure (normalized by the initial liquid 
pressure p1 which is 1 atmosphere) and the bubble radius (normalized by the bubble max-
imum radius, Rmax) history during the first oscillation under various test conditions. Here, 
time is normalized by t 1 = Rmax/(jp1/p1) which is the characteristic time scale for the 
bubble to reach its maximum radius. Also, p1 is the ambient water pressure and p1 is the 
water density In Fig. 2a, the pressure in the bubble is compared with experimental data 
(Menon and Lal1998a). It can be seen that the computed period of oscillation (around 15 
ms), the peak pressure and the maximum radius (Fig. 2b) agrees well with data. It can also 
be seen that the shape and the extent of the computational domain do not play a major role 
in dictating bubble dynamics. This can be observed from Fig. 2a since the time period and 
peak pressure changed only by around 10% (increase) and 5% (decrease), respectively, 
when the walls are moved away by a factor of seven. Further increase in the wall locations 
did not significantly change the predicted pressure profile. Changing the outer boundary 
shape (frotn rectangular to spherical) also did not change the oscillation period and the 
bubble dynamics (discussed below). This suggests that the geometry of the outer domain 
does not significantly affect the local physics of the bubble oscillation and that "nearly" 
free-field explosion condition can be simulated when the walls are moved further away. 
However, to obtain "true" free field conditions, outflow boundary conditions are required. 
This feature is currently being investigated for implementation. 
The bubble radius history (Fig. 2b) also shows similar agreement with data. During the 
contraction phase there are some differences between the calculations and the experi-
ments. Note that, the experimental set-up employed a glass globe (which contained the 
stoichiometric fuel-air mixture) with a metal insert that contained the pressure transducer 
and the spark generator (Menon and Lal, 1998a) while these features were ignored in the 
numerical model. In addition, the effect of glass fragments have not been included in the 
numerical model. Thus, some discrepancies are expected. 
In spite of these differences it is interesting to observe that the numerical and the 
experimental results are in relatively close agreement. This suggests that the experimental 
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artifacts (identified above) are not significantly modifying the dynamics of the bubble 
oscillation process. Therefore, the present numerical study serves to provide an indepen-
dent validation of the results described earlier in Menon and Lal (1998a). 
Figure 3a shows the time trace of the non-dimensional pressure in the tank close to a 
wall. It is very similar to the high frequency pressure oscillations as recorded by the tank 
transducer in the experiments (Menon and Lal, 1998a) and shown in Fig. 3b. The differ-
ences in the frequency content (the high frequency fluctuations are missing from the 
numerical data) may be attributed in part to coarse grid used in the far field (which would 
effectively damp high frequency waves). This is demonstrated in Fig. 3a using pressure 
data obtain on two different grid resolutions. 
3.2 Bubble Instability during Collapse 
The basic physics of bubble oscillation has been known for some time. The bubble 
grows after the explosion due to the. high pressure inside the bubble. Because of inertia, 
this results in an over expansion and the pressure inside the bubble falls below the ambient 
(water) pressure. As a result, the bubble collapses and reaches a bubble minimum at which 
time the internal pressure again exceeds the external pressure. Thus, an oscillation process 
is set up and continues as long as there is sufficient energy available. However, energy is 
continuously lost during the oscillation. As a result, the maximum bubble size decreases 
during the subsequent oscillations and the bubble typically breaks up into smaller bubbles 
after 2-3 oscillations. The source of this energy loss leading to bubble collapse has been an 
issue of investigation for some time. Past studies (e.g., Arons et al., 1948; Pritchett, 1971; 
Plesset, 1971; Vokurka, 1987; Shepherd, 1988) have attempted to identify these sources. 
The propagation of the initial shock wave, acoustic losses, compressibility and heat trans-
fer effects, mechanical work done on water and vapor, etc. have all been used to explain 
the energy loss. However, even when all these effects were included the total observed 
energy loss still could not be fully explained. 
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Other sources of energy loss and bubble breakdown have been proposed but without 
any detailed experimental or numerical proof. For example, onset of various interface 
instabilities have been suggested (Shepherd, 1988). Recent experimental studies focused 
on the instability mechanisms (Menon and Lal, 1998a) and the analysis suggested that 
during the collapse process, the Rayleigh-Taylor (R-T) instability occurs at the bubble 
interface. Analytically, R-T instability has been shown to occur for the case of underwater 
collapsing bubbles by Birkhoff (1956) even though the denser fluid (water) is being accel-
erated to\vards the lighter fluid (gaseous explosion product), with surface tension having 
negligible effect on instability. He further showed that the general instability criteria 
allows two types of instability: the classical R-T instability, which occurs at large wave 
lengths (small wave numbers) with an exponential growth rate, and the Birkhoff instabil-
ity, which occurs at small wave lengths with an algebraic growth rate. Analysis of the 
experimental data (Menon and Lal, 1998a) showed that both instabilities are excited near 
bubble minimum but the Birkhoff instability is quickly overtaken by the exponentially 
growing R-T instability so that R-T instability eventually dominates. 
Understanding the mechanism of bubble interface instability is important since this 
would partly explain the energy loss during oscillation and is a possible mechanism for the 
bubble breakdown. This phenomenon has never been numerical captured (at least to the 
present authors' knowledge). Thus, the present numerical results appear to be the first such 
demonstration in open literature. Figure 4a shows the computed bubble surface (only the 
rectangular computational domain case is shown since the spherical case gave identical 
result) at the maximum bubble radius and Figs. 4b and 4c show respectively, the bubble 
shape at its first minimum radius for the rectangular and spherical outer domains. Both 
these simulations were conducted using 220,000 cells (simulations using coarser grids 
also showed very similar structure and therefore, are not shown). For comparison, Fig. 4d 
shows a typical snapshot (at the bubble minimum) from the experiments. Note that Figs. 
4b and 4c have been magnified (relative to Fig. 4a) to facilitate visualization. As can be 
seen, near the bubble minimum large .. wavelength wave-like distortion appears along the 
bubble interface in remarkable similarity with the distortion seen the experimental picture. 
Note that, there are sufficient number of grid points in the azimuthal direction to reason-
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ably resolve the bubble interface and it was confirmed that the interface distortion occurs 
independent of the grid resolution. It can also be seen that changing the computational 
domain either by increasing it or by changing the shape (see more discussions below) did 
not change the form or character of the wave-like distortion on the bubble surface. Thus, 
this interface distortion feature appears to be a physical phenomenon. 
Figures Sa and Sb show, respectively, the velocity vector field at the bubble maximum 
in the vicinity of the bubble for the rectangular and spherical domains and Figs. 6a and 6b 
show respectively, the velocity vector field just after the bubble minimum for the rectangu-
lar and spherical domains. Figures Sa and Sb shows that the fluid (both the gas inside the 
bubble and the liquid outside) are undergoing an outward motion of the bubble. Changing 
the shape of the computational domain does not change the local fluid motion signifi-
cantly. In Figs. 6a and 6b, the bubble is just starting to expand after reaching the minimum 
radius and the fluid has reversed direction and is in the outflow direction. It can be seen 
that near the bubble minimum the fluid motion has lost spherical symmetry. These figures 
show that both the bubble shape and the associated fluid motion in the vicinity of the bub-
ble are relatively insensitive to the shape of the computational domain. Of course, the 
oscillation period and the bubble maximum radius are modified slightly when the outer 
domain is extended, as shown earlier in Figs. 2a and 2b, but the local fluid dynamics 
appears to be relatively insensitive. 
As noted above, Figs. 6a and 6b show that fluid motion inside the bubble is no longer 
symmetric indicating a deviation from sphericity. This is consistent with observations 
made earlier (Cole, 1948). The deviation from sphericity and the formation of waves on 
the bubble interface are characteristics of Rayleigh-Taylor instability. 
The R-T instability can also be inferred by analyzing the variation of the radius with 
time. As shown by Birkhoff (19S6), for the case of underwater bubble, collapsing bubbles 
are unstable even though the denser liquid (water) is accelerated towards the lighter fluid 
(explosion product). He showed using a perturbation analysis of the one-dimensional 
Trilling equation (Trilling, 1952) that the general stability cliteria is given by 
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d2R/dt
2 < 0, where R(t) is the mean bubble radius. This criteria can be evaluated from 
the current numerical (and the earlier experimental) data. Figure 7a shows this quantity 
near bubble minimum. Clearly, near the bubble minimum the R-T stability criteria is vio-
lated and confirms that R-T instability is occurring near bubble minimum. 
Another approach to analyze the bubble surface instability iS to use Liapunov's theo-
rem for nonlinear systems (Menon and Lal, 1998a; Kolk and Lerman, 1992). The suffi-
cient condition for stability using this analysis for the bubble expansion and collapse 
process reduces to dz/ dt > 0, where z is the normalized bubble radius (z = r /R0 ). Fig-
ure 7b shows the variation of this quantity as a function of normalized time. It can be seen 
that the bubble growth phase is stable. However, the Liapunov stability criterion is vio-
lated during the bubble collapse phase. Thus, it appears that the Rayleigh-Taylor instabil-
ity does occur as the bubble nears its minimum radius. 
The analysis of the earlier experimental data indicated that both Birkhoff and Ray-
leigh-Taylor instabilities are likely to be excited near the bubble minimum. The Birkhoff 
stability criteria is part of the general stability criteria (see Menon and Lal, 1998a). The 
experimental data suggested that both types of instabilities are excited but that the expo-
nentially growing R-T instability quickly dominates the interface distortion. The present 
analysis confirms that the general stability criteria is violated near the bubble minimum 
and the visualization of the bubble shape shows that the interface instability appears as a 
large wavelength distortion which is characteristics of R-T instability. No sign of Birkhoff 
instability (which is short wavelength, high frequency instability) is observed in the calcu-
lations. This may be due to lack of sufficient grid resolution to resolve the high frequency, 
short wavelength distortion even with the high resolution employed. Nevertheless, the 
results clearly confirm the earlier observation that R-T instability does occur during the 
bubble collapse phase. 
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3.3 Scalin& Analysis 
To be useful for practical applications, the bubble motion should preserve both geo-
metric and dynamic similarities (Cole 1948). Geometric similarity implies invariance of 
Rmax/d and Rmax1Rmin and dynamic similarity essentially implies invariance of the Froude 
number, Fr=U2/gL, which in tum implies an invariance of T21Rmax· Here, Rmin, d and T 
are, respectively, the bubble minimum radius, water depth and time period of oscillation. 
Estimates for these parameters for the first bubble oscillation are given below for the 
present study and compared to the past deep sea studies. 
For the present studies of gas explosion, Rmax == 3Ro, Rmin == Ro, Ro == 3.15 em (initial 
~ubble size), T == 0.015 sec, and d = 0.6477 m. This gives Rmaxf(d+ 10.33) == 8.607x10·3, 
Rmax1Rmin == 3, and T21Rmax == 2.381xl0·5 s2/cm. In a deep sea explosion of 249.5 grams of 
tetryl charge fired at a depth of 91.44 m below the water surface [Cole 1949, page 271], 
Rmax = 45.11 em, Rmin == 12.7 em, Ro= 3.5 em, T == 0.028 sec, and d = 91.44 m. This gives 
Rmax/(d+l0.33) == 4.432x10·3, Rmax1Rmin = 3.55, and T21Rmax = 1.738x10·5 s2/cm. 
Data from TNT explosions at a depth of 152 m (Arons et al. 1948) suggests similar 
results: Rmaxl(d+10.33) == 2.55x10·3, Rmax1Rmin = 2.255, and T21Rmax = 1.596x10·5 s2/cm. 
These cornparisons suggest that the present study preserves reasonably close geometric 
and dynamic similarities with the past deep sea explosion data for all the parameters 
except for Rmax/d (which is clearly impossible since current studies are in shallow water). 
This good agreement is primarily due to the fact that in the present study, Rmin == Ro 
whereas in deep sea studies they are significantly different. 
3.4 EnerKY Loss Estimate 
The explosion energy is redistributed among the various modes (e.g., shock wave energy, 
potential, kinetic and dissipated energies, etc.) initiated by the explosion. Earlier (Menon 
and Lal, 1998a) used the experimentally obtained data to evaluate how the total energy 
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from explosion is partitioned between these modes. The energy balance for an expanding 
system can be written as (e.g., Vokurka, 1987): .£\Ei = .£\EP +.£\Ed+ Ek, where, .£\Ei and 
.£\EP are respectively, the change in internal and potential energy of the gas bubble (from 
its initial state at time t=O), .£\Ed is the energy dissipated and Ek is the liquid kinetic 
energy. Estimates for each of these terms can be obtained (or approximated) from the sim-
ulation. 
For the experiments, the total (nondimensional) energy was determined from the rela-
ti~n E0 = QW /E0 , where Q is the detonation energy per kg of explosive, W is the 
weight in kg of the explosive and E0 = 47tR03p1/3 is the energy of the initial gas vol-
ume. For a stoichiometric hydrogen-oxygen mixture, Q = 242 KJ/mole of hydrogen and 
using representative values it was determined that E0 = 66.9. In the present numerical 
study, the explosion pressure was matched to the experimental pressure which results in an 
energy estimate of E0 = 56.5. The discrepancies is likely to be due to the idealized esti-
mate used in the experiments where it was assumed that the entire explosion energy is 
converted to pressure. No correction for incomplete combustion, energy to break up the 
glass bulb, and energy lost to the sting were included in the experimental estimate. Thus, 
the present numerical estimate is considered reasonable. E0 is total amount of explosion 
energy which is to be distributed into various modes as the bubble expands. The change in 
internal energy (nondimensionalized using E0 ) as the bubble expands and reaches bubble 
maxim urn can be written as (Vokurka, 1987): 
-e (Po)([ ( r )-3(y-l)J ) .£\Ei = pl 1- Ro /(y-1) (5) 
where the subscript 0 indicates the first bubble oscillation and the superscript e indicates 
the expansion phase. The change in potential energy (again nondimensionalized bE0 ) is: 
(6) 
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Here, r > R0 is the instantaneous bubble radius as the bubble expands from its initial 
diameter R0 to its first maximum bubble radius Rmax . Further, since Ek = 0 near the 
bubble maximum (Vokurka, 1987), an estimate for the energy dissipated based on the 
above relations suggests that approximately 14% of the energy is dissipated as the bubble 
expands and reaches its first maximum. This estimate is lower that the experimental result 
of 26% (Menon and Lal, 1998a). However, as mentioned earlier, this discrepancy may be 
due to uncertainties in the experimental estimate. 
A similar analysis can be carried out for the contraction phase (i.e., as the bubble col-
. lapses from the bubble maximum and reaches its minimum radius). For the contraction 
phase the energy available is limited to the amount left after the above noted fraction of the 
explosion energy has been dissipated. However, the current numerical study is based on an 
inviscid code and thus, the energy lost from the bubble during the expansion phase is not 
fully dissipated. Some fraction is dissipated due to numerical and artificial dissipation in 
the numerical scheme. This fraction can be determined by determining the total energy in 
the computational domain during the calculation. Estimate suggests that approximately 3-
4% of the energy is dissipated due to artificial dissipation. 
The change in potential energy during the contraction phase can be written as 
(Vokurka, 1987): 
-c _ (Rmax)[ ( r )3] AE- - 1--
P Ro Rmax 
(7) 
where, the superscript "c" indicates the contraction phase. The change in internal energy 
can also be expressed in terms of the bubble properties as: 
(8) 
Using the computed data in (7) and (8) it appears that around 15o/o of the total energy 
is dissipated between the first bubble maximum and minimum. This amount is in very 
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good agreement with the experimental estimate of 15%. Since it is estimated here that 
around 3-4% is numerically dissipated, it leaves around 11-12% unresolved. A possible 
avenue for this energy loss is in the excitation and amplification of the interface instabili-
ties which lead to the eventual bubble collapse. 
In surnmary, the above study confirms the earlier experimental observation that Ray-
leigh-Taylor instability occurs near the bubble minimum. Stability analysis confirms that 
this instability can occur and energy partition analysis indicates that there is a reasonable 
amount of energy missing that could be used to excite this instability. 
3.5 Bubble-Wall Interactions 
Bubble collapse near a rigid wall is of significant interest due to its ability to cause 
serious damage to the structure (cavitation damage of underwater propellers is a well 
known example). This is because when the bubble collapses near a rigid surface, a strong 
reentrant water jet is formed that is directed towards the walL The peak impact pressure on 
the wall due to this water jet can be substantially higher than the explosion pressure. The 
dynamics of this collapse process has been under investigation for some time; however, 
experimental capability to record the effects of the interaction process is limited due to the 
difficulty in accessing the bubble collapse region. Past numerical studies have been able to 
capture the collapse process but, as noted before, such calculations resorted to obtaining 
information from experiments to ensure that the simulation's initial conditions agreed with 
experimental data. Furthermore, earlier studies did not fully resolve the fluid motion both 
outside and inside the collapsing bubble. Thus, the earlier studies failed to fully explain 
the dynamics of the impact process and the effect of initial bubble location on the mea-
sured impact pressure on the wall. 
In the present study, the impact process is investigated as a function of explosion 
strength, gravity orientation (i.e., wall above and below the bubble), and the bubble loca-
tion relative to the wall. Conditions were chosen to mimic the experimental conditions as 
much as possible. For a typical simulation, a total of 25,000 elements are used to resolve 
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the bubble and the wall region and another 35,()(X) elements are used for the rest of the 
domain. Again, grid independence studies using over 200,()(X) elements were conducted to 
ensure that the results were grid independent. Characteristic results that highlight some 
interesting physics of the problem are discussed here. 
Three cases are analyzed here to highlight the various physical phenomena associated 
with the bubble collapse near a wall and its dependence on the proximity of the wall. 
These cases correspond to an initial bubble location of 5 em (case 1), 6.34 em (case 2) and 
4 em (case 3) above the wall (gravity inhibiting case, i.e., bubble above the wall as in the 
experiments, Menon and Lal, 1998b ), respectively. Figures 8a-c show the velocity field at 
various stages of the collapse for case 1. At the bubble maximum, the bubble is almost 
~pherical but begins to distort as it collapses. Since there is less volume of water between 
the wall and the bubble during the collapse, the pressure drop is quite large relative to the 
pressure drop on other sides of the bubble. This pressure differential further forces the 
bubble towards the wall. This migration of the bubble causes the. water surrounding the 
bubble to be directed away relative to the bubble geometric center and thereby, creating a 
higher pressure on the upper side of the bubble away from the wall resulting in the well 
known Bjerknes force (Blake et al., 1986). The iterative combination of these effects (as 
the bubble moves closer to the wall) cause the water to penetrate the bubble from the high 
pressure side and to form a high-speed water jet that impacts the rigid surface. As this jet 
impacts the: rigid plate, a toroidal vortex ring bubble is formed, as shown in Fig. 8c. This 
ring bubble~ qualitatively compares well with those observed in both experiments (e.g., 
Tomita and Shima, 1986; Vogel et al., 1989) and in numerical studies (Best, 1993; Szymc-
zak et al., 1993; Zhang and Duncan, 1994). 
Figures 9a and 9b show, respectively, the velocity fields for cases 2 and 3 at a time just 
before the jet formation. Comparison with Fig. 8b indicates that when the bubble is far-
thest from the wall (case 2) it has time to collapse to a smaller volume and thus, generates 
higher velocities while in case 3, the bubble cannot collapse as much as the other two 
cases and thus, lower velocities are observed. The implication of these differences on the 
impact pressure generated on the wall is discussed below. 
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Figure 10 compares the time traces of peak impact pressure on the rigid wall for the 
three case.s. The non-dimensional time periods (scaled with the time scale, -r1 ), are 2.021, 
2.017 and 2.048, respectively, for the three cases. The peak velocities are observed slightly 
before the jet impacts the wall. These velocities scaled with non-dimensional velocity 
scale based on the ambient (water) pressure and water density (jP!ii'.) are 6.9, 7 and 
6.4, respectively. These values compare well with earlier results (e.g., Chahine and Per-
due, 1988; Blake et al., 1986). It can be observed that even though case 2 generated the 
maximum velocity, it does not correspond to the maximum peak impact pressure. This is 
because the jet loses some of its kinetic energy as it penetrates through the water layer 
between the toroidal bubble and the wall. In case 1, the lower and the upper bubble sur-
laces are closer to (in fact just touching) the wall before impingement and thus, there is no 
water layer for the jet to penetrate. This results in higher impact pressures on the wall. On 
the other hand, for case 3, the bubble is so close to the wall that it does not have the free-
dom to fully expand before collapsing. As a result, the overall jet speed achieved in this 
case is lower than case 1 and as a result, the impact pressure is lower than for case 1. 
These results suggest that due to two different physical reasons, there is an optimum 
distance above the wall for which a peak impact pressure is achieved. This has been con-
firmed by direct comparison with experimental data. Figure 11 shows the peak impact 
pressure (normalized by the initial explosion pressure) variation with normalized distance 
of the bubble center above the wall. Two sets of numerical results for gravity inhibiting 
case (with wall below the bubble) and gravity aided case (wall above the bubble) are com-
pared to the experimental data (gravity inhibiting case). Both these cases show similar 
behavior except that there is a slight shift to higher impact pressure for the gravity aided 
case. This agrees with physical intuition that buoyancy aids the migration of the bubble 
towards the wall and thus, enhances the impact process. It is likely that the effect of buoy-
ancy will be more apparent for deep sea large-scale explosions. This is an issue currently 
under study. 
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It is clearly seen in Fig. 11 that the present numerical study has captured both the trend 
and the magnitudes of the peak impact pressures seen in the experiments for a range of ini-
tial bubble locations. The experimental data shows a slightly lower maximum peak impact 
pressure at a farther distance when compared to the numerical data. However, this discrep-
ancy can be attributed primarily to the limitations of the experimental set up (Menon and 
Lal, 1998a; 1998b). As noted earlier, the experiments used a metal sting (which contained 
a pressure transducer) to hold the glass bulb that contained the explosive mixture. The 
presence of this sting and the glass fragments very close to the wall (not included in the 
numerical study) are likely to effect the measurements. 
In spite of this discrepancy, it is encouraging to note that there is considerable agree-
~ent between the numerical and experimental results. This provides confidence in the 
capability of the simulation model and provides a research tool that can now be utilized for 
detailed studies of more realistic explosions both in shallow water and deep sea situations. 
Current studies (to be reported in the near future) are focused on bubble dynamics due to 
realistic high explosive shaped (e.g., cylindrical detonation cord) charge explosions near 
rigid surfaces. 
Finally, Fig. 12 shows the variation of impact pressure along the wall for case 1 just 
after the jet formation. This figure shows that the jet is very narrow and is not spreading at 
all. This is reflected in the observed high impact pressure at the jet centerline. There is a 
rapid decay of pressure away from the impingement point which is very typical of stagna-
tion point flows. The need to adequately resolve this highly coherent but narrow jet struc-
ture is one. of the reason that makes it very difficult to simulate the bubble collapse process 
accurately using conventional schemes without causing prohibitive increase in computa-
tional cost. The ability of ALE3D to capture such a flow field without requiring enormous 
increase clearly demonstrates its capability. 
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4. CONCLUSIONS 
In this paper, an unsteady, 3D finite-element compressible code has been successfully 
applied to study underwater explosions. Results clearly demonstrate that the ALE3D code 
can be used for bubble explosions. The basic code has been validated using shallow water 
explosion data. It has been shown that nearly all the features observed in experiments have 
been captured in these studies. There is excellent qualitative and reasonable quantitative 
agreement with the experimental data. 
· Results show that during collapse of a freely oscillating bubble, the bubble loses spher-
ical symmetry and the bubble interface becomes unstable due to the excitation of Ray-
leigh-Taylor instability. Stability analysis confirms that this instability can occur and 
energy partition analysis indicates that there is a reasonable amount of energy missing that 
could be used to excite this instability. This verifies the earlier experimental demonstration 
that R-T instability is one of the primary mechanisms in bubble collapse and breakdown. 
The simulation of the collapse of a bubble near a rigid wall showed that the jet velocity 
and the impact pressure on the wall are functions of the explosion pressure and the dis-
tance of the bubble from the wall. The results indicate that for a given explosion pressure 
there is an optimal distance of the bubble from the wall which gives the maximum impact 
pressure. 1bis trend and the peak impact pressure are in good agreement with the experi-
mental results. It has been shown that the optimal location is due to two different physical 
effects as the bubble collapses near the wall. The evolution of the vortex ring bubble, 
reported in earlier experimental and numerical studies, is also accurately predicted. 
Some limitations of the current ALE3D code have also been identified. However, most 
of these limitations can be corrected by proper modifications to the code. Current effort is 
directed towards this goal so that more realistic (i.e., using real explosives) deep and shal-
low water explosion studies can be carried out. Extension to the code to handle sand sur-
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Figure 1. Typical grid used to simulate bubble oscillation and collapse. (a) Full compu-
tational domain, (b) Close up of the bubble region. 
Figure 2. Bubble pressure and radius time history during the first oscillation. (a) Pres-
sure in the bubble, (b) Bubble radius variation. 
Figure 3. Pressure at the tank wall during bubble oscillation. Trace shows typical high 
frequency acoustic wave signature. Coarse grid used in the far field damps very high fre-
quency seen in experimental data. (a) ALE3D prediction, (b) Experimental (Menon and 
Lal, 1998a). 
Figure 4. Bubble surface during first oscillation. Comparison between rectangular and 
spherical domains. (a) bubble maximum for rectangular domain, (b) bubble minimum for 
rectangular domain, (c) bubble minimum for spherical domain, (d) bubble minimum from 
experimental data (Menon and Lal, 1998a). 
Figure 5. Velocity vector field inside and outside the oscillating bubble at the bubble 
maximum radius. (a) rectangular domain, (b) spherical domain. 
Figure 6. Velocity vector field inside and outside the oscillating bubble just after bub-
ble minimum as the bubble starts to expand again. (a) rectangular domain, (b) spherical 
domain. 
Figure 7. Stability criteria for the onset of bubble interface instability. (a) Rayleigh-
Taylor instability at bubble minimum, (b) Liapunov stability condition. 
Figure 8. Time sequence of the velocity field during collapse of a bubble near a rigid 
surface. The rigid wall is below the bubble (gravity inhibited case). Collapse results in a 
strong impinging water jet that results in a peak impact pressure on the wall that is much 
higher than the explosion pressure. Results shown for case 1 (discussed in text). (a) 9 ms, 
(b) 15 ms, (c) 15.3 ms. 
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Figure 9. Fonnation of the toroidal ring vortex bubble on the wall for various cases in 
tenns of the velocity vector field. All solutions are at 15 ms (for case 1 see Fig. 8b). (a) 
Case 2, (b) Case 3. 
Figure 10. Comparison of the impact pressure on the plate below the bubble for vari-
ous initial bubble locations (cases 1-3). 
Figure 11. Nonnalized (by initial explosion pressure) maximum impact pressure on 
the wall as a function of initial bubble location above the wall. ALE3D results are com-
pared to the experimental data (Menon and Lal, 1998b). 
· Figure. 12. Variation of the pressure on the wall away from the jet stagnation point. Plot 
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ABSTRACT 
Underwater explosion bubbles are created near an exposed or buried rigid boundary by 
detonating a mixture of oxygen and Carbon Monoxide in glass globes submerged in a water tank. 
A variable depth of either play sand or general purpose purge clay is used to bury a solid steel 
plate in order to simulate explosion over a buried rigid boundary. Eight pressure transducers 
mounted on the plate are used to map the pressure distribution on the plate and instrumented 
tubes and plugs measure pressure inside and outside the bubbles. A cinematographic technique 
is employed to capture entire interaction process. There exists a critical distance above the plate 
where the reentrant water jet produces the maximum impact pressure on the plate. The water jet 
is very focused and symmetrical about the center of impact. The effect of covering the flat plate 
with sand or clay is in general, to reduce the impact pressure and smoothen its distribution over 
the plate. However, when an explosion ocurrs very close to the sand surface loose sand particles 
are ejected and displaced as the bubble expands. The reduces the effective sand thickness and as 
a result, an increased impact pressure is achieved. This recovery of impact pressure increases in 
shallow water cases due to the free surface effect. Explosions were also carried out above clay 
surface to view the shape of the crater formed. Results show that double craters (i.e., secondary 
crater within the primary crater is formed for certain initial locations of the explosive above the 
surface. 
1. INTRODUCTION 
Underwater detonation of explosive material converts the unstable material into a more 
stable gas void at high temperature and pressure. The high pressure of the remnants of an 
underwater detonation sets forth an expansion-collapse cycle of the resulting underwater 
explosion bubble which is repeated several times before the bubble goes through interface 
instabilities and eventually disintegrates into a cloud of smaller bubbles. The interface instability 
problem is an interesting and complex subject and has recently been addressed based on 
experimental and analytical methods by Menon and Lal (1998). Various instability mechanisms 
at play during the bubble oscillation cycles were addressed and it was shown that the Rayleigh-
Taylor instability occurs during the bubble collapse and plays a major role in the eventual 
collapse of the bubble. 
The presence of a solid surface in the vicinity of a pulsating bubble manifests itself as an 
asymmetry in the flow field. A dominant feature in the collapse of a bubble in such a flow is the 
development of a reentrant water jet. The asymmetry in the flow causes one side of the bubble to 
accelerate inward more rapidly than the opposite side resulting in a high-speed reentrant jet 
which pierces the bubble in the direction of its migration and produces an impact pressure much 
larger than the explosion pressure. This increased pressure on the surface can cause structural 
damage especially when the explosion energy (and hence the bubble size) is large. Other 
asymmetries (i..e., gravity or a free surface) can also cause the formation of the reentrant jet The 
jets caused by gravity are directed upward and those caused by free surfaces are directed away 
from them. 
Much of the research activities in the area of underwater bubble dynamics have been 
focused on the behavior of cavitation bubbles. Vapor and gas bubble dynamics are of great 
practical interest in prediction and prevention of cavitation erosion of marine propeller and 
turbine blades. The fact that the collapse of these tiny micro bubbles near a solid boundary is also 
characterized by the formation of reentrant jets leading to formation of damage pits on the solid 
wall has led to the huge amount of research activity in the field. Researchers have resorted to 
experimental (e.g., laser induced bubbles) and various numerical (e. g., boundary-integral 
method) techniques to model and predict the behavior of cavitation bubbles. On the other hand, 
large bubbles are created by larger underwater explosion. These large bubble due to their 
tremendous destructive capabilities upon collapse near a rigid boundary find practical 
applications in underwater weaponry. However, detailed measurements and imaging of 
pulsating bubbles formed during deep sea explosions are very difficult due to a variety of 
obvious reasons and therefore, there is insufficient data available to analyze the dynamics of 
interaction of such large bubbles with a solid boundary. Controlled experiments as described in 
this paper can be very helpful in providing some insight into the problem. 
Recently, a series of experiments were carried out to investigate underwater explosions in 
shallow water (1 atmosphere ambient pressure) to understand the dynamics of bubble-wall 
interaction in such flows and to investigate feasibility of targeting and destroying mines buried in 
beaches. In this configuration (shown in Fig. 1), the free water surface is close enough to the 
bubble-wall interaction region to allow it to play a role in modifying the dynamics of the bubble 
collapse. The free surface provides a constant pressure boundary in close proximity to the wall. 
It is known that the bubble moves away from the free surface and a reentrant jet is formed which 
pierces the bubble in the direction of its migration (e.g., Birkhoff, 1957; Blake and Gibson, 1981; 
Chahine, 1977; Chahine, 1982; Wilkerson, 1989). Since, both the Bjerknes force and the 
buoyancy force, the two competitive forces acting on a bubble near a free su1face, act in the same 
direction, the presence of the free surface above the bubble collapse region is likely to increase 
the net impact pressure on the wall. Another issue that was investigated is the behavior of the 
impact process when the rigid surface is buried below a layer of sand as would be the case for 
buried mines. Some interesting results have been obtained and summarized in this paper. 
This paper reports the results of the experiments carried out in a laboratory water tank to 
study the interaction of a pulsating bubble created by underwater explosion of flammable gas 
contained in a glass globe with a nearby solid wall. The wall was later covered with sand or clay 
to simulate explosion over a buried wall. The location of the globe with respect to the wall was 
varied for a parametric study. The water surface was lowered to study shallow water 
interactions. 
2. EXPERIMENTAL PROCEDURES 
Underwater explosion experiments near a solid boundary were conducted in a wooden 
tank of dimension 2 m x 1.5 m x 1.5 m, coated with fiberglass resin from inside. The tank has 
windows on three sides for optical imaging. The underwater explosion bubble is generated by 
centrally igniting a mixture of an explosive gas (either Hydrogen or Carbon Monoxide) and 
oxygen contained in a hand-blown glass globe over a steel plate of dimension 36.83 em x 60.96 
em x 0.635 em (shown in Fig. 2). Two different sizes of glass globes were used for present 
experiments with average radii of 2.54 em and 3.2 em. The glass globe has an electric spark 
ignition system connected to a 3000V DC power supply that ignites the premixed fuel-air 
stoichiometric mixture contained in the globe. The explosion takes place at a constant volume 
until the globe bursts. Since the experiments were conducted in a laboratory shallow water setup 
and using a gaseous explosive mixture, the bubbles are relatively smaller (although much larger 
than cavitation bubbles) than those observed in deep sea explosions. Recently, Menon and Lal 
(1998) addressed the dynamics and instability issues of such a bubble in free field and they 
showed by means of extensive geometric and dynamic similarity analyses that the explosion 
bubble thus formed is a reasonable subscale approximation of a deep sea underwater explosion 
bubble. They have presented detailed scaling parameters, energy partitioning and also various 
interface instability mechanisms. Repeatability and experimental uncertainty have also been 
addressed and it has been shown in particular that repeated experiments produced error bands for 
the explosion pressure, maximum radius and time period of 5.88%, 3.7% and 6.06%, 
respectively. 
The pressure inside the bubble during its oscillation was measured by a KISTLER 
transducer which is mounted inside the plug. Additionally, eight KISTLER pressure transducers 
were mounted on the plate as shown in Fig. 2 to obtain a surface distribution of the impact 
pressure field. These dynamic pressure transducers have low and high frequency response of 
O.(XH Hz and 50 kHz, respectively, and the resonant frequency of 300kHz. They are, therefore, 
well suited for the current experiments as the bubble oscillation frequency (time period of 
approximately 15 ms) lies well within the above mentioned bounds. Signals from these pressure 
transducers were digitized using National Instrument's AT-MI0-16X analog-to-digital converter 
board, and were recorded into a microcomputer. Ten channel data recording was performed with 
a sustained sampling rate of 10,000 samples per second per channel. 
The distance between the globe and the plate was varied to investigate the effect of solid 
wall location relative to the explosion. The plate was later covered with sand or clay to simulate 
explosion over a buried wall. The thickness layer of sand and clay above the instrumented plate 
was also varied to determine how the impact pressure is affected by the porous material above 
the plate. The water surface was lowered to study shallow water bubble-wall, bubble-sand-wall 
and bubble-clay-wall interactions. The tank was illuminated by either direct overhead flood 
lights or an argon-ion laser sheet which lies in a vertical plane perpendicular to the camera axis. 
The optical recording of the bubble motion was performed by a CCD enhanced digital video 
camera at a speed of 1000 frames per second in order to obtain a full screen image. 
3. VISUALIZATION OF THE BUBBLE-WALL INTERACTION 
The collapse process near the wall (with and without the presence of the sand layer) was 
dynamically similar. Figure 3 shows a typical collapse process of a bubble near a rigid plate. 
The bubble expands subsequent to the explosion, however, the extend of the expansion (for a 
free field explosion, these bubbles were found to expand up to three times the initial diameter) 
depends on the relative position of the free surface and the rigid plate. As the bulb is brought 
closer to the plate, up to a certain distance an increase in the impact pressure is recorded by all 
transducers. If the distance between the bulb and the plate is further reduced beyond the certain 
dis~ce, a reduction in the impact pressure is noted. The optimum distance is determined to be 
diRo = 2; where dis the distance between the bulb and plate, and Ro is the initial globe radius. 
Such an optimum distance was also observed in recent numerical studies (Menon and Pannala, 
1998) where it was shown that this is due to effect of two different physics. When the bubble is 
too close to the wall it cannot fullu expand to its maximum diameter and thus, does not generate 
sufficient jet speed during collapse. On the other hand, when the bubble is too far away, there is a 
water layer between the callpasing bubble and the wall that the reentrant water jet has to 
penetrate. This also reduces the peak inpact pressure on the wall. When the bubble is at the 
optimum location, the bubble expands to its maximum and just touches the wall before 
undergoing the collapse process. 
The pressure recorded by the transducer no. 8 located at the center of the plate and 
directly underneath the globe was found to be the maximum, P1mp/P 0 = 4.19 at the optimum 
distance, where Pimp is the impact pressure on the plate at the center and P0 is the explosion 
pressure inside the bubble. Figure 4 shows the impact pressure (normalized by the explosion 
pressure) variation with distance from the plate. It also shows the pressure traces recorded by two 
off-center transducers (see Fig. 2 for locations). Although the impact pressure is noted to be 
highest for diRo = 2, the actual magnitude of the pressure is much lower than the value at the 
central location. This implies that the impinging water jet is highly focused and does not spread 
at all. Figure 5 shows the distribution of the impact pressure on the plate and confirms earlier 
conjecture. 
For a bubble collapse at the optimum distance, the time period of oscillation is found to 
be 19 ms, while it is around 15 ms in free field configuration. Therefore, as the bubble is 
brought close to the surface, an increase in the time period of oscillation is observed. If the 
bubble is brought further close to the surface beyond the optimum distance, the time period 
reduces slightly to 18 ms. 
Experiments were also conducted to simulate underwater explosion over a buried surface 
as near a beach by covering the plate with varying depths of sand on the top. The typical 
parameters are identified in Fig. 1. The bubble collapse process optically obtained for this case is 
shown in Fig .. 6. The bubble is once again attracted towards the plate and a reentrant jet is 
formed in the bubble in the direction of its migration. It can be seen from this figure that the 
bulb is almost touching the sand. The effect of covering the plate with sand is to reduce the 
impact pressure on the plate. Figure 7 shows the impact pressure at the center of the plate for 
various sand depths. When the plate is covered with the sand while maintaining the same 
distance between the plate and the bulb, a reduction in the impact pressure at the center of the 
plate is observed. However, when the sand depth is further increased so as to bring the bulb 
closer to the sand, a partial recovery of the impact pressure occurs as shown in Fig. 7. Here, the 
distance of the bubble from the sand surface becomes more important. An explosion close to the 
sand surface creates a crater in the sand. The sand particles are ejected or displaced from the 
center and are. deposited at the rim of the crater in the form of ejecta. This process is quite 
similar to crater formation even when there is no water present as on planetary surfaces. The key 
result of the ejecta formation is that the effective sand thickness at the center decreases and this 
in combination of the water jet can be attributed to slight recovery in the impact pressure. As the 
bubble is moved away from the plate, crater formation is not observed and the impact pressure is 
solely due to the water jet impact. 
In order to simulate the explosion near a beach and to investigate the effect of the 
proximity of the free surface, the water depth, dw, was lowered. Since water free surface is 
known to repel the bubble, the free surface should aid in the impact process. This was confmned 
in the experiments. Figure 8 shows the impact pressure on the plate for cases with sand covering 
as a .function of varying water depth. A lower water depth increases the impact pressure and 
decreases the time period of oscillation. The time period of oscillation of the bubble shown in 
Fig. 6 is about 16 ms. When the water depth is decreased for this experiment such that the bulb 
center is only about 10 em below the free surface, the period of oscillation further reduces to 14 
ms. 
The water jet impinges on the flat plate almost symmetrically. This fact can be seen in 
Fig. 9 which shows the impact pressure distribution over the plate covered with 5.08 em of sand. 
Notice also that the distribution of impact pressure is not as focused as it used to be for no sand 
cases (compare the pressure drop between center and off-center transducers from Fig. 4). 
Therefore, the effect of burying the flat plate under sand is to smoothen the impact pressure 
distribution. Figure 10 shows the impact pressure recorded at the plate center for varying 
distance of explosion over the sand and that of explosion depth. For shallow water cases, two 
peaks are observed with varying distance of explosion from the plate. Examination of the 
recorded images suggests that the second peak is due to similar dynamics as in no sand cases. 
That is, the peak corresponds to the case when the bubble touches the sand surface at its 
maximum diameter. The frrst peak, however, is due to the crating phenomena as discussed 
earlier as a case of explosion close to sand surface. This crating phenomena can be visually seen 
in next two figures. Figure 11 shows an explosion close to sand surface and does indeed exhibit 
the crating phenomenon (the formation of the crater lip can be seen). Figure 12 corresponds to 
an explosion away from the sand surface and the bubble completes one oscillation cycles before 
it hits the plate. No crating is observed to be taking place. As the water depth is increased, the 
peaks in impact pressure vanish (Fig. 10). This signifies the fact that the water free surface 
actually helps in crating. 
The dynamics of bubble collapse over a clay layer is very much identical to those 
corresponding to the sand. The explosion leaves behind a distinct crater in the clay and the shape 
and size of the crater depends on the proximity of the explosion and the mechanical properties of 
the clay. An explosion close to the clay surface makes a crater in which the existence of two 
cra~rs can be identified. The outer (wider but shallow) crater can be attributed to the bubble 
expansion and the deeper inner crater is due to the impact of water jet. Figure 13 shows a typical 
digitally regenerated crater formed in a 7.6 em thick clay layer by an explosion occurring 2.54 
em above the clay surface. As the explosion is moved away from the crater surface, the outer 
crater becomes non-existent and the inner crater becomes predominant. The issues concerning 
crating phenomena is still under investigation and the results will be reported in the future. 
4. ANALYSIS OF THE RESULTS 
The fact that the interaction of two bubbles oscillating in phase with each other is 
physically equivalent to that of a single bubble near a solid boundary was exploited by Lal and 
Menon (1998) to demonstrate how the water jets formed in the two bubbles violently collapse on 
to each other. The dominant feature of the asymmetric collapse of a bubble near _a solid 
boundary is the possibility of a liquid/solid impact (the impact of the water jet on the solid 
surface) with the generation of a ''water hammer'' pressure given by (Field, 1993) 
(1) 
where V is the jet impact velocity and ph p s and C~t Cs are the densities and shock wave 
velocities of water and solid respectively. The speed of the reentrant jet in a bubble collapsing in 
a quiescent liquid near a solid wall at the time it impacts the opposite surface of the bubble is 
given by (Brennen, 1995) 
(2) 
where ~ is a constant and Ap = Poo - Pm. Here, Poo is the hydrostatic pressure at the explosion 
depth and Pm is the pressure inside the bubble at its maximum radius. The value of the constant 
~ depends on the size of the bubble and its distance from the wall and has been empirically 
determined for the cavitation bubbles. 
The situation where the bubble is initially located at a considerable distance away from 
the solid wall is also very interesting. The solid wall in such a case may never experience water 
hammer pressure because of the reason that the reentrant jet may never reach the solid wall. The 
reentrant jet may still be formed depending on the strength of Bjerknes force as compared to that 
of the buoyancy force. The reentrant jet upon hitting the opposite wall of the bubble produces a 
pressure pulse in the liquid of magnitude pCV /2, which can subsequently interact with the solid 
wall. 
The penetration of the original bubble by the reentrant jet leads to the formation of two 
toroidal vortex bubbles. For the bubbles starting their oscillation at a moderate distance from the 
wall, the expansion and collapse is nearly spherical and the reentrant jet penetrates the fluid 
between the opposite wall of the bubble and the solid boundary while the bubble has already 
started its second oscillation cycle (i. e., rebounding). When the bubble is initially very close to 
the solid wall, the bubble may never attain a spherical shape starting from the very beginning of 
the expansion phase. For instance, when the glass bulb is initially touching the solid wall, the 
ensuing bubble elongates in the direction perpendicular to the wall and there would be no amount 
of liquid trapped between the bubble and the wall. In fact, the graph of the peak pressure 
produced on the solid wall with respect to the initial distance of the globe from the wall shows 
that there is an optimum distance from the wall where the peak pressure on the plate is the 
maximum. .A bubble which is farther from the wall collapses to a smaller size and can 
concentrate its energy over a smaller volume. Earlier numerical studies (Menon and Pannala, 
1998; Pannala and Menon, 1997) have presented a detailed convincing argument for the 
existence of such an optimum distance. Besides, a jet that strikes the wall directly is more 
capable of damage in spite of its lower jet speed than the one with a higher jet velocity but has to 
first pierce the liquid volume between the bubble and the wall. 
Experimental data indicate that the bubble becomes prolate quite early in the collapse 
phase, reaching about (12%) prolate just prior to the start of jet fonnation. Jet fonnation depends 
on the curvature of the bubble-liquid interface (Lauterbom and Bolle, 1975). The presence of a 
nearby solid boundary reduces the motion of the bubble wall closer to it. As the bubble frrst 
becomes elongated in the direction normal to the wall, the point of the bubble farthest from the 
wall will have the maximum curvature and therefore would be the prime candidate for the origin 
of jet fonnation. For the pressure difference, ~p, of 1 atm, Plesset and Chapman (1971) found 
the jet velocities for two cases of bubble location with respect to the solid wall to be around 130 
and 170 rnlsec, respectively. Perdue (1988) observed the maximum jet velocity to reach a value 
given by 11.1(~p/p)ll2. 
Since the underwater explosion bubbles in the present study are created by igniting a mixture of 
Carbon Monoxide and Oxygen, it may be assumed that the bubble contains the non-condensable 
contents. If this non-condensable gas is considered as ideal and if it is assumed that negligible 
heat is exchanged with the surrounding fluid on the time scale of the bubble oscillation, then the 
pressure, Pb, exerted by the bubble contents can be expressed as 
(3) 
where the subscript 0 denotes the initial condition and y is the ratio of specific heats (Menon and 
Lal, 1998). Furthermore, the buoyancy parameter can be defmed as 
S={pg~IP_)~ (4) 
where Rm is the maximum bubble radius. Physically o signifies the ratio of the bubble half-life 
to the time it would take a bubble of radius Rm to rise the order of one radius from rest due to 
buoyancy forces. If the bubble is close to a horizontal rigid boundary and is located a distance ~o 
from it, then A = ~o'Rm characterizes the B jerknes attraction of the boundary. 
The Kelvin Impulse of a bubble, I, is defmed such that its time derivative equals the sum of 
all external force acting on the bubble including Bjerknes and buoyancy forces also. The Kelvin 
impulse physically corresponds to the impulsive force applied to the bubble surface to generate 
the observed flow, changing in response to the action of external forces. For motion over a rigid 
boundary, the Kelvin Impulse is found to be given by (Blake, 1988) 
I= (2~nl9t.}X2t.}S2 B{Jt,t)- B(i,i)] (5) 
where B is the beta function and the Impulse is scaled with respect to (Rm)3(ppoo)112. 
The null impulse state corresponds to a situation where the competing Bjerknes and 
buoyancy forces are approximately equal in their action. This state is given by 
A.8 = (B(i,f)/B(Jt,t))~ = 0.442 (6) 
No jetting is observed at this state and the bubble does not migrate in any direction. 
All these properties will be verified for the flat plate case in the near future. 
5. CONCLUSION 
There exists a critical distance above the plate where the reentrant water jet produces the 
maximum impact pressure. The jets formed by the explosions above this distance have to pierce 
the water layer between the bubble and the plate and hence yield lower impact pressures. The 
growth of bubbles formed by explosions below the critical distance is inhibited by the presence 
of the plate and hence their maximum sizes are comparatively restrained. The water jet, 
however, is very focused and symmetrical about the center of impact. The effect of covering the 
flat plate with sand or clay is to reduce the impact pressure and smoothen its distribution over the 
plate. However, Loose sand particles are displaced during crater formation due to an explosion 
close to the sand surface. The formation of crater reduces effective sand thickness and a partial 
recovery in impact pressure is achieved. The water free surface enhances the crater foramtion 
and the pressure recovery is indeed substantial. Explosions close to the clay surface display 
fonnation of double craters. 
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Fig. 2. Layout of pressure transducers on the plate 
Fig. 3. Time sequence of bubble collapse near an exposed plate for dfRo = 2. 
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Fig. 6. Bubble collapse near a buried object. d!Ro = 2.4, dJRo = 1.1 and dw/Ro = 24. 
3 
I 0 At the center 
d/R 0 =2.4 









0.0 0.2 0.4 0.8 1.0 1.2 
Fig. 7. Normalized impact pressure at the center as a function of sand layer thickness. 
4 
I o At the center 
d/R 0 = 2.4 
3 








0 10 20 30 
Fig. 8. Normalized impact pressure at the center as a function of the location of free 
water surface above the bubble. 
-4 
Pressure distribution around the ·plate center 















Pressure variation at center versus the distance between the bulb and the solid surface. 
-,---· 






\~ ;~~ "' ~, J -\ ·~ l 





0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 2.1 
db/bulb radius 
• 33" water /1 "sand 
-x-57" water /1 "sand 
_..,._-33" water /2" sand 
--57" water /2" sand 
('· II ;)~O lit' 
f1 II 
' ) l) l (._ j 1'.'- ' ,J 
3 3 11 wotv:: 
o'' ~ho~ 

ler-:1 D~f\P,e,,o 1rr~ 










School of Aerospace Engineering 
Georgia Institute of Technology 
Atlanta, GA 30332-0150 
ABSTRAcr 
Underwater explosion bubbles are created by detonating a mixture of oxygen and Carbon 
Monoxide or Hydrogen in glass globes submerged in a water tank. A cinematographic technique 
is employed to capture entire interaction process in both horizontal and vertical configurations. 
Instrumented tubes and plugs measure pressure inside and outside the bubbles. Depending on the 
delay between two explosions and inter-bubble distance, the bubbles may either attract each other 
to form a single coalesced bubble, or they may violently repel each other. A violent interaction 
between the bubbles leads to an increased instability of the bubbles. When a coalesced bubble is 
formed by merging the energies of two bubbles, the resulting bubble has more residual energy and 
is more stable for successive oscillations. An out-of-phase oscillation generates a reentrant water 
jet which pierces the bubble in the direction of its migration. Experiments were also conducted to 
qualitatively and quantitatively study the interaction of a free surface with the explosion bubble(s). 
Introduction 
Much of the research activities in the area of underwater bubble dynamics has been focused 
on the behavior of cavitation bubbles. Cavitation bubble dynamics play very important role in 
underwater acoustics and in predicting and preventing propeller and turbine blade damage. These 
bubbles, however, seldom occur singly. Actual cavitation fields contain several thousands of 
1 
oscillating and translating microbubbles. Study of the behavior of a cloud of bubbles thus 
becomes inevitable and experimental (e.g., Chahine and Sirian, 1985; Tomita et al., 1984), 
numerical (e.g., Chahine and Liu, 1985; Chahine, 1991; Chahine and Duraiswami, 1992; Wang 
and Brennen, 1994) and analytical (e.g., Van Wijngaarden, 1972) techniques have all been 
developed. The simplest model that has been studied by the researchers is the interaction between 
two bubbles. Theoretical and numerical studies of the interaction of two spherical or nonspherical 
bubbles of same or different sizes (e.g., Fujikawa et al., 1985; Fujikawa and Takahira, 1986; 
Fujikawa and Takahira, 1988; Morioka, 1974; Serebryakov, 1992; Shima, 1971; Takahira, 1988) 
have also been carried out. Interesting experimental observations of the interaction of a gas bubble 
with a pressure wave (Shima and Tomita, 1988) or with a vapor bubble (Smith and Mesler, 1972) 
have also been made. However, most of these observations are for microbubbles and find 
applications in cavitation, erosion and related topics. 
Large bubbles, such as those created by underwater explosion, owing to their tremendous 
inherent destructive capabilities upon collapse near a rigid boundary, fmd practical applications in 
underwater weaponry. Detailed measurements and imaging of pulsating bubbles fanned during 
deep sea explosions are very difficult due to a variety of obvious reasons (e.g., Arons et al., 1948) 
and therefore, there is insufficient data available to analyze the dynamics of interaction of bubbles. 
Controlled experiments described here, are required to investigate the physical processes that 
contribute to the interaction of bubbles. These experiments were conducted in a laboratory shallow 
water setup using a gaseous explosive mixture. The observations reported here are of practical 
significance for buried mines detection in shallow water beaches, where the interaction of an 
explosion bubble with a solid boundary and water free surface is anticipated. 
The interaction of two underwater explosion bubbles is a very interesting and complex 
phenomenon, because of the fact that one bubble is influenced by the time-delayed pressure or 
shock wave radiated from the adjacent bubble. Radial motion of the bubble may be greatly excited 
2 
or subdued due to the interaction depending on their temporal and spatial separations. Though 
some experin1ental work has been done on the interaction of gas bubbles with two adjacent 
underwater explosion bubbles, and it has been shown that strong and complicated interactions 
ensue. it appears that no detailed results on the interaction of two underwater explosion bubbles 
have been published in the public domain literature. 
This paper reports the results of the experiments carried out in a laboratory water tank to study 
the interaction between two adjacent bubbles created by underwater explosion of flammable gas 
contained in glass globes. The globes were placed side-by-side either in a horizontal or a vertical 
plane. The distance between the two globes and their sizes were both varied. This paper also 
discusses the interaction of an explosion bubble with the water free surface. 
Experimental Procedures 
Underwater explosion experiments were conducted in a wooden tank of dimension 2m x 1.5 m 
x 1.5 m, coated with fiberglass resin from inside. The tank, as shown in Fig. 1, has three 
windows on three sides for optical imaging. The underwater explosion bubble is generated by 
centrally igniting a mixture of an explosive gas (either Hydrogen or Carbon Monoxide) and oxygen 
contained in a hand-blown glass globe. Three different sizes of glass globes were used for present 
experiments with average radii of 2.9 em, 3.2 em, and 3.8 em. The glass globe, as shown in Fig. 
2, has an electric spark ignition system connected to a 3000V DC power supply. The explosion 
takes place at a constant volume until the globe bursts. Since the experiments were conducted in a 
laboratory shallow water setup and using a gaseous explosive mixture, the bubbles are relatively 
smaller (although much larger than cavitation bubbles) than those observed in deep sea explosions. 
Recently, Menon and Lal (1997) addressed the dynamics and instability issues of such a bubble in 
free field and they showed by means of extensive geometric and dynamic similarity analyses that 
the explosion bubble thus formed is a reasonable subscale approximation of a deep sea underwater 
explosion bubble. They have presented detailed scaling parameters, energy partitioning and also 
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various interface instability mechanisms. Repeatability and experimental uncertainty have also 
been addressed and it has been shown in particular that repeated experiments produced error bands 
for the explosion pressure, maximum radius and time period of 5.88%, 3.7% and 6.06%, 
respectively. A parallel numerical study using an Arbitrary Lagrangian-Eulerian (ALE3D) code was 
also carried to investigate bubble dynamics (Menon and Pannala, 1997). Comparison of the 
computed results with the experimental data for a single and double bubble oscillation showed 
excellent agreement. 
The pressure response in the water around the bubbles were recorded during the experiments by 
means of 4 KISTLER dynamic piezoelectric pressure transducers fitted at the ends of 4 stainless 
steel (1.27 em diameter) tubes bent at right angle, as shown in Fig. 1. A hydrophone is also 
mounted in the tank and is used for measuring acoustic pressure. Pressure inside the bubble 
during its oscillation is measured by another KISTLER transducer which is mounted inside the 
plug, as shown in Fig. 2. These dynamic pressure transducers have low and high frequency 
response of 0.001 Hz and 50 kHz, respectively, and the resonant frequency of 300kHz. They are 
therefore well suited for the current experiments as the bubble oscillation frequency (time period of 
approximately 15 ms) lies well within the above mentioned bounds. Signals from these six 
pressure transducers and the hydrophone were digitized using National Instrument's AT-MI0-16X 
analog-to-digital converter board, and were recorded into a microcomputer. Eight channel data 
recording was performed with a sustained sampling rate of 10,000 samples per second per 
channel. 
The tank was illuminated by either direct overhead flood lights or an argon-ion laser sheet which 
lies in a vertical plane perpendicular to the camera axis. The optical recording of the bubble motion 
was performed by a ceo enhanced digital video camera with a maximum speed of 6000 frames 
per second. Many of the experiments, however, were performed at a lower speed of 1000 frames 
per second in order to obtain a full screen image. 
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The two glass globes were supported inside the tank by means of a modified sting which made 
the pressure uansducers mounted inside the two globes to face each other. This facilitated direct 
measurement of the fluctuation in the pressure inside one bubble due to its interaction with the 
other. A means for altering the distance between the two bubbles was provided by the six holes 
drilled in the supporting copper pipe ( 1.6 em diameter) of Fig. 1. Experiments were conducted in 
primarily two configurations; a horizontal configuration, when the supporting pipe was horizontal,. 
and a vertical configuration, when it was vertical. The former configuration prohibited the use of 
laser light sheet and only the flood lights were used for imaging, while the latter allowed the use of 
laser light sheet 
Experiments were also conducted to study the interaction of water free surface with the 
explosion bubble. The motivation for these experiments has obvious reasons. The free surface 
provides a constant pressure boundary in close proximity of the oscillating bubble. It is known 
that the bubble moves away from the free surface and a reentrant jet is formed which pierces the 
bubble in the direction of its migration (see e.g., Birkhoff, 1957; Blake and Gibson, 1981; 
Chahine, 1977; Chahine, 1982; Wilkerson, 1989). The observed lack of experimental data for 
interaction of a bubble with the water free surface (Wilkerson, 1989) motivated the current 
experiments. 
Results and Discussion 
The interaction process is highly dependent on the time delay between the two explosions. This 
time delay is related to a variety of hardware and bubble response characteristics, namely, the gas 
volume (globe size), the equivalence ratio of the fuel-oxygen mixture, and the gap between the two 
spark wires, etc. The actual delay (temporal separation) between two explosions is therefore 
measured from the recorded video images as the time elapsed between the instant when the 
individual globe bursts. It was therefore deemed necessary to conduct several experiments to 
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collect statistical infonnation about the range of bubble behavior with respect to the delay between 
two explosions. 
The entire spectrum of delay can be classified into two broad regions: in phase oscillation and 
out of phase oscillation (see e.g., Morioka, 1974; Shima, 1971; Smith and Mesler, 1972). In most 
of the past analytical, numerical or even experimental work on the interaction of two cavitation 
bubbles, interest has been focused primarily on the contraction phase of the bubble oscillation. 
This yields an in phase oscillation of identical bubbles as they both start collapsing at the same time 
following a sudden change in the ambient pressure. In phase oscillation is obtained when there is 
strictly no delay between the explosions. This is the simplest scenario and has been analyzed 
comprehensively. 
Another interesting scenario is a 180° out of phase oscillation and it can be best understood in 
the interaction of two identical explosion bubbles as a case where one bubble starts its oscillation 
cycle when the other has already reached its maximum radius. In fact, these are the two scenarios 
predicted by the analytical theories (Morioka, 1974). Morioka's (1974) theoretical analysis of 
natural frequencies of two pulsating bubbles prediCts the existence of two natural frequencies 
corresponding to in phase and 180° out of phase oscillations, respectively. Of course, in an 
experimental setup one can have any amount of delay between zero to 180°, or even beyond 180°. 
Two bubbles oscillating in phase behave in a nearly identical manner as a single bubble near a rigid 
boundary and therefore, are of considerable practical interest since it has been shown that the 
collapse of a bubble near a wall can cause significant damage. The bubbles have an increasing 
repulsive effect as the delay between two explosions increases, up to the point when they oscillate 
180° out of phase (Smith and Mesler, 1972). 
Figure 3 shows an example for two underwater explosion bubbles oscillating in phase. The 
initial volume of the right glass globe is 94 ml and that of the left glass globe is 90.5 ml. They are 
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in a horizontal configuration and are initially separated by a distance d, where dfRo = 2.32. Both 
of them are filled with stoichiometric mixture of Carbon Monoxide and Oxygen. There is virtually 
no delay between two explosions (determined from the image data) and since the two globes have 
almost same volume, they burst also at the same time (time, t = 0 ms). Since the initial spatial 
separation bet:ween the globes was intentionally kept to a very small value so that a violent 
interaction can ensue, the bubbles soon come in contact with each other. They deviate more and 
more from sphericity as they expand with time, collapse violently on to each other and merge 
together to form a single coalesced bubble. 
The plane surface where the two bubbles come in contact may be considered as a rigid boundary 
in an equivalent single bubble analogy. Figure 4 shows the relative position of this surface with 
respect to the initial globes' centers. Notice that this surface is almost perpendicular to the line 
joining the initial globes' centers and is located almost midway. The time period of oscillation of 
the bubbles shown in Fig. 3 is about 21 ms, while that of an identical bubble in free-field is less 
than 15 ms. Therefore, for two identical bubbles oscillating in phase, an increase in the bubble 
period is observed. A similar observation was made by Chahine ( 1991 ). 
The pressure traces measured around the bubbles show that the bubble behavior is 
symmetrical. Figure 5 shows the pressure trace measured by the transducer mounted in the right 
plug. The first peak corresponds to the explosion pressure and a pressure fluctuation of about 700 
kPa exhibited near bubble minimum (second peak) demonstrates the severity of collapse of the jets 
formed in two bubbles on to each other. Figure 6 shows the pressure signature recorded by a 
transducer mounted in a tube underneath the right globe (see Fig. 1). The pressure drops 
exponentially as one moves away from the bubble (Cole, 1948). A pressure drop of 70% (from 
1000 kPa to 300 kPa) over a distance of 14 em, and that of 80% (from 1000 kPa to 200 kPa; see 
Fig. 6) over a distance of 34 em from the bubble center have been recorded by tank transducers. 
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The coalesced bubble quickly breaks into cloud of smaller bubbles which migrate upward due to 
buoyancy effect. The bubble contour is traced and 360 bubble radii are obtained at equal azimuth 
locations. These data are then Fourier analyzed and the results are shown in Fig. 7, which shows 
the power spectral density of the coalesced bubble's interface at three instants: just after it is formed 
and 1 and 5 n1s after it collapses. Here c is the bubble circumference and A. is the wavelength. 
This technique of obtaining the power spectral density of bubble interface to quantify the interface 
corrugation has been described in detail by Menon and Lal (1997). Moreover, by using painted 
globes, they have clearly shown that the glass fragments which are typically long and thin, 
considerably lag the bubble motion during collapse phase and therefore do not contribute to the 
interface corrugation. It can be inferred from Fig. 7 that the coalesced bubble starts exhibiting 
pronounced and distributed peaks in power spectral density soon after collapse. A peak is actually 
the square root of the sum of the squares of mode amplitude coefficients and occurs at integral 
fractions of bubble circwnference because a periodic trace is being analyzed. The coalesced bubble 
is therefore very unstable. 
A single coalesced bubble does not form only in an in phase oscillation. Another situation 
where the formation of a single coalesced bubble has been observed repeatedly and most 
surprisingly, is associated with a nonzero time delay and a very short inter-bubble distance. This 
case is shown in Fig. 8. The initial volume of the right glass globe is 125 ml and that of the left 
glass globe is 127 mi. They are almost touching each other such that the initial separation distance 
between them, d, is given by dfRo = 2.1. Both of them are filled with stoichiometric mixture of 
Carbon Monoxide and Oxygen. The right globe explodes first (at time t = 0 ms) and tries to 
encompass the left globe as the bubble grows. When the left globe explodes (at time t = 8 ms), the 
shock wave emitted by this bubble travels through the right bubble as is evident by its protruding 
pieces. The right bubble, however, maintains its coherence and sphericity. It seems that the 
energy of the left bubble is substantially transferred to the right bubble, and it does not even get a 
chance to expand to its maximum radius. A force field is generated such that when the right bubble 
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starts to collapse, the left bubble just merges into its predecessor to fonn a single coalesced bubble, 
which continues the oscillation cycle as a single explosion bubble. Since no jets are formed and 
the coalesced bubble is formed by merging the energies of two bubbles, it has more residual 
energy than that of the previous example and does not disintegrate into smaller bubbles so quickly. 
In fact, it is even more stable than a single explosion bubble in free field and can, therefore, be 
used for focusing bubble energy for enhancement of its destructive capabilities. 
The available energy for successive pulsations of the coalesced bubble can be calculated 
usin_g Vokurka's (1986 and 1987) energy balance analysis (e.g., Menon and Lal, 1997). The 
various formulae for this analysis are given in the cited references and are, therefore, avoided here 
for_ the sake of brevity. The energy, E0 = 4tr~ P1 /3, where Ro is the initial globe radius and P1 is 
the ambient hydrostatic pressure at the explosion depth, is used to nondimensionalize energy and 
the heat release of stoichiometric carbon monoxide is taken to be 284 KJ/mole (Strahle and Liou, 
1994). The total nondimensional energy available for oscillation of the right bubble at time t = 0 
can be given by E0 = 78.439 for an explosion depth of 0.65 m. The nondimensional internal and 
the potential energies of the right bubble at its maximum radius for an expansion ratio of 
~~ I Ro = 2. 738, are estimated to be 38.043 and 19.528, respectively. The energy dissipated 
into the surrounding water by a shock wave thus equals 20. 868.£o. Therefore, the energy 
available for successive oscillation of the right bubble at its maximum radius equals 57.571£0 • A 
similar analysis for the left bubble for a smaller explosion pressure and expansion ratio of only 
1.095 yields the value of the available energy at its maximum radius to be 11.916£0 • The 
coalesced bubble should apparently have available energy of 69.487 E0 for its successive 
oscillation, which is roughly 20.7% more than what a single explosion bubble should have in a 
free field condition. The coalesced bubble is, in fact, observed to oscillate for an extended period 
of time. 
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It is interesting to note that the explosion pressure for the left bubble (200 kPa) is only about 
20% of what it would have been in a free field case. Thus, .an expanding bubble inhibits the 
formation of another explosion bubble in its close proximity by reducing its explosion pressure. 
This may be the reason why the left bubble does not have sufficient energy to expand to its 
maximum radius. But, it certainly aids its predecessor to form a coalesced bubble with a greater 
energy. This time, the right plug transducer lies inside the coalesced bubble as it collapses. The 
collapse pressure recorded by this transducer is very high (2500 kPa). Except for the plug 
transducers, the pressure traces recorded by the right and left transducers are once again almost 
identical, indicating a symmetrical bubble behavior. 
Similar dynamic behavior is exhibited by the interaction of bubbles formed by glass globes of 
initially different sizes. It is not possible, however, to obtain an in phase oscillation because of a 
simple reason that the two bubbles have different time periods of oscillation. On the other hand, 
the formation of a coalesced bubble by mergence of two bubbles, have also been exhibited by the 
bubbles of different sizes when the smaller bubble has been absorbed into the larger bubble. This 
kind of bubble dynamics is not feasible for large inter-bubble distance. 
When the initial inter-globe distance is sufficiently large, the bubbles start repelling each other 
for a nonzero time delay. The repulsion force increases with the delay between the explosions, up 
to the point when they are oscillating 180° out of phase. In this case, when the predecessor bubble 
collapses, the successor bubble reaches its maximum radius. At this point the pressure field is 
abruptly reversed and this causes the formation of a strong reentrant water jet in the successor 
bubble. An example of out of phase interaction is shown in Fig 9. The initial volume of the right 
glass globe is 94 ml and that of the left glass globe is 92.5 mi. Both of them are filled with 
stoichiometric mixture of Carbon Monoxide and Oxygen. They are in a horizontal configuration 
and are initially separated by a distance d, where dlRo = 4. Figure 9 shows the initial globes' 
locations. The right globe explodes first (at time t = 0 ms) and reaches its maximum radius when 
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the left globe explodes (at around t = 7.5 ms). A strong reentrant water jet is formed in the left 
bubble as it collapses. Figure 10 shows how this reentrant jet travels with time. Here, x denotes 
the location of the jet tip relative to the inertial frame (the tank) and x = 0 corresponds to the instant 
when the jet tip becomes visible for the first time. The fonnation of a strong reentrant water jet has 
also been observed for two bubbles of different sizes. 
As the phase delay between two explosions increases beyond 180°, the repulsion force as well 
as the water jet velocity decrease in magnitude. If the phase delay between two explosions 
increases beyond 360° (i.e., if one bubble has already completed one oscillation cycle when the 
other bubble forms), the resulting interaction is very weak. In this case, though the predecessor 
bubble manages to create a depression in successor bubble at its maximum radius, formation of a 
jet is not observed. 
The horizontal configuration is very important from a practical standpoint, as it can set a 
catastrophic bending vibration to a nearby rigid body if tuned properly. The vertical configuration 
is also equally important, as it can dramatically enhance the impact pressure of a single bubble 
when collapsed near a rigid body. It is speculated that if two bubbles are placed close to each other 
along an axis perpendicular to a nearby rigid body, and if these two bubbles are tuned to oscillate 
180° out of phase with each other, a water jet will be formed directed towards the rigid surface 
with a velocity which will be higher than that formed by the collapse of a single bubble under 
similar circumstances. When the interaction of two bubbles is studied in vertical configuration, the 
orientation of the gravitational force changes. The gravitational effects are known to be controlled 
by the size of the bubble. If the gravitational effects are dominant, an isolated bubble migrates in 
an upward direction. But, in the presence of a competing effect, such as another pulsating bubble 
above or below it, the dynamics of the bubble are controlled by its spatial and temporal separations 
from it. Therefore, two in phase bubbles separated by a short vertical distance attract each other. 
On the other hand, two out of phase bubbles separated by a short vertical distance repel each other 
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such that the top bubble migrates upward and the bottom one migrates downward and the jets 
formed in them pierces them in the directions of their migration. There is an upper bound to the 
distance between two identical out of phase bubbles in vertical configuration beyond which their 
interaction would cease to exist and its value can be easily estimated as described below. 
Experiments were carried out to study the interaction of a free surface with an explosion bubble. 
A simple sting mount was used to support the glass globe and the depth of water in the tank was 
decreased in a step of 2.54 em. At larger depths, the gravitational effects are dominant and the 
bubble migrates upward. Reduced water depths provide competing effects and the bubble starts to 
migrate downward. It was found that the bubble migration velocity smoothly changes its direction 
as well as its magnitude. Figure 11 shows the transition of bubble migration velocity with water 
depth. As two in phase bubbles are equivalent to a single bubble near a rigid boundary, similarly 
two out of phase bubbles are equivalent a single bubble near a free su~ace. The transition point of 
Fig. 11 can thus determine the maximum inter-bubble distance for which two identical out of phase 
bubbles in vertical configuration far away from water free surface would start interacting with each 
other. The maximum center-to-center distance between two identical interacting bubbles (of 
approximate volume of 230 ml) oscillating 180° out-of-phase with each other was found to be 
6. 8 Ro, Ro being the initial radius. 
Conclusions 
Underwater explosion experiments have been conducted in a water tank using flammable gases 
in glass globes to study the dynamics of interaction of two explosion bubbles in both horizontal 
and vertical configurations. The former configuration can excite a nearby submerged structure in 
bending vibration mode, while the latter can easily be tailored for the directionality and 
enhancement of the impact pressure resulting from the collapse of an underwater explosion bubble 
near a solid boundary. Depending on the delay between two explosions and inter-bubble distance, 
the bubbles may either attract each other to form a single coalesced bubble, or they may violently 
12 
repel each other. A violent interaction between the bubbles leads to an increased instability of the 
bubbles. If a coalesced bubble is fanned by mergence of two bubbles, the resulting bubble has 
more residual energy and is more stable for successive oscillations. An out-of-phase oscillation 
generates a reentrant water jet which pierces the bubble. Water free surface repels the bubble and 
the transition point of bubble migration velocity determines the maximum inter-bubble distance 
required for the initiation of interaction between two out-of-phase pulsating bubbles. 
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List of Figures 
Figure 1. Schematic of the test facility. (a) Top View, (b) Side view. 
Figure 2. Schematic of the glass bulb used for the explosions. (a) View of the glass bulb and the 
pressure transducer, (b) Top view of the test plug. 
Figure 3. In-phase oscillation of two bubbles. (a) Expansion phase, (b) Collapse phase. Timet= 
0 corresponds to the instant when the globes burst. 
Figure 4. The equivalent solid surface of single bubble analogy for two bubbles oscillating in 
phase. (a) Before explosion, (b) Near collapse of the coalesced bubble. 
Figure 5. The pressure signature recorded by the transducer mounted in the right plug. 
Figure 6. The pressure signature recorded by a transducer mounted in a tube underneath the right 
globe. 
Figure 7. Power spectral density of the bubble radii data at three instants. 
Figure 8. Bubble dynamics where the coalesced bubble is formed by mergence of two bubbles. 
The time t = 0 corresponds to the instant when the right globe bursts. The left globe bursts at 
around t = 8 ms. 
Figure 9. Bubble dynamics showing out of phase oscillation. The timet= 0 corresponds to the 
instant when the right globe bursts. The left globe bursts at around t = 7.5 ms. 
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Figure 10. Reentrant water jet tip location and velocity for two bubbles of Fig 9 oscillating 180° 
out -of-phase. 
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Abstract 
Simulations of underwater detonation cord mesh explosion have been carried out using a 
three-dimensional arbitrary Lagrangian-Eulerian finite-element code. Earlier, this code 
was successfully employed to capture both qualitatively and quantitatively the dynamics 
of underwater explosions near rigid surfaces. In thepresent study, this code was used to 
study the effect of detonation cord explosions on a stainless steel rod placed vertically 
within the mesh. This metal rod mimicked the trigger arm of a buried mine. The 
explosion strength was chosen to be larger than the yield strength of themetal rod. It was 
shown that when the metal rod is placed directly in the center of the mesh, the explosion 
bubble collapse causes a very high pressures along the diagonal axes and results in the 
rod getting squeezed and lengthened. On the other hand, when the rod was placed away 
from the mesh center, asymmetric forces are generated that results in the fracture of the 
rod into multiple pieces. These results demonstrate that to ensure repeatable destruction 
of a buried mine, asymmetric design of detonation cord (by changing energy density 
and/or geometry) is desired. Further calculations are planned to determine if an optimum 
design of the detonation mesh exists. 
1 
Introduction 
Earlier studies (Menon and Pannala, 1998; Menon and Yang, 1998) using a three-
dimensional Arbitrary Lagrangian-Eulerian (ALE3D) code have established that this code 
can capture with very good quantitative and qualitative accuracy the dynamics of 
explosion bubble collapse and the resulting impact pressure generated on the wall. The 
earlier studies were designed to evaluate the capability of the code and also to determine 
how the code could be utilized to develop explosive shape designs to achieve particular 
impact objectives. 
A configuration of key interest in the present study is the behavior of explosion 
bubble collapse for more realistic devices such as a detonation cord net. This type of net 
is typically deployed on the surf zone of beaches and detonated to destroy buried mines. 
Due to the complexity of the explosion dynamics, field experiments do not provide 
detailed visualization of the explosion process and the consequent effect on the buried 
mine. Recent experiments in a shallow water test facility (Menon et al., 1998) of 
explosions near exposed and buried (under sand) surfaces have demonstrated that the 
bubble collapse does result in high impact pressure on the surface even when the surface 
is buried below a layer of sand. High speed imaging and pressure measurements were 
carried out to quantify the explosion dynamics and the behavior of the collapsing bubble 
for a range of parameters. It was determined that the peak impact pressure depends upon 
the explosion energy, the distance of initial charge above the surface and the sand 
thickness. Interestingly, it was also determined that the behavior of the sand under the 
impact force can also play a role in determining the impact pressure on the buried surface. 
A scaling relation has been obtained to correlate all the data. An attempt to model this 
complex multiphase behavior is currently underway. 
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In the present study, we focus on the behavior of detonation cord explosions and 
its impact of rigid bodies within its neighborhood. The availability of the ALE30 code at 
this stage provides us with an opportunity to investigate these types of problems. We 
limit our studies to the case of a single square mesh of detonation cord (made up of four 
cylindrical charges of same energy) that is located on the ground. Simulations of the 
explosion of this mesh was first carried out·and then, a series of calculations were carried 
out with a metal (stainless steel) cylinder rod positioned in the center (Case 01 ), off-
center (Case 02) and in the comer (Case 03). Figure 1 shows schematically the various 
cases studied. The rationale for the choice of this configuration is that buried mines have 
trigger arms that protrude, in some cases, above the ground. The goal of the detonation 
cord is to cause a pressure differential force on the arm which in tum would result in the 
movement of the arm resulting in trigering the detonation. However, field experiments in 
the past have produced mixed results in terms of the effect of explosion on the trigger arm 
(it appears the shape of the arm changes the dynamics of the interaction). The present 
study, albiet highly simplified at present hopefully will provide a preliminary 
understanding of the explosion dynamics. Subsequently, more realistic scenarios can be 
studied using this approach. 
Results and Discussions 
A key feature of the realistic strong underwater explosion is the formation and 
propagation of a strong shock wave upon the ignition and explosion. This detonation 
wave propagates at very high speed and can play a major role in the impact process. 
Earlier studies were carried out to mimic explosions that were carried out in our shallow 
water test facility. As such, the explosion energy was relatively low. The ALE30 
capability has no limitations regarding the type of energy and the shape of the explosive 
charge. To demonstrate this, Fig. 2 shows the propagation of a detonation shock wave 
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formed when a high energy device is exploded in free field (only a quarter quadrant is 
shown). The impingement of such a strong shock wave on a surface can result in 
significant structural damage. Here, we will not attempt to simulate a real detonation cord 
energy (which is not available in open literature). Rather, we simulate a representative 
case using parameters similar to our earlier studies (Menon and Yang, 1998). Table 1 
summarizes the test conditions and the properties of the detonation cord used. 
Here, we discuss on the cases of the detonation net with the metal cylinder in the 
middle. Figures 3a-e show respectively, a time sequence of the velocity vector field in the 
x-y plane at a location just above the ground for case D 1 (metal cylinder in the center of 
the net). The bubble shape is shown in these figures as a solid line. In Fig. 3a, the 
explosion bubble has reached its maximum and the flow is still outwards in all direction. 
In Fig. 3b, t.he bubble begins to collapse and results in a reversal of the fluid motion. 
However, it can be noted that although the collapse is symmetric, the inward motion of 
the fluid primarily occurs along the diagonal and the reflection of this incoming fluid 
from the cylinder results in an outward fluid motion in the x- and y- perpendicular 
directions. Due to the collapse along the diagonal axes, peak pressures are expected along 
these directions as will shown below. The key point to note from these figures is that the 
entire collapse process is symmetric. The implication of this symmetry on the structural 
forces on the metal cylinder is discussed below. 
Figure 4a-c show respectively, three snapshots of the pressure contours in the 
same x-y plane and at the same location above the ground. As can be seen in Fig. 4c, the 
diagonal collapse of the impinging jet motion results in high local pressure along the 
diagonal axes. The pressure is relatively lower in the principal x- and y-axis directions. 
Thus, one can assumed that the metal cylinder is undergoing compression along the 
diagonal. If the metal yield strength is unable to withstand this force then it is likely to 
4 
undergo failure mode. In the present case, the metal rod is a stainless steel rod with an 
yield strength of 340 N-m. The initial explosion energy for the detonation cord around 
503 N-m. Thus, it is likely that this could result in structural failure of the metal rod as 
observed in these calculations. 
Further effects of the explosion and the explosion bubble collapse on the metal 
cylinder can be determined by visualization of the velocity vector field and the pressure 
field in the y-z plane. Figures 5a-e show respectively, a time sequence of the velocity 
field and Figs. 6a-e show the corresponding pressure contours in the y-z plane at x = xc 
(which is a plane through the center of the metal cylinder). The metal cylinder is shown 
in these figures as a solid lined object. The velocity vector field shows the initial outward 
motion (Fig. 5a) and then the beginning of the collapse (Fig. 5b).The flow impinges on 
the metal rod and then rebounds and flows away from the rod (Figs. 5d, e). 
The pressure contours in the y-z plane shows the impact of the bubble collapse 
much more clearly. Initially (Figs. 6a,b) region of high pressure is seen on the sides of the 
rod and on the top region. However, overall the pressure contours are symmetric. It can 
be seen that as the bubble collapses (Figs. 6c-e) the high pressure region surrounds the 
bubble and the metal cylinder actually gets squeezed and becomes thinner and taller than 
its original size. The fluid-structure interaction simulated using ALE3D clearly 
demonstrate the ability of such simulations to understand this type of complex problem. 
In summary, when the metal cylinder is place in the center of a detonation cord 
mesh then the explosion results in a symmetric flow pattern with the collapse occurring 
primarily in the diagonal directions. However, due to symmetry the stresses (mostly 
compressive) on the metal cylinder occur also symmetrically. As a result, the cylinder 
gets squeezed and elongates under the explosion force. 
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To understand the collapse dynamics more clearly, calculations were carried out 
with the metal cylinder located off-center along the x-axis (Case D2) and located at the 
comer (Case D3). It was expected that these positioning will make the collapse pattern 
non-symmc!tric and should result in unbalanced forces on the metal cylinder. This was 
observed in these calculations. In fact, due to the non-symmetric forces on the metal rod, 
the forces on the rod were large enough to fracture it. Some representative results for 
these cases are discussed below. 
Figures 7a and 7b show respectively, the pressure contours in the x-y plane near 
the ground for the off-center case (case D2) and the corner case (Case D3). Since the 
metal rod was shifted in the positive x-direction the pressure rise is much higher on the 
left side of the rod. This can be observed by comparing to the earlier case of the rod 
located in the center. The collapse is still along the diagonal axis in both cases. This 
results in an asymmetric force on the metal rod. 
The velocity vector fields do not show anything significantly different (other than 
some asymmetry in the flow motion) from the images shown in Figs. 3 and therefore, are 
not shown. Briefly, the collapse process still occurs along the diagonal with the fluid 
motion stronger in the left side (since the metal rod was placed off-center to the right and 
in the top right corner). We discuss below primarily the pressure contours to show the 
impact of the explosion on the metal rod. 
Figures 8a-e shows respectively, the pressure contours in the y-z plane through 
the metal rod for the off-center case (the corresponding pressure contours for the corner 
case are not shown since the result was quite similar). The metal rod is shown as a light 
blue line in these figures and is explicitly marked in these figures. It can be seen that 
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immediately after the explosion, high pressure is observed on the rod near the ground and 
half-way above the ground (Figs 8a). This is due to the initial explosion shock 
impingement. This force appears to be sufficient to cause a fracture in the metal rod. 
Subsequently, as the bubble collapse and the pressure builds up asymmetrically the rod 
breaks up as seen in the subsequent figures. This can be clearly observed in Fig. 8c-e 
where the light blue line (representing the rod) appears as two distinct sections. 
A similar result is observed in the case of the rod placed on the comer. It would 
appear from these simulations that when the metal rod is off-center in any way the forces 
on the rod become asymmetrical and causes the rod to fracture (if its strength is low 
,enough which was true for the present case). On the other hand, when the rod was in the 
center of the mesh, due to symmetry the forces just squeezes the rod and lengthens it. 
From design standpoint this suggests that to achieve a non-symmetrical force on 
the metal rod we need to device a detonation code mesh that is NOT symmetric in energy 
density and/or in geometrical design. Some characteristic configurations are planned for 
future studies to determine if an optimum design can be developed that will always result 
in the forces on the metal rod to be asymmetrical. From the standpoint of causing a 
structural change of the trigger arm of a buried mine, this approach may allow for the 
detonation cord explosive to trip the arm all the time. We hope to investigate these 
features in the near future. 
7 
Conclusions 
Simulations of underwater detonation cord mesh explosion have been carried out using a 
three-dimensional arbitrary Lagrangian-Eulerian finite-element code. Earlier, this code 
was successfully employed to capture both qualitatively and quantitatively the dynamics 
of underwater explosions near rigid surfaces. In the present study, this code was used to 
study the effect of detonation cord explosions on a stainless steel rod placed vertically 
within the mesh. This metal rod mimicked the trigger arm of a buried mine. The 
explosion strength was chosen to be larger than the yield strength of themetal rod. It was 
shown that when the metal rod is placed directly in the center of the mesh, the explosion 
bubble collapse causes a very high pressures along the diagonal axes and results in the 
rod getting squeezed and lengthened. On the other hand, when the rod was placed away 
from the mesh center, asymmetric forces are generated that in all cases results in the 
fracture of the rod into multiple pieces. These results demo!lstrate that to ensure 
repeatable destruction of a buried mine, asymmetric design of detonation cord (by 
changing energy density and/or geometry) is desired. Further calculations are planned to 
determine if an optimum design of the detonation mesh exists. 
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LIST OF FIGURES 
Figure 1. Schematic of the various detonation code test cases. 
Figure 2. Propagation of a detonation shock wave due to an underwater spherical 
explosion in free field. Only a quadrant of the full 3D is shown for simplicity. 
Figure 3. Time sequence of the velocity vector field in the x-y plane near the ground for a 
detonation cord mesh explosion with the metal rod in the center of the mesh. 
Figure 4. Time sequence of the pressure contours in the x-y plane near the ground for a 
detonation cord mesh explosion with the metal rod in the center of the mesh. 
Figure 5. Time sequence of the velocity vector field in the y-z plane at x = xc which is a 
plane through the center of the metal rod. The bubble surface and the metal rod are shown 
as solid lines. For clarity, the metal rod location has been highlighted as a thickened solid 
line. 
Figure 6. Time sequence of the pressure contours in the y-z plane at x = xc which is a 
plane through the center of the metal rod. The metal rod is shown as a highlighted line in 
the center of the image. Due to symmetric forces on the rod, the rod gets squeezed and 
lengthened as seen in the last two images. 
Figure 7. Pressure contours in the x-y plane near the ground for the off-centered rod 
placements. The rod location is identified as a solid object in these figures. (a) off-center, 
case D2, (b) comer, case D3. 
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Figure 8. Time sequence of the pressure contours in the y-z plane at x = xc (through the 
center of the rod) for the off-center case 02. The location of the rod is highlighted. Note 
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The dynamics of bubbles formed during underwater 
explosions are numerically investigated using an Arbitrary 
Lagrangian-Eulerian three-dimensional finite-element code and 
compared with experimental data. Both experimental and 
numerical results show good qualitative and quantitative 
agreement and suggests that the excitation of Rayleigh-Taylor 
instability is a major cause of interface instability. Simulations 
have also been carried out to investigate bubble-bubble 
interactions. Results show the formation of a water jet as one 
bubble collapses into the other, in agreement with recent 
experimental observation. Finally. the collapse of a bubble near 
a rigid wall and the formation of high velocity re-entrant jet 
onto the wall have been successfully simulated. The well 
known vortex ring bubble during the collapse process has been 
numerically captured. 
1. INTRODUCTION 
Vapor and gas bubble dynamics are of great practical 
:nterest in the prediction and prevention of cavitation erosion of 
narine propeller and turbine blades. The destructive nature of 
arong underwater explosions near walls is well known. 
)etailed reviews (e.g .• Blake and Gibson, 1987; Prosperetti, 
1982) have summarized past experimental and numerical 
·esults. Experimental studies are too many to list completely; 
mwever, most past studies focused on cavitation (small) 
mbb1es. Among the studies that focused on large scale 
:xplosions are the studies reported in Cole ( 1948) for freely 
,scillating, deep sea explosion bubbles and the studies of 
,ubble collapse near walls (e.g., Tomita and Shima, 1986). 
lubble-bubble interactions have also been studied in the past 
e.g., Warren and Rice, 1964). However, in most cases, due to 
\ifficulties in acquiring detailed data, only limited infonnation 
tas been obtained. Recently, experiments were carried out to 
nvestigate large-scale bubble explosions (Menon and Lal, 
996; La1 and Menon, 1996a, b). These experiments were 
onducted in shallow water due to an interest in understanding 
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the dynamics of bubble-wall interaction in such flows and to 
investigate the feasibility of targeting buried mines for 
destruction in beaches. The data obtained from these 
experiments have been used to validate the numerical model 
discussed in this paper. 
Numerical studies in the past range from simple 1-D 
analytic solutions (e.g., Lauterborn, 1976; Plesset. 1971; 
Prosperetti, 1982) to more complex 2D/3D studies. Many 
studies employed the Boundary Element Method (BEM) or its 
variants (e.g., Chahine and Perdue, 1988; Duncan and Zhang. 
1991; Blake et al., 1986, Plesset and Chapman, 1970). This 
method has some inherent limitations. For example. 
compressibility in the gas cannot be included and in the study 
of bubble collapse near a surface. BEM can be used only up to 
the point of jet formation. To model the flow beyond the point 
of bubble collapse. BEM has been modified by introducing 
vortex elements (e.g., Zhang and Duncan, 1994; Zhang et al .• 
1993; Best, 1993). Furthermore. to set up this problem. 
recourse to experimental observation is required to obtain 
characteristic parameters. Such an approach is not general and 
cannot be used when the details of the explosion dynamics is 
unknown. 
There are other assumptions used in past studies that are 
known to be in error. For example, significant compressible 
effects are known to occur in the coHapse phase especially in 
deep sea strong explosions. Bubble shape is also known to 
quickly deviate from sphericity at bubble maximum. thereby, 
violating axisymmetric assumptions used in the past (e.g., 
Szymczak et al .• 1993; Zhang and Duncan, 1994) and requiring 
full 3D treatment. Thus, simple 1-D or 2-D/axisymmetric 
analysis or incompressible methods cannot completely resolve 
the bubble and the flow dynamics. Furthermore, such simplified 
treaunents also do not to provide details of the flow field inside 
and outside the bubble and cannot account for the interaction 
between the vapor and the liquid phases. Conventional 
numerical treatments (even using full 3D) such as Lagrangian 
or Eulerian techniques are also not practical, since the 
Copyright © 1997 by ASME 
expansion and coUapse of bubbles create severe fluid motion so 
that a Lagrangian approach (in which the grid points move with 
the fluid resulting in severe grid distortion) becomes 
inappropriate. while in an Eulerian approach. adequate 
resolution in the regions of interest is very difficult to achieve 
since the bubble's shape changes very rapidly. 
A numerical method that includes both compressibility and 
an abiJity to capture the entire bubble collapse in complex 
configuration is used in this study. This numerical code 
(ALE3D) combines lagrangian and eulerian features and is 
based on the Arbitrary Lagrangian-Eulerian (ALE) scheme 
developed at the Lawrence Livennore Lab. Past applications 
include the 2D (e.g .• Tipton. et al., 1992) and the full 3D 
(Mi1ligan et al .• 1995) studies of bubble collapse. This paper 
repons some recent results using ALE3D, of both single and 
double bubble explosions in free field and in the vicinity of a 
rigid wall. 
2. THE NUMERICAL METHOD 
ALE3D (Anderson et al., 1994) is an explicit, 3D finite 
element code that simulates the fluid motion and elastic-plastic 
response on an unstructured grid. The grid may consist of 
arbitrarily connected hexahedral she]) and beam elements. The 
ALE algorithm is implemented by carrying out a complete 
lagrangian calculation folJowed by an advection step. After each 
lagrangian step, a new mesh is created using a finite element 
based equipotential method to relax the distoned grid. In the 
eulerian advection step, the fluid variables such as mass, 
density. energy. momentum and pressure are reevaluated on the 
new mesh by allowing fluid motion. The details of the 
constitutive models are described elsewhere (e.g., Steinberg. 
199 1) an~ therefore, are not described here for brevity. 
The advection step uses a second order, monotonic 
advection algorithm. This can create mixed material elements 
(i.e .• liquid and vapor). Material interfaces are not explicitly 
tracked but for the purpose of carrying out mixed element 
advection, they are inferred from volume fractions. Separate 
state variables are kept for each component of a mixed element. 
3. RESULTS AND DISCUSSION 
In this section, the results obtained for the various test 
::ases are summarized and discussed. These studies serve to 
identify the capabilities and limitations of the ALE3D code and 
:o identify areas for further study. 
J.1 Free Field Single Bubble Oscillation 
These simulations employed test conditions similar to the 
~xperimental set-up of Menon and Lal (1996). A freely 
>scillating bubble is modeled in the center of a l.S m x 1.5 m 
t 1.5 m tank filled with water. The initial bubble diameter is 
).34 em and the initial explosion pressure is 9.34 atmospheres. 
£be water pressure is I atmosphere. The ALE mesh treatment 
s applied to all the elements in the bubble and in the vicinity 
,f the bubble. But away from the bubble where the bubble 
:xplosion does not cause much grid distonion, lagrangian 
nesh treatment is used. The number of elements used to resolve 
he bubble and the surrounding water was varied to confmn that 
he results are grid independent. For a typical 3D simulation, 
,4512 elements were used to discretize the domain .• but as 
rtany as 150000 elements were used for carrying out the grid 
rtdependence tests for this test case. Although various cases 
have been simulated, only characteristic results are discussed 
below. 
The bubble grows after the explosion due to the high vapor 
pressure inside the bubble. Because of inenia, this results in an 
over expansion and the pressure inside the bubble falls below 
the ambient(water) pressure. As a result, the bubble collapses 
and reaches a bubble minimum at which time the internal 
pressure again exceeds the external pressure. Thus, a oscillation 
process is set up and continues as long as there is sufficient 
energy available. However, energy is continuously lost during 
the oscillation due to irreversible mechanical work done on 
water and vapor and due to the onset of various instabilities. 
Analysis of the losses and the instability mechanisms (Menon 
and Lal, 1996) suggest that during the collapse process the 
Rayleigh-Taylor (R-T) instability occurs at the interface. This 
results in a distortion of the vapor-water interface. This 
phenomenon has been captured in the numerical study. For 
example, Figs. Ia and lb show snapshots of bubble at the first 
maximum and the first minimum. As can be seen, near the 
bubble minimum, wave-like distonion appears along the 
bubble interface. Figures 2a-b show the corresponding velocity 
vector field inside and outside the bubble. Figure 2a shows the 
outward motion of the bubble just before the bubble maximum 
and Fig. 2b shows the outward motion of the bubble just after 
the first bubble minimum. The magnitude of the velocity 
vectors also indicate that the acceleration of the fluid is 
minimum at the beginning and end of compression or 
expansion phases. 
The deviation from sphericity and the formation of waves 
on the bubble interface are characteristics of Rayleigh-Taylor 
instability. To ensure that this interface distonion is not due to 
acoustic reflections from the waH, calculations were carried out 
by moving the waU further and by replacing the rectangular 
domain by a spherical domain. Results showed that, although 
there are changes in the bubble oscillation period, the interface 
distortion appears near the bubble minimum in all cases. The 
R-T instability can also be inferred by analyzing the variation 
of the radius with time. For example, Fig. 3 shows the region 
(near bubble minimum) where d2R I dt2 > 0 (which is a 
necessary condition for R-T instability). 
Figure 4 compares the pressure history in the bubble with 
experimental data (Menon and Lal, 1996). It can be seen that 
the computed first period of oscillation (around 15 ms). the 
peak pressure and the maximum radius agrees we11 with data. It 
can also be seen that the acoustics do not play a important role 
in dictating bubble dynamics as the time period and peak 
-pressure hardly changed even when the walls are moved away by 
approximately eight times. During the contraction phase there 
are some differences between the calculations and experiments .. 
However, the experimental set-up employed a glass globe 
(which contained the stoichiometric fuel-air mixture) with a 
metal insert that contained the pressure transducer and the spark 
generator while these features were ignored in the numerical 
model. In addition. the effect of glass fragments have not been 
included in the numerical model. 
Figure Sa shows the time trace of pressure in the tank away 
from the bubble and close to a wan. It is very similar to the 
high frequency pressure oscillations as recorded by the tank 
transducer in the experiments (Menon and La1, 1996) and is 
shown in Fig. Sb. The slight differences in the two plots may 
be attributed to the idealization of the tank as a cube with walls 
2 Copyright © 1997 by ASME 
all around( whereas, for the experiment, the top surface was a 
free surface; see below). 
As mentioned earlier, simulations were carried out to 
ensure grid independence, and to confmn that the walls do not 
effect the overall dynamics. It has been determined that the 
presence of waJls does effect (decrease) the oscillation period 
(Fig. 4); however, the bubble dynamics are captured relatively 
accurately. To simulate true free field explosion will require 
using outflow boundary conditions. However, at present, the 
ALE3D code requires that the far field boundary be modeled as a 
soJid reflecting walL This limitation of the code can be removed 
only by modifying the source code. This is will be investigated 
in the future. 
To extend the applicability of ALE3D to real underwater 
explosions is quite trivial. To demonstrate this capability a deep 
sea underwater explosion was simulated using pentolite as the 
explosive. The time period (not shown) scales as approximately 
two times the non dimensional time based on the maximum 
radius of the bubble. the ambient( water) pressure and the water 
density ( RlfiD}( I~::) , as found in the above simulations and 
in earlier studie~ (e.g .• Chahine and Perdue, 1988). 
3.2 Bubble-Bubble interactions 
To investigate bubble-bubble interactions, a series of 
studies were .carried out using bubbles of various sizes. A 
limitation of the current ALE3D code is that it does not allow 
phase difference between the two explosions to be incorporated 
into the model. However, by using different bubble sizes {or 
using different explosive strength) the net effective energy 
release from each bubble can be varied. The effect of inter-
bubble distance on the interaction process was also studied. Due 
to space limitation only characteristic results are discussed 
below. 
When two identical bubbles {of initial radii 3.17 em and 
placed 8 em apart) are exploded the bubbles expand and then 
;olJapse onto each other and a reentrant water jet with a high 
;peed (30 mls) is fonned in both vertical and horizontal 
iirections. Figures 6a-c show snapshots of the bubble-bubble 
nteraction and the corresponding velocity fields are shown in 
=igs. 7a-c, respectively. Fig. 8a-c show photographs from the 
:xperiments (Lal and Menon, 1996a) for the present case with 
wo bubbles of same size exploding in phase with each other. 
~Jthough not clearly seen in the experimental Fig. 8c, studies 
aave show the presence of vortex ring bubble. The jet directed 
owards the adjacent bubble impinges on its counterpart as in a 
tagnation point flow. As the bubble-bubble process continues, 
wo counter vortex rings are formed with the velocity between 
he bubble increasing to as high as 50 m/s. There is reasonable 
.greement between the experimental observations and the 
1resent computations. 
When same size bubbles were exploded at the same distance 
s before, but with one bubble containing four time more 
nergy than the other, a similar result was obtained except that 
rt this case, the weaker bubble is sucked into the other bubble 
1ith a velocity reaching a maximum of around 85 mls {not 
hown). The reentrant waterjet is first formed in the weaker 
ubble during the first oscillation and the vortex ring thus 
>nned merges into the (stiJI coherent) stronger bubble. The jet 
formation in the stronger bubble is delayed until the second 
oscillation. at which time the second bubble also collapses. 
When two bubbles of different size (e.g., of radii 3.17 em 
and 2.17 em {and thus, with different total explosion energy) are 
exploded, the results are quite similar to the case discussed 
above. During the expansion phase, the greater inertia and 
explosion strength of the bigger bubble inhibits the smaiJer 
bubble. During the collapse, the pressure drop in-between the 
bubbles is more than on the other sides and this pressure 
differential causes the smaller bubble to be engulfed into the 
larger bubble. The center of motion of the water jet directed 
towards the bubbles does not immediately adjust to the motion 
of the bubbles and, thus. the water motion is directed off-center 
of the bubble. This creates a high pressure on the side of the 
smaller bubble away from the larger bubble. This high pressure 
and the low pressure in-between the bubbles creates enough 
momentum to fonn a water jet through the bubbles which 
penetrates to the other side of the bubble. Final stage of the jet 
formation is shown in Figs. 9a and 9c. 
The velocity vector field shows the formation of the water 
jet in agreement with experimental study (Lal and Menon, 
1996a). A water jet was also observed in the experiments when 
two identical bubbles were exploded out-of-phase, as shown in 
Fig. 9b. Out-of-phase explosion essentialJy changes the relative 
strength of the bubble explosion during interaction and is, 
therefore, similar to the present case with two unequal bubbles 
exploding simultaneously and the similarities can be seen in 
Figs. 9a-c. At present, the ALE3D code cannot simulate phase 
difference between the adjacent explosions. This feature will be 
included in the code at a later date. 
Finally, Fig. 10 compares the pressure between the two 
bubbles for the various test cases. All cases have the same 
period of oscillation. However, the case with increased energy 
content shows the strongest water jet formation (around 85 m/s) 
and the largest impact pressure at the first bubble minimum. 
3.3 Bubble-Wall Interactions 
Bubble collapse near a rigid wall is of significant interest 
due to a variety of reasons related to its ability to cause serious 
damage to the structure. This is because when the bubble 
collapses near a rigid surface, a strong reentrant water jet is 
formed that is directed towards the wail. The peak impact 
pressure on the wall due to this water jet can be substantially 
higher that the explosion pressure especially when the initial 
explosion energy is very large. Various simulations were 
performed by varying the explosion strength and distance of the 
bubble from the rigid plate. However, only characteristic results 
are discussed here to highlight the pertinent observations. 
Two cases are discussed here with bubble placed 8.34 em 
above {buoyancy inhibiting jet formation) and 8.34 em below 
{buoyancy aiding the jet formation) the wall. Figures I la-d 
show the velocity field at various stages of the collapse for the 
first case. Initially. the bubble is almost spherical but begins to 
distort as it collapses. The physics of the jet formation is quite 
similar to the bubble-bubble case. Since there is less volume of 
water between the wall and the bubb1e during the collapse, the 
pressure drop is quite large relative to the pressure on other 
sides of the bubble. This pressure differential further forces the 
bubble towards the wall. Since steam is lighter, the bubble 
tends to move further away from the wall (due to buoyancy) for 
the case where the gravitational force is inhibiting the jet 
formation, while for the second case, the bubble is further 
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accelerated towards the wall (Fig. 12). The water surrounding 
the bubble is directed off-center relative to the bubble geometric 
center, thereby, creating a higher pressure on the side of the 
bubble away from the wall. The combination of these effects 
causes the water to penetrate the bubble from the high pressure 
side and to fonn a high-speed water jet that impacts the rigid 
surface. As this jet impacts on the rigid plate, a ring bubble 
vonex is fonned as shown. The maximum jet velocity obtained 
is around 70rnls. It scales as approximately 7 times the non-
dimensional velocity scale based on the ambient(water) pressure 
and water density ( ~ P. I Pw ) and this scaling is in good 
agreement with earlier results (e.g., Chahine and Perdue, 1988). 
The effect of buoyancy in the fonnation of jet is very 
evident in Fig. 13 where the impact pressure on the wall is 
plotted versus time. The buoyancy aided case increases the 
impact pressure than for the buoyancy inhibited case and is as 
much as two times that of the peak explosion pressure. 
The present study captures the vortex ring bubble after the 
jet impact, as shown above. This ring bubbles have been also 
observed both in experiments ( e.g., Tomita and Shima, 1986; 
Vogel, et al., 1989) and in numerical studies (Best, 1993; 
Szymczak, et aJ., 1993; Zhang and Duncan 1994). 
4. CONCLUSIONS 
These studies show that the ALE3D code can be used for 
bubble explosions. The basic code has been validated using 
shallow water explosion data. In addition to isolated bubbles, 
bubble-bubble and bubble-wall interaction studies were also 
perfonned. It has been shown that all the features observed in 
experiments have been captured in these studies. The formation 
of reentrant waterjet when the bubble collapses near a rigid 
surface and the formation of a ring vortex bubble have been 
captured and are in good agreement with experimental data. 
Some limitations of the current ALE3D code have also 
been identified. For example, the current code is unable to 
simulate bubble-bubble interaction with a phase difference 
between the explosions. However, such features can be 
incorporated by proper modifications to the code. 
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Figure 1 a : Freely oscillating bubble at 
8ms(Near Maximum) 
Figure 1 a : Freely oscillating bubble at 
15ms(Minimum) 
Figure 2a Vector field corresponding to Fig.1 a. Figure 2b : Vector field corresponding to Fig.1 b. 
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Figure 4: Time trace of pressure in the freely 
oscillating bubble(for near and far walls) 
compared with the experiment. 
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Figure 5: The acoustic pressure signature In the tank away from the bubble and near the walls. a) 
Numerical Simulation and b) Experiments(Menon and Lal, 1996). 
Figure 6: Time sequence of two 
bubbles of same size interacting: 
a) At bubble maximum, 
b) Just before the jet formation 
) Formation of the toroidal 
IUUIUUII" ring bUbble. 
Figure 7: Velocity vectors for the cases discussed In fig. 6. 
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Figure 8: Snapshots of the bubbles In the expt.{Lal and Menon,1996) for In-phase explosions of same size. 
a) Corresponds to bubble maximum, b) During Collapse & c) During rebound. 
'igure 9: ALE3D Bubble shape{a), Corresponding to expt.{Lal and Menon) snapshot for out of phase 
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Figure 10: Time trace of the pressure In between the bubbles 
for different cases of double bubble Interactions 
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Figure 11: Velocity field around a bubble collapsing near a waii(Buoyancy Inhibiting). 
a) At bubble maximum, b) & c) Just before the jet formation and d) After the toroidal 
bubble Is formed during rebound. 
Figure 12: Velocity field around the bubble 
collapsing near a rigid wall with buoyancy 
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Figure 13: Impact pressure on the wall tor 
both the buoyancy aiding and inhibiting 
cases. 
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The collapse and rebound of an explosion bubble near a 
wal! are numerically investigated using an Arbitrary Lagrangian 
Eulerian three-dimensional code and the results are compared 
wi'-h the experimental data. The final stages of the collapse 
induding the formation of a high velocity re-entrant jet are 
su,;cessfully captured in the simulations. The jet ve1ocity and 
the impact pressure on the wall are functions of the explosion 
pn~ssure and the distance of the bubble from the wall and to 
some extent on gravity. The results indicate that, for a given 
e~plosion pressure and initial conditions (gravity aided or 
inhibited), there is an optimal distance of the bubble from the 
wall, which gives the maximum impact pressure. This trend is 
in very good agreement with the experimental results. The 
evolution of the vortex ring bubble, reported in earlier 
experimental and numerical studies is accurately predicted. The 
applicability of the available scaling laws for the time period 
and peak velocities is also reviewed. 
INTRODUCTION: 
The physics of cavitation erosion of marine propellers and 
turbine blades and the destruction caused by underwater 
explosions is of great practical interest but is not very well 
understood. Bubble (cavitation or explosion) collapse near a 
rigid wall is of significant interest due to a variety of reasons 
related to its ability to cause serious damage to the structure. 
This is because when the bubble collapses near a rigid surface, a 
strong reentrant water jet is formed that is directed towards the 
wall. The peak impact pressure on the wall due to this water jet 
can be substantial1y higher than the initial explosion pressure 
(especial1y when it is very large). Detailed reviews (e.g., Blake 
and Gibson, 1987; Prosperetti, 1982) have summarized past 
experimental and numerical results. Experimental studies are 
too many to list completely; however, in general, only limited 
amount of information can be obtained due to various 
difficulties encountered in acquiring data. The most recent and 
notable experiments conducted to study bubble-wall interactions 
are those reported by Vogel et. al. (1989) and Tomita and 
Suresh Menon 
Georgia Institute of Technology 




Shima ( 1986 ). Recently, experiments were also carried out to 
investigate large-scale bubble explosions (Menon and Lal, 
1996; Lal and Menon, 1996a, b). These experiments were 
conducted in shallow water due to interest in understanding the 
dynamics of bubble-wall interaction in such flows and to 
investigate the feasibility of targeting buried mines for 
destruction in beaches. The data obtained from these bubble-
waH experiments is used in this paper to validate the numerical 
results. 
Numerical studies in the past range from simple 1-D 
analytic solutions to more complex 2D/3D studies. Most of the 
earlier work has been done using the Boundary Element 
Methods(BEM) (e.g., Chahine and Perdue, 1988; Duncan and 
Zhang, 1991; Blake et. al., 1986; Wilkerson, 1989). The 
original BEM methodology cannot handle the phenomena of jet 
formation as the geometry changes from simple domain to a 
doubly connected domain. To overcome this short coming. 
many variants of the BEM methodology are used to capture the 
collapse and rebound of (e.g., Zhang and Duncan, 1994; Zhang 
et. al., 1993; Best and Kucera, 1992; Best, 1993) the bubble. 
Such procedures are often ad hoc. and recourse to the 
experiments is required to model the prob1em correctly. Further 
they cannot be easily extended to other complex problems like 
the collapse of bubbles near deformable surface or colJapse of 
non-spherical bubbles. Incompressible flow assumption made 
in these studies is not completely valid for the collapse of 
bubble near a wall as the pressures and velocities encountered 
are very high. The axisymmetric assumption also can not be 
generally used without apriori knowledge of the problem at 
hand. 
Conventional Lagrangian or Eulerian techniques (even 
using fu11 3D) are also not practicaJ, since the expansion and 
collapse of bu bbJes, the jet formation and the rebound of the 
ring vortex bubble create severe fluid motion. In a Lagrangian 
approach grid points move with the fluid, resulting in severe 
grid distortion (skewness, overlap of grid etc.,), becomes 
inappropriate. In an Eulerian approach, adequate resolution in 
Copyright © 1997 by ASME 
the regions of inter·":st (e.g., the bubble surface) is very difficu1t 
to achieve since the bubble's shape changes very rapidly. 
A numerical method that includes both compressibihty and 
an ability to capture the entire bubble coJJapse and rebound in 
complex configuration is used in this study. This numerical 
code (ALE3D), developed at the Lawrence Livennore National 
Laboratory, combines lagrangian and eulerian features and is 
based on the Arbitrary Lagrangian-Eulerian (ALE) scheme. Past 
apphcations of this method include the 2D (e.g., Tipton, et aJ., 
1992) and the fuJI 3D (Milligan et al., 1995 and Couch et al., 
1996) studies of bubble coJJapse. This paper reports results of 
the interactions of the explosion bubbles with a rigid wall. The 
affects of various parameters are also analyzed. 
NUMERICAL METHODOLOGY 
ALE3D (Anderson et al., 1994) is an explicit, 3D finite 
element code that simulates the fluid motion and elastic-plastic 
response on an unstructured grid. The grid may consist of 
arbitrarily connected hexahedral shell and beam elements. The 
ALE algorithm is implemented by carrying out a complete 
Lagrangian calculation followed by an advection step. After 
each lagrangian step, a new mesh is created using a finite 
element based equipotential method to relax the distorted grid. 
In the eulerian advection step, the fluid variables such as mass, 
density, energy, momentum and pressure are reevaluated on the 
new mesh by aJJowing fluid motion. The details of the 
constitutive models are described elsewhere (e.g., Steinberg, 
1991) and, therefme, are not described here for brevity. 
The advecticm step uses a second order, monotonic 
advection algorithm. This can create mixed material elements 
(i.e., liquid and vapor). Material interfaces are not explicitly 
tracked but for the purpose of carrying out mixed element 
advection, they are inferred from volume fractions. Separate 
state variables are kept for each component of a mixed element. 
RESULTS AND DISCUSSION 
In this section, the various test cases studied are 
summarized and specific trends are discussed. 
The simulations employed here are similar to the 
exp~rimental set-up of La1 and Menon (1996b). The 
expen1~1ental case is modeled as a bubble placed at a distance (d) 
above the wall in the vertical direction in a 1.5m x 1.5m x 
.75m tank fiJJed with water. The initial diameter of the bubble 
is 6.34 em and the initial explosion pressure is 13 
atmospheres.. The water pressure is 1 atmosphere. The 
experimental set-up employed a glass globe with a metal insert 
that contained pressure transducer and the spark generator, while 
these features were ignored in the numerical model. There are 
inherent limitations in the models employed for the equations 
of state for water and vapor. Further it is assumed that viscosity 
and surface tension are negligible. The ALE mesh treatment is 
applied to aJJ the elements in the bubble, in the vicinity of the 
bubble and in between the bubble and the nearby waJJ. The 
other parts of the domain, where the bubble explosion and 
collapse does not cause much grid distortion, the standard 
lagrangian mesh treatment is used. The resolution of the grid is 
varied to ensure grid independence. The full 3D simulation of 
the bubble collapse against a rigid wan is carried out and the 
results compare weJJ with the simulation using only one-quarter 
of the domain and using two symmetry planes. This indicates 
that the present problem is symmetric about the axis and the 
results reported here are from the reduced problem. 
Three cases are analyzed here to highlight the various 
physical phenomena associated with the bubble collapse near a 
wall and its dependence on the proximity to the wall. These 
cases correspond to an initial bubble location of 5 em, 6.34 em 
and 4 em above the wall (gravity inhibiting case as in the 
experiments), respectively. Figures la-c show the velocity field 
at various stages of the collapse for the frrst case. At the bubble 
maximum, the bubble is almost spherical but begins to distort 
as it collapses. Since there is less volume of water between the 
wall and the bubble during the collapse, the pressure drop is 
quite large relative to the drop on other sides of the bubble. 
This pressure differential further forces the bubble towards the 
wall. This migration of bubble causes the water surrounding the 
bubble to be directed off-center relative to the bubble geometric 
center, thereby, creating a higher pressure on the side of the 
bubble away from the wall. This results in the well known 
Bjerknes force. The iterative combination of these effects causes 
the water to penetrate the bubble from the high pressure side 
and to fonn a high-speed water jet that impacts the rigid surface. 
As this jet impacts the rigid plate, a toroidal vortex ring bubble 
is formed, as shown in the Fig. 3. This ring bubble 
qualitatively compares well with those observed in both 
experiments (e.g., Tomita and Shima, 1986; Vogel, et al., 
1989) and in numerical studies (Best, 1993; Szymczak, et al.. 
1993; Zhang and Duncan, 1994). In Fig. 4, the two different 
views of the bubble are shown after the jet has penetrated it and 
compares weJJ with the recent data reported in Jin et al. (1996 ). 
In Fig. 5, the velocity fields for the cases 2 and 3 are shown at 
a time before the jet formation. Comparison of Fig. 1 b and 
Fig. 5, indicates that for case 2, where the bubble is the farthest 
has the provision to collapse to a smaller volume and thus the 
higher velocities. In case 3, the bubble cannot collapse as much 
as the other two cases and thus, lower velocities and in tum the 
lower pressures are observed. 
Figure 6 compares the time traces of peak impact pressure 
on the rigid wall for the three cases. The time periods scaled 
with non dimensional time based on the maximum radius of the 
bubble, the ambient(water) pressure and the water density 
( R,.,,J ~ :: } are 2.021, 2.017 and 2.048 respectively for 
the three cases. The peak velocities are observed slightly before 
the jet impacts the wall. These velocities scaled with non-
dimensional velocity scale based on the ambient(water) pressure 
and water density ( ~ P oo I Pw) are 6.9, 7 and 6.4 respectively .. 
These scaling laws compare weJJ with earlier results(e.g .. 
Chahine and Perdue, 1988; Blake et al., 1986). It is observed 
that even though maximum velocities are seen in case 2, it does 
not correspond to the maximum peak impact pressure as the jet 
formed loses some of its energy as it impinges on the waJJ 
through the water layer between the toroidal bubble and the 
waJJ. In case I, the lower surface and the upper surfaces are 
attached to the wall before the impingement of the jet and thus, 
the jet does not transmit energy to the water layer as in case 2. 
This explains the higher impact pressures observed. The other 
fact to be noted in this figure is that the impact pressure on the 
wall due to the first pressure pulse is higher for case 3, and is 
inversely proportional to proximity of the bubble from the 
wall. The strength of the pressure wave generated by the bubble 
decreases radially outwards and thus, a greater impact pressure is 
felt on the wall in case 3. It can be seen that the time periods of 
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jet formation is not a strong fun~.tion of the bubble distance 
from the wall. since the pressure peak is very steep, 
appropriately small time steps have to be taken to ensure 
numerical accuracy. 
Figure 7 compares the variation of peak impact pressure 
(scaled with initial explosion pressure) versus separation 
distance (scaled with the initial radius of the bubble) of the 
present simulations to that of the experiments (Lal and Menon, 
1996b). It can be seen clearly that the present numerical study 
captures the trends and the magnitudes of the peak impact 
pressures. The differences between the gravity inhibiting case 
and the experiment can be due to many reasons associated with 
the idealization of the experimental setup in addition to 
numerical errors. The gravity aided case (bubble placed below 
the wall) shows similar behavior to the gravity inhibited case 
and the impact pressure peaks at a distance slightly greater than 
for the other case. This follows the physical intuition that the 
bouyancy aids the migration of the bubble towards the wall and 
thus the peak shifts to the right. 
Figure 8 shows the variation of impact pressure along the 
wall for case 1, just after the jet formation. This indicates that 
the jet is very narrow and even millimeters away from the jet 
center the pressure falls of very rapidly. This kind of behavior is 
very typical of stagnation point flows and makes it very 
difficult to Simulate the process accurately, unless the jet is 
properly resolved. 
CONCLUSIONS 
The above studies demonstrate the potential of ALE3D 
code to capture the physical phenomena associated with the 
coJlapse and rebound of bubble near a rigid wall. The procedure 
adopted is general and the code is applicable to more complex 
cases than those discussed here. The results obtained are in good 
quantitative and qualitative agree~nent with the experiments and 
other numerical work. In addition the formation of re-entrant jet 
and a ring vortex bubble has been captured without any ad hoc. 
procedwe. 
ACKNOWLEDGMENTS 
This work is s~pported by the Office of Naval Research 
under grant No. N00014-91-J-1993. ALE3D, a product of 
Lawrence Livermore National Laboratories was used for the 
simulations in this paper. 
REFERENCES 
Anderson, S., Dube, E .• Futral, S., Otero, 1., and Sharp, 
R., 1994, "Users Manual For ALE3D," Lawrence Livermore 
National Lab., CA. 
Best, J. 1993, .. The formation of toroidal bubbles upon the 
collapse of transient cavities," J. Fluid Mech., 251,79-107. 
Best, J.P., and Kucera, A., 1992, "A numerical 
investigation of non-spherical rebounding bubbles:· J. Fluid 
Mech.,245, 137·154. 
Blake, J. R., Taib, B. B .. and Doherty, G., 1986, 
"Transient Cavities Near Boundaries. Part I. Rigid Boundary," 
J. Fluid Mech., 170, 479-497. 
Chahine, G. L., and Perdue, T. 0., 1988, "Simulation of 
the Three-Dimensional Behavinr of an Unsteady Large Bubble 
near a Structure," 3rd Internntional Colloquium on Bubbles and 
Drops, Monterrey, CA. 
Couch, R., and Faux, D., 1996, "Simulation of 
Underwater Explosion Benchmark Experiments with ALE3D," 
Lawrence Livermore Natn. Lab., Livermore, CA, UCRL-CR-
123819. 
Duncan, J. H., and Zhang, S., 1991, "On the Interaction of 
a Collapsing Cavity and a Compliant Wall," J. of Fluid Mech., 
226, pp. 401-423. 
Jin, Y. H., Shaw, S. J., and Emmony, D. C., 1996, 
"Observations of a Cavitation Bubble Interacting with a Solid 
Boundary from Below," Phys. Fluids, 8, 1699-1701. 
Lal, M. K., and Menon, S.,1996a, "Interaction of Two 
Underwater Explosion Bubbles", ASME, Fluids Engg. Div. 
Conf., Vol. 1, pp. 595-600. 
Lal, M. K., and Menon, S., 1996b, "Experiments in 
Underwater Explosions near rigid surface", Under Preparation. 
Menon, S., and Lal, M. K., 1996, "On the Dynamics and 
Instability of Bubbles Formed During Underwater Explosions," 
Submitted to Thermal and Fluids Journal. 
MilJigan, C. D., Duncan, J. H, and StiJJman, D. J., 1995, 
"A Numerical Study of Underwater Explosion Bubble 
Phenomena" preprint. 
Plesset, M. S., 1971, "The Dynamics of Cavitation 
Bubbles," Trans. ASME, J. Appl. Mech., 16, 277-282. 
Prosperetti, A., 1982, "A Generalization of the Rayleigh-
Plesset Equation of Bubble Dynamics," Phys. Fluids, 25, 409-
410. 
Steinberg, D., 1991, "Equation of State and Strength 
Properties of Selected Materials," Lawrence Livermore Natn. 
Lab., Livermore, CA, UCRL-MA-106439. 
Szymczak, W. G., Rogers, J. C. W., Solomon, J. M. and 
Berger A. E., 1993, "A numerical algorithm for hydrodynamic 
free boundary problems," J. Comput. Phys., 106,319-336. 
Tomita. Y ., and Shima. A., 1986, "Mechanisms of 
impulsive pressure generation and damage pit formation by 
bubble collapse," J. Fluid Mech., 169, 535-564. 
Tipton, R., 1990, "CALE User's Manual," Lawrence 
Livermore Natn. Lab., B-Division Internal Document, 
Livermore, CA, 1990. 
Tipton, R. E., Steinberg, D. J., and Tomita, Y.,1992. 
"Bubble Expansion and Collapse Near a Rigid Wall," JSME, 
Vol. 35. No. 1, pp. 67-75. 
Vogel, A., Lauterborn, W. and Timm, R., 1989, "Optical 
and acoustic investigations of the dynamics of laser-produced 
cavitation bubbles near a solid boundary," J. Fluid Mech., 206, 
299-338. 
Wikerson, S. A., 1989, "Boundary Integral Technique for 
Explosion Bubble Collapse Analysis," ASME, Energy-Sources 
Technology Conference and Exhibition, Houston, 1989. 
Zhang, S., Duncan, J. H. and Chahine, G.L., 1993, "The 
final stage of the collapse of a cavitation bubble near a rigid 
wall," J. Fluid Mech., 257, 147-181. 
Zhang, S. and Duncan, J. H., 1994, "On the nonspherical 
collapse and rebound of a cavitation bubble," Phys. Fluids. 
6{7), 2352-2362. 




















··. ·. ··. 
... . '• 
65 
... 
·· ... .. . . . . . . " .. 
~ . . .. . . . " "' . ~ .. 
"'... t ..... .. ... 
Bill 65 
·. ·. ·. ·. ·. ·. 
·. · ..... ·. ·. ·. 
·. 
... ··· .. ... . ... ... . .. .... . .. 
.. ....... .. 










Y Axte (em) 
75 Bill 
Y Axle (em) 
75 em 
Y Axle {em) 
.· 
85 
. ... · _.- .. ... . .. ·· .. -_.. ... .· . ,...· ... . .. .-·· ... -.· -··· _,.. ... -
.. · 
... .. . ... . ... . 




.... .. .. . .. ... ... • • • "' I ~ • . . ~ . "' . . .. ... 
85 
. •' .. ·· . .. • " ~ I . .. 
. . . . . .. . .. . . ~ 
: .· .· .· .· .· .· 
.· 
.· 
. .. ... . ·· ..... _ ...... ' .... . 
. .. ··· .......... · 
······· ....... ···· 
······· ·:: ....... ··'"'· .... . .. -. ..... . ... . ...... . ..... 
............ 
85 
Figure 1: Velocity vector field around the bubble collapsing near waii(Scm). a) Initial phase of 
collapse, b) & c) Just before the jet formation. 
4 Copyright © 1997 by ASME 
Figure 2: Pressure contours showing the 
pressure build on the side of the bubble 
away from the wall (case 1 ). 
Figure 3: Velocity vector field In and 
around the vortex ring bubble formed 
during rebound. 
Figure 4: Different views of the bubble just after the jet formation. 
Figure 5: The velocity field In and around the bubble just before the jet formation. 
a) Case 2 and b) case 3 
5 Copyright © 1997 by ASME 
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Figure 6: Comparision of the time traces of the impact pressure on the wall for 
different distances of the bubble center from the wall. 
--e-- ALE3D (Gravity Inhibiting) 
- -13 - - ALE3D (Gravity Aiding) 
- ~ • Expt. (Lal and Menon. 1996b) 
Figure 7: Variation of peak impact pressures on 
the wall with distance of the bubble from wall for 
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Figure 8: Variation of the Impact pressure 
along the wall from the stagnation point of the 
reentrant jet showing the spread of impact. 
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ABSTRACT 
Underwater explosion bubbles are created by detonating a 
mixture of oxygen and C.t··bon Monoxide or Hydrogen in glass 
globes submerged iD a water tao.k. A cinematopaphic technique iJ 
employed to capture entire interaction p-ocus in both horizontal 
IDd vertical configurations. Depending on the delay between two 
explosions and inter-bubb!.e distance, the bubbles may either 
auract each other to form ' single coalesced bubble, or they may 
violently repel each other. A violent interaction leads to an 
increased instability of the bubbles. Wben a coalesced bubble iJ 
formed by merging the energies of two bubbles, tbe resulting 
bubble h11 more residual energy and iJ more stable for successive 
·oscillations. AD out-of-phase oscillation generates a reentrant 
·water jet which pierces tbe bubble. Water free surface repels the 
bubble and the bubble migration speed and direction change 
unoothly 11 th~' explosion depth iJ continuously decreased. 
'INTRODUCTION 
Much of tbe research .ctivities in the area of Wlderwatcr bubble 
,tfynamics h11 been focused on the behavior of cavitation bubbles. 
Cavitation bubble dynamics play a very important role in 
underwater acoustics and in predicting and preventing propeller IDd 
·turbine blade damage. These bubbles, however, seldom occur 
11ingly. Actual cavitation fields contain several thousands of 
t)scillating and translating microbubble~. Study of tbe behavior of 
ll cloud of bubbles thus becomes inevitable and experimental 
(Chahioe aDd Sirian 198S), numerical (Cbahine and Uu, 1985; 
Cbabioe, 1991; Chahine and Duraiswami, 1992) and analytical 
(Van Wijngaarden. 1972) techniques have a1J been developed. The 
uimplest model that hu been atudied by the researchers il the 
lllteraction between two bubbles. Theoretical and numerical JUJdies 
t)( the interaction of two spherical or nonspberical bubbles of aame 
)I' different sizes (Fujikawa et al .• 198S; Fujikawa and Tatabira. 
'1986; Fujikawa and Takabira. 1988; Morioka, 1974; Shima. 1971) 
1ave been carried out. Interesting experimental observations of the 
.nterac:tion of a gas bubble with a pressure wave (Shima and Tomita, 
1988) or with a vapor bubble (Smith and Mesler, 1972) have also 
been made. 
Large bubbles, such 11 those formed during underwater 
explosion, owing to .their tremendous inherent destructive 
capabilities upon collapse near a rigid boUDdary, find practical 
applications in underwater weaponry. '1'hese bubbles were recently 
aimulated experimentally on a laboratory aeale in a free field 
configuration (Menon IDd LaJ.. 1996). 
lbe interaction of two u.oderwater explosion bubbles iJ a very 
interesting IDd complex phenomenon, because of the fact that one 
bubble is influenced by time-delayed pressure or shock wave 
radiated from tbe adjacent bubble. Radial motion of tbe bubble may 
be greatly excited or subdued due to tbe interaction depending on 
their spatial IDd temporal separations. Tbou&h some experimental 
work have been done on the interaction of gas bubbles with two 
adjacent underwater explosion bubbles, and it bas been shown that 
strong and complicated interactions ensue, it appears that no 
detailed resulta on the interaction of two UDderwatcr explosion 
bubbles have been published in &be public domain literature. 
lbis paper reports the resulta of the experimenta carried out in 
a laboratory water tank &o atudy tbe interaction between two 
adjacent bubbles created by underwater explosion of flammable gas 
contained in ctus &lobes. 1be &lobes were placed side-by-side 
either in a horizontal or a vertical plane. The diltance between the 
two &Jobes IDd tbeir aizes were both varied. This paper will also 
deal with tbe interaction of single and double explosion bubble(s) 
with lbe water free aurface. 
EXPERIMENTAL PROCEDURES 
UDderwater explosion experimenu were conducted in a wooden 
&ani: of c:U.mension 2 mxl.S mxl.S m. coated with fiberglass resin 
from inside. The &ani:. 11 shown in Fig. 1. h11 three windows on 
Chree aides. Tbe underwater explosion bubble is aenerated by 
centrally ignitin& a mixture of an explosive gas (either Hydrogen 
or Carbon Monoxide) IDd oxygen contained in a band-blown glass 
globe. Three different sius of glass &lobes have been used for 
present experimenta with average radii of 2.9 em. 3.2 em. and 3.8 
em. The Jlass Jlobe, as shown in fiJ. 2. has an electric spark 
ipition system con.nt'tted lo a 3000V OC power supply. The 
explosion Lakes plact at a coasa.ant volume UDtil abe J)obe bwsts. 
ll has been sho"'1l (Menon and La.l. J 996) with the belp of 
pometric and dynarnjc scalins rules 1hat.abe ~xplosion bubble thus 
fanned is 1 reasonable subsc.ale appro:umauon of the deep sea 
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Fig. 1. Ex~'8rlmentel aetup 
The pressure responses in the water arouDd the bubbles ~e 
recorded durin! the experiments by means ci 4 KISTLER dynamic 
piezoelectric presswe transducers fitted at the cuds c:L 4 saainJess 
steel (1.27 an diamet.cr) tubes bent at right aD!Ie. as shown in fig. 
1. A hydrophooe is also mounted in the tank aDd is used for 
measwing acoustic pressw-e. Pressure inside tbe bubble during its 
C)SCillation is IIJe8.SURd by IDOtber KISTLER transducer which is 
IDOUDtod inside the plug. as sboWD in fig. 2. Sipals from these 
lix pressure transduc:ers &Dd the hydrophone arc diJitized using 
NatiODal I.DsuumcDt's AT -Ml0..16X analog-to-.diJital ccoverter 
t:.oard. and are reccrdcd iato a microcomputer. Eigbt clwmel data 
recordin& are performed with a sustained aamplina rate of 10.000 
wnples per JCCODd per channel. 
Tbe 1aDk is illuminated by either ctin:ct ovcrbcad flood lights 
x an •aon-ioo laser sheet which lies in a vertical plane 
~cular to tbc camera axis. Tbe optical ~~g of. the 
)UbbJc mot.ioo is performed by a C<D enhanced digual v1dco 
:a.mera with a ma:timum speed of 6(XX) frames per sec:ODd. Since the 
riewabJe pictwe size is inversely proportional to lhe recording 
;peed. the maximum speed was limited to 2000 frames per second as 
be image size reduces to half at this speed. Most ci the 
experiments, however. were performed at the speed of 1000 frames 
per second (full screen image). 
Pressure transducer 
protected by RTV mating 
Gas introduction~!!;:: 
Top 'fiew of the test plug 
Fig. 2. Glass bulb end test plug Instrumentation 
The two glass globes are supported inside the t.ank by means of 
1 modified sting which makes the pressw-e uansducers mounted 
inside the two globes to face each other. This facilitates the direct 
mcaswemcnt of the fluctuatioo in "the pressure inside cme bubble due 
to its interaction with the other. In order to pro"ide 1 means for 
altering "the distance between tbe two bubbles, six holes were 
drilled in the supponina copper pipe (1.6 em diameter) of fig. I at 
equal spatial separation from either ends. E.'periments were 
conducted in primarily two configurations: a horizontal 
confiswation. when lhe supporting pipe was horizontal. and a 
vertical configuration. when it was vertical. Tht former 
configuration prohibited the use of laser light sheet and on1y "the 
flood lights were used for imaging, while the latter allowed the use 
of laser light sheet. 
Experiments were also coodw::tcd to study the interaction of 
water free surface with the explosion bubbJe(s). The moti\"ation for 
this kind of experiments bas obvious reasons as detailed in the next 
scctioo. The free surface provides 1 constant pressure boundary in 
close proximity c:L the oscillating bubble. It is Jmown that the 
bubble moves away from the free swface and a reentrant jet is 
formed which pierces the bubble in the direction of its migration 
(Birkhoff, 1957; Blake and Gibson. 1981: Chahine. 1982; 
Walkcnon. 1989). Walkerson ( 1989) developed a boundary 
iDtearaJ tciChnique for the analysis of expansion and collapse of an 
cxplosioa bubble in free field. Dear a ri&id surface. « ncar a free 
surface. To verify the accmuy c:L his method for predicting 
n:cntrant water jet tip velocities for a bubble DCI1 1 free surface. be 
compared his results with a PISCES code calculation and expressed 
his inability to predict an accurate estimation of abe C1TOf in,·oh·ed 
in his method because c:L the unavailability of any such 
experimental data. This observed Jac:k of data mctivated the current 
experiments to study the interaction of a free surface with an 
explosion bubble. 
fiESUL TS AND DISCUSSION 
The inter .. ction prcxess is 1Ugh1y dependent on Ole time delays 
between the two explosions. Tbese &ime delays are related to a 
variety ol hardware aDd bubble response characteristics. The two 
f)obes have iDdcpendent power supplies and therr is always a time 
deJa)· between the extuncnce of the spark and when lbe bubble 
starts expanding. The bubble expansioa Otturs immediately after 
the aJass aJobc bursts. Tbe timt' delay depends primarily on the aas 
volume (aJobc size) and the raature ol ps mixture iuside the aJobc. 
A biger flobc sizr will create alaracr lime delay. Similarly, fuel-
rich or fuel-Jean mixtures will also craie larFf delays u compared 
lO the ooe usocialed with a stciciUomcuic mixture. Ia addition to 
Ibis delay, 1bere is aDOthcr lime delay which is associated with the 
spark system itself. This delay is between the iastant when the 
~cr .is turned on and when the spark Ktually fares. TIUs delay 
pnmanly depends OD the actual pp between the two apart. wirrs 
since I bia,er aap c:rcales alarFf delay. Tbe actual delay (temporal 
separation) between two explosions is therefore meas&Rd from the 
recorded video ililqes u the lime elapsed between lbe iustant when 
the indi\iduaJ aJobe bursts. It was therefore deemed DCCessary to 
cooduct aeveral experiments to collect statistical iD!ormation about 
the range of bubbJe behavior with respect to the delay between two 
explosions. . 
The entirr spectrum d delay can be classified into two broad 
re,;ons and they are called in-phase osc;illation and out-of-phase 
oscillation (Morioka, 1974; SIUma, 1971; Smith and Mesler, 
1972). In most d the past a.aa.lytical, aumerical or even 
experimental y.•ork on the interaction of two ca\'itation bubbles 
interest bas been focused primaril)· on the cootraction phase of th~ 
bubble osciUation. This yields an in-phase oscillation of the 
bubbles as they both stan collapsias at the same time follo\\iDB a 
sudden change in the ambient pcssure. In-phase oscillation is 
obtained when there is stric:tly DO delay between the explosi011S and 
boc.b the bubbJes stan their oscillation cycle at the same tim~. Of 
course, it is assumed that the two bubbles have identical time period 
rl oscillation aDd they are in identical phase at any instant 
tbroughoul their oscillation cycle. Tbis is the simplest scenario 
IOd bas been analyzed comprehensively. 
Auother interesting scenario is 18<f O\i·-of-phasc oscillation 
and it can be best uaderstood in the interaction of two identical 
explosion bubbles as a case where one bubble starts its oscillation 
:ycle when the other bas alrcad)' reached its ma:timum radius. In 
~act, lbese are the two scenarios predicted by the anal)tical theories 
:Morioka, 1974). Morioka's (1974) theoretical analysis of natural 
'n:quencies of two pulsalins bubbles predicts the existence of two 
Jatural freqUCDCies C'OI'TCsponding to in-phase and 1!Kf out-of-
lb.ase oscillations, respectively. Of course. in an experimental 
letup ooe can have any amount ol delay between zero to 1SOO. or 
)CYODd. 
Tbc behavior d explosioo bubbles under these two scenarios 
aave long beeD predicted (Birkboff. 1957; Bjerknes. 1906; Cole. 
~; Y ouna. 1989) and it is called the laws of Bjerbes. Bjerknes 
bowed iD 1868 that two ~ pulsatina in-phase atuact each 
ICher. and those pulsatina ISOO OUl-d-pbase n:peJ each other. Two 
pberes coUapsiag iD-pbase .-c equivalent co a single sphere 
ollapsing near a riaid surface at a distance which is exactly equal ro 
lle hal! of the disl.ance between two spheres. Similarly. two 
pheres oscillatina 180" out-d-phase ~n equivalent to a sinsle 
pbere p.Llsatina ncar a free surface at a distance equal to hal! of the 
istance between two spheres. It has been shown (Birkhoff, 1957) 
Jat lbe migration speed of the bubble towards a rilid surface or 
way from a free swface is inversely proportional to 'aJ. wberr r is 
le instantaneous bubble radius. Tberrfore, most of the migration 
would t.akc place whea the bubble radius is small (i.e., when the 
bubble is collapsina and approaching its minimum rac:tius). Also. 
Bjerlaxs (Bjerkncs, 1906; Youns. 1989) showed u an analog}' 
with pvitational and electromagnetic forces that the attractl\'e 
force. F, between two bubbles of volumes V 1 ad V 2 a distance d 
11part in a pressure field is ,;ven by F « V1 V ftP. Since the bubble 
miption velocity is directly proportional to the attractive force, 
its magnitude is expected to iDCI'C8se for biger bubbles pulsating 
out-of-phase at a sboner iDter·bubble distance, and decrease for 
IUWier bubbles at alaraer distance. 
Fia. 3 shows a perfect eumple for two UDderwatcr explosion 
bubbles oscillatioa in-phase. Tbe DUmbers in the J8mllbeses 
denole the frame aumbers. with frame aumber 1 correspondins to 
tbe instant whca tbe sparks arc visibJe for the first time. The 
iDitiaJ volume d the ript aJass aJobe is 9.1 m1 aDd that of the left 
aJass aJobc is 90.5 ml. They are in a horizootaJ configuration and 
arc iDitially separated by a disLaDce d. wbcrc: d/R0 • 2J2. Here R0 
is the iDitiaJ bubbJe radius. which is taken to be the radius of the 
aJass Jlobc. Both arc fllled Y.'ith stoichiomeuic mixtw'e of Carbon 
Mono:'\ick and Oxyaea. It can be seen in Fia. 3 that therr is 
vinuaJiy no delay between two explosions. Since the initial 
spatial aepa.ration between the alobes was intentionally kept to a 
very small value so that a violent interaction can ensue, the 
bubbles soon come in cCXJtact with each other. Tbey de\·iat.c more 
cd more from sphericity u they expand with time. Fia. 4(a) 
shows bow different radii of the left bubble change y.•ith time. A 
similar behavior is exhibited by the ript bubble. The de"iation 
from sphericity is morr clearly demoostrated in Fig. 4(b), where the 
time history ol the ratio of major and minor radii is plotted. As is 
evident from this figure. the bubbles quickly deviate from 
sphericity and the ma:umum de\•iation is attained at around frame 
no. 11. This de\'iation slowly diminishes and the bubbles become 
nearly spherical at around frame no. 21. When the bubbles merge 
toaether ao form a single coalesced bubble, it becomes difficult to 
isolate tbem individually. 
Fig. 3. In-phase oscillation 
Tb~ ~ace where the two bubbles come in cootact in FiJ. 3 
arows m I1ZC u the bubbles 1f0W and is iDitiaJI)· curved. The 
bubbles ruch their ma:omum radii at arouDd frame no. 18 and start 
collapsing thereafter. The surface of contact slowly becomes a 
plane sudace around frame no. 21 and remains so thereafter until the 
bubbles collapse near frame no. 28. This plane sudace of contact 
may be considered as a rigid surface in an equi\'alent sinJic bubble 
analoay. This ADfKe is llll ')51 perpendicular to che line joining 
lhe initial tlobes' centers and is located almosc midway. 
The frames shown in fiJ. 3 have been recorded a1 a speed of 
1000 frames per IC(;ond. The lime period of oscillation of the 
bubbles is found to be about 21 ms, while that of an identical 
bubble in free·field is less than JS ms (Menon and Lal, 1996). 
Therefore. for two idmtkal buhbles oscillating in·pbase, an 
iocrcasc in the bubble period is observed (Cbahine, 1991 ). 
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The collapse is very violent (as recorded by two plug 
traDsducers) IDd che coalesc:ed bubble quickly disintegrates into a 
cloud d bubbles. Tbe bubble ce~~tour is traced IDd 360 bubble radii 
are obl.aiDed at equal azimuth Jocatiaos. A mean radius is obtained 
from this dala. whicb is used to DCil"mmliu lbc radii data. These data 
are t.hen Fourier analyzed and lhe results are shown in Fig. S, which 
shows lbc power spectral density of &be coalesced bubble's interface 
at three instants: just after ir is formed aod J and S m.s after it 
collapses. Here c is &be bubble circumference and A. is lbc 
wavelength. Tbe coalesced bubble is tberefore very unstable. 
Tbe pressure traces measured arouDd the bubbles show that the 
bubble behavior is symmetrical. A pressure fluctuation of about 
700 kPa exhibiled by the plug transducers near bubble minimum 
demonstrates the severity of the collapse of the jets formed in the 
two bubbles onto eacb other. Tbe pressure drops exponentially as 
cmc moves away from the bubble (Cole, )~). A pressure drop of 
'70'1 (from 1000 kPa to 300 kPa) over a distance of 14 em. and that 
d 80% (from 1000 kPa to 200 kPa) over a distance of ~ em from 





-----• • Bubbles c::oalesc:c 
I ms afu::r collapse 
S ms afu::r collapse 
10 
2 3 ~ 
c:JA. 
Fig. 5. Power apectrel denSity of the bubble. 
A singl~ coal~sced bubble docs not form only in an in-phase 
osc~Uation. Another situation where the formation of a single 
coalesced bubble bas been observed repeatedly and most 
~UJirisingJy, is as.socialCd with a DODZ.ero tim~ dela}· and a very 
abort inter-bubble distance. This case is shown in Fig. 6. The 
init aJ volume d the right Blass globe is 125 ml and that of the left 
Bla:.;s Blobe is 127 ml. They arc almost touching eacb other sucb 
that the initial separ31ioo distance between them, d. is given by 
dJR0 = 2.1. Both d them BR filled with stoichiometric minun of 
Carbon Moooxide and Oxygen. Tbe right globe explodes first 
(around frame no. 11) and tries to encompass the left globe as the 
bubble ,.-ows. The left Blobe explodes near frame no. 19 and the 
shock wave emitted by rhis bubble uavelslhrouJh the riJ.bt bubble 
as is evident by its protruding pieces (frames 21.2~). The riJbt 
bubble. however, maintains its coherence and sphericity. Jt seems 
that the energy d the left bubbl~ is substantial I)· &ransfmed to the 
right bubble. A force field is pnerated rucb thai when the riJbt 
bubble starts to collapse, the left bubble just merges into its 
predecessor to form a single coalesced bubble, whicb continues the 
osciJJatioo cycle as 1 single cxplosioo bubble. Since no jets aR 
formed aDd the cc.lesccd bubble is fcrmcd by merging the energies 
of two bubbles, it bas more rnidual energy than that of the 
previous example aDd does not disintegrate into smaller bubbles so 
quickly. In fact.. it is even more stable lban a single e~plosion 
bubble in free field. 
The effect of the shock wave smerated during the formation of 
the right bulb is reflected by a ISO kPa peak in the left plug 
lriDSd.uce:r p-essurc trace. On &be other band. the expanding right 
bubble acts as a screen for the p-opaptioo ci tbc shock wave 
aeneratcd during tbc formation d the left bubble, and this is 
n:flectcd by a tiny fluctuatioo c:i 10 kPa in tbc righl plug transducer 
pressure ~race. It is very interesting to DOCe tbal the explosion 
pressure for the left bubble (200 kPa) is only about 20'K of what it 
~~~ bavc been in. a free field case. Thus, an expandinB bubble 
inhibits the formabon of another nplosion bubble in its close 
proximity by reducing its explosion pressure. Tbis is the reason 
wby the left bubble docs DOt ba\•e sufficient ct "TIY to expand to its 
ma..Ymum radius. But. it cmainJy aids it.s predecessor to form a 
c:oeJesc:ed bubble with a pater neray to collapse violentJy and 
this fact is capcured by all lhe transducers and hydrophone in tbe 
fonn r:l elevated collapse peaks. This lime. lhe riaht plua 
ll'IDSducer lies msidc tbe coalesced bubble as it collapses (see Fia. 
6. frame DO. 27). Tbc collapse pressure recorded by this transducer 
is Ver)' hip (2SOO kPa). Tbc pressure uaces recorded by the riJht 
aod left triD5duccn arc ODCC apin almost identical. iDdicalina a 
I)'IDIDCtrical bubble behavior. 
Similar dynamic behavior is exhibited by the irlteraction of 
bubbles formed by Jlass globes d initially diffeRDt sizes. Jt is not 
possible, however, to obtain an iD·phase osciUation because of a 
simple reason that tbe two bubbles have diffem11 time periods of 
cx.cillation. OD the Olher hand, the bubble dyDamics obscn'ed 
wbcre the coalesced bubble is formed b)· merging tbe energies of 
two bubbles ba\'e been exhibited by the bubbles of different sizes 
where tbc small bubbJe bas been Bobbled up by its predecessor 
Jarae bubble. Tbis kind of bubbJe dynamics is DOt feasible for larae 
irlt.er-bubble distaDce. 
When the inter-globe distance is sufficiently larae. the 
bubbles SW1 repellina each other for a aon.z.ero time delay. Tbe 
Rplllsion force incru.scs with the delay between the explosions, up 
to the point wben they arc oscillating lsef out-of-pbase. In sucb 
cues, the formation r:l a llrollg reentrant water jet in the successor 
bubble is observed with iDaaSiDg magnitude. Fiaure 7 sbows bow 
this reentrant jet travels witb time for a case cl JS(f out-of-phase 
oscillation. Here x c:leooles the location r:l the jet tip relative to the 
iDatial frame (the lank) aDd x = 0 conespoods to the instaDt wbcn 
&be jet tip bcccmes visible for the first time. As the phase delay 
between two explosions iom:ase beyond lSOO. the repulsion force 
as well as the wa&cr jet velocity dccre.ase iD mapitude. If tbc phase 
delay betwocn two explosions iDcrease beyond 'Miff (i.e., if me 
bubble bas already completed ooc oscillation cycJe when the other 
bubble forms), abe resulting iDt.eradioo is very weak. In this case, 
lbougb tbc predecessor bubble manages to create a depression in 
successor bubble at its maximum radius, Deitber a jet nor a 
repulsion force is fmmed. 
The borizontal coofiguration is very important from a 
practical standpoint, as it can set a catasU'opbit bending vibration 
lO a nearby rigid body if tuned properly. The research d'fon is 
being pW'sued in tbis direction. The vertical configuration is also 
equally important. as it can dramatically enhance the impact 
pressure of a sinJ)e bubble wben collapsed ncar a rigid body. If two 
bubbles are placed cl<* to each ~ along an a.Ys perpendicular 
so a nearby rigid body, and if these two bubbles U'e tuned to 
oscillate JSOO out-of·phase with each Olher, a water jet will be 
formed IDd directed toWards the rigid surface with a velocity which 
will be b:iper than that formed by tbt collapse cl a lingle bubble 
UDder similar circumstaDCes. This is also being studied. 
Tbc bubble dyDamics iD vertical coafipntica in the present 
•udy (in the abseDcc r:l any aearby rigid body), however, does not 
show a remarbble difference from that of borizon&al counterpart 
Tbis is because d the fact that oaJy the orientation r:l the 
pvitalioual force cbanges between two coafiaurations. In 
practical cases. the fon:c field aenerated by the bubbles is much 
more strollger to be affected aegligibly by the pvitational force. 
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Fig. 7. Water jet tip location and velocity 
Bubble(a}:FI'II Surflgt lnterac;tlon 
SiDCC it was sbown earlier that two bubbles oscillating 180 ° 
out-cl·rbase are cquivaleDt to a single bubble oscillating near a free 
surface, cxperimeDts were c:arried out to stud)· the: interattion of a 
free surface with explosion bubble(s). Figure 8 shows the 
transition of bubble migration velocity wilh water depth. 
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Fig. 8. Bubble migration velocity wHh water depth. 
A simple sting mount was used to suppon a aJass &lobe an., the 
depth cl •·ater in tht Link was dccn:ased in a step cl2.s.& an. It was 
found that the bubble a:ripation velocity smoothly cbanaes its 
dilUtion as well as its IDipitudc. Tbc tnnsition point detennincs 
lhc ma:umum iDter-bubble distance (2d) lor which two identical 
bubbles will stan inten~ctina while oscillatin& 1800 out-of-phase 
•1lh each other. It is found &bat d • 3.4R0 • 
Both oua-or-pbase and in-phase oscillation ol two explosion 
bubbles iD a borizonw c:oafiauration DCU 1 free swf~ee were also 
studied. Tbe bubbles oscillatina out-or-phase with eaeh o&her repel 
each other ud lbt effect ol the free surface boccmes appuent oaly 
afw they bave been repelled by eac:h adler. This ooce apin 
indicates tbat she fon:e field ~CQCrated by she interaction between 
two bubbles is mw:b IU'ODJCf &ban lbat of 1 free surface ud there 
bave been iDSiaDCes where ODC d the bubbles actually Dlipates 
upward 
CONCLUSIONS 
This paper discusses results obtained in u experimental 
investiaation of lhc dynamical interaction of two underwater 
explosion bubbles in both borizonw aDd venical configurations. 
Tbc former configuration CIJJ excite a DC&J'by submerged sttuctw-e in 
bmdins vibration mode. while lhc latter can easily be tailored for 
lhc directicmlil)' ud enhancement of the impact prnsurc resulting 
from che collapse of an underwater explosion bubble oear a solid 
boundary. Dcpendins on the delay between two explosion.s aDd 
inter-bubble distance. the bubbles IDlY either llU'act each other to 
form a single COIJesced bubble, a they may violently repel each 
other. A violent interaction between the bubbles leads to an 
iDCTCascd iDSt.ability of the bubbles. If a coalesced bubble is formed 
by merpna the energies d two bubbles. the resulting bubble has 
more residual CDC'I'J)' aDd is more stable for successive oscillations. 
An out-of-phase oscillation aenerates a reentrant water jet which 
pierces the bubble. Water free surface repels the bubble ud che 
transition point of bubble migration velocity determines the 
ma:timum iDler-bubble distance required for lbe imliation of 
iDteniC'lion between two out-of-pbase pulsating bubbles. 
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