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Квалiфiкацiйна робота обсягом 135 сторiнок мiстить 45 рисункiв, 3
таблицi та 60 джерел.
Протягом останнiх рокiв стрiмко почала розвиватись постквантова
криптографiя, метою якої є розробка криптографiчних примiтивiв, що
були б стiйкi до атак з використанням як квантового, так i класичного
комп’ютерiв. Починаючи з 2017 року триває конкурс постквантових
асиметричних криптопримiтивiв пiд егiдою Нацiонального iнституту
стандартiв та технологiй США (NIST). Одним з учасникiв першого
раунду конкурсу є механiзм iнкапсуляцiї ключiв Mersenne-756839,
основою якого є криптосистема AJPS.
Метою роботи є дослiдження особливостей перетворення iнформацiї
в криптографiчних примiтивах сiмейства AJPS, та їх модифiкацiя задля
збiльшення рiвня захищеностi. Об’єктом дослiдження є процеси
перетворення iнформацiї у постквантових системах криптографiчного
захисту. Предметом дослiдження є моделi постквантових
криптографiчних примiтивiв сiмейства AJPS. У роботi сформовано
рекомендацiї для алгоритмiв генерацiї ключiв криптосистем AJPS-1 i
AJPS-2 та побудовано атаку пiдмiни на криптосистему AJPS-2. Доведено
новi властивостi арифметики за модулем числа Мерсенна, узагальненого
числа Мерсенна та числа Кренделла. Побудовано модифiкацiю
криптосистеми AJPS-1 шляхом змiни метрики, а також модифiкацiї
AJPS-1 та AJPS-2 шляхом змiни класу чисел, що використовуються в
криптосистемах у якостi модуля. Виконано порiвняльний аналiз усiх
побудованих модифiкацiй i криптосистем AJPS-1 та AJPS-2.
ПОСТКВАНТОВI КРИПТОПРИМIТИВИ, КРИПТОСИСТЕМА
AJPS, МОДУЛЬНА АРИФМЕТИКА, ЧИСЛО МЕРСЕННА,
УЗАГАЛЬНЕНЕ ЧИСЛО МЕРСЕННА, ВАГА ХЕММIНГА
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ABSTRACT
The volume of the qualitative work is 135 pages and it contains 45 figures,
3 tables and 60 sources.
In recent years, quantum-resistant cryptography has been steadily
developing. Its aim is to develop the cryptographic primitives that would be
resistant to attacks using both quantum and classical computers. In 2017, the
National Institute of Standards and Technology (NIST) has launched the
competition for quantum-resistant asymmetric cryptographic primitives,
which is ongoing. One of the participants of the first round of the competition
is the Mersenne-756839 key encapsulation mechanism, which is based on the
AJPS cryptosystem.
The purpose of the research is to investigate the peculiarities of
conversion of information in cryptographic primitives of the AJPS family, and
modification of it in order to increase the security level. The object of the
research is the processes of conversion of information in quantum-resistant
cryptographic security systems. The subject of the research is the models of
quantum-resistant cryptographic primitives of the AJPS family. The
recommendations for key generation algorithms of the AJPS-1 and the
AJPS-2 cryptosystems are represented in the work and the substitution
attack on the AJPS-2 cryptosystem is constructed. The new properties of the
arithmetic modulo Mersenne number, generalized Mersenne number and
Crandall number are proved. The modification of the AJPS-1 cryptosystem
by changing the metric, and also the modification of the AJPS-1 and the
AJPS-2 by changing the class of numbers, which is used in the cryptosystems
as a module, are created. The comparative analysis of all the modifications,
which were created, and the cryptosystems AJPS-1 and AJPS-2 was done.
QUANTUM-RESISTANT CRYPTOGRAPHIC PRIMITIVES, AJPS
CRYPTOSYSTEM, MODULAR ARITHMETIC, MERSENNE NUMBER,
GENERALIZED MERSENNE NUMBER, HAMMING WEIGHT
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
𝐻𝑎𝑚 — функцiя обчислення ваги Хеммiнга двiйкового рядка
𝑀𝑛 — число Мерсенна 2𝑛 − 1, де 𝑛 ∈ N
𝐻𝑀𝑛,ℎ — множина лишкiв за модулем числа Мерсенна𝑀𝑛, якi мають
вагу Хеммiнга ℎ
⊥ — помилка при розшифруваннi
MLHRSP — задача дiлення чисел з малою вагою Хеммiнга за модулем
числа Мерсенна (англ. Mersenne Low Hamming Ratio Search Problem)
𝐷 — ймовiрнiсний розрiзнювач двох змiнних
Δ𝐷 — перевага розрiзнення двох змiнних розрiзнювача 𝐷
ℰ — функцiя шифрування коду корекцiї помилок
𝒟 — функцiя розшифрування коду корекцiї помилок
MLHCSP — задача лiнiйної комбiнацiї чисел з малою вагою Хеммiнга
за модулем числа Мерсенна (англ. Mersenne Low Hamming Combination
Search Problem)
ℋ — випадковий оракул {0, 1}𝜆 → 𝑥, причому 𝑥 ∈ 𝐻𝑀𝑛,ℎ
𝐻𝑎𝑚𝑑𝑖𝑠𝑡 — функцiя обчислення вiдстанi Хеммiнга мiж двома
двiйковими рядками однакової довжини
𝐸𝑋 — довжина найбiльшої послiдовностi нулiв серед бiтових записiв
числа 𝑋 та циклiчних зсувiв числа 𝑋
←−
𝑋 — циклiчний зсув числа 𝑋 на 𝑟 позицiй влiво, де 𝑟 ∈ N
𝑂𝑆𝐷 — фунцiя обчислення рiзницi кiлькостi одиниць та кiлькостi
нулiв у двiйковому рядку
#1(𝑋) — кiлькiсть одиниць у бiтовому записi числа 𝑋
#0(𝑋) — кiлькiсть нулiв у бiтовому записi числа 𝑋
𝐺𝑀𝑛,𝑚 — узагальнене число Мерсенна 2𝑛−2𝑚−1, де 𝑛,𝑚 ∈ N, 𝑛 > 𝑚
𝐶𝑅𝑛,𝑐 — число Кренделла 2𝑛 − 𝑐, де 𝑛, 𝑐 ∈ N та log2 𝑐 6 𝑛2
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𝐺𝑀𝑛,𝑚,𝑘 — узагальнене число Мерсенна 2𝑛−2𝑚−1−𝑘, де 𝑛,𝑚, 𝑘 ∈ N,
причому 𝑛 > 𝑚 та 𝑘 < 2𝑛 − 2𝑚 − 1
1(𝐴) — iндикатор подiї 𝐴, тобто 1(𝐴) = 1, якщо подiя 𝐴 виконується,
i 1(𝐴) = 0, якщо нi
𝐻𝐺𝑛,𝑚,ℎ — множина лишкiв за модулем числа узагальненого
Мерсенна 𝐺𝑀𝑛,𝑚, якi мають вагу Хеммiнга ℎ
GMLHRSP — задача дiлення чисел з малою вагою Хеммiнга за
модулем узагальненого числа Мерсенна (англ. Generalized Mersenne Low
Hamming Ratio Search Problem)
𝐻𝐶𝑛,𝑐,ℎ — множина лишкiв за модулем числа Кренделла 𝐶𝑅𝑛,𝑐, якi
мають вагу Хеммiнга ℎ
CRLHRSP — задача дiлення чисел з малою вагою Хеммiнга за
модулем числа Кренделла (англ. Crandall Low Hamming Ratio Search
Problem)
GMLHCSP — задача лiнiйної комбiнацiї чисел з малою вагою
Хеммiнга за модулем узагальненого числа Мерсенна (англ. Generalized
Mersenne Low Hamming Combination Search Problem)
CRLHCSP — задача лiнiйної комбiнацiї чисел з малою вагою




Актуальнiсть дослiдження. У зв’язку з великою кiлькiстю
дослiджень технологiй для побудови масштабованого квантового
комп’ютера стрiмко почала розвиватись i постквантова криптографiя. Її
метою є розробка криптографiчних примiтивiв, якi б були стiйкi до атак з
використанням як квантового, так i класичного комп’ютерiв. Оскiльки
для бiльшостi симетричних криптосистем можна побудувати аналоги, що
мають вищий рiвень захищеностi та є стiйкими до атак з використанням
квантового комп’ютера, зусилля науковцiв зосередженi на розробцi
асиметричних криптопримiтивiв, зокрема тих, якi реалiзовують схему
цифрового пiдпису або механiзм iнкапсуляцiї ключiв.
Наприкiнцi 2017 року Нацiональний iнститут стандартiв та
технологiй США (NIST) розпочав конкурс постквантових асиметричних
криптопримiтивiв, якi б реалiзовували схему шифрування, механiзм
iнкапсуляцiї ключiв або схему цифрового пiдпису [1]. Згiдно з
календарним планом конкурсу, до 2024 року будуть опублiкованi першi
версiї стандартiв постквантової криптографiї [2]. Тому є мотивацiя
дослiджувати постквантовi криптосистеми та аналiзувати їхню стiйкiсть.
Одним з учасникiв конкурсу є механiзм iнкапсуляцiї ключiв
Mersenne-756839 [3], що базується на криптосистемi AJPS [4]. У будовi
криптосистеми використовується арифметика за модулем числа
Мерсенна, яка може бути ефективно реалiзована завдяки алгоритмам
швидкого обчислення трудомiстких операцiй за модулем числа Мерсенна,
таких як редукцiя [5, 6, 7, 8, 9, 10], множення [7, 10, 11], пошук
оберненого вiдносно операцiї множення [9, 10, 12], покомпонентнi операцiї
додавання та множення [13], дискретне перетворення Фур’є [9] тощо.
Метою роботи є дослiдження особливостей перетворення
iнформацiї в криптографiчних примiтивах сiмейства AJPS, та їх
модифiкацiя задля збiльшення рiвня захищеностi.
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Досягнення поставленої мети передбачає такi завдання
дослiдження, якi були виконанi в роботi:
1) огляд сучасних постквантових криптопримiтивiв та їх
класифiкацiї за типом математичних об’єктiв, що використовуються при
побудовi;
2) дослiдження вiдомих криптографiчних примiтивiв сiмейства
AJPS та аналiз задач MLHRSP i MLHCSP, на складностi яких
ґрунтується стiйкiсть цих криптопримiтивiв;
3) пошук вразливостей криптосистем AJPS-1 та AJPS-2;
4) аналiз можливостi побудови модифiкацiї AJPS-1 шляхом змiни
метрики та доведення необхiдних для побудови модифiкацiї властивостей
обраної метрики при операцiях за модулем числа Мерсенна;
5) дослiдження властивостей арифметики за модулем узагальненого
числа Мерсенна та за модулем числа Кренделла, якi необхiднi для
модифiкацiї криптосистеми AJPS-1 та AJPS-2 шляхом змiни класу чисел,
що використовуються в якостi модуля;
6) побудова модифiкацiй криптосистем AJPS-1 та AJPS-2 з
використанням операцiй за модулем узагальненого числа Мерсенна та за
модулем числа Кренделла, i виконання порiвняльного аналiзу цих
модифiкацiй та криптосистем AJPS-1 i AJPS-2.
При розв’язаннi поставлених завдань використовувались методи
теорiї чисел, теорiї кодування, лiнiйної та абстрактної алгебри, теорiї
ймовiрностей, а також методи комп’ютерного та статистичного
моделювання.
Об’єктом дослiдження є процеси перетворення iнформацiї у
постквантових системах криптографiчного захисту.
Предметом дослiдження є моделi постквантових
криптографiчних примiтивiв сiмейства AJPS.
Наукова новизна проведеного дослiдження полягає в отриманнi
таких результатiв:
1) проведено аналiз криптосистем AJPS-1 та AJPS-2, i описано
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необхiднi вимоги до алгоритмiв генерацiї ключiв даних криптосистем для
забезпечення їх захищеної роботи;
2) доведено новi властивостi арифметики за модулем числа
Мерсенна та арифметики за модулем узагальненого числа Мерсенна,
зокрема за модулем числа Кренделла;
3) вперше побудовано модифiкацiю криптосистеми AJPS-1 шляхом
змiни метрики, що застосовується в її будовi;
4) вперше побудовано узагальнення криптосистем AJPS-1 та
AJPS-2 задля застосування бiльших класiв чисел, нiж клас чисел
Мерсенна, в якостi модуля;
5) обґрунтовано переваги застосування узагальнених чисел
Мерсенна у криптографiчних примiтивах сiмейства AJPS задля
дослiдження можливостi побудови нових модифiкацiй.
Практичне значення результатiв. Побудованi модифiкацiї
криптографiчних примiтивiв сiмейства AJPS мають бiльшу варiативнiсть
параметрiв системи, що дозволяє бiльш гнучке практичне застосування
цих криптопримiтивiв. Отриманi результати також можуть бути
застосованi для модифiкацiї вiдомих криптосистем з використанням
операцiй за модулем числа Мерсенна та створення нових ефективних i
стiйких постквантових криптопримiтивiв.
Апробацiя результатiв. Результати даної роботи було частково
представлено на таких конференцiях:
1) ХIХ Мiжнароднiй науково-практичнiй конференцiї молодих
учених та студентiв «Полiт. Сучаснi проблеми науки.», квiтень 2019 року,
м. Київ;
2) XX Мiжнароднiй студентськiй науково-практичнiй конференцiї
«Science and Technology of the XXI Century», листопад 2019 року, м. Київ;
3) XVIII Всеукраїнськiй науково-практичнiй конференцiї студентiв,
аспiрантiв та молодих вчених «Теоретичнi та прикладнi проблеми фiзики,
математики та iнформатики», травень 2020 року, м. Київ;
4) Мiжнароднiй науково-практичнiй конференцiї «Iнформацiйнi
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технологiї та комп’ютерне моделювання» (IТКМ-2020), травень 2020 року,
м. Iвано-Франкiвськ;
5) XII Мiжнароднiй науково-практичнiй конференцiї «Iнтернет —
Освiта — Наука» (IОН-2020), травень 2020 року, м. Вiнниця.
Публiкацiї. Частину результатiв магiстерської дисертацiї
опублiковано у таких працях:
1) Yadukha D. The necessary security requirements for the values used by
the AJPS cryptosystem / D. Yadukha, A. Fesenko. // Theoretical and Applied
Cybersecurity. — 2019. — №1. — С. 31–36. — ISSN 2664-2913.
2) Yadukha D. Requirements for Ciphertext of the AJPS-1
Cryptosystem / Dariya Yadukha // Science and Technology of the XXI
Century: Proceedings of the XX International Students R&D Conference. —
Kyiv: NTUU "Igor Sikorsky Kyiv Polytechnic Institute”, 2019. — С. 200–202.
3) Yadukha D. Restriction on the Public Key of the AJPS
Cryptosystem / Dariya Yadukha // Полiт. Сучаснi проблеми науки. Тези
доповiдей ХIХ Мiжнародної науково-практичної конференцiї молодих
учених i студентiв. — Київ: НАУ, 2019. — С. 42–44.
4) Ядуха Д. Оцiнка ваги Хеммiнга суми та добутку чисел за
модулем узагальненого числа Мерсенна / Д. Ядуха, А. Фесенко //
Матерiали XVIII Всеукраїнської науково-практичної конференцiї
студентiв, аспiрантiв та молодих вчених «Теоретичнi i прикладнi
проблеми фiзики, математики та iнформатики». — Київ: ВПI ВПК
«Полiтехнiка», 2020.
5) Ядуха Д. Побудова модифiкацiї постквантової криптосистеми
AJPS-1 шляхом змiни метрики / Д. Ядуха, А. Фесенко // Матерiали
статей Мiжнародної науково-практичної конференцiї «Iнформацiйнi
технологiї та комп’ютерне моделювання». — Iвано-Франкiвськ, 2020.
6) Ядуха Д. Побудова атаки пiдмiни на криптосистему AJPS-2 з
використанням моделi активного зловмисника / Д. Ядуха, А. Фесенко //
Proceedings Of The XII International Scientific-Practical Conference
«Internet-Education-Science». — Вiнниця: ВНТУ, 2020.
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1 ДОСЛIДЖЕННЯ КРИПТОСИСТЕМИ AJPS ТА ЇЇ
МОДИФIКАЦIЙ
У цьому роздiлi розглядається класифiкацiя постквантових
криптографiчних примiтивiв за типом математичних об’єктiв, якi
використовуються в їхнiй будовi, а також здiйснюється детальний опис
постквантової криптосистеми AJPS. Роздiл мiстить аналiз стiйкостi даної
криптосистеми, зокрема у роздiлi виконується огляд побудованих атак на
AJPS. Дослiджуються вiдомi модифiкацiї криптосистеми AJPS, а також
розглядається узагальнена модель алгебраїчних задач для побудови
постквантових криптографiчних примiтивiв.
1.1 Класифiкацiя сучасних постквантових криптографiчних
примiтивiв
Основною метою постквантової криптографiї є створення
криптосистем, якi можуть бути реалiзованi на класичному комп’ютерi,
однак при цьому є захищеними, навiть якщо зловмисник використовує
квантовий комп’ютер для проведення атаки. Постквантовi
криптопримiтиви прийнято подiляти на сiмейства, вiдповiдно до того, якi
математичнi об’єкти використовуються у їх побудовi. Найбiльш
розповсюдженими є сiмейство постквантових криптопримiтивiв на
решiтках (англ. lattice-based cryptosystems), сiмейство на основi кодiв
корекцiї помилок (англ. code-based cryptosystems) та сiмейство
криптосистем, якi використовують кiльця многочленiв (англ. multivariate
polynomial cryptosystems). Також видiляють сiмейство постквантових схем
цифрового пiдпису на основi геш-функцiй (англ. hash-based
signatures) [14, 15].
Наприкiнцi 2017 року Нацiональний iнститут стандартiв та
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технологiй США (NIST) розпочав конкурс постквантових асиметричних
криптопримiтивiв, якi б реалiзовували схему шифрування або механiзм
iнкапсуляцiї ключiв (група PKE/KEM), або схему цифрового пiдпису
(група Signature), або i те, i iнше (група Signature & PKE/KEM) [1]. На
участь у конкурсi подали заявки розробники 82 криптографiчних
примiтивiв. Перший раунд конкурсу тривав з грудня 2017 року до сiчня
2019, в ньому взяли участь 69 учасникiв [3, 16], серед яких:
1) Lattice-based — 21 схема PKE/KEM та 5 схем цифрового пiдпису,
найбiльш вiдомими представниками даного сiмейства є Titanium [17],
NewHope [18], Round5 [19] та криптосистеми на основi NTRU —
pqNTRUSign [20], NTRU Prime [21], NTRUEncrypt [22] та
NTRU-HRSS-KEM [23];
2) Code-based — 19 криптографiчних примiтивiв типу PKE/KEM та 3
схеми цифрового пiдпису, вiдомими представниками є криптосистеми BIKE
[24] та Classic McEliece [25];
3) Hash-based — 2 схеми цифрового пiдпису SPHINCS+ [26] та
Gravity-SPHINCS [27];
4) Multivariate polynomial — 2 схеми PKE/KEM, 7 схем цифрового
пiдпису та 2 криптосистеми, якi реалiзовують i механiзм iнкапсуляцiї
ключiв, i схему цифрового пiдпису, найвiдомiшими представниками цього
сiмейства є схеми цифрового пiдпису MQDSS [28] та Rainbow [29];
5) Сiмейство Other мiстить 5 схем PKE/KEM, 2 схеми цифрового
пiдпису та 1 криптосистему, яка реалiзовує i те, i iнше. Серед них схема
цифрового пiдпису WalnutDSA [30], яка використовує групу кiс (англ.
braid group); PKE/KEM-схеми SIKE [31] на основi iзогенiй
суперсингулярних елiптичних кривих та Mersenne-756839 [4], що
використовує арифметику за модулем числа Мерсенна.
Другий раунд конкурсу розпочався 30 сiчня 2019 року i буде
тривати до червня 2020 року. Учасниками другого раунду є 17
PKE/KEM-схем та 9 схем цифрового пiдпису [16, 32]. Однiєю з основних
вимог, якi перевiряються в рамках другого раунду конкурсу, є
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ефективнiсть роботи криптопримiтивiв на найрiзноманiтнiших
платформах та пристроях, якi мають обмежену потужнiсть процесора
(наприклад, смарт-карти, мiкрочипи тощо), адже криптопримiтив, який
буде обрано переможцем, має пiдтримувати певнi типи легковагової
криптографiї [33]. Окрiм дослiдження роботи криптопримiтивiв на рiзних
типах пристроїв, команда NIST зосереджується на потенцiйному
впровадженнi рiзних пiдходiв до захисту, оскiльки нiхто точно не знає,
якими будуть можливостi побудованого квантового комп’ютера.
Згiдно з календарним планом конкурсу, третiй раунд буде
проведено у 2021 роцi та, вiдповiдно, будуть визначенi фiналiсти
конкурсу. А до 2024 року вже будуть опублiкованi першi версiї стандартiв
постквантової криптографiї [2], якi доповнять або замiнять стандарти, якi
зараз вважаються найбiльш вразливими до квантового комп’ютера, а
саме стандарт цифрового пiдпису FIPS 186-4 [34] та стандарти
NIST SP 800-56A [35] i NIST SP 800-56B [36], що описують механiзми
вибору ключiв асиметричних криптосистем [14, 16].
1.2 Опис криптосистеми AJPS
Криптосистема AJPS розроблена групою вiдомих криптологiв у
складi Д. Аггарвала, А. Жу, А. Пракаша та М. Санта. Криптосистема
AJPS має двi версiї – для шифрування бiту повiдомлення (AJPS-1) [37] та
для шифрування блоку повiдомлення (AJPS-2) [4]. На основi
криптосистеми AJPS-2 було побудовано механiзм iнкапсуляцiї AJPS-KEM
[4]. Розглянемо цi криптосистеми далi.
Криптосистема AJPS-1
AJPS-1 [37] дозволяє зашифрувати один бiт повiдомлення, тобто
вiдкритим текстом є число 𝑏 ∈ {0, 1}. При побудовi криптосистеми
задається параметр захищеностi 𝜆. Вiдкритими параметрами системи є
число Мерсенна 𝑀𝑛 = 2𝑛 − 1 та значення ℎ, яке задовольняє умовам
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𝐶ℎ𝑛 > 2
𝜆 та 4ℎ2 < 𝑛 6 16ℎ2. Вiдповiдно до даних вимог, рекомендовано
використовувати значення 𝑛 та ℎ, що описано у таблицi 1.1.








Слiд зауважити, що тут i надалi для спрощення запису
ототожнюємо числа за модулем числа Мерсенна та бiтовi рядки
довжини 𝑛. Це можливо, оскiльки мiж множинами цих об’єктiв iснує
взаємно однозначне вiдображення.
Позначимо множину 𝑛-бiтових чисел, якi мають вагу Хеммiнга ℎ,
як 𝐻𝑀𝑛,ℎ, тобто
𝐻𝑀𝑛,ℎ = {𝑥 ∈ {0, 1}𝑛 : 𝐻𝑎𝑚(𝑥) = ℎ}.
Зауважимо, що множину 𝐻𝑀𝑛,ℎ можна переформулювати як множину
лишкiв за модулем числа Мерсенна 𝑀𝑛, якi мають вагу Хеммiнга ℎ.
Розглянемо основнi алгоритми криптосистеми AJPS-1 — генерацiї
ключiв, шифрування та розшифрування.
1) Алгоритм Gen — генерацiя вiдкритого та особистого ключiв
криптосистеми AJPS-1 полягає у виконаннi наступних крокiв.
а) Числа 𝐹 та 𝐺 обираються випадково та незалежно з множини
𝐻𝑀𝑛,ℎ. Особистим ключем є число 𝐺, а значення 𝐹 є секретним
параметром криптосистеми.
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б) Вiдкритим ключ обчислюється за таким спiввiдношенням:
𝐻 = 𝐹 ·𝐺−1 mod𝑀𝑛.
2) Алгоритм Enc, за допомогою якого здiйснюється шифрування
бiту 𝑏 ∈ {0, 1}, мiстить такi кроки.
а) З множини 𝐻𝑀𝑛,ℎ рiвноймовiрно та незалежно обираються
числа 𝐴 та 𝐵. Обранi числа є секретними параметрами криптосистеми.
б) Значення шифротексту обчислюється за формулою:
𝐶 = (−1)𝑏(𝐴 ·𝐻 +𝐵) mod𝑀𝑛.
в) Пiсля цього значення шифротексту 𝐶 передається вiдкритим
каналом зв’язку отримувачу повiдомлення.
3) Процедура розшифрування шифротексту 𝐶 (алгоритм Dec)
полягає в наступному.
а) Отримувач обчислює значення
𝑑 = 𝐻𝑎𝑚(𝐶 ·𝐺 mod𝑀𝑛).




0, якщо 𝑑 6 2ℎ2;
1, якщо 𝑑 > 𝑛− 2ℎ2;
⊥, iнакше (випадок помилки розшифрування).
Коректнiсть розшифрування випливає з леми 1.1 [37].
Лема 1.1. Для довiльних чисел 𝐴,𝐵 ∈ {0, 1}𝑛 та числа Мерсенна
𝑀𝑛 = 2
𝑛 − 1 виконуються такi спiввiдношення:
1) 𝐻𝑎𝑚(𝐴+𝐵 mod𝑀𝑛) 6 𝐻𝑎𝑚(𝐴) +𝐻𝑎𝑚(𝐵);
2) 𝐻𝑎𝑚(𝐴 ·𝐵 mod𝑀𝑛) 6 𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵);
3) Якщо 𝐴 ̸= 0𝑛, то 𝐻𝑎𝑚(−𝐴 mod𝑀𝑛) = 𝑛−𝐻𝑎𝑚(𝐴).
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Стiйкiсть криптосистеми AJPS-1 базується на складностi задачi
MLHRSP [37] — Задачi дiлення чисел з малою вагою Хеммiнга за
модулем числа Мерсенна (англ. Mersenne Low Hamming Ratio Search
Problem), яка формулюється таким чином.
Означення 1.1 (Задача MLHRSP). Маючи число Мерсенна
𝑀𝑛 = 2
𝑛 − 1, 𝑛-бiтове число 𝐻 i цiле число ℎ, знайти числа 𝐹,𝐺, такi, що
𝐹,𝐺 ∈ 𝐻𝑀𝑛,ℎ та
𝐻 = 𝐹 ·𝐺−1 mod𝑀𝑛.
Дослiдження захищеностi криптосистеми AJPS-1, зокрема аналiз
складностi задачi MLHRSP, буде наведено у пiдроздiлi 1.3.
Криптосистема AJPS-2
AJPS-2 [4] дозволяє зашифрувати блок повiдомлення довжиною 𝜆,
де 𝜆 — параметр захищеностi, який задається при побудовi
криптосистеми, тобто вiдкритим текстом є повiдомлення 𝑚 ∈ {0, 1}𝜆.
Вiдкритими параметрами системи є числа 𝑀𝑛 та ℎ, де ℎ — фiксоване
число, яке задовольняє умовам ℎ = 𝜆 та 10ℎ2 < 𝑛 6 16ℎ2, а також
функцiї шифрування та розшифрування коду корекцiї помилок:
ℰ : {0, 1}𝜆 → {0, 1}𝑛;
𝒟 : {0, 1}𝑛 → {0, 1}𝜆,
якi обираються вiдповiдно до такої умови — для того, щоб криптосистема
була (1 − 𝛿)-коректною, де 𝛿 — це ймовiрнiсть помилки, потрiбно, щоб
виконувалось наступне спiввiдношення:
∀𝑚 𝑃𝑟{𝒟((𝐹 · 𝐶1)⊕ 𝐶2) = 𝑚} > 1− 𝛿.
Далi опишемо основнi алгоритми криптосистеми AJPS-2.
1) Алгоритм генерацiї ключiв Gen вiдбувається таким чином.
а) Числа 𝐹 та 𝐺 обираються випадково та незалежно з множини
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𝐻𝑀𝑛,ℎ. Число 𝐹 є особистим ключем, а значення 𝐺 — секретним
параметром криптосистеми.
б) Рiвноймовiрно з усiх можливих 𝑛-бiтових чисел обирається
значення 𝑅.
в) Обчислюється значення 𝑇 за таким спiввiдношенням
𝑇 = 𝐹 ·𝑅 +𝐺 mod𝑀𝑛.
г) Вiдкритим ключем є пара чисел (𝑅, 𝑇 ).
2) При алгоритмi шифрування Enc повiдомлення 𝑚 ∈ {0, 1}𝜆
незалежно та рiвноймовiрно обираються числа 𝐴,𝐵1 та 𝐵2 з множини
𝐻𝑀𝑛,ℎ. Шифротекстом повiдомлення 𝑚 є пара чисел (𝐶1, 𝐶2), де 𝐶1 та 𝐶2
обчислюються вiдповiдно до спiввiдношень:
𝐶1 = 𝐴 ·𝑅 +𝐵1 mod𝑀𝑛;
𝐶2 = (𝐴 · 𝑇 +𝐵2 mod𝑀𝑛)⊕ ℰ(𝑚).
Пiсля цього пара чисел (𝐶1, 𝐶2) передається вiдкритим каналом зв’язку.
3) При розшифруваннi обчислюється
𝒟((𝐶1 · 𝐹 mod𝑀𝑛)⊕ 𝐶2).
Для того, щоб переконатись у правильностi розшифрування,
розглянемо чому дорiвнює значення 𝐶*2 = 𝐶1 · 𝐹 mod𝑀𝑛. Пiдставляючи
спiввiдношення для обчислення 𝐶1, маємо:
𝐶*2 = (𝐴 ·𝑅 +𝐵1) · 𝐹 mod𝑀𝑛 = 𝐴 ·𝑅 · 𝐹 +𝐵1 · 𝐹 mod𝑀𝑛. (1.1)
Зi спiввiдношення 𝑇 = 𝐹 · 𝑅 + 𝐺 mod𝑀𝑛 виражаємо 𝐹 · 𝑅 mod𝑀𝑛 та
пiдставляємо його у формулу 1.1:
𝐶*2 = 𝐴 · (𝑇 −𝐺) +𝐵1 · 𝐹 mod𝑀𝑛 = 𝐴 · 𝑇 − 𝐴 ·𝐺+𝐵1 · 𝐹 mod𝑀𝑛.
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До отриманого результату додамо та вiднiмемо значення 𝐵2:
𝐶*2 = (𝐴 · 𝑇 +𝐵2)−𝐵2 − 𝐴 ·𝐺+𝐵1 · 𝐹 mod𝑀𝑛.
Оскiльки 𝐴 · 𝑇 +𝐵2 mod𝑀𝑛 = 𝐶2, то маємо:
𝐶*2 = 𝐶2 −𝐵2 − 𝐴 ·𝐺+𝐵1 · 𝐹 mod𝑀𝑛.
За умовами побудови криптосистеми числа 𝐴,𝐵1, 𝐵2, 𝐹 та 𝐺 мають
вагу Хеммiнга ℎ, де число ℎ суттєво менше за значення 𝑛. Тому вiдстань
Хеммiнга (кiлькiсть позицiй у двiйковому записi двох чисел однакової
довжини, у яких значення рiзнi) мiж числами 𝐶2 та 𝐶*2 з великою
ймовiрнiстю буде малою. Тодi, при обчисленнi 𝒟(𝐶2 ⊕ 𝐶*2), з великою
ймовiрнiстю отримаємо значення 𝑚.
Стiйкiсть даної криптосистеми базується на складностi задачi
MLHCSP (Задача лiнiйної комбiнацiї чисел з малою вагою Хеммiнга за
модулем числа Мерсенна, англ. Mersenne Low Hamming Combination
Search Problem) [4].
Означення 1.2 (Задача MLHCSP). Маючи число Мерсенна 𝑀𝑛,
цiле число ℎ та пару чисел (𝑅, 𝑇 ), де 𝑅 — випадково обране число з усiх
𝑛-бiтових чисел, число 𝑇 обчислено вiдповiдно до спiввiдношення
𝑇 = 𝐹 ·𝑅 +𝐺 mod𝑀𝑛,
причому 𝐹 та 𝐺 обранi незалежно та випадково з множини 𝐻𝑀𝑛,ℎ, знайти
числа 𝐹 та 𝐺.
Задача MLHCSP є модифiкацiєю задачi MLHRSP, для демонстрацiї
цього застосуємо до спiввiдношення зi задачi MLHRSP, а саме
𝐻 = 𝐹 ·𝐺−1 mod𝑀𝑛, низку перетворень:
𝐻 = 𝐹 ·𝐺−1 mod𝑀𝑛;
𝐻 − 𝐹 ·𝐺−1 = 0 mod𝑀𝑛.
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Множимо лiву та праву частину на 𝐺:
𝐺 ·𝐻 − 𝐹 mod𝑀𝑛 = 0.
Потiм множимо лiву та праву частину на 𝐻−1:
𝐺− 𝐹 ·𝐻−1 mod𝑀𝑛 = 0.
Значення (−𝐻−1 mod𝑀𝑛) замiнимо на випадкове 𝑛-бiтове число 𝑅, тодi у
лiвiй частинi рiвняння отримаємо спiввiдношення задачi MLHCSP:
𝐺+𝑅 · 𝐹 mod𝑀𝑛 = 𝑇.
Далi розглянемо механiзм iнкапсуляцiї ключiв на основi
криптосистеми AJPS.
Механiзм iнкапсуляцiї AJPS-KEM
У механiзмi iнкапсуляцiї AJPS-KEM [4] використовуються
алгоритми генерацiї ключiв Gen , шифрування Enc та розшифрування
Dec криптосистеми AJPS-2, якi описано ранiше. Крiм того,
використовуються три випадкових оракули ℋ1,ℋ2 i ℋ3, якi приймають на
вхiд 𝜆-бiтовий рядок, а на вихiд видають випадкове 𝑛-бiтове число ваги
Хеммiнга ℎ, тобто
ℋ𝑖 : {0, 1}𝜆 → 𝑋, де 𝑋 ∈ 𝐻𝑀𝑛,ℎ, 𝑖 = 1, 3.
Такi оракули можна побудувати, використовуючи розширювану
геш-функцiю.
1) Процедура iнкапсуляцiї ключа Encaps при вiдкритому ключi
(𝑅, 𝑇 ).
а) Обирається випадкове 𝜆-бiтове число 𝐾.
б) Використовуючи оракули ℋ1,ℋ2 i ℋ3, обчислюються значення
𝐴 = ℋ1(𝐾), 𝐵1 = ℋ2(𝐾) та 𝐵2 = ℋ3(𝐾).
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в) Шифротекстом є пара чисел 𝐶 = (𝐶1, 𝐶2), де
𝐶1 = 𝐴 ·𝑅 +𝐵1 mod𝑀𝑛;
𝐶2 = (𝐴 · 𝑇 +𝐵2 mod𝑀𝑛)⊕ ℰ(𝐾).
г) Результатом процедури є значення 𝐶 та 𝐾.
2) Процедура декапсуляцiї Decaps при вiдомому шифротекстi
𝐶 = (𝐶1, 𝐶2) та особистому ключi 𝐹 .
а) Обчислюється значення 𝐾 ′ таким чином:
𝐾 ′ = 𝒟((𝐹 · 𝐶1 mod𝑀𝑛)⊕ 𝐶2).
б) За допомогою оракулiв ℋ1,ℋ2 i ℋ3 обчислюються значення
𝐴′ = ℋ1(𝐾 ′), 𝐵′1 = ℋ2(𝐾 ′) та 𝐵′2 = ℋ3(𝐾 ′).
в) Формується пара чисел 𝐶 ′ = (𝐶 ′1, 𝐶
′
2), де
𝐶 ′1 = 𝐴
′ ·𝑅 +𝐵′1 mod𝑀𝑛;
𝐶 ′2 = (𝐴
′ · 𝑇 +𝐵′2 mod𝑀𝑛)⊕ ℰ(𝐾 ′).
г) Якщо 𝐶 = 𝐶 ′, то результатом є значення 𝐾 ′, iнакше — символ
⊥, який означає помилку при декапсуляцiї.
Стiйкiсть описаного механiзму iнкапсуляцiї ключiв AJPS-KEM
базується, як i криптосистема AJPS-2, на складностi задачi MLHCSP. У
конкурсi постквантових криптопримiтивiв NIST бере участь
криптографiчний примiтив Mersenne-756839, що реалiзовує схему
шифрування AJPS-2 та механiзм iнкапсуляцiї ключiв AJPS-KEM з
параметрами 𝑀756839 та ℎ = 𝜆 = 256 [3].
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1.3 Аналiз стiйкостi задач MLHRSP i MLHCSP, та огляд
побудованих атак на криптосистему AJPS
Обґрунтування захищеностi будь-якої криптосистеми, зокрема
AJPS, здiйснюється у кiлькох напрямках одночасно. Першим напрямком
є доведення того, що криптосистема має певний рiвень захищеностi
(наприклад, захищенiсть вiд атак з вибраним вiдкритим текстом,
захищенiсть вiд атак з вибраним шифротекстом тощо). Другим
напрямком є дослiдження складностi задач MLHRSP та MLHCSP, адже
на складностi даних задач базується стiйкiсть криптосистеми AJPS.
Також необхiдно розглянути побудованi атаки на криптосистему та,
оцiнюючи їхню успiшнiсть, аналiзувати захищенiсть криптосистеми AJPS.
Одним з найрозповсюдженiших рiвнiв захищеностi сучасних
криптопримiтивiв є семантична стiйкiсть. Шляхом доведення семантичної
стiйкостi обґрунтовується захищенiсть криптографiчних примiтивiв.
Означення 1.3 ([38]). Нехай задана певна схема шифрування i є
два повiдомлення 𝑚0, 𝑚1 однакової довжини та шифротекст 𝐶, що є
результатом шифрування одного з повiдомлень 𝑚0, 𝑚1 за допомогою
даної схеми шифрування. Схема шифрування вважається семантично
захищеною, якщо зловмисник, маючи значення шифротексту 𝐶, не може
визначити з ймовiрнiстю успiху бiльше 12 яке з двох повiдомлень (𝑚0 чи
𝑚1) було зашифровано.
Семантична стiйкiсть вважається еквiвалентною поняттю
нерозрiзненостi шифрування при атацi з вибраним вiдкритим
текстом [38] i позначається IND-CPA (англ. indistinguishability —
нерозрiзненiсть, chosen-plaintext attack — атака з вибраним вiдкритим
текстом), однак таким чином визначена властивiсть IND-CPA розширює
можливостi зловмисника — при атацi з вибраним вiдкритим текстом
зловмисник має послiдовнiсть пар повiдомлень (𝑚0,𝑚1), в якiй кожнiй
парi вiдповiдає певне значення шифротексту 𝐶𝑖 [39]. Властивiсть
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нерозрiзненостi при атацi з вибраним вiдкритим текстом вважається
основною вимогою для бiльшостi захищених асиметричних криптосистем,
хоча деякi криптосистеми також забезпечують бiльш жорстку вимогу
нерозрiзненостi шифрування при атацi з вибраним шифротекстом, яка
позначається IND-CCA (англ. chosen ciphertext attack — атака з вибраним
шифротекстом).
Для формального визначення властивостей IND-CPA та IND-CCA
використовується таке поняття.
Означення 1.4 ([37]). Для будь-якого розрiзнювача 𝐷, який
приймає на вхiд певну змiнну та повертає значення бiту 𝑏 ∈ {0, 1},
перевагою розрiзнення розрiзнювача 𝐷, що вiдрiзняє двi випадковi змiннi
𝑋 та 𝑌 , називається значення Δ𝐷(𝑋, 𝑌 ), яке обчислюється таким чином:
Δ𝐷(𝑋, 𝑌 ) = |𝑃𝑟[𝐷(𝑋) = 1]− 𝑃𝑟[𝐷(𝑌 ) = 1]|.
Важливим є результат, що демонструє взаємозв’язок мiж
розрiзненням значень функцiй при певних аргументах та розрiзненням
самих аргументiв — даний результат описано у наступнiй лемi [37].
Лема 1.2. Нехай 𝑓 — ймовiрнiсна функцiя, яка обчислюється за
полiномiальний час, та нехай задано двi випадкових величини 𝑋, 𝑌 . Тодi
якщо iснує ймовiрнiсний розрiзнювач 𝐷, який за полiномiальний час
вiдрiзняє значення 𝑓(𝑋) та 𝑓(𝑌 ) з перевагою 𝛿, то iснує ймовiрнiсний
розрiзнювач 𝐷′, що за полiномiальний час вiдрiзняє випадковi величини
𝑋 та 𝑌 з перевагою 𝛿.
Далi визначимо семантичну захищенiсть асиметричної схеми
шифрування, використовуючи означення 1.4. Нехай схема шифрування
складається з трьох алгоритмiв — алгоритму генерацiї ключiв Gen, який
формує вiдкритий ключ 𝑝𝑘 та особистий ключ 𝑠𝑘, алгоритму
шифрування Enc, який приймає на вхiд повiдомлення 𝑚 i вiдкритий
ключ 𝑝𝑘 та повертає значення шифротексту 𝐶, а також алгоритму
розшифрування Dec, який за значеннями шифротексту 𝐶 та особистого
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ключа 𝑠𝑘 обчислює повiдомлення 𝑚′.
Означення 1.5 ([4]). Асиметрична схема шифрування
(Gen, Enc, Dec) називається (1 − 𝛿)-коректною, якщо для усiх
допустимих повiдомлень 𝑚 виконується
𝑃𝑟 [ Dec(𝑠𝑘, Enc(𝑝𝑘,𝑚)) = 𝑚] > 1− 𝛿.
Нехай для схеми шифрування (Gen, Enc, Dec) визначено параметр
захищеностi 𝜆. Усi iншi параметри схеми шифрування, зокрема довжини
ключiв та шифротексту, є значеннями полiномiально обмежених функцiй
вiд 𝜆. Тодi рiвнi захищеностi даної схеми шифрування визначається таким
чином.
Означення 1.6 ([37]). Асиметрична схема шифрування
(Gen,Enc,Dec) називається семантично захищеною (IND-CPA), якщо
для будь-якого ймовiрнiсного полiномiального за часом розрiзнювача та
будь-яких повiдомлень 𝑚0 та 𝑚1 однакової довжини при вiдомому
вiдкритому ключi 𝑝𝑘 перевага розрiзнення значень 𝐶0 = Enc(𝑝𝑘,𝑚0) та
𝐶1 = Enc(𝑝𝑘,𝑚1), де 𝑝𝑘 — вiдкритий ключ схеми шифрування, є
щонайбiльше 2−𝜆 · 𝑝𝑜𝑙𝑦(|𝐶𝑖|).
Означення 1.7 ([37]). Асиметрична схема шифрування
(Gen,Enc,Dec) вважається IND-CCA-захищеною, якщо для будь-якого
ймовiрнiсного полiномiального за часом роботи розрiзнювача, якому
надається доступ до оракула, що розшифровує за допомогою алгоритму
Dec будь-який заданий шифротекст, для будь-яких повiдомлень 𝑚0 та 𝑚1
однакової довжини, при вiдомому вiдкритому ключi 𝑝𝑘, за умови, що
розрiзнювач не дає запит оракулу на розшифрування значення 𝐶0 або 𝐶1,
перевага розрiзнення 𝐶0 та 𝐶1, де 𝐶0 = Enc(𝑝𝑘,𝑚0) i 𝐶1 = Enc(𝑝𝑘,𝑚1),
не бiльше за 2−𝜆 · 𝑝𝑜𝑙𝑦(|𝐶𝑖|).
Також визначимо рiвнi захищеностi механiзму iнкапсуляцiї ключiв,
що мiстить такi алгоритми: алгоритм генерацiї ключiв Gen, що формує
значення вiдкритого ключа 𝑝𝑘 та особистого ключа 𝑠𝑘, алгоритм
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iнкапсуляцiї Encaps, який приймає на вхiд вiдкритий ключ 𝑝𝑘 та вiддає
на вихiд значення шифротексту 𝐶 та ключа 𝐾, який належить множинi
допустимих ключiв даного механiзму iнкапсуляцiї ключiв, та алгоритм
декапсуляцiї Decaps, що за значеннями 𝐶 i 𝑠𝑘 обчислює значення 𝐾 ′.
Означення 1.8 ([4]). Нехай задано механiзм iнкапсуляцiї ключiв
(Gen, Encaps, Decaps) та Encaps(𝑝𝑘) = (𝐶,𝐾) i Decaps(𝑠𝑘, 𝐶) = 𝐾 ′.
Тодi механiзм iнкапсуляцiї ключiв (Gen, Encaps, Decaps) називається
(1− 𝛿)-коректним, якщо виконується нерiвнiсть
𝑃𝑟 [𝐾 = 𝐾 ′] > 1− 𝛿.
Нехай для (Gen, Encaps, Decaps) визначено параметр захищеностi
𝜆. Аналогiчно як для схеми шифрування, усi iншi параметри механiзму
iнкапсуляцiї, включаючи довжини ключiв та шифротексту, є значеннями
полiномiально обмежених функцiй вiд 𝜆.
Означення 1.9 ([4]). Механiзм iнкапсуляцiї ключiв (Gen, Encaps,
Decaps) є семантично захищеним (IND-CPA), якщо для будь-якого
ймовiрнiсного полiномiального за часом роботи розрiзнювача при
вiдомому вiдкритому ключi 𝑝𝑘 перевага розрiзнення пар (𝐶,𝐾0) та
(𝐶,𝐾1), де (𝐶,𝐾0) = Encaps(𝑝𝑘) i 𝐾1 обране рiвноймовiрно i незалежно
вiд 𝐶, не перевищує 2−𝜆 · 𝑝𝑜𝑙𝑦(|𝐶|, |𝐾0|).
Означення 1.10 ([4]). Механiзм iнкапсуляцiї ключiв (Gen,
Encaps, Decaps) є IND-CCA-захищеним, якщо для будь-якого
ймовiрнiсного полiномiального за часом розрiзнювача, що має доступ до
оракула, який виконує Decaps, перевага розрiзнення значень (𝐶,𝐾0) та
(𝐶,𝐾1), де (𝐶,𝐾0) = Encaps(𝑝𝑘) i 𝐾1 обране рiвноймовiрно i незалежно
вiд 𝐶, при припущеннi, що розрiзнювач не дає запит на оракул зi
значенням 𝐶, не бiльше за 2−𝜆 · 𝑝𝑜𝑙𝑦(|𝐶|, |𝐾0|).
Тепер, коли усi необхiднi означення введено, розглянемо рiвень
захищеностi криптосистеми AJPS. Для доведення семантичної
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захищеностi криптосистем AJPS-1 та AJPS-2 необхiдне наступне
припущення [4].
Означення 1.11. Припущення MLHCA про лiнiйну комбiнацiю
чисел з малою вагою Хеммiнга (англ. Mersenne Low Hamming
Combination Assumption) стверджує, що маючи 𝑛-бiтове число Мерсенна
𝑀𝑛 = 2
𝑛 − 1 i цiле число ℎ таке, що 4ℎ2 < 𝑛 6 16ℎ2, перевага будь-якого
























, де 𝑅1, 𝑅2, 𝑅3, 𝑅4 — незалежно та рiвноймовiрно
обранi 𝑛-бiтовi числа, а 𝐴,𝐵 — незалежно та рiвноймовiрно обранi числа з
множини 𝐻𝑀𝑛,ℎ.
Зауважимо, що описане припущення MLHCA має суттєву схожiсть
з припущенням задачi LWE [40] (англ. Learning With Errors — навчання з
помилками), яка вважається однiєю з унiверсальних конструкцiй для
побудови захищених криптографiчних примiтивiв. У припущеннi MLHCA
значення 𝐴 вiдповiдає секрету задачi LWE, а 𝐵1 та 𝐵2 вiдповiдають
значенню помилок у LWE [4].
Використовуючи припущення MLHCA, доводиться семантична
захищенiсть криптосистеми AJPS.
Теорема 1.1 ([4]). Криптосистеми AJPS-1 та AJPS-2 є
семантично захищеними (IND-CPA) за умови виконання припущення
MLHCA.
Оскiльки розглянутi схеми шифрування AJPS-1 та AJPS-2 є
IND-CPA-захищеними, однак не є IND-CCA-захищеними, була мотивацiя
iнтегрувати данi криптопримiтиви у бiльш складну схему задля
досягнення властивостi IND-CCA-захищеностi. В результатi цього було
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створено механiзм iнкапсуляцiї AJPS-KEM.
Теорема 1.2 ([4]). Нехай ℋ — випадковий оракул та
криптосистема AJPS-2 є семантично захищеною (IND-CPA). Тодi
механiзм iнкапсуляцiї ключiв AJPS-KEM є IND-CCA-захищений.
Далi проведемо аналiз складностi задач MLHRSP та MLHCSP, на
яких базується стiйкiсть криптосистем AJPS-1 та AJPS-2. Зокрема, якщо
стане можливим ефективно розв’язати одну з цих задач, то припущення
MLHCA, на якому базується i IND-CPA-захищенiсть криптосистем
AJPS-1 та AJPS-2, i IND-CCA-захищенiсть механiзму iнкапсуляцiї ключiв
AJPS-KEM, буде зламане. Тому важливо дослiджувати складнiсть даних
задач задля забезпечення захищеностi комунiкацiй у випадку
використання криптосистеми AJPS.
Розглянемо результати проведених атак на задачi MLHRSP та
MLHCSP далi. Враховуючи те, що задача MLHCSP отримана шляхом
застосування ланцюга перетворень до MLHRSP, бiльшiсть атак на
MLHRSP можна узагальнити на випадок MLHCSP.
1) Атака «Вгадай i виграй» [37] полягає у спробi вгадати значення
𝐹 або 𝐺 по вiдомому значенню 𝐻. В загальному випадку ймовiрнiсть
успiху такої атаки була б 1𝐶ℎ𝑛 , однак, використовуючи властивiсть
арифметики за модулем числа Мерсенна, цю ймовiрнiсть можна
покращити. В атацi застосовується така властивiсть: при множеннi числа
на степiнь двiйки за модулем числа Мерсенна вiдбувається циклiчний
зсув даного числа [41], тобто вага Хеммiнга числа при множеннi на
степiнь двiйки не змiнюється. Тому можна без втрати загальностi
вважати, що старший бiт числа 𝐹 або 𝐺 дорiвнює 1. У такому випадку
ймовiрнiсть успiху буде 1
𝐶ℎ−1𝑛−1
. Слiд зауважити, що дана атака не
узагальнюється на випадок задачi MLHCSP — в цьому випадку
ймовiрнiсть вгадати значення 𝐹 або 𝐺 дорiвнює 1𝐶ℎ𝑛 , тобто атака потребує
виконання перебору всiх можливих значень.
Також iснує аналог атаки «Вгадай i виграй» безпосередньо на
криптосистему AJPS-1 [37]. Дана атака полягає у вгадуваннi значення 𝐴
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або 𝐵, якi використовуються при шифруваннi, та, таким чином,
дешифруваннi початкового повiдомлення 𝑏. Нехай вдалось вгадати
значення 𝐵. Тодi якщо число
(𝐶 −𝐵) ·𝐻−1 mod𝑀𝑛
має вагу Хеммiнга ℎ, то 𝑏′ = 0; якщо ж значення
(−𝐶 −𝐵) ·𝐻−1 mod𝑀𝑛
має вагу Хеммiнга ℎ, то 𝑏′ = 1, а якщо жодна з цих умов не виконується,
то число 𝐵 визначено неправильно. В такому випадку виводиться
випадковий бiт 𝑏′, тобто вгадується i повiдомлення. Таким чином,
𝑃𝑟[𝑏′ = 𝑏] = 1, якщо число 𝐵 вгадали правильно, i 𝑃𝑟[𝑏′ = 𝑏] = 12 , якщо 𝐵





Аналогiчно можна намагатись вгадати число 𝐴, тодi обчислюється вага
Хеммiнга чисел
(𝐶 − 𝐴 ·𝐻 mod𝑀𝑛) i (−𝐶 − 𝐴 ·𝐻 mod𝑀𝑛).
2) Атака з використанням частково-чуттєвої геш-функцiї [43]
полягає у наступному: роздiляємо 𝑛-бiтове число 𝐺 так, що
𝐺 = 𝐺1 ⊕𝐺2,
де 𝐺1 — 𝑛-бiтове число, яке має ⌊𝛼 · ℎ⌋ одиниць у перших ⌊𝛼 · 𝑛⌋ бiтах, а
все iнше — нулi, а 𝐺2 має ⌊(1−𝛼) ·ℎ⌋ одиниць в останнiх ⌊(1−𝛼) ·𝑛⌋ бiтах,
а iншi бiти — нулi. За умовою задачi MLHRSP
𝐻 = 𝐹 ·𝐺−1 mod𝑀𝑛.
Очевидно, що
𝐻 ·𝐺 = 𝐹 mod𝑀𝑛,
32
тобто число 𝐻 · 𝐺 mod𝑀𝑛 має вагу Хеммiнга ℎ, оскiльки число 𝐹 має
вагу Хеммiнга ℎ. Нехай 𝐻 ∈ {0, 1}𝑛. Тодi можна представити значення
𝐻 ·𝐺 mod𝑀𝑛 таким чином:
𝐻 ·𝐺 mod𝑀𝑛 = (𝐻 ·𝐺1 mod𝑀𝑛)⊕ (𝐻 ·𝐺2 mod𝑀𝑛).
Атака полягає у пошуку колiзiй мiж наборами {𝐻 · 𝐺1 mod𝑀𝑛} та
{𝐻 · 𝐺2 mod𝑀𝑛} шляхом пошуку однакових геш-значень чисел з двох









при 𝛼 = 13 . Дана
атака успiшно узагальнюється на випадок задачi MLHCSP, складнiсть
атаки при цьому залишається такою ж.
3) Атака «Слабкий ключ» [42] дозволяє визначити значення 𝐹 та 𝐺
у випадку, якщо усi ненульовi бiти чисел 𝐹 та 𝐺 знаходяться у правiй
половинi двiйкового запису 𝑛-бiтового числа, тобто якщо обидва числа
меншi за
√
𝑀𝑛. При побудовi атаки застосовується метод рацiональної
реконструкцiї, тобто метод пошуку рацiонального числа, використовуючи
результат редукцiї цього числа за деяким модулем. При цьому значення
𝐹 та 𝐺 обчислюються через неперервнi дроби 𝐻𝑀𝑛 . Ймовiрнiсть успiху
такої атаки, тобто ймовiрнiсть того, що значення 𝐹 та 𝐺 будуть меншi за
√
𝑀𝑛, дорiвнює 122ℎ . Таким чином, складнiсть атаки дорiвнює 2
2ℎ · 𝑛𝑜(1).
4) Аналогiчно до попередньої атаки була створена атака з
використанням алгоритму LLL [42]. В данiй атацi на числа 𝐹 та 𝐺
накладається умова, щоб усi їхнi ненульовi значення бiтiв знаходились
згруповано у однiй частинi бiнарного запису числа. Атака використовує
iдею роздiлення бiнарного представлення числа на промiжки, якi будуть
використовуватись для побудови решiтки. Тому дана атака має назву
Slice-and-Dice. Якщо iнтервали пiдiбранi правильно, то найкоротшими
векторами побудованої решiтки будуть значення 𝐹 та 𝐺. Складнiсть такої
атаки дорiвнює (2 + 𝛿 + 𝑜(1))2ℎ для деякої дуже малої константи 𝛿,
𝛿 > 0 [43].
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Також при реалiзацiї даної атаки можна використовувати
SVP-оракули для пошуку значень 𝐹 та 𝐺. Такий спосiб дозволяє





, однак також збiльшує
час виконання операцiї редукцiї решiтки до 2(2+𝛿)·ℎ+𝑜(ℎ) [43]. Дана атака
узагальнюється для розв’язку задачi MLHCSP з такими ж оцiнками
складностi.
Для застосування алгоритму Гровера до даної атаки та для реалiзацiї
алгоритму LLL через квантовi вентилi необхiдно 252 кубiтiв при значеннi
числа Мерсенна 𝑀756839 (рекомендоване для застосування в AJPS-KEM
на конкурсi NIST) [44]. Для цього також необхiдне застосування великої
кiлькостi квантових вентилiв, а саме 285 + 266 для вищезазначених
параметрiв [44], що ставить пiд сумнiв ефективнiсть даної атаки на
практицi, навiть якщо великомасштабний квантовий комп’ютер буде
побудований.
У травнi 2019 атаку Slice-and-Dice переформулювали у атаку
безпосередньо на криптосистему AJPS-2 [45]. Ця атака дозволяє
вiдрiзнити випадок, коли блок повiдомлення дорiвнює послiдовностi
нулiв, вiд усiх iнших. У випадку, коли 𝑚 = 0 та ℰ(𝑚) = 0, будується
решiтка, до якої застосовується алгоритм LLL. Внаслiдок цього значення






значення. Складнiсть такої атаки дорiвнює 𝑂(21,75ℎ) [45].
5) Показано, що задача MLHCSP зводиться до задачi
цiлочисельного лiнiйного програмування (ILP, англ. Integer Linear
Programming) [46]. Доведено, що в загальному випадку задача ILP є
NP-складною [47], але насправдi складнiсть розв’язку задачi ILP
залежить вiд конкретних параметрiв. Наприклад, якщо число змiнних
зафiксовано, то задачу ILP можна звести до задачi лiнiйного
програмування, яка має полiномiальну складнiсть. Враховуючи це, а
також те, що неможливо перевiрити, чи iснує розв’язок заданої у ILP
системи, отримане зведення не дозволяє робити висновки про
NP-складнiсть задачi MLHCSP.
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Однак, зведення задачi MLHCSP до задачi ILP дозволило доповнити
клас слабких ключiв у криптосистемi AJPS-2 новими значеннями [46].
Виявилось, що якщо у бiнарних записах чисел 𝐹 та 𝐺 нулi знаходяться
згруповано, то менше нiж за 𝑛3 викликiв ILP-оракула можна отримати
значення 𝐹 та 𝐺, тобто зламати криптосистему. Для реалiзацiї атаки
необхiдно, щоб числа 𝐹 та 𝐺 задовольняли умовi
𝐸𝐹 + 𝐸𝐺 > 𝑛,
де 𝐸𝐹 — довжина найбiльшої послiдовностi нулiв у бiтовому записi числа
𝐹 , аналогiчно для 𝐸𝐺. Слiд зауважити, що при обчисленнi 𝐸𝐺 або 𝐸𝐹
кiлькiсть старших та молодших бiтiв, якi дорiвнюють 0, сумуються,
тобто, якщо 𝐴 = 0011000, то 𝐸𝐴 = 5. Ймовiрнiсть такої слабкої пари
(𝐹,𝐺) приблизно дорiвнює 2−11 для значень 𝑀1279 та ℎ = 17 (це однi з
рекомендованих параметрiв для застосування криптосистеми [37]). Тому
необхiдно пiсля процедури генерацiї ключiв виконувати перевiрку того,
що згенерованi значення не є слабкими.
6) У березнi 2020 року опублiковано метод атаки з вибраними
шифротекстами, який базується на атацi Slice-and-Dice [48]. Метод
дозволяє, використовуючи шифротексти, на яких алгоритм
розшифрування криптосистеми повернув помилку, оцiнити значення
особистого ключа. Слiд зауважити, що у [48] описано оцiнки
результативностi такої атаки на криптосистему Ramstake [49], але
зазначено, що такий ж пiдхiд може бути використаний i для AJPS, однак
з меншою ефективнiстю.
Криптосистема Ramstake, як i AJPS, використовує арифметику за
модулем числа Мерсенна i вагу Хеммiнга в ролi метрики, та також є
учасником першого раунду конкурсу постквантових криптопримiтивiв
NIST. Опублiкована атака дозволяє оцiнити значення особистого ключа
криптосистеми Ramstake, використовуючи 212 рiзних шифротекстiв, на
яких виникла помилка розшифрування, за 𝑂(246) тактiв роботи
35
квантового комп’ютера [48]. Ймовiрнiсть виникнення помилки
розшифрування у Ramstake дорiвнює 2−64, а в Mersenne-756839 (версiї
криптосистеми AJPS-2, що представлена на конкурсi NIST) ймовiрнiсть
помилки розшифрування дорiвнює 2−239, що i обґрунтовує меншу
ефективнiсть такого методу атаки для примiтивiв сiмейства AJPS.
1.4 Дослiдження наявних модифiкацiй криптосистеми AJPS
Криптосистема AJPS, завдяки своїй конструкцiї, має багато рiзних
можливих напрямкiв для модифiкацiї. Зокрема, протягом останнього
року опублiковано кiлька статей, присвячених модифiкацiї AJPS —
найбiльш вiдомими з них є застосування алгоритму пошуку з
поверненням до AJPS [50] та побудова схеми формування коду
автентифiкацiї повiдомлень на основi задачi MLHCSP [51], на складностi
якої базується стiйкiсть криптосистеми AJPS-2.
Механiзми iнкапсуляцiї ключiв AJPS-KEM-Bivariate та
AJPS-KEM-Trivariate
Однiєю з найбiльш вiдомих побудованих модифiкацiй
криптосистеми AJPS є механiзми iнкапсуляцiї ключiв на основi AJPS з
використанням алгоритму пошуку з поверненням (англ. backtracking).
Iснує два варiанти модифiкацiї, а саме двопараметрична та
трипараметрична схеми механiзму iнкапсуляцiї ключiв:
двопараметрична схема AJPS-KEM-Bivariate основана на криптосистемi
AJPS-1, а трипараметрична схема AJPS-KEM-Trivariate — на
криптосистемi AJPS-2 [50]. Розглянемо кожну з них далi.
У механiзмi iнкапсуляцiї ключiв AJPS-KEM-Bivariate застосовуються
наступнi алгоритми.
1) Для генерацiї ключiв використовується алгоритм Gen
криптосистеми AJPS-1.
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2) Алгоритм iнкапсуляцiї Encaps приймає на вхiд публiчнi
параметри та вiдкритий ключ криптосистеми AJPS-1, а повертає
значення шифротексту 𝐶. У криптосистемi AJPS-1 для шифрування бiту
повiдомлення рiвноймовiрно та незалежно обирались значення 𝐴 та 𝐵 з
множини 𝐻𝑀𝑛,ℎ. У данiй модифiкацiї шифруються саме значення 𝐴 та 𝐵,
причому шифротекст обчислюється таким чином:
𝐶 = 𝐴 ·𝐻 +𝐵 mod𝑀𝑛.
3) У алгоритмi декапсуляцiї Decaps обчислюється значення
𝑆𝑜𝑙𝑣𝑒𝑥,𝑦[𝐶 ·𝐺 = 𝐹 · 𝑥+𝐺 · 𝑦 mod𝑀𝑛],
де 𝑆𝑜𝑙𝑣𝑒𝑥,𝑦 — це алгоритм, який обчислює значення змiнних 𝑥 та 𝑦 зi
заданого рiвняння за допомогою алгоритму пошуку з поверненням.
Результатом застосування алгоритму декапсуляцiї є або пара чисел
(𝐴,𝐵), або символ ⊥, який означає помилку при декапсуляцiї.
Розглянемо основну iдею побудови алгоритму 𝑆𝑜𝑙𝑣𝑒𝐴,𝐵, який
обчислює значення 𝐴 та 𝐵 з рiвняння
𝐶 ·𝐺 = 𝐹 · 𝐴+𝐺 ·𝐵 mod𝑀𝑛.
Спочатку обчислюється значення однiєї змiнної за допомогою алгоритму
пошуку з поверненням, а значення другої змiнної обчислюється з
отриманого рiвняння, яке вже мiстить одне невiдоме. Нехай за допомогою
алгоритму пошуку з поверненням обчислюється значення 𝐴. Для цього
перевiряється гiпотеза «𝑖-ий бiт числа 𝐴 дорiвнює одиницi» шляхом
оцiнювання параметра Δ, який обчислюється за таким спiввiдношенням:
Δ = 𝐻𝑎𝑚(𝐶 ·𝐺 mod𝑀𝑛)−𝐻𝑎𝑚(𝐶 ·𝐺− 2𝑖 · 𝐹 mod𝑀𝑛).
Якщо гiпотеза правильна, то Δ має бути додатним числом i приблизно
дорiвнювати значенню ℎ (адже 𝐻𝑎𝑚(𝐹 ) = ℎ); якщо неправильна —
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значення Δ передбачити не можна, оскiльки, залежно вiд конкретних
значень параметрiв, Δ може приймати рiзнi значення (в тому числi й ℎ).
Тому можливi ситуацiї «хибного прийняття», тобто коли вважається, що
бiт числа 𝐴 визначено коректно, а насправдi це не так. Саме тому
використовується алгоритм пошуку з поверненням.
Розробники даної модифiкацiї пропонують декiлька кандидатiв у
алгоритми — усi вони використовують метод градiєнтного спуску з
мiнiмiзацiєю параметра Δ, рiзниця мiж запропонованими алгоритмами
лише у швидкодiї. Розглянемо цi алгоритми далi.
Зауваження. Для опису алгоритмiв пошуку з поверненнями
ℬ1(𝑤,𝑃, 𝑒) та ℬ2(𝑤,𝑃, 𝑒, 𝜑) необхiдно врахувати такi передумови.
1) Змiннi 𝑀𝑛, 𝐹 , 𝐺, 𝑛, ℎ та 𝐶 є глобальними змiнними
криптопримiтиву та вважаються фiксованими в межах роботи алгоритму
пошуку з поверненням.
2) 𝑃 — це множина чисел, якi мiстять у своєму бiтовому записi бiти,
що визначенi у попереднiх iтерацiях алгоритму з поверненням. На першiй
iтерацiї алгоритму множина 𝑃 є порожньою, тобто 𝑃 = Ø.
3) У змiнну 𝑤 буде записуватись рiзниця чисел для перевiрки
гiпотези, що певний бiт числа дорiвнює 1. Таким чином, для прикладу,
який розглянуто вище
𝑤 = 𝐶 ·𝐺− 2𝑖 · 𝐹 mod𝑀𝑛
для перевiрки гiпотези «𝑖-ий бiт числа 𝐴 дорiвнює одиницi». На першiй
iтерацiї алгоритму
𝑤 = 𝐶 ·𝐺 mod𝑀𝑛,
тобто
𝑤 = 𝐹 · 𝑥+𝐺 · 𝑦 mod𝑀𝑛.
4) 𝑒 — натуральне число, яке виконує роль iндикатора. На першiй
iтерацiї алгоритму 𝑒 = 0.
5) У обох алгоритмах пошуку з поверненням використовується
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допомiжна функцiя 𝐶𝑜𝑛𝑓𝑖𝑟𝑚(𝑥), яка за вхiдним значенням 𝑥 обчислює
𝑦 = 𝐶 −𝐺−1 · 𝐹 · 𝑥 mod𝑀𝑛,
пiсля чого перевiряє, чи 𝐻𝑎𝑚(𝑥) = 𝐻𝑎𝑚(𝑦) = ℎ: якщо так, то результатом
застосування функцiї є пара {𝑇𝑟𝑢𝑒, 𝑦}, iнакше — {𝐹𝑎𝑙𝑠𝑒,⊥}.
6) Алгоритми пошуку з поверненням параметризуються константою
Γ, що визначає границю, перетинаючи яку можна вiдкинути шлях (певну
множину чисел) з подальшого дослiдження. Оскiльки вага Хеммiнга
числа 𝑤 на першiй iтерацiї алгоритму є максимальною, то ймовiрнiсть
вiдкинути потрiбний шлях висока. Однак пiсля виконання кiлькох
iтерацiй алгоритму вага Хеммiнга 𝑤 зменшується, тому для збiльшення
ефективностi алгоритму доцiльно замiсть константи Γ використовувати
функцiю
Γ(𝐻𝑎𝑚(𝑤), 𝐻𝑎𝑚(𝑤), 𝑛, ℎ).
7) У алгоритмi ℬ2 для рандомiзацiї використовується 𝜑(𝑥) —
випадкова перестановка над цiлими числами. Внаслiдок використання
рандомiзацiї можуть бути вiдкинутi шляхи, якi насправдi є правильними.
В такому випадку алгоритм пошуку з поверненнями не визначить
потрiбнi значення. Для вирiшення цього можна використовувати 𝑡
випадкових перестановок 𝜑0, . . . , 𝜑𝑡−1 i застосовувати 𝑡 разiв алгоритм ℬ2,
сподiваючись, що принаймнi один з 𝑡 застосувань дасть вiдповiдь.
Розглянемо безпосередньо приклади алгоритмiв для обчислення
𝑆𝑜𝑙𝑣𝑒𝑥,𝑦. Одним з таких алгоритмiв є детермiнований алгоритм
ℬ1(𝑤,𝑃, 𝑒) [50].
Алгоритм 1.1. (Детермiнований алгоритм ℬ1(𝑤,𝑃, 𝑒) для
обчислення 𝑆𝑜𝑙𝑣𝑒𝑥,𝑦[𝐶 ·𝐺 = 𝐹 · 𝑥+𝐺 · 𝑦 mod𝑀𝑛])
Вхiд: 𝑤,𝑃, 𝑒
Вихiд: {𝑥, 𝑦} такi, що 𝐶 ·𝐺 = 𝐹 · 𝑥+𝐺 · 𝑦 mod𝑀𝑛 або Failure.
if 𝑒 = 𝑛 then return Failure
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else





{𝑠, 𝑦} ← 𝐶𝑜𝑛𝑓𝑖𝑟𝑚(𝑥)
if s then return {𝑥, 𝑦}
𝑤 ← 𝑤 − 2𝑒 · 𝐹 mod𝑀𝑛
if |𝐻𝑎𝑚(𝑤)−𝐻𝑎𝑚(𝑤) + ℎ| 6 Γ then
ℬ1(𝑤,𝑃 ∪ {𝑒}, 𝑒+ 1)
else
ℬ1(𝑤,𝑃, 𝑒+ 1)
Роглянемо iншу версiю алгоритму для обчислення
𝑆𝑜𝑙𝑣𝑒𝑥,𝑦[𝐶 · 𝐺 = 𝐹 · 𝑥 + 𝐺 · 𝑦 mod𝑀𝑛], а саме ймовiрнiсний алгоритм
ℬ2(𝑤,𝑃, 𝑒, 𝜑) [50].
Алгоритм 1.2. (Рандомiзований алгоритм ℬ2(𝑤,𝑃, 𝑒, 𝜑) для
обчислення 𝑆𝑜𝑙𝑣𝑒𝑥,𝑦[𝐶 ·𝐺 = 𝐹 · 𝑥+𝐺 · 𝑦 mod𝑀𝑛])
Вхiд: 𝑤,𝑃, 𝑒, 𝜑
Вихiд: {𝑥, 𝑦} такi, що 𝐶 ·𝐺 = 𝐹 · 𝑥+𝐺 · 𝑦 mod𝑀𝑛 або Failure.
if 𝑒 = 𝑛 then return Failure
else





{𝑠, 𝑦} ← 𝐶𝑜𝑛𝑓𝑖𝑟𝑚(𝑥)
if s then return {𝑥, 𝑦}
𝑤 ← 𝑤 − 2𝜑(𝑒) · 𝐹 mod𝑀𝑛
if |𝐻𝑎𝑚(𝑤)−𝐻𝑎𝑚(𝑤) + ℎ| 6 Γ then
ℬ1(𝑤,𝑃 ∪ {𝑒}, 𝑒+ 1, 𝜑)
else
ℬ1(𝑤,𝑃, 𝑒+ 1, 𝜑)
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Зауваження. Розробники модифiкацiй AJPS-KEM-Bivariate та
AJPS-KEM-Triviate пропонують застосовувати алгоритм пошуку з
поверненням, який є оптимiзацiєю розглянутих алгоритмiв ℬ1 та ℬ2. В
цьому алгоритмi визначаються найбiльш прiоритетнi шляхи, наприклад,
на першiй iтерацiї алгоритму це будуть шляхи зi значенням Δ, близьким
до ℎ.
Наведемо приклад роботи механiзму iнкапсуляцiї ключiв,
використовуючи описанi алгоритми Gen , Encaps та Decaps , далi.
1) Обчислюємо значення двопараметричної криптографiчно стiйкої
геш-функцiї вiд чисел 𝐴 та 𝐵, тобто нехай 𝐻𝑎𝑠ℎ(𝐴,𝐵) = 𝑘.
2) Отримане на попередньому кроцi значення 𝑘 використовуємо як
ключ симетричної криптосистеми. Нехай пiсля шифрування за
допомогою симетричної криптосистеми, використовуючи ключ 𝑘,
початковому повiдомленню 𝑚* вiдповiдає шифротекст 𝐶*.
3) Обчислюємо значення
𝐶 = 𝐴 ·𝐻 +𝐵 mod𝑀𝑛,
де 𝐻 — вiдкритий ключ отримувача повiдомлення 𝑚*.
4) Надсилаємо значення 𝐶 та 𝐶* отримувачу початкового
повiдомлення 𝑚*.
Тодi отримувач, який володiє значеннями 𝐹 та 𝐺, пiсля отримання
значень 𝐶 та 𝐶*, застосовує алгоритм
𝑆𝑜𝑙𝑣𝑒𝑥,𝑦[𝐶 ·𝐺 = 𝐹 · 𝑥+𝐺 · 𝑦 mod𝑀𝑛]
та, таким чином, обчислює 𝐴 та 𝐵. Пiсля цього отримувач обчислює
значення двопараметричної геш-функцiї 𝐻𝑎𝑠ℎ(𝐴,𝐵) та визначає ключ
симетричної криптосистеми 𝑘. Отриманий ключ використовується для
розшифрування шифротексту 𝐶*, внаслiдок чого отримувач отримує
значення початкового повiдомлення 𝑚*.
Для механiзму iнкапсуляцiї ключiв AJPS-KEM-Bivariate доведена
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теорема, яка обґрунтовує її стiйкiсть. Розглянемо її далi.
Теорема 1.3 ([50]). Злам механiзму iнкапсуляцiї ключiв
AJPS-KEM-Bivariate при параметрi ℎ еквiвалентний розв’язанню задачi
MLHRSP при параметрi ℎ2 .
У AJPS-KEM-Bivariate вперше було використано криптосистему
AJPS-1 за основу для побудови механiзму iнкапсуляцiї ключiв. Також
можна застосовувати AJPS-KEM-Bivariate як схему шифрування, що
дозволить використовувати криптосистему AJPS-1 для шифрування
блоку повiдомлення, а не одного бiту.
Механiзм iнкапсуляцiї ключiв AJPS-KEM-Trivariate використовує
такi алгоритми.
1) Публiчнi параметри 𝑀𝑛 та ℎ обираються вiдповiдно до вимог
криптосистеми AJPS-2. Алгоритм Gen, аналогiчно як вiдповiдний
алгоритм криптосистеми AJPS-2, обирає числа 𝐹 та 𝐺 випадково та
незалежно з множини 𝐻𝑀𝑛,ℎ, а число 𝑅 обирає випадково з усiх
можливих 𝑛-бiтових чисел. Особистим ключем є число 𝐹 , а вiдкритим
ключем — пара чисел (𝑅, 𝑇 ), де
𝑇 = 𝐹 ·𝑅−𝐺 mod𝑀𝑛.
2) Алгоритм iнкапсуляцiї Encaps випадково та незалежно обирає
числа 𝐴,𝐵1 та 𝐵2 з множини 𝐻𝑀𝑛,ℎ. Результатом алгоритму є пара чисел
(𝐶1, 𝐶2), де
𝐶1 = 𝐴 ·𝑅 +𝐵1 mod𝑀𝑛;
𝐶2 = 𝐴 · 𝑇 +𝐵2 mod𝑀𝑛.
3) Алгоритм декапсуляцiї Decaps обчислює значення
𝑆𝑜𝑙𝑣𝑒𝑥,𝑦,𝑧[𝐹 · 𝐶1 − 𝐶2 = 𝐹 · 𝑦 +𝐺 · 𝑥+ 𝑧 mod𝑀𝑛].
Результатом застосування алгоритму 𝑆𝑜𝑙𝑣𝑒𝑥,𝑦,𝑧 є або значення 𝐴,𝐵1, 𝐵2
або символ ⊥, який означає помилку декапсуляцiї. Алгоритм 𝑆𝑜𝑙𝑣𝑒𝑥,𝑦,𝑧
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побудований аналогiчно до розглянутого ранiше алгоритму 𝑆𝑜𝑙𝑣𝑒𝑥,𝑦.
Перевагою побудованої модифiкацiї у порiвняннi з AJPS-KEM є
уникнення використання кодiв корекцiї помилок, окрiм того передача
iнформацiї, використовуючи AJPS-KEM-Trivariate, у 26 разiв швидша за
AJPS-KEM з параметрами, якi рекомендованi до застосування
розробниками AJPS [37, 50]. Бiльше того, криптосистему AJPS можна
використовувати одночасно з розглянутими модифiкацiями, що дозволить
пiдвищити її захищенiсть.
Iншим напрямком модифiкацiї є побудова криптографiчних
примiтивiв, стiйкiсть яких б базувалась на складностi задачi MLHCSP.
Серед таких модифiкацiй можна видiлити наступнi.
1) Iнтерактивний протокол односторонньої автентифiкацiї на
основi MLHCSP [51] полягає у наступному — нехай два користувачi
володiють певним секретом, тодi за допомогою даного протоколу один з
користувачiв (P, англ. prover — той, що доводить) доводить iншому
користувачу (V, англ. verifier — той, що перевiряє), що вiн справдi
володiє цим секретом (iншими словами, вiдбувається доведення того, що
секрет, яким володiє P збiгається з секретом, який має V). Таким чином,
користувач P автентифiкує себе для користувача V.
В останнi роки такi протоколи стали важливим механiзмом
автентифiкацiї для малопотужних пристроїв, таких як смарт-картки або
RFID-теги (англ. radio frequency identification — радiочастотна
iдентифiкацiя).
Є три версiї iнтерактивного двораундового протоколу односторонньої
автентифiкацiї на основi MLHCSP, якi мають рiзнi рiвнi захищеностi.
Причому найбiльш стiйкий до атак протокол серед описаних є
ускладненою версiєю iнших. Тому розглянемо iдею найбiльш простого
протоколу серед представлених протоколiв автентифiкацiї на основi
MLHCSP.
Вiдповiдно до задачi MLHCSP секретом є число 𝐹 . На першому кроцi
протоколу користувач V випадково обирає число 𝑅 та надсилає його P.
43
Тодi користувач P випадково обирає число 𝐺 та обчислює
𝑇 = 𝐹 ·𝑅 +𝐺 mod𝑀𝑛.
Пiсля цього користувач P надсилає отримане значення 𝑇 користувачу V.
Далi V обчислює
𝑙 = 𝐻𝑎𝑚(𝑇 −𝑅 · 𝐹 ).
Якщо користувач P при обчисленнi 𝑇 використовував коректне значення
𝐹 , то
𝑇 −𝑅 · 𝐹 = 𝐺 mod𝑀𝑛,
тобто 𝑙 = ℎ. Таким чином, якщо 𝑙 = ℎ, то P успiшно пiдтвердив своє знання
значення 𝐹 .
Описаний протокол автентифiкацiї є стiйкий до атак з використанням
моделi пасивного зловмисника, однак є вразливим до атак з використанням
моделi активного зловмисника.
Iдея iншого протоколу [51] полягає у подвiйному застосуваннi
наведеного протоколу автентифiкацiї — замiсть секрету при обчисленнi 𝑇 ′
використовується значення 𝑇 , яке визначається вiдповiдно до умови
задачi MLHCSP. Такий протокол є захищеним i вiд атак з використанням
пасивного зловмисника, i вiд певного класу атак з використанням
активного зловмисника, однак не є стiйким до послiдовних атак типу
«зустрiч посерединi», при яких зловмисник може взаємодiяти зi
значеннями P та V в незалежних сесiях протоколу для змiни значення
секрету так, щоб V цього не помiтив при фiнальному виконаннi
протоколу.
Для запобiгання вразливостей й до таких атак розроблено протокол,
який використовує потрiйне застосування спiввiдношення задачi MLHCSP
[51] — при обчисленнi 𝑇 ′′ замiсть секрету застосовується значення 𝑇 ′ з
попереднього протоколу. Такий протокол може використовуватись для
пристроїв з невеликою обчислювальною потужнiстю, адже, вiдповiдно до
умов для вибору параметрiв протоколу, 𝑛 = 𝛩(ℎ) (у порiвняннi з
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𝑛 = 𝛩(ℎ2) в криптосистемi AJPS). Розробники протоколiв рекомендують
значення 𝑛 = 521 та ℎ = 128 (таким чином, 𝑛 = 4ℎ). В такому випадку
складнiсть виконання протоколу з потрiйним застосуванням
спiввiдношення задачi MLHCSP є щонайбiльш 3𝑛 = 1563 бiтiв.
Слiд зауважити, що стiйкiсть описаних протоколiв ґрунтується на
модифiкацiї задачi MLHCSP, яка має назву MLHCSP-U (англ. MLHCSP
with uniform secret) [51]. У данiй задачi значення 𝐹 обирається не з
множини 𝐻𝑀𝑛,ℎ, як у задачi MLHCSP, а з множини усiх 𝑛-бiтових чисел.
Очевидно, що якщо задача MLHCSP є складною, то є складною i задача
MLHCSP-U. Також доведено, що якщо задача MLHCSP-U є складною, то
задача MLHCSP є складною, однак з iншими параметрами захищеностi.
2) Iншим побудованим криптопримiтивом на основi задачi
MLHCSP-U є код автентифiкацiї повiдомлень (MAC-код ) [51]. Доведено,
що якщо задача MLHCSP-U є складною, то побудований MAC захищений
вiд пiдробок за допомогою атак на основi вибраного вiдкритого тексту.
Як i у розглянутому вище протоколi автентифiкацiї, параметри MAC
вiдповiдають спiввiдношенню 𝑛 = 𝛩(ℎ), що дозволяє зменшити загальну
складнiсть роботи примiтиву задля його використання у малопотужних
пристроях.
3) Використовуючи модифiкацiї задач MLHRSP та MLHCSP,
побудовано двi псевдовипадковi функцiї PRF (англ. pseudorandom
function), на основi яких побудовано генератори псевдовипадкових чисел
PRG (англ. pseudorandom generators) [52]. При цьому використовуються
задачi 𝜓𝑛𝑛𝑐−1-MLHRSP та 𝜓
𝑛
𝑛𝑐−1-MLHСSP для деякої константи 𝑐, 0 < 𝑐 < 1.
Iдея таких модифiкацiй полягає у тому, що числа 𝐹 та 𝐺 мають розподiл
𝜓𝑛𝑛𝑐−1, внаслiдок чого з великою ймовiрнiстю (ймовiрнiсть залежить вiд
конкретного значення 𝑐) значення ваги Хеммiнга 𝐹 та 𝐺 належить
iнтервалу [ℎ, 2ℎ].
Для побудови нових криптопримiтивiв на основi AJPS може бути
також використана алгебраїчна модель постквантових криптопримiтивiв,
якi використовують обчислення у певному кiльцi (в явному або неявному
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виглядi), що описана в [53]. Дана модель узагальнює деякi новiтнi
алгебраїчнi задачi, якi використовуються при побудовi постквантових
криптографiчних примiтивiв, та визначає кроки побудови таких
криптопримiтивiв, а саме вибiр нормованого полiному, який визначить
основне кiльце, вибiр полiному, який визначить кiльце шифротекстiв,
визначення рангу (довжини векторiв у кiльцi шифротекстiв) та вибiр
задачi, на складностi якої буде ґрунтуватись стiйкiсть побудованого
криптопримiтиву.
Описана модель включає три алгебраїчнi задачi: Ideal-LWE
(узагальнення задачi LWE [40]), Ideal-SIS (узагальнення задачi SIS (англ.
short integer solution) [54]) та Ideal-NTRU (узагальнення задачi, що
вiдповiдає матричному варiанту криптосистеми NTRU [55]).
Неформально запропонованi узагальнення задач полягають у розв’язаннi
системи лiнiйних рiвнянь зi спотвореними правими частинами
(Ideal-LWE), пошуку ненульового розв’язку системи лiнiйних рiвнянь,
який задовольняє певним визначеним умовам (Ideal-SIS), та вираження
матрицi у виглядi дiлення двох матриць, на розмiр яких також
накладаються певнi умови (Ideal-NTRU).
Вiдповiдно до описаної моделi, криптосистема AJPS-1 є
криптопримiтивом на основi задачi Ideal-NTRU, а криптосистема
AJPS-2 — на основi задачi Ideal-LWE [53].
Побудована алгебраїчна модель дозволяє не лише здiйснити
класифiкацiю наявних постквантових криптопримiтивiв задля
застосування спiльних методiв аналiзу складностi алгебраїчних задач та
стiйкостi криптографiчних систем, а й дозволяє комбiнувати рiзнi
складовi компоненти для побудови нових криптографiчних примiтивiв,
зокрема нових модифiкацiй криптосистем AJPS-1 та AJPS-2.
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Висновки до роздiлу 1
У даному роздiлi представлено класифiкацiю постквантових
криптопримiтивiв вiдповiдно до математичних об’єктiв, якi вони
використовують, та описано постквантову криптосистему AJPS.
Розглянуто рiзнi версiї криптосистеми AJPS, а саме криптосистему
AJPS-1 для шифрування бiту повiдомлення та AJPS-2 — для
шифрування блоку повiдомлення. Також описано механiзм iнкапсуляцiї
ключiв AJPS-KEM, який базується на криптосистемi AJPS-2. Роздiл
мiстить обґрунтування стiйкостi описаних криптопримiтивiв та огляд
побудованих атак на криптосистеми AJPS-1 та AJPS-2, зокрема на задачi
MLHRSP та MLHCSP, на складностi яких базується стiйкiсть даних
криптосистем. Окрiм цього, в роздiлi розглянуто вiдомi модифiкацiї
криптосистеми AJPS, а саме механiзми iнкапсуляцiї ключiв
AJPS-KEM-Bivariate та AJPS-KEM-Trivariate з використанням алгоритму
пошуку з поверненням, iнтерактивний протокол односторонньої
автентифiкацiї та код автентифiкацiї повiдомлень на основi задачi
MLHCSP, а також генератори псевдовипадкових чисел на основi задач
MLHRSP та MLHCSP.
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2 ПОБУДОВА ТА АНАЛIЗ МОДИФIКАЦIЙ
КРИПТОСИСТЕМИ AJPS
У цьому роздiлi описуються результати криптоаналiзу схем
шифрування AJPS-1 та AJPS-2, а саме рекомендацiї до алгоритму
генерацiї ключiв обох криптосистем та атака пiдмiни з використанням
моделi активного зловмисника на криптосистему AJPS-2. Також у роздiлi
здiйснюється побудова модифiкацiй криптосистем AJPS-1 та AJPS-2
шляхом застосування iнших класiв чисел в ролi модуля та змiни метрики,
i виконується їх порiвняльний аналiз.
2.1 Криптоаналiз схем шифрування AJPS-1 та AJPS-2
У роздiлi 1 описано побудованi атаки на задачi MLHRSP та MLHCSP,
на складностi яких базується стiйкiсть криптосистем AJPS-1 та AJPS-2
вiдповiдно. Частину описаних атак можливо застосувати лише за умови,
що виконується певне припущення про вигляд чисел 𝐹 та 𝐺.
Для формування множини значень параметрiв 𝐹 i 𝐺, при яких
криптосистеми AJPS-1 та AJPS-2 вразливi до опублiкованих атак,
розглянемо такi умови далi.
1) Атака «Слабкий ключ» є успiшною для криптосистеми AJPS-1,
якщо усi одиницi у двiйковому представленнi чисел 𝐹 та 𝐺 знаходяться у
правiй частинi чисел, тобто кожне з чисел 𝐹 та 𝐺 менше за
√
𝑀𝑛.
2) Для застосування атаки з використанням алгоритму LLL
необхiдно, щоб усi одиницi в двiйковому записi чисел 𝐹 та 𝐺 знаходились
згруповано.
3) Атака зi зведенням задачi MLHCSP до задачi ILP може бути
застосовна до криптосистеми AJPS-2 у випадку, якщо числа 𝐹 та 𝐺
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задовольняють такiй умовi:
𝐸𝐹 + 𝐸𝐺 > 𝑛,
де 𝐸𝑋 — довжина найбiльшої послiдовностi нулiв серед бiтових записiв
числа 𝑋 та циклiчних зсувiв числа 𝑋, тобто найбiльша послiдовнiсть може
формуватись з старших та молодших бiтiв числа 𝑋 одночасно.
Слiд зауважити, що, навiть якщо потрiбнi для атак умови
виконуються, складнiсть описаних атак є все одно досить великою, що
унеможливлює їх застосування на практицi. Однак, для пiдвищення
стiйкостi криптосистем AJPS-1 та AJPS-2, можна виконувати низку
необхiдних перевiрок при застосуваннi алгоритму генерацiї ключiв, i
виконувати кроки алгоритму Gen повторно у випадку порушення однiєї з
вимог.
Окрiм описаних умов на значення параметрiв 𝐹 та 𝐺, у [56]
представлено умови на значення вiдкритого ключа 𝐻 криптосистеми
AJPS-1, а саме такi умови:
𝐻𝑎𝑚(𝐻) ̸= 1;
𝐻𝑎𝑚(𝐻−1 mod𝑀𝑛) ̸= 1.
Узагальнюючи умови на 𝐹 та 𝐺 опублiкованих атак, а також
враховуючи знайденi обмеження на значення 𝐻 криптосистеми AJPS-1,
сформуємо рекомендацiї для алгоритмiв генерацiї ключiв Gen
криптосистем AJPS-1 та AJPS-2.
Твердження 2.1 (Рекомендацiї для алгоритму генерацiї ключiв
криптосистеми AJPS-1). Нехай в результатi застосування алгоритму
Gen криптосистеми AJPS-1 отримано 𝐺 — особистий ключ, 𝐹 —
секретний параметр криптосистеми, 𝐻 = 𝐹 ·𝐺−1 mod𝑀𝑛 — вiдкритий
ключ. Для захищеної роботи криптосистеми AJPS-1 необхiдно, щоб
значення 𝐹,𝐺 та 𝐻 задовольняли таким умовам:
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1) Хоча б одне з чисел 𝐹 та 𝐺 має бути бiльшим або рiвним
√
𝑀𝑛,






2) В бiнарному записi хоча б одного з чисел 𝐹 та 𝐺 одиницi не
згрупованi разом (є хоча б один нуль мiж ℎ одиницями), тобто
виконується умова:⎡⎢⎢⎣ 𝐹 ̸= 2𝑖 ·𝑀ℎ для деякого 𝑖 = 0, 𝑛− ℎ,
𝐺 ̸= 2𝑗 ·𝑀ℎ для деякого 𝑗 = 0, 𝑛− ℎ.
3) Число 𝐻 задовольняє таким умовам:
𝐻𝑎𝑚(𝐻) ̸= 1;
𝐻𝑎𝑚(𝐻−1 mod𝑀𝑛) ̸= 1.
Якщо хоча б одна з наведених умов не виконується, то необхiдно
повторно виконати кроки алгоритму Gen криптосистеми AJPS-1 для
генерацiї ключiв. Якщо усi наведенi умови виконуються, то отриманi
значення 𝐺 — особистого ключа та 𝐻 — вiдкритого ключа можна
використовувати для подальшої роботи криптосистеми.
Доведення. Пункт 1 отримано з умови атаки «Слабкий ключ».
Доведення пункту 3 наведено у [56]. Розглянемо обґрунтування пункту
2. Умовою застосування атаки з використанням алгоритму LLL є вимога,
щоб усi одиницi в двiйковому представленнi чисел 𝐹 та 𝐺 знаходились
згруповано. Оскiльки числа 𝐹 та 𝐺 мають вагу Хеммiнга ℎ, то ℎ одиниць
мають знаходитись поруч (без нулiв мiж ними) у двiйковому записi цих
чисел. Розглянемо число Мерсенна 𝑀ℎ = 2ℎ − 1. В двiйковому записi воно
має вигляд 11 . . . 1, причому одиниць рiвно ℎ. Таким чином, число 𝑀ℎ є
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одним з «слабких» значень для чисел 𝐹 , 𝐺. При множеннi на 2 отримаємо
2 ·𝑀ℎ mod𝑀𝑛 = 11 . . . 10,
тобто ще одне «слабке» значення для чисел 𝐹 та 𝐺. Оскiльки числа 𝐹 , 𝐺 за
умовою задачi MLHRSP є 𝑛-бiтовими, то максимальний степiнь двiйки, на
який можна домножити 𝑀ℎ для отримання «слабкого» значення, є 𝑛− ℎ,
оскiльки
2𝑛−ℎ ·𝑀ℎ mod𝑀𝑛 = 11 . . . 100 . . . 0
є 𝑛-бiтовим числом, яке мiстить рiвно ℎ одиниць та 𝑛−ℎ нулiв. При 𝑛−ℎ+1
отримаємо
2𝑛−ℎ+1 ·𝑀ℎ mod𝑀𝑛 = 1 . . . 100 . . . 01,
адже множення на степiнь двiйки за модулем числа Мерсенна є
циклiчним зсувом числа влiво [41]. Таким чином, число
2𝑛−ℎ+1 · 𝑀ℎ mod𝑀𝑛 не є «слабким» значенням, адже одиницi в його
двiйковому записi не є згрупованими.
Твердження 2.2 (Рекомендацiї для алгоритму генерацiї ключiв
криптосистеми AJPS-2). Нехай в результатi застосування алгоритму
Gen криптосистеми AJPS-2 отримано 𝐹 — особистий ключ та 𝐺 —
секретний параметр криптосистеми. Для захищеної роботи
криптосистеми AJPS-2 необхiдно, щоб значення 𝐹 та 𝐺 задовольняли
таким умовам:
1) В бiнарному записi хоча б одного з чисел 𝐹 та 𝐺 одиницi не
згрупованi разом (є хоча б один нуль мiж ℎ одиницями), тобто
виконується умова:⎡⎢⎢⎣ 𝐹 ̸= 2𝑖 ·𝑀ℎ для деякого 𝑖 = 0, 𝑛− ℎ,
𝐺 ̸= 2𝑗 ·𝑀ℎ для деякого 𝑗 = 0, 𝑛− ℎ.
2) Бiнарний запис чисел 𝐹 та 𝐺 не мiстить великi послiдовностi
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нулiв, тобто виконується умова:
𝐸𝐹 + 𝐸𝐺 < 𝑛,
де 𝐸𝑋 — довжина найбiльшої послiдовностi нулiв серед числа 𝑋 та
циклiчних зсувiв числа 𝑋 (найбiльша послiдовнiсть може формуватись
з старших та молодших бiтiв числа 𝑋 одночасно).
Якщо хоча б одна з наведених умов не виконується, то необхiдно
повторно виконати кроки алгоритму Gen криптосистеми AJPS-2 для
генерацiї ключiв. Якщо усi наведенi умови виконуються, то отриманi
значення 𝐹 та 𝐺 можна використовувати для подальшої роботи
криптосистеми.
Доведення. Доведення пункту 1 твердження 2.2 аналогiчне
доведенню пункту 2 твердження 2.1. Пункт 2 отримано з умови атаки зi
зведенням задачi MLHCSP до задачi ILP.
Зауваження. У пунктах 1 та 2 твердження 2.1 та у пунктi 1
твердження 2.2 описуються умови на вибiр значень 𝐹 та 𝐺 криптосистем
AJPS-1 та AJPS-2. При алгоритмi генерацiї ключiв обох криптосистем
числа 𝐹 та 𝐺 обираються незалежно та випадково з множини 𝐻𝑀𝑛,ℎ,
пiсля чого рекомендовано виконувати описанi перевiрки. Варто
зауважити, що не потрiбно «слабкi» значення виключати з множини
чисел, з якої випадково та незалежно обираються значення 𝐹 та 𝐺.
Оскiльки для атак необхiдно, щоб виконувались умови для обох чисел
одночасно, то якщо, узагальнюючи описанi умови на 𝐹,𝐺, обмежити
множину 𝐻𝑀𝑛,ℎ (тобто забезпечити виконання умов до генерацiї),
множина можливих значень 𝐹 , 𝐺 необґрунтовано зменшиться та, як
наслiдок, зменшиться час виконання повного перебору.
Ранiше було доведено, що криптосистема AJPS-1 вразлива до атаки
пiдмiни з незмiнним вiдкритим текстом при використаннi моделi
активного зловмисника [57]. Активний зловмисник може не лише
зчитувати усi шифротексти, якi передаються вiдкритим каналом зв’язку,
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а також, при успiшнiй атацi, може змiнювати шифротексти та
пiдмiнювати повiдомлення у каналi зв’язку непомiтно для отримувача
[58]. При атацi пiдмiни зловмисник перехоплює справжнiй шифротекст
вiд вiдправника та, використовуючи його, формує помилковий
шифротекст, пiсля чого вiдправляє його отримувачу. Атака пiдмiни
вважається успiшною, якщо отримувач прийняв повiдомлення за
допустиме [59].
Виявилось, що криптосистема AJPS-2 також вразлива до атаки
пiдмiни з використанням моделi активного зловмисника. Для її побудови
використовується властивiсть арифметики за модулем числа Мерсенна,
яка описана у наступнiй лемi.
Лема 2.1. Для довiльних чисел 𝐴,𝐵 ∈ {0, 1}𝑛, числа Мерсенна
𝑀𝑛 = 2










𝑋 — циклiчний зсув числа 𝑋 на 𝑟 позицiй влiво.
Доведення. Оскiльки операцiя циклiчного зсуву на 𝑟 позицiй за
модулем числа Мерсенна є еквiвалентом операцiї множення на 2𝑟 [41], то
значення
←−−−−−−−−−−−
𝐴+𝐵 mod𝑀𝑛 можна представити таким чином:
←−−−−−−−−−−−
𝐴+𝐵 mod𝑀𝑛 = (𝐴+𝐵) · 2𝑟 mod𝑀𝑛 =












що i потрiбно було довести.
Використовуючи лему 2.1, можемо побудувати атаку пiдмiни на
криптосистему AJPS-2. Розглянемо її далi.
Твердження 2.3. Атака пiдмiни з модифiкованим вiдкритим
текстом є успiшною для криптосистеми AJPS-2: маючи пару (𝐶1, 𝐶2),
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результат застосування операцiї циклiчного зсуву числа 𝐶1 на 𝑟
позицiй влiво, причому значення 𝑟 — довiльне натуральне число, яке
менше за 𝑛.
Доведення. Результатом алгоритму шифрування криптосистеми
AJPS-2 є пара чисел (𝐶1, 𝐶2), де
𝐶1 = 𝐴 ·𝑅 +𝐵1 mod𝑀𝑛,
𝐶2 = (𝐴 · 𝑇 +𝐵2 mod𝑀𝑛)⊕ ℰ(𝑚).
Значення 𝐴,𝐵1, 𝐵2 обираються з множини 𝐻𝑀𝑛,ℎ випадково та незалежно
при кожному застосуваннi алгоритму шифрування. Виконуючи циклiчний







Оскiльки вага Хеммiнга не змiнюється при циклiчному зсувi числа, то
←−
𝐵1
має таку ж вагу Хеммiнга, як число 𝐵1, тобто
←−
𝐵1 ∈ 𝐻𝑀𝑛,ℎ. Оскiльки
число 𝐵1 обирається випадково з множини 𝐻𝑀𝑛,ℎ при застосуваннi
алгоритму шифрування i використовується лише один раз при обчисленнi
значення 𝐶1, то використання значення
←−
𝐵1 замiсть 𝐵1 при обрахунку 𝐶1
не змiнює значення повiдомлення, яке буде отримане при розшифруваннi
(𝐶1, 𝐶2). Однак, використання значення
←−−−
𝐴 ·𝑅 замiсть 𝐴 · 𝑅 впливає на
розшифроване повiдомлення. Число 𝑅 — частина вiдкритого ключа
криптосистеми, тобто вiдоме зловмиснику значення, а число 𝐴 обирається
випадково з множини 𝐻𝑀𝑛,ℎ при кожному застосуваннi алгоритму
шифрування. Якщо вважати, що при обчисленнi циклiчного зсуву
значення 𝐴 ·𝑅 число 𝑅 залишається незмiнним, то маємо
←−−−
𝐴 ·𝑅 = 𝑌 ·𝑅,
де 𝑌 — деяке 𝑛-бiтове число, яке задовольняє заданiй умовi. Якщо число
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𝑌 має вагу Хеммiнга ℎ (хоча ймовiрнiсть цiєї подiї порiвняно мала), то
значення 𝐶*1 буде вiдповiдати коректному повiдомленню. Однак, навiть в
такому випадку атака буде успiшною, адже число 𝐴 використовується не
лише при обчисленнi 𝐶1, а i при обчисленнi 𝐶2. Таким чином, маємо:
(𝐶*1 , 𝐶2) = (𝑌 ·𝑅 +𝐵1, (𝐴 · 𝑇 +𝐵2)⊕ ℰ(𝑚)),
тобто при розшифруваннi (𝐶*1 , 𝐶2) буде отримано повiдомлення 𝑚
*,
𝑚* ̸= 𝑚.
Таким чином, побудована атака пiдмiни з використанням моделi
активного зловмисника на криптосистему AJPS-2 є бiльш ефективною,
нiж атака на AJPS-1, яка описана у [57], адже у випадку з AJPS-1 пiдмiна
шифротексту не змiнювала вихiдне повiдомлення. Отже, криптосистема
AJPS-2 не є стiйкою до атаки пiдмiни з використанням моделi активного
зловмисника.
2.2 Розробка модифiкацiї криптосистеми AJPS-1 шляхом
змiни метрики
Криптосистема AJPS при побудовi використовує операцiю
обчислення ваги Хеммiнга, зокрема коректнiсть розшифрування
криптосистеми AJPS-1 базується на спiввiдношеннях для ваги Хеммiнга
чисел за модулем числа Мерсенна, якi описано у лемi 1.1. Наступна
модифiкацiя демонструє та обґрунтовує можливiсть використання iнших
метрик, окрiм ваги Хеммiнга, у криптосистемi AJPS-1.
Введемо метрику 𝑂𝑆𝐷 (англ. One-side disbalance) таким чином:
𝑂𝑆𝐷(𝑋) = #1(𝑋)−#0(𝑋),
де #1(𝑋) позначає кiлькiсть одиниць у бiнарному записi числа 𝑋, а,
вiдповiдно, #0(𝑋) — кiлькiсть нулiв в 𝑋.
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Для чисел за модулем числа Мерсенна виконуються спiввiдношення,
описанi у наступнiй лемi.
Лема 2.2. Для довiльних чисел 𝐴,𝐵 ∈ {0, 1}𝑛 та числа Мерсенна
𝑀𝑛 = 2
𝑛 − 1, де 𝑛 ∈ N, виконуються такi спiввiдношення:
1) 𝑂𝑆𝐷(𝐴+𝐵 mod𝑀𝑛) 6 𝑂𝑆𝐷(𝐴) +𝑂𝑆𝐷(𝐵) + 𝑛;











3) 𝑂𝑆𝐷(−𝐴 mod𝑀𝑛) = −𝑂𝑆𝐷(𝐴).
Доведення. Необхiдно помiтити, що метрика 𝑂𝑆𝐷 може бути
представлена через метрику 𝐻𝑎𝑚 таким чином:
𝑂𝑆𝐷(𝑋) = 𝐻𝑎𝑚(𝑋)− (𝑛−𝐻𝑎𝑚(𝑋)) = 2 ·𝐻𝑎𝑚(𝑋)− 𝑛,
де 𝑋 — 𝑛-бiтове число.
1) Використовуючи описане спiввiдношення метрик 𝑂𝑆𝐷 та 𝐻𝑎𝑚 до
значення 𝑂𝑆𝐷(𝐴+𝐵 mod𝑀𝑛), маємо:
𝑂𝑆𝐷(𝐴+𝐵 mod𝑀𝑛) = 2 ·𝐻𝑎𝑚(𝐴+𝐵 mod𝑀𝑛)− 𝑛.
Застосовуючи пункт 1 леми 1.1, отримаємо:
𝑂𝑆𝐷(𝐴+𝐵 mod𝑀𝑛) 6 2 ·𝐻𝑎𝑚(𝐴) + 2 ·𝐻𝑎𝑚(𝐵)− 𝑛.
Знову використовуючи залежнiсть мiж метриками 𝐻𝑎𝑚 та 𝑂𝑆𝐷, маємо:
𝑂𝑆𝐷(𝐴+𝐵 mod𝑀𝑛) 6 2 ·𝐻𝑎𝑚(𝐴) +𝑂𝑆𝐷(𝐵) =
= 2 ·𝐻𝑎𝑚(𝐴)− 𝑛+ 𝑛+𝑂𝑆𝐷(𝐵) = 𝑂𝑆𝐷(𝐴) +𝑂𝑆𝐷(𝐵) + 𝑛.
2) Використовуючи спiввiдношення метрик 𝑂𝑆𝐷 та 𝐻𝑎𝑚 та пункт 2
леми 1.1, маємо:
𝑂𝑆𝐷(𝐴·𝐵 mod𝑀𝑛) = 2·𝐻𝑎𝑚(𝐴·𝐵 mod𝑀𝑛)−𝑛 6 2·𝐻𝑎𝑚(𝐴)·𝐻𝑎𝑚(𝐵)−𝑛.
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𝑂𝑆𝐷(𝐴 ·𝐵 mod𝑀𝑛) 6 2 ·
𝑂𝑆𝐷(𝐴) + 𝑛
2




𝑂𝑆𝐷(𝐴) ·𝑂𝑆𝐷(𝐵) + 𝑛 · (𝑂𝑆𝐷(𝐴) +𝑂𝑆𝐷(𝐵)) + 𝑛2
2
− 𝑛.
3) Застосовуючи пункт 3 леми 1.1 та залежнiсть значення 𝑂𝑆𝐷
деякого числа вiд його ваги Хеммiнга, отримаємо:
𝑂𝑆𝐷(−𝐴 mod𝑀𝑛) = 2 ·𝐻𝑎𝑚(−𝐴 mod𝑀𝑛)− 𝑛 =
= 2 · (𝑛−𝐻𝑎𝑚(𝐴))− 𝑛 = 𝑛−𝐻𝑎𝑚(𝐴) = −𝑂𝑆𝐷(𝐴).
Використовуючи описанi у лемi 2.2 результати можна побудувати
модифiкацiю криптосистеми AJPS-1, яка буде використовувати метрику
𝑂𝑆𝐷 замiсть ваги Хеммiнга. Розглянемо таку модифiкацiю далi.
1) Для генерацiї ключiв даної модифiкацiї використовується
алгоритм Gen криптосистеми AJPS-1. Слiд зауважити, що
𝑂𝑆𝐷(𝐹 ) = 𝑂𝑆𝐷(𝐺) = 2ℎ− 𝑛,
оскiльки за умовою AJPS-1 вага Хеммiнга чисел 𝐹 та 𝐺 дорiвнює ℎ. Для
зручностi позначимо 𝑞 = 2ℎ− 𝑛.
2) При шифруваннi використовується алгоритм Enc криптосистеми
AJPS-1. Зауважимо, що для значень 𝐴 та 𝐵, якi використовуються при
шифруваннi, аналогiчно як для чисел 𝐹 та 𝐺, виконується
𝑂𝑆𝐷(𝐴) = 𝑂𝑆𝐷(𝐵) = 𝑞.
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3) В алгоритмi розшифрування Dec даної модифiкацiї
криптосистеми AJPS-1 обчислюється значення 𝑠:
𝑠 = 𝑂𝑆𝐷(𝐶 ·𝐺 mod𝑀𝑛).
Тодi бiт 𝑏 визначається вiдповiдно до значення 𝑠 за таким спiввiдношенням:
𝑏 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, якщо 𝑠 6 (𝑛+ 𝑞)2 − 𝑛;
1, якщо 𝑠 > 𝑛− (𝑛+ 𝑞)2;
⊥, iнакше (випадок помилки розшифрування).
Коректнiсть розшифрування слiдує з леми 2.2.
Перевагою такої модифiкацiї є збiльшення множини значень, якi
приймає параметр 𝑠, вiдповiдно до якого в алгоритмi розшифрування
визначається бiт повiдомлення. Даний результат отримано
експериментально при серiї з 1000000 застосувань алгоритмiв
шифрування та розшифрування криптосистеми AJPS-1 та її побудованої
модифiкацiї при фiксованих значеннях ключiв. Вiдкритий та особистий
ключi були отриманi внаслiдок застосування алгоритму генерацiї ключiв
кожної з криптосистем. Таким чином, кiлькiсть значень 𝑠 модифiкацiї
AJPS-1 з використанням метрики 𝑂𝑆𝐷 бiльша за кiлькiсть значень 𝑑
криптосистеми AJPS-1. Отриманi результати продемонстровано в
таблицi 2.1 та на рисунках 2.1, 2.2, 2.3 та 2.4.
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Таблиця 2.1 – Довжини iнтервалiв, яким належать значення 𝑑
криптосистеми AJPS-1 та значення 𝑠 модифiкацiї криптосистеми AJPS-1,
яка використовує метрику𝑂𝑆𝐷, при серiї з 1000000 застосувань алгоритмiв
шифрування та розшифрування при фiксованих значеннях ключiв
𝑛 ℎ Метрика, що Довжина iнтервалу Довжина iнтервалу
застосовується значення 𝑑 значення 𝑑
















Зауваження. Довжина iнтервалу обчислювалась як рiзниця
максимального та мiнiмального значень серед отриманих результатiв.
На рисунках 2.1 та 2.2 зображено розподiл значення 𝑑 при
застосуваннi алгоритму розшифрування криптосистеми AJPS-1 та
розподiл значення 𝑠 модифiкацiї криптосистеми AJPS-1 з використанням
метрики 𝑂𝑆𝐷 вiдповiдно при параметрах 𝑛 = 9689, ℎ = 49 та значеннi
бiту 𝑏 = 0. На рисунках 2.3 та 2.4 зображено розподiл 𝑑 та 𝑠 при
параметрах 𝑛 = 9689, ℎ = 49 та при значеннi бiту 𝑏 = 1.
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Рисунок 2.1 – Розподiл значення 𝑑 криптосистеми AJPS-1 при
параметрах 𝑛 = 9689, ℎ = 49 та значеннi бiту 𝑏 = 0
Рисунок 2.2 – Розподiл значення 𝑠 модифiкацiї криптосистеми AJPS-1 з
використанням метрики 𝑂𝑆𝐷 при 𝑛 = 9689, ℎ = 49 та 𝑏 = 0
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Рисунок 2.3 – Розподiл значення 𝑑 криптосистеми AJPS-1 при
параметрах 𝑛 = 9689, ℎ = 49 та значеннi бiту 𝑏 = 1
Рисунок 2.4 – Розподiл значення 𝑠 модифiкацiї криптосистеми AJPS-1 з
використанням метрики 𝑂𝑆𝐷 при 𝑛 = 9689, ℎ = 49 та 𝑏 = 1
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Зауваження. Графiки розподiлу значення 𝑑 криптосистеми
AJPS-1 та розподiлу значення 𝑠 модифiкацiї AJPS-1 з використанням
метрики 𝑂𝑆𝐷 для iнших рекомендованих вiдповiдно таблицi 2.5 значень
параметрiв 𝑛 та ℎ наведенi у додатку Б.1.
Значення 𝑑 криптосистеми AJPS-1 та значення 𝑠 модифiкацiї
криптосистеми AJPS-1 з використанням метрики 𝑂𝑆𝐷 є випадковими
величинами з нормальним розподiлом. Однак, на рисунках 2.1, 2.2, 2.3
та 2.4 бачимо, що при змiнi метрики в AJPS-1 дисперсiя випадкової
величини збiльшується, тобто множина можливих значень параметра 𝑠
бiльша нiж множина можливих значень параметра 𝑑.
Таким чином, описана модифiкацiя криптосистеми AJPS-1 з
використанням метрики 𝑂𝑆𝐷 має перевагу у порiвняннi з AJPS-1, адже
через невелику кiлькiсть значень параметра 𝑑 криптосистеми AJPS-1
можуть бути успiшнi атаки на основi вiдомих шифротекстiв, якi
направленi на визначення особистого ключа 𝐺.
2.3 Узагальнення властивостей арифметики за модулем
числа Мерсенна
Як вже було сказано ранiше, арифметика за модулем числа
Мерсенна володiє багатьма перевагами для застосування у криптографiї
завдяки iснуванню ефективних алгоритмiв обчислення трудомiстких
операцiй. Такi алгоритми часто узагальнюються на випадок бiльших
класiв чисел, зокрема узагальнених чисел Мерсенна. Таким чином,
iснують алгоритми швидкого обчислення редукцiї [5, 8, 9, 10, 60] та
множення двох чисел [8, 10] за модулем узагальненого числа Мерсенна.
Розглянемо два класи чисел, що є узагальненнями чисел
Мерсенна — числа 𝐺𝑀𝑛,𝑚 = 2𝑛 − 2𝑚 − 1, де 𝑛,𝑚 ∈ N, 𝑛 > 𝑚, та числа
Кренделла (iнша назва — псевдомерсенiвськi числа).
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Означення 2.1 ([6]). Числом Кренделла називається число
𝐶𝑅𝑛,𝑐 = 2
𝑛 − 𝑐 для деяких констант 𝑛 ∈ N та 𝑐 ∈ Z, причому log2 𝑐 6 𝑛2 .
В рамках даної роботи будемо розглядати числа Кренделла
𝐶𝑅𝑛,𝑐 = 2
𝑛 − 𝑐, де параметр 𝑐 належить класу натуральних чисел,
тобто 𝑐 ∈ N.
Очевидно, що клас узагальнених чисел Мерсенна 𝐺𝑀𝑛,𝑚
включається в клас чисел Кренделла, адже узагальненi числа Мерсенна
𝐺𝑀𝑛,𝑚 — це числа Кренделла при параметрi 𝑐 = 2𝑚 − 1 для деякого
числа 𝑚 ∈ N, 𝑚 < 𝑛.
Оскiльки коректнiсть розшифрування криптосистеми AJPS-1
ґрунтується на спiввiдношеннях для ваги Хеммiнга суми, добутку чисел
та оберненого елемента вiдносно операцiї додавання за модулем числа
Мерсенна, якi описано у лемi 1.1, то для можливого узагальнення
криптосистеми AJPS-1 шляхом застосування iнших класiв чисел потрiбно
використовувати аналогiчнi залежностi ваги Хеммiнга, але за модулем
чисел, якi є узагальненнями чисел Мерсенна. Такi спiввiдношення
описано в наступних теоремах.
У теоремi 2.1 визначено спiввiдношення для обчислення ваги
Хеммiнга суми двох чисел за модулем узагальненого числа Мерсенна
𝐺𝑀𝑛,𝑚,𝑘 виду
𝐺𝑀𝑛,𝑚,𝑘 = 2
𝑛 − 2𝑚 − 1− 𝑘,
де 𝑛,𝑚, 𝑘 ∈ N, причому 𝑛 > 𝑚 та 𝑘 < 2𝑛 − 2𝑚 − 1.
Очевидно, що числа 𝐺𝑀𝑛,𝑚,𝑘 є узагальненням чисел 𝐺𝑀𝑛,𝑚, адже
числа 𝐺𝑀𝑛,𝑚 — це числа 𝐺𝑀 при значеннi параметра 𝑘 = 0. Таким чином,
𝐺𝑀𝑛,𝑚,𝑘 = 𝐺𝑀𝑛,𝑚−𝑘. Зокрема, можна розглядати числа 𝐺𝑀𝑛,𝑚,𝑘 як числа
Кренделла при 𝑐 = 2𝑚 + 1 + 𝑘 для параметрiв 𝑘,𝑚 ∈ N, 𝑚 < 𝑛.
Теорема 2.1. Нехай 𝐺𝑀𝑛,𝑚,𝑘 — узагальнене число Мерсенна виду
𝐺𝑀𝑛,𝑚,𝑘 = 2
𝑛−2𝑚−1−𝑘, де 𝑛,𝑚, 𝑘 ∈ N, 𝑛 > 𝑚 i 𝑘 < 2𝑛−2𝑚−1, та нехай
є два 𝑛-бiтових числа 𝐴, 𝐵 таких, що 𝐴 6 𝐺𝑀𝑛,𝑚,𝑘 та 𝐵 6 𝐺𝑀𝑛,𝑚,𝑘. Тодi
виконується таке спiввiдношення для ваги Хеммiнга суми чисел 𝐴 та 𝐵
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за модулем 𝐺𝑀𝑛,𝑚,𝑘:
𝐻𝑎𝑚(𝐴+𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) 6 𝐻𝑎𝑚(𝐴) +𝐻𝑎𝑚(𝐵) + 𝑘.
Доведення. Доведення даної теореми наведено у Додатку А.
Теорема 2.2 описує спiввiдношення для ваги Хеммiнга добутку двох
чисел за модулем узагальненого числа Мерсенна за умови, що одне з цих
чисел є степенем двiйки.
Теорема 2.2. Нехай 𝐺𝑀𝑛,𝑚,𝑘 — узагальнене число Мерсенна виду
𝐺𝑀𝑛,𝑚,𝑘 = 2
𝑛 − 2𝑚 − 1 − 𝑘, де 𝑛,𝑚, 𝑘 ∈ N, 𝑛 > 𝑚 i 𝑘 < 2𝑛 − 2𝑚 − 1, та
нехай 𝐴 — 𝑛-бiтове число таке, що 𝐴 6 𝐺𝑀𝑛,𝑚,𝑘. Тодi виконуються такi
спiввiдношення для ваги Хеммiнга:
1) 𝐻𝑎𝑚(2 · 𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘) 6 𝐻𝑎𝑚(𝐴) + 𝑘;
2) 𝐻𝑎𝑚(2𝑟 · 𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘) 6
6 𝐻𝑎𝑚(𝐴) + 𝑘 ·min(𝐻𝑎𝑚(𝐴), 𝑟) + 1(𝑟 > 𝑛−𝑚) · (𝑟 − 𝑛+𝑚),
де 𝑟 ∈ N, 1(𝐴) — iндикатор подiї 𝐴, тобто 1(𝐴) = 1, якщо подiя 𝐴
виконується, i 1(𝐴) = 0, якщо нi.
Доведення. Доведення даної теореми наведено у Додатку А.
У теоремi 2.3 описано спiввiдношення для ваги Хеммiнга добутку
двох чисел за модулем числа 𝐺𝑀𝑛,𝑚,𝑘.
Теорема 2.3. Нехай 𝐺𝑀𝑛,𝑚,𝑘 — узагальнене число Мерсенна виду
𝐺𝑀𝑛,𝑚,𝑘 = 2
𝑛−2𝑚−1−𝑘, де 𝑛,𝑚, 𝑘 ∈ N, 𝑛 > 𝑚 i 𝑘 < 2𝑛−2𝑚−1, та нехай
є два 𝑛-бiтових числа 𝐴,𝐵 таких, що 𝐴 6 𝐺𝑀𝑛,𝑚,𝑘 та 𝐵 6 𝐺𝑀𝑛,𝑚,𝑘. Тодi
виконується таке спiввiдношення для ваги Хеммiнга добутку двох чисел
за модулем 𝐺𝑀𝑛,𝑚,𝑘:
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) 6
6 (𝑘 + 1) ·𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) + min(𝐻𝑎𝑚(𝐴), 𝐻𝑎𝑚(𝐵)) + 𝑚(𝑚− 1)
2
.
Доведення. Доведення даної теореми представлено у додатку А.
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У теоремах 2.1 та 2.3 описанi спiввiдношення для ваги Хеммiнга суми
та добутку чисел за модулем узагальненого числа Мерсенна 𝐺𝑀𝑛,𝑚,𝑘, якi
є узагальненням чисел 𝐺𝑀𝑛,𝑚 та 𝐶𝑅𝑛,𝑐. Змiнюючи значення параметра
𝑘, отримаємо спiввiдношення ваги Хеммiнга чисел за модулем 𝐺𝑀𝑛,𝑚 та
𝐶𝑅𝑛,𝑐.
Наслiдок 2.1. Якщо у числi 𝐺𝑀𝑛,𝑚,𝑘 параметр 𝑘 дорiвнює 0, то
отримаємо числа 𝐺𝑀𝑛,𝑚. Таким чином, маємо такi спiввiдношення для
ваги Хеммiнга суми та добутку чисел за модулем числа 𝐺𝑀𝑛,𝑚:
1) 𝐻𝑎𝑚(𝐴+𝐵 mod 𝐺𝑀𝑛,𝑚) 6 𝐻𝑎𝑚(𝐴) +𝐻𝑎𝑚(𝐵);
2) 𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚) 6
6 𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) + min(𝐻𝑎𝑚(𝐴), 𝐻𝑎𝑚(𝐵)) + 𝑚(𝑚− 1)
2
.
Наслiдок 2.2. Якщо у числi Кренделла 𝐶𝑅𝑛,𝑐 = 2𝑛 − 𝑐 обирати
константу 𝑐 як 2𝑚 + 1 + 𝑘, де 𝑚, 𝑘 ∈ N, 𝑚 < 𝑛 та 𝑘 < 2𝑛 − 2𝑚 − 1, то
виконуються такi спiввiдношення для ваги Хеммiнга суми та добутку
чисел за модулем числа Кренделла визначеного виду:
1) 𝐻𝑎𝑚(𝐴+𝐵 mod 𝐺𝑀𝑛,𝑚) 6 𝐻𝑎𝑚(𝐴) +𝐻𝑎𝑚(𝐵) + 𝑐− 2𝑚 − 1;
2) 𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚) 6
6 (𝑐− 2𝑚) ·𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) + min(𝐻𝑎𝑚(𝐴), 𝐻𝑎𝑚(𝐵)) + 𝑚(𝑚− 1)
2
.
У теоремi 2.4 визначається спiввiдношення для ваги Хеммiнга
оберненого елемента вiдносно операцiї додавання за модулем
узагальненого числа Мерсенна 𝐺𝑀𝑛,𝑚 = 2𝑛 − 2𝑚 − 1, де 𝑛,𝑚 ∈ N, 𝑚 < 𝑛.
Теорема 2.4. Для узагальненого числа Мерсенна
𝐺𝑀𝑛,𝑚 = 2
𝑛 − 2𝑚 − 1, де 𝑛,𝑚 ∈ N, 𝑚 < 𝑛, та 𝑛-бiтового числа
𝐴 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎1 𝑎0, де 𝑎𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1, такого, що
𝐴 6 𝐺𝑀𝑛,𝑚, виконується:
1) якщо 𝑎𝑚 = 0, то
𝐻𝑎𝑚(−𝐴 mod 𝐺𝑀𝑛,𝑚) = 𝑛− 1−𝐻𝑎𝑚(𝐴);
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2) якщо 𝑎𝑚 = 1, то
𝐻𝑎𝑚(−𝐴 mod 𝐺𝑀𝑛,𝑚) = 𝑙 −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ2) +𝑚−𝐻𝑎𝑚(ℎ3),
де 𝐴 = ℎ1 || ℎ2 || ℎ3, причому:
а) |ℎ3| = 𝑚, тобто ℎ3 включає молодшi 𝑚 бiтiв числа 𝐴:
ℎ3 = 𝑎𝑚−1 𝑎𝑚−2 . . . 𝑎1 𝑎0;
б) ℎ2 = 𝑎𝑘 𝑎𝑘−1 . . . 𝑎𝑚, де 𝑘 = min
𝑖
{𝑎𝑖 = 0 | 𝑎𝑗 = 1,𝑚 6 𝑗 < 𝑖},
тобто ℎ2 мiстить бiти починаючи з 𝑎𝑚 та до першого нуля, який
зустрiнеться пiсля 𝑎𝑚, включно;
в) ℎ1 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎𝑘, де 𝑘 — iндекс з минулого пункту; 𝑙 —
довжина числа ℎ1, тобто |ℎ1| = 𝑙.
Доведення. Доведення даної теореми наведено у додатку А.
Теорема 2.5 описує спiввiдношення для обчислення ваги Хеммiнга
оберненого елемента вiдносно операцiї додавання за модулем числа
Кренделла 𝐶𝑅𝑛,𝑐.
Теорема 2.5. Нехай заданi число Кренделла 𝐶𝑅𝑛,𝑐 = 2𝑛 − 𝑐, де
𝑛, 𝑐 ∈ N, та 𝑛-бiтове число 𝐴. Визначимо такi позначення:
𝐴 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎1 𝑎0;
𝐶𝑅𝑛,𝑐 = 𝑟𝑛−1 𝑟𝑛−2 . . . 𝑟1 𝑟0;
𝐵 = −𝐴 mod 𝐶𝑅𝑛,𝑐 = 𝑏𝑛−1 𝑏𝑛−2 . . . 𝑏1 𝑏0,
де 𝑎𝑖, 𝑟𝑖, 𝑏𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1. Тодi вага Хеммiнга оберненого до 𝐴
елемента вiдносно операцiї додавання за модулем 𝐶𝑅𝑛,𝑐 (тобто вага
Хеммiнга числа 𝐵) обчислюється таким чином:
1) якщо число 𝑎⌈log2 𝑐⌉−1 . . . 𝑎1 𝑎0 менше за 𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0, то:
𝐻𝑎𝑚(−𝐴 mod 𝐶𝑅𝑛,𝑐) = 𝑛− ⌈log2 𝑐⌉ −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ*2), де
а) 𝐴 = ℎ1 || ℎ2, причому ℎ2 — молодшi ⌈log2 𝑐⌉ бiтiв числа 𝐴;
66
б) 𝐵 = −𝐴 mod 𝐶𝑅𝑛,𝑐 = ℎ*1 || ℎ*2, аналогiчно, ℎ*2 складається з
⌈log2 𝑐⌉ молодших бiтiв числа 𝐵;
2) якщо ж число 𝑎⌈log2 𝑐⌉−1 . . . 𝑎1 𝑎0 є бiльшим за число
𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0, то:
𝐻𝑎𝑚(−𝐴 mod 𝐶𝑅𝑛,𝑐) = 𝑛−⌈log2 𝑐⌉−|ℎ2|−𝐻𝑎𝑚(ℎ1)+𝐻𝑎𝑚(ℎ2)+𝐻𝑎𝑚(ℎ*3), де
а) 𝐴 = ℎ1 || ℎ2 || ℎ3, причому:
– ℎ3 — молодшi ⌈log2 𝑐⌉ бiтiв числа 𝐴;
– ℎ2 мiстить бiти числа 𝐴 починаючи з ⌈log2 𝑐⌉ бiту та до першого
нуля, який зустрiнеться пiсля 𝑎⌈log2 𝑐⌉−1;
– |ℎ2| — кiлькiсть бiтiв у числi ℎ2;
– ℎ1 — старшi бiти, що залишились, тобто ℎ1 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎𝑤,
де 𝑎𝑤−1 — старший бiт ℎ2;
б) 𝐵 = −𝐴 mod 𝐶𝑅𝑛,𝑐 = ℎ*1 || ℎ*2 || ℎ*3, де ℎ*3 — молодшi ⌈log2 𝑐⌉
бiтiв числа 𝐵.
Доведення. Доведення даної теореми представлено у Додатку А.
Недолiком спiввiдношень, що представленi у теоремi 2.5, є те, що
для обчислення ваги Хеммiнга оберненого елемента вiдносно операцiї
додавання за модулем числа Кренделла необхiдно знайти частину бiтiв
його значення, а саме ⌈log2 𝑐⌉ молодших бiтiв. Тому модифiкуємо
спiввiдношення теореми 2.5 таким чином, щоб отримати оцiнки ваги
Хеммiнга оберненого елемента вiдносно операцiї додавання за модулем
числа Кренделла, якi б залежали лише вiд ваги Хеммiнга початкового
числа. Отриманий результат представлено у теоремi 2.6.
Теорема 2.6. Нехай задано число Кренделла 𝐶𝑅𝑛,𝑐 = 2𝑛 − 𝑐, де
𝑛, 𝑐 ∈ N, та 𝑛-бiтове число 𝐴 таке, що 𝐴 6 𝐶𝑅𝑛,𝑐. Введено такi
позначення:
𝐴 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎1 𝑎0;
𝐶𝑅𝑛,𝑐 = 𝑟𝑛−1 𝑟𝑛−2 . . . 𝑟1 𝑟0,
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де 𝑎𝑖, 𝑟𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1. Тодi для ваги Хеммiнга оберненого числа
до 𝐴 вiдносно операцiї додавання виконуються такi спiввiдношення:
1) якщо число 𝑎⌈log2 𝑐⌉−1 . . . 𝑎1 𝑎0 менше за 𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0, то:
𝑛− ⌈log2 𝑐⌉ −𝐻𝑎𝑚(ℎ1) 6 𝐻𝑎𝑚(−𝐴 mod 𝐶𝑅𝑛,𝑐) 6 𝑛−𝐻𝑎𝑚(ℎ1),
де 𝐴 = ℎ1 || ℎ2, причому ℎ2 — молодшi ⌈log2 𝑐⌉ бiтiв числа 𝐴.
2) якщо ж число 𝑎⌈log2 𝑐⌉−1 . . . 𝑎1 𝑎0 є бiльшим за число
𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0, то:
|ℎ1| −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ2) 6 𝐻𝑎𝑚(−𝐴 mod 𝐶𝑅𝑛,𝑐) 6
6 𝑛− |ℎ2| −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ2),
де 𝐴 = ℎ1 || ℎ2 || ℎ3, причому:
– ℎ3 — молодшi ⌈log2 𝑐⌉ бiтiв числа 𝐴;
– ℎ2 мiстить бiти числа 𝐴 починаючи з ⌈log2 𝑐⌉ бiту та до першого
нуля, який зустрiнеться пiсля 𝑎⌈log2 𝑐⌉−1;
– |ℎ2| — кiлькiсть бiтiв у числi ℎ2;
– ℎ1 — старшi бiти, що залишились, тобто ℎ1 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎𝑤,
де 𝑎𝑤−1 — старший бiт ℎ2.
Доведення. Нерiвностi отримуються очевидно з теореми 2.5,
враховуючи, що ℎ*2 з пункту 1 матиме мiнiмальну вагу Хеммiнга 0 у
випадку, коли ℎ*2 = 00 . . . 0, та максимальну вагу Хеммiнга, що дорiвнює
⌈log2 𝑐⌉, у випадку ℎ*2 = 11 . . . 1. Аналогiчнi оцiнки виконуються для
мiнiмальної та максимальної ваги Хеммiнга числа ℎ*3 з пункту 2.
Застосовуючи отриманi спiввiдношення для ваги Хеммiнга суми та
добутку двох чисел за модулем узагальненого числа Мерсенна, а також
ваги Хеммiнга оберненого елементу вiдносно операцiї додавання за
модулем узагальненого числа Мерсенна, можна побудувати
криптопримiтиви на основi AJPS-1 або AJPS-2 з використанням
арифметики за модулем узагальненого числа Мерсенна.
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2.4 Побудова модифiкацiй криптосистеми AJPS-1 шляхом
використання iнших класiв чисел
Запропонованi криптопримiтиви є модифiкацiями криптосистеми
AJPS-1, яка використовує арифметику за модулем числа Мерсенна. При
побудовi криптопримiтивiв процедури шифрування, розшифрування та
генерацiї ключiв криптосистеми AJPS-1 були видозмiненi так, щоб було
можливим застосування iнших класiв модулiв, окрiм класу чисел
Мерсенна.
Модифiкацiя криптосистеми AJPS-1 з використанням
арифметики за модулем узагальненого числа Мерсенна 𝐺𝑀𝑛,𝑚
Побудована модифiкацiя, як i криптосистема AJPS-1, дозволяє
зашифрувати один бiт повiдомлення, тобто вiдкритим текстом є число
𝑏 ∈ {0, 1}. Вiдкритими параметрами криптосистеми є узагальнене число
Мерсенна 𝐺𝑀𝑛,𝑚 = 2𝑛 − 2𝑚 − 1, де 𝑛,𝑚 ∈ N та 𝑛 > 𝑚, параметр
захищеностi 𝜆, який задається при побудовi криптосистеми, i число ℎ, яке
задовольняє умовам 𝐶ℎ𝑛 > 2
𝜆 та 4ℎ2 < 𝑛 6 16ℎ2.
Позначимо𝐻𝐺𝑛,𝑚,ℎ множину лишкiв за модулем узагальненого числа
Мерсенна 𝐺𝑀𝑛,𝑚, якi мають вагу Хеммiнга ℎ, тобто
𝐻𝐺𝑛,𝑚,ℎ = {𝑥 ∈ {0, 1}𝑛 : 𝑥 < 𝐺𝑀𝑛,𝑚, 𝐻𝑎𝑚(𝑥) = ℎ}.
Розглянемо алгоритми генерацiї ключiв, шифрування та
розшифрування модифiкацiї криптосистеми AJPS-1 з використанням
арифметики за модулем числа 𝐺𝑀𝑛,𝑚.
1) Генерацiя ключiв вiдбувається аналогiчно до алгоритму Gen
криптосистеми AJPS-1, застосовуючи клас узагальнених чисел Мерсенна
в ролi модуля.
а) Числа 𝐹 та 𝐺 обираються випадково та незалежно з
множини 𝐻𝐺𝑛,𝑚,ℎ.
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б) Особистим ключем є число 𝐺, а вiдкритим ключем — число 𝐻,
що обчислюється за таким спiввiдношенням
𝐻 = 𝐹 ·𝐺−1 mod 𝐺𝑀𝑛,𝑚.
2) Алгоритм Enc даної модифiкацiї полягає у наступному.
а) З множини 𝐻𝐺𝑛,𝑚,ℎ незалежно та рiвноймовiрно обираються
два числа 𝐴 та 𝐵.
б) Виконується перевiрка таких двох умов:
𝐻𝑎𝑚(𝐴+𝐵 mod 𝐺𝑀𝑛,𝑚) > |𝐻𝑎𝑚(𝐴)−𝐻𝑎𝑚(𝐵)|;
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚) > |𝐻𝑎𝑚(𝐴)−𝐻𝑎𝑚(𝐵)|.
Якщо хоча б одна з умов не виконується, то потрiбно повернутись на
крок а) та обрати значення 𝐴 та 𝐵 ще раз.
Експериментально було встановлено, що при значеннях чисел 𝑛 та ℎ,
якi визначенi в таблицi 1.1, ймовiрнiсть того, що випадково обранi числа 𝐴
та 𝐵 з множини 𝐻𝐺𝑛,𝑚,ℎ будуть задовольняти наведеним умовам, дорiвнює
0.988, отже, необхiднi умови для коректної роботи криптосистеми не значно
обмежують вибiр параметрiв 𝐴 та 𝐵.
в) Бiт 𝑏 зашифровується за формулою:
𝐶 = 𝐴 ·𝐻 + (−1)𝑏 ·𝐵 mod 𝐺𝑀𝑛,𝑚.
г) Шифротекст 𝐶 передається вiдкритим каналом зв’язку.
3) Алгоритм Dec розшифрування шифротексту 𝐶 складається з
наступних крокiв.
а) Обчислюється значення 𝑑 за таким спiввiдношенням:
𝑑 = 𝐻𝑎𝑚(𝐶 ·𝐺 mod 𝐺𝑀𝑛,𝑛).
б) Бiт початкового повiдомлення 𝑏 визначається вiдповiдно до
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значення 𝑑 за таким спiввiдношенням:
𝑏 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, якщо 𝑑 6 2ℎ2 + 2ℎ+𝑚(𝑚− 1);
1, якщо виконується умова 1;
⊥, iнакше (випадок помилки розшифрування),
де умовi 1 вiдповiдає виконання спiввiдношень:
𝑑 >
⎧⎪⎨⎪⎩𝑛− 2ℎ− 1, при 𝑔𝑚 = 0;|ℎ1| −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ2) +𝑚−𝐻𝑎𝑚(ℎ3)− ℎ, при 𝑔𝑚 = 1.
При цьому особистий ключ 𝐺 є 𝑛-бiтовим числом виду
𝐺 = 𝑔𝑛−1 𝑔𝑛−2 . . . 𝑔1 𝑔0,
де 𝑔𝑚 — 𝑚-ий бiт числа 𝐺, та 𝐺 = ℎ1 || ℎ2 || ℎ3, причому:
– |ℎ3| = 𝑚, тобто ℎ3 = 𝑔𝑚−1 𝑔𝑚−2 . . . 𝑔1 𝑔0, отже, ℎ3 включає молодшi
𝑚 бiтiв числа 𝐺;
– ℎ2 = 𝑔𝑘 𝑔𝑘−1 . . . 𝑔𝑚, де 𝑘 = min
𝑖
{𝑔𝑖 = 0 | 𝑔𝑗 = 1,𝑚 6 𝑗 < 𝑖}, тобто ℎ2
мiстить бiти починаючи з 𝑔𝑚 та до першого нуля, який зустрiнеться пiсля
𝑔𝑚, включно;
– ℎ1 = 𝑔𝑛−1 𝑔𝑛−2 . . . 𝑔𝑘, де 𝑘 — iндекс з минулого пункту.
Коректнiсть розшифрування слiдує з теореми 2.4 та наслiдку 2.1 з
теорем 2.1 i 2.3.
Стiйкiсть описаної модифiкацiї криптосистеми AJPS-1 базується на
складностi задачi GMLHRSP (Задача дiлення чисел з малою вагою
Хеммiнга за модулем узагальненого числа Мерсенна, англ. Generalized
Mersenne Low Hamming Ratio Search Problem).
Означення 2.2 (Задача GMLHRSP). Маючи узагальнене число
Мерсенна 𝐺𝑀𝑛,𝑚 = 2𝑛 − 2𝑚 − 1, де 𝑚 ∈ N,𝑚 < 𝑛, 𝑛-бiтове число 𝐻 i цiле
число ℎ, знайти два 𝑛-бiтових числа 𝐹 та 𝐺, кожне з яких має вагу
71
Хеммiнга ℎ, таких, що
𝐻 = 𝐹 ·𝐺−1 mod 𝐺𝑀𝑛,𝑚.
Розглянемо iнше узагальнення криптосистеми AJPS-1, а саме
модифiкацiю криптосистеми AJPS-1 з використанням числа Кренделла в
якостi модуля.
Модифiкацiя криптосистеми AJPS-1 з використанням
арифметики за модулем числа Кренделла 𝐶𝑅𝑛,𝑐
Дана модифiкацiя аналогiчна попереднiй розглянутiй модифiкацiї з
незначними змiнами. Вiдкритим текстом є число 𝑏 ∈ {0, 1}. При побудовi
криптосистеми задається параметр захищеностi 𝜆. Вiдкритими
параметрами криптосистеми є числа 𝐶𝑅𝑛,𝑐 = 2𝑛 − 𝑐, де 𝑛 ∈ N,
𝑐 = 2𝑚 + 1 + 𝑘, причому 𝑚, 𝑘 ∈ N i 𝑙𝑜𝑔2(2𝑚 + 1 + 𝑘) 6 𝑛2 , та число ℎ, яке
задовольняє умовам 𝐶ℎ𝑛 > 2
𝜆 та 4ℎ2 < 𝑛 6 16ℎ2.
Позначимо 𝐻𝐶𝑛,𝑐,ℎ множину лишкiв за модулем числа Кренделла
𝐶𝑅𝑛,𝑐, якi мають вагу Хеммiнга ℎ, тобто
𝐻𝐶𝑛,𝑐,ℎ = {𝑥 ∈ {0, 1}𝑛 : 𝑥 < 𝐶𝑅𝑛,𝑐, 𝐻𝑎𝑚(𝑥) = ℎ}.
1) Генерацiя ключiв вiдбувається вiдповiдно до алгоритму Gen
криптосистеми AJPS-1, застосовуючи iнший клас чисел в ролi модуля.
а) Числа 𝐹 , 𝐺 обираються випадково i незалежно з
множини 𝐻𝐶𝑛,𝑐,ℎ.
б) Особистим ключем є число 𝐺, а вiдкритим ключем — число 𝐻,
що обчислюється за таким спiввiдношенням:
𝐻 = 𝐹 ·𝐺−1 mod 𝐶𝑅𝑛,𝑐.
2) Алгоритм Enc даної модифiкацiї полягає у послiдовному
виконаннi таких крокiв.
а) З множини𝐻𝐶𝑛,𝑐,ℎ незалежно та рiвноймовiрно обираються два
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числа 𝐴 та 𝐵.
б) Виконується перевiрка таких двох умов:
𝐻𝑎𝑚(𝐴+𝐵 mod 𝐶𝑅𝑛,𝑐) > |𝐻𝑎𝑚(𝐴)−𝐻𝑎𝑚(𝐵)|;
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐶𝑅𝑛,𝑐) > |𝐻𝑎𝑚(𝐴)−𝐻𝑎𝑚(𝐵)|.
Якщо хоча б одна з наведених умов не виконується, то потрiбно
повернутись на крок а) та почати процедуру шифрування спочатку.
Експериментально було встановлено, що при визначених у таблицi 1.1
значеннях параметрiв 𝑛 та ℎ, ймовiрнiсть того, що випадково обранi з
множини 𝐻𝐶𝑛,𝑐,ℎ числа 𝐴 та 𝐵 будуть задовольняти наведеним умовам,
дорiвнює 0.99, отже, необхiднi умови для коректної роботи криптосистеми
не значно обмежують вибiр параметрiв 𝐴 та 𝐵.
в) Шифротекст 𝐶, що вiдповiдає бiту 𝑏, обчислюється так:
𝐶 = 𝐴 ·𝐻 + (−1)𝑏 ·𝐵 mod 𝐶𝑅𝑛,𝑐.
г) Шифротекст 𝐶 передається вiдкритим каналом зв’язку.
3) Алгоритм Dec розшифрування шифротексту 𝐶 полягає у
послiдовному виконаннi таких крокiв.
а) Обчислюється значення 𝑑 за такою формулою:
𝑑 = 𝐻𝑎𝑚(𝐶 ·𝐺 mod 𝐶𝑅𝑛,𝑐).
б) Бiт 𝑏 визначається вiдповiдно до значення 𝑑 таким чином:
𝑏 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, якщо 𝑑 6 (𝑐− 2𝑚) · (2ℎ2 + 1) + 2ℎ+𝑚(𝑚− 1)− 1;
1, якщо виконується умова 2;
⊥, iнакше (випадок помилки розшифрування),
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де умовi 2 вiдповiдає виконання спiввiдношень:
𝑑 >
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
𝑛− ⌈log2 𝑐⌉ −𝐻𝑎𝑚(𝑥1)− ℎ, у випадку, якщо 𝑔⌈log2 𝑐⌉−1 . . . 𝑔1 𝑔0
менше за число 𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0;
|𝑦1| −𝐻𝑎𝑚(𝑦1) +𝐻𝑎𝑚(𝑦2)− ℎ, у випадку, якщо 𝑔⌈log2 𝑐⌉−1 . . . 𝑔1 𝑔0
є бiльшим за число 𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0.
Причому:
– число Кренделла 𝐶𝑅𝑛,𝑐 у двiйковому представленнi має вигляд
𝐶𝑅𝑛,𝑐 = 𝑟𝑛−1 . . . 𝑟1 𝑟0, де 𝑟𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1;
– особистий ключ 𝐺 є 𝑛-бiтовим числом та представляється
𝐺 = 𝑔𝑛−1 . . . 𝑔1 𝑔0 у двiйковому записi, де 𝑔𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1;
вiдповiдно 𝑔𝑚 — 𝑚-ий бiт числа 𝐺;
– число 𝐺 представляється у виглядi:
i. 𝐺 = 𝑥1 || 𝑥2, де 𝑥2 — молодшi ⌈log2 𝑐⌉ бiтiв числа 𝐺.
ii. 𝐺 = 𝑦1 || 𝑦2 || 𝑦3, де
– 𝑦3 — молодшi ⌈log2 𝑐⌉ бiтiв числа 𝐺;
– 𝑦2 мiстить бiти числа 𝐺 починаючи з ⌈log2 𝑐⌉ бiту та до
першого нуля, який зустрiнеться пiсля 𝑔⌈log2 𝑐⌉−1;
– 𝑦1 — старшi бiти, що залишились, тобто 𝑦1 = 𝑔𝑛−1 𝑔𝑛−2 . . . 𝑔𝑤,
де 𝑔𝑤−1 — старший бiт 𝑦2.
Обґрунтування коректностi побудованого криптопримiтиву базується
на теоремi 2.6 та наслiдку 2.2 з теорем 2.1 та 2.3.
Стiйкiсть розглянутої модифiкацiї криптосистеми AJPS-1
ґрунтується на Задачi дiлення чисел з малою вагою Хеммiнга за модулем
числа Кренделла (англ. Crandall Low Hamming Ratio Search Problem), що
формулюється таким чином.
Означення 2.3 (Задача CRLHRSP). Маючи число Кренделла
𝐶𝑅𝑛,𝑐 = 2
𝑛 − 𝑐, де 𝑐 ∈ N та log2 𝑐 6 𝑛2 , 𝑛-бiтове число 𝐻 i цiле число ℎ,
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знайти два 𝑛-бiтових числа 𝐹 та 𝐺, кожне ваги Хеммiнга ℎ, таких, що
𝐻 = 𝐹 ·𝐺−1 mod 𝐶𝑅𝑛,𝑐.
Перевагою побудованих модифiкацiй є значне збiльшення класу
чисел, якi можуть бути використанi в якостi модуля. Окрiм цього,
перевагою модифiкацiй криптосистеми AJPS-1 є збiльшення множини
значень параметра 𝑑, зокрема кiлькостi унiкальних значень, якi приймає
параметр 𝑑. Обґрунтуванням цього є експериментальнi результати, якi
описанi у таблицi 2.2 та на рисунках 2.5, 2.6, 2.7 та 2.8.
Для отримання цих результатiв виконано серiю з 1000000
застосувань алгоритмiв шифрування та розшифрування криптосистеми
AJPS-1 та її модифiкацiй при фiксованих значеннях ключiв. Вiдкритий та
особистий ключi отриманi внаслiдок застосування алгоритмiв генерацiї
ключiв криптосистеми AJPS-1 та її модифiкацiй вiдповiдно. При
застосуваннi алгоритмiв генерацiї ключiв, шифрування та
розшифрування модифiкацiй криптосистеми AJPS-1 з використанням
арифметики за модулем узагальненого числа Мерсенна та числа
Кренделла використовувались параметри 𝑐 = 15 для числа Кренделла та
𝑚 = 25 для узагальненого числа Мерсенна.
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Таблиця 2.2 – Довжини iнтервалiв та кiлькiсть унiкальних значень
з даних iнтервалiв, якi приймає значення 𝑑 криптосистеми AJPS-1 та
модифiкацiй криптосистеми AJPS-1 з використанням узагальнених чисел
Мерсенна та чисел Кренделла
Кiлькiсть Довжина Кiлькiсть Довжина
𝑛 ℎ Клас чисел унiкальних iнтервалу унiкальних iнтервалу
значень 𝑑 значень 𝑑 значень 𝑑 значень 𝑑
при 𝑏 = 0 при 𝑏 = 0 при 𝑏 = 1 при 𝑏 = 1
1279 17
Мерсенна 103 105 104 112
Кренделла 185 213 208 225
Узагальненi 150 173 224 256
Мерсенна
2203 23
Мерсенна 139 147 139 141
Кренделла 243 252 268 281
Узагальненi 208 233 280 295
Мерсенна
3217 28
Мерсенна 166 171 162 170
Кренделла 278 299 323 356
Узагальненi 256 279 325 367
Мерсенна
4253 32
Мерсенна 192 201 190 204
Кренделла 319 367 374 410
Узагальненi 299 331 386 415
Мерсенна
9689 49
Мерсенна 285 294 284 319
Кренделла 535 619 540 571
Узагальненi 457 512 553 668
Мерсенна
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Зауваження. Довжина iнтервалу обчислювалась як рiзниця
максимального та мiнiмального значень 𝑑 серед отриманих результатiв.
Пiд кiлькiстю унiкальних значень мається на увазi кiлькiсть унiкальних
значень серед отриманих 1000000 значень 𝑑.
Таким чином, кiлькiсть рiзних значень 𝑑 в обох модифiкацiях
збiльшилась в середньому в два рази у порiвняннi з криптосистемою
AJPS-1. Розглянемо вигляд розподiлу значення 𝑑 для рiзних
криптосистем далi.
На рисунках 2.5 та 2.6 зображено розподiл значення 𝑑 при серiї з
1000000 застосувань алгоритмiв шифрування та розшифрування при
фiксованих значеннях ключiв криптосистеми AJPS-1 та модифiкацiї
криптосистеми AJPS-1 з використанням арифметики за модулем
узагальненого числа Мерсенна 𝐺𝑀𝑛,𝑚 при значеннях бiту 𝑏 = 0 та 𝑏 = 1
вiдповiдно при параметрах 𝑛 = 9689 та ℎ = 49.
Рисунок 2.5 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї AJPS-1 з використанням арифметики за модулем числа
Мерсенна 𝐺𝑀𝑛,𝑚 при значеннях 𝑛 = 9689, ℎ = 49, 𝑚 = 25 та 𝑏 = 0
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Рисунок 2.6 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї AJPS-1 з використанням арифметики за модулем числа
Мерсенна 𝐺𝑀𝑛,𝑚 при значеннях 𝑛 = 9689, ℎ = 49, 𝑚 = 25 та 𝑏 = 1
Зауваження. Графiки розподiлу значення 𝑑 криптосистеми
AJPS-1 та модифiкацiї AJPS-1 з використанням арифметики за модулем
узагальненого числа Мерсенна для iнших рекомендованих вiдповiдно до
таблицi 2.5 значень параметрiв 𝑛 та ℎ, наведенi у додатку Б.2.
Розглянемо модифiкацiю криптосистеми AJPS-1 з використанням
арифметики за модулем числа Кренделла. На рисунках 2.7 та 2.8
зображено розподiл значення 𝑑 при серiї з 1000000 застосувань
алгоритмiв шифрування та розшифрування при фiксованих значеннях
ключiв криптосистеми AJPS-1 та модифiкацiї криптосистеми AJPS-1 з
використанням арифметики за модулем числа Кренделла при параметрах
𝑛 = 9689 та ℎ = 49 та значеннях бiту 𝑏 = 0 та 𝑏 = 1 вiдповiдно.
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Рисунок 2.7 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї AJPS-1 з використанням арифметики за модулем числа
Кренделла 𝐶𝑅𝑛,𝑐 при значеннях 𝑛 = 9689, ℎ = 49, 𝑐 = 15 та 𝑏 = 0
Рисунок 2.8 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї AJPS-1 з використанням арифметики за модулем числа
Кренделла 𝐶𝑅𝑛,𝑐 при значеннях 𝑛 = 9689, ℎ = 49, 𝑐 = 15 та 𝑏 = 1
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Зауваження. Графiки розподiлу значення 𝑑 криптосистеми
AJPS-1 та модифiкацiї AJPS-1 з використанням арифметики за модулем
числа Кренделла для iнших рекомендованих вiдповiдно до таблицi 2.5
значень параметрiв 𝑛 та ℎ, наведенi у додатку Б.3.
З рисункiв 2.5 та 2.6 для аналiзу модифiкацiї AJPS-1 з
використанням арифметики за модулем узагальненого числа Мерсенна
𝐺𝑀𝑛,𝑚 та з рисункiв 2.7 та 2.8 для аналiзу модифiкацiї з використанням
арифметики за модулем числа Кренделла 𝐶𝑅𝑛,𝑐 видно, що через
збiльшення кiлькостi унiкальних значень 𝑑 в середньому вдвiчi
зменшилась частота виникнення пiкових значень 𝑑 в обох модифiкацiях у
порiвняннi з криптосистемою AJPS-1.
Таким чином, такi модифiкацiї дозволяють пiдвищити стiйкiсть
криптосистеми AJPS-1 до атак на основi вiдкритих шифротекстiв, якi
направленi на визначення особистого ключа.
Для здiйснення порiвняльного аналiзу двох побудованих
модифiкацiй мiж собою розглянемо порiвняння розподiлiв значення 𝑑 при
серiї з 1000000 застосувань алгоритмiв шифрування та розшифрування
при фiксованих значеннях ключiв модифiкацiї AJPS-1 з використанням
арифметики за модулем узагальненого числа Мерсенна та модифiкацiї
AJPS-1 з використанням арифметики за модулем числа Кренделла.
80
Рисунок 2.9 – Розподiл значення 𝑑 модифiкацiї AJPS-1 з використанням
арифметики за модулем 𝐺𝑀𝑛,𝑚 та модифiкацiї AJPS-1 з використанням
арифметики за модулем числа Кренделла 𝐶𝑅𝑛,𝑐 при значеннях 𝑛 = 1279,
ℎ = 17, 𝑚 = 25 та 𝑐 = 15
Зауваження. Графiки розподiлу значення 𝑑 модифiкацiї AJPS-1 з
використанням арифметики за модулем узагальненого числа Мерсенна та
модифiкацiї AJPS-1 з використанням арифметики за модулем числа
Кренделла для iнших рекомендованих значень параметрiв 𝑛 та 𝑡, якi
представлено у таблицi 2.5, наведенi у додатку Б.4.
Як бачимо з рисунка 2.9, побудованi модифiкацiї не значно
вiдрiзняються мiж собою за кiлькiстю унiкальних значень 𝑑 та довжиною
iнтервалу, якому належить значення 𝑑. Однак, все ж таки модифiкацiя
криптосистеми AJPS-1 з використанням арифметики за модулем числа
Кренделла є бiльш ефективною з погляду на данi показники. Недолiком
модифiкацiї AJPS-1 з використанням арифметики за модулем
узагальненого числа Мерсенна є незбалансованiсть розподiлiв значення 𝑑
для рiзних бiтiв, що може бути використано зi зловмисною метою для
розрiзнення двох випадкiв (при значеннi бiту 0 та при значеннi бiту 1),
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порiвнюючи частоту виникнення певних значень 𝑑. Дана вразливiсть
може бути застосована для здiйснення атаки за вiдомими шифротекстами
для визначення особистого ключа.
2.5 Побудова модифiкацiй криптосистеми AJPS-2 шляхом
використання iнших класiв чисел
Розглянемо модифiкацiї криптосистеми AJPS-2 з використанням
арифметики за модулем узагальненого числа Мерсенна
𝐺𝑀𝑛,𝑚 = 2
𝑛 − 2𝑚 − 1, де 𝑛,𝑚 ∈ N, 𝑛 > 𝑚, та з використанням
арифметики за модулем числа Кренделла 𝐶𝑅𝑛,𝑐 = 2𝑛 − 𝑐, де 𝑛, 𝑐 ∈ N
та log2 𝑐 6
𝑛
2 .
Алгоритми генерацiї ключiв, шифрування та розшифрування у
даних модифiкацiях такi ж, як в криптосистемi AJPS-2 за виключенням
того, що усi операцiї виконуються за модулем узагальненого числа
Мерсенна або числа Кренделла. Аналогiчно модифiкацiям криптосистеми
AJPS-1, параметри 𝐹 та 𝐺 алгоритму генерацiї ключiв Gen та параметри
𝐴,𝐵1 i 𝐵2 алгоритму шифрування Enc обираються не з множини 𝐻𝑀𝑛,ℎ,
а з множин 𝐻𝐺𝑛,𝑚,ℎ та 𝐻𝐶𝑛,𝑐,ℎ для використання арифметики за модулем
узагальненого числа Мерсенна 𝐺𝑀𝑛,𝑚 та за модулем числа Кренделла
𝐶𝑅𝑛,𝑐 вiдповiдно.
Окрiм цього, для побудови модифiкацiй криптосистеми AJPS-2, якi
б використовували арифметику за модулем узагальнених чисел Мерсенна,
необхiдно визначити умови на характеристики коду корекцiї помилок,
який використовується у алгоритмах шифрування та розшифрування
AJPS-2. При визначеннi необхiдних умов на параметри коду корекцiї
помилок використовується наступна теорема.
Теорема 2.7 ([4]). Нехай 𝑋 — довiльне 𝑛-бiтове число. Тодi для
будь-якого числа 𝑛-бiтового числа 𝑌 , що має вагу Хеммiнга 𝑘, та будь-
82
якого значення 𝜀, 𝜀 > 0 виконується:
𝑃𝑟[𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝑋,𝑋 + 𝑌 ) > 2𝑘(1 + 𝜀)] 6 2
−2𝑘(𝜀−ln(1+𝜀)).
Код корекцiї помилок (ℰ ,𝒟) криптосистеми AJPS-2 обирається
вiдповiдно до спiввiдношень, що описанi у наступному твердженнi.
Твердження 2.4. Криптосистема AJPS-2 є (1 − 𝛿)-коректною,
якщо код корекцiї помилок (ℰ ,𝒟) виправляє до
(4ℎ2 + 2ℎ)(1 + 𝜀)










Доведення. У криптосистемi AJPS-2 для розшифрування
повiдомлення обчислюється
𝒟((𝐶1 · 𝐹 mod𝑀𝑛)⊕ 𝐶2),
де (ℰ ,𝒟) — код корекцiї помилок, (𝐶1, 𝐶2) — пара шифротекстiв, 𝐹 —
особистий ключ. При цьому
𝐶1 = 𝐴 ·𝑅 +𝐵1 mod𝑀𝑛;
𝐶2 = (𝐴 · (𝐹 ·𝑅 +𝐺) +𝐵2 mod𝑀𝑛)⊕ ℰ(𝑚).
Для коректного розшифрування необхiдно, щоб значення 𝐶1 · 𝐹 mod𝑀𝑛
та 𝐶2 мали малу вiдстань Хеммiнга (конкретне значення вiдстанi
Хеммiнга залежить вiд визначеного значення ймовiрностi того, що при
розшифруваннi буде отримано початкове повiдомлення 𝑚). Таким чином,
потрiбно сформулювати спiввiдношення параметра 𝛿 та вiдстанi Хеммiнга
таких значень
𝐶1 · 𝐹 = 𝐴 · 𝐹 ·𝑅 +𝐵1 · 𝐹 mod𝑀𝑛;
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𝐶2 = 𝐴 · 𝐹 ·𝑅 + 𝐴 ·𝐺+𝐵2 mod𝑀𝑛.
Для цього необхiдно двiчi застосувати теорему 2.7.
1) Розглянемо значення 𝐴 · 𝐹 · 𝑅 та 𝐴 · 𝐹 · 𝑅 + 𝐵1 · 𝐹 . Враховуючи,
що усi обчиcлення виконуються за модулем числа Мерсенна, за лемою 1.1
вагу Хеммiнга числа 𝐵1 · 𝐹 можна оцiнити таким чином:
𝐻𝑎𝑚(𝐵1 · 𝐹 mod𝑀𝑛) 6 𝐻𝑎𝑚(𝐵1) ·𝐻𝑎𝑚(𝐹 ) = ℎ2.
Тодi, застосовуючи теорему 2.7, маємо:
𝑃𝑟[𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴 · 𝐹 ·𝑅,𝐴 · 𝐹 ·𝑅 +𝐵1 · 𝐹 ) > 2ℎ2(1 + 𝜀)] 6 2−2ℎ
2(𝜀−ln(1+𝜀)).
2) Далi розглянемо значення 𝐴 · 𝐹 · 𝑅 та 𝐴 · 𝐹 · 𝑅 + 𝐴 · 𝐺 + 𝐵2.
Аналогiчно, використовуючи лему 1.1, маємо:
𝐻𝑎𝑚(𝐴 ·𝐺+𝐵2 mod𝑀𝑛) 6 𝐻𝑎𝑚(𝐴 ·𝐺 mod𝑀𝑛) +𝐻𝑎𝑚(𝐵2) 6
6 𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐺) + ℎ = ℎ2 + ℎ.
Тодi, застосовуючи теорему 2.7, маємо:
𝑃𝑟[𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴·𝐹 ·𝑅,𝐴·𝐹 ·𝑅+𝐴·𝐺+𝐵2) > 2(ℎ2+ℎ)(1+𝜀)] 6 2−2(ℎ
2+ℎ)(𝜀−ln(1+𝜀)).
Розглянемо сумiсну ймовiрнiсть двох розглянутих вище подiй, тобто таку
ймовiрнiсть:
𝑃𝑟[𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴 · 𝐹 ·𝑅,𝐴 · 𝐹 ·𝑅 +𝐵1 · 𝐹 ) > 2ℎ2(1 + 𝜀),
𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴 · 𝐹 ·𝑅,𝐴 · 𝐹 ·𝑅 + 𝐴 ·𝐺+𝐵2) > 2(ℎ2 + ℎ)(1 + 𝜀)].
Використовуючи нерiвнiсть Буля, маємо:
𝑃𝑟[𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴 · 𝐹 ·𝑅,𝐴 · 𝐹 ·𝑅 +𝐵1 · 𝐹 ) > 2ℎ2(1 + 𝜀),
𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴 · 𝐹 ·𝑅,𝐴 · 𝐹 ·𝑅 + 𝐴 ·𝐺+𝐵2) > 2(ℎ2 + ℎ)(1 + 𝜀)] 6
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6 𝑃𝑟[𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴 · 𝐹 ·𝑅,𝐴 · 𝐹 ·𝑅 +𝐵1 · 𝐹 ) > 2ℎ2(1 + 𝜀)]+









Розглянемо значення 𝜀− ln(1+ 𝜀). Використовуючи розклад ln(1+ 𝜀)
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3 · 𝜀2 − 2 · 𝜀3
6
.
Оскiльки 0 < 𝜀 < 1, то 𝜀3 6 𝜀2, отже, маємо:
𝜀− ln(1 + 𝜀) > 3 · 𝜀






Вiдповiдно до алгоритму розшифрування AJPS-2, необхiдно
отримати оцiнку для такого значення вiдстанi Хеммiнга:
𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴 · 𝐹 ·𝑅 +𝐵1 · 𝐹,𝐴 · 𝐹 ·𝑅 + 𝐴 ·𝐺+𝐵2).
Для цього використовуємо нерiвнiсть трикутника з метрикою 𝐻𝑎𝑚𝑑𝑖𝑠𝑡.
Таким чином, отримаємо спiввiдношення
𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴 · 𝐹 ·𝑅 +𝐵1 · 𝐹,𝐴 · 𝐹 ·𝑅 + 𝐴 ·𝐺+𝐵2) >
> 𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴·𝐹 ·𝑅,𝐴·𝐹 ·𝑅+𝐵1 ·𝐹 )+𝐻𝑎𝑚𝑑𝑖𝑠𝑡(𝐴·𝐹 ·𝑅,𝐴·𝐹 ·𝑅+𝐴·𝐺+𝐵2) >
> 2ℎ2(1 + 𝜀) + 2(ℎ2 + ℎ)(1 + 𝜀) = (4ℎ2 + 2ℎ)(1 + 𝜀).
Тодi ймовiрнiсть виконання даного спiввiдношення буде такою:










Вiдповiдно до означення 1.5, для забезпечення (1 − 𝛿)-коректностi
схеми шифрування необхiдно, щоб код корекцiї помилок (ℰ ,𝒟) виправляв
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Аналогiчно, можна визначити умови для коду корекцiї помилок для
модифiкацiй криптосистеми AJPS-2 з використанням арифметики за
модулем узагальнених чисел Мерсенна.
Твердження 2.5. Модифiкацiя криптосистеми AJPS-2 з
використанням арифметики за модулем узагальненого числа Мерсенна
𝐺𝑀𝑛,𝑚 є (1 − 𝛿)-коректною, якщо код корекцiї помилок (ℰ ,𝒟) виправляє
до
(4ℎ2 + 6ℎ+ 2𝑚(𝑚− 1))(1 + 𝜀)











Доведення. Доведення аналогiчне доведенню твердження 2.4.
Використовуючи теореми 2.1 та 2.3, маємо:




𝐻𝑎𝑚(𝐴 ·𝐺+𝐵2 mod 𝐺𝑀𝑛,𝑚) 6 𝐻𝑎𝑚(𝐴 ·𝐺 mod 𝐺𝑀𝑛,𝑚) + ℎ 6
6 ℎ2 + ℎ+
𝑚(𝑚− 1)
2



































Стiйкiсть модифiкацiї криптосистеми AJPS-2 з використанням
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операцiй за модулем 𝐺𝑀𝑛,𝑚 базується на складностi задачi GMLHCSP
(Задача лiнiйної комбiнацiї чисел з малою вагою Хеммiнга за модулем
узагальненого числа Мерсенна, англ. Generalized Mersenne Low Hamming
Combination Search Problem).
Означення 2.4 (Задача GMLHCSP). Маючи узагальнене число
Мерсенна 𝐺𝑀𝑛,𝑚, цiле число ℎ та пару чисел (𝑅, 𝑇 ), де 𝑅 — випадково
обране 𝑛-бiтове число таке, що 𝑅 6 𝐺𝑀𝑛,𝑚, i число 𝑇 обчислено
вiдповiдно до спiввiдношення
𝑇 = 𝐹 ·𝑅 +𝐺 mod 𝐺𝑀𝑛,𝑚,
причому 𝐹 та𝐺 обранi незалежно та випадково з множини𝐻𝐺𝑛,𝑚,ℎ, знайти
числа 𝐹 та 𝐺.
Також можна визначити умови на вибiр коду корекцiї помилок
модифiкацiї криптосистеми AJPS-2 з використанням арифметики за
модулем числа Кренделла 𝐶𝑅𝑛,𝑐. Такi умови описанi у наступному
твердженнi.
Твердження 2.6. Модифiкацiя криптосистеми AJPS-2 з
використанням арифметики за модулем числа Кренделла 𝐶𝑅𝑛,𝑐 є
(1− 𝛿)-коректною, якщо код корекцiї помилок (ℰ ,𝒟) виправляє до
(4(𝑐− 2𝑚)ℎ2 + 6ℎ+ 2𝑚(𝑚− 1) + 2(𝑐− 2𝑚 − 1))(1 + 𝜀)
помилок, де 𝑐 = 2𝑚 + 1 + 𝑘, 𝑚, 𝑘 ∈ N, для деякого значення 𝜀, 0 < 𝜀 < 1,












Доведення. Доведення аналогiчне доведенню твердження 2.4.
Використовуючи теореми 2.1 та 2.3, маємо:





𝐻𝑎𝑚(𝐴 ·𝐺+𝐵2 mod 𝐶𝑅𝑛,𝑐) 6 𝐻𝑎𝑚(𝐴 ·𝐺 mod 𝐶𝑅𝑛,𝑐) + ℎ+ 𝑐− 2𝑚 − 1 6
6 (𝑐− 2𝑚)ℎ2 + ℎ+ 𝑚(𝑚− 1)
2
+ ℎ+ 𝑐− 2𝑚 − 1 =
= (𝑐− 2𝑚)ℎ2 + 2ℎ+ 𝑚(𝑚− 1)
2
+ 𝑐− 2𝑚 − 1.




















Застосовуючи нерiвнiсть трикутника, маємо:
2
(︂





(𝑐− 2𝑚)ℎ2 + 2ℎ+ 𝑚(𝑚− 1)
2
+
+𝑐− 2𝑚 − 1
)︂
= 4(𝑐− 2𝑚)ℎ2 + 6ℎ+ 2𝑚(𝑚− 1) + 2(𝑐− 2𝑚 − 1).
Стiйкiсть модифiкацiї криптосистеми AJPS-2, яка використовує
операцiї за модулем числа Кренделла 𝐶𝑅𝑛,𝑐, ґрунтується на складностi
задачi CRLHCSP (Задача лiнiйної комбiнацiї чисел з малою вагою
Хеммiнга за модулем числа Кренделла, англ. Crandall Low Hamming
Combination Search Problem).
Означення 2.5 (Задача CRLHCSP). Маючи число Кренделла 𝐶𝑅𝑛,𝑐,
цiле число ℎ та пару чисел (𝑅, 𝑇 ), де 𝑅 — випадково обране 𝑛-бiтове число
таке, що 𝑅 6 𝐶𝑅𝑛,𝑐, i число 𝑇 обчислено вiдповiдно до спiввiдношення
𝑇 = 𝐹 ·𝑅 +𝐺 mod 𝐶𝑅𝑛,𝑐,
причому 𝐹 та 𝐺 обранi незалежно та випадково з множини 𝐻𝐶𝑛,𝑐,ℎ, знайти
числа 𝐹 та 𝐺.
Таким чином, описано двi модифiкацiї AJPS-2 шляхом застосування
iнших класiв чисел, окрiм класу чисел Мерсенна. Перевагою побудованих
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модифiкацiй криптосистеми AJPS-2 з використанням арифметики за
модулем узагальненого числа Мерсенна та арифметики за модулем числа
Кренделла є значне збiльшення класу чисел, що використовуються у ролi
модуля у криптосистемi.
Висновки до роздiлу 2
У даному роздiлi описано необхiднi умови на значення особистого
ключа криптосистем AJPS-1 та AJPS-2 та, як наслiдок, сформовано
рекомендацiї для алгоритмiв генерацiї ключiв даних криптосистем.
Доведено властивостi арифметики за модулем числа Мерсенна, а саме
властивiсть циклiчного зсуву суми двох чисел за модулем числа Мерсенна
та спiввiдношення метрики 𝑂𝑆𝐷 суми, добутку двох чисел та оберненого
числа вiдносно операцiї додавання за модулем числа Мерсенна.
Використовуючи доведенi властивостi, побудовано атаку пiдмiни з
модифiкованим вiдкритим текстом з використанням моделi активного
зловмисника на криптосистему AJPS-2. Побудована атака є бiльш
ефективною, нiж аналогiчна побудована ранiше атака пiдмiни на
криптосистему AJPS-1, адже дозволяє змiнювати повiдомлення, яке буде
отримане пiсля розшифрування. Також у роздiлi представлено три
модифiкацiї криптосистеми AJPS-1, а саме модифiкацiю AJPS-1 з
використанням змiненої метрики 𝑂𝑆𝐷, модифiкацiю AJPS-1 з
використанням арифметики за модулем узагальненого числа Мерсенна
𝐺𝑀𝑛,𝑚 = 2
𝑛 − 2𝑚 − 1 та модифiкацiю AJPS-1 з використанням
арифметики за модулем числа Кренделла 𝐶𝑅𝑛,𝑐 = 2𝑛 − 𝑐, та здiйснено
порiвняльний аналiз цих модифiкацiй та криптосистеми AJPS-1.
Побудовано також двi модифiкацiї криптосистеми AJPS-2, якi
використовують операцiї за модулем узагальненого числа Мерсенна
𝐺𝑀𝑛,𝑚 та операцiї за модулем числа Кренделла 𝐶𝑅𝑛,𝑐.
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ВИСНОВКИ
При виконаннi роботи наведено класифiкацiю постквантових
криптопримiтивiв за типом математичних об’єктiв, якi використовуються
в їх побудовi, а також розглянуто узагальнену модель алгебраїчних задач
на решiтках з огляду її використання для побудови постквантових
криптографiчних примiтивiв. У роботi дослiджуються криптопримiтиви
сiмейства AJPS, стiйкiсть яких ґрунтується на складностi алгебраїчних
задач MLHRSP та MLHCSP.
Дисертацiйна робота мiстить опис схем шифрування AJPS-1,
AJPS-2 та механiзму iнкапсуляцiї ключiв AJPS-KEM, який є учасником
першого раунду конкурсу постквантових криптографiчних примiтивiв
Нацiонального iнституту стандартiв та технологiй США (NIST), а також
мiстить опис вiдомих модифiкацiй криптосистеми AJPS, зокрема:
– механiзмiв iнкапсуляцiї ключiв AJPS-KEM-Bivariate та
AJPS-KEM-Trivariate, що використовують алгоритм пошуку з
поверненням;
– iнтерактивного протоколу односторонньої автентифiкацiї та коду
автентифiкацiї повiдомлень на основi задачi MLHCSP;
– генераторiв псевдовипадкових чисел, якi використовують задачi
MLHRSP та MLHCSP.
Також у роботi здiйснено огляд опублiкованих атак на
криптосистеми AJPS-1 та AJPS-2. Узагальнюючи вимоги для можливого
застосування описаних атак, сформовано рекомендацiї для алгоритмiв
генерацiї ключiв криптосистем AJPS-1 та AJPS-2. Побудовано нову атаку
пiдмiни з використанням моделi активного зловмисника на
криптосистему AJPS-2, яка використовує властивiсть арифметики за
модулем числа Мерсенна, що також доведена в роботi.
Квалiфiкацiйна робота мiстить доведення спiввiдношень для метрики
𝑂𝑆𝐷 суми, добутку двох чисел та оберненого елемента вiдносно операцiї
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додавання за модулем числа Мерсенна, а також доведення аналогiчних
спiввiдношень для ваги Хеммiнга чисел за модулем узагальненого числа
Мерсенна та за модулем числа Кренделла.
Використовуючи отриманi спiввiдношення, побудовано модифiкацiю
криптосистеми AJPS-1 з використанням метрики 𝑂𝑆𝐷, а також
модифiкацiї криптосистем AJPS-1 та AJPS-2, що застосовують операцiї за
модулем узагальненого числа Мерсенна та за модулем числа Кренделла.
Визначено новi алгебраїчнi задачi з використанням арифметики за
модулем узагальненого числа Мерсенна (задачi GMLHRSP та GMLHCSP)
та з використанням арифметики за модулем числа Кренделла (задачi
CRLHRSP та CRLHCSP), на складностi яких основана стiйкiсть
побудованих модифiкацiй AJPS-1 та AJPS-2 шляхом використання iнших
класiв чисел. Виконано порiвняльний аналiз усiх побудованих
модифiкацiй i криптосистем AJPS-1 та AJPS-2. Перевагами побудованих
криптопримiтивiв є:
– збiльшення множини значень, що приймає параметр
розшифрування, у модифiкацiї криптосистеми AJPS-1 з використанням
метрики 𝑂𝑆𝐷;
– збiльшення потужностi класу використовуваних модулiв та
кiлькостi унiкальних значень параметра розшифрування у модифiкацiях
криптосистеми AJPS-1 з використанням арифметики за модулем
узагальненого числа Мерсенна та за модулем числа Кренделла;
– збiльшення потужностi класу чисел, що використовуються в ролi
модуля, у модифiкацiях криптосистеми AJPS-2 шляхом застосування
арифметики за модулем узагальненого числа Мерсенна та числа
Кренделла.
Побудованi модифiкацiї криптосистем AJPS-1 та AJPS-2 мають
бiльшу варiативнiсть параметрiв, зокрема дозволяють використовувати
рiзнi класи чисел в якостi модуля та рiзнi метрики у криптосистемi
AJPS-1, що пiдвищує гнучкiсть практичного застосування цих
криптосистем. Також отриманi результати можуть застосовуватись для
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модифiкацiї вiдомих криптосистем з використанням операцiй за модулем
числа Мерсенна та створення нових ефективних i стiйких постквантових
криптопримiтивiв.
У подальшому розвитку дослiдження планується продовжити
криптоаналiз криптографiчних примiтивiв сiмейства AJPS, зокрема
бiльш детально дослiдити їх стiйкiсть в квантовiй моделi обчислень.
Застосовуючи вiдомi алгебраїчнi методи, потрiбно дослiджувати
складнiсть задач MLHRSP та MLHCSP, а також, для аналiзу
запропонованих в роботi модифiкацiй AJPS-1 та AJPS-2, необхiдно
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ДОДАТОК А ДОВЕДЕННЯ ДОПОМIЖНИХ ТЕОРЕМ
Теорема. Нехай 𝐺𝑀𝑛,𝑚,𝑘 — узагальнене число Мерсенна виду
𝐺𝑀𝑛,𝑚,𝑘 = 2
𝑛 − 2𝑚 − 1 − 𝑘, де 𝑛,𝑚, 𝑘 ∈ N, 𝑛 > 𝑚 i 𝑘 < 2𝑛 − 2𝑚 − 1, та
нехай є два 𝑛-бiтових числа 𝐴, 𝐵 таких, що 𝐴 6 𝐺𝑀𝑛,𝑚,𝑘 та
𝐵 6 𝐺𝑀𝑛,𝑚,𝑘. Тодi виконується таке спiввiдношення для ваги Хеммiнга
суми чисел 𝐴 та 𝐵 за модулем 𝐺𝑀𝑛,𝑚,𝑘:
𝐻𝑎𝑚(𝐴+𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) 6 𝐻𝑎𝑚(𝐴) +𝐻𝑎𝑚(𝐵) + 𝑘.
Доведення. Розглянемо доведення спiввiдношення при 𝑘 = 1, для
iнших значень параметра 𝑘 доведення здiйснюється аналогiчно.
Очевидно, що кожна одиниця, яка виникає у числi
𝐴 + 𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘, породжена одиницею одного з чисел 𝐴 та 𝐵, тому
кiлькiсть одиниць у числi 𝐴 + 𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘 менша за суму кiлькостi
одиниць у числах 𝐴 та 𝐵, але лише у випадку, коли не виникає бiт
перенесення на старшу позицiю числа. У випадку якщо хоча б один зi
старших бiтiв чисел 𝐴 та 𝐵 рiвний 1, при обчисленнi редукцiї за модулем
𝐺𝑀𝑛,𝑚,𝑘 може виникнути бiт перенесення, що призводить до збiльшення
ваги Хеммiнга на 1. Отже, значення максимально можливої ваги
Хеммiнга числа 𝐴+𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘 дорiвнює 𝐻𝑎𝑚(𝐴) +𝐻𝑎𝑚(𝐵) + 1.
Теорема. Нехай 𝐺𝑀𝑛,𝑚,𝑘 — узагальнене число Мерсенна виду
𝐺𝑀𝑛,𝑚,𝑘 = 2
𝑛 − 2𝑚 − 1 − 𝑘, де 𝑛,𝑚, 𝑘 ∈ N, 𝑛 > 𝑚 i 𝑘 < 2𝑛 − 2𝑚 − 1, та
нехай 𝐴 — 𝑛-бiтове число таке, що 𝐴 6 𝐺𝑀𝑛,𝑚,𝑘. Тодi виконуються
такi спiввiдношення для ваги Хеммiнга:
1) 𝐻𝑎𝑚(2 · 𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘) 6 𝐻𝑎𝑚(𝐴) + 𝑘;
2) 𝐻𝑎𝑚(2𝑟 · 𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘) 6
6 𝐻𝑎𝑚(𝐴) + 𝑘 ·min(𝐻𝑎𝑚(𝐴), 𝑟) + 1(𝑟 > 𝑛−𝑚) · (𝑟 − 𝑛+𝑚),
де 𝑟 ∈ N, 1(𝐴) — iндикатор подiї 𝐴, тобто 1(𝐴) = 1, якщо подiя 𝐴
виконується, i 1(𝐴) = 0, якщо нi.
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Доведення. Розглянемо доведення спiввiдношень при 𝑘 = 1, для
iнших значень параметра 𝑘 доведення здiйснюється аналогiчно.
Слiд помiтити, що модуль 𝐺𝑀𝑛,𝑚,𝑘 має такий вигляд у двiйковому
записi: 11 . . . 101 . . . 10, причому саме 𝑚-ий та 0-ий бiти дорiвнюють 0.
1) Вiдомо, що множення на двiйку є зсувом числа на один розряд у
бiк старших бiтiв, тобто якщо число 𝐴 у двiйковому записi має вигляд
𝐴 = 𝑎𝑛−1 . . . 𝑎1 𝑎0, де 𝑎𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1,
то число 2𝐴 буде (𝑛+ 1)-бiтовим числом та має вигляд
2𝐴 = 𝑎𝑛−1 . . . 𝑎1 𝑎0 0, де 𝑎𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1.
Очевидно, що вага Хеммiнга числа 𝐴 та вага Хеммiнга числа 2𝐴 є
однаковими.
Розглянемо два можливих випадки, залежно вiд значення старшого
бiту 𝑎𝑛−1.
а) Якщо 𝑎𝑛−1 = 0, то число 2𝐴 може бути представлене як
𝑛-бiтове число, отже, при обчисленнi редукцiї за модулем 𝐺𝑀𝑛,𝑚,𝑘 буде
мати не бiльшу вагу, нiж 𝐻𝑎𝑚(2𝐴). Оскiльки 𝐻𝑎𝑚(2𝐴) = 𝐻𝑎𝑚(𝐴), то
максимальна вага Хеммiнга 2𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘 при 𝑎𝑛−1 = 0 буде 𝐻𝑎𝑚(𝐴).
б) Якщо ж 𝑎𝑛−1 = 1, то представимо число 2𝐴 як
2𝐴 = 𝐴* + 2𝑛, де 𝐴* = 𝑎𝑛−2 . . . 𝑎0 0.
Число 𝐴* є 𝑛-бiтовим i має вагу Хеммiнга на одиницю меншу, нiж число
𝐴. Тодi маємо:
𝐻𝑎𝑚(𝐴* mod 𝐺𝑀𝑛,𝑚,𝑘) 6 𝐻𝑎𝑚(𝐴
*) = 𝐻𝑎𝑚(𝐴)− 1.
При обчисленнi 2𝑛 mod 𝐺𝑀𝑛,𝑚,𝑘 отримаємо
2𝑛 mod (2𝑛 − 2𝑚 − 2) = 2𝑛 − (2𝑛 − 2𝑚 − 2) = 2𝑚 + 2,
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тобто 𝐻𝑎𝑚(2𝑛 mod 𝐺𝑀𝑛,𝑚,𝑘) = 2. Таким чином, максимально можлива
вага Хеммiнга 2𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘 дорiвнює
𝐻𝑎𝑚(𝐴)− 1 + 2 = 𝐻𝑎𝑚(𝐴) + 1.
Отже,
𝐻𝑎𝑚(2𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘) 6 𝐻𝑎𝑚(𝐴) + 1.
2) При множеннi на 2𝑟 вiдбувається зсув на 𝑟 позицiй в бiк старших
розрядiв, тобто число 2𝑟𝐴 є (𝑛+ 𝑟)-бiтовим та має такий вигляд:
𝑎𝑛−1 . . . 𝑎1 𝑎0 0 . . . 0, де 𝑎𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1.
Будемо розглядати зсув на 𝑟 позицiй як послiдовний зсув на один бiт в
сторону старших розрядiв 𝑟 разiв. При першому зсувi, використовуючи
спiввiдношення з пункту 1) даної теореми, маємо
𝐻𝑎𝑚(2𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘) 6 𝐻𝑎𝑚(𝐴) + 1,
де 1 вiдповiдає можливому бiту перенесення внаслiдок того, що старший
бiт числа 𝐴 дорiвнює одиницi. При послiдовному зсувi на 𝑟 позицiй може
виникати у спiввiдношеннi ваги Хеммiнга доданок 𝑟 у випадку, якщо при
кожному зсувi старший бiт числа 𝐴 буде рiвний 1. Зрозумiло, що це
можливо лише у випадку, коли двiйковий запис числа 𝐴 мiстить бiльше
нiж 𝑟 одиниць, тобто 𝐻𝑎𝑚(𝐴) > 𝑟. Таким чином, оцiнка ваги Хеммiнга
числа 2𝑟 · 𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘 матиме вигляд
𝐻𝑎𝑚(𝐴) + min(𝐻𝑎𝑚(𝐴), 𝑟).
Однак, можливий випадок, коли старший бiт числа 2𝐴**, де
𝐴** = 2𝑞 · 𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘, 𝑞 < 𝑟 є одиницею, яка породжена не одиницею
початкового числа 𝐴, а одиницею, яка виникла при обчисленнi редукцiї
числа 2𝑙𝐴, де 𝑙 ∈ N, 𝑙 < 𝑞, за модулем 𝐺𝑀𝑛,𝑚,𝑘 у випадку, якщо на 𝑛-iй
позицiї бiтового запису числа 2𝑙𝐴 стоїть 1. Це можливо, якщо кiлькiсть
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зсувiв на одну позицiю бiльша нiж 𝑛 − 𝑚, тобто 𝑟 > 𝑛 − 𝑚. Таких
одиниць може виникнути не бiльше нiж
𝑟 − (𝑛−𝑚) = 𝑟 − 𝑛+𝑚.
Отже, максимально можлива вага Хеммiнга числа 2𝑟 · 𝐴 mod 𝐺𝑀𝑛,𝑚,𝑘
дорiвнює
𝐻𝑎𝑚(𝐴) + min(𝐻𝑎𝑚(𝐴), 𝑟) + 1(𝑟 > 𝑛−𝑚) · (𝑟 − 𝑛+𝑚),
що i треба було довести.
Теорема. Нехай 𝐺𝑀𝑛,𝑚,𝑘 — узагальнене число Мерсенна виду
𝐺𝑀𝑛,𝑚,𝑘 = 2
𝑛 − 2𝑚 − 1 − 𝑘, де 𝑛,𝑚, 𝑘 ∈ N, 𝑛 > 𝑚 i 𝑘 < 2𝑛 − 2𝑚 − 1, та
нехай є два 𝑛-бiтових числа 𝐴,𝐵 таких, що 𝐴 6 𝐺𝑀𝑛,𝑚,𝑘 та
𝐵 6 𝐺𝑀𝑛,𝑚,𝑘. Тодi виконується таке спiввiдношення для ваги Хеммiнга
добутку двох чисел за модулем 𝐺𝑀𝑛,𝑚,𝑘:
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) 6
6 (𝑘 + 1) ·𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) + min(𝐻𝑎𝑚(𝐴), 𝐻𝑎𝑚(𝐵)) + 𝑚(𝑚− 1)
2
.
Доведення. Розглянемо доведення спiввiдношень при 𝑘 = 1, для
iнших значень параметра 𝑘 доведення здiйснюється аналогiчно.
Представимо число 𝐵 у виглядi суми чисел 𝐵𝑙 = 2𝑖𝑙, де 𝑖𝑙 ∈ N та
𝑖𝑙 ̸= 𝑖𝑤 при 𝑙 ̸= 𝑤. В такому випадку доданкiв у сумi буде рiвно 𝐻𝑎𝑚(𝐵),
тобто
𝐵 = 𝐵1 + . . .+𝐵𝐻𝑎𝑚(𝐵), де 𝐵𝑙 ∈ {0, 1}𝑛, 𝑙 = 1, 𝐻𝑎𝑚(𝐵),
причому 𝐻𝑎𝑚(𝐵𝑙) = 1 для будь-якого значення 𝑙. Тодi добуток
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𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘 можна представити у виглядi суми таким чином:











𝐴 ·𝐵1 + 𝐴 ·𝐵2 + . . .+ 𝐴 ·𝐵𝐻𝑎𝑚(𝐵) mod 𝐺𝑀𝑛,𝑚,𝑘
)︀
.
Використовуючи спiввiдношення для ваги Хеммiнга суми двох чисел за
модулем числа 𝐺𝑀𝑛,𝑚,𝑘, маємо:
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) =
= 𝐻𝑎𝑚(𝐴 ·𝐵1 + 𝐴 ·𝐵2 + . . .+ 𝐴 ·𝐵𝐻𝑎𝑚(𝐵) mod 𝐺𝑀𝑛,𝑚,𝑘) 6
6 𝐻𝑎𝑚(𝐴 ·𝐵1 mod 𝐺𝑀𝑛,𝑚,𝑘) + . . .+𝐻𝑎𝑚(𝐴 ·𝐵𝐻𝑎𝑚(𝐵) mod 𝐺𝑀𝑛,𝑚,𝑘)+
+𝐻𝑎𝑚(𝐵)− 1 6
6 𝐻𝑎𝑚(𝐴 ·𝐵1 mod 𝐺𝑀𝑛,𝑚,𝑘) + . . .+𝐻𝑎𝑚(𝐴 ·𝐵𝐻𝑎𝑚(𝐵) mod 𝐺𝑀𝑛,𝑚,𝑘)+
+𝐻𝑎𝑚(𝐵).
Оскiльки 𝐵𝑙 ∈ {0, 1}𝑛, 𝑙 = 1, 𝐻𝑎𝑚(𝐵) є степенем двiйки, тобто 𝐵𝑙 = 2𝑖𝑙,
то, застосувавши спiввiдношення для ваги Хеммiнга добутку двох чисел за
модулем 𝐺𝑀𝑛,𝑚,𝑘, при умовi, що одне з чисел є степенем двiйки, отримаємо:
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) 6
6 𝐻𝑎𝑚(𝐴) + min(𝑖1, 𝐻𝑎𝑚(𝐴)) + 1(𝑖1 > 𝑛−𝑚) · (𝑖1 − 𝑛+𝑚) + . . .+
+𝐻𝑎𝑚(𝐴)+min(𝑖𝐻𝑎𝑚(𝐵), 𝐻𝑎𝑚(𝐴))+1(𝑖𝐻𝑎𝑚(𝐵) > 𝑛−𝑚) ·(𝑖𝐻𝑎𝑚(𝐵)−𝑛+𝑚)+
+𝐻𝑎𝑚(𝐵) = 𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) +𝐻𝑎𝑚(𝐵)+
+min(𝑖1, 𝐻𝑎𝑚(𝐴)) + . . .+min(𝑖𝐻𝑎𝑚(𝐵), 𝐻𝑎𝑚(𝐴))+
+1(𝑖1 > 𝑛−𝑚) · (𝑖1− 𝑛+𝑚) + . . .+ 1(𝑖𝐻𝑎𝑚(𝐵) > 𝑛−𝑚) · (𝑖𝐻𝑎𝑚(𝐵)− 𝑛+𝑚).
Очевидно, що можемо оцiнити min(𝑖𝑙, 𝐻𝑎𝑚(𝐴)) як
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min(𝑖𝑙, 𝐻𝑎𝑚(𝐴)) 6 𝐻𝑎𝑚(𝐴), 𝑙 = 1, 𝐻𝑎𝑚(𝐵). Тодi отримаємо:
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) 6
6 𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) +𝐻𝑎𝑚(𝐵) +𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵)+
+1(𝑖1 > 𝑛−𝑚) · (𝑖1−𝑛+𝑚)+ . . .+1(𝑖𝐻𝑎𝑚(𝐵) > 𝑛−𝑚) · (𝑖𝐻𝑎𝑚(𝐵)−𝑛+𝑚) =
= 2 ·𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) +𝐻𝑎𝑚(𝐵)+
+1(𝑖1 > 𝑛−𝑚) · (𝑖1− 𝑛+𝑚) + . . .+ 1(𝑖𝐻𝑎𝑚(𝐵) > 𝑛−𝑚) · (𝑖𝐻𝑎𝑚(𝐵)− 𝑛+𝑚).
У випадку максимально можливої ваги Хеммiнга кожен з iндикаторiв
дорiвнює 1, тобто 𝑖𝑙 > 𝑛−𝑚 для всiх 𝑙 = 1, 𝐻𝑎𝑚(𝐵). Мiнiмально можливе
значення 𝑖𝑙 дорiвнює 𝑛−𝑚, а максимальне — 𝑛− 1:
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) 6
6 2 ·𝐻𝑎𝑚(𝐴)𝐻𝑎𝑚(𝐵)+𝐻𝑎𝑚(𝐵)+ (𝑖1−𝑛+𝑚)+ . . .+(𝑖𝐻𝑎𝑚(𝐵)−𝑛+𝑚) 6
6 2 ·𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) +𝐻𝑎𝑚(𝐵) + 0 + 1 + 2 + . . .+𝑚− 2 +𝑚− 1 =
= 2 ·𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) +𝐻𝑎𝑚(𝐵) + 𝑚(𝑚− 1)
2
.
Аналогiчно можемо представити число 𝐴 у виглядi суми
𝐴 = 𝐴1 + . . .+ 𝐴𝐻𝑎𝑚(𝐴), де 𝐴𝑡 ∈ {0, 1}𝑛, 𝑡 = 1, 𝐻𝑎𝑚(𝐴),
причому 𝐻𝑎𝑚(𝐴𝑡) = 1 для будь-якого значення 𝑡. Тодi отримаємо:
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) 6
6 2 ·𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) +𝐻𝑎𝑚(𝐴) + 𝑚(𝑚− 1)
2
.
Отже, загальна оцiнка зверху вага Хеммiнга добутку двох чисел за
модулем 𝐺𝑀𝑛,𝑚,𝑘 буде такою
𝐻𝑎𝑚(𝐴 ·𝐵 mod 𝐺𝑀𝑛,𝑚,𝑘) 6
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6 2 ·𝐻𝑎𝑚(𝐴) ·𝐻𝑎𝑚(𝐵) + min(𝐻𝑎𝑚(𝐴), 𝐻𝑎𝑚(𝐵)) + 𝑚(𝑚− 1)
2
,
що i треба було довести.
Теорема. Для узагальненого числа Мерсенна 𝐺𝑀𝑛,𝑚 = 2𝑛 − 2𝑚 − 1,
де 𝑛,𝑚 ∈ N, 𝑚 < 𝑛, та 𝑛-бiтового числа 𝐴 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎1 𝑎0, де
𝑎𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1, такого, що 𝐴 6 𝐺𝑀𝑛,𝑚, виконується:
1) якщо 𝑎𝑚 = 0, то
𝐻𝑎𝑚(−𝐴 mod 𝐺𝑀𝑛,𝑚) = 𝑛− 1−𝐻𝑎𝑚(𝐴);
2) якщо 𝑎𝑚 = 1, то
𝐻𝑎𝑚(−𝐴 mod 𝐺𝑀𝑛,𝑚) = 𝑙 −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ2) +𝑚−𝐻𝑎𝑚(ℎ3),
де 𝐴 = ℎ1 || ℎ2 || ℎ3, причому:
а) |ℎ3| = 𝑚, тобто ℎ3 включає молодшi 𝑚 бiтiв числа 𝐴:
ℎ3 = 𝑎𝑚−1 𝑎𝑚−2 . . . 𝑎1 𝑎0;
б) ℎ2 = 𝑎𝑘 𝑎𝑘−1 . . . 𝑎𝑚, де 𝑘 = min
𝑖
{𝑎𝑖 = 0 | 𝑎𝑗 = 1,𝑚 6 𝑗 < 𝑖},
тобто ℎ2 мiстить бiти починаючи з 𝑎𝑚 та до першого нуля, який
зустрiнеться пiсля 𝑎𝑚, включно;
в) ℎ1 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎𝑘, де 𝑘 — iндекс з минулого пункту; 𝑙 —
довжина числа ℎ1, тобто |ℎ1| = 𝑙.
Доведення. Важливо помiтити, що модуль 𝐺𝑀𝑛,𝑚 = 2𝑛 − 2𝑚 − 1
має такий вигляд у двiйковому записi:
𝐺𝑀𝑛,𝑚 = 111 . . . 110111 . . . 11,
причому саме 𝑚-ий бiт рiвний 0. Потрiбно, маючи число 𝐴, знайти таке
число 𝐵 ∈ {0, 1}𝑛, що
𝐴+𝐵 = 0 mod 𝐺𝑀𝑛,𝑚,
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тодi 𝐵 якраз i буде оберненим до 𝐴 вiдносно операцiї додавання за модулем
𝐺𝑀𝑛,𝑚, тобто
𝐵 = −𝐴 mod 𝐺𝑀𝑛,𝑚.
Слiд зауважити, що потрiбно шукати таке 𝐵, що 𝐴 + 𝐵 = 𝐺𝑀𝑛,𝑚,
оскiльки за умовою 𝐴 ∈ {0, 1}𝑛, тобто випадок 𝐴+𝐵 = 𝑐·𝐺𝑀𝑛,𝑚, де 𝑐 > 1—
деяка константа, отримати неможливо. Введемо наступнi позначення:
𝐴 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎𝑚 . . . 𝑎1 𝑎0,
𝐵 = 𝑏𝑛−1 𝑏𝑛−2 . . . 𝑏𝑚 . . . 𝑏1 𝑏0,
𝐺𝑀𝑛,𝑚 = 𝑔𝑛−1 𝑔𝑛−2 . . . 𝑔𝑚 . . . 𝑔1 𝑔0,
де 𝑎𝑖, 𝑏𝑖, 𝑔𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1. Вiдомо, що 𝑔𝑚 = 0, а iншi бiти — 1, тобто
𝐺𝑀𝑛,𝑚 = 11 . . . 101 . . . 11. Потрiбно знайти 𝑏𝑖 по вiдомим значенням
𝑎𝑖, 𝑖 = 0, 𝑛− 1, тодi можна буде побачити залежнiсть ваги Хеммiнга
оберненого числа вiд ваги самого 𝐴.
1) Якщо 𝑎𝑚 = 0, то значення 𝑏𝑖 будуть наступнi:⎧⎪⎨⎪⎩𝑏𝑚 = 0𝑏𝑖 = 1− 𝑎𝑖 𝑖 = 0, 𝑛− 1, 𝑖 ̸= 𝑚
Щоб перевiрити правильнiсть даного твердження, запишемо наступне.
Для того, щоб 𝐵 = −𝐴 mod 𝐺𝑀𝑛,𝑚 необхiдно виконання рiвностi:
+
𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎𝑚+1 𝑎𝑚 𝑎𝑚−1 . . . 𝑎1 𝑎0
𝑏𝑛−1 𝑏𝑛−2 . . . 𝑏𝑚+1 𝑏𝑚 𝑏𝑚−1 . . . 𝑏1 𝑏0
1 1 . . . 1 0 1 . . . 1 1
Пiдставляючи значення 𝑏𝑖, бачимо, що це дiйсно виконується:
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+
𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎𝑚+1 0 𝑎𝑚−1 . . . 𝑎1 𝑎0
1− 𝑎𝑛−1 1− 𝑎𝑛−2 . . . 1− 𝑎𝑚+1 0 1− 𝑎𝑚−1 . . . 1− 𝑎1 1− 𝑎0
1 1 . . . 1 0 1 . . . 1 1
Таким чином, у даному випадку для знаходження оберненого потрiбно усi
бiти, окрiм 𝑚-го, замiнити на протилежнi, а 𝑚-ий бiт залишити без змiн.
Тодi
𝐻𝑎𝑚(−𝐴 mod 𝐺𝑀𝑛,𝑚) = 𝑛−𝐻𝑎𝑚(𝐴)− 1,
де 𝑛 вiдповiдає максимально можливiй вазi 𝑛-бiтового числа та, вiднiмаючи
1, враховується незмiнний 𝑚-ий бiт.
2) У випадку 𝑎𝑚 = 1 рiзниця з попереднiм у тому, що для отримання
𝑔𝑚 = 0 потрiбно щоб 𝑏𝑚 = 1, а це утворює бiт перенесення на старшi бiти.
Це i обумовлює роздiлення двiйкового запису числа на три частини, тобто
𝐴 = ℎ1 || ℎ2 || ℎ3.
Тодi вагу Хеммiнга 𝐴 можна представити як суму
𝐻𝑎𝑚(𝐴) = 𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ2) +𝐻𝑎𝑚(ℎ3).
Позначимо обернений елемент до 𝐴 вiдносно операцiї додавання за
модулем 𝐺𝑀𝑛,𝑚 як 𝐵:
𝐵 = −𝐴 mod 𝐺𝑀𝑛,𝑚 = ℎ*1 || ℎ*2 || ℎ*3.
Тодi ℎ*3 буде знаходитись аналогiчно пункту 1), замiнюючи всi бiти ℎ3 на
протилежнi. Очевидно, що
𝐻𝑎𝑚(ℎ*3) = 𝑚−𝐻𝑎𝑚(ℎ3).
Наймолодший бiт ℎ2 — це бiт 𝑎𝑚 = 1 i, як було сказано ранiше,
𝑏𝑚 = 1, отже, бiт перенесення переходить на старший бiт 𝑎𝑚+1. Можливi
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два випадки:
а) 𝑎𝑚+1 = 0, тодi, оскiльки 𝑔𝑚+1 = 1, 𝑏𝑚+1 = 0;
б) 𝑎𝑚+1 = 1 — в такому випадку, враховуючи, що 𝑔𝑚+1 = 1,
отримаємо 𝑏𝑚+1 = 1, тобто знову отримаємо бiт перенесення та знову
виконуємо аналогiчну процедуру, але вже для бiту 𝑎𝑚+2.
Бачимо, що бiт перенесення буде з’являтись на кожному кроцi, аж
поки у послiдовностi бiтiв не зустрiнеться 0. Саме тому частина ℎ2 мiстить
бiти вiд 𝑎𝑚 до першого нуля, який зустрiнеться у двiйковому записi числа
𝐴. Слiд зазначити, що 0 точно буде, оскiльки розглядаються числа меншi
за модуль 𝐺𝑀𝑛,𝑚. Бачимо, що при знаходженнi ℎ*2 бiти ℎ2 не змiнювались
(якщо 𝑎𝑚+𝑐 = 0, то 𝑏𝑚+𝑐 = 0, i якщо 𝑎𝑚+𝑐 = 1, то i 𝑏𝑚+𝑐 = 1, де 𝑐 ∈ N —
деяка константа), а отже
𝐻𝑎𝑚(ℎ*2) = 𝐻𝑎𝑚(ℎ2).
Частина ℎ*1 повинна бути такою, щоб результатом суми з ℎ1 за
модулем 2 було значення 11 . . . 1. Аналогiчно до попереднiх результатiв,
ℎ*1 отримується шляхом замiни бiтiв ℎ1 на протилежнi. У такому випадку,
якщо |ℎ1| = 𝑙, то
𝐻𝑎𝑚(ℎ*1) = 𝑙 −𝐻𝑎𝑚(ℎ1).
Узагальнюючи отриманi результати, маємо:
𝐻𝑎𝑚(−𝐴 mod 𝐺𝑀𝑛,𝑚) = 𝐻𝑎𝑚(𝐵) = 𝐻𝑎𝑚(ℎ*1) +𝐻𝑎𝑚(ℎ*2) +𝐻𝑎𝑚(ℎ*3) =
= 𝑙 −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ2) +𝑚−𝐻𝑎𝑚(ℎ3),
що i треба було довести.
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Теорема. Нехай заданi число Кренделла 𝐶𝑅𝑛,𝑐 = 2𝑛− 𝑐, де 𝑛, 𝑐 ∈ N,
та 𝑛-бiтове число 𝐴 таке, що 𝐴 6 𝐶𝑅𝑛,𝑐. Визначимо такi позначення:
𝐴 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎1 𝑎0;
𝐶𝑅𝑛,𝑐 = 𝑟𝑛−1 𝑟𝑛−2 . . . 𝑟1 𝑟0;
𝐵 = −𝐴 mod 𝐶𝑅𝑛,𝑐 = 𝑏𝑛−1 𝑏𝑛−2 . . . 𝑏1 𝑏0,
де 𝑎𝑖, 𝑟𝑖, 𝑏𝑖 ∈ {0, 1}, 𝑖 = 0, 𝑛− 1. Тодi вага Хеммiнга оберненого до 𝐴
елемента вiдносно операцiї додавання за модулем 𝐶𝑅𝑛,𝑐 (тобто вага
Хеммiнга числа 𝐵) обчислюється таким чином:
1) якщо число 𝑎⌈log2 𝑐⌉−1 . . . 𝑎1 𝑎0 менше за 𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0, то:
𝐻𝑎𝑚(−𝐴 mod 𝐶𝑅𝑛,𝑐) = 𝑛− ⌈log2 𝑐⌉ −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ*2), де
а) 𝐴 = ℎ1 || ℎ2, причому ℎ2 — молодшi ⌈log2 𝑐⌉ бiтiв числа 𝐴;
б) 𝐵 = −𝐴 mod 𝐶𝑅𝑛,𝑐 = ℎ*1 || ℎ*2, аналогiчно, ℎ*2 складається з
⌈log2 𝑐⌉ молодших бiтiв числа 𝐵;
2) якщо ж число 𝑎⌈log2 𝑐⌉−1 . . . 𝑎1 𝑎0 є бiльшим за число
𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0, то:
𝐻𝑎𝑚(−𝐴 mod 𝐶𝑅𝑛,𝑐) = 𝑛−⌈log2 𝑐⌉−|ℎ2|−𝐻𝑎𝑚(ℎ1)+𝐻𝑎𝑚(ℎ2)+𝐻𝑎𝑚(ℎ*3), де
а) 𝐴 = ℎ1 || ℎ2 || ℎ3, причому:
– ℎ3 — молодшi ⌈log2 𝑐⌉ бiтiв числа 𝐴;
– ℎ2 мiстить бiти числа 𝐴 починаючи з ⌈log2 𝑐⌉ бiту та до першого
нуля, який зустрiнеться пiсля 𝑎⌈log2 𝑐⌉−1;
– |ℎ2| — кiлькiсть бiтiв у числi ℎ2;
– ℎ1 — старшi бiти, що залишились, тобто ℎ1 = 𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎𝑤,
де 𝑎𝑤−1 — старший бiт ℎ2;
б) 𝐵 = −𝐴 mod 𝐶𝑅𝑛,𝑐 = ℎ*1 || ℎ*2 || ℎ*3, де ℎ*3 — молодшi ⌈log2 𝑐⌉
бiтiв числа 𝐵.
Доведення. Слiд зауважити, що число Кренделла 𝐶𝑅𝑛,𝑐 має вигляд
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111 . . . 11 * * . . . *, де пiд символом * розумiється або 0, або 1, залежно вiд
значення константи 𝑐. Кiлькiсть таких неоднозначно визначених бiтiв —
⌈log2 𝑐⌉. Для того, щоб 𝐵 був оберненим до 𝐴 елементом за модулем 𝐶𝑅𝑛,𝑐,
необхiдно:
+
𝑎𝑛−1 𝑎𝑛−2 . . . 𝑎𝑚+1 𝑎𝑚 𝑎𝑚−1 . . . 𝑎1 𝑎0
𝑏𝑛−1 𝑏𝑛−2 . . . 𝑏𝑚+1 𝑏𝑚 𝑏𝑚−1 . . . 𝑏1 𝑏0
1 1 . . . 1 𝑟⌈log2 𝑐⌉−1 𝑟⌈log2 𝑐⌉−2 . . . 𝑟1 𝑟0
Оскiльки значення 𝑟⌈log2 𝑐⌉−1, . . . , 𝑟1, 𝑟0 не фiксованi, причому вiд них
прямо залежать значення 𝑏⌈log2 𝑐⌉−1, . . . , 𝑏1, 𝑏0, то вага Хеммiнга числа 𝐵
буде залежати вiд значення 𝐻𝑎𝑚(ℎ*2), для обчислення якого потрiбно
вирахувати значення 𝑏⌈log2 𝑐⌉−1, 𝑏⌈log2 𝑐⌉−2, . . . , 𝑏1, 𝑏0 та знайти кiлькiсть
одиниць серед них.
Значення 𝑏0, 𝑏1, . . . , 𝑏⌈log2 𝑐⌉−1 обчислюються таким чином:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑏0 = (𝑟0 + 𝑎0) mod 2;
𝑏𝑖 = (𝑟𝑖 + 𝑎𝑖 + 𝑥𝑖) mod 2, де 𝑥𝑖 =
⎧⎪⎨⎪⎩1, якщо 𝑎𝑖−1 + 𝑏𝑖−1 + 𝑥𝑖−1 > 1;0, iнакше.
для 𝑖 = 1, ⌈log2 𝑐⌉ − 1, причому 𝑥0 = 0.
Тодi можна знайти кiлькiсть одиниць серед ⌈log2 𝑐⌉ молодших бiтiв
числа 𝐵, позначимо це значення як 𝑧.
1) Очевидно, що якщо
𝐵 = −𝐴 mod 𝐶𝑅𝑛,𝑐 = ℎ*1 || ℎ*2,
то вага Хеммiнга числа 𝐵 має такий вигляд:
𝐻𝑎𝑚(𝐵) = 𝐻𝑎𝑚(ℎ*1) +𝐻𝑎𝑚(ℎ
*
2).
У даному випадку 𝐻𝑎𝑚(ℎ*2) = 𝑧.
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Важливою умовою є те, що 𝑎⌈log2 𝑐⌉−1 . . . 𝑎1 𝑎0 менше числа
𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0 — у такому випадку при додаваннi старших бiтiв ℎ
*
2 та ℎ2
не виникає бiту перенесення, який би мав враховуватись при додаваннi
молодших бiтiв ℎ*1 та ℎ1, а отже значення ℎ
*
1 мало би змiнитись для
виконання умови 𝐴+ 𝐵 = 0 mod 𝐶𝑅𝑛,𝑐. Оскiльки бiту перенесення немає,
то ℎ1 + ℎ*1 = 11 . . . 1, отже, маємо:
𝐻𝑎𝑚(ℎ*1) = |ℎ1| −𝐻𝑎𝑚(ℎ1).
Оскiльки 𝐴 — 𝑛-бiтове число, а |ℎ2| = ⌈log2 𝑐⌉, то |ℎ1| = 𝑛 − ⌈log2 𝑐⌉.
Тодi маємо:
𝐻𝑎𝑚(−𝐴 mod 𝐶𝑅𝑛,𝑐) = 𝐻𝑎𝑚(𝐵) = 𝐻𝑎𝑚(ℎ*1) +𝐻𝑎𝑚(ℎ*2) =
= 𝑛− ⌈log2 𝑐⌉ −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ*2).
2) Аналогiчно, якщо
𝐵 = −𝐴 mod 𝐶𝑅𝑛,𝑐 = ℎ*1 || ℎ*2 || ℎ*3,
то виконується спiввiдношення





У даному випадку 𝐻𝑎𝑚(ℎ*3) = 𝑧.
Оскiльки 𝑎⌈log2 𝑐⌉−1 . . . 𝑎1 𝑎0 є бiльшим за 𝑟⌈log2 𝑐⌉−1 . . . 𝑟1 𝑟0, то при
додаваннi старших бiтiв ℎ3 та ℎ*3 з’являється бiт перенесення. Враховуючи
те, що 𝑟𝑛−1 𝑟𝑛 . . . 𝑟⌈log2 𝑐⌉ = 11 . . . 1, бiт перенесення буде з’являтись на
кожному кроцi до того моменту, як у 𝐴 зустрiнеться 0 — таким чином
утворюється частина ℎ2.
Зрозумiло, що на позицiях 𝑖, де 𝑎𝑖 = 1, буде 𝑏𝑖 = 1, а при першiй
зустрiчi нуля (позначимо його 𝑎𝑡 = 0) буде 𝑏𝑡 = 0. Маємо рiвнiсть ℎ2 = ℎ*2.
Отже, 𝐻𝑎𝑚(ℎ*2) = 𝐻𝑎𝑚(ℎ2).
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𝐻𝑎𝑚(ℎ*1) отримується аналогiчно як у доведеннi пункту 1), тобто
𝐻𝑎𝑚(ℎ*1) = |ℎ1| −𝐻𝑎𝑚(ℎ1) = 𝑛− 𝑡− 1−𝐻𝑎𝑚(ℎ1).
Пiдсумовуючи отримане, маємо:
𝐻𝑎𝑚(−𝐴 mod 𝐶𝑅𝑛,𝑐) = 𝐻𝑎𝑚(𝐵) = 𝐻𝑎𝑚(ℎ*1) +𝐻𝑎𝑚(ℎ*2) +𝐻𝑎𝑚(ℎ*3) =
= |ℎ1| −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ2) +𝐻𝑎𝑚(ℎ*3) =
= 𝑛− ⌈log2 𝑐⌉ − |ℎ2| −𝐻𝑎𝑚(ℎ1) +𝐻𝑎𝑚(ℎ2) +𝐻𝑎𝑚(ℎ*3),
що i потрiбно було довести.
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ДОДАТОК Б ГРАФIКИ РОЗПОДIЛУ ПАРАМЕТРА
РОЗШИФРУВАННЯ У КРИПТОСИСТЕМI AJPS-1 ТА ЇЇ
МОДИФIКАЦIЯХ
У додатку наведено результати експериментального дослiдження
криптосистеми AJPS-1 та її модифiкацiй, а саме модифiкацiї AJPS-1 з
використанням метрики 𝑂𝑆𝐷 (рiзниця кiлькостi одиниць та кiлькостi
нулiв в двiйковому представленнi числа), модифiкацiї AJPS-1 з
використанням арифметики за модулем узагальненого числа Мерсенна
𝐺𝑀𝑛,𝑚 = 2
𝑛 − 2𝑚 − 1, де 𝑛,𝑚 ∈ N та 𝑚 < 𝑛
та модифiкацiї AJPS-1 з використанням арифметики за модулем числа
Кренделла
𝐶𝑅𝑛,𝑐 = 2




При виконаннi даного дослiдження здiйснюється порiвняння
розподiлу значень 𝑑 та 𝑠, якi обчислюються при процедурi
розшифрування криптосистеми AJPS-1 та описаних модифiкацiй
криптосистеми AJPS-1, для рекомендованих вiдповiдно до таблицi 2.5
значень параметрiв 𝑛 та ℎ.
Б.1 Порiвняння розподiлiв значень 𝑑 i 𝑠 у криптосистемi
AJPS-1 та модифiкацiї AJPS-1 з використанням метрики OSD
Розглянемо розподiл значень 𝑑 i 𝑠 криптосистеми AJPS-1 та
модифiкацiї криптосистеми AJPS-1 з використанням метрики 𝑂𝑆𝐷, яка
представлена у роздiлi 2. Результати отримано експериментально при
серiї з 1000000 застосувань алгоритмiв шифрування та розшифрування
кожної з криптосистем при рiзних значеннях 𝑛 та ℎ.
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1) Нехай 𝑛 = 1279 та ℎ = 17, тодi при значеннi бiту 𝑏 = 0 маємо:
Рисунок Б.1 – Розподiл значення 𝑑 в криптосистемi AJPS-1 при
значеннях 𝑛 = 1279, ℎ = 17 та 𝑏 = 0
Рисунок Б.2 – Розподiл значення 𝑠 в модифiкацiї криптосистеми AJPS-1
з використанням метрики 𝑂𝑆𝐷 при 𝑛 = 1279, ℎ = 17 та 𝑏 = 0
116
Та при значеннi бiту 𝑏 = 1 отримуємо:
Рисунок Б.3 – Розподiл значення 𝑑 в криптосистемi AJPS-1 при
значеннях 𝑛 = 1279, ℎ = 17 та 𝑏 = 1
Рисунок Б.4 – Розподiл значення 𝑠 в модифiкацiї криптосистеми AJPS-1
з використанням метрики 𝑂𝑆𝐷 при 𝑛 = 1279, ℎ = 17 та 𝑏 = 1
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2) Нехай 𝑛 = 2203 та ℎ = 23, тодi при значеннi бiту 𝑏 = 0 маємо:
Рисунок Б.5 – Розподiл значення 𝑑 в криптосистемi AJPS-1 при
значеннях 𝑛 = 2203, ℎ = 23 та 𝑏 = 0
Рисунок Б.6 – Розподiл значення 𝑠 в модифiкацiї криптосистеми AJPS-1
з використанням метрики 𝑂𝑆𝐷 при 𝑛 = 2203, ℎ = 23 та 𝑏 = 0
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Та при значеннi бiту 𝑏 = 1 отримуємо:
Рисунок Б.7 – Розподiл значення 𝑑 в криптосистемi AJPS-1 при
значеннях 𝑛 = 2203, ℎ = 23 та 𝑏 = 1
Рисунок Б.8 – Розподiл значення 𝑠 в модифiкацiї криптосистеми AJPS-1
з використанням метрики 𝑂𝑆𝐷 при 𝑛 = 2203, ℎ = 23 та 𝑏 = 1
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3) Нехай 𝑛 = 3217 та ℎ = 28, тодi при значеннi бiту 𝑏 = 0 маємо:
Рисунок Б.9 – Розподiл значення 𝑑 в криптосистемi AJPS-1 при
значеннях 𝑛 = 3217, ℎ = 28 та 𝑏 = 0
Рисунок Б.10 – Розподiл значення 𝑠 в модифiкацiї криптосистеми
AJPS-1 з використанням метрики 𝑂𝑆𝐷 при 𝑛 = 3217, ℎ = 28 та 𝑏 = 0
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Та при значеннi бiту 𝑏 = 1 отримуємо:
Рисунок Б.11 – Розподiл значення 𝑑 в криптосистемi AJPS-1 при
значеннях 𝑛 = 3217, ℎ = 28 та 𝑏 = 1
Рисунок Б.12 – Розподiл значення 𝑠 в модифiкацiї криптосистеми
AJPS-1 з використанням метрики 𝑂𝑆𝐷 при 𝑛 = 3217, ℎ = 28 та 𝑏 = 1
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4) Нехай 𝑛 = 4253 та ℎ = 32, тодi при значеннi бiту 𝑏 = 0 маємо:
Рисунок Б.13 – Розподiл значення 𝑑 в криптосистемi AJPS-1 при
значеннях 𝑛 = 4253, ℎ = 32 та 𝑏 = 0
Рисунок Б.14 – Розподiл значення 𝑠 в модифiкацiї криптосистеми
AJPS-1 з використанням метрики 𝑂𝑆𝐷 при 𝑛 = 4253, ℎ = 32 та 𝑏 = 0
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Та при значеннi бiту 𝑏 = 1 отримуємо:
Рисунок Б.15 – Розподiл значення 𝑑 в криптосистемi AJPS-1 при
значеннях 𝑛 = 4253, ℎ = 32 та 𝑏 = 1
Рисунок Б.16 – Розподiл значення 𝑠 в модифiкацiї криптосистеми
AJPS-1 з використанням метрики 𝑂𝑆𝐷 при 𝑛 = 4253, ℎ = 32 та 𝑏 = 1
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Б.2 Порiвняння розподiлу значення 𝑑 в AJPS-1 та
модифiкацiї AJPS-1 з використанням арифметики за модулем
узагальненого числа Мерсенна
Розглянемо розподiл значення 𝑑 при застосуваннi алгоритму
розшифрування криптосистеми AJPS-1 та модифiкацiї криптосистеми
AJPS-1 з використанням арифметики за модулем узагальненого числа
Мерсенна 𝐺𝑀𝑛,𝑚, яка представлена у роздiлi 2. Данi результати отримано
експериментально при серiї з 1000000 застосувань алгоритмiв
шифрування та розшифрування кожної з описаних криптосистем при
рiзних значеннях параметрiв 𝑛 та ℎ та фiксованому значеннi 𝑚 = 25.
1) Нехай 𝑛 = 1279 та ℎ = 17, тодi при значеннi бiту 𝑏 = 0 маємо:
Рисунок Б.17 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї криптосистеми AJPS-1 з використанням арифметики за
модулем узагальненого числа Мерсенна 𝐺𝑀𝑛,𝑚 при значеннях 𝑛 = 1279,
ℎ = 17 та 𝑏 = 0
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Та при значеннi бiту 𝑏 = 1 отримуємо:
Рисунок Б.18 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї криптосистеми AJPS-1 з використанням арифметики за
модулем узагальненого числа Мерсенна 𝐺𝑀𝑛,𝑚 при значеннях
параметрiв 𝑛 = 1279, ℎ = 17 та 𝑏 = 1
2) Нехай 𝑛 = 2203 та ℎ = 23, тодi при значеннях бiту 𝑏 = 0 та 𝑏 = 1
вiдповiдно маємо наступнi розподiли значення 𝑑:
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Рисунок Б.19 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї AJPS-1 з використанням арифметики за модулем
узагальненого числа Мерсенна при значеннях 𝑛 = 2203, ℎ = 23 та 𝑏 = 0
Рисунок Б.20 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї AJPS-1 з використанням арифметики за модулем
узагальненого числа Мерсенна при значеннях 𝑛 = 2203, ℎ = 23 та 𝑏 = 1
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3) Нехай 𝑛 = 3217 та ℎ = 28, тодi, вiдповiдно до значення 𝑏, маємо:
Рисунок Б.21 – Розподiл 𝑑 в AJPS-1 та її модифiкацiї з використанням
арифметики за модулем 𝐺𝑀𝑛,𝑚 при 𝑛 = 3217, ℎ = 28 та 𝑏 = 0
Рисунок Б.22 – Розподiл 𝑑 в AJPS-1 та її модифiкацiї з використанням
арифметики за модулем 𝐺𝑀𝑛,𝑚 при 𝑛 = 3217, ℎ = 28 та 𝑏 = 1
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4) Нехай 𝑛 = 4253 та ℎ = 32, тодi, вiдповiдно значення 𝑏, маємо:
Рисунок Б.23 – Розподiл 𝑑 в AJPS-1 та її модифiкацiї з використанням
арифметики за модулем 𝐺𝑀𝑛,𝑚 при 𝑛 = 4253, ℎ = 32 та 𝑏 = 0
Рисунок Б.24 – Розподiл 𝑑 в AJPS-1 та її модифiкацiї, яка використовує
арифметику за модулем 𝐺𝑀𝑛,𝑚, при 𝑛 = 4253, ℎ = 32 та 𝑏 = 1
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Б.3 Порiвняння розподiлу значення 𝑑 в криптосистемi
AJPS-1 та модифiкацiї AJPS-1 з використанням арифметики за
модулем числа Кренделла
Розглянемо розподiл значення 𝑑 при застосуваннi алгоритму
розшифрування криптосистеми AJPS-1 та модифiкацiї криптосистеми
AJPS-1 з використанням арифметики за модулем числа Кренделла 𝐶𝑅𝑛,𝑐,
яка представлена у роздiлi 2. Данi результати отримано
експериментально при серiї з 1000000 застосувань алгоритму
розшифрування кожної з описаних криптосистем при рiзних значеннях
параметрiв 𝑛 та ℎ та фiксованому значеннi 𝑐 = 15.
1) Нехай 𝑛 = 1279 та ℎ = 17, тодi при значеннi бiту 𝑏 = 0 маємо:
Рисунок Б.25 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї криптосистеми AJPS-1 з використанням арифметики за
модулем числа Кренделла 𝐶𝑅𝑛,𝑐 при значеннях 𝑛 = 1279, ℎ = 17 та 𝑏 = 0
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Та при значеннi бiту 𝑏 = 1 отримуємо:
Рисунок Б.26 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї криптосистеми AJPS-1 з використанням арифметики за
модулем числа Кренделла 𝐶𝑅𝑛,𝑐 при значеннях параметрiв 𝑛 = 1279,
ℎ = 17 та 𝑏 = 1
2) Нехай 𝑛 = 2203 та ℎ = 23, тодi при значеннях бiту 𝑏 = 0 та 𝑏 = 1
вiдповiдно маємо наступнi розподiли значення 𝑑:
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Рисунок Б.27 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї AJPS-1 з використанням арифметики за модулем числа
Кренделла при значеннях 𝑛 = 2203, ℎ = 23 та 𝑏 = 0
Рисунок Б.28 – Розподiл значення 𝑑 в криптосистемi AJPS-1 та
модифiкацiї AJPS-1 з використанням арифметики за модулем числа
Кренделла при значеннях 𝑛 = 2203, ℎ = 23 та 𝑏 = 1
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3) Нехай 𝑛 = 3217 та ℎ = 28, тодi, вiдповiдно до значення 𝑏, маємо:
Рисунок Б.29 – Розподiл 𝑑 в AJPS-1 та її модифiкацiї з використанням
арифметики за модулем 𝐶𝑅𝑛,𝑐 при 𝑛 = 3217, ℎ = 28 та 𝑏 = 0
Рисунок Б.30 – Розподiл 𝑑 в AJPS-1 та її модифiкацiї з використанням
арифметики за модулем 𝐶𝑅𝑛,𝑐 при 𝑛 = 3217, ℎ = 28 та 𝑏 = 1
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4) Нехай 𝑛 = 4253 та ℎ = 32, тодi, вiдповiдно значення 𝑏, маємо:
Рисунок Б.31 – Розподiл 𝑑 в AJPS-1 та її модифiкацiї з використанням
арифметики за модулем 𝐶𝑅𝑛,𝑐 при 𝑛 = 4253, ℎ = 32 та 𝑏 = 0
Рисунок Б.32 – Розподiл 𝑑 в AJPS-1 та її модифiкацiї, яка використовує
арифметику за модулем 𝐶𝑅𝑛,𝑐, при 𝑛 = 4253, ℎ = 32 та 𝑏 = 1
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Б.4 Порiвняння розподiлу значення 𝑑 у модифiкацiях
криптосистеми AJPS-1 з використанням арифметики за
модулем узагальненого числа Мерсенна та з використанням
арифметики за модулем числа Кренделла
Розглянемо розподiл 𝑑 при модифiкацiях криптосистеми AJPS-1 з
використанням арифметики за модулем узагальненого числа Мерсенна
𝐺𝑀𝑛,𝑚 та з використанням арифметики за модулем числа Кренделла
𝐶𝑅𝑛,𝑐. Обидвi описанi модифiкацiї запропонованi у роздiлi 2. Данi
результати отримано експериментально при серiї з 1000000 застосувань
алгоритму розшифрування при рiзних значеннях параметрiв 𝑛 та ℎ та
фiксованих значеннях 𝑚 = 25 та 𝑐 = 15.
1) Нехай 𝑛 = 2203 та ℎ = 23, тодi маємо такi розподiли значення 𝑑:
Рисунок Б.33 – Розподiл 𝑑 модифiкацiй AJPS-1 з арифметикою за
модулем 𝐺𝑀𝑛,𝑚 та за модулем 𝐶𝑅𝑛,𝑐 при 𝑛 = 2203 та ℎ = 23
2) Нехай 𝑛 = 3217 та ℎ = 28, тодi маємо:
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Рисунок Б.34 – Розподiл 𝑑 модифiкацiй AJPS-1 з арифметикою за
модулем 𝐺𝑀𝑛,𝑚 та за модулем 𝐶𝑅𝑛,𝑐 при 𝑛 = 3217 та ℎ = 28
3) Нехай 𝑛 = 4253 та ℎ = 32, тодi отримуємо:
Рисунок Б.35 – Розподiл 𝑑 модифiкацiй AJPS-1 з арифметикою за
модулем 𝐺𝑀𝑛,𝑚 та за модулем 𝐶𝑅𝑛,𝑐 при 𝑛 = 4253 та ℎ = 32
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4) Нехай 𝑛 = 9689 та ℎ = 49, тодi:
Рисунок Б.36 – Розподiл значення 𝑑 модифiкацiї AJPS-1 з
використанням арифметики за модулем 𝐺𝑀𝑛,𝑚 та модифiкацiї AJPS-1 з
використанням арифметики за модулем числа Кренделла 𝐶𝑅𝑛,𝑐 при
значеннях 𝑛 = 9689, ℎ = 49, 𝑚 = 25 та 𝑐 = 15
