We give the precise conditions under which a periodic discrete-time linear state-space system can be transformed into a time-invariant one by a change of basis. Thus our theory is the discrete-time counterpart of the classical theory of Floquet transforms developed by Floquet and Lyapunov in the 1800s for continuous-time systems. We state and prove a necessary and sufficient condition for a "discrete-time Floquet transform" to exist, and give a construction for the transform when it does exist. Our results also extend to generalized state-space, or descriptor, systems.
INTRODUCTION
Perhaps the simplest class of time-varying linear systems is that for which the time variations are periodic. Even so, such systems exhibit significant departure in behavior from time-invariant ones and continue to be a topic of intensive study. In the state-space formulation of linear systems, periodicity implies certain structural properties of the associated transition matrix, and it is often possible to reduce the study of the original periodic system to that of a time-invariant one. This aspect of periodic systems was studied by Floquet and Lyapunov in the 1800s for the continuous-time case, and their result is generally referred to as the Floquet transform method [7, 91. However, there are no corresponding results for the discrete-time case, and the question as to when a periodic discrete-time linear system is equivalent to a time-invariant one has remained open so far. In this paper, we completely solve this problem, and give a construction for a discrete-time analogue (when it exists) of the Floquet transform.
For completeness, and also to motivate our problem, we shall briefly discuss continuous-time Floquet theory first. The Floquet transform is a classical tool in the study of linear differential equations, and is elegantly described in terms of the following theorem:
Given the homogeneous linear statespace system x(t) = A(t)x(t),
where A(t) E R n x 7L is bounded and at least piecewise continuous in (-co, +oo) with period T,
A(t) = A(t + T) 'vt (T minimal), there exists a matrix P(t), nonsingular for all t, and periodic of period T with P(0) = I, such that the change of variables x(t) = P(t)Z(t) transforms the system into a linear system with constant coeficients.
Since discrete-time and continuous-time Floquet transforms are somewhat related, we sketch here the main ideas of a proof of Theorem 1. The interested reader is referred to [7] or [9] for details. Let Q(tz, tl) denote the state transition matrix of the system (1); then the state transition matrix over one period is, @(T, 0), called the monodromy matrix. Define a constant matrix R such that @(T, 0) = eRT. (2) This is always possible, since any nonsingular matrix can be expressed as an exponential [3] . Th e matrix R is in some sense a logarithm of Q(T, 0), up to a factor T. It is complex in general. Then define
P(t) = qt, O)e_? (3)
It is easy to verify that P(0) = I, and that P(t) is nonsingular and periodic of period T. Performing the change of variables x(t) = P(t)Z(t) in (l), we see that Z(t) satisfies
The Floquet-Lyapunov transformation for periodic differential equations. We have Q(t, to) = P(t)eR(t-tO)P-l(tc).
Since from (3),
P = A(t)Q(t, O)evRt -@(t,O)epRtR = AP-PR,

Equation (4) reduces to
k(t) = R?(t), l?(O) = 20.(5)
Thus Z(t) = P-'(t)z(t)
is th e solution of a linear system with constant coefficients. The periodicity of the original system has been absorbed in the transformation P(t)-this is shown pictorially in Figure 1 . From the foregoing, we deduce that any linear system with periodic coefficients such as (1) can be viewed as a periodic transformation of a time-invariant system (5). Also, the whole behavior of its solutions depends upon the eigenvalues of the matrix R. These eigenvalues are of the form (l/T) In Xj, h w ere Xj are the eigenvalues of the monodromy matrix Q(T, 0).
Consider now the discrete-time homogeneous state-space system
with Aj = A~+K Vj (K minimal). As in the continuous-time case, we expect to gain insight into the structure of the solutions of a linear system with periodic coefficients by transformation into an equivalent timeinvariant system [6, lo] . Accordingly, for the system (6), we would like to find an invertible state transformation T(j), periodic of period K, such 
is constant.
Notice that & is periodic, since T(j) and Aj are, but T(j)
has to be chosen so that, furthermore, & is now constant, or independent of j. It turns out that the required discrete-time Floquet transform T(j)
may not always exist, unlike in the continuous-time case. In Section 2, we give simple examples for which it is impossible to find a discrete-time Floquet transform.
In this paper, specifically Section 3, we derive necessary and sufficient conditions on the system (6) for the existence of invertible matrices T(j) satisfying (9)-so that the periodic state transformation (7) applied to the periodic system (6) leads to the time-invariant system (8) . We also give a construction for the discrete-time Floquet transform when it does exist. We use complex arithmetic throughout; however, we do indicate the modifications needed for the real-arithmetic case in Section 4.
BACKGROUND
Let us examine what is entailed in finding a discrete-time Floquet transform. By invertible transformations, as shown in (9) , all Aj are to be made equal to the same matrix A^. Writing out Equation (9) for j = 1,2,. . . , K, and imposing periodicity of T(j), we see that we are required to solve T(2)A^ = AIT(
. . ,T(K). Th' is represents K n x n matrix equations in K + 1 n x n matrix unknowns. Moreover, the invertibility conditions amount to PERIODIC DISCRETE-TIME SYSTEM 135 K scalar inequalities in the elements of the matrices T(j). However, we can choose one T(.) arbitrarily, since the matrix A^ is defined only up to some constant similarity transformation.
Notice that we can always perform a constant transformation Z(j) = G??(j), det G # 0, on the time-invariant system (8) to obtain a new time-invariant system involving E(j).
In that case, A would change to G-IAG, and T(j) to T(j)G, ELS is evident from an inspection of (9) . Hence there is no loss of generality in assuming that, say, T(1) = I. This would in fact be obtained by making the changes (10) . Then (10) consists of K matrix equations in K unknown matrices.
Assuming T(1) = I and multiplying out (10) yields
which can be solved for A^. We refer to Gantmacher [3, Chapter VIII] for details about the theory of Kth roots of a given matrix.
Once A^ is obtained, we can find T(2), . . . , T(K) using (10). This is written succinctly below as
Note that T(j -1) is already known when solving (12) for T(j).
This procedure essentially solves the problem when the monodromy ma- 
satisfied-in fact, we imposed it to obtain Equation (10). REMARK 1. We draw the reader's attention to the similarity here with the continuous-time approach. In both cases, the monodromy matrix plays a key role-the transformation is derived here from its Kth root, whereas in the continuous-time case, its logarithm has to be taken. In both cases, the solution is not unique or real-valued in general. Furthermore, we have T(1) = 1 in the discrete-time case, corresponding to P(0) = I in the continuous-time case. However, we shall see that there are a number of important differences between the two cases, especially when the system (6) is not reversible. REMARK 2. Reversible discrete-time systems arise commonly in practice, for instance by discretization of continuous-time systems. There the state vectors x(j) are obtained by sampling a continuous-time state process at instants tj, and
where a(., .) is the state transition matrix of the continuous-time system. Since a continuous-time state transition matrix is invertible over any interval, the matrices Aj generated in this manner are nonsingular, and we can apply the procedure described above to find a discrete-time Floquet transform. REMARK 3. Solving (11) and (12) numerically is not a trivial task in general. As with most "straightforward" procedures, the above algorithm may suffer from severe numerical difficulties. It involves the computation of a Kth root of @(K + 1, l), which is a dense matrix; and the solution described in [3] requires not only the eigenvalues of @(K + 1,l) but also its Jordan form. In the first place, it would be computationally expensive to explicitly form the matrix product G(K + 1,l); secondly, reliable computation of the Jordan form for repeated eigenvalues is a very delicate numerical problem [4] . We comment further on this later. One of the contributions of this paper is to give a numerically attractive algorithm for solving Equations (11) and (12), which avoids the above pitfalls.
On the other hand, when Q(K + 1,1) is not invertible, i.e., when the system (6) as mentioned in connection with (11). H owever, it can be shown easily that such a square root does not exist [3] .
PERIODIC DISCRETE-TIME SYSTEM 137 EXAMPLE 2 [i exists, but T(j) does not exist]. Take K = 3, and
It can be verified that 0 0 0
In this example, there are several cube roots possible, such as the zero matrix, or any matrix of the type
However, it will become clear later on that, for any of these roots, there is no solution to the matrix Equations (12).
These two examples show that we have to deal with two separate problems when trying to find a discrete-time Floquet transform, namely those of solving (11) and (12). Conditions for the Kth roots of a matrix Q, are complicated when it is singular [3] . Moreover, the matrix Equations (12) for T(j) imply row-space inclusions which seem to make our problem even worse. Yet the necessary and sufficient condition for the existence of a discrete-time Floquet transform turns out to be relatively simple, as shown in Section 3.
MAIN RESULT
We now state and prove the main result of this paper. It gives a necessary and sufficient condition for the system (6) to have a discrete-time Floquet transform. THEOREM 2. A solution to (10) exists iff the following rank conditions hold:
The rest of this section is devoted to a proof of this theorem. Necessity is obvious, since (9) implies
where the T(.) are assumed invertible. Therefore rank(Aj+i_i . . Aj+lAj) is independent of j for all values of i and j, in particular for those mentioned in (13).
Sufficiency is proved by construction. As already indicated in Section 2, the only real difficulty in finding a discrete-time Floquet transform arises when @(K+ 1,l) is singular-this is reflected in the elaborate care needed to handle the eigenvalue at zero.
Since the proof is lengthy, we summarize here the key steps or ideas. First, we "preprocess" the system (6) via unitary transformations Q(j). This preprocessing proceeds in two steps, each of which serves a distinct purpose:
Deflating the eigenvalue at zero:
Not only does this step facilitate the computation of a Floquet transform, it also gives the complete Jordan structure of the zero eigenvalue of @(K + 1, l), and implicitly of A. Hence this has important theoretical implications.
Upper-triangularizing the matrices Aj:
In this step, the periodic Schur decomposition [l] is used to upper-triangularize Aj, while implicitly putting @(K+l, 1) in Schur form. As we shall see, this greatly simplifies subsequent steps.
Then we turn to the actual construction of the Floquet transform. We find upper-triangular updating transformations T,,(j) by solving the matrix Equations (lo), which now involve only upper-triangular Aj matrices. Thus, in effect, we exhibit the overall Floquet transform for the original system (6) in the form
where Q(j) and T,,(j) are periodic matrices with period K. Note that this is the QR factorization of T(j), a form also useful for computational purposes.
For the first step of the preprocessing, we need to consider kernels of the matrix products shown in (13), namely products of i matrices starting with Aj on the right. Define the subspaces
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We have dropped the superscript j for Vi because the rank condition in 
Since Vi is nondecreasing, we have si > 0. Moreover, it will be shown that s, is nonincreasing. From this, we can infer the following:
In other words, if two consecutive kernels Nf) and NiYi, ever coincide, then all succeeding kernels are the same, and there is no further increase in dimension. This means that all sz are in fact strictly greater than zero until Sk'+1 = 0 for some k'. But then /c = k', and
All this means is that u, is strictly increasing with nonincreasing increments si until it reaches its maximum at l/k. 
where 0,; denotes a square zero matrix of size si, the matrices Ay)+l have full column rank for i = 1, . . . , k -1, and Afil,k+l is invertible. Notice that the full-column-rank property tells us immediately that si is nonincreasing. Firstly, from the construction of Q(j), it is clear that
Q% + lM,Q(d =
09)
with [g] of full column rank n -si. The first si columns are zero because the first si columns of Q(j) span ker Aj + NY'. Then, since dim NY) = VI = Sl, Aj has rank n -sr, which is also the rank of the matrix in (19) because multiplication by invertible matrices does not change rank. In fact, the same reasoning can be applied to get the following more general result: To recapitulate, we have at this point reduced all matrices A, to the form shown in (18). In doing so, we isolated the zero eigenvalue of CD(K + 1,l) = AK.. . AzAl in the leading blocks of Aj, and separated off the nonsingular part in the A;:, k+l matrices. Moreover, we obtained all this using unitary transformations only. Now we have to finish our task of constructing a Floquet transform by solving Equation (10) for A^ and T(j).
As explained earlier, we could also set T(1) = 1, and solve (11) for A^ and (12) for T(j), j = 2, . , K. This would be strongly simplified if Equation (12) 
where T,!.": is an Si x Si matrix, i = 1,2,. . . , k. Equation (25) actually shows T,,(j) partitioned in two ways: a "fine partition" involving the T$ blocks, and a "coarse partition" consisting of k + 1 block columns.
When constructing T,,(j),
we will use the "fine partition" shown in (25) to compute the first k block columns only. As far as the last block column is concerned, instead of finding its T,(3,!,, blocks directly, we proceed from left to right constructing its columns indirectly, one at a time. This difference in approach is due to the special attention the zero eigenvalue warrantsyin fact, this has been a recurring theme in our discussion.
Given the form of A^ in (24), it is a simple matter to find the first k block columns of T,,(j), as shown next. Since we fixed the degrees of freedom in A^ in the leading vk x vk block, we cannot arbitrarily choose the corresponding block of any Tup (j), and they all have to be determined. The blocks T,'",' with i, C 2 k are constructed in a block-row fashion as follows. Consider'the relevant portion, viz. the first k entries, of the ith block row of(23),i=k-l,k-2 ,..., 1:
When j = 1, we make the (obvious) "replacement" j -1 + K in the righthand side of Equation (26). From this, it is clear that the matrices T,(-lt! can
be determined recursively, block row by block row, starting with Tk kIss, chosen arbitrarily. (This is an underdetermined system of compatible equations.) When (26) is used to find the ith block row, the unknowns are all on the left-hand side and defined in terms of previously defined rows, and so can be solved for. Notice that only the first se+1 columns of each T,'3 are defined; the rest are arbitrary. Moreover, we can freely choose the entire kth block column of T,,(j)-a convenient choice for this is Tti = I, T$ = 0, 1 5 e < k. We also have to assure that the blocks TJ;i' are invertible; but from (26) it follows that T(j> J.
where xylQ1j has full column rank. Remember that this defines (only) the first si+i columns of T$the remaining ones are arbitrary. If T,(:y,:i, is invertible, these first si+r columns are linearly independent; and so we can choose T$ also invertible by appropriately completing its columns.
At this stage, all matrices & are upper-triangular, and equal in their first vk columns. In other words, we have already applied T,,(j) in the preliminary form
We can think of L"$) (j) as initializing matrices, constructed to handle the zero-eigenvalue blocks.
We proceed further, column by_column, making one additional column i where $' # 0 is the ith diagonal element of ;?3. We see that (29) implies
and Since A^[i_rj is known when solving for the ith column of X, and Gii is given by (31), we can solve for & from Equation (32). Note that &i is nonzero, since LTii is nonzero. Negative giiis not a problem because we are using complex arithmetric. Therefore A22 in (24) is an invertible matrix-this is an important observation, and will be useful when solving (23b). The coefficient matrix of (32) 
--(j--l) where dii and aii are the ith diagonal elements of A and Aj-1 respectively. Since 6.. and &-l' ZZ are nonzero, and the first diagonal element (I) = 1, all rz',j' will be 'ionzero. We find the column vectors t!j' rii from which is again solvable since siz is nonzero. Since we thereby constructed the transformations T,,(j), and they are invertible by construction, this concludes the proof of Theorem 2.
REMARK 4. We could have required A 22, the invertible part of A^, to be in Jordan canonical form as well, but this would lead to a more complicated construction of the matrices T,,(j). In the case of the zero eigenvalue, this was ac$ally needed, since existence conditions depended on it. Of course, after A has been determined, we can still continue to reduce it to Jordan form using the methods described in [8] or [4] . REMARK 5. Going back to the two examples given in Section 2, it is clear that the first one violates the rank condition (13) for i = 1 itself, since rank Ar # rankA2. The second example, on the other hand, violates (13) only for i = 3. Note that rank Al = rank A2 = rank A3 = 2 and rank AzAl = rank AsAz = rank AlA = 1; but on taking three-matrix 
CONCLUDING REMARKS
We have given necessary and sufficient conditions for the existence of a Floquet transform for a linear homogeneous periodic difference equation or discrete-time state-space system (6) . The implications of this result are important. If a Floquet transform exists, then the behavior of the periodic system is essentially described by that of a time-invariant one. Our result shows that this equivalence actually does not always exist, in contrast to the continuous-time case (where it is well known to exist).
Similar results can also be obtained for implicit difference equations (or generalized state-space systems) of the type
with Ej = E~+K,A~ = A~+K V'j (K minimal). In this case, the existence of a Floquet transform will require rank conditions to hold that describe the behavior of both the zero and infinite (generalized) eigenvalue. These results are expected to lead to precise conditions for the solution of certain discrete-time control problems of periodic systems. Indeed, when a Floquet transform of such a system exists, it is easy to see that the problem can essentially be reduced to one involving a time-invariant state equation, for which a number of results are known.
The results of this paper also implicitly give a numerical method for computing a Kth root of a matrix product, and show the importance of the periodic Schur form in this context. Again in the context of generalizing this to the system (35), the periodic Schur form will play a similar role.
Finally, we note that in the case of real arithmetic, the problem is slightly different. The periodic Schur form can be found using real arithmetic only, but one of the matrices Aj as well as the monodromy matrix 150 PAUL VAN DOOREN AND J. SREEDHAR @ will have 2 x 2 diagonal blocks (one for each pair of complex eigenvalues). The problem of finding a Kth real root for those 2 x 2 blocks can still be solved, but if Q, has a negative (and hence real) eigenvalue of odd multiplicity-even witho@ Jordan blocks-then complex eigenvalues will appear in the Kth root A which cannot all be paired with complex conjugate ones into a real matrix. When @ has Jordan blocks of a negative (real) eigenvalue, the same reasoning applies: the number of Jordan chains of equal length should be even, in order to find real roots. Of course, in such cases, we can always double the period K (thereby squaring (a): this will take care of the problem, since then a real Kth root A exists. This is akin to the continuous-time situation, where one can always choose R in Equation (2) to be real by considering the state transition matrix over twice the basic period T-then the state transition matrix over one (new) period T' = 2T is expressible as a matrix squared,
@(T', 0) = (P(T, O)Q(T, 0),
and therefore admits a real logarithm [7, 91 . Note that then the Floquet transform P(t) is also real, but with period T' = 2T.
We are grateful to Drs. A. Laub and J. Hench of the University of California at Santa Barbara for suggesting this problem to the first author. Their internal report [6] 
