Abstract Australia's Integrated Marine Observing System (IMOS, imos.org.au) is research infrastructure to establish an enduring observing program for Australian oceanic waters and shelf seas. The observations cover physical, biological, and chemical variables to address themes of multi-decadal ocean change, climate variability and weather extremes, boundary currents and inter-basin flows, continental shelf processes and ecosystem responses.
Introduction
Ocean observations are important for many modern day requirements, for example as inputs/validation for ocean forecasting/hindcasting, studying climate variability, contributing to environmental assessments and monitoring, commercial fishing, and to aid design of offshore installations.
However, observing the ocean is expensive due to the spatial and temporal extents to be sampled, and the range of variables to measure. While technological advances have made it possible to collect vast quantities of data, managing and distributing these data effectively is a challenge in itself.
Among other benefits, a large-scale collaborative observing program is more efficient than individual research groups as it shares the cost of observations and data management while addressing multiple research goals. The value of observations can be further increased by making the data available to the global research community and the public. For public data to have real value it needs to be easily discoverable, accessible and usable (e.g. de La Beaujardière et al. 2010 ), which means:
& Detailed information about data quality and provenance are recorded; & Data and metadata are obtainable in standard formats, so that they can be imported into commonly used analysis tools; & Tools are available to help identify data of interest among all the public data available.
all Earth Sciences. In response, systems have been built around broad themes or disciplines, offering integration, standardisation and tools. The European EarthServer project (Baumann et al. 2015 ) is focused on BBig Data Analytics^, providing interoperable access, visualisation and processing services for data collections that are large in volume, complex, heterogeneous and often growing rapidly. The infrastructure is based on data stored in the rasdaman 1 array database management system, with retrieval and analysis via Web Coverage Service and Web Coverage Processing Service (WCS and WCPS, standards of the Open Geospatial Consortium 2 (OGC)). The Data Observation Network for Earth 3 (DataONE) is a US-based project to improve international cross-disciplinary data access in the biological, environmental and Earth sciences (Michener et al. 2011; Cohn 2012) . It provides centralised access to distributed data, tools for data discovery and analysis, and persistent identifiers to enable citation of digital objects.
The Ocean Biogeographic Information System's Spatial Ecological Analysis of Marine-megavertebrate Animal Populations (OBIS-SEAMAP, Halpin et al. 2009 ) provides data management services, data integration and data query and visualisation tools for researchers studying marine species. The system is based on open standards and opensource software.
In the marine domain progress in establishing these information infrastructures to underpin ocean observing systems is occurring world-wide at varying levels. In Europe the leading example is the collection of data portals under EMODnet, 4 where each discipline has its own portal for collating Europe-wide data; Europe also has regional implementations e.g. COSYNA 5 in the German Bight and SOCIB 6 for the Balearics in Spain. In North America Canada has the OCEAN NETWORKS CANADA 7 and the US has IOOS. 8 OBIS, EMODnet, SOCIB, US-IOOS also make use of OGCstandard web services such as Web Map Service and Web Feature Service (WMS & WFS). These examples illustrate the significant advances that are being made in developing information infrastructures. Although no single system serving all Earth Sciences has been globally adopted to date, there is some convergence towards interoperability among these projects, in particular through the use of web services and adoption of OGC standards.
Australia's Integrated Marine Observing System
Australia has the third-largest marine jurisdiction of any nation on Earth, 13.86 million km 2 ; Australia's Search and Rescue region extends over 52.8 million km 2 , one tenth of the Earth's surface. In contrast, 85 % of the population live within 50 km of the coast. Now in its 10th year, the Australian Integrated Marine Observing System (IMOS) was established to address the requirements of the marine and climate science community, and contribute to international ocean observing programs Hill et al. 2010; Seim et al. 2010; Lynch et al. 2014) . IMOS, with a focus on sustained observing of the ocean, is a component of the National Collaborative Research Infrastructure Strategy (NCRIS) 9 funded by the Department of Education of the Australian Government. IMOS receives core funding from NCRIS, with co-investment and in-kind support from a range of universities, research institutes, state governments and other organisations. IMOS is considered sufficiently mature to be recognised as a member of the GOOS (Global Ocean Observing System) Regional Alliance, 10 one of 13 Regional Alliances covering the greater part of the world's oceans and marginal seas.
IMOS is integrated in terms of its geographic domain, from coast to open ocean, and scientific domain, combining physical, chemical and biological variables. The observing program is guided by regional science plans developed by the research community, focusing on the major themes of multidecadal ocean change, climate variability and weather extremes, major boundary currents and inter-basin flows, continental shelf processes, and ecosystem responses (http://imos. org.au/nodes.html).
The observations identified in these regional science plans are carried out by national facilities, operated by partner institutions around the country, each facility deploying a particular type of observing platform. During IMOS, and pre-IMOS, a number of Observation Simulation Experiments (OSEs) have been undertaken to assess the efficacy of IMOS observing platforms to capture a representative variation of ocean behaviour or to explore possibilities for expanding, or reformulating, the observing system. For example Oke et al. (2009) considered various options for elements of an observing system along the coast of New South Wales, Australia, in terms of their benefits to an ocean forecast and reanalysis system. They assessed the likely benefits of assimilating in situ temperature (T) and salinity (S) observations from repeat glider transects and surface velocity observations from high-frequency (HF) radar arrays into an eddy-resolving ocean model. The study demonstrated that if HF radar observations are assimilated along with the standard components of the global ocean observing system, the analysis errors are likely to reduce by as much as 80 % for velocity and 60 % for T, S and sea-level in the vicinity of the observations. Owing to the relatively short along-shore decorrelation length-scales for T and S near the shelf, the glider observations are likely to provide the forecast system with a more modest gain.
The assessment of the physical components of the National Reference Stations (NRS, a component of the coastal moorings facility) carried out by Oke and Sakov (2012) identified that in combination, the nine NRSs effectively monitor the inter-annual variability of the continental shelf circulation in about 80 % of the region around Australia. Other studies that have used NRS data in part to investigate oceanographic phenomena, such as the 2011 marine heat wave in Western Australia (Feng et al. 2013 ), show at least for some parameters, the NRS can monitor and detect large scale patterns, events and anomalies rather than just local events, exceeding design expectations.
The value of IMOS observations is demonstrated by its impact on a wide range of research activities. As of February 2016, the IMOS program and its observations have been cited in over 580 journal articles, over 1500 conference and workshop presentations, and over 400 other publications (including reports, white papers and theses). IMOS data have been used in over 190 postgraduate research projects, over 300 other research projects and incorporated in a range of data products (detailed listings can be found at http://imos.org.au/ imospublications.html).
IMOS provides the single most important ocean observing information infrastructure in Australia; it is the primary source of ocean observations for the National Environmental Information Infrastructure 11 , a core activity under the Australian Government's National Plan for Environmental Information initiative.
12 Where ever possible efforts have been made to align these infrastructures by utilising the tools and standards described below.
The IMOS information infrastructure
The facilities deliver the observations and associated metadata to the IMOS data centre which, through controlled workflows, conducts assessment and archival, and provides infrastructure ( Fig. 1) for the delivery of the data to the research community and the public. Inherent in this goal is the aim to provide consistency in data quality, formats, metadata, and interoperability with other programs and data sources. The approach to this goal, as described in this paper, is through adoption of international standards (e.g. OGC), development of common data processing and compliance checking tools, contributions to open source software (e.g. GeoNetwork Opensource 13 ), and participation in international projects (e.g. Ocean Data Interoperability Platform, ODIP
14
). The design of the infrastructure was guided by the requirements of our users, practical constraints, the goal of interoperability, and the diverse nature of the observations. In particular, the infrastructure needs to a) be robust and scalable; b) provide a central point of discovery and access to IMOS data; c) handle a wide range of physical, chemical and biological observations from a variety of platforms; d) handle a range of data Bshapes^(e.g. timeseries, gridded data, ship tracks and profiles); e) be interoperable with other programs and data sources; and f) serve the needs of data users from diverse backgrounds and with various levels of computing expertise.
In the sections below we describe the main components of the infrastructure and workflows we have set up to meet the above requirements. Many of the systems and processes we use have changed significantly since previously published descriptions, and continue to evolve. Finally we outline current and planned developments, including the use of this infrastructure in a broader context.
Formats and conventions
We have adopted the widely used Network Common Data Form (NetCDF, Unidata 2015) as the primary format for transfer and archival of data within IMOS, and for delivering data to users. Using NetCDF has many advantages, it is self-describing (i.e. stores data and metadata together), flexible, able to store large volumes of multi-dimensional data, and can be read by common data-analysis tools. For interoperability with available analysis tools, we require files to be structured and documented according to the Climate and Forecasting conventions 15 (CF, version 1.6). These conventions are commonly used in oceanography and are designed to promote the processing and sharing of NetCDF files. As described on the CF website, the metadata defined by the conventions Benables users of data from different sources to decide which quantities are comparable, and facilitates building applications with powerful extraction, re-gridding, and display capabilities.^The NetCDF format and the CF conventions are now OGC standards. We also specify additional, IMOS-specific conventions (IMOS 2015) that make data management and discovery easier.
We have adopted the open-source IOOS Compliance Checker 16 package developed by the US Integrated Ocean Observing System as a tool to validate NetCDF files against the CF conventions. This was chosen because it is written in Python (therefore easily modified), it already had CF checks built in, it is easily extensible with plug-ins, and it was a welcome opportunity to collaborate with the US-IOOS developers. We are contributing to further development of this package, and adding IMOSspecific check suites based on the same framework. Whilst, due to its self-describing nature, NetCDF is ideal for archiving and transferral of data, the IMOS portal aims to offer high granularity. This is achieved by harvesting the data and metadata into a database and enabling the user to make web service calls (Map service, Feature service) based on faceted subsetting at differing levels of granularity depending on the data collections selected (see below). This gives the user access to data at the level of their choosing.
Data processing and quality control IMOS data are collected and processed by numerous operators around the country. In some cases, data from distinct platforms of the same type (e.g. coastal moorings) are provided by different institutions. The design of the Toolbox was guided by a number of factors: Matlab is commonly used by the IMOS Facility operators; some of them were already using a deployment database; IMOS deploys many different instruments, hence the need for a range of parsers. The processing and QA/QC procedures implemented in the Toolbox 18 are continually developed in collaboration with the IMOS facility operators and other experts (e.g. Morello et al. 2014) . Every data point carries a QC flag. The Toolbox data flow schema is shown in Fig. 2 .
At the time of writing the Toolbox supports processing of multiple sensor data from Seabird, WET labs, Teledyne, Nortek, and others (see https://github.com/aodn/imostoolbox/wiki/SupportedInstruments). The Toolbox is available as a standalone binary running under the Matlab Component Runtime (MCR); as well as a full installation version requiring Matlab version R2012b or later (both fully documented at https://github.com/aodn/imos-toolbox/wiki).
Data ingestion
IMOS data are typically provided to the data centre in the form of NetCDF files, uploaded via file transfer protocol (FTP). We use FTP because it is simple and easy to use, and more importantly, it saves us the cost of developing and maintaining a specific application to manage data uploads. We also receive data in other formats, including comma-separated values (CSV), Microsoft Access® databases, or as web services.
Data ingestion is carried out by event-driven Bpipelinep rocesses, triggered by any new file that appears in a designated incoming directory (Fig. 3) . The file is validated against the required conventions and, provided it passes all the checks, moved to publicly available storage. If the file is not compliant, it is moved to an error directory and details of the failed checks are sent to the data provider. Additional processing steps, such as converting data from other formats into NetCDF or adding metadata, can easily be included in the pipeline. If data are processed using the IMOS Matlab Toolbox compliance is guaranteed.
Detailed metadata (e.g. spatial and temporal extent, platform and instrument details, units of measure and data quality information) are stored in each self-describing NetCDF file. These metadata are harvested from all published NetCDF files into a PostgreSQL/PostGIS 19 database using Talend Open Studio for Data Integration 20 (Extract, Transform, Load software). Storing this information in a database enables the use of complex queries for collection filtering and reporting on data availability, for example to select only files that contain data within a specified geographic bounding box and a time interval. Having the metadata in a database also enables us to create web services (described in the next section).
For non-gridded files (generally one-dimensional or small two-dimensional data sets) the data are also harvested into the database. This allows fine-grained data subsetting, i.e. selecting only data points that meet userspecified constraints (based on location, time or the value of any measured parameter). Further, it allows direct data access via WFS, which in turn provides a range of download formats (in particular the much-requested CSV). Having the metadata and data in the database gives us complete flexibility over the granularity of the available information. For large gridded data sets (e.g. satellite products, HF radar products) we do not harvest data into the database for space and performance reasons. However, we have other tools to handle subsetting & aggregation of these data (see Download section below).
This ingestion process inherently groups data into distinct collections. In this context, we define a Bcollection^as the largest set of data that can be viewed on a single map layer or downloaded in one request. As we are transferring data from NetCDF files to a database, the database schema needs to replicate the structure of the files. For performance reasons, the data in the database are stored in flat tables, with specific columns for specific measured parameters (e.g. temperature or phytoplankton abundance). This flat structure is also needed so that we can create a WFS and output a plain-text (CSV) version of the data, as required by users. Thus each collection consists of files with the same structure and set of parameters. For example we have a collection of temperature and salinity time-series from moorings, and another collection for CTD profiles.
Data discovery and access Metadata
Data collections are described by metadata records structured according to the Marine Community Profile 21 (MCP v2.0), a subset and extension of the ISO 19115 standard (ISO 2003) , including links to specific map and download services. The MCP was developed several years ago because the ISO 19115 standard was considered too generic for oceanography whilst omitting elements (e.g. measured parameters) important to the discipline. To facilitate data discovery by faceted search, measured parameters, units of measure, platforms, instruments and organisations are specified using terms from the Australian Ocean Data Network (AODN The metadata records are managed and accessed using GeoNetwork Opensource software. We have contributed code to this project to enable the use of hierarchical vocabulary terms in a faceted search; and to temporarily hide from public view any metadata record with linked web services that are currently unavailable. The instance of GeoNetwork which supports the IMOS Ocean Portal is available at https:// catalogue-portal.aodn.org.au.
Mapping
Maps showing the spatial distribution of data collections are created based on the metadata harvested into the database; all data collections contain geospatial information and this is included in the metadata in the NetCDF files (and contributes to their self-description). The maps are published using GeoServer 2 2 as Web Map Services (WMS; de La Beaujardière 2002), a standard of the Open Geospatial Consortium (OGC). Geoserver is an active open-source project that does most of what we need (WMS, WFS, filtering). For gridded data sets, maps are generated directly from the NetCDF files using a WMS application, ncWMS 23 (Blower et al. 2013) , specifically designed for use with NetCDF files.
The maps are dynamically generated to reflect the subset specified by the user.
Download
Data in the database are served as OGC-standard Web Feature Services (WFS; Vretanos 2005) delivered by GeoServer, allowing subsets to be downloaded in a range of formats including comma-separated values (CSV), Geography Markup Language (GML), Keyhole Markup Language (KML), and JavaScript Object Notation (JSON). Due to its simplicity and compatibility with spreadsheet software, CSV is the most commonly requested format by our users. We have created a GeoServer plug-in that adds a basic metadata header to the CSV output, providing information about column names and quality control flags. All WMS/WFS services are monitored by Nagios 24 for their 'live' status, and alerts issued should a problem be detected.
We also provide WFS services with coarser granularity, where each feature represents one complete NetCDF file (as received from the IMOS facility operators). This allows the list of published files to be searched based on spatial/temporal extent and other attributes of each file, returning a download URL for each selected file.
For gridded data, we have developed a simple subset and aggregation service (GoGoDuck 25 ) based on the NetCDF Operators (NCO) toolkit, 26 to generate NetCDF files for download. Work is in progress to provide similar functionality for non-gridded data (e.g. time-series, trajectories, profiles) using the OGC Web Processing Service (WPS, Schut and Whiteside 2007) interface provided by GeoServer. Data matching the user's subset criteria is extracted from the Fig. 2 Data flow schema for IMOS Toolbox for processing sensor data. Level 0 data is unprocessed (raw) data; Level 1 data is Quality-Controlled data database and converted into NetCDF files based on a collection-specific file template. We are providing these options because some users want to download subsets and/or aggregations of files, or individual variables within files, in NetCDF format. This can reduce download size and provide more practical access than obtaining all the original NetCDF files.
In addition, all IMOS data files can be downloaded via a simple web-based data server (http://data.aodn.org.au/). NetCDF files can also be browsed and downloaded via a THREDDS Data Server 27 (http://thredds.aodn.org.au) or accessed remotely via the OPeNDAP 28 protocol. THREDDS and OPeNDAP are often the preferred option for advanced users who routinely access large numbers of files.
User Interface
It is possible to discover and access IMOS data directly through the above services. However, to make this process easier and quicker, we have developed the Open Geospatial Portal, 29 an open-source software project, to provide a unified web interface. The need for this portal was to meet the constraints and requirements from our users, notably to discover and access data from many data providers (the IMOS facilities), with many parameters & products of physical, chemical, biological data, and recognising that many users only want Excel/CSV files, whilst more advanced users want lots of data at once and are able to use NetCDF, THREDDS, and web services. The interface (https://imos.aodn.org.au) enables a user to explore the IMOS collections in three simple steps:
(1) search, (2) subset and preview, and (3) download.
Search
Step 1 relies on the content of metadata records. It allows users to identify collections of interest by specifying a geographic boundary, date range, measured parameters, platform types or organisations responsible for the data. The parameters, platform types and organisations are selected from the AODN controlled vocabularies. A free-text search of all metadata fields is also possible. Once choices have been made the metadata records of data collections meeting the criteria are presented and any, or all, of these collections can be selected for subsetting in Step 2.
Subset and preview
Step 2 uses the capabilities of GeoServer and ncWMS to display a map (i.e. WMS) showing the geographic coverage of the selected data collections. An example is shown in Fig. 4 . The WMS layers can then be filtered according to spatial, temporal and other constraints specific to each collection (e.g. vessel names or availability of a given parameter), and the map is updated to reflect the spatial extent of the data subset that will be downloaded. For gridded data products the map gives a preview of the actual data for a selected parameter and time slice, and allows backward and forward time stepping. The interface also gives access to the abstract and links to online resources for each selected collection.
Download

In
Step 3, based on their requests, users are offered a choice of formats to download the selected subsets. A direct URL link to each selected collection is also given for future reference or sharing (the link opens the portal 27 http://www.unidata.ucar.edu/software/thredds/current/tds/TDS.html 28 http://www.opendap.org/ 29 https://github.com/aodn/aodn-portal Fig. 3 Structure of the eventdriven data ingestion pipelines being set up to automatically process files from IMOS data providers as soon as they are uploaded to an incoming directory on step 2, with the given collection already selected). 
Specialised data access tools
Whilst all IMOS data collections can be visualised on a map, and details of installations, deployments, etc. readily downloaded via the Ocean Portal, some data products are better served through specialised tools providing additional functionality. These tools are accessible through the Portal. These, and other tools, are also available directly from the 'IMOS Tools' page on the IMOS website (http://imos.org.au/ imosdatatools.html).
Summary and future work
We have described the infrastructure we use to manage and distribute data collected by Australia's Integrated Marine Observing System. We have developed an information infrastructure based on open-source tools, which employs controlled vocabularies, and utilises recognised (e.g. OGC) data and web services, and which has the power to deliver comprehensive metadata and data with granularity ranging from a data collection(s) down to individual data elements through an intuitive-to-use, stepwise, geospatial portal, with options to access data in other conventional ways. We believe there are few infrastructures in the marine domain which deliver this data granularity across multiple disciplines.
The same infrastructure can be adapted to work in a broader context, serving a diverse range of observations from multiple data providers. Indeed work is in progress to make data sets collected by other organisations (not funded by IMOS) available via the IMOS Ocean Portal, with the intention that this portal will become the Australian Ocean Data Network 34 (AODN). This is indicated in Fig. 1 . Other organisations serving their own data collections have also set up infrastructure using the same open-source components (e.g. the Institute of Marine and Antarctic Studies Data Portal 35 ) enabling them to retain institutional identity whilst delivering interoperable data collections. Thus a distributed network of data infrastructures can be readily integrated and accessed through a single point of entry, i.e. AODN, as illustrated in Fig. 5 .
Indeed, the recently published Australian National Marine Science Plan (2015) recognises that a fully embracing, federated and standards-based AODN will give Australian marine science a competitive edge.
We will continue to develop the infrastructure, focusing on improving reliability and ease of access. & Adding functionality to display multiple map layers from the same collection; & Adding more facets to the portal search page; & Documenting in detail the work required to set up our infrastructure & Improving quality control processes implemented in the IMOS Matlab Toolbox;
It is also our policy to keep abreast of latest developments in the open source communities, e.g. GeoNetwork, GeoServer. We welcome contributions to the Open Geospatial Portal project, and any other open-source software it relies on.
