ABSTRACT. We describe a filtering technique improving the performance of index-calculus algorithms for hyperelliptic curves. Filtering is a stage taking place between the relation search and the linear algebra. Its purpose is to eliminate redundant or duplicate relations, as well as reducing the size of the matrix, thus decreasing the time required for the linear algebra step.
INTRODUCTION
This contribution deals with one step of index calculus algorithms for solving the hyperelliptic curve discrete logarithm (see for instance [3, 7] or [2, Ch. 20] ), namely filtering relations, and its impact on the whole discrete logarithm computation. Here we consider only index calculus algorithms that use at most one large prime (because of theoretical complications arising in the double large prime methods, namely with the weight of the relations). In particular, we improve a filtering technique called harvesting, first introduced in [2, Ch. 21] , reducing its running time from quadratic to linear and analysing it. Harvesting is a generalization of pruning [1] , i.e. the elimination of duplicate relations and singletons, originally developed for sieve methods for factoring and discrete logarithms in finite fields.
The idea behind harvesting is to start with a very overdetermined system (for instance with 20 times as many relations as variables) and then to remove relations selected in such a way that we also reduce (as much as possible) the number of variables actively used in the system.
In order to explain why this technique may work, we give a brief outline of index calculus algorithms. An index calculus algorithm to solve the DLP E = tD in a group G of cardinality N , with D ∈ G and E ∈ ⟨D⟩, for t ∈ Z, consists of the following steps: 1. RELATION SEARCH: Given a distinguished subset B = {P 1 , . . . , P n } of cardinality n of G (B is called the factor base), find m relations of the form
e i,j P j . Upon completion of the linear algebra step, the solution to the original DLP is easily extracted. In fact,
LINEAR ALGEBRA: Let
x i e i,j ) P j = 0. In other words αD + βE = 0 where α = ∑ m i=1 x i a i and β = ∑ m i=1 x i b i . Finally, we find that (one value of) t is equal to −α/β mod N provided that β and the order of the group G are coprime, which is extremely likely if the latter is a large prime, as in cryptographic applications.
Attaining optimal performance is done by balancing the running times of the two main steps, which essentially reduces to choosing the size of the factor base. Sieving methods used in integer factorization follow a similar approach.
In modern number field sieve implementations, it is usual to find "a few more" relations than strictly required, in order to allow for the removal of duplicates and singletons. After this, some rare variables are removed by merging relations, which can decrease the cost of the linear algebra problem. This set of manipulations, which take place between the relation search and the linear algebra, are called the filtering of the system. It is natural to consider a similar approach for index calculus, and it is in this step that we include harvesting.
The idea of harvesting is to obtain a system with k times as many relations as variables, where k is greater than 1 (for example k = 4, k = 20, etc). Once that system is found, we select a subset of the relations to use, in such a way that we only work we a subset of the elements of the factor base as well. The linear algebra problem on the resulting (sub-)system will then be much easier to solve than it would be with a standard non-harvesting system (where the relation search produces only a few more relations than variables), making the linear algebra faster.
Obviously, if the size of the factor base is kept unchanged, the cost of the relation search will increase, and therefore the overall cost (assuming the size of the factor base had been well optimized). But what makes harvesting interesting is that once we decide on finding k times as many relations as there are elements in the factor base, then we can re-optimize our choice for the size of the factor base, making it larger than it was pre-harvesting. If we increase the factor base enough, it becomes easier to find relations, to the point where it is faster to find all of the extra relations in a time that is smaller than it would have been in the pre-harvesting optimization. If the increase in the factor base is not too large, we still obtain a gain in the linear algebra, thus reducing both of the main steps of the index calculus. We study the effect this method on variants of the HCIC algorithms which use at most one large prime [3, 7] (the two large primes variants pose some problems that will be mentioned in the conclusion).
In Section 2, we will explain why standard filtering techniques do not give good results in the hyperelliptic curve case. Our solution to this problem, harvesting, is then described in details in Section 3, where we also show that it can be performed in linear time (Theorem 1), making its cost essentially insignificant compared to the remainder of the HCIC algorithm. The impact of harvesting on the performance of HCIC is analysed in Section 4, using methods from numerical analysis to obtain good estimates of the speedup as a function of k. We then conclude in Section 5.
One surprising result for the variants of index calculus considered in this paper, is that the impact of harvesting is independent from the constants associated to the relation search or the linear algebra and is also essentially independent from q. This result applies both to Gaudry's version [3] (using Harley's suggestion to adapt the size of the factor base) and Thériault's one large prime variant [7] . As a consequence, even if there is a performance improvement in the computations for one of the steps of index calculus, harvesting will still bring exactly the same relative gain for the whole (re-optimized) algorithm.
In § 4.4 we give an heuristic argument in support of the following conjecture: Let s(k) be the ratio between the cost of HCIC using harvesting with k times as many relations as variables compared to the cost of a harvesting-free approach.
. In other words: increasing the ratio k in harvesting is generally beneficial to the efficiency of HCIC.
In Jacobians of genus 4 curves for example, we can show that harvesting brings a total saving close to 30% (on average) for the whole index calculus algorithm for k = 4 and close to 37.5% for k = 50. For genus 6 curves and k = 100 the savings are close to 45%.
FILTERING IN HCIC SIEVING METHODS
Let us first consider the differences between the shapes of the matrices generated by sieve methods, in particular between those coming from the discrete logarithm problem (DLP) in finite fields and factoring, and those coming from DLP in algebraic groups (Jacobians of algebraic curves). In particular, we consider the probability distributions for the appearances of the variables in the system, and their impact on filtering methods. We shall see that some techniques tailored for the number field sieve (NFS) will not work as well for groups coming from algebraic curves.
In NFS methods, a very effective filtering method is merging. It consists in finding a variable v that occurs rarely -in general a variable close to the smoothness bound -and then pick a relation e of smallest weight containing this variable v. The relation e is then used to cancel out the variable v from the whole system, by adding (or subtracting) it to all other relations that contain v. As long as the increase in the average weight of the relations is relatively small, this method will effectively improve the speed of the linear algebra step. Merging can be seen as a partial step of Gaussian elimination, before applying more complex linear algebra techniques. This process is repeated until further mergings would increase the cost of the linear algebra (because all the variables appear too often and/or the weights of the relations make it detrimental to use them to cancel variables).
The success of merging in a NFS system is mainly due to the uneven distribution of the variables: "larger" primes or polynomials are less likely (than "smaller" ones) to show up in a factorization, and when they do that factorization will typically involve fewer terms.
The situation is quite different when we consider systems coming from hyperelliptic curve index calculus: the probability that a variable appears in any given relation is independent of that variable (i.e. all variables appear with the same probability distribution), and they are essentially independent from each other (to the extent that reduced divisors involve at most g points for a curve of genus g).
For HCIC algorithms with one large prime, we also observe another characteristic of the linear system generated by the relation search: it is highly regular, i.e. if no large primes are used, almost all relations have weight w = g and if one large prime is used, then almost all relations have weight w = 2g − 2 (some details about the relation construction process is given in Section 4). For all practical purposes, the number of relations with lower weight is so small that it can be safely ignored.
To understand why merging is not very successful in HCIC, we recall that the cost of the linear algebra step is essentially of the form O ({number of variables} × {total weight of the system}) .
(see [5] for example). For each variable merged, we reduce the number of variables, but when (almost-)all relations have weight w, merging a variable that appears in s relations will increase the total weight by (s − 2)(w − 2) − 2. As a general rule-of-thumb, the only variables that are interesting to merge are those appearing in at most 3 − 2 w−2 relations. However, the number of times each variable appears in the system follows a binomial distribution with average w, so very few variables will be merged.
For completeness, we briefly consider the case of HCIC with two large primes, although we will not study filtering techniques in details for this situation. In this setting, the variables present in a relation can still be considered uniformly distributed, but the weight of the smooth relations is variable. Although this variation seems to bring us closer to the NFS situation, the smooth relations in a double large prime HCIC (almost-all) have higher weight than those produced in a single large prime HCIC. As a result, merging techniques will be even less successful in double large prime variations. We therefore conclude that: REMARK 1. The impact of merging is not significant on HCIC algorithms.
Furthermore, pruning techniques (to deal with variables that appear in at most two relations of the system, done before merging relations) also prove ineffective in the HCIC case, because these variable only represent a tiny proportion of all the variables (again, due to the uniform distribution of the variable). Given these observations, it is natural to ask whether there are there any approaches to filtering the linear algebra system that will give better results in the HCIC case. To answer this, we introduce harvesting in the next section.
HARVESTING RELATIONS FOR THE HCIC
The idea behind the approach described in this section is to generate a system with (many) more relations then variables and then remove "wisely" chosen relations so that the number of removed variables per relation is as large as possible.
The first two objections that come to mind when one looks at this approach are "how are we going to choose the relations that can be removed to obtain the smallest possible system after the filtering?" and (more importantly) "the more relations we need (for a given factor base), the longer it takes to produce them, so how is it even remotely possible to reduce the total time required for the HCIC by increasing the number of relations found?".
As might be expected, the answer to the first objection is that we do not in fact find the minimal solution but instead look for a good enough approximation so the reduction is as large as possible without letting the time required for filtering get out of control.
The system is filtered iteratively: At each iteration we remove just a few relations which are chosen to maximise the number of variables removed. In fact, we choose the variables to be removed first, and then remove the relations that contain them. We always choose the variables that appear less often, in order to maximise the "variable removal rate" for each relation removed. The reduction in the number of relations will be thus the smallest possible per removed variable. This will increase the likelihood that we will be able to repeat this process as often as possible (if we removed variables that appear often, then the number of relations in the system will approach the number of variables more quickly). Removing some relations will also decrease the multiplicities of the other variables appearing in them. The filtering stops when we obtain a system which has one more relation than variables that actually appear in the system.
The answer to the second objection, which we already hinted at in the introduction, will be provided by the analysis in Section 4. But, we first need to give an explicit description of harvesting. 
MR ← ϕ(RC,VC)
[Total Number of Relations to be Removed]
5.
L ← list of variables in system, ordered in ascending order of appearances
Remove NRTR relations containing v from the system, update the frequency CA[w] for each variable w appearing in these relations 10.
How we choose the function ϕ is a determining factor in the efficiency of harvesting. The definition of ϕ(RC, VC) that we shall use in most applications is just the number of appearances of a variable that appears the least times (of course limited by RC − VC − 1). This means that each run of the main iteration loop will remove one variable, and Steps 5 to 10 can be radically simplified. This approach can be turned into a version of harvesting that has linear complexity, and that will be the subject of the next subsection.
Another quite natural definition of ϕ is For very large systems, it is to be expected that the behaviour of harvesting one-variableat-a-time will be approximated by that of harvesting with the function (1) for p v going to 0 (in fact, 1/n, where n is the number of variables, so s tends to 1). This approach will be used in a numerical simulation of harvesting that will be the basis for our analysis in Section 4.
REMARK 2.
Although it is not entirely obvious how to perform pruning, or merging, in parallel with a non shared-memory computer, such as a cluster, some distribution is possible for harvesting. This line of research will be the subject of a separate paper.
3.2. LINEAR FILTERING. The first version of harvesting, as presented in [2, Ch. 21], runs essentially in quadratic time, so its cost cannot easily be ignored in HCIC time estimates. This is particularly obvious when the filter removes only one variable at each run. One only has to think of how to choose the next variable to be removed to see how the quadratic time easily comes up. With the simple description above, each time we select a variable to remove we need to consider how many times each variable appears in the current system, which would take O(kn) lookups (due to the size of the original system). Since we end up removing a proportion p > 0 of the variables, we would end up with a time O(pkn 2 ) = O(n 2 ) lookups (over the whole filtering process) just to decide on the variables to remove. We easily get into similar problems for the removal process, etc.
This quadratic time can be reduced to linear time, but only through a very careful management of data structures and memory accesses.
The main aspects to keep in mind in order to obtain linear time are the following:
• We must be able to locate all the relations containing a given variable without looking through the whole system. This is done through the construction of the "transpose" of the system (a set of lists of all the relations that contain the first variable, the second one, etc.), which also requires the knowledge of where each list begins and ends.
• We need list of the variables in use in the current system, ordered according to the number of relations in which they appear. Without this ordered list, at each run of the filter (for each variable removed), we would have to look at the number of appearances of all the variables to know which one is the next one to remove.
• This ordered list of variables must be updated efficiently every time we remove a relation. That is, for each variable in the relation that we are removing, we must change the ordered list accordingly (so it is ordered for the new numbers of appearances) in a small, constant, number of operations (independent on the size of the system). Obviously, the requirements given here force us to introduce a number of structures (lists, counters, etc.) which must be handled carefully.
A complete description of all the data structures and their usage can be found in the appendix. For the readers who do not need to implement this filter, but want to understand its impact on index calculus algorithm, we only state the resulting complexity of the algorithms. The proof can be found in Appendix A.3 (since it makes use of the full description).
THEOREM 1. The time and space complexities of harvesting (for a system of m relations with w variables involved in each relation) are O(mw).

ANALYSIS
As mentioned in Section 1, the optimal running time of an index calculus algorithm is attained upon balancing the running times of the relation search and of the linear algebra. If no filtering is done, then this boils down to choosing the right size B for the factor base. However, studying harvesting is somewhat more complex since we have another parameter to deal with, the extended search factor k. What makes the situation rather problematic, is the need to evaluate the proportion of the original number of variables left after harvesting, p(k), which proves to be quite difficult.
We begin by analysing the impact of harvesting on the size of the final system. Even though our main focus is harvesting overdetermined systems generated via the single large prime method, we also consider the HCIC variant that doesn't use large primes.
In § 4.1 we reduce the problem of finding an optimal value of k (given the other parameters) to that of minimising a function of the form f (k) = kp(k) a for an exponent a that depends on the particular type of index calculus algorithm chosen. Since p(k) does not depend on q -and, if B is large enough, it is also independent from B -this will make the complexity analysis easier. We then turn to f (k) (as a function of the weight of the relations and of k) in § 4.2 and we will estimate it using numerical methods. Then, in § 4.3 the numerical estimates will be compared to the effect of a concrete filter on small, random, overdetermined systems. Finally, a proof that harvesting increasingly overdetermined systems will always reduce the size of the final system will be the subject of § 4.4.
IMPACT OF HARVESTING ON COMPLEXITY ESTIMATES.
4.1.1. Extended Search with one Large Prime. We now recall how the complexity of the one-large-prime HCIC algorithm is obtained. To simplify the analysis, we will ignore all error terms, since these are quite small: the largest ones are smaller then the main term by a factor of O( √ q). From the set of F q -rational points on the curve, we select a subset B of size B that will be our factor base. In the relation search part of the algorithm, divisors of the form aD + bE are tested to see if they split completely over F q (i.e. such that all the points in the support are F q -rational), which happens with likelihood 1/(g!). The divisors that pass this first test are then completely factored, and only those with at most one point outside of the factor base are kept. This happens with likelihood (B/q) g−1 . Almost all of the relations found will be of the form
where Q is a "large" prime (some of the relations -roughly 1 in q/B -will have all their points in the factor base, but we can safely ignore this small proportion since we assume B ≪ q). We call such a relation an almost-smooth relation. We need to find a second almost-smooth relation
with the same large prime Q, in order to construct a full relation
By virtue of the birthday paradox, we find the first such large prime collision after an expected c 0 √ q almost-smooth relations have been found (for some constant c 0 ). The fourth such collision is expected to occur when we have close to 2c 0 √ q almost-smooth relations, and in general we will have kB full relations after roughly c 0 √ kB √ q almost-smooth relations have been found (for k not too large). The time required to obtain kB full relations is therefore expected to be
where the constant c S depends on q and g, but not on B or k. For this to argument to work, we must assume that the number of almost smooth divisors is less than q/2, i.e. that kB 2 < q 2 . What happens if we extend the search further will be considered in Section 4.1.2. A natural stopping point for the relation search is when k = 1 + 1/B ≈ 1, since we obtain a linear system with exactly one more relation than variables, ensuring the existence of a nontrivial solution of the homogeneous system. This situation is expected to occur after looking at essentially c S B 3/2−g divisors, and solving the corresponding linear algebra system (without any special pre-processing) will take time c L B 2 , where c L is a constant depending only on q and g.
The running time of the "standard" HCIC (without any filtering) is therefore
where c S and c L are constants corresponding to the relation search and the linear algebra respectively. These constants are in fact dependant on the genus and the field size, but for all practical purposes they can be considered fixed in the implementation of the algorithm as they will not be affected by which factor base is selected, or what value of k is used. It is easy to show that T (B) is minimal when B =B satisfying
giving a time T (B).
This trade-off between the running times of the relation search and the linear algebra is the corner stone of optimizing the HCIC and other sieving algorithms. The idea behind harvesting is to dampen it as much as possible. To do this, we will consider running the relation search to obtain kB full relations when k is greater than 1.
Let p(k) be the expected value of the proportion of the original variables left after filtering, i.e. the filtered system is expected to have p(k)B + 1 relations which are dependant on p(k)B variables. Note that p(k) depends on the weight of the relations in the system (hence on the genus of the curve). This is because the weight of the relations determines the average number of times each variable appears. As that average increases, it becomes more expensive to remove variables (i.e. on average we must remove more relations for each variable eliminated from the system), hence the filtering becomes less effective.
The time required to solve the linear algebra of the filtered system is then
and the expected running time (in terms of k and B) becomes:
For a fixed value of k, the optimal choice of B occurs at B = B k with
which is equivalent to
Substituting back into T (B, k), we find that for this k the minimal value of T (k, B) is
,
It now becomes clear that minimizing the running time can be reduced to minimizing f 2g−2 (k) as a function of k.
A very important observation is the following.
REMARK 3.
For each value of k, the speed-up brought by harvesting can be determined independently of the constants c S and c L (for the running times of the relation search and linear algebra steps of the HCIC algorithm). In fact, if the birthday paradox did not impose a limit on the value of k for the extended search, even the optimal value of k would be independent from these constants (there is an upper limit on k which depends onB and thus on c S and c L , see the next subsection).
In Section 4.4, we will show that as long as the quadratic growth of the number of full relations hold, the function f w (k) is (very slowly) decreasing. How to evaluate specific values of f w (k) will be handled in Section 4.2.
Overextended Search (with one Large Prime).
When the number of almost-smooth relations approaches the number of large primes, the quadratic growth of the number of full relations produced begins to fail. We now consider what happens if we were to choose k to be very large, so that in fact the number of almost-smooth divisors found can be (much) greater than the number of large primes. The problem of memory management coming from such a large value of k is likely to make it impractical, but our goal in this section is to evaluate the theoretical interest of such a choice.
In particular when kB ≫ q, then if we have kB + q ≈ kB(1 + O(1)) almost-smooth relations, we will obtain at least kB relations (from the pigeon-hole principle), which gives the following effect on the running time (following similar argument to those of previous section):
This is minimized at
The same computations that will be done in Section 4.2 to study f (k) (by computing p(k)) can be used to study h(k). Doing so, we quickly see that h(k) in fact grows as k increases (even for small k, where the overextended setting does not apply) so there is no interest in pushing the relation production beyond the quadratic growth phase.
Extended Search without Large Primes.
If we consider the effect of this filtering method on the version of the HCIC algorithm introduced by Harley (i.e. choosing the size of the factor base wisely), we see that most of the arguments run in exactly the same way. The only major difference is that the increase in the search time is linear in terms of k rather than √ k. The unfiltered running time is
which is minimal at B =B satisfying
For the filtered system we now have
For a given k the optimal choice of B is B = B k with
Substituting back into T (B, k), we get
with the same definition of f w (k) as in the one-large-prime case. By an interesting coincidence, optimizing the harvesting requires that we minimize the same family of functions in both versions of the index calculus of the algorithm, with only the parameter w changing. Although it would be easy to assume that the filter system is less effective in this case, this is in fact not necessarily true. Of course, part of this is because we are really minimizing f w (k) 2/(g+1) instead of f w (k) 2/(2g+1) as in the one large prime situation. But the main reason is again due to p(k): in this situation, relations have weight w = g instead of w = 2g − 2, which means that p(k) tends to be smaller for a same value of k, effectively decreasing the minimum of the ratio T (B k , k)/T (B). REMARK 4. It should also be noted that in this case, unlike the case of extended search with one large prime (see § 4.1.1) there is no theoretical upper bound on k since the number of relations found is always linear in the search time. The only bound might be a practical one, due to the need to store the kB k relations.
NUMERICAL ESTIMATES.
To fully appreciate the efficiency of the harvesting method, we need to study the how the proportion p(k) (and by extension the function f (k)) varies as k takes a wide range of values. To complicate matter, the value of p(k) varies depending on the specific system, even when k is fixed. This means that we would need to study (and compare) a sequence of probabilistic distributions.
An obvious simplification, and one that is more practical when it comes to choosing the value of k to perform an index calculus computation, is to replace the distribution of p(k) (for a given k) by its expected value. Unfortunately, that still requires knowledge on the distribution of p(k), which appears problematic at the moment.
Rather than obtaining the true expected value for p(k), we approximate it using numerical methods. We also validate those approximations with explicit simulations in random systems for various values of k.
Evaluating f (k).
Instead of working with concrete systems of a given size and applying the linear filter to them, we will consider what happens when the number of variables tends toward infinity (keeping the factor k between the number of variables and relations). We will therefore work with probability distributions instead of actual numbers of variables. Obviously, in this context it becomes impossible to remove variables one at a time. Instead, we assume that a fraction p v of the (original) variables is removed at each run of the filter. We then compute the resulting values of p(k) and f (k), or more correctly
This allows us to study what happens with (very) large systems without having to perform the analysis every time we change the number of variables. By studying the behavior of p(k, p v ) and f (k, p v ) as p v approaches zero, we can obtain a good idea of the impact of filtering for any system with k times as many relations as variables. In the next subsection, we will see how we deal with the issues of computational errors and approximating the limit as p v tends to zero, but let us first see how the computations are done for a given value of p v .
There are two essential assumption to our analysis: 1. All variables appear in relations with the same (uniform) distribution, and these distributions are independent. 2. All relations involve exactly w variables. The first assumption is a direct consequence of the fact that our relations are produced by a random walk in the Jacobian of a hyperelliptic curve. The second assumption is a necessary approximation of reality since we are considering a number of variables n that tends to infinity (in practice, a proportion O(w/n) of the relations would involve fewer than w variables).
One consequence of these assumption is that even if we know s of the w variables involved in a relation, the remaining w − s variables in the relation can be assumed to come at random, independently from the s known variables.
The structures described in the algorithms to perform the harvesting the linear system are replaced by a single one: an array f i,j of the proportion of the (original) variables that appear in j relations of the system after i filtering steps. This structure is equivalent to the FP (First Position in VA) structure of the linear filter. Note that in practice we only need one array f j , but we will use the index i to simplify the discussion. Of course we also keep two values v and r, "number" of variables and relations in the current run of the system, equivalent to NV (Number of Variations) and NE (Number of relations) of the linear filter.
Initially, v is 1 and r is k. The relations-to-variables ratio at step i is r/v, and the filter runs at least until this ratio decreases to 1 (possibly a few more steps if there is a significant fraction of the variables in f i,0 or f i,1 -variables appearing less than twice in the current system). Before the first run of the system, the number of appearances of the variables is closely approximated by a Poisson distribution with average wk (for a system with n variables, it takes a binomial distribution corresponding to wkn draws, each with probability 1/n):
From a practical perspective, we do not compute f i,j for j beyond max{100, 2k} so as to deal with a finite number of terms (for larger values of j, f i,j is too small o have any significant impact on the final result). The iterative steps proceed as follows: 1. The variables to be removed in the run are selected, starting from those in f i,0 , then f i,1 , etc, up to a maximum of p v , and as long as the sum ∑ j (j − 1)f i,j does not exceed r − v (to ensure that the ratio r/v after the filtering step does not go below 1). Let s the highest value of j for which the variables are removed, and t be the variables in f i,s which are removed (0 < t ≤ f i,s ).
The number of variables which are not explicitly removed (the new v) is:
of the variables occurring in the current system are explicitly selected to be removed. 4. If we consider a variable v ℓ which is not explicitly removed from the system. For a (randomly selected) relation in which v ℓ appears, the probability that the remaining w − 1 variables it involves are not removed either is
5. From this, we find that for a variable (not explicitly removed) appearing m times in the previous system, the probability P r(m, j) it appears j times in the updated system follows a binomial distribution P r(m, j)
The values of f i+1,j are obtained as follows:
(a) Replace f i,j with f * i,j corresponding to the the distributions of the variables not explicitly removed, before the removal process:
This correspond to taking the (explicitly) removed variables out of our list of allowed variables.
(b) The variables are redistributed, according to the binomial distribution. Summing them according to the resulting number of appearances, we find:
7. Finally, we update r and i as
Note that the new values of v and r could also have been obtained as
(before updating i), but this would be more computationally expensive. On the other hand, these identities can also be used as a "security check" that the updating process is performed correctly.
In practice, the computations of the iterative process are stopped when the change from one iteration to another becomes too small, i.e. when the difference r − v goes below a critical limit. This is required to ensure the "filter" stops, and to avoid unnecessary computational error that may occur when removing too few variables in one run (see the next subsection).
Note that in step 1, we could have required that s be the highest coefficient j for which all of f i,j can be removed, simplifying some of the expressions. However, that would hinder the analysis from simulating well what happens in the last runs of the filter, when r is close to v.
4.2.2.
Reducing the error and approximating the limit when p v goes to 0. The main drawback with this iterative approach is that computational errors have to potential to accumulate dramatically. A number of approaches can (and must) be applied to reduce the error, ranging from standard methods like rearranging the order of summations to add the (positive) terms in increasing order, to the last-resort option of using larger precision libraries for the floating point arithmetic.
But no matter how much effort is deployed, the error will eventually become dominant as the value of p v decreases (not to mention that the number of iterations will make the computational cost prohibitive). For one thing, the value of q (the probability that a relation stays in the updated system) will eventually become too close to 1 when p v decreases, which will create obvious problems with the binomial terms in the computation of the array f i+1,j for the new system.
In this context, we decided to use the values of p(k, p v ) and f (k, p v ) for a large number of (decreasing) p v to make our approximation of p(k) and f (k) rather than taking the values obtained for the smallest value of p v for which the errors still remain under control.
As can be seen in Figures 1, 2 over all values of p v , than those smaller p v can be considered suspicious and removed from the accepted value. This is why the graphs with k > 20 do not come close to the y-axis. It should be noted that having p(k, p v ) decrease as p v becomes smaller is rather natural: we are after all removing fewer variables at a time, which correspond to a finer selection of the variables that will be kept in the final system. On the other hand, we do not have any argument as to why f (k, p v ) should behave linearly, but it was the case in all combinations of w and k that we studied. This also gives another argument why the function
w−1 is the natural function to study in harvesting situations.
4.3. RESULTS. The resulting approximations of f (k) for k ranging from 1 to 300, with w = 4 and 6, can be seen in Figures 4 and 5. One direct observation from these graphs, is that f (k) does indeed appear to be decreasing as k grows, as was stated in the introduction. A second observation, is that the decrease of f (k) is very fast when k is small (say, up to The size of k has also a significant impact on memory requirements for the index calculus algorithm (not only do we need to store k times as many relations as variables, but also the optimal number of variable increases with k). Since f (k) seems to level out around k = 20, we will assume that this value (or one close to it) it used to discuss the impact of harvesting in practical applications.
For the one-large-prime variant of HCIC in genus 3 curves (w = 4), this means a speedup by a factor of close to 2, and for curves of genus 4 (w = 6), we get a reduction in computational time of around 36%. For genus 4 curves HCIC without any large primes (w = 4), we would get a speed-up factor of around 3. Finally, we implemented and ran the filter on randomly generated systems for some values of w and k. Because of the nature of the HCIC, the systems that would be produced in a real-life situation would closely resemble the generated systems. are given in Table 1 . It is quite obvious that the numerical method described in this section gives an extremely close predicting for the effect of filtering.
To also demonstrate the linear nature of the filtering time, even at these relatively small sizes, we included the running time required to filter the system on a 2.1 GHz Core 2 Duo processor.
4.4. HEURISTIC ARGUMENT FOR CONJECTURE 1. We recall the hypothesis stated in the introduction, which is due to the graphs obtained in the previous subsection: CONJECTURE 1. Let s(k) be the ratio between the cost of HCIC using harvesting with k times as many relations as variables compared to the cost of a harvesting-free approach.
We now present a heuristic argument as to why we can expect the harvesting to be increasingly advantageous as k grows. This argument does not give a complete proof of the desired result, and the reason for this will be explained. Solving this flaw to turn the hypothesis into a proof appears to be beyond the scope of this paper.
We first note that f (1)
We also note that p(k) (the proportion of variables left after filtering, is non-incresing by nature: if k 2 < k 1 , than a system with a relations-to-variables ratio of k 1 also contains a subsystem with ratio k 2 (it is enough to remove a some of the relations to obtain the subsystem), so we can ensure p(k 1 ) ≤ p(k 2 ) (any variable removed from the subsystem could also be removed from the larger system, although that removal may not be the optimal choice in the larger system).
To show that f (k) is decreasing, we start with a system of v variables and k 1 v relations, and "perform" the first iteration of the numerical analysis, removing a proportion p v of the variables.
As in the numerical analysis, let p be the proportion of the variables occurring in the system that are explicitly selected to be eliminated (those of p v ). Since p v contains the variables that appear less often in the system, we naturally have p < p v . After the first filtering step, the new number of variables is (1 − p v )v, and the new number of relations is (1 − p) w k 1 v (since a relation remains in the new system if none of its variables is explicitly removed).
The new relations-to-variables ratio is k 2 = (1−p) w 1−pv k 1 . Note that p can be viewed as a continuous, increasing, function of p v , so it would be possible (although not necessarily easy) to choose p v to go from k 1 to any k 2 < k 1 .
Here is where we (intentionally) make a slight mistake. If the distribution of frequencies of appearances in the partially filtered system remains binomial in nature (asymptotically Poisson), with average wk 2 , then we could finish filtering the system reducing the variables to a factor p(k 2 ), hence keeping
(for the strict inequality, we use p < p v ), which would show the desired result. Unfortunately, assuming the distribution remains binomial after any number of filtering steps is incorrect: by it's very nature, filtering produces distributions which are "out of shape" when compared with a binomial or Poisson distribution, as they tend to be more concentrated around the average (the variance is smaller than that of a truly binomial distribution). Heuristically, this difference in the shapes of the distributions would be very small, so the error "should" remain small enough to be absorbed by the inequality between p and p v . As we mentioned earlier, correctly demonstrating seems to be beyond the scope of this paper.
CONCLUSIONS AND PERSPECTIVES
In this paper we have considered a filtering technique for index calculus algorithms called harvesting. It is based on the idea of creating a vastly overdetermined system and then choosing relations in such a way to reduce the number of variables as much as possible.
Firstly, we have made this strategy viable by showing that harvesting can be done in time essentially negligible to the rest of index calculus algorithms -previous versions had a quadratic complexity, potentially larger than that of index calculus. Secondly, we have shown how to determine its impact on the whole algorithm using numerical methods and thus to correctly compute the optimal parameters to use in large computations. We have also provided heuristic arguments in support of a conjecture to the effect that harvesting increases if we collect more and more relations.
An analysis of harvesting for two-large-prime variants of index calculus, such as the full graph method [2, Ch. 21], Gaudry's et al. simplified graph method [4] or Nagao's concentric circles method [6] is out of scope of this paper. The main reason is that a precise, explicit analysis of two-large-prime variants of index calculus and of the distribution of the weights in the resulting matrices is required first. A parallel version of harvesting and its analysis will be the subject of a separate paper.
<roberto.avanzi@ruhr-uni-bochum.de; ntheriau@inst-mat.utalca.cl> APPENDIX A. LINEAR HARVESTING Let q be the size of the definition field of the hyperelliptic curve of genus g in whose jacobian we want to solve the DLP.
We already mentioned that in the context of index-calculus algorithms on hyperelliptic Jacobians of genus g, almost all relations have the same weight w. We can then assume we are given a sparse system of m linear relations in n variables (so k = m/n), with (at most) w variables involved in each relation (all other variables have coefficient 0). Variables are numbered from 1 to n and relations are numbered from 1 to m.
In order to optimize running time we want not only a linear complexity filtering algorithm, but we also require the data structures to be modified only if strictly necessary in order to minimize memory accesses.
A.1. NOTATION. We now move to the description of the different data structures we are going to use (in fact, all of these are either arrays or integer counters).
The first structures are never modified after their creation.
• system: The original system, represented by an array of m · w entries. The first w entries are the variables with nonzero coefficient in the first relation, the next w entries are the variables with nonzero coefficient in the second relation, and so on.
Here, "0" is a placeholder for a variable not present in a shorter relation. For the purpose of filtering, the actual multiplicity of a variable in a relation is not relevant (in HCIC, the multiplicities are generally ±1).
• transpose: The original system represented in terms of the influence of the variables. The transpose array lists the relations involving the first variables, then those involving the second variable, and so on. This list contains at most m · w entries (the zero entries of system are not copied in the transpose). Before the actual transpose is constructed, the following two data structures are built.
• Initial Appearances (IA): Number of times each variable appears in the original system (n entries).
• Accumulated Appearances (AA): Allows navigation in the transposed system: the list of relations that contain variable i starts at position AA[i] in transpose and is IA[i] elements long (AA has n entries).
• Maximal number of Appearances (MA): Largest value in IA. This is bounded by m, but it should be O(w) for practically all randomly generated systems. In order to build IA the original system is simply parsed once, and AA is then computed by the relation AA[j + 1] = AA[j] + IA[j]. This is described in Algorithm 2, that also computes the maximum MA of the IA array. Now that we know where the relations must go in transpose, we can build the latter in Algorithm 3. This requires scanning the original system once again. We scan each relation e in sequence and for each variable v it contains we copy the relation number in the corresponding "row" of transpose with indices from AA [v] For the operation count, we assume that MA is O(w). If the system is obtained at random and all the variables follow the same distribution (in general the uniform distribution), this is a very reasonable assumption.
For the initialization, it is an easy fact that Algorithms 2 and 3 require O(mw) operations (including memory reads, writes, and arithmetic operations), Algorithm 4 takes O(n + w) operations, and Algorithm 5 takes O(n) operations.
For the filter itself, evaluating the cost is more difficult (it depends on the number of relations and variables removed), but we only need rough upper bounds. To obtain the cost, it is useful to keep in mind that each relation and variable are removed at most once, so Algorithm 6 is run at most n times and the relation removal process in steps 3-12 of Algorithm 7 is done at most m times. The most expensive part is removing one relation, which costs O(w) (because of the main loop of Algorithm 7), and removing one variable has a constant cost (either in Algorithm 6, Steps 2-6 and 8, or by Algorithm 8), so we get a bound O((m + n)w) = O(mw). 
