We consider an estimation problem for time dependent spatial signal observed in a presence of additive cylindrical Gaussian White Noise (GWN) of a small intensity ε. Under known a'priori smoothness of the signal estimators with asymptotically the best in the mimimax sense risk convergence rate in ε to zero are proposed. Moreover, on-line estimators for the signal and its derivatives in t are also created.
Introduction
Nonparametric estimation problems for functions of n arguments were considered in many publications devoted to an evaluation of the probabilistic density and regression functions. We mention here the papers [14] , [7] , [8] , [10] and others can be found therein. It was shown in [7] that an accuracy of the estimation performance for a density function f (x), x ∈ R n obeying partial (in (1)
In [9] , M. Nussbaum analysed an estimation problem of a signal S(x), x ∈ [0, 1] n observable in a presence of GWN of a small intensity ε under assumptions that the signal is 1-periodic in each argument and possesses partial Sobolev's derivatives (D βq xq S(x)) 1≤q≤n with S (P is a prescribed constant). With help of Pinsker's results, [12] , it was shown in [9] that the best in the mimimax sense for ε → 0 quadratic risk is C(P, β)ε 4 β/(2 β+1) (1 + o (1)) with β from (1) and even the best in mimimax sense constant C(P, β) was found.
The goal of this paper is to consider an analogous problem for time dependent signal S(t, x), t ∈ [0, T ], x ∈ [0, 1] n . As in [9] , we assume that S(t, x) is 1-periodic in each argument of the vector x = (x 1 , . . . , x n ) and obeys the abovementioned Sobolev's smoothness. We assume also that S(t, x) obeys Sobolev's smoothness in t with known parameter β 0 (periodicity in t is not natural here). Under these assumptions we propose two approaches to estimation of S(t, x). In Sections 3 and 4 we consider a 'symbiosis' of the Chentsov projection (see, e.g., [8] ) with a kernel estimator. We prove that the optimal in a sense of [7] , [9] rate of convergence for the mean square risk can be achieved for a proper choice of parameters. Further applying result from [3] , in Section 5 we propose a 'symbiosis' of the Chentsov projection with the Kalman type on-line estimators which achieves the same rate in ε for the mean square risk.
Symbolically, a model of observation is described as: for t > 0
where ε is a small parameter, W (dt, dx) is a cylindrical orthogonal Gaussian random measure. As was mentioned above S(t, x) is the 1-periodic function in each component of x = (x 1 , . . . , x n ) and so S(t, x) is presented in a form of the Fourier series (i = √ −1)
where j = (j 1 , . . . , j n ) is a multi-index and j, x = n q=1 j q x q . Following (2) an information on any Fourier coefficient
On the other hand, since the cylindrical orthogonal Gaussian random measure W (dt, dx) can be formally presented as (see e.g. [1] , [4] )
with W j (t)'s are independent standard Wiener processes, we have the following models for the observation of components S j (t)'s:
If estimator for S j (t), sayS j (t), are found for every j, one can create estimator for S(t, x) as follows:S
where N is a finite set of multi-indices. We characterize the set N by multiindex N with positive components N 1 , . . . , N n so that
We use the Parzen-Rosenblatt kernel and Kalman type estimators (see [3] ) for the estimation of every Fourier coefficient S j (t) via the observation process Y ε j (t) defined in (5) . The Kalman type estimator is close for small ε to a kernel estimator, but the essential difference is: in general kernel estimator for f (t + δ) does not use the estimator for f (t) even for δ << 1 in spite of the fact that f (t) has some prescribed smoothness. Contrary, the wellknown property for a Kalman type estimator is: estimation of f (t + δ) and its derivatives are small corrections (based on new observations) of estimators f (t) and its derivatives. Additionally, in contrast to the kernel estimator, which becomes more and more cumbersome with growing the smoothness parameter β 0 (see, e.g., condition (2) for the kernel choice in Section 4), the Kalman type estimator possesses a simple structure and is easy implemented for any β 0 although with growing β 0 the vector of tracking components grows as well in accordance with the number of tracked derivatives. We believe that the above-mentioned advantages make the Kalman estimator more attractive in some applications.
The paper is organized as follows. Section 2 contains main assumptions and additional description of Gaussian random measure. Sections 3 and 4 deal with an analysis of the projection error and the kernel-projection estimator. In Section 5 the Kalman type estimator is presented and studied.
Preliminaries and assumptions

Gaussian random measure and observation process
As was mentioned in the Introduction W (., .), defined in (4), is the cylindrical orthogonal random measure, i.e. for any time intervals and sets Γ, Γ 1 , Γ 2 from the Borel σ-algebra
where Λ is Lebesgue measure on [0, 1] n . As usual, we understand (2) in a generalized sense: for f (t, x) with
that is the observable elements are treated as linear functionals and so processes Y ε j (t)'s (see (5) ) are correctly defined.
Assumptions
We fix here assumptions for the signal S(t, x). For any T > 0 the series
The function S(t, x) is assumed to be smooth in all arguments; the differentiability in t is comprehended in L 
Smoothness in
The parameter β 0 = k + α characterizes a smoothness in t of S(t, x).
Smoothness in x
S(t, x) is k q times differentiable in x q , q = 1, . . . , n and every partial derivative 
The parameters β q = k q + α q , q = 1, . . . , n characterize a smoothness of
We use in the sequel slightly different assumption which provides (8):
Remark 1 In this paper we analyse the estimation problem from point of view of the convergence rate in ε to zero for the estimation risks. So parameters L 0 , ..., L n , being essential in a description of the estimation risks, involve only in scale parameters in formulas for the rate in ε.
Analogously to (1) the smoothness of S(t, x) in t, x 1 , . . . , x n is characterized by the parameter
Assumptions (A.1), (A.2) involve in all lemmas, so to avoid a congestion with details in lemmas formulations they are omitted sometimes to mention.
Generic constant
All results of this paper have possess an asymptotical character with respect to a small parameter ε. As a result of that all constants independent of ε are denoted by a generic letter C. The constant C may depend on T and parameters L 0 , ..., L n .
Projection error
Recall that the set N is defined in (7) and introduce a projection of the signal S(t, x) on a finite-dimensional space:
In the sequel, it is necessary to have an upper bound for L
A result formulated in Lemma below is well known (see e.g. [8] ).
Lemma 3.1 Under the condition (A2)
Proof. We use sup
and the result holds. 2
Kernel -projection estimator
For S j (t) with t ∈ [0, T ] we use an estimator (with a kernel K and bandwidth δ)
Due to [13] , [11] (see also e.g. [5, 6] ) we choose a kernel K with the following properties:
We use
as the kernel-projection estimator for the signal S(t, x). A suitable choice of the multi-index N involved in N is proposed below. Since
due to Lemma 3.1 we have
Following to the corresponding results in [5] , [6] we find now the upper bound for the mean square error E S δ,N (t,
Lemma 4.1 With c 0 involved in property (1) for the kernel K the following upper bound is valid: for t ∈ [c 0 δ, T −c 0 δ] there exists a constant C independent of ε so that
Proof. We apply an obvious inequality
To evaluate above the first term on the right hand side in (16), we use of an obvious equality S δ,N (t,
The independence of Wiener processes W j (t)'s provides
Now, taking into account (A1) and following [7] , for t ∈ [c 0 δ, T − c 0 δ] we find
The assertion of the lemma follows from (18) and (16). 
the mean square error for the estimator defined in (13) with δ and N q 's replaced by δ ε and N ε q 's respectively is evaluated above as: for any t from interval [Cε
Proof. For any δ, N q 's and t ∈ [c 0 δ, T − c 0 δ] Lemmas 3.1 and 4.1 provide
while the above-mentioned choice of δ ε and N supported on R + and R − applied for 0 ≤ t ≤ T /2 and T /2 ≤ t ≤ T respectively gives the desired effect.
Remark 3
The estimator S δε,N ε (t, * ) is the Gaussian random field. So it is readily to verify that suitable upper bounds are valid also for the risks defined as some power of L p -norm of the deviation S δε,N ε (t, * ) − S(t, * ), p ≥ 2, see [8] .
Remark 4 It is well known (see e.g. [9] ) that the rate of convergence risks to 0 given in (20) cannot be improved uniformly in the class of functions satisfying the conditions (A1), (A2).
5 On-line estimator
Preliminaries
Following [3] we apply on-line estimator for tracking coefficient S j (t) and its derivatives S (p)
dt p , p = 1, . . . , k. This estimator has a structure of the Kalman filter
subject to deterministic initial conditions S j (0), S (p)
Here S 
(the choice of such β is explained in Lemma 5.1). We also fix the following assumption.
(Q) Parameters r 1 , . . . , r k+1 are chosen such that all roots of the polynomial
have negative real parts.
To analyse the estimator ( S j (t), S
j (t), . . . , S k) j (t)), we exploit a result from [3] . It is obvious that the errors
are defined by the following equations
) and note that, whereas E(W ε j (t)) 2 ≡ t, it is a Wiener process.
Then the latter equations for the rescaled errors
are transformed into
.
Further, (A.1) provides
We introduce matrices and vectors
and rewrite (27) into the following vector-matrix form
. (28) Following Lemma 3.1 in [3] , we claim that the eigenvalues of matrix a R coincide with the roots of the polynomial p k (u) from (24), i.e. all eigenvalues of this matrix have negative real parts; let −λ
• be the maximal real part of these eigenvalues.
Choice of β
We use (28), to choose β . To this end we introduce a "stochastic part" of u j (t): n j (t) = u j (t) − Eu j (t). It is clear that the process n j (t) is defined by the Itô equation
Since eigenvalues of the matrix a R have negative real parts, following the proof of Theorem 1.1 from [3] we obtain
Therefore, taking into account (26), we find
With N ε introduced in Theorem 4.1 define the estimator
Lemma 5.1 Let N ε be chosen in compliance with (19) and (Q) be held. Then with β given in (23)
Proof The above-obtained bound (31) provides (recall n q=1 1 βq
Hence, with chosen β we have
. 2
Upper bound for the norm of bias
Hereafter, we use the estimator S N ε (t, x) with β and N ε defined in (23) and (19) respectively. By the definition,
where E N ε (t, x) is the projection error (see (11) ) with chosen N ε , the bias of this estimate. By virtue of Lemma 3.1 with N = N ε we have (with C depending on T )
Lemma 5.2 Under the assumptions of Lemma 5.1, for any t from the interval [Cε
Proof By virtue of (33) it suffices to show that
To this end, set 
Taking into account (26) and (28), (29) we arrive at the integral equation
Define now vectors v 0 (t, x) and M (t, x) as solutions of integral equations
where
It is readily to ver-
. Estimate now from above the values of
. To find these upper bounds, we use the explicit form of solutions corresponding to the above-mentioned integral equations:
Also we recall that eigenvalues of the matrix a R have negative real parts for all its eigenvalues (−λ
• designates the maximal real part). So there exists a positive constant c 2 such that
and (I is the identity matrix)
It is clear that v
j (0), p = 1, . . . , k meet the condition given in (22), that is for some constant c we have
Therefore, we get for t ≥ c 1 log(1/ε) (with generic constant c 1 )
(hereafter C is a generic constant). To get an upper bound for M (t, * )
we use an obvious representation
and the following estimates (see (A.1), (35) and use β 0 = α + k)):
Hence
Thus, from (41),(43) and the fact that β > β 0 (see (2.2) and (23)) we arrive at the following upper bound for t ≥ c 1 log(1/ε)
On the other hand, with β defined in (23), we have 2β + 1 =
, that is
Thus, the desired conclusion holds. 2
On-line estimator for S(t, x)
Theorem 5.1 Assume (A.1), (A.2), (Q) and take N ε satisfying (19).
Then for any t from the interval [Cε
Proof. The desired statement is provided by Lemmas 5.1 and 5.2. 2
On-line estimators for time derivatives of S(t, x)
It is clear that derivatives
Here, we introduce stronger condition
With N ε from (19) and β from (23) we create the on-line estimator
where S (p) j (t)'s are defined in (21). Denote
and assume also that D p t S(t, x) := S (p) (t, x) have bounded Sobolev's derivatives of the orders γ p β q in x q , i.e. 
Proof. Similarly to the proof of Lemma 5.1, we find the upper bound
Further, similarly to (34) for any t from the interval [Cε
(1− 
Thus, the assertion of the theorem is implied by the equality 
Concluding remark
It was mentioned in Remark 4 that the rate of convergence risk to 0 (as ε → 0) in Theorem 4.1, and so in Theorem 5.1, cannot be exceeded by any other estimator of S(t, x), what follows from the lower bound in [9] . The lower bound for the risks in L 2 [0,1] n -norm for D p t S(t, x) can be found by applying approach from [5] , [8] . Here we formulate (without proof) the appropriate result; analogous result is proven in [2] 
It follows from Lemma 5.3 that the rate of convergence in ε from Theorem 5.2 is also unimprovable. Indeed, whereas in our case λ q = γ p β q , q = 0, 1, ..., n, we have γ = 2γ p β 2β(γ p + p/β 0 ) + 1 = 2γ p β 2β + 1 = 2β 2β + 1 1 − p β 0 .
Hence, the existence of an estimator for D p t S(., .) possessing a better rate in ε uniformly in t from the interval [τ, T − τ ] with arbitrary small positive τ contradicts (52).
