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ABSTRACT 
 
Computational music analysis investigates the relevant features 
required for the detection and classification of musical content, 
features which do not always directly overlap with musical com-
position concepts. Human perception of music is also an active 
area of research, with existing work considering the role of per-
ceptual schema in musical pattern recognition. Data sonification 
investigates the use of non-speech audio to convey information, 
and it is in this context that some potential guidelines for human 
pattern recognition are presented for discussion in this paper. Pre-
vious research into the role of musical contour (shape) in data 
sonification shows that it has a significant impact on pattern 
recognition performance, whilst investigation in the area of 
rhythmic parsing made a significant difference in performance 
when used to build structures in data sonifications. The paper pre-
sents these previous experimental results as the basis for a dis-
cussion around the potential for inclusion of schema- based clas-
sifiers in computational music analysis, considering where shape 
and rhythm classification may be employed at both the segmental 
and supra-segmental levels to better mimic the human process of 
perception. 
1. INTRODUCTION 
The innate audio processing capability of all humans (and indeed 
most animals (Kaas, Hackett, & Tramo, 1999)) is amply demon-
strated by the ability of infants to discriminate between pitches 
(Olsho, Koch, & Halpin, 1987), melodic contour (Trehub, Bull, 
& Thorpe, 1984) and rhythm (Trehub & Thorpe, 1989) as well as 
an adult can. This ability even extends to the segmenting of mel-
odies (Thorpe & Trehub, 1989) into smaller phrases, and the as-
sociation of music with other events (Fagen et al., 1997) in a sim-
ilar manner to adults. The mechanism for such processing is mu-
sically specific, with certain neurons directly responsible for 
pitch perception, rhythm and melodic contour (Johnsrude, 
Penhune, & Zatorre, 2000; Weinberger & McKenna, 1988) being 
found only in the right hemisphere of the brain (Trehub et al., 
1984). 
Perception is a subjective manner of assessment, as by defi-
nition differences in perception account for subjective opinion 
and hence do not easily conform to standardisation. The pitch, 
loudness or location of sounds can help define their similarity- as 
can their individual timbres. Also the temporal variations of 
sounds (such as modulations over time or even their initial onset), 
can lead to sounds being perceived as grouped or separate- rela-
tive to their occurrence and subsequent change (Bregman, 1993). 
Physically, the fundamental frequency of a sound (and its associ-
ated harmonic series) is important in distinguishing between sep-
arate sources, as sounds of different fundamental frequency can 
be detected as separate rather than fused. The rhythmic compo-
nents of a source also play a major role in its detection (Deutsch, 
1980) and recognition, and different rhythmic patterns allow 
sounds of often similar timbre and pitch to be perceived as sepa-
rate rather than fused (Bregman, 1993). 
Some studies of the mechanics of human audio perception 
suggest that the requirements for detection and recognition of 
melodic patterns are different (Hébert & Peretz, 1997), where 
long-term memory pattern recognition is biased more towards 
melodic factors than the rhythmic elements required by pattern 
detection. Although not an arrhythmic condition by any means, a 
preference is exhibited for melodic criteria when testing the abil-
ity of participants to recognise previously introduced patterns. 
For this reason, the work presented in this paper distinguishes 
between recognition using contour (shape) and detection using 
rhythm, aiming to illustrate the crucial role of both criteria in hu-
man perception of sound and music. 
2. CONTOUR PATTERN RECOGNITION 
Melodic contour has been considered by many musicologists as 
a means of defining relative changes in pitch (Toch, 1948) (with 
respect to time), rather than the definition of absolute values. In 
this manner, the shape, direction and range of a melody can all 
be summarised by its overall contour. Graphical contour repre-
sentations were considered by composers such as Schoenberg 
(Schoenberg & Strang, 1967) as a means of supplementing a mu-
sical score (Figure 1): 
 
Menuetto, String Quartet in D, K. 575, mvt. III, mm. 1-16 
 
Andante, Symphony 39, K. 543, mvt. II, mm 1-8 
Figure 1. Contour Graphs of Selected Mozart Composi-
tions, taken from Schoenberg (Schoenberg & Strang, 
1967) 
Contour can be considered an important part of musical memory. 
Dowling (Dowling, 1978) suggests that contour information 
functions separately and independently from scalar information 
in memory. Experiments by Edworthy (Edworthy, 1983) showed 
that single pitch alterations in a melody could be detected by par-
ticipants as changes in contour- even when they were unable to 
define what pitch had been actually altered in the pattern. This 
capability is believed to be present in infancy (Chang & Trehub, 
1977) (around 5 months), at a stage of development where 
changes in pitch cannot be recognised. It has also been shown 
that different brain cells are used in the processing of melodic 
contour (Weinberger & McKenna, 1988) than are used in the de-
tection of temporal or harmonic (Sutter & Schreiner, 1991) com-
ponents of music. This aspect of neural activity would again sug-
gest that different parts of the brain are used (Zatorre, 1999) in 
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the detection and recognition of musical events: rhythmic factors 
being paramount in detection, while melodic contour and range 
(Dowling, 1991; Massaro, Kallman, & Kelly, 1980) and being 
more important in the recognition of familiar and recently learned 
melodies. 
In previous research into the use of contour (Cullen & Coyle, 
2005, 2006), multimodal patterns defined as contour icons were 
developed to exploit gestalt concepts of good continuation and 
belongingness (Bregman, 1993) (Figure 2): 
 
  
 
 
Figure 2. Example Up and Down Contour Icons, with 
associated musical score representations 
Testing was then performed to assess whether contour icons were 
more memorable than low-level earcon pattern designs 
(Hankinson, John & Edwards, 2000) within a data sonification, 
to determine the effect of shape on pattern recognition (Figure 3): 
 
 
Figure 3. Graph showing overall average percentage 
scores for recognition of low-level patterns and contour 
icons in a data sonification, showing standard deviations 
Results showed that performance had improved from 44% in the 
low-level (earcon) reference pattern condition to 56.87% in the 
contour icon condition, a significant improvement (T(20) = -3.68, 
p=0.0007) that suggests contour icons are more memorable than 
low level reference patterns that do not employ shape as a me-
lodic feature. Post-test Task Load Index testing (Hart, Sandra, 
2006) that examines participant workload during a task showed a 
significant reduction (T(20) =4.53, p<0.0001) in overall work-
load from 50.33 to 36.25 for the contour icon condition. 
Though no reduction was significant in any individual cate-
gory, the scores were lower for the contour icon condition in each 
case. Having said this, higher data to pattern combinations had 
proven less effective, and it was observed on several occasions 
that whilst participants could recognise a particular contour icon 
they were subsequently unable to remember its data mapping. 
This suggests that the abstract nature of the mapping between 
value and contour icon was difficult to remember for some par-
ticipants, though this may not necessarily interfere with the use 
of shape as an aid to recognition. 
Although significant for data sonification, the role of contour 
in musical pattern recognition requires further investigation in re-
lation to its potential role in computational music analysis. Some 
consideration has been given to the concept of stream analysis of 
musical segments (Rafailidis et al., 2008), whilst Karydis et al 
(Karydis, Nanopoulos, A., Papadopoulos, & Cambouropoulos, 
2007) define a computational model of the musical score that in-
cludes the concept of a perceptual ‘voice’ within the overall au-
ditory stream. It is argued that contour may play a significant role 
within such models, given it’s demonstrable effect on human mu-
sical pattern recognition. 
3. RHYTHMIC PATTERN DETECTION 
Rhythm is a fundamental building block of musical composition 
(Taylor, 1989) that serves to group various sonic events within a 
piece for aesthetic purposes. In sonification research, rhythm can 
be employed to group patterns used to represent data for analysis 
so that they may be more efficiently processed by the listener. It 
is argued that rhythm is a fundamental component of all human 
interactions (Jones, 1976), and so is similarly fundamental to the 
communication of effective musical patterns to a listener. 
In the case of infants, the role of rhythm is the most funda-
mentally important aspect of early cognitive development 
(Zentner & Eerola, 2010), and is believed to begin in the womb 
(where the child is often observed to move in response to rhythms 
in speech or music). Infants display several common rhythms 
(Fridman, 1991), which are used to seek attention from their par-
ents or other adults. This use of rhythmic patterns is both frequent 
and essential (Kempton, 1980) in the communication between in-
fant and adult, communication that is dictated by a pulse common 
to all parties. Indeed, the variation or absence of such rhythmic 
components is observed to engender disinterest and negative re-
sponses from the child involved (Drake, Jones, & Baruch, 2000).  
Rhythm dictates the structure of a piece of music, from the 
individual sequence of notes to the hierarchical groupings of dif-
ferent musical phrases or passages. The ability of musicians to 
detect and convey complex structures (Jongsma, Desain, & 
Honing, 2004) within a piece is a direct result of training and ex-
perience, the lack of which effectively reduces rhythmic patterns 
to sequential processes. This means of structuring music relies 
heavily on the metrical organization (Essens, 1995) of such 
rhythmic patterns into regular frameworks, utilising the time sig-
nature of the piece to define different sections. Thus rhythm al-
lows a piece of music to be organised into sections- sections of 
differing levels of complexity. By defining the bar (or measure) 
in terms of the beat, the basic organisational structure of a piece 
of music is decided. When this bar structure is then further or-
ganised into sections (such as the simple verse and chorus of pop-
ular music) it allows differing pieces of related musical infor-
mation to be conveyed in a structured manner. 
In previous research (Cullen & Coyle, 2003, 2006), rhythm 
was investigated as part of a strategy to sonify data, and the spe-
cific role of rhythmic parsing was subsequently investigated in 
the sonification of (fictitious) exam results (Cullen, Coyle, & 
Russell, 2005). Test participants were informed they would be 
asked questions on a sonification of 20 exam results, which con-
tained 4 distinct course groups (with 5 members each) in sequen-
tial order. The test used rest notes between course groups in the 
parsing condition, compared to a single grouping of musical 
events in the control condition, as a means of using rhythm to 
delineate groupings (or structures) within the data. Participants 
were asked questions that compared the data of each group (e.g. 
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which group had a higher pass rate) to determine the effect of 
adding rhythmic gaps to the processing of information in the son-
ification (Figure 4): 
 
Figure 4. Graph showing overall average percentage 
scores (by test condition) for rhythmic parsing of a data 
sonification, showing standard deviations 
Overall results showed performance improved to 75.3% in the 
rhythmic parsing condition from 67.6% in the non-rhythmic pars-
ing condition. This improvement was significant (T(20) = -2.79, 
p=0.008), suggesting that rhythmic parsing had a positive effect 
on performance in multiple stream sonification. In addition, post-
test TLX questions relating to the workload involved in analyzing 
a data sonification showed a significant reduction in overall 
workload from 60.75 to 41.33 in the rhythmic parsing condition 
(T(20) =7.45, p<0.001), with significant reductions in temporal 
demand (16.33 to 7.65, T(20) =6.236, p<0.001), effort (9.95 to 
4.583, T(20) =4.435, p<0.001), and frustration (7.983 to 4.05, 
T(20) =2.966, p=0.005). 
These results suggested that participants had found the rhyth-
mic parsing condition a more effective method of representing 
sub-groups in a data sonification, though the use of a rest note to 
parse the data arguably serves only to indicate a change in the 
current context within the sonification. A more effective method 
of rhythmic parsing could employ features such as markers and 
labels (Smith & Walker, 2002), in combination with rest notes to 
better mimic the compositional use of rhythm as a means of 
grouping motifs and patterns into distinct structures within a 
larger piece (Barry, Gainza, & Coyle, 2007). 
4. DISCUSSION & FUTURE WORK 
This section is still to be completed, but will consider the follow-
ing 3 areas: 
• Hierarchical models for short-term/long-term struc-
tures- Contour? 
• Measuring relevance of different musical properties 
and structure principles- Dan & Mikel (Barry et al., 
2007) 
• Developing taxonomies/ontologies for structure anno-
tation- Rhythm & Contour. 
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