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Out-of-hospital cardiac arrest (OHCA) claims over 400,000 lives each year in North America and is one
of the most time-sensitive medical emergencies. Drone-delivered automated external defibrillators (AEDs)
have the potential to be a transformative innovation in the provision of emergency care for OHCA. In this
paper, we propose a simulation-optimization framework to minimize the total number of drones required to
meet a pre-specified response time goal, while guaranteeing a sufficient number of drones are located at each
base. To do this, we develop a location-queuing model that is based on the p-median architecture, where
each base constitutes an explicit M/M/d queue, and that incorporates estimated baseline response times to
the demand points. We then develop a reformulation technique that exploits the baseline response times,
allowing us to solve real-world instances to optimality using an off-the-shelf solver. To test our model, we
develop a two-stage machine learning approach to simulate both the locations and baseline response times
for future OHCAs. We demonstrate the application of our framework using eight years of real data from an
area covering 26,000 square kilometers around Toronto, Canada. A modest number of drones are required to
significantly reduce response times in all regions. Furthermore, an objective function focused on improving
the 90th percentile is well-suited for use in practice because the model reduces the entire response time
distribution, while providing equitable coverage in both cities and rural areas. Overall, this paper provides
a realistic framework that can be leveraged by healthcare providers seeking to implement a drone network.
Key words : Facility location, queuing, emergency medical services, drones, optimization, machine learning
History :
1. Introduction
Out-of-hospital cardiac arrest (OHCA) claims over 400,000 lives each year in North America (Go
et al. 2013). It is one of the most time-sensitive medical emergencies with survival estimated to
decrease by 7-10% for each minute without treatment (Valenzuela et al. 1997). An automated
external defibrillator (AED) is one of the only effective methods for treating OHCA and studies
have shown that the probability of survival increases by 40-70% with prompt defibrillation (Caf-
frey et al. 2002, Hallstrom et al. 2004). As a result, many municipalities have developed public
access defibrillation (PAD) programs that place defibrillators in public areas so that they can be
used by bystanders during an OHCA event (Hallstrom et al. 2004). Indeed, PAD programs have
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demonstrated great efficacy for OHCAs in public locations by reducing the time to defibrillation
and improving survival outcomes (Hazinski et al. 2005).
While progress has been made towards improving survival for public location OHCAs, the vast
majority of OHCAs occur in private, residential settings with slower emergency response times and
lower survival, especially in rural areas . There is a fundamental coverage limit of public AEDs
that limits their usefulness for private OHCAs (Siddiq et al. 2013). Moreover, statically deployed
public AEDs have low historical utilization (Weisfeldt et al. 2010), which can be attributed in part
to access and availability issues (Sun et al. 2016). Thus, a new approach to improving AED access
and reducing the time to defibrillation is needed, especially for residential and rural areas.
In the past few years, several organizations and researchers have developed drone technology
that can be used to deliver AEDs (Momont 2014, Reece 2014). Drone-delivered AEDs have received
increasing attention due to their potential to be a transformative innovation in the provision of
emergency care. However, previous research on drone-delivered AEDs is limited to three studies, all
of which are based on covering-type location models. Two of these studies focus solely on optimizing
drone base locations without considering system congestion (Pulver et al. 2016, Claesson et al.
2016). The third paper considers both optimal base locations and system congestion, where a
queuing model to determine the number of drones required at each base is solved after the base
locations have been optimized (Boutilier et al. 2017).
While the aforementioned approaches are novel in their application of optimization ideas to drone
deployment in a healthcare application, they have several limitations. First, they all use coverage-
type models. Modeling for drone-delivered AEDs should ideally be based on a median-style model
to optimize response time explicitly. Drones for emergency response will need to be integrated with
an emergency medical services (EMS) system and the performance of those systems is typically
measured via average and 90th percentile response time metrics. One of the major challenges of
dealing with response time models is the computational difficulty in solving large scale instances
due to the lack of sparsity in the response time matrix (Li et al. 2011). That is why coverage
models are often preferred; sparsity is induced by removing demand points outside the coverage
radius of each facility. Second, any consideration of congestion should ideally be combined with
the location decision in an integrated model; separate models solved sequentially may generate
suboptimal solutions. We expect AED-enabled drones to have high utilization because they would
be dispatched to all suspected OHCAs, which underlies the importance of integrating queuing
constraints with the location problem. Third, none of the previous models accounted for the baseline
response times (i.e., historical 911 response times) in their respective study regions when locating
drone resources. Given that this application of drone technology involves layering drones on top of
existing emergency response resources, the goal should be to optimize overall system performance.
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For example, drones could be used to patch geographic holes that are hard to reach or that suffer
from slower ambulance response times.
In this paper, we address the aforementioned limitations of existing models in a single optimiza-
tion framework. Our specific contributions are:
1. We propose a novel integrated location-queuing model that is based on the p-median archi-
tecture, where each base constitutes an explicit M/M/d queue, and that incorporates estimated
baseline response times to the demand points. We use our framework to minimize the total number
of drones required to meet either an average or 90th percentile response time goal while accounting
for an M/M/d queue using a chance constraint that guarantees a sufficient number of drones are
located at each base. We leverage a conditional value-at-risk (CVaR) framework to control the
tail of the response time distribution and we extend previous research by explicitly accounting for
baseline response times (Section 3.1).
2. We develop a reformulation technique that exploits the baseline response times to induce
coverage-like sparsity for median-type problems, allowing us to solve large-scale, real-world
instances to optimality using an off-the-shelf solver (Section 3.2). We use a two-stage solution
pipeline that allows us to determine the minimum number of required drone resources to satisfy
the constraints and assign those drones to OHCAs to minimize response times (Section 3.3).
3. We demonstrate the application of our framework to determine the optimal deployment of
AED-enabled drone resources to meet various response time targets using eight years of real data
from a region covering 26,000 square kilometers around Toronto, Canada. These problems, which
we solve to optimality, represent some of the largest instances in the literature for facility location
models with queuing constraints. To generate the demand parameters and test our optimization
model, we develop a two-stage machine learning approach to simulate cardiac arrest incidents. We
first estimate the spatial OHCA distribution using kernel density estimation (KDE). Conditional
on the location of an OHCA, we use a modified K-nearest neighbors algorithm to estimate its
corresponding baseline response time (Section 4). Using our simulation-optimization framework,
we show that:
• A modest number of drone resources is sufficient to significantly reduce response times in all
regions. An objective function that minimizes average response time results in drone resources
concentrated in cities, with little impact on the tail of the distribution. In contrast, optimizing for
the tail of the response time distribution produces larger and more geographically dispersed drone
networks that also manage to significantly reduce the average response time.
• Except for the most urban region, the total number of drone bases is not sensitive to changes
in call volume. Additionally, the total number of drone resources in the large rural regions is
insensitive to call volume.
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• The optimal drone networks are insensitive to an objective function that models the trade-off
between minimizing the total number of drone bases and minimizing the total number of drones. As
a result, EMS providers may not need to consider the cost reductions associated with centralizing
drone resources when designing their networks.
Although we have described the problem in the context of AED-drones, both our model and
reformulation technique are generalizable to any location-queuing problem where transportation
options are added on top of an existing system to optimize performance. Other example applications
include ambulance location, health clinic location, logistics problems with multiple transportation
options (e.g., air vs. road vs. train), and delivery problems faced by organizations such as UPS and
FedEx.
2. Literature Review
This paper contributes to the literature on facility location with congestion, the facility location
literature applied to EMS, the medical literature on cardiac arrest response optimization, and the
emerging operations research literature on drone applications.
Our work primarily contributes to the rich literature on facility location problems with conges-
tion. Initial research in this domain focused on tractably integrating probabilistic queuing con-
straints within the classical integer programming framework for facility location, which can be
partitioned into two groups depending on whether the facility location model employs a coverage
or median-style framework. For coverage models, the pioneering work by ReVelle and Hogan (1988,
1989a,b) incorporated congestion by assuming that the probability of two servers being busy at the
same facility are independent. This assumption was later relaxed by Marianov and ReVelle (1994,
1996) who proposed a formulation to model the behaviour in each facility’s catchment region as
M/M/d or M/G/d queuing systems. The first median model to include queueing constraints – the
stochastic queue median – was proposed by Berman et al. (1985) and employed a M/G/1 queue
at each facility. Batta and Berman (1989) later extended the stochastic queue median model to
include multiple servers using an M/G/d queue. However, the aforementioned models only implic-
itly consider system congestion. That is, the number of servers at each location is fixed a priori.
In the literature on facility location with congestion, our work is most similar to that of Marianov
and Serra (2002), who propose a set cover model where each base constitutes an M/M/d queue and
the number of servers is a variable to be optimized, i.e., explicit congestion. Congestion is modeled
using a chance constraint that considers the probability of a certain service level being met. To solve
their model, they develop a heuristic algorithm and apply it to a single instance with 55 nodes. We
employ similar queuing constraints as Marianov and Serra (2002), but in a median-style model,
which is much more challenging to solve. Explicit congestion has also been considered in median-
style models by Berman and Drezner (2007) and Aboolian et al. (2008). However, our approach
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differs from theirs in two key ways: 1) we model mobile servers that travel to the demand, while
they focus on fixed server locations (i.e., ATMs) that customers travel to, and 2) we model queuing
using chance constraints on the queue length, rather than constraints on the average waiting time.
Median models are known to be more computationally challenging compared to coverage models
due to the lack of sparsity in the response time matrix (Li et al. 2011). To address this challenge,
we exploit the historical (baseline) response times in our emergency response application to induce
sparsity, allowing us to optimally solve large-scale, real-world problem instances. To the best of
our knowledge, previous research has not attempted to include or exploit historical response times
in this way.
Facility location models have been applied extensively to EMS location problems with the major-
ity of previous research focusing on ambulances. For a comprehensive review of facility location in
the context of EMS, please see Li et al. (2011), Basar et al. (2012), or Ahmadi-Javid et al. (2017).
Our work intersects with two streams of the EMS location literature: response time optimization
and ambulance congestion. Models for response time optimization include objective functions that
optimize the median/average response time (e.g., Carson and Batta (1990), Serra and Marianov
(1998)), the tail of the response time distribution (e.g., Krishnan et al. (2016), Chan et al. (2018)),
and survival directly (e.g., Erkut et al. (2007), Knight et al. (2012)). Ambulance congestion mod-
els typically leverage queuing theory and chance constraints to handle demand uncertainty (e.g.,
Restrepo et al. (2008), Toro-Dı´az et al. (2013), Zayas-Caba´n et al. (2013)). Most location-queuing
models are intractable and solved using heuristic approaches (Brotcorne et al. 2003, Ahmadi-Javid
et al. 2017). Our paper differs from previous EMS location research because we combine a response
time optimization model with an explicit queuing model to handle system congestion. Moreover, we
exploit historical response times to induce sparsity in a novel reformulation technique, allowing us
to solve large-scale problems to optimality using an off-the-shelf solver, instead of using heuristics.
There is a growing body of work that aims to improve treatment for cardiac arrest by developing
optimization-based approaches for locating static AEDs in public locations. Most of this work
utilizes coverage-based models, motivated by an assumed maximum distance that a bystander can
travel to retrieve the AED before emergency responders arrive at the scene (Chan et al. 2013, Sun
et al. 2016, Chan et al. 2016). More recently, Chan et al. (2018) developed a response-time based
model using conditional value-at-risk to optimize the tail of the response time distribution for
static AEDs under cardiac arrest location uncertainty. However, that model is tailored for locating
static AEDs and does not address the other two limitations mentioned previously, namely system
congestion and the historical response time distribution, which are important when optimizing
response to private location OHCAs.
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Lastly, our work contributes to the growing operations research literature on drone applications.
The majority of this literature has focused on the problem of routing one or more drones in
a coordinated fashion (Xia et al. 2017) or on the flying sidekick travelling salesman problem,
where a drone is routed in coordination with a traditional delivery vehicle (Murray and Chu 2015,
Mourelo Ferrandez et al. 2016, Dorling et al. 2017, Carlsson and Song 2018, Agatz et al. 2018).
Although many potentially impactful healthcare applications of drones have been proposed (Scott
and Scott 2017), the literature on such drone applications is surprisingly sparse. To the best of our
knowledge, there are only five published studies that consider healthcare applications for drones
to date. Besides the three drone studies mentioned above, there have been two studies examining
delivery of medical supplies to rural areas (Scott and Scott 2017, Kim et al. 2017).
3. Models
In this section, we present a model that integrates response time optimization with queuing (Sec-
tion 3.1) and describe how baseline response times can be exploited to improve the computational
efficiency of our model (Section 3.2). Finally, we outline a two-stage solution pipeline that deter-
mines the minimum number of drones required to satisfy a response time constraint and the optimal
assignments for those drone resources (Section 3.3).
3.1. Integrating response time and queuing optimization
We present a general optimization framework that combines the p-median model with an explicit
M/M/d queue, where d is modeled using a decision variable. We use our framework to minimize
the total number of drones required to meet either an average or 90th percentile response time goal
while guaranteeing that a certain service level, quantified by drone availability when an emergency
call comes in, is met. In particular, we model the service level using a chance constraint on the
queue length. Our model considers baseline response times so our model strategically locates drone
resources to optimize system performance as a whole, considering the other non-drone resources
available to respond to emergencies. The inclusion of this baseline response time data leads to
significantly improved model tractability. We focus our initial exposition on an average response
time objective and later extend the model to optimize the 90th percentile using CVaR.
Let I index the set of m candidate drone base locations and J index a set of n demand points
(OHCAs) to be served. We add an artificial node iB to the set I to represent all current stations
from which emergency response arises (i.e., ambulance bases, fire stations). The response time from
iB to each OHCA is then derived from historical response times. The parameter used to represent
the response time from drone base i to demand point j is given by rij and the parameter used to
represent the baseline response time to demand node j is denoted bj (i.e., riBj = bj). Let Di be an
index set for the number of drones, d, deployed at base i; for iB,DiB = {1}. We let xij represent a
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continuous assignment variable that represents the fraction of demand at node j that is assigned
to a drone at base i. The location decision variable is denoted by yid where yid = 1 indicates that
at least di drones are located at base i.
To model system congestion, we consider drone base i as an independent queuing system with
di servers. Each base defines a catchment area according to its share of assigned demand points.
We assume that a Poisson process with an arrival rate of λi governs the occurrences assigned to
base i ∈ I and that the drone service time is an exponentially distributed random variable with
parameter µ. In contrast to ambulances, the drone travel time represents a smaller component of
the total service time (Boutilier et al. 2017), so the memoryless assumption is more realistic. Let
the state space S = {0,1,2, ...} denote the number of calls in the system. Let ρ= λ/dµ (we drop
the i from di and λi for the remainder of this paragraph for simplicity) and, assuming ρ< 1, let pis
denote the steady-state probability associated with state s, which can be determined from solving
the well-known, steady-state equations of an M/M/d queue (Kleinrock 1975):
pi0 =
[
d−1∑
s=0
(dρ)s
s!
+
(dρ)d
d!
∗ 1
1− ρ
]−1
pis =
{
dsρspi0
s!
, s= 1,2, ..., d− 1,
ddρspi0
d!
, s= d, d+ 1, ...
Queuing is incorporated into our optimization model through a service level constraint enforcing
the steady-state probability at least one drone is available when an emergency occurs to be at least
ψ. This constraint can be written as
pi0 +
d−1∑
s=1
pis ≥ψ,
or equivalently (Marianov and Serra 1998)
d−1∑
s=0
(d− s)d!
s!
1
ρd−s
≥ 1
1−ψ . (1)
Let ρψid equal the value of ρ that achieves equality in equation (1) for base i. We represent equa-
tion (1) in our optimization problem using the inequality
∑
j∈J
fjxij ≤ µ
(
yi1ρ
ψ
i1 +
∑
d∈Di
yid(ρ
ψ
id− ρψi(d−1))
)
, i∈ I, (2)
where fj is a scaling factor that converts a raw number of demand points assigned to base i into
a daily arrival rate. Intuitively, the left-hand side of (2) represents the daily number of OHCAs
assigned to base i, while the right-hand side models the daily number of OHCAs that can be served
at base i. In particular, ρψid is defined as the server utilization required to satisfy (1) when d drones
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are located at base i, meaning that the sum on the right-hand side represents the incremental
server utilization provided from adding an additional drone resource to base i. Since ρψid = λ/dµ,
the right-hand side of (2) reduces to a bound on the arrival rate for base i.
We define γ as the desired improvement in seconds over the average baseline response time
1
|J |
∑
j∈J bj. The complete model that optimizes AED-enabled drone response, considering queuing
and baseline response times is
minimize
y,x
∑
i∈I
∑
d∈Di
yid (3a)
subject to
1
|J |
∑
j∈J
∑
i∈I
rijxij ≤ 1|J |
∑
j∈J
bj − γ, (3b)∑
i∈I
xij = 1, j ∈J , (3c)
xij ≤ yi1, i∈ I, j ∈J , (3d)
yid ≤ yi(d−1), d∈Di, i∈ I, (3e)∑
j∈J
fjxij ≤ µ
(
yi1ρ
ψ
i1 +
∑
d∈Di
yid(ρ
ψ
id− ρψi(d−1))
)
, i∈ I, (3f)
yiB1 = 1, (3g)
0≤ xij ≤ 1, i∈ I, j ∈J , (3h)
yid ∈ {0,1}, d∈Di, i∈ I. (3i)
The objective minimizes the total number of drones. Constraint (3b) guarantees that the
expected response time of the optimized drone network improves upon the average baseline response
time by at least γ seconds. Constraint (3c) ensures that each demand point is fully assigned. Con-
straints (3d) and (3e) are logical constraints that ensure a demand point can only be assigned to
an open base and that the number of drones located at a base is properly modeled by the variables
yid (i.e., d− 1 drones must be allocated to a base, before d drones can be allocated), respectively.
Constraint (3f) determines the number of drones required at each base to meet the service level ψ,
which depends on both the arrival and service rates. Constraint (3g) ensures that existing emer-
gency response stations are included in the model. The implication is that response times will be
no worse than the baseline. For conciseness in the remainder of the paper, we define the feasible
region for formulation (3) excluding constraint (3b) using
Y =
{
y ∈ {0,1}m×|Di| ∣∣ yiB1 = 1;yid ≤ yi(d−1), d∈Di, i∈ I
}
and
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X(y) =
{
x∈ [0,1]m×n ∣∣ ∑
i∈I
xij = 1, j ∈J ; xij ≤ yi1, i∈ I, j ∈J ;
∑
j∈J
fjxij ≤ µ
(
yi1ρ
ψ
i1 +
∑
d∈Di
yid(ρ
ψ
id− ρψi(d−1))
)
, i∈ I
}
.
Marianov and Serra (2002) were the first to propose the modeling approach shown in con-
straint (3f), in the context of a coverage-type location model. Even though coverage-type models
enjoy significant sparsity, they asserted that their model was “especially difficult” to solve and
developed a heuristic solution approach. Our model adds to the difficulty because it includes the
response-time constraint (3b), which leads to a fully dense input matrix consisting of the drone-
based response time between each i− j pair. To address this computational challenge, we develop
a novel reformulation technique, which we describe next.
3.2. Exploiting baseline response times
In this subsection, we describe how baseline response times can be exploited to improve compu-
tational efficiency of our model. The key idea is that an OHCA will never be assigned to a drone
base with a response time that is worse than its baseline response time. Thus, even though the
response time matrix is fully dense in theory, practically, we only need to consider a small fraction
of all i− j pairs. Mathematically, we can express this idea as follows.
Lemma 1. For any j ∈J , if bj ≤ rij for a given i∈ I \{iB}, then there exists an optimal solution
to (3) such that x∗ij = 0.
Proof. Let (y∗,x∗) be an optimal solution to (3). Without loss of generality, assume that for
a particular jˆ ∈ J and iˆ ∈ I \ {iB}, that x∗
iˆ,jˆ
= 1 and bjˆ ≤ riˆjˆ. Since, bjˆ = riB jˆ ≤ riˆjˆ, we can set
x∗
iB jˆ
= 1 and x∗
iˆ,jˆ
= 0, while maintaining the feasibility of constraint (3b). Constraint (3c) remains
feasible because jˆ is assigned to iB. The remaining constraints are not affected and the y∗ variable
is unchanged, preserving the optimal cost. 
Furthermore, if no drone base can improve on the historical response time, then the OHCA will
be assigned to the baseline node iB. Practically, this situation is more likely to occur in dense
urban areas where ambulance response is faster.
Corollary 1. If bj ≤ rij for all i ∈ I, then there exists an optimal solution such that x∗iBj = 1
and x∗ij = 0,∀i 6= iB.
The implicit assumption in this result is that our baseline node has infinite capacity. If the baseline
is accurately derived from real data, the capacity of the system and associated congestion will
already be accounted for in the historical response times, so this assumption will be reasonable.
Another way to justify this assumption is that OHCA is the highest priority of all emergency
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calls. As a result, there will always be capacity in the system to respond to such calls, and even
ambulances en route to another emergency will be re-routed to an OHCA if needed.
The sparsity that Lemma 1 and Corollary 1 allow us to induce can be implemented in a couple
ways. One approach is to add additional constraints on x in the model. However, this approach
may be limited by that fact that the response time parameter matrix remains completely dense.
Although modern solvers typically exploit this information during the pre-processing phase of
setting up the problem, we found that manually pre-processing the parameters to remove all i− j
pairs that will eventually be set to zero results in a speed-up (see Results section). We believe this
speed-up is due primarily to the fact that we avoid passing a fully dense matrix to the solver.
A second approach involves manipulating the parameter matrix and reformulating (3) to max-
imize response time improvement. To do this, we define tij = max{bj − rij,0},∀i ∈ I, j ∈ J as the
response time improvement over the baseline. This reformulation induces a significant amount of
sparsity regardless of pre-processing because any i− j pair that does not improve upon the base-
line response time is assigned a response time improvement of zero. In addition, all assignments
to the baseline service (iB) receive a response time improvement of zero, which is in contrast to
the previous approaches, where all iB − j pairs are represented by a nonzero response time. The
transformed model, which we call the response time improvement model, is written
minimize
y,x
∑
i∈I
∑
d∈Di
yid (4a)
subject to
1
|J |
∑
j∈J
∑
i∈I
tijxij ≥ γ, (4b)
x∈X(y),y ∈Y. (4c)
Constraint (3b) is replaced by constraint (4b), which guarantees that the average response time
improvement is at least γ. The rest of the constraints are unchanged. Since we’re dealing with
average response time, it should be intuitive that formulation (4) is equivalent to formulation (3).
We state this equivalence formally below, after defining some notation, which also allows us to
derive related results beyond average response time.
Let ξ ∈ Ω be a random vector representing the location of the next cardiac arrest event. With
a slight abuse of notation, let yB(ξ) denote the closest baseline emergency response base location
to ξ and yR∪B(ξ) denote the closest base to ξ among both the drone and baseline locations. Using
this notation, we define R(ξ,yR∪B(ξ)) as the response time between the next demand arrival ξ
and the nearest combined (drone plus baseline) network location, B(ξ,yB(ξ)) as the response time
between the next demand arrival ξ and its nearest baseline location, and I(ξ,yR∪B(ξ)) as the
improvement in response time between ξ and its nearest combined network location. Note that
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I(ξ,yR∪B(ξ)) =B(ξ,yB(ξ))−R(ξ,yR∪B(ξ)) and by definition B(ξ,yB(ξ))≥R(ξ,yR∪B(ξ)). Since,
R,B, and I are random variables, there are associated distributions of response time induced by
the combined network locations, response time induced by the baseline locations, and response
time improvement induced by the combined network locations, respectively. The expected values
of R, B, and I are given by Eξ(R), Eξ(B), and Eξ(I), respectively.
The equivalence between constraints (3b) and (4b) is straightforward to establish due to linearity
of the expectation operator (proof omitted).
Lemma 2. Eξ(I)≥ γ if and only if Eξ(R)≤Eξ(B)− γ.
With these constraints being the only difference between formulation (3) and (4), it follows that
the two formulations are equivalent (proof omitted).
Theorem 1. A solution is optimal for (3) if and only if it is optimal for (4).
Beyond average response time, we can also establish a related result for conditional value-at-risk
(CVaR), which is a commonly used approximation for tail value-at-risk (VaR) metrics. The upper
CVaR for a specified probability level β in (0,1) is defined as
φUβ (R) = min
αβ∈R
{
αβ +
1
(1−β)Eξ[R−αβ]
+
}
,
where [·]+ represents max{·,0} (Rockafellar and Uryasev 2000, 2002). The response time model
equivalent to (3) but with a CVaR constraint on response time (instead of average response time)
can be written as
minimize
y,x
∑
i∈I
∑
d∈Di
yid (5a)
subject to φU1−β(R)≤ φU1−β(B)− γ, (5b)
x∈X(y),y ∈Y, (5c)
and, the response time improvement model with a CVaR constraint can be written as
minimize
y,x
∑
i∈I
∑
d∈Di
yid (6a)
subject to φUβ (I)≥ γ, (6b)
x∈X(y),y ∈Y. (6c)
Unfortunately, in the CVaR case, there is no analogous equivalence between constraints (6b)
and (5b). However, it is possible to show that satisfying constraint (6b) implies constraint (5b) is
satisfied.
Lemma 3. For β ≤ 0.5, if φUβ (I)≥ γ then φU1−β(R)≤ φU1−β(B)− γ.
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Proof.
γ ≤ φUβ (I)
= φUβ (B−R)
≤ φUβ (B) +φUβ (−R)
= φUβ (B)−φU1−β(R)
≤ φU1−β(B)−φU1−β(R),
where the first inequality comes from subadditivity of CVaR and the second inequality comes from
the fact that φUβ (·) is increasing in β. 
If β = 0, then Lemma 3 is equivalent to Lemma 2. Unfortunately, for nonzero β, there is a
gap due to the inequalities, which leads to a weakened one-way implication. Although this result
implies that the CVaR improvement model is not equivalent to the CVaR response time model,
formulation (6) can be used to provide an upper bound on the optimal value of formulation (5)
because of the one-way implication (proof omitted).
Theorem 2. The optimal value for (6) provides an upper bound on the optimal value for (5).
In our computational results, we solve the discretized version of (5) shown below
minimize
y,x,z,α
∑
i∈I
∑
d∈Di
yid
subject to α+
1
(1−β)|J |
∑
j∈J
zj ≤ γ90,
zj ≥
∑
i∈I
∑
j∈J
rijxij −α, j ∈J ,
zj ≥ 0, j ∈J ,
x∈X(y),y ∈Y,
(7)
where γ90 = φ
U
1−β(B)−γ represents the desired response time goal for the 90th percentile. To solve
this model, we employ the manual pre-processing step described previously and add the constraints
on x to exploit the baseline response times, as outlined in Lemma 1 and Corollary 1.
3.3. Complete solution pipeline
In this subsection, we describe a two-stage solution pipeline that we employ to 1) determine the
minimum number of required drone resources to satisfy the constraints, and 2) assign those drones
to OHCAs to minimize response times. We use a two-stage approach because although formula-
tion (3) (or (4)) will minimize the number drones needed to reduce the average response time, an
optimal solution may not make the optimal i− j assignments with respect to response times, since
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the latter is a constraint, not an objective. To overcome this issue, we first solve formulation (3)
(or (4)) to determine the minimum number of drone resources, P ∗, needed to satisfy the associated
response time constraint. We then solve the second stage model below to determine optimized
response times given P ∗ drone resources:
maximize
y,x
1
|J |
∑
j∈J
∑
i∈I
tijxij
subject to
∑
i∈I
∑
d∈Di
yid = P
∗,
x∈X(y),y ∈Y.
(8)
The two-stage pipeline for the CVaR case is similar. We first solve formulation (5) (or (7)). We
then solve the corresponding second stage model below:
minimize
y,x,z,α
α+
1
(1−β)|J |
∑
j∈J
zj
subject to zj ≥
∑
i∈I
∑
j∈J
rijxij −α, j ∈J ,
zj ≥ 0, j ∈J ,∑
i∈I
∑
d∈Di
yid = P
∗,
x∈X(y),y ∈Y.
(9)
Both first-stage and second-stage models can be solved to optimality in our large-scale instances
due to the tractability induced by Lemma 1 and Corollary 1. Without the inclusion of baseline
response times, second-stage models (8) and (9) are equivalent to the p-median model with prob-
abilistic queuing constraints, which is difficult to solve for large instances.
3.4. Drones versus drone bases
We further extend our models to investigate the trade-off between minimizing the number of drones
versus minimizing the number of drone bases. Although currently unknown, the costs associated
with building a new base versus adding a drone to a current base will likely be different. For
example, EMS providers may prefer to centralize drones in fewer bases to simplify maintenance
requirements and reduce fixed costs. In this case, minimizing the number of drone bases would
be more appropriate. Alternatively, technological advances such as DroneBox (H3Dynamics 2018),
which provides a fully autonomous housing box that can charge and service drones, may make
variable costs the dominant factor. In this case, minimizing the number of drones would be the
appropriate objective. To study this mathematical trade-off, we use the objective function
ζ
∑
i∈I
∑
d∈Di
yid + (1− ζ)
∑
i∈I
yi1, (10)
where ζ ∈ [0,1]. Note that ζ = 1 corresponds to the original objective function.
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4. Case study: setup
In this section, we provide details about our dataset (Section 4.1) and model parameters such as
candidate base locations (Section 4.2) and drone specifications (Section 4.3). We then outline our
machine learning approaches to simulate OHCA locations (Section 4.4) and baseline response times
(Section 4.5). Lastly, we outline the setup for our numerical optimization experiments (Section 4.6).
4.1. Historical cardiac arrests
The Toronto Regional RescuNET comprises eight regions in Southern Ontario, Canada (Toronto,
Durham, Simcoe, Muskoka, Peel, Hamilton, Halton, and York) with a total population of 7.54
million in a total area of 26,364 km2. Each region is served by an independent paramedic service and
there is a tiered response to emergency calls, where OHCA is the highest priority. Both paramedics
and fire fighters are dispatched to all suspected OHCAs.
We obtained Universal Transverse Mercator (UTM) coordinates and the historical 911 response
time for all confirmed non-traumatic OHCA episodes throughout RescuNET from January 1,
2006 to December 31, 2014. Data was obtained from the Rescu Epistry cardiac arrest database
(Morrison et al. 2008, Lin et al. 2011) with research ethics approval. The Rescu Epistry data only
includes confirmed historical OHCAs, which underestimates the total number of suspected OHCAs
to which a drone would be dispatched. Although many suspected OHCAs will not turn out to be
actual cardiac arrests (e.g., a “life status questionable” or “unconscious” call may turn out to be
an intoxicated individual sleeping), EMS systems must still respond to those cases at the highest
priority. We believe the same will be true for drones. Thus, we multiplied the annual number of
confirmed OHCAs in each region by five as an estimate of the volume of suspected OHCAs – this
number was chosen through consultation with clinical collaborators in several regions and estimates
that they provided. We then tested the sensitivity of our results to multipliers both smaller and
larger than five. One rationale for a larger multiplier is that if they turn out to be effective, drones
may get dispatched to even more calls at the highest priority level, even if the call is clearly not
a cardiac arrest, in anticipation of a possible cardiac arrest. Such examples include calls for motor
vehicle accidents or chest pain, where the individuals are alive but may degrade into cardiac arrest,
for which an AED would be useful.
Table 1 provides a summary of the eight RescuNET regions. Toronto, the largest city in Canada,
is the most urban region, while Muskoka, nicknamed “Cottage Country”, is the most rural region.
The other six regions include a mix of both dense urban cities and rural areas. For example,
Peel region includes the sixth (Mississauga) and ninth (Brampton) largest cities in Canada, and
Caledon, a sparse rural area with a population density of 86 people per km2. We present our
numerical results using Toronto, Muskoka, and Peel as representative urban, rural, mixed regions,
respectively.
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Table 1 Summary statistics and a comparison between the historical and simulated 911 response times for the
eight regions comprising RescuNET.
Characteristics
Region
Toronto Peel Simcoe York Halton Durham Hamilton Muskoka
Population 2,731,571 1,381,739 479,650 1,109,909 548,435 645,862 536,917 103,423
Population density (per km2) 4334.4 1108.1 98.7 629.9 568.9 255.9 480.6 7.8
Average annual number of confirmed cardiac arrests 2977 848 440 666 355 570 618 73
Number of paramedic, fire, and police stations 158 68 76 68 41 44 51 32
Historical 911 response time (s)
Mean 420 357 478 420 390 364 400 602
90th percentile 632 497 780 615 570 540 660 1125
Simulated training set 911 response time (s)
Mean 469 394 492 463 421 421 401 655
90th percentile 625 509 807 595 562 514 481 1140
Simulated average of 100 testing set 911 response times (s)
Mean 469 395 493 467 416 412 397 614
90th percentile 618 499 760 607 573 523 499 1149
Optimal KDE bandwidth parameter (b) 112 487 841 565 766 848 826 1412
Optimal KNN hyper-parameters (k,a, b) (380, 50, 0.65) (160, 39, 0.90) (40, 27, 0.82) (60, 48, 0.71) (50, 31, 0.80) (40, 54, 0.94) (70, 0, 0.60) (20, 48, 0.86)
4.2. Candidate base locations
All paramedic, fire, and police stations within RescuNET were considered as candidate drone base
locations. Addresses for each station were obtained from the regional provider and converted to
UTM coordinates. The total number of candidate bases in each region is given in Table 1.
4.3. Drone parameters
Drone parameters used in our model were based on specifications reflecting recent technologi-
cal capabilities. Vertical acceleration/deceleration was set to 9.81 m/s2 and horizontal acceler-
ation/deceleration was set to 19.6 m/s2 (Scho¨llig et al. 2011, Kumar and Michael 2012). Note
that typically horizontal acceleration/deceleration is done simultaneously with vertical accelera-
tion/deceleration. Maximum forward velocity was set at 27.8 m/s and the flying height was assumed
to be 60m, which is below the maximum height allowed in Canada and the United States (Dorr
and Duquette 2016, Canada 2018). Accounting for the time it takes to reach maximum speed and
height in an idealized situation, we assume 10 seconds is required for takeoff and landing.
4.4. Estimating the spatial OHCA distribution
We estimate the spatial OHCA distribution separately for each region using kernel density esti-
mation (KDE). KDE is a popular non-parametric approach for estimating the probability density
function of a random variable from a finite sample (Sheather and Jones 1991). It requires the spec-
ification of a kernel function and a bandwidth parameter, b. The bandwidth parameter controls the
degree of smoothing, where a larger bandwidth value results in a smoother distribution. KDE has
previously been used to estimate spatial OHCA distributions, which is supported by the fact that
the spatial OHCA distribution has been shown to exhibit temporal stability (Chan et al. 2016).
We use 10-fold cross validation to determine the optimal bandwidth parameter using Gaussian
kernels for each region. We evaluate model performance using log-likelihood, which is a commonly
used technique for both KDE (Jones and Henderson 2009) and general statistical inference (Bishop
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2006). The optimal bandwidth parameters for each region are given in Table 1. We use the optimal
bandwidth parameter and all historical OHCA data in a region to fit a final KDE model for each
region. We use this model to simulate a full year of confirmed OHCAs to serve as a training set and
we simulate 100 different one-year test sets. Because of our assumption that drones will respond to
all suspected cardiac arrests, we modify the arrival rate so that the full year of confirmed OHCAs
occur during a 73 day period, representing a suspected OHCA multiplier of five. Figure 1(a) displays
the study region, candidate base locations, and simulated training data.
4.5. Estimating the 911 response time distribution
In addition to simulating the location of OHCAs, we also estimate the 911 response time for each
simulated OHCA. To do this, we use a modified k-nearest neighbors (KNN) algorithm. KNN is a
non-parametric method for both classification and regression (Altman 1992). In KNN-regression,
the dependent variable is estimated using an average of the dependent variable value of the k
nearest neighbors. In our approach, we calculate a weighted average using the inverse of each
neighbors distance to the target so that closer neighbors will have greater influence on the predicted
outcome.
We modify the traditional KNN algorithm in two ways to better fit our application. First,
estimating 911 response times can be viewed as a bi-objective prediction problem because EMS
agencies are typically measured on both mean and tail response time performance. Thus, we aim
to minimize error in both the mean and upper tail of the estimated distribution. To do this, we
create a simple scoring function equal to the sum of the mean absolute error and the absolute
error at the 90th percentile. The 90th percentile is chosen because it is an internationally accepted
metric for OHCA tail response times. Second, we apply a transformation that allows us more fine-
grained control of the predicted response time distribution. In particular, let hˆ represent a vector
of historical 911 response times and let h¯ represent the KNN-estimated 911 response times. The
transformed 911 response time distribution h is given by
h =E(hˆ) + a+ (h¯−E(hˆ))
(
b · σ(h¯)
σ(hˆ)
)
,
where a (translational shift) and b (degree of dispersion) are hyper-parameters that can be tuned
and σ represents the standard deviation. For each region, we use 10-fold cross validation on the
historical data to determine the optimal values of k, a, and b. Then, using the optimal hyper-
parameters, we estimate the 911 response time for each simulated OHCA from Section 4.4. Fig-
ure 1(b) displays the simulated training data color-coded according to the estimated 911 response
time.
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(a) (b)
Figure 1 (a) A map of the simulated cardiac arrests with all paramedic, fire, and police stations, and (b) A
map of the simulated cardiac arrests and the estimated 911 response times.
Although a modest contribution, we believe our simulation approach is valuable for several
reasons. First, we do not have detailed historical data for all suspected OHCAs and as a result,
we use this approach to obtain response time estimates for all simulated locations. Second, this
approach can be used to reduce “missingness” in real data. For example, 8% of our historical cardiac
arrests were missing response times, and our approach provides a method to fill in those gaps.
Third, we believe our general simulation framework will be useful for other researchers investigating
spatial machine learning and optimization problems, because it can be used to generate large
datasets for analysis and testing. Fourth, we use this approach to generate error bars by simulating
many years of OHCA data in separate test sets.
4.6. Experimental setup
We focus our numerical experiments on two key metrics: the average response time and the 90th
percentile response time. We treat each of the eight regions in RescuNET independently to mimic
the current separation of EMS agencies. For the average response time, we solve the response time
improvement model pipeline (formulations (4) and (8)), denoted RTI-mean, for values of γ ∈
{1,2,3}. For the 90th percentile response time, we solve the response time pipeline (formulations (7)
and (9)), denoted RT-CVaR, for 15%, 30%, and 50% reductions in the 90th percentile response
time. We use percentage reductions for the 90th percentile because of the large differences in
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the 90th percentile response time across the regions (see Table 1). In all our models, we set the
probability at least one drone is available when an emergency occurs, ψ, to 0.99. For both IRT-
mean and RT-CVaR, we generate results to investigate the trade-off between minimizing the
number of drone resources and the number of drone bases by using equation (10) as the objective
with ζ ∈ {0,0.25,0.50,0.75,1}.
5. Case study: results
In this section, we present the numerical results from applying our framework to the problem of
designing a drone network to deliver AEDs to OHCAs in Southern Ontario, Canada. In particular,
we quantify the required drone network size to meet various response time improvement goals
(Section 5.1), we conduct a sensitivity analysis on the drone network size as a function of the
potential emergencies drones may be tasked with responding to (Section 5.2), and we explore the
trade-off between minimizing the total number of drones versus the total number of drone bases
(Section 5.3).
All optimization and machine learning experiments were programmed using Python 3.5. Opti-
mization problems were solved using Gurobi 7.0 with a maximum time limit of 10 hours and run
on a desktop computer with an Intel Core i7-4790K 4.0 GHz processor and 32 GB of RAM. Optimal
solutions for both RTI-mean and RT-CVaR were found within 1 hour for all instances, except
Toronto, which required up to 10 hours for the RT-CVaR instances. For the average response time
experiments across all eight regions, RTI-mean was able to reduce the solution time over a model
that does not exploit baseline response times by 29.4%, 13.0%, and 17.7% for γ equal to 1, 2, and
3 minutes, respectively. For the 90th percentile CVaR experiments across all eight regions, RT-
CVaR was able to reduce the solution time over a model that does not exploit baseline response
timesby 25.4%, 4.4%, and 14.7% for 90th percentile response time reductions of 15%, 30%, and
50%, respectively.
5.1. Drone network size
Table 2 lists the number of drone bases and the total number of drones in each region prescribed
by the RTI-mean and RT-CVaR models for each response time improvement goal. For example,
to deliver an AED by drone 1 minute before 911 arrival on average, Toronto requires 1 drone base
with 3 total drones, Muskoka requires 1 drone base with 1 drone, and Peel requires 1 drone base,
with 3 total drones. As expected, the number of drone bases and total drones increases as the
improvement goals become more ambitious. Furthermore, the number of drones required in the
RT-CVaR solutions are significantly larger than in the RTI-mean solutions, since the goal is
to reduce the tail of the distribution. For example, Durham requires 3 drone bases with 6 total
drones to improve the average response time by 3 minutes, but even 44 drone bases (the maximum
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possible) is not able to reduce the 90th percentile by 50%. Compared to a sequential location-
queuing approach (Boutilier et al. 2017), our model is able to reduce the number of drone bases
and total drones by 55% and 63%, respectively, for the same response time goal.
An important practical difference between RTI-mean and RT-CVaR is the distribution of
drone resources. In particular, we find that RTI-mean tends to concentrate drone resources at
fewer bases, while RT-CVaR distributes drone resources more widely across each region (see
Table 2 and Figure 2). Furthermore, the regions with a larger geographic area tend to produce
solutions with fewer drones per base because the models must distribute resources over a larger
area to improve response times. For example, the smallest regions (e.g., Toronto and Hamilton)
always require multiple drones per base, while the largest regions (e.g., Muskoka, Simcoe) only
require one drone per base, unless the base is placed in a large city.
Table 2 Drone network size (Bases | Total drones) for both RTI-mean and RT-CVaR.
Region
Improvement Toronto Peel Simcoe York Halton Durham Hamilton Muskoka
RTI-mean
γ = 1 1 | 3 1 | 3 1 | 2 1 | 2 1 | 2 1 | 2 1 | 2 1 | 1
γ = 2 3 | 7 2 | 5 3 | 4 2 | 4 2 | 4 2 | 4 1 | 3 1 | 1
γ = 3 4 | 12 5 | 10 6 | 7 4 | 7 4 | 7 3 | 6 2 | 4 2 | 2
RT-CVaR
15% 2 | 4 5 | 5 4 | 4 4 | 4 4 | 4 8 | 9 2 | 3 2 | 2
30% 4 | 8 7 | 9 7 | 7 6 | 7 5 | 5 11 | 13 3 | 4 4 | 4
50% 10 | 16 14 | 17 17 | 17 15 | 16 11 | 11 Infeasible 7 | 9 6 | 6
Figure 2 displays the geographical layout of the optimized drone networks for RTI-mean and
RT-CVaR with all training set OHCAs colour-coded according to the optimized response time
distribution. The locations determined by RTI-mean focus on areas with high OHCA incidence,
corresponding to the largest cities in each region. By focusing on areas that include the majority
of OHCAs, the model is able to efficiently reduce average response times. In contrast, the RT-
CVaR base locations include both major cities and rural areas, which allows the network to impact
the tail of the response time distribution. These differences highlight an equity-efficiency trade-off
between the models, where RT-CVaR provides more equitable response time improvement across
the regions and RTI-mean focuses on efficiently improving response times in major cities.
Figures 3 displays the distribution of average and 90th percentile response time improvement
across all 100 test sets. The test set improvement distributions are the same for Muskoka for γ = 1
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(a) γ = 1 (b) γ = 2 (c) γ = 3
(d) 15% (e) 30% (f) 50%
Figure 2 Geographic layout of the optimized drone networks for RTI-mean (a-c) and RT-CVaR (d-f).
and γ = 2 because the minimum drone network required to satisfy the queuing constraints for one
minutes reduces the average response time by two minutes (Table 2 also shows that the networks
are identical). The 50% reduction in the 90th percentile in Durham is infeasible so we display the
solution using the 30% network. The range of test set performance for RT-CVaR (21s in Toronto
to 359s in Muskoka) is much larger than RTI-mean (6s in Toronto to 92s in Muskoka).
For both models, the performance of the drone network in Muskoka is the most variable and
we believe this is because of the small number of annual OHCAs. More specifically, geographi-
cal location differences in only a few OHCAs can significantly alter response time performance.
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(a) γ = 1 (b) γ = 2 (c) γ = 3
(d) 15% (e) 30% (f) 50%
Figure 3 Comparison of response time improvement for RTI-mean (a-c) and RT-CVaR (d-f) across 100 test
sets. The dashed line in figures (a-c) represents the training set performance.
Furthermore, the performance of the most ambitious improvement goal for RTI-mean and RT-
CVaR (Figures 3(c) and 3(f)) is highly variable between the regions. In particular, we find that
some regions (e.g., Toronto, Simcoe, Durham, Hamilton) perform worse on the γ = 3 testing sets
than the corresponding training set. On the other hand, the test set performance for γ = 1 and
γ = 2 is comparable to the training set performance. We believe that the observed degradation
in test set performance for γ = 3 is due to the model overfitting the training set for the most
ambitious improvement goals. Previous research has shown that OHCA locations exhibit temporal
stability (Chan et al. 2016), meaning that the locations do not vary significantly over time. Since
our training and test set OHCAs are generated using the same models, the exact OHCA locations
mimic the temporal stability found in practice. However, for certain regions, practitioners may
prefer to use the γ = 2 or 30% improvement solutions instead of γ = 3 or 50% solutions because
the model appears less likely to overfit.
Figure 4 compares the historical 911 response time distribution to the estimated response time
distribution of RTI-mean and RT-CVaR in Toronto, Peel, and Muskoka. There are key differ-
ences between the response time distributions of RTI-mean and RT-CVaR that suggest that
RT-CVaR should be used in practice. First, although RTI-mean is able to reduce the average
response time, there is little impact on the tail of the distribution. In contrast, RT-CVaR is able to
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(d) Toronto – RT-CVaR
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(e) Peel – RT-CVaR
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(f) Muskoka – RT-CVaR
Figure 4 Comparison of response time distributions for a random test set instance.
significantly reduce both the average and tail of the distribution, effectively reducing the variability
in response times. Second, RT-CVaR achieves similar reductions in the average response time as
compared to RTI-mean. Third, for the 50% reduction in the 90th percentile of Toronto and Peel
(the bottom panel in Figures 4(d), and 4(e)), the optimized drone network is able to shrink the gap
between the average and 90th percentile to within 1 minute, while shifting the entire distribution
to the left. These improvements are not without cost, as RT-CVaR results is significantly larger
drone networks and increased computational complexity to solve.
Overall, these results provide three practical managerial insights. First, optimizing for tail per-
formance (e.g., through RT-CVaR) appears to be better suited for use in practice because such an
approach also significantly improves average performance, while providing more equitable coverage
by locating drone bases in both cities and rural areas. Second, overfitting is a real concern when
designing drone networks for ambitious improvement goals. Even though OHCAs exhibit tempo-
ral stability, practitioners may prefer to focus on modest improvement goals to avoid efficiency
loss due to overfitting. Third, optimizing all resources of the drone network simultaneously (bases
and drones) can reduce resource needs by over 50% without degrading performance, compared to
optimizing bases and drones separately (Boutilier et al. 2017).
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5.2. Sensitivity
In this section, we conduct a sensitivity analysis on the size of the drone network as a function of
the arrival rate parameter λ (i.e., call volume) in each region. The results in Section 5.1 consider a
suspected call volume multiplier of five, meaning that the number of suspected OHCAs is five times
the number of confirmed OHCAs. This section considers the impact of increasing and decreasing
the call volume multiplier.
Table 3 provides the number of drone bases and the number of total drones required for each
region. Toronto sees the largest variation in the number of required drone resources as a function
of call volume, while Muskoka exhibits almost no variation, with only a single extra drone required
when increasing the suspected call volume multiplier from two to ten. For most instances, we find
that the number of drone bases is not impacted by changes in the call volume. This result aligns
with the fact that OHCA locations exhibit temporal stability. In other words, increasing the call
volume produces more OHCAs, but the locations of these OHCAs are not geographically different.
As a result, the model focuses on adding more drones to existing bases.
We also find that the overall size of the drone network (bases and total drones) is insensitive to
call volume for the large rural regions (e.g., Muskoka, Simcoe, York), especially for RT-CVaR.
This insensitivity occurs because these regions require many drone bases spread over a large area
to meet the response time constraints, and these drone bases are not fully utilized due to the
low number of OHCAs. As a result, increasing or decreasing the call volume does not impact the
number of drone resources, but rather, modifies the utilization level at each base.
Table 3 Sensitivity analysis on drone network size (Bases | Total drones) for RTI-mean and RT-CVaR.
Suspected call Region
volume multiplier Improvement Toronto Peel Simcoe York Halton Durham Hamilton Muskoka
RTI-mean
2
γ = 1 1 | 3 1 | 2 1 | 2 1 | 2 2 | 2 1 | 2 1 | 2 1 | 1
γ = 2 2 | 5 2 | 4 3 | 4 2 | 4 3 | 3 2 | 3 1 | 2 1 | 1
γ = 3 3 | 8 5 | 8 5 | 6 5 | 6 4 | 5 4 | 5 2 | 3 2 | 2
10
γ = 1 2 | 6 1 | 3 1 | 2 1 | 3 1 | 2 1 | 3 1 | 3 1 | 1
γ = 2 4 | 12 3 | 7 4 | 6 2 | 5 2 | 5 2 | 5 2 | 4 2 | 2
γ = 3 6 | 18 5 | 12 6 | 10 3 | 9 4 | 8 3 | 8 2 | 6 2 | 3
RT-CVaR
2
15% 2 | 3 4 | 4 4 | 4 4 | 4 4 | 4 7 | 7 2 | 2 2 | 2
30% 3 | 5 7 | 7 6 | 6 6 | 6 5 | 5 12 | 12 3 | 3 4 | 4
50% 8 | 13 13 | 13 17 | 17 13 | 13 9 | 9 Infeasible 6 | 7 6 | 6
10
15% 2 | 5 5 | 6 4 | 4 5 | 5 4 | 4 8 | 10 2 | 3 2 | 2
30% 3 | 9 9 | 11 7 | 7 7 | 9 6 | 7 13 | 16 3 | 5 4 | 4
50% 9 | 23 14 | 20 18 | 18 14 | 18 13 | 15 Infeasible 6 | 10 6 | 6
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Figure 5 Comparison of the trade-off between bases and drones.
5.3. The trade-off between bases and drones
In this section, we present results that investigate the trade-off between minimizing the total
number of drones versus minimizing the number of drones bases. Figure 5 displays the number of
drone bases and the total number of drones for RTI-mean and RT-CVaR in Toronto, Peel, and
Muskoka. With the exception of ζ = 0, there is little impact on the total number of drones or the
number of bases, suggesting that our results are not influenced by modifying the objective to focus
on the number of total drones or bases. When ζ = 0, the objective focuses only on minimizing the
number of bases, with no penalty for additional drones, leading to solutions with an artificially
large number of drones. The practical implication of this result is important: the optimal drone
network is insensitive to cost differences between building new bases or adding additional drones
to current bases. As a result, EMS providers may not need to consider the cost trade-off associated
with centralizing drone resources, regardless of geographic region.
6. Discussion
In this section, we summarize our work (Section 6.1), present the results through an urban vs. rural
lens (Section 6.2), highlight the potential benefits of using drones to deliver AEDs (Section 6.3),
and discuss the key factors associated with implementation (Section 6.4).
Boutilier and Chan: Drone-delivered AEDs
25
6.1. Summary
In this paper, we developed an integrated location-queuing model that is based on the p-median
architecture, where each base constitutes an explicit M/M/d queue, and that incorporates esti-
mated baseline response times to the demand points. We further generalized our model by for-
mulating a conditional value-at-risk variant that allows us to control the tail of the response time
distribution. We then developed a reformulation technique that exploits the baseline response
times to induce coverage-like sparsity for median-type problems, allowing us to solve large-scale,
real-world instances to optimality using an off-the-shelf solver. Both our model and reformula-
tion technique are generalizable to any location-queuing problem where transportation options are
added on top of an existing system to optimize performance.
We demonstrated the application of our framework to determine the optimal deployment of AED-
enabled drone resources to meet various response time targets using eight years of real data from an
area covering 26,000 square kilometers around Toronto, Canada. In the process, we developed a two-
stage machine learning approach to simulate cardiac arrest incidents. Our experiments indicate that
a modest number of drone resources are able to significantly reduce response times. Furthermore,
we demonstrated that for most regions (except the most urban), the number of drone bases is
insensitive to the call volume and for all regions, the resulting drone network does not depend on
the cost difference between building more bases or adding more drones to existing bases. Overall,
drone-delivered AEDs have the potential to be a transformative innovation in the provision of
emergency care and this paper provides a realistic framework that can be leveraged by system
designers and/or EMS personnel seeking to investigate design questions associated with a drone
network.
6.2. Viewing the results through an urban vs. rural lens
As outlined in the Introduction, rural areas have slower response times and lower survival rates
from OHCA as compared to urban areas. Our results demonstrate that drones have the ability
to significantly improve the response time distribution for rural areas, effectively eliminating the
response time difference between urban and rural areas. However, rural areas also have fewer
OHCAs, meaning that drone utilization will be limited as compared to urban areas. In other words,
a drone network in a rural area will have a large impact on a small number of OHCAs, while
a drone network in an urban area will have a small impact on a large number of OHCAs. We
summarize other key differences between rural and urban drone networks:
• Optimizing the average response time prescribed solutions that locate drone bases in urban
areas, while optimizing the 90th percentile prescribed solutions that locate drone bases in both
urban and rural areas.
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• Rural regions require more drone bases, but fewer drones per base compared to urban regions.
• Rural regions exhibit a higher variability in test set performance most likely due to fewer
OHCAs, especially when optimizing for the tail of the response time distribution.
• Rural regions are less sensitive to changes in call volume as compared to urban regions, sug-
gesting greater utilization of drone resources in urban areas.
Overall, these observations suggest that an equity-efficiency trade-off between drone networks in
rural and urban areas will be a key consideration for system designers implementing a drone
network in conjunction with EMS.
6.3. Potential benefits
There are many potential benefits of using a drone network to deliver AEDs. First and foremost,
drone-delivered AEDs have the potential to improve survival for patients with OHCA because the
probability of survival is a decreasing function of response time (Valenzuela et al. 1997).
Second, a drone network has the potential to improve AED utilization, which is critical for
improving survival. Currently, an AED is used in less than 3% of all OHCAs (Weisfeldt et al. 2010,
Boutilier et al. 2017), which can be partially attributed to access and availability issues (Sun et al.
2016), especially in rural areas. Drone-delivered AEDs effectively eliminate access and availability
issues by delivering an AED to the scene of all OHCAs, regardless of location or time of day.
In contrast to public access defibrillation programs, which deploy static AEDs in the community,
drones actively mobilize AEDs for both public and private location OHCAs. Moreover, the drone
is equipped with a microphone and camera that can be leveraged by the 911 dispatcher to survey
the scene and provide assistance to bystanders, which has been shown to increase participation
and AED utilization (Lerner et al. 2012).
Third, drones may be able to deliver AEDs to OHCAs in hard-to-reach areas such as golf courses,
hiking trails, and balconies of high-rise buildings, which are known to suffer a survival disadvantage
(Drennan et al. 2016). Drones are able to provide rapid response to these areas due to straight-line
flight, which avoids traffic and does not require a road network.
6.4. Implementation factors
Before a drone network can be realized and implemented, there are several operational, regulatory,
technical, and educational challenges that must be addressed. Most importantly, EMS providers
and policy makers must determine what type of drone network is desired. Practical questions such
as whether an EMS system should focus on improving the average or 90th percentile in either rural
or urban areas can be investigated using our models.
Operational decisions will influence how the resulting network is implemented. The most critical
question pertains to how the drone system will be integrated with the current EMS system. EMS
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providers will need to decide which calls drones will be dispatched to, how the drone will be
transported back to base after use, and how to conduct regular and after-use maintenance of the
drones. Our sensitivity analysis explores the impact of call volume on the size of the drone network,
which is impacted by each of these operational considerations. Our main findings suggest that the
number and location of drone bases are not impacted by call volume, but the number of drones
allocated to each base is.
Many regulatory challenges must be addressed before drone-delivered AEDs can be realized.
Currently, the most stifling regulation limits drone use to operator line of sight, meaning that
they must be flown where a human operator can see them. However, significant lobbying efforts by
major corporations are paving the way for more progressive legislation. For example, countries like
Canada and the USA have begun handling drone regulations on a case-by-case basis. In Canada,
approval has been granted to conduct a pilot study to test the efficacy of drone-delivered AEDs.
Pilot studies can leverage our models to determine the most effective location(s) to test drone-
delivered AEDs.
There are also technical hurdles that require further advancement to promote the safe operations
of drone-delivered AEDs. Much research has focused on improving computer vision, autonomous
flight, and object avoidance measures, which are critical for drone deliveries. Continuous improve-
ment in these areas combined with advancements in bad weather flight, battery capacity, and
payload size will pave the way for future EMS drone applications.
Aside from operational, technical, and regulatory issues, a drone network must also be accom-
panied by widespread educational campaigns. In particular, educational campaigns should focus
on teaching the public about the signs and symptoms of OHCA, and the importance of initializing
EMS response. Further education is needed to alert the public that EMS drones are a life-saving
device and should not be tampered with. Similar to ambulances, uniformly coloured drones with
clear EMS markings, lights, and sirens are imperative to achieving this goal. A tangential benefit
of drone-delivered AEDs is the opportunity to create public excitement and enthusiasm, which can
further aid with education and awareness around OHCA.
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