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In this work we study the following implication problem for regular expressions: ‘‘Given
a set of regular expressions R and a regular expression S, is it true that every string which
matches the regular expressions in R also matches S?’’ The problem comes in two flavors:
‘‘non-disjoint’’ and ‘‘disjoint’’. We show that both of them are PSPACE-complete. While the
complexity for the first variant is not surprising – the problem is coNP-complete even for
very simple patterns (given by wildcards) – the complexity result for the second variant
represents a big jump since the problem is in PTIME for the case of patternswithwildcards.
Towards the goal of charting the boundary of tractability, we then present an analysis of
when the problem remains in PTIME.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Imagine a database of strings which are not (always) available or too expensive to be accessed and suppose that we have
incomplete information on these strings. The incomplete information on a string is represented by a set of patterns given by
regular expressions that the string matches. Our task here is to decide whether such a set of patterns implies the presence
of a new pattern. This is called ‘‘pattern implication’’ in strings.
The importance of this problem is also evident from a data versus expression complexity point of view (cf. [1,2]). If we
consider the string to be ‘‘data’’ and the patterns to be ‘‘query’’ (or ‘‘view’’) definitions, then determining that a pattern is ‘‘im-
plied’’ tells us with certainty that a query is satisfiable without accessing the data, i.e. without incurring ‘‘data-complexity’’.
There are two semantics with respect to this problem. In the first, the substrings matching the patterns can overlap. In
the second, they are disjoint. Therefore, we have two notions of pattern implication: ‘‘non-disjoint’’ and ‘‘disjoint.’’
Libkin and Sirangelo consider in [3] the implication of patterns with wildcards. They show that for this class of patterns,
the non-disjoint implication is coNP-complete, whereas the disjoint implication is in PTIME if the number of leading and
trailing wildcards is fixed.
Here we show that for patterns given by (full-fledged) regular expressions both implication problems become
PSPACE-complete. While the complexity of non-disjoint implication is not surprising, there is a big jump in the complexity
of disjoint implication. Therefore, it is interesting to know more about the boundary of tractability for this problem.
Towards this goal, we present a large class (C) of consequents (patterns that we want to imply) for which the problem
has only one source of complexity: the structure of the consequent itself. Specifically, if a pattern S that we want to imply
is such that a DFA for Σ∗SΣ∗ can be built in polynomial time, then the disjoint implication can be decided in polynomial
time as well, no matter how complex the antecedent regular expressions are.
The rest of thework is organized as follows. In Section 2we give definitions and characterizations. In Section 3we present
our complexity results for the general case. In Section 4 we characterize a special class of consequents. Finally, Section 5
concludes the work.
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2. Definitions and characterizations
LetΣ be a fixed alphabet. A regular pattern (RP) is a regular expression overΣ . We will denote RPs by R, S, . . . . For ease
of notation we will blur the distinction between regular expressions and the regular languages that they define. Let s be a
string overΣ and R an RP. We say that:
Definition 1. s matches R, denoted by s |H R, if there exists a substring s′ of s such that s′ ∈ R.
Clearly,
Proposition 1. s |H R iff s ∈ Σ∗RΣ∗.
Let R = {R1, . . . , Rn} be a set of RPs. We consider two flavors of pattern matching.
Definition 2.
1. s matches R, denoted by s |H R, if smatches every pattern in R.
2. s disjointly matches R, denoted by s |Hd R, if there exist disjoint substrings s1, . . . , sn of s such that si ∈ Ri, for i ∈ [1, n].
Now, we consider the following pattern implication problems.
Definition 3.
1. We say that R implies an RP S, denoted by R ⊢ S, if s |H S whenever s |H R.
2. We say that R disjointly implies RP S, denoted by R⊢d S, if s |Hd S whenever s |Hd R.
It is easy to verify the following two propositions.
Proposition 2. s |H R iff s ∈ Σ∗R1Σ∗ ∩ · · · ∩Σ∗RnΣ∗.
Proposition 3. s |Hd R iff s ∈ Σ∗Ri1Σ∗ · · ·Σ∗RinΣ∗ for some permutation i1, . . . , in of 1, . . . , n.
Based on Proposition 2, we have:
Proposition 4. R ⊢ S iff Σ∗R1Σ∗ ∩ · · · ∩Σ∗RnΣ∗ ⊆ Σ∗SΣ∗.
Likewise, based on Proposition 3, we have:
Proposition 5. R⊢d S iff Σ∗Ri1Σ∗ · · ·Σ∗RinΣ∗ ⊆ Σ∗SΣ∗ for each permutation i1, . . . , in of 1, . . . , n.
Observe that if ϵ ∈ S, then S is always implied, regardless of R, or the type of implication. This is because in such a case
Σ∗SΣ∗ = Σ∗. Thus, in the rest of the work, we will assume that ϵ ∉ S.
Also, observe the if ϵ ∈ Ri for some i ∈ [1, n], then we can safely remove Ri from R without any effect, for any type of
matching or implication. This is because Σ∗RiΣ∗ = Σ∗. Thus, in the rest of the work, we will also assume that ϵ ∉ Ri for
i ∈ [1, n].
3. The general case
Nowwe show the following theorems.We assume that the patterns inR and pattern S are all given by regular expressions
or non-deterministic finite automata (NFAs).
Theorem 1. The problem of checking, for an RP S and a set of RPs R, whether R ⊢ S is PSPACE-complete.
Proof. We show that the problem is in PSPACE. By Proposition 5, checking R ⊢ S amounts to checking that
Σ∗R1Σ∗ ∩ · · · ∩Σ∗RnΣ∗ ⊆ Σ∗SΣ∗
which is equivalent to checking the emptiness of
Σ∗R1Σ∗ ∩ · · · ∩Σ∗RnΣ∗ ∩ (Σ∗SΣ∗)c .
For this, we can construct an alternating finite-state automaton (AFA) A recognizing the above language. The size of A is
polynomial in the combined size of the Ri’s and S, as measured by the size of regular expressions or NFAs for them. Now, the
emptiness of AFAs is in PSPACE (cf. [4]), and thus, our problem is in PSPACE.
To show the PSPACE-hardness, consider the sets of RPs with only one RP in them, for example R = {R}. Then the decision
problem becomes
Σ∗RΣ∗ ⊆ Σ∗SΣ∗.
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We now show that this is PSPACE-hard. The reduction is from the problem of regular language (NFA) containment which is
PSPACE-complete. Let E and F be regular languages (given by NFAs or regular expressions) over an alphabet Γ . Also, let $ be
a symbol not in Γ . Now, let
Σ = Γ ∪ {$},
R = {$}E{$},
S = {$}F{$}.
We have that E ⊆ F iff Σ∗RΣ∗ ⊆ Σ∗SΣ∗. The ‘‘only if’’ direction is immediate. For the ‘‘if’’ direction, let w ∈ E. We have
$w$ ∈ Σ∗RΣ∗ and sinceΣ∗RΣ∗ ⊆ Σ∗SΣ∗, $w$ ∈ Σ∗SΣ∗. Word $w$ has two $’s. The only way to have two $’s and be in
Σ∗SΣ∗ is to be in (Σ \ {$})∗S (Σ \ {$})∗. Now, if $w$ is in this set,w ∈ F , and this proves our claim. 
Theorem 2. The problem of checking, for an RP S and a set of RPs R, whether R⊢d S is PSPACE-complete.
Proof. We show that the problem is in PSPACE. By Proposition 5, checking R⊢d S amounts to checking that
Σ∗Ri1Σ
∗ · · ·Σ∗RinΣ∗ ⊆ Σ∗SΣ∗
for each permutation i1, . . . , in of 1, . . . , n. Checking this for a given permutation i1, . . . , in of 1, . . . , n takes polynomial
space, and checking this for all the permutations takes exponential time, but polynomial space.
For showing PSPACE-hardness, we consider again the sets of RPs with only one RP in them and proceed exactly as in the
corresponding part of the proof of Theorem 1. 
Regarding the boundary between tractability and intractability, not too much can be done for the (non-disjoint) pattern
implication. Libkin and Sirangelo show in [3] that the problem is coNP-complete even for very simple patterns (with limited
use of symbols and wildcards only).
On the other hand, with respect to the disjoint implication problem, Libkin and Sirangelo show in [3] that for patterns
given by wildcards – with a fixed number of leading and trailing wildcards – the problem is in PTIME. Therefore, Theorem 2
shows that when considering patterns given by full-fledged regular expressions, the complexity of disjoint implication
jumps sharply. Thus, the natural question is: Underwhat conditions does the disjoint implication problem remain in PTIME?
The next section presents a (large) class of consequents forwhich the disjoint implication problem is in PTIME (while keeping
the antecedents, Ri, as full-fledged regular expressions).
4. A special (large) class of consequents
Let L be a language. Set
Σ→L = {a : a ∈ Σ and aw ∈ L for somew ∈ Σ∗}
ΣL← = {a : a ∈ Σ andwa ∈ L for somew ∈ Σ∗}.
Now we define the following class C of languages.
Definition 4. L is in C if there exists l ∈ Σ such that l ∉ Σ→L ∪ ΣL← and lk, for some k ∈ N, is not a subword of any word
of L.
C is a rather large class of languages. Examples of languages in C include:
• All languages (of full generality) over (sub)alphabets Γ ⊂ Σ .
• All finite languages LwithΣ→L ∪ΣL← ⊂ Σ , e.g. a(a+ c)b(c + d).
Now we will derive a characterization for deciding the implication problem when S is a C language. The patterns in R,
on the other hand, can define (fully) general languages.
First, we introduce some definitions and transform the condition of Proposition 5.
Let L a language and w a non-empty finite word. Denote by Lw the language of all the words of L which contain w as a
factor (substring). Also, denote by Lw¯ the language L \ Lw .
Now letW be a language. We define
LW =

w∈W
Lw and LW¯ = L \ LW .
Clearly, LW¯ ⊆ (Σ∗WΣ∗)c .
From Proposition 5 we have that checking R⊢d S is equivalent to checking
Σ∗Ri1Σ
∗ · · ·Σ∗RinΣ∗ ⊆ Σ∗SΣ∗,
for each permutation i1, . . . , in of 1, . . . , n.
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For ease of notation, set U = Σ∗ (the universal set). Now take an arbitrary permutation; w.l.o.g., take 1, . . . , n. For this
permutation the above becomes
UR1U · · ·URnU ⊆ USU .
Let us write this as
(US ∪ U S¯)(RS1 ∪ RS¯1)(US ∪ U S¯) · · · (US ∪ U S¯)(RSn ∪ RS¯n)(US ∪ U S¯) ⊆ USU .
Using the fact that catenation distributes over union, we can express the left hand side as
A ∪ B
where A is a language such that all of its words have a factor which is a word in S, and
B = U S¯RS¯1U S¯ · · ·U S¯RS¯nU S¯ .
Clearly, A ⊆ USU . So, the question is: What about B? We want to derive a condition for when
B ⊆ USU .
Suppose that S is a C language. Let l ∈ Σ \ (Σ→S ∪ΣS←) (for C languages, such a symbol exists). We also have that lk is
not a subword of any word in S, for some k ∈ N. Clearly, lk ∈ U S¯ .
Now, if B ⊆ USU is true, then
{lk}RS¯1{lk} · · · {lk}RS¯n{lk} ⊆ USU .
However, the left language cannot be contained in the right language, unless it is empty, which can only happen if there
exists i ∈ [1, n] such that RS¯i = ∅.
To see this, suppose that there exists a word w in the left language. In order for w to be in USU , it should contain a
non-empty subwordw′ which is a word in S (we exclude ϵ from S, as in such a case, S would always be implied). Forw′ we
have:
1. It cannot be contained as a factor in some word of RS¯i , for i ∈ [1, n].
2. It cannot contain lk as a subword; thus it cannot start with aw′1 prefix in some R
S¯
i and end with aw
′
2 suffix in some other
RS¯j , for 1 ≤ i < j ≤ n.
3. It cannot start and end with l; thus it cannot be of the form lh1w′′lh2 , wherew′′ ∈ Ri for some i ∈ [1, n], and h1, h2 ≥ 1.
Because of the above, such anw′ (and in turnw) cannot exist.
On the other hand, if RS¯i = ∅ for some i ∈ [1, n], then clearly B = ∅ and A ∪ B = A ⊂ USU . Based on all the above we
have:
Theorem 3. Given R = {R1, . . . , Rn}, and a C language S,R⊢d S iff there exists i ∈ [1, n] such that RS¯i = ∅.
Observe that the condition RS¯i = ∅ is equivalent to Ri ⊆ USU = Σ∗SΣ∗.
Now we show that the disjoint implication problem when S is an RP in C is also PSPACE-complete. However, the
complexity in this case is only due to the complexity of deciding the above language containments (Ri ⊆ Σ∗SΣ∗, for
i ∈ [1, n]). We do not need to check the condition of Proposition 5 (which requires checking an exponential number of
language containments). The complexity of checking Ri ⊆ Σ∗SΣ∗ for i ∈ [1, n] goes away whenever a DFA for USU can be
‘‘easily’’ built (in PTIME).
Theorem 4. The problem of checking, for an RP S in C, and a set of RPs R, whether R⊢d S is PSPACE-complete.
Proof. By Theorem 2, the problem is in PSPACE.
To show the PSPACE-hardness, consider the case where S is a fully general regular language over a subalphabet Γ ⊂ Σ ,
and consider the sets of RPs with only one RP in them, for example R = {R}. Then by Theorem 3 the decision problem
becomes
R ⊆ Σ∗SΣ∗.
The reduction is again from the problem of regular language (NFA) containment which is PSPACE-complete. Let E and F
be regular languages (given by NFAs or regular expressions) over an alphabet Γ . Also, let $,# be symbols not in Γ . Now, let
Σ = Γ ∪ {$,#},
R = Σ∗{$}E{$}Σ∗,
S = {$}F{$}.
We have that E ⊆ F iff R ⊆ Σ∗SΣ∗ and this proves our claim. 
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Remarks. We reiterate that (when S is in C) the above complexity comes from checking Ri ⊆ Σ∗SΣ∗ for i ∈ [1, n], i.e.
n language containments (as opposed to an exponential number of language containments that we need to check for the
general case). Whenever we can build a DFA for Σ∗SΣ∗ in PTIME, the disjoint implication problem becomes decidable in
PTIME. For example if patternΣ∗SΣ∗ is one-unambiguous (see [5]), we can build a DFA for it in PTIME.
We can also extend class C into a larger classD as follows.
Definition 5. L is inD if there exists L′ in C such thatΣ∗LΣ∗ = Σ∗L′Σ∗.
For example,Σ∗SΣ∗ is inD whenever S is in C. Clearly, our results for C extend toD as well.
5. Conclusions
We showed that both the implication problems for patterns given by regular expressions are PSPACE-complete.Whereas
there is not much one can do for the non-disjoint pattern implication – as the problem is coNP-complete for very simple
patterns [3] – for the disjoint implication problem our initial result represents a big jump in complexity – as the problem is
in PTIME for simple patterns with wildcards [3].
Next, we presented a large subclass (C) of consequents for which, although the complexity of disjoint implication
remains the same, there is only one source of that complexity, the one coming from S. Specifically, the disjoint implication
becomes decidable in polynomial time whenever we are able to construct a DFA for Σ∗SΣ∗. On the other hand, there are
no restrictions on Ri’s; they can be full-fledged regular expressions.
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