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Abstract
In this thesis methods for the sensor-based localisation of human beings are studied. The
thesis presents the theory, test results and a realisation of the methods, which is called PeNa.
PeNa is further applied to incorporate a human into a human-robot team that performs a
simulated search and rescue task.
Human-robot teamwork provides the vision for this thesis. Furthermore, the PeLoTe project
and its search and rescue task provided the primary motivation for the research. However,
the major part of this work and contribution is on sensor-based personal navigation.
The approaches studied for personal navigation systems are based on sensor-based dead
reckoning, laser-based dead reckoning, and map-based localisation. Sensor-based dead
reckoning is based on heading estimation using a compass and gyro and step length
estimation. Two alternative step length estimation methods are presented, ultrasound-based
and accelerometer-based. Two laser dead reckoning methods are presented; a pose correlation
method and a combined angle histogram matcher with position correlation. Furthermore,
there are three variations for map-based localisation based on the well-known Monte Carlo
Localisation (MCL): topological MCL, scan-based MCL, and a combined MCL method.
As a result of the research it can be stated that it is possible to build a personal navigation
system that can localise a human being indoors using only self-contained sensors. The results
also show that this can be achieved using various combinations of sensors and methods.
Furthermore, the personal navigation system that was developed is used to incorporate a
human being into a human-robot team performing a search and rescue task. The initial
results show that the location information provides a basis for creating situational awareness
for a spatially distributed team.
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Nomenclature
(dxw, dyw) Diﬀerential movement with respect to world frame of reference.
(rti , θ
t
i) One range, bearing pair of the range scan.
(x(t), y(t), ϕ(t)) 2D pose at time t.
α Angle
β Angle
χt Pose distribution represented with a set of particles.
χit = (x
i
t, w
i
t) One sample, that is, particle of pose distribution.
η Normalisation constant for normalising the posterior distribution after up-
date.
γ Angle
xˆt Estimate of the state at time t.
xˆ−t Priori of state estimate at time t.
(dxt, dyt, dϕt) Diﬀerential movement from pose at time t− 1 to pose at time t.
µ Mean
ω Natural frequency
ω(t) Angular rate.
ωb(t) Bias term of angular velocity.
pi Mathematical pi.
σ Standard deviation.
ζ Damping factor.
A An absolute value of acceleration. Can be used with subscript. For example
Amax to indicate the maximum value of acceleration.
viii
a(t) Acceleration.
am(t) Measured acceleration.
aoe(t) Acceleration caused by orientation error.
ad(t) Acceleration caused by drift.
Ci Some constant.
Cor(j) Correlation function
d Distance. Can be used with subscripts for clariﬁcation. For example dnn
marks distance to nearest neighbor.
dl Diﬀerential length.
E(t) Transformation matrix for IMU orientation tracking.
ext Measurement error of x coordinate. Similarly eyt is the measurement error of
the y-coordinate and ephit is the heading measurement error.
f(xˆt−1, ut) Prototype of a motion model.
g Gravity.
g(xˆ−t , zt,m) Prototype of measurement model.
G(s) Transfer function
h(i) Histogram function.
J Cost function.
K Kalman gain.
L Likelihood. Can be used with subscripts fo clariﬁcation. For example Lr
indicates a likelihood of range measurement.
l Length
lstep Step length in metres.
lstride Stride length in metres.
M Constant used to indicate the number of particles in distribution.
m Map.
N A constant.
N(0, σ2x) Normal distribution, with zero mean and sigma
2
x variance.
O(N) Complexity of algorithm.
ix
p(xt | xt−1, ut,m) State transition probability, that is, motion model.
p(xt | z1:t, u1:t,m) Posterior distribution of pose.
p(zt | xt,m) Measurement model.
pt Pose at time t.
Q Prediction variance in Kalman ﬁlter.
R Measurement variance of Kalman ﬁlter.
Rϕ 2D-rotation matrix.
rm One range measurement. Can be used with diﬀerent subscripts, e.g. rp to
denote the predicted measurement.
Rx(α) Rotation matrix for roll.
Ry(β) Rotation matrix for pitch.
Rz(γ) Rotation matrix for yaw.
st Range scan taken at time t.
T Translation
t Time index.
ut Control at time t.
x x-coordinate value.
xt State at time t.
y y-coordinate value.
zt Measuremement at time t.
AGV Automatic Guided Vehicle
DOF Degree(s) of Freedom
GPS Global Positioning System
HE Human Entity
HRI Human Robot Interaction
ICP Iterative Closest Point
IDC Iterative Dual Correspondence
IMRP Iterative Matching Range Point
x
IMU Inertial Measurement Unit
MCL Monte Carlo Localisation
NUPPU Non-Ultrasonic Pedestrian Pedometer Unit
PAS Personal Assistance System
PDR Personal Dead Reckoning
PeLoTe Building Presence through Localisation for Hybrid Telematic Systems. It
was a European Union-funded project, IST-2001-38873.
PeNa Self-contained sensor system used for personal navigation testing (abbrevia-
tion for Personal Navigation System)
RE Robot Entity
SA Situation Awareness
SiLMU Step Length Measurement Unit
SIR Sampling Importance Resampling
ZUPT Zero-Velocity Update
xi
List of Figures
1.1 An entertainment robot and a vacuum cleaner robot operating in a
home environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Human-robot collaboration demonstrating the concept of working
with the machines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 PeLoTe case study. A team of humans and robots performing a search
and rescue task with an operator's help. . . . . . . . . . . . . . . . . 6
3.1 An example of a feature map in the Cartesian coordinate system . . 19
3.2 Feature Map, with lines and corners . . . . . . . . . . . . . . . . . . . 20
3.3 Occupancy grid and sensor model examples. Left: occupancy grid
of an oﬃce corridor. The white cells are occupied cells (walls and
obstacles) and the black cells are free space. The grey area is un-
mapped/unknown. Right: a sensor measurement is added to the
map by updating both the free space (which the range beam has
passed through) and the obstacle as occupied (point of reﬂection). . 21
3.4 Dead reckoning principle. a) Movement in body frame of reference b)
movement in global frame of reference. . . . . . . . . . . . . . . . . . 23
3.5 Example of noise evolution in dead reckoning. a) The noise is gener-
ated mostly in the direction of movement; b) the noise is generated
in the direction of movement and in the heading measurement. . . . 25
3.6 Posterior distribution with particle ﬁlter . . . . . . . . . . . . . . . . 29
3.7 MEMS accelerometers and gyros . . . . . . . . . . . . . . . . . . . . . 32
3.8 Drift-compensated acceleration signal (left) integrated into speed (right) 33
3.9 Integrated angle from gyro output using: 1) 10-s; 2) 100-s, and 3)
1000-s bias estimate. The sensor was static during the measuring. . . 35
3.10 An example of Kalman-ﬁltered heading using simulated data. In the
left-hand image are the simulated measurements and true heading.
On the right are the estimated output and the true heading. . . . . . 36
3.11 Collection of Inertial Measurement Units . . . . . . . . . . . . . . . . 37
3.12 World frame of reference and sensor coordinates . . . . . . . . . . . . 38
xii
3.13 Stance phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.14 Accelerometer signals from one foot while walking. Left: continuous
walking, right: one gait cycle. . . . . . . . . . . . . . . . . . . . . . . 40
3.15 Coordinated motion of foot, knee, and ankle smooths the pathway of
center of mass (courtesy of [4]) . . . . . . . . . . . . . . . . . . . . . . 41
3.16 Acceleration signals measured from foot, waist, and head. Left: for-
ward accelerations, right: vertical accelerations. . . . . . . . . . . . . 41
3.17 Step detection result using zero-crossing method . . . . . . . . . . . . 43
3.18 Dead Reckoning Module from PointResearch Corp . . . . . . . . . . . 47
3.19 DRM-III test runs: the left-hand route is approx. 220 m long and
the right-hand route is approx. 100 m. long. The path was enclosed. 48
3.20 Polar S3 and Wrist computer . . . . . . . . . . . . . . . . . . . . . . 49
3.21 Results with Polar S3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.22 Range sensors. Left: Ultrasonic sensors, Right: Lidars . . . . . . . . . 52
3.23 3D Laser setup with SICK LMS 200. [128] . . . . . . . . . . . . . . . 52
3.24 Scan-matching procedure example: a) scans projected into global
frame of reference; b) scans are plotted in laser coordinate system; c)
scans projected with respect to reference scan. . . . . . . . . . . . . 54
3.25 Common direction in the histogram matching . . . . . . . . . . . . . 60
4.1 Schematics of the overall localisation procedure . . . . . . . . . . . . 65
4.2 Hardware of the Personal Navigation System . . . . . . . . . . . . . . 66
4.3 Heading Estimation. The upper image shows the gyro, compass mea-
surement, and estimated heading. The lower image shows the depen-
dency of the measurement on the location (indicated by numbers in
both images). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4 The Stride Length Measurement Unit . . . . . . . . . . . . . . . . . . 69
4.5 Step calculation principle . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6 Accelerometer-based step length estimation . . . . . . . . . . . . . . . 71
4.7 Upper body movement estimation . . . . . . . . . . . . . . . . . . . . 73
4.8 Problems of scan matching. a) The heading error can be signiﬁcant
between scans. This also causes many data points to be outliers. b)
The two consecutive scans. The current measurement is inﬂuenced
by the ﬂoor reﬂections. . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.9 Overview of combined angle and position correlation scan matching . 79
4.10 Laser scans are extracted into angles for the histogram correlation. . . 80
4.11 Angle cross-correlation with slightly diﬀerent angle step sizes. . . . . 81
xiii
4.12 Correlation values for one search grid. Small values indicate better
match. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.13 Iterative position searcher . . . . . . . . . . . . . . . . . . . . . . . . 84
4.14 An opening door causes severe problems if only the laser is used for
matching. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.15 Two alternative ways to choose the reference scan. a) changing the
reference every time a new scan is received; b) changing the reference
only when necessary. Courtesy of Seppo Heikkilä [65]. . . . . . . . . 85
4.16 Result of opening door with error checking . . . . . . . . . . . . . . . 86
4.17 Geometric map representation versus the sensor-based map . . . . . . 87
4.18 Measurement prediction versus real measurement using partially
correct map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.19 MCL initialization using uniform distribution . . . . . . . . . . . . . 89
4.20 An example of a virtual scan . . . . . . . . . . . . . . . . . . . . . . . 90
4.21 Weighting functions for a single range measurement: a) using Equa-
tion 3.17 with diﬀerent weights (without scaling); b) by smoothing
the peak and using the constant as base probability. . . . . . . . . 91
4.22 An example of a distance transform (upper) and a likelihood function
(below). In the likelihood function all grey areas have equal proba-
bility and only the vicinity of the walls has low probability. . . . . . . 92
4.23 An example of a particle ﬁlter result. The dots are hypotheses of the
pose at the moment. The continuous line is the trajectory returned
by the weighted average of the distribution. . . . . . . . . . . . . . . 95
5.1 Example picture from testing area (above) and the map of the test
area (below). The ﬁlled area is the corridor network used and the
black dot marks the typical starting point of the test runs. . . . . . . 98
5.2 Example of ﬁtted trajectory vs. odometry trajectory . . . . . . . . . 100
5.3 Result of coverage data set (set No. 7) . . . . . . . . . . . . . . . . . 104
5.4 Map-matched trajectory for data set No. 7 . . . . . . . . . . . . . . . 105
5.5 Results of localisation without laser . . . . . . . . . . . . . . . . . . 109
5.6 Example images from map correctness tests: a) topo-MCL with six
ten-by-ten-metre blocks removed; b) topo-MCL with 15 added walls;
c) topo-scan-MCL with ﬁve added walls and ﬁve six-by-six-metre
blocks removed; d) topo-MCL with ten added walls and six ten-by-
ten-metre blocks removed. . . . . . . . . . . . . . . . . . . . . . . . . 111
5.7 VTI's Pedestrian Navigation Module . . . . . . . . . . . . . . . . . . 112
5.8 Dead reckoning paths obtained from VTI's demonstrator plotted on
a map. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
xiv
5.9 The results after map-matching . . . . . . . . . . . . . . . . . . . . . 113
5.10 Microstrain's Inertial-Link mounted on a foot . . . . . . . . . . . . . 114
5.11 Dead reckoning path obtained with Inertia-Link. Length of the path
is approximately 630m . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.12 Result of map-matched trajectory that is approximately 965 m long
and goes through three ﬂoors. The diﬀerent colours represent diﬀerent
ﬂoors and red represents stairs. The second-ﬂoor map is drawn as a
reference to the image. . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.13 Examples of the user interfaces. a) the GUI for an operator b) the
GUI for the rescuer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.14 PeLoTe system schematics . . . . . . . . . . . . . . . . . . . . . . . . 119
5.15 End user demonstration . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.16 Experimental design . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.17 An example of the situational view in the semi-ﬁnal experiment . . . 124
5.18 The localisation data of the second PeLoTe team during the ﬁnal
experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
A.1 Dead reckoning results. set No. 1. 1) reference walk . . . . . . . . . 144
A.2 Dead reckoning results. Sets No. 2 and No. 3. 2) Short corridor walk
with one room 3) Short corridor walk . . . . . . . . . . . . . . . . . 145
A.3 Dead Reckoning results 4-6. From the top: 4) simple corridor walk
5) long corridor walk 6) room search . . . . . . . . . . . . . . . . . . 146
A.4 Dead Reckoning Results 7-8. From the top: 7) Corridor coverage
walk 8) Mapping of the whole automation laboratory. . . . . . . . . . 147
A.5 Dead reckoning results 1-3. From top: 1) reference walk 2) Short
corridor walk with one room 3) Short corridor walk . . . . . . . . . . 148
A.6 Dead Reckoning results 4-6. From the top: 4) simple corridor walk
5) long corridor walk 6) room search . . . . . . . . . . . . . . . . . . 149
A.7 Dead Reckoning Results 7-8. From the top: 7) Corridor coverage
walk 8) Mapping of the whole automation laboratory. . . . . . . . . . 150
B.1 Paths of the set No. 1. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL. . . . . . . . . . . . . 160
B.2 Paths of the set No. 2. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL. . . . . . . . . . . . . 161
B.3 Paths of the set No. 3. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL. . . . . . . . . . . . . 162
B.4 Paths of the set No. 4. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL. . . . . . . . . . . . . 163
xv
B.5 Paths of the set No. 5. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL. . . . . . . . . . . . . 164
B.6 Paths of the set No. 6. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL. . . . . . . . . . . . . 164
B.7 Paths of the set No. 7. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL. . . . . . . . . . . . . 165
B.8 Paths of the set No. 8. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL. . . . . . . . . . . . . 166
xvi

List of Tables
3.1 Test runs with Polar S3 . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.1 Measurement results from the stand-alone test for SiLMU . . . . . . . 97
5.2 Measurement result of NUPPU stand-alone tests . . . . . . . . . . . . 97
5.3 Diﬀerent distances obtained with diﬀerent methods . . . . . . . . . . 101
5.4 The dead reckoning errors . . . . . . . . . . . . . . . . . . . . . . . . 102
5.5 Relative errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.6 Results using combined scan matcher . . . . . . . . . . . . . . . . . . 103
5.7 Run times of diﬀerent algorithms [ms/measurement] . . . . . . . . . . 106
5.8 Results of repetition trial . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.9 Comparison of methods with 1000 particles . . . . . . . . . . . . . . . 108
5.10 Repetition trial for dead reckoning-only localisation . . . . . . . . . . 108
5.11 Results of map sensitivity repetition trial (failures out of 50 repeats) . 110
5.12 Performance of the traditional teams . . . . . . . . . . . . . . . . . . 121
5.13 Performance of the PeLoTe teams . . . . . . . . . . . . . . . . . . . . 122
5.14 Ranking of teams on the basis of performance evaluation . . . . . . . 122
5.15 Results of memory test, comparing supervisor and human entity for
teams without and with system . . . . . . . . . . . . . . . . . . . . . 122
5.16 Memory test results from the semi-ﬁnal experiment . . . . . . . . . . 123
5.17 PeNa results of six PeLoTe teams in the ﬁnal experiments . . . . . . 125
B.1 MCL Runs on the set No. 1 . . . . . . . . . . . . . . . . . . . . . . . 152
B.2 MCL Runs on the set No. 2 . . . . . . . . . . . . . . . . . . . . . . . 153
B.3 MCL Runs on the set No. 3 . . . . . . . . . . . . . . . . . . . . . . . 154
B.4 MCL Runs on the set No. 4 . . . . . . . . . . . . . . . . . . . . . . . 155
B.5 MCL Runs on the set No. 5 . . . . . . . . . . . . . . . . . . . . . . . 156
B.6 MCL Runs on the set No. 6 . . . . . . . . . . . . . . . . . . . . . . . 157
B.7 MCL Runs on the set No. 7 . . . . . . . . . . . . . . . . . . . . . . . 158
B.8 MCL Runs on the set No. 8 . . . . . . . . . . . . . . . . . . . . . . . 159
xviii

List of Algorithms
1 Basic Monte Carlo Localisation Algorithm using dead reckoning . . . 28
2 Acceleration Magnitude Zero-Crossing step detection . . . . . . . . . 43
3 Least Squares Minimization for point correspondences . . . . . . . . . 57
4 Correlation in the pose space . . . . . . . . . . . . . . . . . . . . . . 76
5 Overview of the combined angle and position correlation scan matching 78
6 Angle Histogram Correlation . . . . . . . . . . . . . . . . . . . . . . . 81
7 Translation correction using correlation (2D) . . . . . . . . . . . . . . 82
8 Sampling importance resampling . . . . . . . . . . . . . . . . . . . . 94
9 Correlation-Based Map Matching . . . . . . . . . . . . . . . . . . . . 105
xx

Chapter 1
Introduction
1.1 Background and Motivation of the Dissertation
The evolution of robotic systems has been rapid within the last few decades. Until
recently, a robot was a machine which performed a repetitive task in a factory. Now,
robotic systems can be found performing rescue operations, milking a cow, cleaning
hospital ﬂoors, or even at home, performing services for people in their everyday
lives. This new wave of robots is called ﬁeld and service robots. The fundamental
diﬀerence to industrial robots is that these robots are designed to be mobile and in
many cases operate among humans as autonomous machines.
According to the International Federation of Robotics (IFR) [102] in the year 2006
there were 951 thousand industrial robots, 40 thousand service robots in professional
use, and about 2.4 million service robots in domestic use in the whole world. The
projection for the years 2007-2010 promises about 35 thousand new installations
of professional service robot systems and about 3.6 million service robots sold for
personal and private use.
The numbers of robots for domestic and private use have exploded during the past
few years. The reason for this is the appearance of several companies providing
low-cost robots such as vacuum-cleaning, lawn-mowing, and entertainment robots
(including toy robots, hobby robots, and educational robots). These robots are
simple, small in size, and designed to perform a single task, which makes them
suitable for volume markets (cf. ﬁgure 1.1).
The robots targeted for professional use come in smaller numbers, but represent a
much wider spectrum of applications, including defence, rescue, and security (23%),
agricultural robots (mainly milking robots) (16%), cleaning robots (14%), underwa-
ter systems (14% ), construction and demolition robots (10%), and medical robots
(9%), followed by general robot platforms, logistics systems, inspection systems, and
public relations robots. [102]
The ﬁgures show that robots are not yet widely used in professional markets. One
clear reason for this is that most real-world applications are complex. The tasks
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Figure 1.1: An entertainment robot and a vacuum cleaner robot operating in a home
environment
require the handling of parameters and exceptions that simply cannot (yet) be com-
posed into a fully automated system. This problem is widely acknowledged in the
research community. An alternative approach is to use a combination of human
intervention to replace the parts of the task that cannot be automated (or are not
economically viable). A good example is the Sandvik AutoMine. It is an automated
loading and hauling system for underground hard rock mining [144]. In the Au-
toMine system a loader (a heavy-duty vehicle with a bucket system) automatically
navigates between the loading and discharge points. The loading phase, however,
is conducted by an operator. This solution has been adopted mainly because the
loading is the most dynamic aspect of the work cycle and no proper solution has
been found to automate it. However, the solution makes it possible to use unmanned
vehicles, moving the driver into the comfort of the control room. Additionally, the
operator is controlling the machine only for a fraction of a work cycle, which makes
it possible for him/her to control several machines at the same time.
More generally, there is a ﬁeld of study called Human-Robot Interaction (HRI),
which, in the words of Goodrich and Schultz [56] is dedicated to understanding,
designing, and evaluating robotic systems for use by or with humans. The idea
behind HRI-based systems is that through interaction human and robot capabilities
can complement each other, leading to more eﬃcient and simpler systems, which can
perform more complex tasks. HRI can further be divided into: 1) remote interaction
and 2) proximal interaction. Remote interaction has a longer history in the area of
teleoperation/telerobotics, but lately it has also adopted new aspects (such as the
Sliding Autonomy concept [131]).
Proximal interaction requires humans and robots to be colocated (operating in the
same space). The interaction can still take many forms (e.g. local teleoperation or
natural communication between a human and a robot), but the recent trend has
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Figure 1.2: Human-robot collaboration demonstrating the concept of working with
the machines.
been to see robots and humans working together as team-mates. Conceptually, the
idea is very diﬀerent from an autonomy-centred approach, as humans are no longer
just operating the machines, but working with the machines. Figure 1.2 illustrates
the concept. The left-hand sub-ﬁgure shows a human guiding a robot to its local
worksite by simply leading it. During the leading period, the robot is only required
to control its actions in response to the human, who acts as the eyes and ears of the
robot. What this means is that the robot might be able to perform e.g. a certain
gardening task automatically, but it does not have to be able to move autonomously
in arbitrary environments. The right-hand sub-ﬁgure shows an automated tractor
bringing sand to a location speciﬁed by a human. Again it is possible to automate
the task of getting sand from a speciﬁc pile, but to automate the whole task which
requires this sub-task is diﬃcult or impossible (for example, ﬁll this ditch, build
a road etc.).
This introduces the concept of Teamwork-centered autonomy. Bradshaw et.al. de-
clare solemnly in [13]:
A teamwork-centered autonomy approach takes as a beginning premise
that people are working in parallel alongside one or more autonomous
systems, and hence adopts the stance that the processes of understand-
ing, problem solving, and task execution are necessarily incremental, sub-
ject to negotiation, and forever tentative. Thus, a successful approach
to teamwork-centered autonomy will require that autonomous systems
be designed to facilitate the kind give-and-take and richness of interac-
tion that characterize natural and eﬀective teamwork among groups of
people.
In a sense the give-and-take approach in human-robot collaboration is even more
natural than in human-human collaboration. An automated machine can be very
productive, and can perform some tasks faster and more accurately than humans
can. What a machine lacks is human reasoning, such as the ability to adapt to new
situations, react to exceptions, and reason situations or plans as a whole. In the
above examples (Figure 1.2) the human has the overall plan (today we will do some
gardening here or we need to even out this part of the yard) and he shares it with
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the robot through interaction. This is the heart of teamwork-centred automation.
Just as in human-human collaboration, not all the members have to have the same
abilities. Diﬀerent team members have diﬀerent roles, which contribute to the team's
overall performance, and the overall goal can be achieved through interaction.
As a concept, Teamwork-centred automation is ideal. However, from the technical
point of view there are major challenges that need to be solved. Unlike in human-
human teamwork, a human-robot team cannot be realised by simply saying You
two team up and perform this task. Humans possess natural mechanisms for in-
teraction, such as the ability to communicate with each other and the ability to
understand the environment and objects in it in a similar way and, up to some
level, they understand what skills other team members have. This ability makes
possible something which is called common ground. Common ground is deﬁned as
knowledge that the participants have in common, and they know that they have it
in common [107] and is considered to be the cornerstone of successful teamwork.
There is no natural common ground in human-robot collaboration. Humans and
robots have very little in common by nature and therefore this becomes an engi-
neering problem. The common ground for human-robot teamwork is a synthetic
product, with a set of requirements, design goals, and speciﬁc implementations. It
also means that there is no single solution to the problem. Diﬀerent requirements
and assumptions will lead to diﬀerent approaches, none of which are necessarily
more correct or better than the others. There are, however, fundamental criteria
that always need to be taken into account in the design. For example, any inter-
action requires some sort of communication, that is, the exchange of information
between parties. The information should be understood by both parties (it is not
diﬃcult to make a robot ask a question; the problem is how to make the robot un-
derstand the answer). The tasks of a human-robot team are most probably bound to
the physical world. This means that the task-related objects and the workspace in
general should be understood by all parties. Furthermore, in a spatially distributed
team the information is tightly coupled into a frame of reference. Diﬀerent team
members possess their own coordinate systems and for the team the information is
useless unless others can transform the information into their frame of reference.
1.2 Case Study: PeLoTe Project
Much of the research reported in this thesis was carried out within a research project
called PeLoTe. PeLoTe is an abbreviation for Building Presence through Localisa-
tion for Hybrid Telematic Systems and it was a European Union-funded project,
IST-2001-38873. The project was active between 2002 and 2005. The objective of the
PeLoTe project was to investigate, formalise, and develop methods for the coordina-
tion of telematic systems involving humans and autonomous or teleoperated mobile
robots. PeLoTe was a general system study, but the research was grounded with
a proof-of-concept search and rescue scenario. A demonstrator called the PeLoTe
system was designed, implemented, and demonstrated in a simulated ﬁre-ﬁghting
scenario (see Figure 1.3).
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Figure 1.3: PeLoTe case study. A team of humans and robots performing a search
and rescue task with an operator's help.
The PeLoTe system is a telematic multi-entity system; that is, it is a remotely con-
trolled system, which has more than one actor. The system consists of an operator
(more precisely, a coordinator) and telematic entities (humans and robots), working
together in a remote location.
The simulated mission started with a ﬁre alarm to a ﬁre station. On the way to
the scene the mission leader downloads the so-called Standard Rescue Map (SRM),
which is a layered map containing the a priori information on the building in question
(cf. [94]). The mission leader used the a priori information to generate an initial
rescue plan. A cooperative planning system (cf. [82]) was used as a tool to generate
initial trajectories for diﬀerent entities.
On arrival at the scene, the exploration team was launched to inspect the building
according to the initial plan. The goals of the task were to recover the state of the
environment, put out all the ﬁres, rescue all the victims, and get the whole team
safely out of the building.
In the PeLoTe project only a simple solution to the given problem was realised.
The level of autonomy in the system was moderately low. Nevertheless, the system
demonstrated a human-robot team performing a search and rescue task. The sim-
plicity arises from the integration of humans into the system. Both the operator and
the human rescuer have a signiﬁcant role in the system. The high-level decisions in
the system are left to the humans. The system in turn is built to support this.
The common ground in the system is built on the a priori knowledge. First, all
information is bound to a common model, which uses a single frame of reference to
represent the data. The a priori map of the building is the basis of the common
model. Second, the task is deﬁned as the exploration of a partially unknown en-
vironment, which sets certain design criteria (for localisation and planning). The
common model consists of a limited set of objects (or zones) that everyone in the
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system should know. For humans this requires training and for robots (or the global
planning module) the objects have preprogrammed data association models.
The common model can be maintained only if all information is reported with re-
spect to the given frame of reference. This is possible only if all the entities are able
to orient themselves with respect to that frame of reference. One way to achieve
this is to localise all the entities, including the human ones. This provides the major
motivation for this thesis. The human entity who was working on the operational
level was also part of the system. From the system point of view the human can-
not contribute much without additional interfacing. The human was added to the
system by developing a Personal Assistance System (PAS). PAS consists of a per-
sonal localisation system called PeNa and a user interface that allows the human
to report his/her ﬁndings and to follow the given task. PeNa is a portable sensor
system that derives the position of the human entity within the shared model. The
location is required to help the human entity to orient him/herself, but also to help
the operator to coordinate the actions of the human entity.
During the mission, the common model is constantly updated by both the humans
and robots. A robot could add sensor readings to the model directly, or it could
send an event to the operator, who would add an object to the map on the basis on
the sensor readings that had been sent. Additionally, the human entity could add
ﬁndings him/herself on the basis of the current position or by informing the operator
using voice communication, who in turn adds the object on the basis of the position
provided by PeNa. Human-augmented mapping incorporates the power of human
reasoning into the system. While robots use laser scanners and other sensors for
accurate numerical mapping, humans use their ability to put pieces together. For
example, the human entity can report to the operator that the corridor in front of
me has collapsed and the operator marks the corridor as a restricted area on the
map.
During the mission, the common model incorporates the a priori information and
information integrated during the mission, as well as the states and tasks of the
entities. In a sense, the common model can be understood as a model of shared
situation awareness for the whole team (including the operator). The model holds
everything that is relevant and that it is necessary to know (or that is known) for
the team to perform its mission.
1.3 Problem formulation
The main problem to be studied in this thesis is how to incorporate humans into
a human-robot team performing a search and rescue-type task as described by the
PeLoTe project. The exchange of information in the system is based on a common
model, which requires the information to be provided in a single frame of refer-
ence. Therefore the beginning premise is that all team members must be localised
with respect to a given a priori map. The location information is used to adapt
both the human team member and the operator into the global frame of reference,
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which makes human-augmented mapping possible, as well as providing navigation
assistance for the human.
Naturally, humans navigate relative to the environment without knowledge of their
numerical coordinates, which means that they cannot tell the system their positions.
Therefore the human needs to be equipped with an additional navigation system,
called PeNa. The design of the system is motivated by the PeLoTe project and there-
fore also by the simulated search and rescue scenario. The following requirements
and assumptions were considered in the design phase:
 PeNa needs to localize a human in indoor conditions;
 there is an a priori map of the building;
 the initial position is known approximately;
 the localisation is based on self-contained sensors;
 no preliminary installations or calibrations can be made on-site;
 the localisation is performed in a single plane, that is, in 2D.
This thesis presents methods, in combination with diﬀerent sensors, which lead to a
solution that satisﬁes the given requirements and enables a human to be incorporated
into a human-robot team performing a diﬃcult search and rescue scenario.
1.4 Main Contribution of the Dissertation
The main contribution of this thesis is the new methods developed for personal nav-
igation. The navigation methods are divided into personal dead reckoning methods
and map-based methods.
The dead-reckoning used is based on the following methods:
 use of a foot-mounted step length-measuring device based on direct measure-
ment of the distance between the ankles;
 use of step length estimation based on 2D accelerometers mounted on feet;
 combining step length estimation with estimated heading to obtain a 2D tra-
jectory.
The dead reckoning result is further reﬁned by using a laser range ﬁnder. The
applicability of using the laser for personal navigation is studied and the following
two alternative methods for computing reﬁned pose are presented:
 pose correlation-based scan matching method;
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 combined angle histogram matching and 2D position correlation method.
Dead reckoning can provide accurate short-term information about the movements
of a person. The long-term positioning is obtained through reference measurements.
In this case an a priori map is used as a reference. The map-based localisation is
based on Monte Carlo Localisation (MCL), which is a particle ﬁlter-based method.
Two basic approaches to map-based localisation are presented:
 topological MCL, which only matches the motion to the map on the basis of
dead reckoning
 laser-based MCL, which matches the laser measurements to the map.
Additionally, these two methods can be combined. The map for the methods is
expected to be partially correct. The methods expect most of the structures to be
on the map, but none of the temporary features need to be on the map (furniture,
closets etc).
Finally, the personal navigation system that was developed is integrated into a
Personal Assistance System (PAS), which is used to incorporate a human into the
PeLoTe system. The PeLoTe system demonstrates a human-robot team performing
a search and rescue task. The results of the experiments performed with the PeLoTe
system are reported and analysed, with a special emphasis on assessing the inﬂuence
of the personal navigation system on the whole system.
While most of the individual mathematical methods used in this thesis have been
published before, this thesis contributes to the research community by:
 formulating a topological Monte Carlo Localization method;
 providing a unique personal navigation system that can localise a human in-
doors with self-contained sensors;
 using the personal navigation system as a tool to interface a human into a
human-robot system.
All items are considered novel. As far as the author is aware, there are no infrastructure-
free personal navigation systems that can provide a bounded error position esti-
mate in indoor conditions. Furthermore, this thesis provides a unique viewpoint for
human-robot team interfacing. The use of the location of a human provides valuable
information to the operator coordinating the team. It also enables spatially bound
information to be shared in a single frame of reference.
Finally, this thesis formulates a method for map-based localisation, which only uses
a map and dead reckoning as input and outputs a bounded error pose estimate.
Similar work has been presented earlier (e.g. by Kane [106] and by Sang et al. [103]),
but as far as author is aware there is no probabilistic formulation, with experimental
results, presented earlier, which would be able to provide a pose estimate based on
erroneous dead reckoning and a non-perfect map.
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1.5 Thesis Outline
The contents of the thesis are structured as follows:
 Chapter 1: a brief introduction to the subject and the research objectives of
the thesis.
 Chapter 2: a brief introduction to central concepts and the state of the art
regarding human-robot teams.
 Chapter 3: review and analysis of sensors and methods applicable for per-
sonal navigation and review of the current state of the art regarding personal
navigation systems. This chapter presents a broad overview of the ﬁeld of
personal navigation and analyses the methods used in diﬀerent solutions by
other researchers.
 Chapter 4: novel methods for sensor-based personal navigation. This chapter
presents the new methods and approaches developed for sensor-based personal
navigation. Additionally, the test system is introduced in detail.
 Chapter 5: tests and results. This chapter presents the results of diﬀerent
localisation methods, individually and integrated. Finally, the tests performed
with the complete PeLoTe system are presented and analysed.
 Chapter 6: the main results are summarized.
1.6 Author's contribution within research groups
The major part of this work was performed in the Building Presence through Lo-
calisation for Hybrid Telematic Systems project (PeLoTe, IST-2001-38873). The
personal navigation system was developed by the team led by the author. The
whole system and most of the algorithms were designed by the author. The other
contributions were from Seppo Heikkilä, who implemented the ﬁnal version of the
scan matching [65] and Mikko Elomaa, who implemented the Stride length measure-
ment units [43]. Additionally, Frauke Driewer was responsible for the development
of the GUI for the Personal Assistance System [35, 34]. The method for computing
the reference trajectory for dead reckoning was made by Janne Paanajärvi.
The PeLoTe system was a joint eﬀort by researchers from ﬁve diﬀerent institutes.
The ﬁnal experiment was therefore a joint eﬀort by everybody. The results were
documented in a European Union project deliverable, which was agreed to be freely
usable by the research group. The analysis and conclusions based on the experiment
results, presented in this thesis, are made by the author.
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1.7 Declaration of previous work
Part of the work reported in this thesis has been published in several publications.
The most relevant publications to which the author has contributed are as follows:
 the development phases of the personal navigation system have been published
in [118, 119, 121, 115, 116];
 the overall system has been published in [83, 37, 120];
 additionally, the concept of the common model/presence has been reported in
[135, 134]
Additionally, the PeLoTe experiment has been published in [35, 125, 109]. Moreover,
in her PhD. thesis Driewer [36] studies the user interface design for human-robot
teams.
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Chapter 2
Introduction to Human-Robot Teams
In this thesis the human-robot team is understood as a mixed team of humans and
robots working together in a shared environment to achieve a common goal. The
team is coordinated by a remotely situated human operator. The human-robot team
that performs the actual work is called a remote team. A human team member is
referred to as a human entity (HE) and a robot team member is called a robot entity
(RE). The setup oﬀers two viewpoints for the thesis: 1) the remote coordination of
mixed human-robot teams and 2) cooperation in mixed human-robot teams. The
technology which makes the remote coordination of the mixed teams possible is
studied, within the limits of this thesis. The cooperation of mixed human-robot
teams is a much wider research area, and therefore is mostly left for future work.
2.1 Human team work
Human teamworking has been studied a lot and, within this thesis, only a few key
results signiﬁcant for this work are addressed. It has been noted that spatially dis-
tributed teams have more diﬃculties (or less productivity) than closely situated ones
(c.f. [1, 107, 12, 27]). This is especially true for teams that are completely separated
from each other, but also for teams that share the same oﬃce. For example, in his
studies Allen [1] shows that the probability of communication declines as a function
of distance between two team members. Olson and Olson [107] analyse work teams
that are colocated and teams that are remotely located. They emphasise that com-
mon ground between eﬀective work teams is important. Common ground is deﬁned
as knowledge that the participants have in common, and they know that they have
it in common [107].
Common ground is an intuitive concept; the more you have in common with some-
one, the easier the collaboration will be. For example, one explains the same concept
to a co-worker quite diﬀerently than to a stranger. In a conversation between co-
workers one can assume that the other person knows the same terms as you, and
probably has the same education and cultural background, while in a conversation
with a stranger, one has to create the common ground simultaneously by explaining
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the background more thoroughly. In the creation of the common ground co-presence
has a signiﬁcant meaning. During conversation, the visual cues of the listener can
reveal if he/she understands what is being explained and give an opportunity for
the explainer to revise the explanation. The co-presence of communication partners
is also signiﬁcant because it makes it possible to use spatial references (this, that);
in other words, the participants share the environment and the objects in it, which
simpliﬁes the discussion.
Jones and Hinds [70] observed the ﬁeld training of Special Weapons And Tactics
(SWAT) teams. SWAT teams are special units that are trained to perform high-risk
operations, including hostage rescue. A SWAT team is an example of centralised
decision-making in a distributed information network. The SWAT team consists
of ﬁeld teams (an assault team, hostage negotiators, and sniper teams) and com-
manding oﬃcers (an incident commander, tactical commander, hostage negotiator
leader, and logistics supervisor) [70]. Diﬀerent teams are spatially separated, e.g.
the assault team penetrates into a building or some other area, while the sniper
team is outside the incident area but within visual range. The command centre is
at some distant place away from the incident area.
In their ﬁndings Jones and Hinds emphasise the importance of common ground. The
common ground is partially created by training (terminology, communication pro-
cedures, and standard sets of procedures). The common ground is further grounded
by a face-to-face meeting, which is called a Situation Report. During this meeting
the situation is described (description of the enemy, the environment etc) and roles
for diﬀerent members are given. Additionally, street maps and building ﬂoor plans
are given out. Thus, when the team moves to the incident site, everyone knows
their own task, as well as having information about the movements of the others,
and they have an initial frame of reference (in the form of maps).
During the mission the teams were reported as having lost sight of each other, which
caused some confusion if the teams tried to coordinate with each other. In fact,
Jones and Hinds observed that the role of the tactical commander in maintaining
the common ground during the mission was signiﬁcant. The conversations mostly
took place between the teams and the commander (not between the teams). The
commander had the most complete picture of the situation, which he updated for the
team members if necessary. An important ﬁnding was that communication between
the tactical commander and team members took place in the team member's frame of
reference (e.g. Do you see a stack of boxes to your left?). The tactical commander
maintained the situational picture in the global frame of reference and when referring
to some unit the commander took the viewpoint of the unit.
Another related and widely researched concept is situation awareness (SA). Infor-
mally, situation awareness is to know what is going on around you. Endsley has
presented a widely accepted formal deﬁnition (c.f. [44, 45, 71]):
The perception of the elements in the environment within a volume of
time and space, the comprehension of their meaning and the projection
of their status in the near future.
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Endsley deﬁnes SA by using three levels. First, one needs a perception of the relevant
situational cues, and second, one needs to understand the relevance of these cues to
the situation. Finally, if the two former levels are fulﬁlled, he states that the ability
to forecast the future situation events and dynamics marks operators who have the
highest level of understanding of the situation.[45]
SA has its roots in aviation, but has spread to practically all ﬁelds that require
the control of dynamic processes [40]. SA has also been extended to teamwork.
A team is a sum of individuals working to achieve a common goal. Each team
member has his/her own task and therefore creates his/her own situation awareness.
Endsley deﬁnes situation awareness for a team as the degree to which every team
member possesses the SA required for his or her responsibilities [44, 71]. The SA of
individuals may overlap, but the SA of the team is more than that of the individuals
in it. The overlap is often required because of the interdependency of the team. In
a functioning team each member needs to share a common understanding of what is
happening regarding those aspects that are common  shared SA. Formally, Endsley
deﬁnes shared situation awareness as the degree to which team members possess
the same SA on shared SA requirements.
Situation awareness and common ground notations are closely coupled. In this thesis
a diﬀerence is drawn according to the dynamics of the situation. Common ground
is something that is known a priori, while situation awareness is an understanding
of what is happening at a particular time instant in some system.
2.2 Human-robot teams
The area of human-robot collaborative teams is relatively new. According to [58],
one of the earliest pieces of work done on human-robot systems working in collabo-
ration was introduced by Inagaki et al. [67] in 1995. The work introduces a system
that is based on intention inference. In the experiment a human is remotely operat-
ing one robot and, on the basis of the predicted intention of the operator, another
autonomous robot adjusts its own rules in a simple cooperative task of moving desks
from one formation to another. This simple test demonstrated some of the key issues
in human-robot collaboration that are still valid. The intention inference is one of
the keys to building the common ground between the human and the robot. The
work also demonstrated that through a well-regulated task it is possible to predict
the intentions of the other cooperating party.
Currently, the research on collaborative robotics is mainly driven by military appli-
cations (cf. [76, 6]), future visions on space applications (cf. [50, 49, 51, 131, 133]),
and search and rescue (cf. [18, 100, 17]). Interest in applications aimed at consumer
markets, such as home robotics [86] and assistive robotics [145], is also growing.
Little work had been done on the coordination of mixed human-robot teams until
recently. NASA's peer-to-peer human-robot interaction project [50] has been devel-
oping a framework for collaboration between humans and robots called the Human-
Robot Interaction Operating System (HRI/OS). They demonstrated the system in
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a simulated construction task, where the work was performed by two humans and
two robots working as a team and an operator who provided support remotely.
Bradshaw et al. have demonstrated a human-robot team for searching for an intruder
from a Navy pier [13]. The search team was composed of one human and ﬁve robots
and was coordinated by a supervisor. The search teams were further divided into
sub-teams that had a leader and members that had speciﬁc tasks (or a hierarchy).
The sub-team leaders could be robots or humans.
A similar experiment, but on a smaller scale, was performed by Kennedy et al. [76].
The task was to follow a moving target (a walking human) with a human-robot pair,
so that they would remain invisible to the target but would maintain visual contact
with the target. In the experiment the robot was acting autonomously, but could
be commanded with simple speech or gesture commands (Come here, Stop...).
In all three projects mentioned above([51, 13, 76]) the robot understood speech
and at least in [51] was responding with speech. On the other hand, the robots
most probably did not understand natural language; instead, the operator had been
trained to use these robots with speciﬁc commands. In other words, the human
adapts him-/herself to the robot's world. This is most often achieved by oﬀering a
user interface and instructions (training) on how to use it. The design challenge is to
make the interfacing natural for a human so that the interface is easy and eﬀortless
to use.
In section 2.1 it was mentioned that spatial referencing helps the grounding in
human-human collaboration. Spatial referencing means that people can e.g. point
to an object and speak about it, e.g. as that object or the object is over there,
etc. The ability to do the same in human-robot collaboration is just as important.
The fundamental diﬀerence is that humans working together share the ability to
comprehend the environment (including objects and abstractions within it) in a
similar way. For example, humans naturally label objects and places (red chair,
living room, glass of water), which provides an eﬃcient means to refer to them.
This provides a huge common ground for human-human interaction.
Another signiﬁcant ability of humans is perspective-taking. In natural discussion, a
human may orient him/herself into several frames of reference without even thinking
about it (such as my left, your right). Jones and Hinds [70] reported incidents from
the SWAT training which showed that a highly trained professional can fuse multiple
egocentric frames into one exocentric frame and switch ﬂuently between the frames
while communicating with the crew members. What was even more remarkable was
that the tactical commander was able to do this without visual contact with the
crew members.
To model such capabilities for a robot is a challenge that will not be met in the
near future. However, in limited tasks some of the abilities can be modelled. Fong
et al. [51] used a separate Interaction Manager for the coordination of communi-
cation between humans and robots. The interaction manager allows dialogue-based
communication and supports a graphical user interface. The spatial referencing in
dialogues is handled by a Spatial Reasoning Agent. The agent is based on the Stage
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Simulator [55], which maintains the model of the environment in a single frame of
reference based on the sensor data and object trackers. On the basis of the model,
the Spatial Reasoning Agent is able to switch between egocentric, referent-centric,
and exocentric frames [49]. As a result, a sentence such as go to the left of box n
will result in spatial coordinates for the robot.
Bradshaw et.al. present a similar solution in [13]. They implement a shared global
model of the environment (KAoS Spatial Reasoning Component). It allows the
operator to create objects and label them (e.g. this is a shed). The labels can be
further used in spatial referencing. Moreover, the component has a similar spatial
reasoning capability to that reported in [51].
One basic need in human-robot collaboration is to have a shared representation of
the environment. In the above projects the shared model (even though it might
not have been directly visible for a human) was a global map, with all the object
locations and labels. In [13] the operator had the ability to use his/her own cognition
to add items to the representation based on sensor data coming from a robot.
Kaupp et al. [74] present a work in which a model-based representation is used to
fuse the information coming from the robots and operators. The representation is a
feature-based probabilistic model, with object positions and a visual model, which
provides information for classiﬁcation. The human incorporates the information by
giving e.g. the estimated position or range of an object and a feature class (in this
case there were only four options). As a result the operator was able to participate in
the mapping process. The work demonstrated the possibility of a human-robot team
complementing each other. A human operator is not accurate in e.g. measuring the
range to an object. However, a human is superior to a robot in a classiﬁcation
problem.
In peer-to-peer interaction a human should be able to understand the actions of a
robot. As an example, if a heavy robot approaches a human with deadly speed, the
human might be interested to know whether the robot is aware of his/her presence
or not. Similarly, as stated by Bradshaw et al. [13], it could mean that if a robot
is sent to perform a task, a human (or just as well a system) can rely on the robot
reporting after completing the task.
On the other hand, situation awareness can be understood as the ability to ﬁnd out
why the system is in some state. In particular, this ability is required when robots
request help from humans. Human-robot teamwork introduces a new paradigm
of automation. A robot may not only possess one level of automation. Instead
it may be able to vary the level continuously. This concept is known as Sliding
Autonomy [131]. The sliding autonomy concept allows a robot to ask for help
from the operator, just as the operator can take control of the robot (called Mixed-
Initiative Sliding Autonomy (MISA)). One of the important research areas is to
be able to give the operator suﬃcient information about why the robot has asked
for help. As an example, Sellner et al. [131] demonstrated an assembly task with
multiple robots and a human supervisor. The system (the robot assembly team)
could perform autonomously, but from time to time could request assistance from the
operator. In their case the situation awareness was achieved by having an overhead
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video which was played back. Similarly, in the work presented by Fong et al. [51]
they implemented a module called the context manager that logged everything that
happened in the system for later playback.
Situation awareness in the traditional sense is met in the coordination of the team by
a supervisor. A supervisor needs to know what is happening in the whole system.
Jones et al. [70] showed that coordinating a remote team of humans is possible with
only audio information. They also reported that, to be able to do that, the team
leader combined several sources of information into an exocentric frame of reference
(or whatever structure resembled this in the leader's mind). This seems to be the
only solution when coordinating teams that are not physically working close to each
other (colocated, but distant from each other). The global bird's eye view is widely
used in this kind of application (cf. [13, 145, 15]) and in fact, even Fong et al. [51]
did not use the map as an interface in collocated interaction, but it was used in
background (Stage simulator).
Finally, what should the shared situation awareness in a human-robot team be? As
in human teams, the shared situation awareness should be the relevant information
that it is necessary to share in order to successfully accomplish the given task. For
example, in an information-gathering task (e.g. [74]) the map is shared among all
the team members. Similarly, in the exploration of an unknown environment, the
map and the future goals of others should be shared in order for one member to
eﬀectively plan future activity.
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Chapter 3
State of the Art Regarding Personal
Navigation
3.1 Terminology and methodology
Personal navigation systems derive and provide information about the location of
humans. In the literature the terms Pedestrian Navigation System [69] or Personal
Positioning System [2] are also used. The term Pedestrian tracking is also used
[141, 54], but it is more commonly used in the context of tracking humans from or by
means of a vehicle (cf. [123]). Personal navigation systems are based on portable de-
vices and sensors which make the localisation possible. Personal navigation systems
are further categorised by diﬀerent localisation approaches. An infrastructure-based
system takes advantage of existing or specially designed infrastructure in the local-
isation process (such as GSM, WLAN, or GPS), while infrastructure-free methods
are based on information derived from devices that are carried by the user.
Personal Dead Reckoning (PDR) is a special type of system which provides a relative
position estimate by tracking the diﬀerential movement of humans over time and
provides an integrated position as a result (for example by estimating step length
and the number of steps taken).
3.1.1 Frame of reference, maps, and localisation
Localisation is a process of determining one's position with respect to some frame of
reference. The frame of reference is deﬁned by a coordinate system and its origin. For
example, Global Positioning System (GPS) uses an Earth-ﬁxed spherical coordinate
system, which speciﬁes a position in terms of longitude, latitude, and distance from
the centre of the Earth. In general, the frame of reference can be ﬁxed to any local
(or global) coordinate system and a position can be addressed with respect to it.
A map is deﬁned as a description of a physical environment for a speciﬁc application
[52]. A map represents the environment by some projection and simpliﬁcation. For
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Figure 3.1: An example of a feature map in the Cartesian coordinate system
localisation the representation of the map should be such that the observations can
be associated with the map features and by doing so the location of the observer can
be derived. For example, in Figure 3.1 a two-dimensional feature map is represented
in a Cartesian coordinate system. The map features are given with respect to the
origin of the frame of reference as:
m =

(x1, y1)
(x2, y2)
(x3, y3)
(x4, y4)
 . (3.1)
To localize the observer (black dot in Figure 3.1) with respect to the map, the
features must be observed by some sensor. A sensor measurement is usually trans-
formed to a range or bearing or combined measurements to map features. The
measurement must also be associated with the map features; that is, each measure-
ment (range or bearing) should be assigned to a speciﬁc feature. This is called data
association. Because the sensor is carried by the observer, the measurement is per-
formed in the body's frame of reference ((xb, yb) in Figure 3.1). To deﬁne a position
uniquely in 2D, in the case of Figure 3.1, one needs: 1) three range measurements
(trilateration [11]); 2) three bearing measurements (triangulation [11]), or 3) two
combined angle and bearing measurements with reference to known features.
In Figure 3.1 the map features are so-called point features. The point in a physical
environment can be any object which can be detected as a point, for example a
pillar, a tree, or a corner. In general feature maps represent the environment by
19
Figure 3.2: Feature Map, with lines and corners
means of extracted features. These features can be any suitable landmarks for the
selected sensor and environment (e.g. trees, walls, corridors, corners, or boxes). The
landmarks (features) are presented with their parameters in the global coordinate
system. Figure 3.2 shows an example of a feature map which has two kinds of
extracted features: corners (point objects) and lines are given.
Another type of map representation is an occupancy grid map. An occupancy grid
[96, 42] or evidence grid [126] represents the environment by dividing it into cells.
Each cell has a value that indicates if the cell is occupied by an obstacle. Usually,
an occupancy grid is used in a probabilistic manner, which means that each cell has
a state that states the probability of that cell being occupied. The estimation of
each cell is usually decomposed to static estimation for each cell (that is, the cell
probability depends on other cell values) using binary Bayesian ﬁltering ([138] pp.
94, 284-293).
Bayesian ﬁltering allows the use of a sensor model to represent the measurement
uncertainty. This makes the occupancy grid suitable for mapping with inaccurate
sensors, such as ultrasonic sensors.
In Figure 3.3 an example of an occupancy grid and a sensor model for a range sensor
is given. The black area is free, the white one is occupied, and the grey one unknown.
The right-hand image shows the sensor model for an accurate range sensor. The
area between the robot and the obstacle, reported by the sensor, is obviously free
space.
In general, mapping is a process of transforming the sensor observation into map
features (or probabilities in the case of an occupancy grid) using appropriate sensor
models. Mapping requires the position from which the observation was taken to be
known. Simultaneous Localisation And Mapping (SLAM) is a problem of estimating
both the location and the map simultaneously.
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Figure 3.3: Occupancy grid and sensor model examples. Left: occupancy grid of
an oﬃce corridor. The white cells are occupied cells (walls and obstacles) and the
black cells are free space. The grey area is unmapped/unknown. Right: a sensor
measurement is added to the map by updating both the free space (which the range
beam has passed through) and the obstacle as occupied (point of reﬂection).
3.1.2 Continuous localisation
Localisation can be divided into two diﬀerent approaches: global and continuous
localisation. Global localisation can deﬁne the location without any previous knowl-
edge of the position. For example, GPS can pinpoint you anywhere in the world
in a matter of minutes from starting up the receiver. Continuous localisation is a
problem of tracking position over time. This is a state estimation process. At a
given time t , the robot is in some speciﬁc pose xt (position and orientation; the
notation pt is also used later) with respect to some frame of reference. In this thesis
a 2D pose is considered, that is:
xt =
 x(t)y(t)
ϕ(t)
 , (3.2)
where (x(t), y(t)) is a position of the localized entity in Cartesian coordinates and
ϕ(t) is the orientation of the body frame with respect to the frame of reference.
The state xt is the result of a series of executed controls:
u0, u1, ...ut = u0:t (3.3)
which has resulted in a set of past states:
x0, x1, ..., xt = x0:t, (3.4)
in each state an observation is made:
z1, z2, ..., zt = z1:t. (3.5)
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A convenient estimator for continuous localisation is a recursive estimator, which
estimates the next state on the basis of information about the previous state, con-
trols, and the most recent measurement. In Equation 3.6 a prototype of a general
state estimator for localisation in recursive form is shown:{
xˆ−t = f(xˆt−1, ut)
xˆt = g(xˆ
−
t , zt,m)
, (3.6)
where xˆt is used instead of xt to diﬀerentiate the estimate from the true state.
The ﬁrst equation corresponds to a motion model. A motion model is the input-
output model for predicting the movement between measurements on the basis of
the given controls. The second equation is an observation model. The observation
model updates the prediction made with the motion model by using the most recent
measurement and map m.
Continuous localisation can lead to a dead reckoning or absolute position esti-
mate. The principal diﬀerence is that dead reckoning uses only the motion model
(f(xˆt−1, ut) in Equation 3.6) for updating the state. Absolute positioning provides
a position estimate with respect to a map by using g(xˆ−t , zt,m).
3.1.2.1 Dead Reckoning
Dead reckoning comes from an old term used in navigation and means the process
of determining one's position from a compass direction and the estimated distance
travelled (speed and time), but in general dead reckoning in robotics refers to the
calculation of position from motion sensor feedback. The terms odometry and iner-
tial navigation are used in a similar sense, but the diﬀerence lies in how the position
is derived. Odometry refers to a process in which the robot's position is determined
from wheel encoders (or similar sensors) and a kinematic model of the robot or
vehicle. Inertial navigation refers to the usage of inertial sensors. Inertial sensors,
such as a gyroscope, accelerometer, and inclinometers, give information about the
inner state of a body. Dead reckoning gives an estimate of relative movement from
the initial position. Thus it does not give an absolute position with respect to the
map, but it shows how far and in which direction the entity has travelled from the
starting point.
Basically, all three terms lead to the same solution. Given an initial state xt−1 the
task is to estimate the movement at the interval t−1→ t and derive the next state.
Basically, no matter what is the approach called (odometry, dead reckoning, or
inertial navigation), one can compute a diﬀerential movement (dxt, dyt, dϕt), which
is the diﬀerential movement from state xt−1 at interval t− 1→ t. This is illustrated
in Figure 3.4a. The diﬀerential movement is calculated with respect to the body
frame deﬁned by the state xt−1. The same movement is illustrated with respect to
the world/navigation frame of reference in Figure 3.4b. The diﬀerential movement
(dxt, dyt, dϕt) can be expressed in polar coordinates as:
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a)
b)
Figure 3.4: Dead reckoning principle. a) Movement in body frame of reference b)
movement in global frame of reference.
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{
dl =
√
dx2t + dy
2
t
β = atan2(dyt, dxt)
, (3.7)
where atan2 is an algorithm to compute the principal value arc tangent of y/x for
given y and x in range of (−pi, pi]. The same movement in polar coordinates with
respect to the world coordinate system can be expressed by the pair (dl, α), where
α is deﬁned as:
α = ϕ(t− 1) + β (3.8)
The diﬀerential movement in Cartesian coordinates with respect to the world frame
of reference is then: {
dxw = dl cos(α)
dyw = dl sin(α)
(3.9)
The change in orientation (dϕt) remains the same between the transformations and
thus the new pose estimate can be given as:
xˆt = xˆt−1 +
 dxwdyw
dϕt
 . (3.10)
Equation 3.10 is often used to replace the motion model in Equation 3.6. In this
case the diﬀerential movement is used as the control signal:
ut =
 dxtdyt
dϕt
 , (3.11)
where the diﬀerential movement is calculated with respect to the pose at time t− 1,
as shown in Figure 3.4a. This diﬀerential movement is always aﬀected by drift,
which means that the measured (or calculated) movement is a sum of the actual
movement and measurement error: dxtdyt
dϕt
 =
 dxrt + extdyrt + eyt
dϕrt + eϕt
 , (3.12)
where the superscript r is used to denote the real displacement from the previous
pose and e to denote the measurement error (also called noise). The dead reckoning
error is driven through Equations 3.7-3.10. Equation 3.10 is integrative, which
means that every time the update is performed, the error is also integrated into
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a) b)
Figure 3.5: Example of noise evolution in dead reckoning. a) The noise is generated
mostly in the direction of movement; b) the noise is generated in the direction of
movement and in the heading measurement.
the result. Additionally, the resulting error in pose is non-linear, because of the
non-linear transformations made.
Figure 3.5 illustrates the evolution of pose uncertainty in simulated movement. In
the left-hand image the noise is mostly generated in the direction of movement,
while in the right-hand image the noise is also induced in the heading measurement.
The blue dots represent the possible poses at a given time instant. The estimation
starts from the more concentrated clouds and as the simulated body moves forward,
the uncertainty grows, which is visible as large clouds in the image. The shape of
the clouds also depends on the shape of the trajectory.
This means that dead reckoning can only be used for short-term localisation meth-
ods. No matter how accurate the dead reckoning estimate is, the error will eventually
grow beyond any given boundary. The dead reckoning error is typically expressed
as percentages of distance travelled. For example, in the case of a simple robot with
wheel encoders, the typical error in a dead reckoning estimate is around 1% of the
distance travelled. However, the heading error depends mainly on the kinematics
of the robot. The heading error largely aﬀects the shape of the estimate (which is
visible in Figure 3.5b) and therefore makes the estimation of the true dead reckoning
error diﬃcult. A relatively common practice is to measure the dead reckoning error
as the displacement error of a round trip (travelling through some loop and ending
up in the starting position). The problem with this type of measurement is that
the position displacement does not reveal the true error, because the heading and
displacement errors are coupled. Nevertheless, it gives an idea of the magnitude of
the dead reckoning error and it is therefore used as one measure of accuracy in this
thesis.
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3.1.2.2 Probabilistic map-based localisation
As illustrated in the previous section, the dead reckoning error grows without limits.
Additionally, dead reckoning only estimates the movement with respect to the initial
frame of reference. In most of the applications the pose must be calculated with
respect to the given frame of reference (often deﬁned by the map) and the accuracy of
the pose estimate needs to be within the given limits. To be able to do this, one needs
information about the absolute pose with respect to the given frame of reference.
This information is obtained by measuring the actual state of the environment with
a sensor(s). The map-based localisation problem is to ﬁnd the pose that best ﬁts
the measurement on the given map. Continuous map-based localisation tracks the
localised entity continuously, so that the ﬁtting is done locally in the surroundings
of the estimated pose. Basically, the accuracy of the dead reckoning deﬁnes how
large the search area should be or how long the intervals without any updates can
be.
The biggest challenge for localisation is uncertainty. The models are never perfect,
which causes errors in predictions; sensor measurements are noisy (some more than
others) and the environment model is an approximation. Additionally, in reality the
environments are rarely truly static (for example, moving people, changing furniture,
new radio beacons etc.). Therefore, all successful approaches to localisation are
basically probabilistic. This means that instead of the state being estimated directly,
the probability distribution of the state is estimated [138]:
p(xt | z1:t, u1:t,m). (3.13)
Equation 3.13 gives a conditional posterior probability distribution of state xt, which
at time t holds all the information about the earlier controls and measurements. This
probability distribution is also called as belief [138]. The update of the distribution
given by Equation 3.13 is called Bayes ﬁltering. The applications of Bayes ﬁlters
applied into localisation are called Markov localisation [138]. Markov localisation
dates back to the mid-'90s and is currently widely used in robotics (cf [53, 99, 19, 16]).
The updating of Equation 3.13 can be formulated as a recursive procedure, which
inputs the previous posterior, current control and measurement (derivation can be
found e.g. [138] pages 31-33):
{
p(xt | z1:t−1, u1:t,m) =
∫
p(xt | xt−1, ut,m)p(xt−1 | z1:t−1, u1:t−1)dxt−1
p(xt | z1:t, u1:t,m) = ηp(zt | xt,m)p(xt | z1:t−1, u1:t)
, (3.14)
where p(xt | z1:t−1, u1:t−1,m) is the posterior from the previous iteration, p(zt | xt,m)
is the measurement probability, which gives the probability of the measurement zt
given the state xt, and p(xt | xt−1, ut,m) is called a state transition probability and
corresponds to the motion model deﬁned earlier. The prediction p(xt | z1:t−1, u1:t,m)
is obtained by integrating the product of belief at time t-1 and the probability that
control ut induces the transition from xt−1 to xt.
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In general the Bayesian ﬁltering cannot be solved in a closed form. A popular method
for Bayesian localisation is Monte Carlo Localisation (MCL), introduced Fox et.al
[53]. MCL is a particle ﬁlter, which approximates the posterior distribution by a set
of random samples drawn from it:
p(xt | z1:t, u1:t) ∼ χt =
 (x
1
t , w
1
t )
...
(xNt , w
N
t )
 (3.15)
A sample χit = (x
i
t, w
i
t) of a posterior distribution is called a particle. Each particle is
an instantiation of the state at time t, with a weight that represents the probability
of how likely the particle is. The goal of the particle ﬁlter is to represent the
posterior with the particle set. To do so, the number of particles should theoretically
be inﬁnite. In practice a large enough number is enough. The strong point of
the particle ﬁlter is that it is non-parametric, and can represent practically any
distribution. The downside is that it is a numerical approximation, which in many
cases is computationally heavy.
The Bayesian ﬁltering process is intuitively explained with MCL algorithm. If there
is a posterior distribution χt−1 and a dead reckoning estimate (dxt, dyt, dϕt) for
movement t− 1→ t, the posterior at time t can be calculated using Algorithm 1.
Algorithm 1 goes through every particle. In Line 2a the prediction is calculated
using the assumed pose at time t-1. The motion model p(xt | ut, xit−1,m) in this
case calculates the motion from state (pose) xit−1 according to the input ut and
adds the necessary noise according to the speciﬁed noise model. For example, using
the Equation 3.12 and assuming normally distributed noise with zero mean and σ2
variance for the dead reckoning estimate, the noise is induced to the Equations as: dxtdyt
dϕt
 =
 dxrt +N(0, σ2x)dyrt +N(0, σ2y)
dϕrt +N(0, σ
2
ϕ)
 . (3.16)
Now the Line 2a can be computed using Equations 3.7-3.10 directly. The result is
that after this prediction each particle is moved according to the motion model to
a new predicted state, with added noise, thus giving the transition from p(xt−1 |
z1:t−1, u1:t−1) to p(xt | z1:t−1, u1:t).
Line 2b in algorithm 1 incorporates the measurement into the distribution. The
weight wit is updated as a product of the previous weight, and the measurement
likelihood is then normalised with η to force the distribution sum into one. Thus
the weight can also be interpreted as a probability of the state (within given distri-
bution).
To give an example, given a range measurement zt = rm into a certain direction,
the predicted position xit and the map can be used to compute the predicted mea-
surement rp. rp is the distance that would be returned by a sensor, which measures
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Algorithm 1 Basic Monte Carlo Localisation Algorithm using dead reckoning
Inputs:
 map: m
 Dead reckoning information: ut = (dxt, dyt, dϕt)
 Pose distribution at time t-1 : χt−1
1. χ−t = χt = 0
2. for i=1 to M do
(a) sample xit ∼ p(xt | ut, xit−1,m)
(b) wit = w
i
t−1ηp(zt | xit,m), where η = 1Pwit
(c) add (xit, w
i
t) into χ
−
t
3. endfor
4. if(Resampling)
(a) for m=1 to M do
i. draw i with probability wit
ii. add (xit,
1
M
) to χt
(b) endfor
5. else χt=χ
−
t
6. return χt
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Figure 3.6: Posterior distribution with particle ﬁlter
with absolute accuracy, from pose xit. Now p(zt | xt,m) determines the likelihood of
the real measurement being taken from xit, given that the sensor and the map will
have inaccuracies. If the inaccuracies are modeled as Gaussian, then p(zt | xt,m)
can be given as:
p(zt | xt,m) = 1√
2piσ
exp(−(rp − rm)
2
σ2
), (3.17)
where σ is the standard deviation of the measurement inaccuracy. The weight
is calculated for each particle, and the set of weighted particles approximate the
posterior. An example of a pose posterior is illustrated in Figure 3.6. All the
particle positions (x,y) are plotted in the ﬁgure with their colour-coded weights.
The red particles have a good probability, while the blue ones have a low one. The
distribution illustrated in 3.6 is a good example of the advantages of particle ﬁlters.
The red and green coordinate axes in the image represent the weighted mean of the
pose. The true pose of the robot in this case was in the corridor, which is the red
area in the middle of the image. The posterior distribution in this case is called
multi-modal.
If the loop between Lines 2 and 3 in Algorithm 1 were repetitively repeated, the
particle ﬁlter would gradually diverge. This is because in Line 2a the prediction
adds noise to the distribution and 2b only updates the weights, and thus it does not
re-shape the distribution. The trick of the particle ﬁlter is in the resampling (Steps
4-5 in Algorithm 1). Intuitively, the resampling phase removes particles with a low
probability and replaces them with copies of those that have a high probability. In
this way a limited number of particles is resampled to the area which more probably
represents the posterior of the estimate.
In practice the resampling discretises the estimated posterior. Therefore some care
should be taken when the re-sampling is performed. Resampling too often might lead
to a situation in which only a few particles represent the whole distribution, which
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is not likely to be the true one. Sampling too rarely might cause the distribution
to diverge. One indication of the distribution divergence is the variance of the
weights. A large variance means that there are particles with very low and very
high probabilities. This is the reason why Algorithm 1 has a conditional Sampling
Importance Resampling (SIR) update. If no SIR is run the updated weight (Line
2b) is used; otherwise the weights are equalized to 1
M
.
Another strong argument for using particle ﬁlters is the ﬂexibility with which a priori
information can be added into it. Information such as if the particle travels through
the wall, then its weight should be zero, can quite easily be added to the calculation
of the weights, but this would be very diﬃcult with some other methods. The
calculation of the likelihood is also very ﬂexible. The information has to indicate how
likely it is that the particle xit represents the correct state. Additionally, p(zt | xt,m)
can fuse information from multiple sources. If the measurements are independent,
the weighting can be computed as:
p(zt | xt,m) =
N∏
k=1
p(zkt | xt,m). (3.18)
3.2 Personal Navigation Systems
3.2.1 Overview
Personal Navigation is an inviting area as it has a wide area of applications and a
large number of potential end users. Currently there is a lot of research on the area
and many commercial products have been developed. The applications range from
manufacturing (tracking assets and people) to single users (e.g. sports and location
awareness services). Location-based services allow searches based on a person's
location and, further, the location information may be used to guide the user to the
location of a service. Personnel tracking may improve safety, security, and eﬃciency.
Personnel tracking introduces beneﬁcial applications, such as:
 doctors and vital instruments are found faster if the locations are known;
 patients tracking may trigger an alarm if a patient wanders;
 a location provides information for rescue personnel in the event of an accident
(collapsed mine shaft, ﬁre etc) [28, 41];
 in time-critical missions (e.g. SWAT, military, or ﬁre-ﬁghting) personnel track-
ing provides situational awareness [28].
Personal navigation is also widely used in sports. Wrist computers with GPS re-
ceivers, compasses, barometers, and pedometers are sold on the market. These
30
sports watches compute trajectories and proﬁles for the user, which provide addi-
tional value to their users. Personal localisation may also improve the quality of
life by providing a means to aid visually impaired people in navigating in unknown
environments [91].
In general, the solutions for personal navigation can be divided into three groups[141]:
 satellite-based systems
 network-based systems
 sensor-based systems
Satellite-based systems currently mostly use the well-known GPS (in future Galileo
will also be used) and are mostly restricted to outdoor use. Network-based systems
utilise existing Radio Frequency (RF) communication networks, such as GSM (cf.
[22, 85, 108][22, 85, 108]), WLAN (cf. [141, 41, 24]), UWB (cf. [68, 140, 28]),
or Bluetooth. The IEEE 802.11 wireless network is the most popular network for
indoor positioning [141, 79, 41].
Sensor-based systems measure human movement with sensors that are carried by
the user. The sensors measure the relative movement of a human by integrating
accelerations, angular rates, and step and compass information. The sensor setups
may also provide absolute information relative to the environment by measuring e.g.
distances in the environment with ultrasound, infrared, or laser, or by using magnetic
or barometric sensors. Sensor-based systems may be used to provide additional
information to a system that fuses the information with e.g. a GPS or network-
based system [91, 69, 141, 47].
Another way to divide the solutions is into outdoor and indoor applications. For
outdoor use the GPS provides 30 satellites for accurate navigation. The European
Galileo system will double the number of satellites, resulting in better coverage and
making outdoor localisation even more accurate. There are works that fuse GPS
with other means to get better coverage or accuracy (e.g. [91, 95]). In this thesis
GPS is considered to be accurate enough to complement any personal navigation
system that could be used indoors.
The more challenging areas for personal navigation are GPS-denied areas such as
dense forests, mines, tunnels, and indoor environments (all of which will just be
called indoors from now on). Indoor localisation methods can be divided into
infrastructure- or beacon-based and stand-alone systems. The infrastructure-based
methods rely on some existing or dynamically conﬁgured network of beacons and
receivers. The stand-alone systems are used in the same way as the sensor-based
systems above. These calculate the position of the person with respect to some
starting position, without the need for any extra installations. The infrastructure-
based methods are more often suitable for generic indoor localisation, while the
stand-alone methods are designed for human localisation only. In many cases the
methods are complementary, and one can beneﬁt from another.
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Figure 3.7: MEMS accelerometers and gyros
The following sections will review the current state of the art of indoor localisation.
The emphasis is placed on the stand-alone systems.
3.2.2 Personal Dead Reckoning systems
Personal Dead Reckoning (PDR) systems estimate human motion by estimating
the direction of movement, detecting steps, or measuring the size of the steps, the
frequency of walking, the speed of the body, or the speed of the foot, or a combi-
nation of these. The following subsections will introduce the sensors and methods
commonly used in PDR.
3.2.2.1 Sensors for Personal Dead Reckoning
PDR systems measure movement with body-mounted sensors, such as accelerome-
ters, gyroscopes, magnetometers, and barometric pressure sensors. The development
of Micro-Electro-Mechanical Systems (MEMS) technology has brought several small-
sized, low-cost sensors for this purpose to the market. Typical MEMS accelerometers
and gyroscopes are illustrated in Figure 3.7.
An accelerometer measures the linear acceleration of a body. The speed of the body
may be calculated by integrating the acceleration signal once and the distance by
double-integrating the signal over time.
Unfortunately, there are several factors that contribute noise to the acceleration
measurement. Gravity causes errors in the signal if the orientation of the sensor is
not perfectly known. To be able to integrate the distance of travel correctly one
needs to have the sensor correctly oriented all the time (which does not hold true
while walking). The output am(t) of an accelerometer can be written as am(t) =
a(t) + aoe(t) + ad(t), where a(t) is the true acceleration, aoe(t) is the orientation
error and the ad(t) is the drift (e.g. temperature drift).Thus, double-integrating the
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Figure 3.8: Drift-compensated acceleration signal (left) integrated into speed (right)
measurement will also integrate the bias components, resulting in a cumulative error.
An example is given in Figure 3.8. The left-hand image shows raw acceleration
measurement data recorded from a sensor that was static on a table for over an
hour. The signal mean is subtracted from the signal to remove the orientation bias.
The right-hand image shows the integrated velocity. Even though the measurement
was made in optimal conditions, the speed value has a signiﬁcant amplitude which
exceeds 5 m/s.
Another displacement sensor used for PDR is a barometric pressure sensor. The at-
mospheric pressure changes with movement upwards or downwards and in principle
provides an absolute measure of the height of the sensor. In this case the natural
changes in the atmospheric pressure will cause bias in the measurement. Sagawa et
al. [122] present a method for using a barometer as a vertical displacement sensor.
They use a band pass ﬁlter which passes a signal around 0.3 Hz (with 1000 ampli-
ﬁcation). The design of the band pass ﬁlter is based on the assumption that the
air pressure changes slowly, while electrical noise is rapid and walking up or down
stairs is somewhere in the middle. The given transfer function for the ﬁlter is:
G(s) =
−1000ω2s
s2 + 2ζω + ω2
, (3.19)
where the damping factor ζ =
√
2
2
and the natural frequency ω = 0.6pi. The ﬁlter
is a derivator and thus the vertical distance value is obtained by integrating the
output of Equation 3.19 (and by multiplying by calibration coeﬃcient). The error
of vertical displacement was reported to be 11.1% [122].
A gyroscope measures the angular velocity around the measurement axis. Integrat-
ing the gyro output over time results in a heading estimation:
ϕ(t) = ϕ0 +
∫ t
t0
ω(t)dt. (3.20)
Similarly as in the accelerometer case, the measured output ω˜(t) = ω(t) + ωb(t) is
a sum of the bias and real angular velocity. Thus continuous integration will result
in a continuously growing error in the heading estimate. One way of reducing the
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error in the heading estimate is to estimate the bias using the average over some
given time that the sensor is static:
b˜ =
1
N
N∑
i=1
ω˜i, (3.21)
where ωi is the sensor output sample when the sensor is static. While this works
suﬃciently well for high-quality gyros (such as ﬁbre optic gyros or laser ring gyros),
the method is not suﬃcient for low-cost gyros. Gyros introduce a term called bias
stability. This refers to the change in bias measurement over time. An example of
the sensor bias and its stability is given in Figure 3.9. The ﬁgures are obtained by
reducing the bias from a complete data set using ﬁrst 10 s, 100 s, and 1000 s for
the bias estimation. It can be noticed that the bias calculated within the ﬁrst ten
or hundred seconds does not describe the complete bias. This is probably due to
the temperature change inside the gyro during start-up. Even though the 1000-s
bias averaging seems stable (rightmost image in Figure 3.9 ), within one hour the
estimated angle has a maximum value of 450 degrees, which is more than one full
circle.
The data were collected with a MEMS gyro. Other types of gyroscopes include the
piezo electric gyro, ﬁbre optic gyro, and ring laser gyro. MEMS and piezo gyros are
usually the cheapest, but have an error of ~0.1 deg/s. Fibre optic gyros have an
error of around 20 deg/hr and ring laser gyros of 0.1 deg/hr or less.
A magneto-resistive sensor can be used to measure the magnetic ﬁeld of the earth and
thus provide an absolute measure of the heading. These sensors are more familiarly
called compasses. A compass is known to be sensitive to the magnetic disturbances
that are caused, for example, by electric power lines and steel structures. Some of the
disturbances may be removed with hard-iron calibration [132, 54]. The purpose of
hard-iron calibration is to remove the disturbances caused by nearby static metallic
objects by reshaping the output of the compass. Compass and gyro measurements
are often fused to get a more reliable estimate of the heading. The gyros provide
accurate short-term information, while a compass may have short-term biases, but
long-term stability. A Kalman ﬁlter is a common way to fuse information. The
estimation is done in two steps: 1) prediction and 2) updating. The prediction
phase uses a system model and input to predict the state of the next measurement.
A simple example is to use a gyro as the system input and have a constant system
model; that is: {
ϕ(t|t− 1) = ϕ(t− 1|t− 1) + ω∆t
P (t|t− 1) = P (t− 1|t− 1) +Q∆t , (3.22)
where ϕ(t|t − 1) is the predicted heading, ϕ(t − 1|t − 1) is the estimated heading
(during the last update), ω is the measurement of the angular speed within the
time step ∆t. P (t|t − 1), and P (t|t) are the prediction covariance and posterior
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2)
3)
Figure 3.9: Integrated angle from gyro output using: 1) 10-s; 2) 100-s, and 3) 1000-s
bias estimate. The sensor was static during the measuring.
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Figure 3.10: An example of Kalman-ﬁltered heading using simulated data. In the
left-hand image are the simulated measurements and true heading. On the right are
the estimated output and the true heading.
covariance, respectively. Q is the variance of the gyro measurement. An updated
heading estimate is calculated when the measurement z is got from the compass:
e = z − ϕ(t|t− 1)
S = P (t|t− 1) +R
K = P (t|t− 1)S−1
P (t|t) = P (t|t− 1)−KSK
ϕ(t|t) = ϕ(t|t− 1) +Ke
, (3.23)
where R is the compass variance and K is so-called Kalman gain.
An example of the estimation process is given in Figure 3.10. The left-hand image
in Figure 3.10 hows a noisy compass measurement and a biased gyro measurement
with the true heading. The estimated heading is shown in the right-hand image,
with the true heading.
The Kalman gain is adapted in Kalman ﬁltering, so that the prediction and update
leads to an optimal solution (in terms of minimum variance). The Q and R pa-
rameters have a great eﬀect on the K and thus they are the tuning parameters. If
greater reliance is being placed on the gyro, then Q is small and R should be big and
vice versa. The diﬃculty in choosing the parameters comes from the fact that these
should describe the true error of the sensor. A compass may provide sub-degree
accuracy in optimal conditions. However, in indoor conditions disturbances may
cause the sensor bias to be in tens of degrees. The bias from the environment is
unpredictable and can cause a coloured heading estimate.
Kim et al. [77] present a method that detects the compass disturbance by comparing
the compass and gyro angular rates to detect if there is any magnetic disturbance.
The method works if the disturbance is sudden, but not if the disturbance is con-
stant, for example, if the user is standing still in front of an electric power line.
Foxlin [54] states that the disturbances from the environment are correlated to the
position. He proposes that compass measurements should be used only every now
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Figure 3.11: Collection of Inertial Measurement Units
and then (e.g. only after a new step has been taken). In this way the measurement
errors are less correlated with each other and can be treated as additional noise.
Inertial Measurement Unit (IMU) is an integrated 3D-measuring sensor often com-
posed of three accelerometers and three gyroscopes. Some of the sensors are equipped
with additional magnetometers. The IMU conﬁguration is called a strap-down con-
ﬁguration if the components are ﬁxed into a common chassis and are not actively
controlled [97]. This is almost always the case with low-cost MEMS IMUs.
An IMU is needed to estimate the position and attitude of a free-ﬂying object.
In Figure 3.11 shows a few currently available MEMS IMUs. The size of these
components has been scaled down and they are now cubes only a few centimetres
square, which makes them feasible for human dead reckoning too.
Attitude and position tracking is an iterative process that is often referred as strap-
down inertial navigation [97, 104]. All values are measured in a sensor coordinate
system with respect to the sensor body and therefore should be converted into the
world coordinate system for subsequent processing. The transformation of the accel-
erations into the world coordinate system requires knowledge about the orientation
of the sensor.
The sensor orientation (α =Roll, β =Pitch, γ = Yaw, see Figure 3.12) can be
described by the transformation matrix E between the initial orientation (initial
frame) of the sensor and its current orientation. At the beginning E is an identity
matrix, or it may be initialised using the initial knowledge of the sensor orientation.
The matrix E is updated by partial rotations (so-called small angles) during the
measurement with respect to rotation around all the axes of the sensor in each
measuring step. The small angles are used as parameters for the rotations and are
computed as the integrated angular velocity (independently in each axis) between
two successive measured data samples.
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Figure 3.12: World frame of reference and sensor coordinates
In this manner the updating of the matrix E can be described as an iterative process:
E(t) = E(t− 1)Rx(∆α(t))Ry(∆β(t))Rz(∆γ(t)), (3.24)
where ∆α(t),∆β(t),∆γ(t) are integrated angle values from the sample t-1 to t. The
rotation matrices are deﬁned as:
Rx(α) =
 1 0 00 cos(α) −sin(α)
0 sin(α) cos(α)
 (3.25)
Ry(β) =
 cos(β) 0 sin(β)0 1 0
−sin(β) 0 cos(β)
 (3.26)
Rz(γ) =
 cos(γ) −sin(γ) 0sin(γ) cos(γ) 0
0 0 1
 (3.27)
The orientation of the sensor is used for the transformation of the acceleration values
from the sensor coordinate system to the world coordinate system as follows:
aw(t) = E(t)am(t), (3.28)
where aw is the acceleration vector in the world frame of reference and am is the
measured acceleration vector in sensor coordinates. After the measurement is trans-
formed to the world coordinate frame, the eﬀect of gravity (z-component with a
38
Figure 3.13: Stance phases
magnitude of g) must be subtracted from aw. The transformed accelerations and
angular velocities can be integrated to update the velocity and position estimates
in the world frame of reference.
Using an IMU provides a means to estimate a position in 3D. However, IMU is
no better in the sense of drift and biases than a single gyro or an accelerometer.
The error sources in this case are the drifts in angular velocities and the error in
the initial pose of the sensor. After transformation, the gravitation is removed
from the z-axis and the acceleration values are integrated into velocities or positions
(2nd integration). Additional errors in this transformation come from the drifts in
accelerations.
3.2.2.2 Human motion analysis
To achieve greater accuracy in the estimated position, further assumptions must
be made. Practically all PDR systems take advantage of how humans move. In
general, there are nearly unlimited possibilities for human motion (e.g. Wikipedia
introduces some 26 diﬀerent gaits); however, the average human moves by means
of walking or running. Walking is a cyclical process, which has two main phases: a
stance phase (the foot is on the ground) and a swing phase (the foot is in the air)
[4].
The stance phase can be further divided into the initial contact, loading response,
mid-stance, and terminal stance phases. The swing phases are likewise divided into
the preswing, initial swing, midswing, and terminal swing phases [4]. Figure 3.13
illustrates the stance phases: the loading response (left); mid-stance (centre), and
terminal stance (right) phases. According to [4] the loading response phase is about
10% of the gait. During the loading response phase the foot comes into full contact
with the ﬂoor and the whole weight of the body is on the stance foot.
A simple experiment was performed to get an idea of the dynamics of human motion.
The data were collected with an IMU (Microstrain Inertia-Link) that was mounted:
1) on the foot; 2) at the waist, and 3) on the head of a walker. Figure 3.14 shows
3D accelerometer measurements taken from one foot while walking. In the ﬁgure
Line 1(red) is the forward acceleration (roughly, since the accelerometer was not
perpendicularly mounted on the foot), Line 2 (green) shows the sideways acceler-
ation, and Line 3 (blue) the vertical acceleration. The left-hand image shows the
clear pattern between the stance phases and swing phases. The right-hand image
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Figure 3.14: Accelerometer signals from one foot while walking. Left: continuous
walking, right: one gait cycle.
shows one gait cycle. The signal shows that between 6.5s and 6.8s the leg is in the
mid-stance. During this time there are no accelerations applied to the sensor. In
the terminal stance preswing phase (around 7s) the leg rotates, which is visible as
oscillations in the acceleration signal. The toe-oﬀ is followed by swing phases which
are visible in long forward acceleration (Line 1: from 7.1s to 7.4s), which ends in
the initial contact and loading response. The initial contact can be read from a high
acceleration peak of vertical acceleration (Line 3) and from the rapid deceleration
of forward acceleration. This is the moment when the heel hits the ground and it is
often used for step detection.
The forward velocity of the body is near-constant while walking. At the same time
the foot velocity varies from zero to more than double the body velocity. Addition-
ally, the vertical trajectory of the centre of mass is smoothed by the coordinated mo-
tion of the foot, ankle, and knee (see Figure 3.15). For sensor placement this estab-
lishes some principle diﬀerences. In the earlier work the division of sensor placement
can mostly be made between body-mounted sensors [46, 141, 91, 112, 84, 47, 77] and
foot-mounted sensors [54, 104, 122, 8, 132]. Additionally, in [7] a helmet-mounted
PDR is presented and in [72] a handheld device (although the device is not in the
hand but e.g. in a pocket).
Figure 3.16 shows a comparison between forward acceleration signals measured from
the foot, waist, and head while walking. The foot signal has the largest variation.
It is also relatively easy to read the diﬀerent stages of walking from this signal. The
magnitude of the signals measured from the waist and head is lower and there is
no stance phase visible, which supports the fact that the body is moving close to a
constant speed. The right-hand image in Figure 3.16 plots the vertical accelerations
from the same sensor placements. Again the accelerations measured from the foot
have the greatest variance, but now the vertical accelerations from the waist and
head show a wave pattern. This pattern is caused by the vertical movement of the
centre of mass, as illustrated in Figure 3.15.
A good deal of work has been done on analysing human walking in the personal
dead reckoning context, as well as in many other applications. For example, Kato
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Figure 3.15: Coordinated motion of foot, knee, and ankle smooths the pathway of
center of mass (courtesy of [4])
Figure 3.16: Acceleration signals measured from foot, waist, and head. Left: forward
accelerations, right: vertical accelerations.
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[73] presents early work on human stride measurement. The stride is measured with
an ultrasonic transmitter/receiver pair attached to the shoes. The device measures
the stride continuously. The results show that while walking there is a dominant
leg and a subordinate leg, which means that the stride length may diﬀer between
the left and right feet. It was also observed that the stride length varies during
the acceleration phase, which was especially visible in the fast walking experiments.
Usual gait times of 1.5s for slow walking, 1.2s for normal walking, and 1.0s for fast
walking were reported.
Ladetto analysed the variation in step length in [84]. He experimented with 20
persons who walked with a constant frequency. He obtained results that indicate
that with a given frequency the step length varies from 15% (60 steps/min) to
4% (130 steps/min). From the same tests he concluded that there is a correlation
between the step length and step frequency. For example, a mean length of 60 cm
was obtained with 60 steps/min and one of 90 cm was obtained with 130 steps/min.
3.2.2.3 Step detection
One way to determine human motion is to detect the gait of the human and to
estimate the length of the step instead of directly estimating the movement of the
sensor. In this way the error of the sensor noise is not integrated over time. Instead,
the error accumulates as a function of the number of steps taken. There are two
terms used in the literature to describe the measurement of human gait: step length
and stride length. Step length is the distance between successive foot strikes of the
opposite foot. Stride length is the distance between successive foot strikes of the
same foot [132, 4].
Basically, all PDR systems detect human gait somehow. The body-mounted systems
usually detect the peaks (maximum or minimum detection) of the vertical acceler-
ation (heel impacts) [84, 47], or use the zero-crossing of the acceleration magnitude
signal [72, 88, 141]. The zero-crossing method requires a three-axis accelerometer.
The method is based on the wave-like movement of the human body. The imple-
mentation of the method is shown in Algorithm 2. An example of the output of
Algorithm 2 is shown in Figure 3.17. The green spikes show the moment of the step
detection (zero-crossing). In this case the signal from an IMU is used directly but
often the signal is said to be ﬁltered with a low-pass ﬁlter to obtain more robust
results [72, 84, 141].
Kim et.al. [77] present a step detection algorithm that continuously matches the
foot movement to the gait pattern. The step is considered to be detected only if
the swing and load response phases occur in the right order. The detection of the
phases is based on thresholding the acceleration signal to lower and upper limits
that are based on which phase of the gait is ongoing.
Step detection with foot-mounted sensors is usually performed by detecting the
stance phase of the walking [54, 105, 104, 122, 8]. The basic idea is to detect from
the signals a moment when the signal is close enough to zero (mid-stance). Ojeda
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Algorithm 2 Acceleration Magnitude Zero-Crossing step detection
1. Compute acceleration magnitude: A =
√
a2x + a
2
y + a
2
z
2. Subtract the magnitude of gravity: A˜ = A− g
3. Compute the sign of signal A˜: S = sgn(A˜)
4. The steps may be counted from the zero-crossing i.e. when S changes sign
(e.g. from negative to positive)
Figure 3.17: Step detection result using zero-crossing method
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and Borenstein [104] describe a step detection algorithm that uses the magnitude of
three-axis gyro values, with experimentally tuned thresholding to detect the zero-
velocity of the foot. Beauregard [8] describes a similar approach, but he used the
product of acceleration magnitude and angular rate magnitude.
3.2.2.4 Step and stride length estimation
The simplest pedometers estimate the distance by detecting steps and use a constant
length for the step. Obviously this is not accurate for position estimation, but can
be satisfactory for estimating energy consumption or the distance travelled during
the day (for example, for health purposes). For position estimation, there are two
categories of methods used for step length estimation: direct and indirect. The
direct methods use the sensor data directly to estimate the step (e.g. by double-
integrating the accelerations of the foot), while the indirect methods estimate the
step from sensor data that are only evidence of the step length (e.g. measuring only
the vertical acceleration while walking).
Weinberg [142] presentes an example of indirect step length (lstep) estimation using
vertical acceleration:
lstep =
4
√
Amax − Amin ∗ C0, (3.29)
where Amax and Amin are the maximum and minimum accelerations measured during
a single step and C0 is a calibration constant. The formula is based on the bounce
movement of the hip while walking. This method has been used at least in [141, 47].
According to [47] Equation 3.29 provides step length estimate within ±3% for the
same subject and ±8% across the variety of subjects.
Ladetto [84] studies step length estimation using a body-mounted IMU. He esti-
mates the step length using the acceleration in the direction of movement (antero-
posterior). In his work he shows that there is a strong correlation between the step
length and step frequency and presents Equation 3.30 for the estimation.
lstep = C0 + C1 ∗ fstep + C2 ∗ var(am(t)), (3.30)
where C0, C1, and C2 are parameters calculated by linear regression, fstep is the
measured step frequency, and var(am(t)) is variance of acceleration signal. On the
basis of the natural characteristics of step length, he does not use Equation 3.30
directly. Instead he proposes the following procedure:
1. consider a constant step value lstep at an interval of N steps;
2. compute the residuals between lstep and the predicted value using Equation
3.30;
3. estimate the mean and the variance of residuals N ∼ (µ, σ2);
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4. compute the the next constant lstep = lstep + µ.
This approach assumes that on average the length of a human step varies around
a stable value. It also smooths the eﬀect of possible outliers. Ladetto also con-
siders step length adaptation using Kalman Filtering. He incorporates the GPS
information using:
DGPS
Nstep
= lstep, (3.31)
where DGPS is the distance traveled (according to GPS) during Nstep steps. Ladetto
reports an accuracy of less than 2% of distance traveled.
Another indirect method is to integrate the absolute value of acceleration magnitude
[72, 77] over the step. For example, Kim et al. [77] estimate the stride length by
integrating the mean of the forward acceleration:
lstride = 0.98
3
√∑N
k=1 |am(k)|
N
, (3.32)
where the N is the number of acceleration samples during a stride.
A neural network has also been utilised in step length estimation [23, 7]. In principle,
linear regression and a neural network are the same in the sense that in both cases
the parameters are ﬁtted to given data. The results are also similar. Cho et al. [23]
report the distance error to be about 2% on average and Beauregard [7] reports an
error of a few percent.
The direct estimation of step or stride length basically requires sensors to be placed
into the foot. Kato built an ultrasound-based device to measure the length of steps
[73]. The device constantly measures the distance between the transmitter and
receiver on the basis of Time-Of-Flight. The measurement provides a direct step
length estimate. Yeh et al. [146] present a similar approach to Kato's system. The
distance between the legs is calculated using modiﬁed Cricket electronics [111]. The
foot placement is additionally estimated with accelerometers, which provides com-
plementary information. However, the paper reports large errors for both methods
(of a magnitude of 20% or more of the distance travelled).
A more conventional way to measure steps directly is to track the foot movement
during the swing phases. The basic principle is to estimate the position of the foot
in 3D. In essence this approach uses the Inertial Navigation formulae (such as 3.24
- 3.28), but instead of the estimate being calculated constantly, the estimation is
performed during the swing and corrected during the stance phase.
Sagawa [122] presents an early approach which uses three-dimensional accelerome-
ters and a gyroscope to track the pitch of the foot. The estimation is not performed
in full 6-DOF, but instead only in the direction of travel. With this method the
paper reports an error of up to 5% of the distance walked. Similar work is presented
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by Stirling et al. [132] with two 2-DOF accelerometers and a compass triad. In their
work the orientation of the sensor was also used to estimate the movement of the
foot in a plane. The actual stride length is computed by estimating the mean stride
velocity and the actual stride time.
Foxlin [54] is probably the ﬁrst to use 6-DOF IMU to estimate foot movements
in 3D. The measurement is performed with a foot-mounted wireless IMU, which
provides 3D acceleration, a 3D angular rate, and 3D magnetometers. Foxlin presents
a Kalman Filter-based solution, which estimates the position, pose, and drifts of the
sensor. The stance phase is used as a pseudo-measurement. During the stance phase
the foot is still, which means that the measurements should be zero and the foot
velocity should be zero. This information is used to update the sensor bias terms
and to correct the speed estimate, which have accumulated errors. This process
is called Zero-Velocity Update (ZUPT). This method is not just an estimate of
the step length. It actually estimates the position of the foot in 3D, which gives
the position, height, and orientation of the foot directly, without extra sensors.
Almost identical work is presented by Ojeda and Borenstein [104, 105] and later by
Beauregard [8], with the diﬀerence that in these the estimation is performed using
strap-down inertial navigation algorithms directly. In all cases the overall accuracy
is reported to be around 2%.
3.2.3 Bounded error Personal Navigation Systems for Indoors
Personal Dead Reckoning systems provide information about movement with respect
to some initial conditions. As described above, the errors are typically from 2%-10%
of the distance travelled. In position estimation, the heading error will also have a
signiﬁcant value. For example if a gyro drifts 1 degree within 100 m it can cause
an error in position of 0.86 m. The same happens if a compass gives a 5-degree
error within 10 m. This means that no matter how good the PDR system is, the
error will eventually grow to be unbounded. To limit the error one needs to have a
measurement that is based on some reference.
In [46, 141] a fusion of WLAN-based ﬁngerprinting, a map, and a PDR system with
a particle ﬁlters is presented. The PDR system presented by Evennou and Marx
[46] is based on step detection, assuming a constant step length. The heading was
estimated with a gyro. Wang et al. [141] additionally estimated the step length using
Equation 3.29. In both studies basically the same likelihood function for particle
updating is presented:
p(zt | xt,m) =
{
0, if particle crosses wall
1√
2piσ
exp(− r2e
σ2
), otherwise
, (3.33)
where re is the distance between the position indicated by the particle and the
measured position, and σ is the standard deviation of the measurement.
A system based on the Cricket system [111] and inertial navigation is presented by
Popa et al. [110]. In this work the PDR approach was used to provide the tracking,
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Figure 3.18: Dead Reckoning Module from PointResearch Corp
while the Line-Of-Sight was lost with the Cricket system. Herrera et al. [66] present
initial results with an integrated UWB and PDR system. In both studies the results
that are shown are only for a very limited indoor area.
Another approach is described by Korougi et al. [81], who use RFID tags as location
information sources. The tags are detected within 1.5 m and so the cell ID method
can be used when the location of the tags is known. The tags are situated in
places of interest (e.g. in front of paintings) and thus they provide a mean to
reset the dead reckoning errors. Further work by Kourogi is presented in [80]. The
localisation system is based on an IMU and a wearable camera. In the calibration
phase images from known locations are recorded into the database. The absolute
reference measurement is obtained by the image registration of the pre-recorded
images and the measured ones. Kourogi's approach requires a teaching phase, but
does not rely on any infrastructure. This is a major diﬀerence to the other works
presented. All the other systems require some infrastructure to be available and
calibrated.
3.2.4 Experimenting with commercial systems
3.2.4.1 DRM - III Dead reckoning module for personnel positioning
The DRM-III (Dead Reckoning Module) is a module for human positioning manu-
factured by the Point Research Corp. (see Figure 3.18). The module is designed to
be belt-mounted and provides the position information through a serial port. The
accuracy of the module is promised to be from 2% to 5% of the distance travelled.
The DRM module can also incorporate GPS, where available.
The DRMmeasures the displacement of the user from the initialisation by measuring
the direction and the distance travelled with each footstep. The heading is measured
using an electronic compass. The distance is measured by tracking each footstep
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Figure 3.19: DRM-III test runs: the left-hand route is approx. 220 m long and the
right-hand route is approx. 100 m. long. The path was enclosed.
using accelerometer data. The preliminary tests showed that the module relies
heavily on initialised stride length. The module estimates the stride taken to be
close to the initial value; even the length of the step would substantially diﬀer from
the initial value. If the initial stride length is set correctly, under normal walking
and running conditions the average error is within 10% of the distance travelled (see
ﬁg 3.19).
Moreover, the module was found to fail when the subject was walking backwards
or sideways. The DRM-III can be used to provide a rough position estimate for
a short time. However, it does not provide that consistent accuracy which would
make it suitable for use for stand-alone dead reckoning estimation to be used with
other methods.
3.2.4.2 Polar S3
The Polar S3 is a foot pod sensor for measuring the distance travelled by a runner.
S3 is used with Polar's wrist computer (Figure 3.20). The sensor provides an average
step length and cadence (frequency) and distance estimates. It requires calibration,
which is performed by running a known distance and giving a correction coeﬃcient
for the wrist computer. The sensor is designed mainly for running. Nevertheless, it
was tested so that the sensor was calibrated to normal running, and then tested for
diﬀerent gaits.
The sensor provides the distance travelled with an accuracy to within 10 m. To make
the measurement error reasonable, 200 m was used as a reference run in all the tests.
Figure 3.21 shows the results of the tests. The graph shows the estimated speed
(blue bars) during diﬀerent runs. The number on top of these bars gives the number
of the test set. Additionally, the sensor provides information about the average
step length (the green line at the top of graph), as well as about the frequency of
steps. The wrist computer reports the distance travelled along the path, which was
manually recorded; the results of each run can be found in Table 3.1.
When the test subject ran at the speed that the sensor was calibrated to (the ﬁrst
eight runs), the sensor provided exactly 200 m as a result. When the subject was
walking (quickly and normally (10-14)), the sensor provided an error of 10 m (5%).
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Figure 3.20: Polar S3 and Wrist computer
Figure 3.21: Results with Polar S3
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Run Distance Meas Err(m)
Normal run 200 200 0
Normal run 200 200 0
Normal run 200 200 0
Normal run 200 200 0
Normal run 200 200 0
Normal run 200 200 0
Quick walk 200 210 -10
Quick walk 200 210 -10
Quick walk 200 210 -10
Normal walk 200 210 -10
Normal walk 200 210 -10
Slow Walk 200 210 -10
Slow Walk 200 220 -20
Quick run 200 180 20
Quick run 200 180 20
Obscure walk 200 170 30
Table 3.1: Test runs with Polar S3
A quick run and a very slow walk resulted in an error of 20 m (10%). Figure 3.21
also shows the variation in the stride length. In the graph the lowest stride length
is 74 cm for the very slow walk and 137 cm for the fastest run.
Overall the S3 provides a good estimate of the distance travelled in various condi-
tions. Unfortunately, the sensor cannot be used as a sensor for position estimation,
mainly because the system is not designed for it (it is a closed system which provides
length updates only every now and then). However, it shows that a foot-mounted
sensor can provide accurate distance information.
3.3 Laser-based Localisation
Personal dead reckoning has been widely researched and it has been shown that
it can be used as a complementary method to infrastructure-based methods. It is
evident that personal dead reckoning cannot be used alone as a long-term solution
for personal navigation.
In this thesis the target is the development of a personal navigation system that
is able to provide a long-term position estimate with a bounded error. One of the
main design criteria is that the system has to be able to localise a human without
external infrastructure. A stand-alone system has the advantage that it can be
used in all buildings and conditions, regardless of the infrastructure available. For
example, in a ﬁre-ﬁghting situation at least the infrastructure inside the building
can be damaged and would therefore be unusable.
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One approach which has not been studied this far in the context of personal navi-
gation is the use of environmental perception sensors. In mobile robotics there have
been a large number of studies on localising a robot with just onboard sensors. The
methods are based on matching the environment perception data to a given model
(map) or on the robot building the map from the sensor data while localising itself.
The main objective of this section is to review the traditional (robotic) localisation
methods and try to adapt the methods for human indoor positioning. Furthermore,
emphasis is placed on laser-based localisation methods.
3.3.1 Review of range sensors
An environment perception (also sometimes called exteroceptive) sensor measures
the actual state of the environment. The most common sensors measure distances to
obstacles (reﬂection from obstacles) or provide visual images from the environment.
Probably the most traditional range measurement sensor is sonar (Figure 3.22).
Sonar is a time-of-ﬂight sensor, and is based on ultrasound. The typical range
accuracy of sonar is usually some centimetres (up to a few metres), but the angle
resolution is some tens of degrees. Sonar is usually used with occupancy grid maps.
Sonar has been successfully used as a localisation sensor in [137, 139]. Tardos [137]
successfully demonstrates a mapping and localisation procedure using a stochastic
feature map. Thrun et al. [139] use a sensor for localisation in the context of
particle ﬁltering. Sonar is good for detecting obstacles near the robot. The wide
sound beam allows the sensor to detect even very narrow obstacles (e.g. chair legs).
Another advantage of sonar is that it is insensitive to lighting conditions (or even to
smoke) and it can detect glass. The disadvantages are that sonar is inaccurate and
cannot be used to measure distant obstacles.
Another traditional type of ranging sensor is radar. Radar works by sending radio
pulses and by displaying the echoes on the basis of their time of arrival. There are
a few localisation applications that use radar. Probably the best known is the work
done by Dissanayake et al. [31]. In this work the radar was used to provide measure-
ments to radar reﬂectors to test Simultaneous Localisation and Mapping (SLAM)
methods. Radar-based localisation was later used in an autonomous straddle carrier
system [38].
Scanning laser range ﬁnders (also called lidars) have become popular devices for
mobile robot localisation (see Figure 3.22). The most common sensor in the past
was the SICK LMS series sensor, which is able to measure a 180-degree ﬁeld of
view with an angular resolution of 0.5 degrees. The sensor provides an accuracy
of approx 2 cm up to 80 m. One sweep of measurements provides an accurate 2D
range image, which can be used in various ways to build a map for localisation (e.g.
[61, 139, 5, 60, 126, 59] to mention a few). SICK provides accurate measurements
up to a long distance, but it is heavy (the indoor version weighs approx 5 kg) and
consumes a lot of power. Recently, the Hokuyo company from Japan has developed
a small-sized sensor called the URG-X002, with low power consumption for indoor
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Figure 3.22: Range sensors. Left: Ultrasonic sensors, Right: Lidars
Figure 3.23: 3D Laser setup with SICK LMS 200. [128]
conditions [75]. The sensor is only about 5 cm in width, weighs 170 g, and is able
to provide measurements up to 4 metres.
Recently, there has been a movement from 2D environment perception to 3D per-
ception. One solution is to use 2D lidars and equip them with an additional rotation
axis to provide measurements in 3D [101, 128]. In ﬁgure 3.23 (left) shows one such
system, which was developed at Helsinki University of Technology. The right-hand
image shows the raw range measurement taken by the device. The weight of the
system is over 10 kg and it is therefore not suitable for small robots or for personal
navigation.
A new wave of 3D sensors is the so-called 3D cameras, which directly measure
3D depth images. The 3D camera is based on illuminating the environment and
by measuring the reﬂected light with a grid of detectors. As a result the sensors
provide high-frequency 3D measurements of the environment. The ﬁrst prototypes
have already been sold, and some initial results have been reported [114, 92]. While
these sensors are interesting and small enough for personal navigation, they are still
sensitive to various conditions and thus the ﬁrst mapping applications with these
sensors are waiting for the next generation [92].
A camera is another type of sensor altogether for the perception of the environment.
While a range sensor provides a distance or set of distances and angles to surrounding
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obstacles directly, a camera provides a high-resolution image of the environment.
One image does not provide any information about the distances to obstacles; instead
it provides the shape of the objects as reﬂected light intensity, colour etc. The
distance information can be derived by using stereo cameras or by estimating (or
knowing) the movement of the camera between a set of images. Plenty of work has
been done on the camera navigation of mobile robots [29]. A camera can provide
rich data on the environment with cheap and readily available technology. However,
in this work camera navigation is ruled out.
3.3.2 Laser scan matching
Scan matching is a process of calculating diﬀerential movement on the basis of con-
secutive range scans. The problem is to ﬁnd a 2D transformation which maximally
overlaps the scan taken at time t (called a current scan) with a scan that was taken
at time t− 1 (called the reference scan). The resulting 2D transformation (rotation
Rϕ and translation T ) is given with respect to the reference scan and is eﬀectively
the same as described as (dx, dy, dϕ) in Section 3.1.2.1 (see also Figure 3.4a). Be-
cause of this, the scan matching is also referred to as laser dead reckoning [5] or
laser odometry [130].
The scan matching procedure is illustrated in Figure 3.24. A range ﬁnder travels
through the environment and at time t−1, the reference scan st−1 is taken (indicated
by red crosses in Figure 3.24a). A range scan is a set of range-angle pairs st−1 =[
(rt−10 , θ
t−1
0 ), . . . , (r
t−1
N , θ
t−1
N )
]
taken in the sensor coordinate system. In this case the
sensor has reported one range measurement (the reﬂection from the nearest obstacle
in the given direction) every one degree, resulting N = 180 and θ ∼ [−pi/2, pi/2].
At time t a new measurement (the current scan) st is taken, which is indicated in
ﬁgure 3.24a as cyan.
In Figure 3.24b both scans are transformed into (x,y)-plane with respect to the sensor
coordinates (i.e. both frames are expected to be initial frames) using equation 3.34
for both scans.
mt =
 r
t
0cos(θ
t
0) r
t
0sin(θ
t
0)
...
...
rtNcos(θ
t
N) r
t
Nsin(θ
t
N)

T
(3.34)
The primary assumptions in scan matching are that: 1) the scans are taken from
the same environment, and 2) the scans are close enough for there to be enough
overlapping points in both scans. The goal of the matching is to ﬁnd a transforma-
tion which represents the points in mt in the coordinate system of the reference scan
mt−1 so that there is a maximal number of overlapping points. The transformation
converts the points of the current scan into new coordinates deﬁned by Equation
3.35.
m˜t = Rdϕmt + T, (3.35)
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a)
b)
c)
Figure 3.24: Scan-matching procedure example: a) scans projected into global frame
of reference; b) scans are plotted in laser coordinate system; c) scans projected with
respect to reference scan.
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where T =
[
dx
dy
]
is the diﬀerential translation between the frames and Rdϕ is the
rotation matrix:
Rdϕ =
[
cos(dϕ) −sin(dϕ)
sin(dϕ) cos(dϕ)
]
, (3.36)
and (dx, dy, dϕ) is the diﬀerential movement t − 1 → t. The result is illustrated in
Figure 3.24c.
It is noteworthy that not all the points are taken from the same environment. For
example, Figure 3.24c shows that there are plenty of points that are only visible
in one scan. Additionally, the scan points are not necessarily taken from exactly
the same position in both scans. The angular resolution of 1 degree means that
the spacing between the scans is a function of the distance, resulting in sparse
measurements at long distances. Furthermore, the sensor noise causes deviation in
the measurements, even those would be taken from the same position in space.
Laser dead reckoning and traditional dead reckoning can often complement each
other. If both have been estimated for the same time interval, the result should be
the same. Normal dead reckoning can have errors which are caused, for example, by
wheel slippage or inaccuracies in the motion model, to which laser dead reckoning
is not sensitive. However, laser dead reckoning is sensitive to cases in which the
environment is repetitive (or symmetric) or does not have a suﬃcient amount of
features or to dynamic variations in the environment. A practical way is to use
the normal dead reckoning information as an initial guess for the scan matching
and to calculate only the correction from the scans. Having a good initial guess
for the scan matching simpliﬁes the search for a correspondence between the scans
and usually makes it more robust and faster. Additionally, the independent dead
reckoning estimate can be used to detect failures in scan matching.
There are three basic approaches to scan matching:
1. search in feature space
2. search in pose space
3. translation-invariant transformations with cross-correlation
The ﬁrst approach searches for the same features (such as points or lines) from
both scans. The transformation is calculated according to the feature pairs that
are found. The second method searches the pose space (or solution space) to ﬁnd
the value that gives the best correlation between the scans. The third approach
separates the estimation of heading and translation by transforming the scans into
a function that is invariant to translation.
Searching in the feature space requires a correspondence to be found between the
features in the two consecutive scans. On the basis of such a found correspondence an
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error function is created, which is minimised to obtain the rotation and translation
parameters. The diﬀerent methods are often categorised into point-to-point, point-
to-line, and line-to-line methods [93, 61]. Point-to-point methods search directly for
a point-wise correspondence between the scans. The points may also be features that
can be represented as points (corners, cylinders etc). Point-to-line methods extract
the lines in the reference scan and correlate the points in the current measurement
to the line features (usually the shortest distance). Line-to-line methods extract
the lines from both scans and ﬁnd line segments that represent the same polygonal
object.
The Iterative Closest Point (ICP) algorithm is probably the most famous scan-
matching algorithm. The algorithm was introduced by Besl and McKay [9] for shape
registration in 3D. ICP is a point-to-point algorithm, which uses the minimum Eu-
clidean distance as the criterion for correspondence. Lu and Milios [90] apply ICP
to 2D range scans and present two additional variations called Iterative Matching
Range Point (IMRP) and Iterative Dual Correspondence (IDC) algorithms. IMRP
searches for the matching range values from both scans (which must be approxi-
mately from the same bearing) to determine the point pairs. IDC is a combination
of the two. The rotation and translation parameters are obtained by minimising the
squared error of the N matching point pairs; that is [90]:
Edist(dϕ, T ) =
N∑
i=1
‖Rdϕmt + T −mt−1‖, (3.37)
where mt are the points in the current scan that match points mt−1 in the reference
scan, Rdϕ is the rotation matrix and T is the diﬀerential translation between the
frames. Equation 3.37 can be solved in closed form using the least squares method.
Given that all matching points are correct, Algorithm 3 calculates the solution in
one iteration. In reality this is not the case and that is why the algorithms are
iterative. The basic ICP algorithm transforms the current scan little by little using
the result from Algorithm 3 and then repeats until the sum of squared distance
error between the point pairs is small enough. Basically, ICP methods work well if
the movement between scans is suﬃciently small. However, if the displacements are
large the algorithm may converge into a local minimum.
Diosi and Kleeman [30] present similar work to IMRP, but instead of the corre-
spondence being sought in Cartesian coordinates, the pairs are searched for in polar
coordinates. They take advantage of the fact that the scanner range values are
ordered, which simpliﬁes the search and, according to them, makes it faster.
Cox [26] presents early work on map-based localisation using using a laser range
ﬁnder. He uses a line map as a model and matches the points returned from the
scanner to the map. The same method can be used for scan matching (implemented
e.g. in [61]). The advantage of ﬁnding a correspondence to a line is that the
correspondence can be calculated as the minimum distance to the line instead of to
a single point. As mentioned before, the scan points are not necessarily taken from
the same position.
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Algorithm 3 Least Squares Minimization for point correspondences
Input: N matching point pairs (mr,mc), where mr =
 x
1
r y
1
r
...
...
xNr y
N
r
 and mc = x
1
c y
1
c
...
...
xNc y
N
c
 are point in reference scan and current scan.
1. Compute averages for both sets:

x¯r =
1
N
N∑
i=1
xir
y¯r =
1
N
N∑
i=1
yir
and

x¯c =
1
N
N∑
i=1
xic
y¯c =
1
N
N∑
i=1
yic
2. Compute covariance:

Sxx =
N∑
i=1
(xir − x¯r)(xic − x¯c)
Syy =
N∑
i=1
(yir − y¯r)(yic − y¯c)
Sxy =
N∑
i=1
(xir − x¯r)(yic − y¯c)
Syx =
N∑
i=1
(yir − y¯r)(xic − x¯c)
3. Calculate transformation:

dϕ = atan(Sxy−Syx
Sxx+Syy
)
dx = x¯c − (x¯rcos(dϕ)− y¯rsin(dϕ))
dy = y¯c − (x¯rsin(dϕ) + y¯rcos(dϕ))
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Line-to-Line ([93, 62, 20]) or, more generally, feature-to-feature methods ([89, 5]) ex-
tract features from both scans and try to ﬁnd a correspondence between the features.
The number of features extracted is usually signiﬁcantly lower than the number of
scan points, which makes them faster than point-to-point methods. On the other
hand it is crucial to ﬁnd the correct correspondence between the features. Because
there are only a few features, a wrong association has a much more signiﬁcant in-
ﬂuence than in point-to-point methods. The conventional correspondence search
is to compare individual features and to select the ones that are close enough in
both scans to be pairs (e.g. [93]). A more sophisticated method is to acknowledge
that the features are correlated from scan to scan (i.e. it is likely that there is a
set of features in both scans that are the same) [98, 62, 5]. For example, Bailey
[5] forms a graph from the features in both scans and searches for the maximum
overlap between the graphs to ﬁnd the correct correspondences.
The weakness of feature-based methods is their sensitivity in the absence of features.
This is in general a problem of all methods which use features (also point-to-line
ones). For example, Lingemann et al. [89] acknowledge that there are situations
in which their feature extraction fails to give enough features (such as when ap-
proaching a corner). This was acknowledged by Gutmann and Schlegel [61] in their
work and they ended up proposing a method that combines IDC and the matcher
proposed by Cox [26].
Correlation-based methods [127, 130, 10] search for the solution in the pose space
directly. All correlation-based methods have the following steps:
1. pick a pose from the search space;
2. transform the current scan accordingly;
3. calculate the score using a correlation function.
The correlation function shows the goodness of the given pose. The correlation
function does not require individual points to be associated or features to be iden-
tiﬁed, but it should have the property of giving the maximum (or minimum) with
the correct translation and rotation parameters.
The methods diﬀer in the way the pose space is searched through and what kind
of correlation function is used. Schultz and Adams [126] used correlation to match
a local evidence grid to a global one. The method is not directly scan matching
as they used several scans and odometry to build the local map, but the idea also
applies to scan matching. Schultz and Adams present two correlation functions, a
binary match and a product match. A binary match sets the score for a cell as one
if it is occupied (or is not occupied) in both the local and global grids. A product
match calculates the score as the product of the evidence in both grids. The total
correlation for a single pose is calculated as a sum of scores. They also present two
alternative searchers for the pose space searching. An iterated hill climber initially
divides the pose space into cells. The search is performed around the expected pose
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and if a better score is found, the searcher moves into the neighbouring cell and
repeats the search. If a better score is not received, the resolution is doubled around
the expected cell. The procedure repeats until the desired accuracy is reached. A
centre-of-mass searcher divides the search space into initial cells, but this time a
random sample is taken from the cells and then evaluated. The result is obtained
in the end by calculating a weighted centre of mass on the basis of score values.
The paper reports no signiﬁcant diﬀerence between the correlation functions, but
the centre-of-mass searcher was generally found to be better.
Biber [10] uses a method called Normal Distribution Transform (NDT) for scan
matching. NDT calculates an approximation of normal distribution to discretised
cells on the basis of the scan points that are in the cell. The normal distribution
then shows the probability of measuring a sample from some position within the
cell. Biber uses the transformation directly to obtain a score for matching.
The third class of methods diﬀers in that instead of an attempt being made to ﬁnd
the rotational and translational parameters in a coupled manner, the estimation is
separated into the estimation of individual components. One way to achieve this
is to transform the scans into a form that is invariant to translation. The basic
assumption is that given two scans st−1 and st that are taken from the environment,
the tangent direction of the obstacles remains the same in both scans. Basically,
line-to-line methods naturally take advantage of this, because if the line pairs are
associated, the heading diﬀerence can be computed as the (weighted) average of the
diﬀerences between the line headings [93]. Weiss and Puttkamer [143] (and later
Röfer [113]) propose a method that uses a histogram and cross-correlation for scan
matching. The ﬁrst step is to compute an angle histogram of both scans. Given
that the range scans are ordered, the histogram can be computed by discretising the
result of Equation 3.38 for all scan points.
αi = arctan(
yi − yi−N
xi − xi−N ), (3.38)
where N is a ﬁxed number used to smooth the measurement noise. As a result, the
histograms are discrete value functions, which are the same, but with a phase shift
that is:
h′(i) = h(i+ j), (3.39)
where h′(i) is the histogram function of the reference scan and h(i + j) is the his-
togram function of the current scan. The phase shift is directly the heading diﬀer-
ence between the scans and can be found by searching for the ′j′ that maximises the
cross-correlation function [143]:
Cor(j) =
n∑
i=1
h′(i)h(i+ j). (3.40)
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Figure 3.25: Common direction in the histogram matching
In polygonal environments the histogram and its cross-correlation can be used to ﬁnd
the translational shift too. After the correct rotations between the scans have been
found, the current scan can be rotated to the same heading as the reference scan.
The histograms for x- and y-translation are calculated with respect to common
directions. The common direction is illustrated in Figure 3.25 and can be found by
searching for the maximum of the histogram [143]. The common direction is such
that it aligns the scan so that a maximum number of scan points represents a single
x (or y) value.
The work of Censi et al. [21] falls into the same category, but instead of using
histogram transformation they use Hough transformation. Hough transformation
also provides invariance to the translation, and the orientation can be found in a
similar way to the histogram case, which can be used to search for translations.
Both methods are dense methods in the sense that they use the whole data set as
such.
3.3.3 Map-based localisation
In the previous section the reference for localisation was derived from the previ-
ous measurement. In this section the current measurement is compared against a
known static map. The goal is to ﬁnd a correspondence between the map and the
measurement and derive either a correction to the current estimate (the continuous
localisation case) or ﬁnd an absolute location within the map (global localisation).
Basically, all scan matching algorithms can be converted into map-based localisation.
The point-to-line [26] and line-to-line [62] methods can naturally be used with line
maps (instead of a correspondence to lines derived from the reference scan being
searched for, the correspondence is searched for from the model). The work done
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by Schultz and Adams [126] fuses a batch of measurements as a local grid to a
global grid. The global grid in their work was incrementally built, but the method
could be used just as well with a known map. A general way to use scan-matching
algorithms for map matching is to compute the expected scan from the expected
pose and use that as a reference scan.
Continuous localisation is an easy task using the above methods, given an initial
pose, a perfect model (map), a static environment, a good estimate of movement
(dead reckoning), and perfect measurement. Unfortunately, none of these is usually
the case. Uncertainty is always present in real localisation, which is why localisation
has been formulated in a probabilistic manner for decades1
A popular approach has been (and is) to use the Extended Kalman Filter (EKF)
for pose tracking. EKF provides a minimum variance estimate of the state on
the basis of a motion model and a measurement model. EKF uses a uni-modal
distribution (represented by mean and variance) to track the pose. Intuitively, the
motion transfers the mean and adds variance, while the measurement reduces the
variance. Both the measurement and the map also have noise, which causes the
result of matching the measurement to the map to be treated as a distribution as well
(i.e. the measurement can be taken from an area deﬁned by a mean and variance).
The method has been used since the late '80s and has been demonstrated to work
with artiﬁcial beacons (e.g. in the Automatic Guided Vehicle (AGV) application
[14, 39] and later in the autonomous straddle carrier system [38]), as well as with
the natural geometric beacons [87].
The scan-matching methods presented above (or any methods that can produce
a pose based on matching a measurement to a map) can be used with EKF. For
example, Sciele and Crowley [124] present similar work to that presented by Schultz
and Adams, but they used EKF for tracking the pose. Additionally, Gutmann et al.
[63] use scan matching and EKF for tracking the pose.
EKF is a solid, eﬃcient, and well-formulated method for continuous localisation, as
long as everything goes as expected. The justiﬁcations for not choosing EKF are: 1)
it cannot solve the global localisation problem, and 2) EKF can only represent uni-
modal pose distributions. The ﬁrst refers to a case in which the robot initially starts
from an unknown pose within a known environment (or the pose is suddenly lost for
some reason). The second is perhaps even more critical. Uni-modality means that
given a time instant the pose is represented with a mean of the pose and its variance.
However, there are several possibilities of ending in a situation in which the pose
can be just one of the many possibilities (represented by a number of mean-variance
pairs, cf. Figure 3.6). In the mid-'90s Burgard et al. [16] proposed probability
grids as an alternative approach to solving Bayesian localisation. The idea of a
probability grid is to represent the posterior of the pose belief over all the possible
poses in a discretised manner. In other words, the probability grid represents all the
discrete values that the robot can be within the given environment. The probability
grid approach is able to represent multi-modal distribution and it can be used for
1The formulation of the probabilistic continuous localisation was made in section 3.1.2.2.
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global localisation. However, the method is computationally heavy, requiring plenty
of memory. To represent a belief of a 2D pose, the probability grid is a 3D grid,
with Nx*Ny*Na components. The number of components depends on the size of the
environment and the desired resolution of the poses (e.g. Konolige and Chou used
a 38-m x 30-m map with 10-cm and 2-deg resolution, which adds up to 20 × 106
poses). The prediction and update step must be calculated for each pose cell, which
makes the algorithm extremely heavy in large environments. Konolige and Chou
[78] used correlation to approximate the measurement likelihood. The algorithm
was more eﬃcient than the maximum likelihood version, but the number of poses
still remains the same.
The most inﬂuential method for this thesis is the one called Monte Carlo Localisation
(MCL) presented by Fox et al. [53]2. MCL approximates the beliefs by using
samples and basically the integration is performed in a Monte Carlo fashion [64].
MCL possesses the same advantages as grid localisation, but the main diﬀerence
is that the belief is approximated with samples that are concentrated around the
most probable states. The advantage of MCL over a grid-based approach is that it
can represent the posterior more accurately, with fewer computational requirements.
For more details on MCL see Section 3.1.2.2, where it was already introduced.
2See also section 3.1.2.2
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Chapter 4
Novel Methods for Sensor-Based
Personal Navigation
4.1 Overview
The major motivation for this thesis has been the PeLoTe project, which was a
proof-of-concept study of a search and rescue concept based on cooperating hu-
man and robotic entities. The reference mission was targeted to a large-scale oﬃce
environment. This set some restrictions for the personal navigation system:
 the mission happens indoors;
 preliminary installation cannot be assumed;
 preliminary installations/calibrations inside the building cannot be made;
 the map of the building is not necessarily correct.
This chapter presents localisation methods that satisﬁes above assumptions using
self-contained sensor system called PeNa. The goal is to integrate PDR methods
(see section 3.2.2) with methods used in robotics (see section 3.3) to obtain bounded
error localisation system (see section 3.2.3) that uses only a map as a reference. The
overall localisation system is presented in Figure 4.1. The personal dead reckoning
part is based on continuous step length estimation, combined with compass and
gyro information for heading estimation. The integrated values are given to laser
dead reckoning for ﬁne-tuning of the pose estimate and ﬁnally, the pose is referenced
against the map. The map is assumed to be known, or built by robotic members of
the team.
The schematic in Figure 4.1 shows the localizstion process used in the ﬁnal demon-
strations (section 5.3). However, the location information can be derived using
various combinations of diﬀerent methods. For example, the map-matching block
in Figure 4.1 requires a dead reckoning input, which can be obtained from either of
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Figure 4.1: Schematics of the overall localisation procedure
the dead reckoning blocks. In the schematic the heading can be estimated using a
heading ﬁlter, which provides an absolute heading, or as a diﬀerential change in the
heading between the scans. Additionally, later in this chapter a method for map
matching will be presented that is based on odometry and map matching, without
lasers being used at all. Furthermore, laser dead reckoning does not necessarily
require any input of initial movement.
In principle, the methods presented provide a means to build a personal navigation
system that: 1) uses personal dead reckoning and a map, without any environment
perception sensors; 2) uses a laser as the only sensor, or 3) uses a combination of
all of these. In practice the third option was selected for use in the ﬁnal version
because it was found to be the most robust at the time. The results for the second
option are not presented in detail.
4.2 Test equipment
PeNa is a portable sensor system, built around a standard hiking backpack (see
Figure 4.2). PeNa was developed to support the development of personal navigation
and to demonstrate the Personal Assistance System (PAS) in the human-robot team
demonstration. Figure 4.2 shows the system that was used in the ﬁnal demonstra-
tions.
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Figure 4.2: Hardware of the Personal Navigation System
The PeNa hardware includes batteries, power converters, a step length measurement
unit (called SiLMU or NUPPU, which are introduced in Section 4.3.2), a ﬁbre optic
gyro, a 3DM-G IMU, a compass, a SICK LMS200 laser scanner, a camera, and two
laptops. One laptop is installed in front, and makes all the necessary calculations
and serves as a display for the user interface. The other laptop is reserved for
communication purposes (voice, images, and data).
The solid frame supports the equipment and makes the load easier to carry. The
total weight of the system is approximately 14 kg without the laptops.
For the personal dead reckoning special boots were designed. During the research
two diﬀerent approaches for step length estimation were used: one is based on
ultrasound and the other is based on accelerometers. Both systems were mounted
on the shoes, providing a continuous estimate of the foot movement. The ultrasound-
based system provided a continuous measure of the distance between the feet. The
accelerometer-based system was selected for the ﬁnal demonstrations, because there
were other systems (namely robots) using ultrasound devices and they might have
caused interference. Both systems will be introduced in detail in Section 4.3.
For the heading estimation PeNa provides a Hitachi Fibre Optic Gyroscope HOFG-
X, a compass, and a MEMS IMU from Microstrain (3DM-G). The 3DM-G is a
3D orientation module, with 3D magnetometers, 3D gyros, and 3D accelerometers.
HOFG-X provides good short-term stability compared to 3DM-G, but is signiﬁcantly
more expensive. The HOFG-X sensor was used in the heading estimation 4.3.1,
which was used when deriving the laser dead reckoning results (section 5.2.2) for
the algorithm presented in section 4.3.4.1.
The environment perception sensor is a standard SICK laser range ﬁnder. The
selection was based on the availability of such a sensor. The sensor is bulky and
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heavy and consumes too much power to be taken as a serious sensor candidate for
real personal navigation purposes. Nevertheless, the sensor provides a means to
study if a 2D range sensor could be used for personal navigation 1.
4.3 Personal Dead Reckoning
The task of the personal dead reckoning in PeNa is to provide the system input for
the other localisation modules as shown in Figure 4.1. The output is used as an initial
estimate of the movement either for laser dead reckoning or for the map matching.
This is important because: a) the laser-based methods are computationally heavy,
and b) the error sources in the laser measurements will be less likely to cause errors
if the initial guess is close to correct.
For continuous localisation the estimate should be continuous and it should limit the
error. The PDR estimate should at least be better than a zero movement estimate.
While this requirement may seem trivial, it is not. Many step detection systems
are unable to detect the direction of a step. A step taken backwards or sideways
may be considered as a step taken forward. In this case the estimate given by the
PDR system is actually worse than the zero movement estimate. Two alternatives
for step length estimation are presented in this section: 1) ultrasound-based, and
2) accelerometer-based systems. In both cases the estimation is performed with
foot-mounted sensor systems. In both cases it is expected that the main gait will
be walking.
There are many good reasons why the two systems should be integrated. The
ultrasound-based system measures the step length directly, while in the accelerome-
ter case the step length has to be estimated indirectly. The ultrasound-based system
is unable to detect the direction of the step, and if it is used alone this can violate
the better than zero movement estimate principle if the user does not walk as
expected. The accelerometer-based system, on the other hand, is able to detect
the step direction. Unfortunately, the two systems have never co-existed, which
is a reason for presenting them separately in this thesis. Nevertheless, to develop
an ultimate PDR system was not the key target for this thesis. Instead, the PDR
system is required by other methods presented later.
4.3.1 Heading Estimation
The heading estimation can be used in two ways: 1) as an estimate of absolute
heading based on magnetic sensors and gyroscopes, or 2) as a change of heading
between two time instants. The ﬁrst one is an attractive option, as it would always
give the absolute orientation regardless of the other localisation means. However,
1Currently, there are already sensors available that could be used to replace the SICK sensor,
and could be considered as candidate as a serious sensor candidate for real personal navigation
purposes (for example the latest release from Hokuyo UTM-30LX sensor).
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it is a well-known fact that indoors the electric ﬁelds and steel structures cause
disturbances to the magnetic ﬁeld (in our tests up to ±40 degrees).
To test the feasibility a basic version of the heading estimator was implemented
using the Kalman ﬁlter (Equations 3.22 and 3.23). HOFG-X was used to provide
the angular rate input. The typical drift of this gyro is approximately 2 deg/min,
including also the additional drifts caused by the movement of the rotation axis
during the walking process. To tune the Kalman ﬁlter properly, one needs to ﬁnd a
proper Q/R ratio (the ratio between the noise in the compass and gyro in this case).
Too much reliability on the compass causes the ﬁltered value to follow the compass
too much. On the other hand, too little reliability causes a drift in long-term use.
The major problem in the heading estimation is that the compass noise is coloured.
This means that in some locations the values of the compass are permanently biased.
Foxlin [54] proposed using the compass measurements only if there has been enough
movement between the measurements to reduce the eﬀect of biased measurements.
The problem that was encountered was that in a modern oﬃce building, where the
system was tested, there are a signiﬁcant number of electrical wires on the ceilings
of the corridors, which was visible as a bias that was evident for several tens of
metres. Figure 4.3 (top) shows the measurements from the gyro and the compass
and the resulting heading estimation. The bottom image illustrates the location
dependency of the measurements. In Figure 4.3 there are several locations where
the compass measurement is strongly biased (e.g. straight paths between Locations
1 and 2). As a result the Kalman ﬁlter was tuned to follow the gyro (making the
whole estimation process practically useless).
Because of this and to get rid of the expensive (and not generally available) ﬁbre
optic gyro, the decision was taken to use the gyro output of the 3DM-G IMU module
to estimate the change in the heading between the given time instants.
4.3.2 Step Length Estimation
The Step Length Measurement Unit (SiLMU) measures the distances between the
ankles. The distance measure is based on the time of ﬂight of the ultrasound signal
between a transmitter and a receiver. The transmitter and a reﬂector are attached
to the right foot and the signal detection module is on the left foot. To be able to
measure the distance continuously, the transmitted signal must be audible to the
receiver. This requires a beam angle of almost 180 degrees for the sound. One
solution is to use multiple transmitters and receivers placed around the shoes. An-
other solution is to use reﬂectors to spread the sound beam of the transmitter to a
half-plane (see Figure 4.4).
The length measurement is performed continuously at a rate of 60 Hz by a micro-
controller. from which the value is requested by the CPU. The consecutive distance
measurements form a pattern that represents a sine wave with a DC oﬀset. The
measurements from the microcontroller are ﬁltered to reduce outliers from the data.
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Figure 4.3: Heading Estimation. The upper image shows the gyro, compass mea-
surement, and estimated heading. The lower image shows the dependency of the
measurement on the location (indicated by numbers in both images).
Figure 4.4: The Stride Length Measurement Unit
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Figure 4.5: Step calculation principle
The complete steps are recognised by detecting the minima and the maxima of the
pattern. The step detection is based on the detection of maxima from the signal.
The step is considered to be completed when the distance is at least 15 cm smaller
than the last maximum. The last maximum and the minimum are stored and used
in the calculation of the step length. The time when the last maximum was found
is also available and can be used as a time stamp for the step(see Figure 4.5).
As illustrated in Figure 4.5, a step forms a right-angled triangle. The minimum leg
is measured when the foot passes the other foot. The maximum distance from foot
to foot is the hypotenuse. After a complete step, the step length l is calculated by
using Equation 4.1.
lstep =
√
d2max − d2min, (4.1)
where dmax is the maximum and dmin the minimum measured distance in one gait
cycle (see Figure 4.5).
Another approach to the estimation of step length is the Non-Ultrasonic Pedestrian
Pedometer Unit(NUPPU)2. NUPPU is an accelerometer-based substitute for SiLMU
for situations in which ultrasound cannot be used (e.g. because of interference
with other ultrasound devices). The system consists of a control unit and two 2D
accelerometer units (one in each foot). The control unit reads the analogue signals
from the accelerometers, makes a 10-bit A/D conversion, and writes the data to the
serial port of a PC at the sampling frequency of 100 Hz. The accelerometers have
a measuring range of ±1.5g and there are two accelerometers perpendicular to each
other in one accelerometer unit.
The accelerometers were placed on the feet to measure the forward acceleration
and the sideways acceleration (see Figure 4.6). In this conﬁguration it is possible
2one needs to be a Finn to understand the play with words. Basically both abbreviations mean
bud in Finnish.
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Figure 4.6: Accelerometer-based step length estimation
to detect the direction of a step, but the direct estimation of the step or the stride
length is not possible. Figure 3.13 shows that the leg is in its correct orientation only
during the mid-stance phase. When starting the initial swing the leg orientation is
pitched almost 90 degrees towards the ground plane, which eﬀectively cancels out
all eﬀects on the accelerometer, which is in the conﬁguration shown in Figure 4.6.
Because of this, the tracking of the foot over the whole gait cycle is impossible.
Instead, as an indication of the leg speed, the deceleration phase of the leg is used.
After the initial contact the leg is almost in the correct plane for this accelerometer
conﬁguration. Thus, measuring the deceleration phase and integrating it into the
speed information will give an indication of how fast the leg was moving.
Practically, the estimation is based on the detection of stance phases. The recon-
struction of the speed information is obtained only after the leg has reached the
stance phase. The continuous measurement is obtained by updating the speed esti-
mate of the upper body (and the distance travelled by the upper body is obtained
by measuring the time from the previous step).
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4.3.3 Upper body location estimation
The laser dead reckoning requires continuous estimation of the movement of the
upper body. The upper body is estimated to be between the legs at all times. The
estimation process is illustrated in Figure 4.7. The ﬁgure illustrates continuous
walking, so that the time index grows from the bottom to the top and the right/left
foot dots represent stance phases. The distance the upper body (or centre of mass)
has travelled can be approximated as being half of the stride distance the foot travels.
At time t the left leg has reached the stance phase and the right leg starts its swing.
The distance between the legs is at its maximum (lmeas(t) in Figure 4.7) and the step
length is calculated with Equation 4.1 to be lt. The position of the upper body is
updated as pcm(t), which is used as a reference. The distance that the upper body
has traveled in time t+ dt can be approximated as:
dt+dt =
d0 −
1
2
√
l2meas(t+dt) −min2t−1 , if new minimum is not detected
d0 +
1
2
√
l2meas(t+dt) −min2t , else
, (4.2)
where d0 = 12
√
l2meas(t) −min2t−1 is the approximate distance to the centreline cal-
culated when the last step was taken. The minimum (indicated by the variable
min) distance between the feet is updated every time a new minimum is detected.
The ﬁnal distance that the upper body moves within the whole step equals the step
length given by Equation 4.1.
The reference point changes when a new complete step is recognised. The position
estimate is calculated by using the heading and the obtained step length measure-
ments. The heading of the upper body is assumed to be ﬁxed when a human has
both legs on the ﬂoor. If a new complete step has been taken, the position is up-
dated permanently using Equation 4.3, otherwise, only a temporary estimation for
the position is calculated.
pcm(t+ 1) = pcm(t) +
[
lt+1cos(ϕ)
lt+1sin(ϕ)
]
, (4.3)
where ϕ is the absolute heading direction in which the step was taken.
4.3.4 Laser-Based Dead Reckoning
Laser-based dead reckoning has been successfully used in robotics applications with
promising results. However, there are a few diﬀerences when the methods are being
used for personal dead reckoning. In mobile robots the sensor is usually installed
statically on top of the robot, which is not possible in the case of a human. Walking
(or in the worst case, running) is a dynamic process, in which the whole body is
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Figure 4.7: Upper body movement estimation
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a) b)
Figure 4.8: Problems of scan matching. a) The heading error can be signiﬁcant
between scans. This also causes many data points to be outliers. b) The two
consecutive scans. The current measurement is inﬂuenced by the ﬂoor reﬂections.
involved. During the movement the body rotates around all three axes. The rotation
around the direction in which the person is heading (yaw) causes large diﬀerences
between consecutive scans (Figure 4.8a). The heading variations are typically from
20 to 40 degrees/s, but the worst case can be up to 200 degrees/s (when turning
rapidly). The rotations around the pitch and the roll axes cause the violation of the
2D assumption. The changes in the roll cause e.g. the apparent corridor width not
to be static.
The most problematic aspect is the variations in pitch. When the laser rotates
around the pitch axis it starts to measure the ﬂoor or the ceiling (Figure 4.8b). In
corridor-type environments this causes problems for algorithms that rely on geo-
metric features such as lines. This is also a problem for the mapping. The map
cannot be constructed directly from line-segmented scans, since a ﬂoor reﬂection
would appear on the map as an obstacle.
In environments constructed by humans the vertical installations are very dominant.
If the pitch angle α diﬀers from the horizontal plane, the measured distance Lˆ can
be calculated from Equation 4.4:
lˆ =
l
cos(α)
(4.4)
where L is the real distance to the object. If the variations in α are within (0...10
degrees) the variations in distance are (0. . . 1,5%), which means that the bias in the
observed distance to the object is a less signiﬁcant error source than the ﬂoor (and
ceiling) reﬂections. If the sensor is mounted on the body at a height of 1.2 m and is
tilted 10 degrees, the sensor is measuring the ﬂoor from a distance of 6.8 m.
Another diﬀerence to the robotic application is that the motion control inputs for
the system are unknown. This makes the prediction of the movement impossible.
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The normal speed of a human is around 1 m/s and the motion is usually forward.
However, the speed can vary and the possibility of movements backwards and side-
ways should also be considered. If the laser dead reckoning is calculated ﬁve times
per second, the search volume is (±0.4m,±0.4m,±40degrees), if a maximum speed
of 2m/s and 200deg/s is assumed. The dead reckoning output can be used to reduce
the search volume. However, it is important to have a realistic estimate of the error
that the given estimate has. An average error of a few per cent of the distance
travelled does not mean that the error is always within a few per cent. The error
at any given moment may be tens of per cent points and for laser dead reckoning
the worst case estimate should be used (otherwise the real pose can be outside the
search volume).
4.3.4.1 Correlation in pose space
The large search space and biases in the measurements eﬀectively rule out many
of the scan-matching methods used in the literature. Correlation-based methods
have the advantage of ﬁnding the maximum overlap between two inputs, regardless
of the type of inputs. Because of this, a simple correlation-based algorithm was
implemented to test the feasibility of scan matching in personal navigation. The
proposed algorithm is a variant of the algorithm presented by Selkäinaho [129]. In
its original form the algorithm was used for the outdoor localisation of a service
robot. The algorithm makes a uniform pose distribution, which is searched through
to ﬁnd the pose that maximises the correlation function. The search space was
limited by the robot kinematics and odometry. The algorithm is similar to the one
presented by Schultz and Adams [126], except that the matching is performed with
raw data instead of evidence grids.
Algorithm 4 presents the method in its basic form. The algorithm uses a given
discretation values to generate the pose space and the correlation is calculated for
every possible pose. As an output the algorithm calculates the relative movement
from the reference scan to the current scan, as described in Section 3.3.2. The
method is a brute force method in the sense that the pose search does not use any
search algorithms (e.g. similar to [126]). However, the algorithm is a good tool to
analyse whether the correlation works for the scan matching in this case. There are
a couple of tricks to ease the computational load. The reference scan is sorted (in
Line 1) and the correlation function uses a ﬁxed threshold for checking if the two
points match. This simpliﬁes the nearest neighbour search, because the comparison
can be made ﬁrst in the coordinates that were sorted (e.g. only comparing x-values)
and the distance has to be computed only to those points which have a coordinate
closer than the threshold.
The computational complexity of the algorithm is O(NxNyNαNlog(M)), where Nx
is the number of poses to search in the x-direction, Ny in the y-direction, Nα is the
number of headings, N is the number of the points in the ﬁtted scan and M is the
number of the points in the reference scan. Without initial guess and using 5-cm
x 5-cm x 0.5-deg resolution, the algorithm requires over forty thousand pose to be
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Algorithm 4 Correlation in the pose space
Inputs:
 Initial movement with respect to the reference scan: pi = (dxi, dyi, dϕi)
 Reference scan st−1 and the current measurement st
1. Transform st−1 to Cartesian coordinates mt−1 according to Equation 3.34 and
sort e.g. according to the x-coordinates
2. Generate a set of poses, relative to the reference scan (even distribution, initial
position in the middle of the grid).
3. For each pose pn
(a) transform st according to pn using Equation 3.35.
(b) calculate correlation score:
Cor(pn) =
N∑
i=1
{
0, dnn(i) > th
1, dnn(i) ≤ th
, (4.5)
where N is the number of points (measurements) in one scan, th is the
distance threshold and, dnn(i) is the nearest neighborhood distance func-
tion:
dnn(i) = arg
j
min(
√
(xi − xj)2 + (yi − yj)2, (4.6)
(c) Store the largest correlation score and respective pose value
4. Return the pose with the best correlation score.
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computed.
The most signiﬁcant source of the computational load is the heading. Using the
initial estimate from the PDR module reduces the search volume signiﬁcantly. The
heading estimate reduces the required search from 80 deg to approximately 4-8
deg (since the synchronisation is not perfect). The relative movement provided by
SiLMU provides an estimate which is, on average, 5% of the distance walked, but
can vary in the short term. Finally, a search volume 60cm x 36cm x ±4 degrees was
used3. The algorithm runs in real time using a 1-GHz Pentium when using 6-cm x
6-cm and 0.6 degrees with a 6-cm threshold.
A few modiﬁcations were used in Algorithm 4 to improve the result:
1. coarse-to-ﬁne search
2. holding reference scan over multiple scans
3. calculate the least squares estimate for the selected pose.
The coarse-to-ﬁne search was implemented to obtain a recursive pose search. The
idea is simply to start with a larger search volume with lower resolution and use
the result with a smaller search volume and with higher resolution to gain greater
accuracy. This process can reduce the number of pose calculations required. The
problem is that the heading resolution cannot be increased (at least not much),
because the heading diﬀerence between scans causes distant points to deviate from
each other. For example, consider the case where the same point is measured in
both scans and the distance from the origin of the laser to the points is 5 m. Having
a 2-deg heading error between the scans, causes the distance between the points to
be 17 cm (according to Equation 4.6). Because of this the coarse-to-ﬁne search may
give biased results.
In practice Algorithm 4 produces a static error (the magnitude is about half of the
given resolution) every time the match is made. In many cases the reference scan
holds enough information for matching between many successive future scans. The
beneﬁt of not changing the reference scan every time is that the error given by the
algorithm is relative to the reference scan. Therefore, the error is not accumulated
when scans are matched against the static reference scan. The decision on changing
the reference scan is made according to the number of matching point pairs between
the scans. In our experiments 200 (out of 361) hits were used.
Finally, the algorithm can output the point pairs found for the matching pose. It
can be assumed that the pairs are true pairs, given that the number of point pairs is
high. In this case the pose can be ﬁne-tuned using Algorithm 3 to obtain the least
squares correction. If the number of matches found is not high enough, then the
algorithm returns the pose calculated by correlation (in this case Algorithm 3 may
provide a worse estimate).
3The search area for heading was a function of initial guess. The larger the initial guess was,
the larger the search area.
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Algorithm 5 Overview of the combined angle and position correlation scan match-
ing
 Initial movement with respect to the reference scan: pi = (dxi, dyi, dϕi)
 Reference scan st−1 and the current measurement st
1. Transform st−1 to Cartesian coordinates mt−1 according to Equation 3.34.
2. Transform st according to pi by using Equation 3.35.
3. Calculate the heading diﬀerence dϕhist (or set of candidates) by using angle
histogram correlation (Algorithm 6).
4. Using pˆi = (dxi, dyi, dϕhist) transform st by using Equation 3.35.
5. Compute the translation (dxcorr, dycorr) with maximum correlation by using
the position correlation (Algorithm 7).
6. Return pout = (dxcorr, dycorr, dϕhist).
4.3.4.2 Combined angle histogram correlation and 2D position grid cor-
relation
The method presented in the previous subsection is good for testing the feasibil-
ity of the scan matching. It provides suﬃcient accuracy in real time and it works
in practically all conditions (outdoors, polygonal...). However, it is not suitable if
more accuracy is needed with less computational power (e.g. for map-based locali-
sation). The latter was of more concern when investigation aimed at ﬁnding more
eﬃcient solutions was started. In the early phase of the work the histogram match-
ing presented in [93] (based on [143]) was tested. The test showed that the heading
correction was robust, while the translational shift was more error-sensitive. Having
implemented Algorithm 4, the idea for the next step was to estimate the heading
separately and then use correlation to ﬁnd the translational shift.
The advantage is that instead of O(N3) calculations, now only O(N + N2) calcu-
lations are made. Moreover, having a good heading estimate helps the correlation,
because the two scans are properly aligned, and thus the distance between points is
the true distance to the nearest neighbour, which in turn allows a recursive search
in the position space.
The steps of the algorithm are illustrated in Figure 4.9 and explained in Algorithm 5.
Algorithm 5 is an overview which explains the whole process. The steps of the angle
histogram correlation are presented in Algorithm 6 and the steps of the position
correlation are presented in Algorithm 7.
The angle between two laser scans is corrected by using the angle histogram of
the scan [143]. Additionally, two other alternatives were tested, but the histogram
calculation based on the raw laser measurements was found to be the best [65]. An
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Figure 4.9: Overview of combined angle and position correlation scan matching
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Figure 4.10: Laser scans are extracted into angles for the histogram correlation.
angle histogram represents the frequency of the discretised tangent values (see Figure
4.10) of the polygonal objects in the environment. Because the laser scan is ordered,
the tangent values can be approximated by calculating the angle using N consecutive
points in the scan. The N points are required to reduce the measurement noise. As
an example, in Figure 4.10 the angle between Points 1 and 2 diﬀers signiﬁcantly from
the angle between Points 1 and 15. The number of points used in the calculation
has to be large enough to smooth the measurement inaccuracies but small enough
for some details to be able to be seen. A number close to 30 was found to be the
most reliable when using laser scans with 361 points.
The histogram is calculated for both scans by discretising the angle space and by
calculating the frequency of each angle value. The angle shift (correction) is directly
obtained from the shift that maximises the cross-correlation (Equation 3.40) of the
histograms being used.
The complete method is presented in Algorithm 6. The algorithm does not explicitly
extract lines from the scans, but naturally it performs best in polygonal environ-
ments. The most accurate estimates are obtained when there are long lines in the
scans, e.g. walls.
The algorithm can be made more robust by using diﬀerent step sizes in the angle
estimation. The result is then a set of diﬀerent angle candidates from which the
translation correction can be calculated. The candidates can be used to give an
approximation of the estimation error. For example, in Figure 4.11 the maximum
of the correlation diﬀers slightly between the diﬀerent step sizes.
The translation correction returns the best correlating shift in the x- and y-directions
between two scans. The correction is calculated only for the translation and it is
assumed that the rotation between the scans is already corrected. The complete
algorithm is shown in Algorithm 7.
An example of the correlation results is shown in Figure 4.12. The ﬁgure shows the
correlation values of each point in the search grid (xy-plane). A low value means a
good correlation. Figure 4.12 represents a typical corridor; there is a good match in
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Algorithm 6 Angle Histogram Correlation
 Reference scan st−1 and current measurement st
1. Transform st−1 and st to Cartesian coordinates according to Equation 3.34
2. Calculate angle values from both laser scans: αi = atan(
yi−yi−N
xi−xi−N ), where N is
a constant number of points skipped in the scan.
3. Discretise the calculated angles and calculate the frequency count i.e. the
angle histogram
4. Calculate correlation (S) for the angle histograms (A and B) over the desired
search area.
h(k) =
N∑
i=0
h′(i) · h(i+ k), (4.7)
where N is the number of possible discrete values in the histogram.
5. Save all local maximum correlations and the corresponding angles.
6. Sort these correlations and return the desired number of best correlations and
angles.
Figure 4.11: Angle cross-correlation with slightly diﬀerent angle step sizes.
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Algorithm 7 Translation correction using correlation (2D)
Inputs:
 Reference scan st−1 and current scan st
 Initial movement with respect to the reference scan: pi = (dxi, dyi, dϕi), where
dϕi should be the corrected heading diﬀerence between the scans
1. Transform st−1 to Cartesian coordinates mt−1 according to Equation 3.34
2. Transform st to mt and transform according to pi by using Equation 3.35.
3. The reference scan coordinates mt−1 are discretised e.g. x ∈ [−10, 10] and
y ∈ [0, 15] to a set of new points mdt−1
4. Coordinates in mdt−1 are sorted according to x- or y-coordinate values using
the Quicksort algorithm [25].
5. Create a position search grid based on the desired search area and resolution.
6. For each point pk in the position grid
(a) Translate mt according to pk (simple summation, because the rotation is
ﬁxed)
i. For every point in the current scan, calculate the distance to the
nearest neighbour in the reference scan by using Equation 4.6.
ii. Calculate the correlation value for the position pk
Cor(pk) =
N∑
i=1
{
dnn(i)
D
, dnn(i) <= D
1 , dnn(i) > D
(4.8)
where dnn(i) is the distance of i:th point in the current scan to the
nearest neighbor in the reference scan (according to Equation 4.6)
and D is the maximum distance allowed for the nearest neighbour
(larger values indicate outliers).
7. Return pout = (dxi+pminx , dyi+p
min
y , dϕin), where (p
min
x , p
min
y ) is the translation
that has the smallest correlation value.
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Figure 4.12: Correlation values for one search grid. Small values indicate better
match.
one direction because of the corridor walls, but in the other direction the correlation
forms a valley of uncertainty, with a less visible minimum.
The minimum distance to the nearest neighbour is a more consistent measure of
correlation than in the previous method (section 4.3.4.1), in which the heading also
aﬀected the correlation function. Because of this, it is possible to use a similar
iterated searcher to that presented in [126]. The searcher divides the initial search
space (a 2D grid in this case) into 16 cells, placing the initial estimate in the middle.
In the next iteration, the cell with the best correlation is taken as the centre and the
search area is divided into half and the resolution doubled. This process is repeated
until the required resolution is reached. The process is illustrated in Figure 4.13.
The red area represents the best estimate found from the previous iteration and
the dashed (green) area represents the search area for the next iteration. The areas
between two consecutive searches overlap, which is required to guarantee a correct
solution for the case where the true position is found from the border of the best
correlating cell.
The iterative searcher reduces the required computation signiﬁcantly. Consider an
example of searching an area (±1.28m,±1.28m) with a resolution of 0.02m. Using
uniform distribution as the search grid, the required number of positions to be
calculated is 128× 128 = 16384. Using the iterative approach the required amount
of iterations is N = log2(1.280.02) = 6, which gives a total of 16× 6 = 96 positions.
Comparing the method to the one presented in Algorithm 4, this method is much
faster, but it assumes that the heading is correctly corrected with the angle his-
togram method, which in turn assumes that the environment is polygonal (or polygo-
nal enough). One way to increase the robustness is to use a set of heading corrections
obtained from the angle histogram algorithm. As illustrated in Figure 4.11, the use
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Figure 4.13: Iterative position searcher
of a diﬀerent number of points in the calculation of the tangent angles produces
slightly diﬀerent results. Algorithm 7 can be run with diﬀerent ﬁxed heading values
to ﬁnd the maximum correlation between these.
4.3.5 Increasing Error tolerance
Laser dead reckoning may fail if: 1) the real movement between the reference scan
and the current measurement is not within the search space; 2) there is not enough
information in the scans to provide a unique result; 3) the dynamics violate the
assumption that the scans represent the same environment, and 4) a combination of
the ﬁrst three error sources. The methods presented earlier will fail if the search area
is not suﬃciently large. Increasing the search area solves the problem, but opens up
the possibility of other error sources. The second point is always a problem for scan
matching. For example, long corridors in an oﬃce environment provide very little
information in the direction of the corridor, which in turn can cause a situation where
there are several locations that give approximately the same correlation. A dynamic
environment is also usually a problem for localisation systems. For example, a large
amount of people (usually present in the case of a demonstration) moving in front
of the laser causes apparent movement between the scans, even when the laser has
not moved at all. Opening a door was found to be one of the most challenging cases
for laser-based dead reckoning. When the door opens, the movement is interpreted
as rotation, even when the laser is stationary. The problem is illustrated in Figure
4.14; after the door is opened the heading error is 45 degrees.
The static reference scan approach was implemented to reduce the error of scan
matching (Figure 4.15). This, however, can cause a combined error eﬀect in some
situations. Consider the situation in Figure 4.15b. The reference is changed at
time t. This reference is used in future time steps t+1,...t+N, until the decision
is made to change the reference. The estimate from the previous matching was
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Figure 4.14: An opening door causes severe problems if only the laser is used for
matching.
Figure 4.15: Two alternative ways to choose the reference scan. a) changing the
reference every time a new scan is received; b) changing the reference only when
necessary. Courtesy of Seppo Heikkilä [65].
used as the initial estimate of movement. Now, if the subject is walking through
a repetitive corridor, it is possible that at some time step the local minimum will
be found instead of the correct displacement between the reference scan and the
current measurement. Using that result as the initial guess for the following rounds
can cause the true displacement not to be within the search area.
The same process can also cause more sensitivity to dynamics: a sudden change in
the view is more likely to cause error if there is less correlation between the reference
and the current measurement.
There is no uniﬁed solution to all situations. In principle, having a good initial
estimate of displacement helps, because then the search area can be kept small,
which reduces the possibility of local minima and reduces the possible maximum
error. However, as mentioned earlier the search area must take into consideration the
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Figure 4.16: Result of opening door with error checking
worst-case error of the dead reckoning (otherwise the method is tolerant to the case in
which the true pose is outside the search area). In this case the current pose estimate
with respect to the reference scan was calculated: 1) using dead reckoning only; 2) by
calculating the displacement between every scan using laser dead reckoning (Figure
4.15a) and 3) calculating the displacement between the reference and the current
measurement (Figure 4.15b). In all three cases the result should be the same. If
not, then a rule-based method was used to ﬁnd out which estimate to use. (If the
error is only visible in the third case, the pose from the previous round can be used
and the reference set accordingly; if both matchers fail, then the initial estimate is
the best one to use). Figure 4.16 shows the result of this process.
4.4 Map-Based Localisation
The beneﬁt of dead reckoning is that it is fully infrastructure-free. However, the
integration of the sequential movements eventually increases the error cumulatively
to a signiﬁcant level and the location is lost. One way to reduce this error is to
use map-based localisation methods. The framework for continuous probabilistic
localisation was presented in Section 3.1.2. This section presents an implementation
of three Monte Carlo Localisation (MCL) methods for map-based localisation:
 topological MCL
 range scan-based MCL
 combination of the above two methods
The methods use dead reckoning and maps as inputs. The methods can use any dead
reckoning input (SiLMU-based, laser-based, wheel odometry, inertial navigation)
and as such these methods can be used in combination with any dead reckoning
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Figure 4.17: Geometric map representation versus the sensor-based map
system. What is more important is that the error of the dead reckoning estimate
has a zero mean (i.e. the measurement is not biased) and that the variance is known.
The map has a signiﬁcant meaning in the process. The likelihood of a pose is
calculated by ﬁnding how likely the measurement is, given the current pose. The
likelihood calculation requires the measurement to be predicted against the pose and
map being tested. Perfect prediction requires the map to represent the actual state
of the environment as the sensor measures it. However, a static map can represent
only a single state of the environment. The situation is illustrated in Figure 4.17.
The overall map in the ﬁgure is derived from the CAD drawing of the building.
The model represents the state of the building (relatively) accurately, just at the
time the building was built. Since then the rooms have been ﬁlled with furniture,
cupboards, and, in some cases, with extra walls. The zoom-in pictures in Figure
4.17 show the time instant at which the tests were made. The sensor measures a
radically diﬀerent state of the environment than what would be expected according
to the original map.
The use of the sensor-based map presented in Figure 4.17 would provide accurate
measurement predictions, but it would come at the cost of actually: 1) having the
sensor-based model, and 2) maintaining the proper model over time. In this thesis it
is assumed that the map is a geometric representation that represents the structural
body of the building (named Original map in Figure 4.17). As a consequence
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Figure 4.18: Measurement prediction versus real measurement using partially cor-
rect map
the methods presented should be more general (in terms of applicability) but at
the cost of losing accuracy. In practice this means that the real environment is
likely to have obstacles that are not mapped. The consequence is that the predicted
measurement is often longer than the real measurement. Figure 4.18 shows an
example. The prediction calculates the expected measurement from a given pose
(red dot). According to the map the sensor would measure the distance to the walls,
but in reality only the distance to the cupboards is measured. Because of this, one
measurement must not have too much signiﬁcance attached to the weights of the
particles. This is achieved by increasing the measurement variance and by rejecting
the measurements which are signiﬁcantly shorter than the predicted measurements.
The initial estimate of the pose is required to limit the number of particles. In princi-
ple MCL can be used for global initialisation, but for real-time purposes the number
of particles required for initialisation grows too large with large maps. Basically the
initial estimate can be given in two ways: 1) the initial pose is approximated to be
within some area, without further knowledge, or 2) the initial pose is approximately
known. The ﬁrst case is essentially the same as the global initialisation, only in a
limited area. The process is illustrated in Figure 4.19. At the beginning the pose
distribution is uniformly distributed over an area approximately 10 m x 10 m (and
a 360-degree heading). In the ﬁrst three (top) images, the distribution is spread
and there is no visible solution. In the three images in the middle the number of
solutions (modalities) is reduced to a few and in the bottom images the solution
ﬁnally converges into one distribution. The second case initialises the pose as a
single distribution, i.e. the pose is known and the particles are spread around it
using normal distribution.
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Figure 4.19: MCL initialization using uniform distribution
4.4.1 Monte Carlo Localisation Algorithms
The basic MCL algorithm is described in Algorithm 1. The algorithm describes the
three steps of the MCL:
1. prediction
2. measurement update
3. sampling importance resampling
All the methods presented in this section use the same prediction and SIR steps
(see Section 4.4.1.4). The prediction step takes a dead reckoning estimate and its
error estimate as input (as described in Section 3.1.2.1). The predicted pose for each
particle is calculated according to the dead reckoning input, with added noise. The
zero mean normal distributed noise is added according to the error estimate.
The update step calculates the probability of each particle on the basis of the most
recent measurement. This step diﬀers between the diﬀerent MCL implementations.
4.4.1.1 Range scan-based MCL
Range scan-based MCL is a traditional way to update the measurement likelihood.
The range scan is a set of range measurements taken at a certain time. The source of
the range measurements (sensor) is irrelevant as long as the measurement accuracy
is known. This implementation closely follows what is presented in the literature
(namely [53, 139]).
89
Figure 4.20: An example of a virtual scan
In this case the measurement is a laser range scan taken from a single pose in the
environment. The update phase compares the expected measurement to the real
measurement and calculates the likelihood of the measurement being taken from
the place the particle represents. The expected measurement is calculated for each
particle using the a priori map. Figure 4.20 shows an example of a virtual scan of
the expected measurement calculated using a line map. The virtual scan is created
by calculating the expected measurement lines and by calculating the intersections
with the map lines. Similarly, the virtual scan can be calculated from the occupancy
grid map using the ray tracing technique.
The likelihood calculation is the most critical part of the MCL algorithm. The
weight of a single range measurement can be calculated using Equation 3.17 and if
the ranges in the scan are expected to be independent then Equation 3.18 can be
used to obtain the weight of the particle. A laser is an accurate measurement device
(the standard deviation of measurement is less than 2 cm). Figure 4.21a illustrates
the eﬀect of measurement variance on weighting using Equation 3.17. The red curve
shows the function for a laser range ﬁnder with a perfect map. Even if there were a
perfect map, the problem of using such a function is that it causes very high peaks in
the weights of the pose distribution. Practically all poses that are not within a few
centimetres of the real state get zero weight, which in turn means that there are only
a few particles that will obtain high probability. As a result the distribution will lose
its capability to represent the uncertainty. Moreover, the dead reckoning always has
errors that do not ﬁt into the model, and the heading error is not properly handled
by Equation 3.17.
Because the map and the environment diﬀer in many parts, the map uncertainty is
large (or biased). Because of this, one measurement (or even a few) should not aﬀect
the weights of the pose distribution too much. Figure 4.21b shows two alternative
weighting functions. Both functions have a cut peak, which means that all the poses
within a smaller distance than the threshold will have equal weight. The other curve
additionally has a constant level of probability, which means that the weight of a
pose is not going to go into zero, no matter how bad the measurement was compared
to the prediction. In a sense the constant gives a probability of bad prediction. This
is the likelihood function implemented for one range measurement and for the whole
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a) b)
Figure 4.21: Weighting functions for a single range measurement: a) using Equation
3.17 with diﬀerent weights (without scaling); b) by smoothing the peak and using
the constant as base probability.
scan the weighting of one particle can be written as:
p(zt | xit,m) ∼
n∏
j=1
(e
−dl2j
σ2meas + Pfalse), (4.9)
where σmeas is the sum of standard deviations of the map error and measurement
error, dlj is the distance diﬀerence between the predicted distance measurement and
the measured value, Pfalse is a constant and n is the number of range measurements
in one scan. In our implementation only ten measurements (out of 361) from the
range scan were used for the update. The speed of the algorithm was the main reason
for this. Furthermore, the larger amount of measurements can bias the likelihood
calculation more than it helps it.
Pfalse can also be used as a function of dl : if the expected measurement is further
than the measured one, Pfalse is increased. In this case it is probable that there are
some unmapped dynamic objects or structures in front of the laser.
4.4.1.2 Topological MCL
Another, complementary, way of updating the weights of the particle distribution
is to use the topology of the space. In [46, 141] Equation 3.33 was presented.
The likelihood calculation was made for WLAN-based positioning with the rule
that if the particle crosses the wall it will get zero probability. The idea can be
extended to allow the updating of the likelihoods without any knowledge of the
real position. Intuitively, the closer the particle is to the wall, the less likely it
is. Using this intuition, an occupancy grid map can be converted into a likelihood
function by using the distance transform [48]. The distance transform calculates the
shortest distance to an obstacle for each cell. Thus, the outcome is a sampled 2D
function, which gives the distance to the closest obstacle for each location in the map.
This distance is thresholded; that is, all distances above the threshold will result
in equal probability, but values closer to the wall will have a smaller probability.
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Figure 4.22: An example of a distance transform (upper) and a likelihood function
(below). In the likelihood function all grey areas have equal probability and only
the vicinity of the walls has low probability.
The updating of a particle's weight is directly obtained from the precomputed grid,
which makes the algorithm very fast.
An example of the distance transform and precalculated weighting function is pre-
sented in Figure 4.22. The grey area in the bottom image has constant probability
and the darker areas have lower probability. The measurement update function is
given by Equation 4.10.
p(zt | xit,m) ∼
{
d(xit), if d(x
i
t) 5 dmax
dmax, if d(x
i
t) > dmax
, (4.10)
where d(xit) is the distance to the nearest obstacle from position x
i
t and dmax is
maximum distance that is aﬀecting the weighting. This weighting function is made
considering personal navigation. The selected dmax = 0.3m, which means that all
positions in the space that are further than 0.3 m from an obstacle will get the
same probability. The weighting could take the most probable trajectories into
consideration (e.g. if a robot is controlled in a certain way), but in this case a
human might use the whole empty space.
The method uses a metric map and produces a metric pose distribution. It is called
a topological one, because the pose update procedure matches the trajectory of the
particles on the map. There is no direct measurement from the environment, but
the particles that are travelling according to the true trajectory will have a better
probability than those which are not. The process also requires the map to have a
distinguishable topology. All the particles in the empty area have equal probabilities,
and the accuracy depends on the width of the corridors, the amount of turns made,
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and the number of rooms visited. Thus the deviation of the probability distribution
in the long term is comparable to the size of the empty area deﬁned by the map.
The algorithm is robust and works well with an oﬃce-type environment, even with-
out any observation from the environment, as long as the trajectories match the
topology of the environment (i.e. it is not suited for localising a robot or human
which/who is moving in a single room, but is suited for localising an entity exploring
the whole environment).
4.4.1.3 Combined topological and range scan based MCL
The two diﬀerent weights/likelihoods can be fused. The weight for one particle
becomes:
wi(t+ 1) = wi(t)LrLt, (4.11)
where Lr is the likelihood obtained using the range measurement, Lt is the likelihood
obtained from the topological likelihood function and wi(t) is the weight of the
particle after the previous update. The combined algorithm was implemented so
that in each iteration (arrival of a new pose) the weight is updated only by using
Equation 4.10. The combined update is used only if the movement between the
last measurement update and the current measurement has been more than the
threshold. This was implemented to reduce the bias that can occur if a range scan
is updated continuously in a single pose.
4.4.1.4 Sampling Importance Resampling
If the prediction and the update steps are continuous, the particles gradually diverge.
The particles move according to the dead reckoning and the update phase only
updates the probability, not the position of the particles. This problem is solved
by re-sampling the distribution with the Sampling Importance Resampling (SIR)
algorithm [57, 3]. This algorithm re-samples the distribution in such a way that the
particles with high probabilities get duplicated many times and the particles with
low probabilities vanish completely. The pseudo-code of the algorithm is introduced
in Algorithm 8. The algorithm inputs the whole particle distribution. Each particle
has a state and a weight w that represents the probability of the particle. The
algorithm then runs through the particles, multiplying the high-probability particles
and removing the low-probability particles.
Algorithm 8 selects the ﬁrst particle randomly (the initialisation of U). If the parti-
cles have uniform weight it is 1
N
, which is used as a comparison when copying the
particles (Lines 1a i to iv).
While the SIR algorithm tries to sample from the real distribution, it also always
discretises the distribution. This causes a loss of information and therefore it is not
wise to trigger the SIR update unless necessary. This decision is not necessarily easy.
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Algorithm 8 Sampling importance resampling
Inputs : Particles χt−1
V ariables : U = 0, Q = 0, i = 1, j = 1
Outputs : Particles χt
U = uniformrandom()/N
1. while U<1.0
(a) if Q>U
i. U+= 1
N
ii. χit = (x
i
t−1,
1
N
)
iii. i++
(b) else
i. Q+ = wjt−1
ii. j++
(c) end
2. end
Intuitively, the distribution represents the real distribution well if all the particles
have an equal probability. Conversely, if there are many low-probability particles
and only a few high-probability particles, then the distribution does not eﬀectively
represent the real distribution any more. Therefore one measure for triggering the
SIR update is the variance of the probabilities. The SIR update is triggered whenever
the variance starts to grow.
4.4.1.5 Determining the pose
The particle ﬁlter returns as many hypotheses of the pose as there are particles, thus
giving a probability distribution of the pose instead of an absolute value. Figure
4.23 gives an example. The cloud on the right is the distribution of the pose. The
distribution covers the whole room where the PeNa user is. The continuous (red)
line is calculated by using the weighted average of the whole distribution; that is
p˜ =
N∑
i=1
wipi. (4.12)
The weighted average is not necessarily the true position, but it can be seen from
Figure 4.23 that it gives a smooth path.
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Figure 4.23: An example of a particle ﬁlter result. The dots are hypotheses of the
pose at the moment. The continuous line is the trajectory returned by the weighted
average of the distribution.
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Chapter 5
Tests and Results
5.1 Step length tests
The accuracy of SiLMU was tested separately. The test was performed by walking
along a line. In the test the measured distance is the sum of the step lengths obtained
using 4.1 and the real walked distance was 55 m. The measured distance varied on
both sides of the real distance, giving approximately zero mean variance. The ﬁrst
measurement did provide an error far bigger than the average, but no particular
reason for this was found. The average error with the 55-metre distance was 0.70
metres. This gives an error percentage of about 1.28%. The maximum error was 3
metres, the error percentage being 5.45%. The complete set of results can be seen
in Table 5.1.
Table 5.2 shows the results of a similar test set performed with NUPPU. The major
diﬀerence between the two measurement devices is that once calibrated, SiLMU
provides a reliable estimate from person to person. NUPPU, on the other hand, is
based on an indirect measurement of a step length, which makes it more tolerant
towards the walking style of a person. Because of this the estimate can be biased (i.e.
the length is always too short or too long) when using a single calibration for diﬀerent
persons. This is also visible in Table 5.2. All the lengths provided by the device are
reported as too short. Even if the result had been calibrated, the maximum error
of the data set is more than 10% of the distance travelled (i.e more than 6 m within
60 m). Because of this, it can be stated that NUPPU provides a less accurate dead
reckoning estimate, which cannot be used as such for the map-matching algorithms
(mainly because the estimate can be biased). However, NUPPU was able to provide
a good enough estimate of movement for the laser dead reckoning, even without
the need for calibration between persons.
5.2 Personal Navigation tests
To test the functionality of the system, the setup was tested in an oﬃce-type environ-
ment. The test area was the 2nd ﬂoor of the TUAS building at Helsinki University
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Table 5.1: Measurement results from the stand-alone test for SiLMU
Sample Measured dist(m) Real dist(m) Error(m) Error(%)
1 58.00 55 3.00 5.45
2 55.05 55 0.05 0.09
3 56.84 55 1.84 3.35
4 56.36 55 1.36 2.47
5 56.12 55 1.12 2.04
6 55.65 55 0.65 1.18
7 54.96 55 -0.04 0.07
8 54.45 55 -0.55 1.00
9 54.76 55 -0.24 0.44
10 54.88 55 -0.12 0.22
11 54.08 55 -0.92 1.67
12 54.15 55 -0.85 1.55
13 54.74 55 -0.26 0.47
14 54.67 55 -0.33 0.60
15 56.34 55 1.34 2.44
16 55.12 55 0.12 0.22
17 55.05 55 0.05 0.09
18 55.01 55 0.01 0.02
19 54.83 55 -0.17 0.31
20 53.95 55 -1.05 1.91
Table 5.2: Measurement result of NUPPU stand-alone tests
Set Measured dist(m) Real dist(m) Error(m) Error (%)
1 47.79 60 -12.21 20.34
2 58.51 60 -1.49 2.48
3 48.23 60 -11.77 19.62
4 49.68 60 -10.32 17.2
5 56.06 60 -3.94 6.57
6 55.3 60 -4.7 7.83
7 50.46 60 -9.54 15.9
8 54.27 60 -5.73 9.54
9 59.5 60 -0.5 0.83
10 59.82 60 -0.18 0.3
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Figure 5.1: Example picture from testing area (above) and the map of the test area
(below). The ﬁlled area is the corridor network used and the black dot marks the
typical starting point of the test runs.
of Technology. The tests were performed in corridor-like environments and oﬃce
rooms alongside the corridors. The test area is challenging for the laser range ﬁnder
since there are plenty of class walls around (see Figure 5.1). A map of the whole test
area is shown in Figure 5.1. The ﬁlled area is the corridor network and the black
dot marks the start and end point of the test runs (in most of the cases).
The purpose of the tests was to demonstrate the performance of the dead reckoning
system for the deliverable D2.2 Personal Navigation System Test Report [117].
The tests reported in this chapter use the data collected during this test. The data
sets represent diﬀerent natural paths that can be walked in an oﬃce. The paths
include walks in corridors of diﬀerent lengths and paths that include rooms and
corridors. However, all the data sets are collected to represent situations in which
the walker is actively exploring the environment. An illustration of all the paths is
given in the appendices (Appendix B.2 illustrates the paths on a map).
The dead reckoning results for Algorithm 4 are the same as reported in [117]. The
results of the map-based methods, as well as the laser dead reckoning algorithm
(Algorithm 5) are post-processed. The setup had SiLMU for stride length estima-
tion, a compass-compensated gyro, and a laser. The laser dead reckoning algorithm
described in Subsection 4.3.4.1 was used. The dead reckoning results were calcu-
lated in real time while walking. The collected data include processed SiLMU pose
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estimates, processed laser dead reckoning estimates, and laser measurements. The
laptop computer has a 1066-MHz Pentium III Mobile CPU and the Windows XP
operating system.
5.2.1 Error Estimation
The error estimation is diﬃcult as it requires a reference. The usual error parameters
for personal dead reckoning systems are the error in the distance walked or the
relative error between the end and start positions after a closed loop has been walked.
The ﬁrst one requires a speciﬁc distance to be walked, which is only possible if the
trajectory is simple. Additionally, the results may be aﬀected by the test subject
not walking in a straight line. The second measure is relatively simple to measure.
The result can be obtained as long as the test subject returns to the initial position.
The problem with this method is that walking a closed loop does not reveal the real
errors of a dead reckoning system. The error in position depends considerably on the
error in the heading, which is the most signiﬁcant cause of positional displacement.
Additionally, walking a closed loop does not reveal the scale; that is, the dead
reckoning system may give distances that are always too short or too long.
In this case the trajectories tested are such that an exact reference would be im-
possible to achieve. The system was thus tested by walking a closed path. For
the error analysis the end/start diﬀerence is calculated. The reference trajectory
is calculated by ﬁtting the data to the map using MCL. MCL produces a more or
less topologically correct path, but it may not follow the true trajectory accurately
(the derived pose is the weighted average of the probability distribution). Therefore
the trajectory provided by MCL is used as a measurement to correct the calculated
odometry. The ﬁtting is formulated as a least squares minimisation problem. The
estimated state is the whole trajectory:
xt =
 p1...
pN
 (5.1)
and the diﬀerential movement from pose to pose provided by the dead reckoning
and the absolute pose given by the MCL algorithm are used as measurements:
zodo =
 dpi...
dpN
 and zMCL =
 pˆ1...
pˆN
 . (5.2)
The errors to be minimized are:{
eiMCL = (x
i − ziMCL)
eiodo = (x
i − (xi−1 ⊕ ziodo))
, (5.3)
99
Figure 5.2: Example of ﬁtted trajectory vs. odometry trajectory
where superscript index means a component of respective vector and the operator
⊕ means transformation of xi−1 into xi according to Equation 3.10. The minimized
cost function is then:
J =
N∑
i=1
(eiMCLWMCL(e
i
MCL)
T + eiodoWodo(e
i
odo)
T ), (5.4)
where WMCL is the weight of the MCL measurement and Wodo is the weight of the
odometry. The weight for the odometry measurement was constant and the weight
of the MCL measurement was obtained from the variance of the particle cloud.
An example of the outcome of the process described is illustrated in Figure 5.2.
The original odometry is the white path, the MCL result is the green path, and the
red path is the ﬁtted reference trajectory. The computed trajectory is used as a
reference path for the other measurements.
It must be noted that the reference trajectory is not the real trajectory. It is the
best estimate of the trajectory that was achieved. Therefore the result should be
considered as a deviation from the best estimate, because the reference is calculated
from the same data as it is compared to.
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Table 5.3: Diﬀerent distances obtained with diﬀerent methods
Set# time dreal dlodo dSiLMU
1 162.31 111.83 110.48 111.36
2 184.92 60.52 61.63 60.18
3 200.75 128.08 127.74 135.81
4 231.36 167.91 168.55 181.11
5 510.74 371.56 371.68 396.54
6 522.54 285.57 286.06 303.29
7 475.5 403.3 404.41 407.65
8 1208.3 584.92 592.6 600.91
Sum 3496.42 2113.69 2123.15 2196.85
5.2.2 Dead Reckoning Results
5.2.2.1 Case 1: Using pose space search laser scan matching
This subsection presents the results generated and published for a test report [117].
The dead reckoning output is calculated using SiLMU, the heading ﬁlter, and the
pose space scan matcher algorithm. The dead reckoning output is obtained by using
the translational output of the laser dead reckoning and heading from the heading
ﬁlter. The trajectories were calculated in real time and were not post-processed
afterwards.
The results are illustrated in Appendix A.1. Figures A.1, A.2, A.3 and A.4 plot the
full route tracks with the laser scans integrated into the images. The laser points
are plotted in the pose points obtained from the laser dead reckoning (red points).
The SiLMU pose is illustrated in green.
Table 5.3 shows the diﬀerent path distances obtained with diﬀerent methods. In
the table dreal is the distance obtained with the map-matching method, dlodo is the
distance obtained with the laser dead reckoning, and dSiLMU is the distance obtained
from SiLMU. The set number matches the numbers in Appendix A.1. Table 5.4
shows diﬀerent errors. elodo and eSiLMU are errors in meters when compared to dreal,
estart/end is the distance error between the start point and the end point and eangle is
the heading error in degrees obtained as the diﬀerence in the heading between the
last matched heading and the last heading returned by the laser odometry. Finally,
Table 5.5 gives the relative errors.
As is visible from Table 5.5 the diﬀerent approaches give diﬀerent ﬁgures. The error
in the distance travelled is well below 2% in all the laser odometry cases. The end-
start error gives some idea about the error, but as can be seen from the ﬁgures in
Appendix A.1, the end-start error does not reveal the true accuracy of the system.
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Table 5.4: The dead reckoning errors
Set# elodo eSiLMU estart/end eangle
1 1.35 0.47 2.7 -0.68
2 -1.11 0.34 1.07 1.82
3 0.34 -7.73 1.6 -1.3
4 -0.64 -13.2 3.78 -1.37
5 -0.12 -24.98 7.61 -8.49
6 -0.49 -17.72 13.87 -8.38
7 -1.11 -4.35 9.9 -0.27
8 -7.68 -15.99 30.42 -51.04
Table 5.5: Relative errors
Set# elodo(%) eSiLMU(%) estart/end(%)
1 1.21 0.42 2.50
2 -1.83 0.56 1.70
3 0.27 -6.04 1.30
4 -0.38 -7.86 2.20
5 -0.03 -6.72 2.10
6 -0.17 -6.21 4.90
7 -0.28 -1.08 2.45
8 -1.31 -2.73 5.10
5.2.2.2 Case 2: Using combined scan matching
The results presented in this subsection are obtained by calculating the diﬀerential
movement between two scans from SiLMU and the heading ﬁlter and reﬁning the
pose estimate using Algorithm 5. These results are post-processed using the original
PDR estimates generated for the test report [117]. The principal diﬀerence to the
previous case is that there is no separate heading ﬁlter, which would provide a
global heading. Instead, the heading is integrated from the output of the laser scan
matching.
The results in Table 5.6 are presented in the same way as in the previous section.
The full route tracks are illustrated in Appendix A.2. The ﬁgures are obtained by
plotting the laser range scans into an occupancy grid for each calculated pose.
When the two cases are compared, the overall end-start error is similar in both cases.
The heading error is also comparable, or even better in some cases when only laser
dead reckoning is used. The comparison between the absolute path lengths diﬀers.
In Set No. 2 there is an unexplained 72-m path length measured for a distance that,
according to the reference path, is approximately 60 m. Looking at Figure A.5 (in
the middle), the diﬀerence is not too obvious. Now comes the question of what the
real trajectory is. The method used earlier to obtain the reference path used laser
dead reckoning from Case 1 as input, and therefore the reference trajectory is more
likely to follow that trajectory. In other cases the distance error is considerably
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Table 5.6: Results using combined scan matcher
Set dlodo elodo eangle estart/end estart/end(%) elodo(%)
1 116.79 -4.96 -2.65 2.6 2.32% -4.44
2 72.48 -11.96 4.46 1.07 1.77% -19.76
3 129.49 -1.41 8.82 0.88 0.69% -1.1
4 169.75 -1.84 -8.54 9.27 5.52% -1.1
5 373.08 -1.52 -0.21 2.69 0.72% -0.41
6 302.59 -17.02 -31.57 8.21 2.87% -5.96
7 418.47 -15.17 4.89 5.98 1.48% -3.76
8 625.49 -40.57 -14.39 5.39 0.92% -6.94
lower, but still higher than in the ﬁrst case (which is probably explained by the
same fact).
The combined scan-matching method provides some advantages over the previous
one: 1) it is lighter in terms of the computational power required, and 2) it can
provide an accurate heading estimate itself, which means that it can be used in
combination with a MEMS gyro/IMU. As the results show (see Figures A.5, A.6
and A.7) the method performs well in all the test sets. Figure 5.3 shows the result
of the coverage walk data set (Set No. 7). The outcome is an almost perfect map
of the laboratory.
5.2.3 Map-matching methods
The map-matching methods were tested against the same data sets as the laser dead
reckoning. The tests were performed with three diﬀerent methods: 1) topological
MCL only; 2) scan-based MCL, and 3) combined topo-scan-based MCL. All the
methods were tested with a varying number of particles (from 100 to 20,000). The
initial pose was read from the previously computed reference trajectory. The initial
variance for the particle ﬁlter was given as (1m2, 1m2, pi
30
rad2).
There are two measures that can be used to compare the results: 1) the average
of the variance of the particle cloud, and 2) the average deviation from the ﬁtted
path. The ﬁrst measure tells how spread-out the particle cloud is. In general, the
smaller the variance, the better the accuracy of the pose. The second measure
shows the deviation from the reference path. For this one needs a true path to
compare to. The method for generating the reference trajectories for laser dead
reckoning provides a good result for comparing the path lengths, but it still might
be inaccurate when it comes to pose-to-pose comparison. A map-based method was
used to derive a reference path for the pose-to-pose comparison. The idea is to
match the individual laser measurements to the map, which results in a reference
trajectory that is not correlated with the data it is compared against (which was
the case with laser odometry).
Algorithm 9 outlines the method used for matching the data to the map. The
matching uses the MCL ﬁtted paths to get the initial estimate of the real trajectory.
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Figure 5.3: Result of coverage data set (set No. 7)
The paths are evaluated by calculating a correlation value for the whole trajectory
(as the sum of the squared distance error between the scan points and map objects).
After the selection of the best path from among the candidates, the correlation
value is calculated for each individual pose. The poses are sorted according to the
correlation value and matched to the map using a pose grid search (practically the
same as the laser dead reckoning in Algorithm 4) to ﬁnd the pose with the maximum
correlation. After matching the laser measurement is added to the map. The main
reasons for this process are: 1) the poses that correlate best most probably produce
correct matches, and 2) the process reduces the correlation between the poses; that
is, if the poses were matched sequentially, the previous estimates would aﬀect the
estimation of future poses.
An example of the path (and map) is given in Figure 5.4. The path is close to the
correct one on average, but there are also a few false matches. Furthermore, the path
that the method outputs is not smooth. Each pose is matched individually to the
map, without the dead reckoning estimate being considered. Therefore this method
was not used when the lengths of the dead reckoning trajectories were compared.
Tables B.1-B.8 in Appendix B show the results from diﬀerent runs. Each data set is
in a separate table. The table is organised so that ﬁrst there are the results of topo-
MCL, then scan-MCL, and ﬁnally topo-scan-MCL. In the table Var(x), Var(y), and
Var(a) show the mean variance of x, y, and heading, and err(x), err(y), and err(a)
show the average deviation from the reference trajectory. The same runs are depicted
in Figures B.1-B.8. In the ﬁgures the trajectories of all the runs are plotted into the
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Algorithm 9 Correlation-Based Map Matching
Inputs: Map, Laser measurements and N computed MCL trajectories
1. Compute correlation value for all N paths
2. Select the best path P
3. Compute the correlation for each pose in P
4. Sort P according to obtained correlation value
5. Go through all the poses starting from the one that correlates best
(a) Fit the measurement to the map
(b) Add the measurement to ﬁtted pose in the map
Figure 5.4: Map-matched trajectory for data set No. 7
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Table 5.7: Run times of diﬀerent algorithms [ms/measurement]
Particles Topo Scan Topo-Scan
100 0.659 1.542 0.891
200 0.753 2.298 1.071
500 1.077 4.831 1.660
1000 1.556 8.621 2.600
5000 5.910 39.379 10.203
10000 11.281 79.203 19.700
20000 21.989 155.589 38.514
same picture.
Table 5.7 shows the diﬀerent run times of the algorithms. The unit in the table
is milliseconds per measurement. Not surprisingly, the topo-MCL algorithm is the
fastest. The diﬀerence between scan-MCL and topo-scan-MCL is explained by the
fact that the measurement likelihood of scan-MCL is updated with every measure-
ment, while with topo-scan-MCL the measurement is only updated if there has been
enough movement between the last update and the current pose (to prevent the bias
from an incorrect map). Table 5.7 shows that basically all the algorithms can be
run in real time with 5000 particles.
A few failures occurred during the test runs. Scan-MCL caused failure in Test Set
No. 5 with 5000 particles. During Set No. 8 all methods failed with 100 particles.
This is not surprising, since 100 particles are not able to represent distributions
well. However, there does not seem to be any particular reason for the failure of
scan-MCL during Set No. 5, except bad luck. The scan-MCL algorithm updates
the measurement likelihood each time the measurement arrives. This, on some
occasions, may cause bias in the particle distribution, since the map is not actually
representing the current state of the environment. If the biased distribution is
updated with the SIR algorithm, it is possible that none of the remaining particles
will describe the true distribution of the pose. Table 5.8 shows the results of a
repetition trial. Each method was run a hundred times using 100, 200, 500, and 1000
particles. The ratio in the table indicates the number of failures. Clearly, topo-MCL
provides better results when more particles are added. Scan-MCL provides the best
results overall, but there are four failures when 1000 particles were used, while there
were zero failures with 500 particles. Topo-scan-MCL also requires more particles by
nature, but it seems to provide consistently better results when particles are added.
The topo-MCL and topo-scan-MCL methods were also tested with 5000 particles.
In both cases the result was zero failures.
In most cases topo-MCL has the largest variance and the worst pose estimate.
This is not a surprising result. In fact, the accuracy of topo-MCL depends on the
environment and the type of movement. For example, when a human is walking
in a corridor, the particle cloud will eventually be at least the size of the width of
the corridor. On the other hand, when the trajectory goes through narrow spaces,
such as doorways, the distribution will get smaller. In most cases scan-MCL has the
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Table 5.8: Results of repetition trial
Method 100 200 500 1000
topo-MCL 82/100 43/100 14/100 1/100
scan-MCL 7/100 2/100 0/100 4/100
topo-scan-MCL 36/100 14/100 2/100 0/100
smallest variance, but topo-scan-MCL is the most accurate. This is explained by the
fact that scan-MCL updates the measurement likelihood whenever a new scan has
arrived. Updating the measurement likelihood causes more variance in the particle
probabilities, which causes the triggering of the SIR update more frequently than in
the case of topo-scan-MCL. Table 5.9 shows the comparison of the methods when
1000 particles were used. Each group of three has its own data set and the order is
the same as before. The italics are used to represent the best method for each of
the cases.
5.2.3.1 Localisation without environmental perception
The tests in the previous sections used a laser-based dead reckoning estimate for
map matching. Conceptually there is no diﬀerence between the estimates, but to
prove that topological MCL could be used without any environmental perception
sensor, the tests were performed with a PDR estimate only (i.e. SiLMU and a
heading ﬁlter are used for position estimation and topo-MCL for map matching).
The only diﬀerence in implementation to the previous runs was that the variance of
measurement was increased.
Figure 5.5 shows the results of the three most challenging data sets: 1) the room
search (Set No. 6); 2) the coverage walk (Set No. 7), and 3) the automation
laboratory walk (Set No. 8). In all cases the method is able to track the pose
successfully. Similarly to other cases, a repetition trial using data set No. 8 (see
Table 5.10) was run to see the eﬀect of the number of particles and the reliability
of the method. Using an unreliable dead reckoning estimate makes it necessary
to use large variance for the noise (even as much as a standard deviation of 40%
of the distance travelled). Naturally, this has eﬀects in two ways: 1) the weighted
average is not as accurate an estimate of the true pose as in previous cases, and
2) the ﬁlter requires more particles to represent the pose distribution. Table 5.10
shows that in this case 5000 particles were required to achieve a robust estimate,
while earlier about 1000 were enough. Nevertheless, the computational load of the
method allows even more to be used. When 5000 particles are used, the method
runs for 17.8 seconds (using Intel(R) Core(TM)2 CPU 6300 @ 1.86 GHz) for the
whole of data set No. 8, which in real time took 1208.3 seconds.
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Table 5.9: Comparison of methods with 1000 particles
Method Var(x) Var(y) Var(a) err(x) err(y) err(a)
topo-MCL 2.6 0.83 0.01 -0.28 -0.02 -0.01
scan-MCL 0.58 0.08 0 0.25 0.11 -0.02
topo-scan-MCL 0.66 0.12 0 -0.09 -0.06 -0.01
topo-MCL 0.89 0.66 0.03 0.42 -0.05 -0.02
scan-MCL 0.18 0.09 0.01 -0.04 0.03 -0.02
topo-scan-MCL 0.28 0.13 0.01 0.08 0 -0.02
topo-MCL 0.59 0.69 0.11 0.01 0.05 -0.01
scan-MCL 0.29 0.23 0.03 0.05 0.14 -0.01
topo-scan-MCL 0.3 0.22 0.04 0.09 0.01 -0.01
topo-MCL 1.11 0.71 0.01 -0.58 -0.03 0.03
scan-MCL 0.17 0.09 0.01 -0.05 0.03 -0.03
topo-scan-MCL 0.33 0.16 0.05 -0.05 -0.02 -0.01
topo-MCL 0.46 0.66 0.04 -0.01 0.16 0.03
scan-MCL 0.16 0.14 0.02 0 0.05 0
topo-scan-MCL 0.26 0.17 0.08 0.01 0.03 0
topo-MCL 0.39 0.53 0.07 -0.13 -0.23 -0.01
scan-MCL 0.17 0.09 0.03 -0.07 -0.02 0.01
topo-scan-MCL 0.16 0.12 0.06 -0.02 -0.02 0
topo-MCL 0.8 1.01 0.03 -0.04 0.07 0.02
scan-MCL 0.31 0.2 0 -0.12 -0.13 -0.06
topo-scan-MCL 0.56 0.4 0.01 0.01 0 -0.01
topo-MCL 0.34 0.4 0.04 -0.03 0.02 0
scan-MCL 0.09 0.09 0.01 -0.06 0.05 -0.01
topo-scan-MCL 0.13 0.1 0.01 -0.02 0.01 -0.02
Table 5.10: Repetition trial for dead reckoning-only localisation
Particles 1000 2000 5000
Error rate 29/100 4/100 0/100
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1)
2)
3)
Figure 5.5: Results of localisation without laser
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Table 5.11: Results of map sensitivity repetition trial (failures out of 50 repeats)
topo-MCL scan-MCL topo-scan-MCL
Remove 1x(6mx6m) 0 8 0
Remove 2x(6mx6m) 0 5 0
Remove 3x(6mx6m) 0 4 0
Remove 4x(6mx6m) 0 3 0
Remove 5x(6mx6m) 0 7 0
Remove 6x(6mx6m) 0 1 0
Remove 6x(8mx8m) 2 45 0
Remove 6x(10mx10m) 11 50 18
Remove 6x(15mx15m) 50 50 48
Add 5 walls 1 28 0
Add 10 walls 5 44 2
Add 15 walls 11 47 7
Add-5-Remove-3 2 33 3
Add-10-Remove-5 16 44 9
Add-10-Remove-10 33 50 35
5.2.3.2 Sensitivity to map errors
The Monte Carlo Localisation method requires a map as a reference. The map used
in the previous sections is based on the CAD model of the building. All the major
structures (outer and inner walls) are on the map. In a sense the map is a rough
representation of the environment, because it lacks all the furniture etc. On the
other hand, the CAD map is (at least from the topological point of view) a very
accurate representation of the environment. The question is whether these methods
could be used with a less accurate map. This was tested by: 1) removing parts of
the map; 2) adding extra walls to the map, and 3) removing parts and adding walls
and running repetition trials for the methods. These tests were tested against the
automation laboratory walk (Set No. 8).
The results are summarized in Table 5.11. Each method was run ﬁfty times with
one set of parameters. After each run the map was regenerated. The Remove tests
had a random start position for the block that was removed (somewhere on a line
which was on the trajectory). The Add wall tests randomly generated the walls
into the map.
The results show that topo-MCL and topo-scan-MCL are relatively insensitive to
missing walls. There are no errors until six eight-by-eight-metre blocks have been
removed from the map (after this, most of the upper part of the map is missing).
Adding extra walls causes more errors in the trials. This is mostly due to the fact
that when a trajectory passes an extra wall, the distribution is practically initialised
(all particles will result in the same probability). In all cases scan-MCL is the most
sensitive to map changes. Scan-MCL updates the distribution only on the basis of
the sensor readings and therefore an inconsistent map causes the most inconsistency
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a) b)
c) d)
Figure 5.6: Example images from map correctness tests: a) topo-MCL with six ten-
by-ten-metre blocks removed; b) topo-MCL with 15 added walls; c) topo-scan-MCL
with ﬁve added walls and ﬁve six-by-six-metre blocks removed; d) topo-MCL with
ten added walls and six ten-by-ten-metre blocks removed.
in the pose distribution.
Figure 5.6 shows some example images from the trials. The images show that the
methods are able to recover from signiﬁcant diﬀerences in the map. Nevertheless,
adding extra walls aﬀects the estimation and may result in a wrong pose estimate.
5.2.3.3 Reference test with VTI Indoor Pedestrian Navigation demon-
strator
VTI Technologies has developed a Pedestrian Navigation demonstrator to demon-
strate their new 3-axis accelerometer (CMA3000). The demonstrator was ﬁrst in-
troduced at the Consumer Electronics Show (CES) in Las Vegas on 8.-11.1.2009.
The author had an opportunity to test the device and these tests are reported here.
The purpose of the tests is to show that the method (namely topo-MCL) can be
applied to other devices than those reported in this thesis. VTI's demonstrator also
represents a diﬀerent type of PDR device than those presented in this thesis and it
uses components that will potentially be found from any mobile phone in the future.
The device consists of a chest-mounted module (see Figure 5.7) and a host computer.
The chest-mounted module uses a 3-axis accelerometer, one axis gyro, and a three-
axis compass (which was not used in these tests) to derive the speed, distance, and
heading of a pedestrian. The speed, distance, and heading information is sent to
the host computer through Bluetooth. The host computer calculates the pose and
displays it on a user interface. In these tests the pose was recorded into a log-ﬁle
and later processed with the topo-MCL algorithm.
The speed and distance calculation is based on the same algorithms as used with
sport pods. The algorithm was developed for walking and for running. Basically,
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Figure 5.7: VTI's Pedestrian Navigation Module
Figure 5.8: Dead reckoning paths obtained from VTI's demonstrator plotted on a
map.
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Figure 5.9: The results after map-matching
the algorithm is able to compute the speed of a pedestrian with varying step lengths,
but it requires constant walking (or running). For example, if the pedestrian stops
and then starts walking again, the device loses a couple of steps (at least in the
current implementation).
In this case the device was tested nicely so that the tests were performed by
walking, and the walking pattern was kept relatively constant (except that in data
set No. 2 there was a stop caused by opening a door and in data set No. 4, where the
trajectory goes through several rooms). The dead reckoning paths are illustrated in
Figure 5.8. In all the cases there is a signiﬁcant heading error (e.g. the ﬁrst data
set has a heading error of almost 90 degrees within the ﬁrst 30 m of walking). The
distance estimate is relatively consistent, but because the device does not estimate
the trajectory of the sensor (it estimates the speed on the basis of accelerations), it
requires some calibration. In this case the distance between two consecutive poses
was multiplied by 1.1 to obtain a more accurate path length.
The results after the application of topo-MCL to given data sets are shown in Figure
5.9. In all the cases the trajectories are corrected to follow the true trajectory. For
the ﬁrst data set (upper left-hand corner in Figures 5.8 and 5.9) the algorithm had
to be tuned quite a number of times before it was successful (noise parameters and
selection of the map). From the initial pose the gyro drifts rapidly and there are
two possible trajectories (one outside the laboratory and one along the corridor)
which caused failures for the estimation. Nevertheless, the tests show that the
VTI's demonstrator (and especially the principle it uses) could be used for indoor
localisation with the topo-MCL algorithm.
5.2.3.4 Towards 3D indoor localisation
All the work and results presented so far have been restricted to 2D. In reality
buildings are rarely in one plane and as a natural extension of the work this section
presents preliminary proof-of-concept results on 3D personal localisation. The use
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Figure 5.10: Microstrain's Inertial-Link mounted on a foot
of a foot-mounted IMU has been shown to be a solid way of obtaining the 3D
trajectory of a pedestrian. Following the work done in [54, 104, 105, 8], simple PDR
system was put together, which outputs the 3D pose. The setup consists of an IMU
(Microstrain Inertia-Link), which measures 3D acceleration and 3D angular rates.
The data are collected by mounting the IMU into a shoelace (see Figure 5.10) and
connecting the device to a laptop, which collects the data.
Inertia-Link has its own internal orientation estimation and it can output an orien-
tation matrix with the acceleration and angular rate data. The sensor's orientation
estimation was found to be accurate enough if the walking speed was not too high
and it was used to transform the accelerations into an Earth frame of reference. The
3D trajectory of a walker is obtained by double-integrating the transformed (and
gravity-corrected) accelerations. A zero-velocity update is applied to the estimated
speeds every time a foot is considered to be on the ground. This was determined by
using a ﬁxed threshold for the acceleration magnitude combined with angular rate
magnitude.
The dead reckoning calculation is performed with an Octave script, which records
the output in a ﬁle. An example of a dead reckoning path is illustrated in Figure 5.11.
The result is comparable to the results obtained with laser dead reckoning. However,
it must be underlined that the tests are preliminary and required a relatively slow
walking speed. Walking that is too fast confuses the internal orientation estimation
of the sensor, which causes the pose estimation to fail.
The map matching as presented in the thesis is based on 2D maps. Extending the
methods to full 3D would require 3D maps of buildings, which in general are not
available. Instead, the estimation in this test is divided into ﬂoors and a separate
estimation of height. The estimation is initialised to a certain ﬂoor. The 2D pose
estimation is made on that ﬂoor and the z-coordinate is assumed to be static while
on the ﬂoor. The stairs are detected by comparing the diﬀerence in the z-coordinates
between consecutive steps. When the z-coordinate is close enough to a new ﬂoor
the particles from the previous ﬂoor are copied to the new ﬂoor and the estimation
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Figure 5.11: Dead reckoning path obtained with Inertia-Link. Length of the path is
approximately 630m
Figure 5.12: Result of map-matched trajectory that is approximately 965 m long
and goes through three ﬂoors. The diﬀerent colours represent diﬀerent ﬂoors and
red represents stairs. The second-ﬂoor map is drawn as a reference to the image.
then continues on the new ﬂoor.
Figure 5.12 illustrates a test walk that goes through all the corridors on all the
three ﬂoors of the TUAS building. The diﬀerent colours of the boxes represent steps
taken on diﬀerent ﬂoors. The red colour is used for steps taken on stairs. Only
the second-ﬂoor map is plotted as a reference (plotting the maps of all the ﬂoors
confuses the image).
5.3 Human-Robot Team Tests
PeLoTe demonstrated a teleoperated human-robot team performing a simulated
ﬁre-ﬁghting mission. The PeLoTe system is designed to support the coordination of
multiple heterogeneous entities. The design of the system is introduced in greater
detail in the recent PhD thesis by Frauke Driewer [36]. The complete design process
includes [36]:
 ﬁnding SA requirements for the team and for the team members;
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 the design of supervisory functions, which includes how the task is divided and
monitored and when intervention is required;
 the design of the autonomy level of the system (robot autonomy and team
autonomy support);
 designing interfaces that allow humans to perceive, understand, and modify
the necessary information.
Finding the SA requirements is essentially ﬁnding what information is relevant dur-
ing the mission and for whom. This can be done by analysing the task and by end
user analysis [33]. In this case the task is essentially an exploration of a (partly)
unknown environment. Additional constraints come from the end application (ﬁre-
ﬁghting), which additionally adds some critical requirements concerning the safety
of the team and victims (e.g. knowledge of the location of the ﬁres and other
dangerous places). The team SA in the case of PeLoTe is maintained through a
common model. The common model integrates all the SA elements from all entities
and represents them in a single frame of reference. The relevant objects, space, and
task state are modelled as abstract items which can be shared with diﬀerent entities
through their own interfaces. The interface means in this case a transformation into
an entity-understandable form (an object is displayed to a human through GUI,
while for a robot it may only be a labelled location). A more detailed description of
the SA requirements of the team and team members can be found from [36].
The supervisory functions in this case are to control the team by providing inspection
points (or exit points), to monitor the performance of the task, and to modify the
ongoing plan if required (e.g. if a robot found a victim, the operator would command
a human entity to escort him/her to the nearest safe exit). Additionally, the operator
was mapping the observations coming from the robots (or sometimes from humans)
onto the map. Basically, the robots reported an event if there was a potential
observation to be added to the map and the operator conﬁrmed this by observing
the sensor data coming directly from the robots.
The autonomy level of the PeLoTe system can vary from direct teleoperation to full
autonomy. In normal operation the robots, as well as the human entities, follow
given trajectories and make observations autonomously. The robots could be put
under direct teleoperation if required. Obviously the human entities represent full
autonomy, but even they were expected to follow given instructions. To support
the team's autonomy there was a planning system which could be used to give
trajectories to all entities [82].
The graphical user interface is based on the common model. The information from
the model is displayed in diﬀerent layers, which allows the operator to ﬁlter out
irrelevant information if necessary. The GUI displays the information with respect
to the geometric map. The GUI is operated in a point-and-click manner. For
example, giving a plan to an entity requires only the selection of the entity, choosing
plan to, and clicking the target. An example of the operator's GUI and the human
entity's GUI is given in Figure 5.13. GUIs are based on the same framework, but
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the diﬀerences are that the operator's GUI has an overview window and entity
control panels, while a rescuer's GUI has a display which shows the sensor data
around him/her. The GUI was designed with several iterations. First, an end
user requirement analysis was performed on the basis of interviews conducted by
sending questionnaires to several rescue organisations. The ﬁrst prototype was based
on the analysis. Later the GUI was demonstrated and evaluated by ﬁre-ﬁghting
professionals. More information about the GUI and its development can be found
from [35, 32, 33, 34, 36].
The overall schematics of the PeLoTe system are illustrated in Figure 5.14. Basically,
all information is shared through the common model. Additionally, the operator
has a voice channel to the human entity and, if required, may teleoperate the robot
entity. In the nominal case the operator perceives the mission through the common
model. The remote entities travel in a real workspace and report their state and
ﬁndings with respect to the common model. Thus, in order to maintain a consistent
common model, the information produced from the real environment must match
the common model. In other words, the information must be provided in a correct
frame of reference. This is why the localisation system for a human is of great
importance in this type of system.
The whole PeLoTe system has been put together on three occasions. The ﬁrst ex-
periment (called the semi-ﬁnal experiment) was performed on October 21-22, 2004
in the Physics Building of the University of Würzburg. The ﬁrst system prototype
was successfully integrated and tested. Nevertheless, both the system and the ex-
periment design still showed some drawbacks. On the basis of the results of these
experiments, the system was improved. On November 20-21, 2004 the test was re-
peated in the ﬁnal experiment. The Computer Science building of the University of
Würzburg was used as a test area. Half of the test participants were volunteer ﬁre-
ﬁghters. On November 18-19, 2004 the system was tested and demonstrated under
more realistic conditions in the Würzburg ﬁre training house. The ﬁre-ﬁghters of
the training house observed the tests. The purpose of the demonstration was to get
feedback from the potential end users of such a system (see Figure 5.15).
The purpose of the experiment was to measure the eﬀect of using the telematic sys-
tem in the coordination of a remote team. The PeLoTe system was evaluated with
several questionnaires to evaluate the operator's situational awareness, as well as its
negative and positive eﬀects. The performance was measured by calculating several
performance values during the mission, such as completion time, area coverage, vic-
tims found etc. From this point of view, PeNa was just one part of the system. The
evaluation of the inﬂuence of PeNa on the whole system from the system evaluation
is diﬃcult. Nevertheless, the system tests are presented as proof-of-concept results
of using PeNa for incorporating the human entity into the system.
A complete evaluation of the PeLoTe experiment has been published in [35, 125, 109].
Moreover, in her PhD thesis Driewer [36] analyzes the experiment results critically
from the user's point of view on the basis of interviews with the test persons.
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a)
b)
Figure 5.13: Examples of the user interfaces. a) the GUI for an operator b) the GUI
for the rescuer
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Figure 5.14: PeLoTe system schematics
Figure 5.15: End user demonstration
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Figure 5.16: Experimental design
5.3.1 The experimental setup
The experiment was performed in the basement of the computer science building. It
provided an open space, as well as rooms to inspect. In order to make the area more
challenging and unknown for people who were familiar with this building, changes,
such as additional obstacles and a maze, were built into the environment. Figure
5.16 shows the experimental setup.
Victims, simulated by crying dolls, needed to be rescued and taken to a safe exit.
Symbols in the area represented ﬁres, dangerous objects, gas valves, ﬁre detectors,
and emergency exits. Fires had to be put out by touching the symbol. Fire detectors
had to be checked to see if they were activated or not. Structural collapses were
simulated by obstacles being moved during the test run. Certain areas were blocked
by cordons symbolising dangerous areas. Human rescuers were not allowed to enter
these areas. Some areas were made dark by darkening the windows. These areas
simulated low-visibility areas. In some parts of the environment, a blanket was used
to cover the participants, which simulated no-visibility conditions.
Alternately, a team with the PeLoTe system and a team without the system were
sent to fulﬁl the mission. A team consists of two people, one supervisor and one
human rescuer in the emergency area. Additionally, the PeLoTe team had one robot
that was exploring the area on its own and one robot that was following the human
entity. The follower robot was used for direct (joystick) teleoperation in the areas
the human entity could not go into. The teams were trained to use the system in
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Table 5.12: Performance of the traditional teams
diﬀerent corridors for about 30 minutes. It was found during the tests that the
30-minute training was insuﬃcient for most of the teams. This was visible in the
form of insecure behaviour with the system, as well as from the discussion between
the operator and the human entity. This alone causes divergence in the results and
weakens their reliability.
The teams without the PeLoTe system had a paper map and audio communication
available. They were also carrying a backpack with an additional load for the pur-
pose of comparison with the current weight restrictions of the localisation system.
The given map was only partly correct. The test teams were instructed to observe
a time limit of approximately 25 minutes (no strict time limit was given).
5.3.2 Results
The experiments veriﬁed that all the components were working as expected, and
that the system could be used by other people than the developers. The test par-
ticipants were students, staﬀ, and volunteer ﬁre-ﬁghters, i.e. they had very diﬀerent
experience with computers (from 1 hour a week to 50 hours a week). Nevertheless,
they were all able to use the system after a relatively short training period.
Table 5.12 shows the performance of the traditional teams, as well as an average over
all the teams and the teams on the ﬁrst and the second day, i.e. non-ﬁre-ﬁghters
and ﬁre-ﬁghters. Table 5.13 shows the same contents for the PeLoTe teams. The
last column shows how often the rescuer in place used the following robot.
On average the PeLoTe teams performed better than the traditional teams. They
rescued all the victims, put out more ﬁres, found more dangerous areas, and explored
the area more completely. On average the traditional teams performed faster, but
this was mainly because the PeLoTe teams were teleoperating the robot during the
mission, which took a lot of time. Therefore the time criterion had a low priority.
Table 5.14 shows the ranking of all the teams on the basis of the performance
evaluation. Team 2 performed excellently: they rescued all the victims, put out
all the ﬁres, and found all the dangerous areas. Moreover, they covered the area
completely and performed the task in below 25 minutes. Team 12 performed equally
well, but they needed a little more time. Both teams also used the robot to explore
the dangerous area, which otherwise would not have been accessible. The next
six ranks are occupied by four PeLoTe teams and two traditional teams, which all
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Table 5.13: Performance of the PeLoTe teams
Table 5.14: Ranking of teams on the basis of performance evaluation
performed equally well. All six teams rescued all the victims, put out 3 to 4 ﬁres,
found 3 to 5 ﬁres, and covered 95% to 100% of the area. Team 6 had a system
failure, which prevented the human GUI from receiving updates from the operator.
Nevertheless, the supervisor was able to track the position of the human from the
GUI and could guide the human entity by audio communication.
Table 5.15 the details of the memory test. The memory test was used to evaluate
how well the operator and the human entity remembered the mission afterwards.
The task was to place all the items and exceptions on the map. The numbers in
Table 5.15 are the percentages of recalled objects from the found or mapped objects
(recalled object * 100% /objects).
The diﬀerent objects or events in Table 5.15 are: location of victims; location of
found ﬁre; location of dangerous areas, and state of alarms. The symbols Map1 and
Map2 in Table 5.15 indicate the changes to the map. Map1 are places that were
marked as accessible on the map, but actually were not. Map2 was the place that
closed behind the human during the mission (simulated structural change).
Table 5.15 points out the diﬀerences in the memory test between the supervisors
and human entities for both teams without and with the system. Without the
system the human entity and the supervisor could remember the situation equally
well. When comparing individual items the human entity was able to remember
the events slightly better. This indicates that the supervisor had diﬃculties in
understanding the situation in the emergency area.
Table 5.15: Results of memory test, comparing supervisor and human entity for
teams without and with system
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Table 5.16: Memory test results from the semi-ﬁnal experiment
With the PeLoTe system, both the supervisor and the human entity could remember
the situation better than the participants in the control group. Table 5.15 shows
signiﬁcant diﬀerences between the supervisor and the human entity. On average
the supervisor was able to remember the events during the mission better. When
individual items were being evaluated it could be seen that the human entities
remembered victims, ﬁres, and places that were marked as accessible on the map,
but were actually closed, slightly better. This means that the human entities could
remember an object better if they were more in contact with it. Basically, the
diﬀerence is that the operator has a better overview of the whole situation and that
the operator was receiving information on events from both the robot and human
entity (diﬀerence between individual SA and team SA).
It was also observed during the experiment that the groups without the system felt
more negative feelings than the groups with the system. Supervisors without the
system became nervous fast since they lost track of their ﬁre-ﬁghter in the house.
They tried to understand what was happening inside the area, but since they could
only guess or sometimes had no clue at all, they very quickly started to feel helpless
and not needed. The human entitities without the system felt alone and often
repeated that they were lost. The communication between both team members was
often louder and more stressed than with the PeLoTe teams. The supervisors with
the system were observed to be more relaxed.
Overall all the indicators showed that the PeLoTe system improved the understand-
ing of the situation for the whole team. This is not surprising as the shared model
updates the events in real time for all. Thus, as long as the added information is
correct, the model represents the situational view well.
One question is how important the correct positioning is in the creation and main-
taining of situational awareness. One indicator with regard to this question is ob-
tained by comparing the results of the semi-ﬁnal experiment to the ﬁnal experiment.
A total of 14 teams participated in the semi-ﬁnal experiment. All the teams ﬁlled
the same questionnaires as in the ﬁnal experiment. The setup was similar to the ﬁnal
experiment, but took place in a simpler environment (only corridors were included).
Table 5.16 shows the results of the memory tests. The result is quite surprising, since
it diﬀers completely from the one obtained from the ﬁnal experiment. The memory
test showed that the control group had a better understanding of the situation.
When the reason for this was being analysed, one obvious observation was that the
system did not function properly. During the semi-ﬁnals the PeNa localisation was
not based on MCL, which resulted in the PeNa system needing manual position
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Figure 5.17: An example of the situational view in the semi-ﬁnal experiment
correction several times during a mission. Since the position correction had to be
done frequently some people used it wrongly and changed an approximately correct
position to a wrong one. Incorrect localisation information had a signiﬁcant inﬂuence
on the performance. The incorrect location created confusion, and the information to
the operator came from diﬀerent coordinate systems. Figure 5.17 shows a situational
view of one of the runs in the semi-ﬁnals. In the ﬁgure, all the entities (2 robots
and a human one) have incorrect locations. For the operator and human entity it is
impossible to keep track of the events. Additionally, the false location information
actually causes confusion when trying to remember the events (as is visible from the
memory test).
Strictly speaking, it is impossible to be convinced by the data that the location
information is the only cause of the bad results in the semi-ﬁnals. The users were not
familiar with the system and therefore the malfunction caused confusion, which took
the focus oﬀ the mission. However, the evidence favours the suggestion that correct
position information is one of the keys when creating situational awareness. During
the ﬁnal experiment the PeNa system was working well. Table 5.17 summarises
the ﬁnal experiment from the PeNa point of view. Manual position correction was
used only a few times. Figure 5.18 shows the path and integrated laser data of the
winning team. The user had a precise location throughout the mission.
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Table 5.17: PeNa results of six PeLoTe teams in the ﬁnal experiments
Team Path length Total time Position corrections
2 313m 1440s 2
4 280m 1320s 0
6 264m 1500s 0
8 246m 1380s 0
10 320m 1740s 3
12 204m 1680s 1
Figure 5.18: The localisation data of the second PeLoTe team during the ﬁnal
experiment
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Chapter 6
Conclusion
The main topic of this thesis was the sensor-based localisation of a human being.
Sensor-based localisation promises location information that is not dependent on
any external infrastructure. This can extend the applications of personal navigation
to areas where GPS or other infrastructure cannot be expected to reach. In this
thesis the application area was a human-robot team exploring an unknown building
and performing a simulated search and rescue task. Search and rescue missions are
potential end applications of personal navigation. The missions are time-critical and
for the mission leader the location of the rescue personnel is key information.
On the other hand, human-robot teams are an application area of personal naviga-
tion itself. The future vision is of humans and automated work machines (or robots)
being able to work together as a team [136]. The ability of humans and robotic work-
ers to work as team-mates requires both parties to have common ground, which
makes communication and information sharing between the parties possible. In the
PeLoTe tests a common model was found to provide a means to model the situation
(and related objects and events) for a human-robot team. The key to maintaining
a consistent model was accurate location information.
Within the frames of the thesis it has been shown that sensor-based localisation is
a feasible way of localising a human being with a bounded error. The results were
obtained indoors, but many of them could also be applied outdoors. The methods in
this thesis can be divided into personal dead reckoning methods and map-matching
methods. For personal dead reckoning the thesis presents two step length measuring
implementations (NUPPU and SiLMU), combined with heading estimation and two
laser-based dead reckoning algorithms. For map matching the thesis presented three
variations of Monte Carlo Localisation methods: 1) topological MCL; 2) scan-based
MCL, and 3) combined topological and scan MCL. The topological method is based
on the matching of the movement to a map. The scan-based MCL algorithm is often
used in robotic applications. Its use in this application domain is new. Finally, the
combined algorithm was demonstrated to be the best in most of the cases.
The method that was developed was implemented in a demonstrator called PeNa.
PeNa was used to provide the location, in real time, of a ﬁre-ﬁghter in a simulated
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search and rescue mission. PeNa was used by several people who were not familiar
with the system and it was used in a diﬀerent environment than the one it was
developed in.
Additionally, a topological MCL algorithm with 3D dead reckoning information was
derived using a foot-mounted IMU. As a result it can be stated that the methods can
be extended to cover buildings with several ﬂoors. The method was also successfully
tested with the VTI pedestrian navigation device. The VTI device represents a
possible stream of future mobile devices as: 1) the module was body-mounted (with
a 3D gyro it could have any orientation), and 2) it uses components that can be
found in mobile phones even now. Thus, using the methods presented in this thesis
it is possible to construct a mobile device (e.g. a mobile phone) that could provide
information on the location of the user practically anywhere.
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Appendix A
The Dead Reckoning Results
A.1 Case 1: Correlation in the pose space
1)
Figure A.1: Dead reckoning results. set No. 1. 1) reference walk
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2)
3)
Figure A.2: Dead reckoning results. Sets No. 2 and No. 3. 2) Short corridor walk
with one room 3) Short corridor walk
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4)
5)
6)
Figure A.3: Dead Reckoning results 4-6. From the top: 4) simple corridor walk 5)
long corridor walk 6) room search
146
7)
8)
Figure A.4: Dead Reckoning Results 7-8. From the top: 7) Corridor coverage walk
8) Mapping of the whole automation laboratory.
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A.2 Case 2: Combined angle and position correla-
tion scan matching
1)
2)
3)
Figure A.5: Dead reckoning results 1-3. From top: 1) reference walk 2) Short
corridor walk with one room 3) Short corridor walk
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4)
5)
6)
Figure A.6: Dead Reckoning results 4-6. From the top: 4) simple corridor walk 5)
long corridor walk 6) room search
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7)
8)
Figure A.7: Dead Reckoning Results 7-8. From the top: 7) Corridor coverage walk
8) Mapping of the whole automation laboratory.
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Appendix B
The results of the map based
methods
B.1 Tables for all MCL runs
Table B.1: MCL Runs on the set No. 1
Method Particles Var(x) Var(y) Var(a) err(x) err(y) err(a)
topo 100 2.57 0.58 0.01 -1.29 0.02 0
topo 200 2.62 0.5 0.01 -0.24 0 -0.01
topo 500 2.58 0.62 0.01 -0.65 0 -0.01
topo 1000 2.6 0.83 0.01 -0.28 -0.02 -0.01
topo 5000 2.54 1.75 0.01 -0.44 -0.02 -0.01
topo 10000 2.77 1.89 0 -0.45 -0.02 -0.01
topo 20000 2.66 1.82 0 -0.46 -0.01 -0.01
scan 100 0.52 0.09 0 -0.51 -0.01 -0.01
scan 200 1.55 0.1 0 -1.91 0.08 -0.01
scan 500 0.59 0.06 0 0.05 -0.03 -0.01
scan 1000 0.58 0.08 0 0.25 0.11 -0.02
scan 5000 1.12 0.1 0 0.18 0.08 -0.02
scan 10000 1.32 0.1 0 -0.67 0.06 -0.02
scan 20000 1.08 0.1 0 -0.03 -0.01 -0.01
toposcan 100 0.68 0.06 0 0.1 -0.07 -0.02
toposcan 200 0.66 0.09 0 -0.13 -0.02 -0.01
toposcan 500 0.8 0.1 0 -0.08 -0.05 -0.01
toposcan 1000 0.66 0.12 0 -0.09 -0.06 -0.01
toposcan 5000 0.95 0.2 0.01 0.02 -0.06 -0.01
toposcan 10000 0.96 0.23 0 0.06 -0.06 -0.01
toposcan 20000 1.06 0.3 0 0.01 -0.06 -0.01
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Table B.2: MCL Runs on the set No. 2
Method Particles Var(x) Var(y) Var(a) err(x) err(y) err(a)
topo 100 1.02 0.57 0.02 0.42 -0.04 -0.02
topo 200 0.78 0.44 0.02 0.07 0.03 -0.01
topo 500 0.94 0.59 0.03 0.49 -0.04 -0.02
topo 1000 0.89 0.66 0.03 0.42 -0.05 -0.02
topo 5000 0.97 0.77 0.02 0.45 -0.05 -0.02
topo 10000 1.01 0.87 0.03 0.43 -0.08 -0.02
topo 20000 1 0.95 0.02 0.45 -0.06 -0.02
scan 100 0.15 0.08 0.01 -0.12 -0.04 0
scan 200 0.13 0.05 0 0.11 0.09 -0.01
scan 500 0.18 0.08 0 -0.07 0.02 -0.02
scan 1000 0.18 0.09 0.01 -0.04 0.03 -0.02
scan 5000 0.15 0.11 0.01 -0.11 0 -0.02
scan 10000 0.23 0.13 0.01 -0.11 0 -0.02
scan 20000 0.28 0.22 0 -0.09 0 -0.02
toposcan 100 0.25 0.1 0 0.29 0.01 -0.03
toposcan 200 0.24 0.11 0.01 0.1 0.02 -0.02
toposcan 500 0.29 0.12 0.01 0.1 0.01 -0.02
toposcan 1000 0.28 0.13 0.01 0.08 0 -0.02
toposcan 5000 0.41 0.21 0.01 0.09 0.02 -0.02
toposcan 10000 0.41 0.32 0 0.09 0.01 -0.02
toposcan 20000 0.45 0.32 0 0.1 0.01 -0.02
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Table B.3: MCL Runs on the set No. 3
Method Particles Var(x) Var(y) Var(a) err(x) err(y) err(a)
topo 100 0.59 0.56 0.06 0.13 0.21 0
topo 200 0.59 0.53 0.07 -0.01 0.18 -0.01
topo 500 0.48 0.65 0.09 -0.01 0.1 0.01
topo 1000 0.59 0.69 0.11 0.01 0.05 -0.01
topo 5000 0.66 1.45 0.07 0.03 0.04 -0.01
topo 10000 0.83 1.64 0.09 0.03 0.06 -0.02
topo 20000 0.87 1.81 0.02 0.03 0.06 -0.01
scan 100 0.19 0.31 0.02 0 0.17 -0.01
scan 200 0.25 0.31 0.03 -0.03 0.12 0.04
scan 500 0.27 0.27 0.01 0.01 0.22 0
scan 1000 0.29 0.23 0.03 0.05 0.14 -0.01
scan 5000 0.42 0.23 0 0 0.1 0.02
scan 10000 0.39 0.26 0.03 0.01 0.13 0.01
scan 20000 0.29 0.26 0.02 -0.02 0.11 0
toposcan 100 0.24 0.2 0.06 0.11 0 -0.04
toposcan 200 0.24 0.23 0 0.11 0.01 -0.02
toposcan 500 0.26 0.23 0.08 0.07 0.02 0
toposcan 1000 0.3 0.22 0.04 0.09 0.01 -0.01
toposcan 5000 0.37 0.32 0.05 0.08 0.02 -0.01
toposcan 10000 0.4 0.4 0.04 0.08 0.03 -0.01
toposcan 20000 0.49 0.49 0.05 0.08 0.02 -0.01
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Table B.4: MCL Runs on the set No. 4
Method Particles Var(x) Var(y) Var(a) err(x) err(y) err(a)
topo 100 0.78 0.36 0.01 -0.51 0.01 0.03
topo 200 0.92 0.6 0.01 -0.5 0.09 0.04
topo 500 1.04 0.59 0.02 -0.56 -0.02 0.02
topo 1000 1.11 0.71 0.01 -0.58 -0.03 0.03
topo 5000 1.38 1.34 0.01 -0.61 -0.03 0.02
topo 10000 1.46 1.41 0.05 -0.57 -0.03 0.02
topo 20000 1.28 1.79 0.02 -0.58 -0.03 0.02
scan 100 0.2 0.12 0.03 -0.02 0.08 -0.02
scan 200 0.26 0.13 0.03 -0.12 0.02 0
scan 500 0.14 0.08 0.02 -0.04 0.05 -0.01
scan 1000 0.17 0.09 0.01 -0.05 0.03 -0.03
scan 5000 0.22 0.11 0.02 -0.04 0.06 -0.03
scan 10000 0.23 0.12 0.02 -0.01 0.04 -0.02
scan 20000 0.24 0.14 0.01 -0.04 0.04 -0.02
toposcan 100 0.43 0.15 0 -0.02 0 0
toposcan 200 0.32 0.15 0 -0.13 -0.01 -0.01
toposcan 500 0.29 0.14 0.01 -0.03 -0.02 0
toposcan 1000 0.33 0.16 0.05 -0.05 -0.02 -0.01
toposcan 5000 0.49 0.26 0 -0.04 -0.03 0
toposcan 10000 0.55 0.33 0.04 -0.04 -0.03 -0.01
toposcan 20000 0.59 0.43 0.02 -0.05 -0.02 -0.01
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Table B.5: MCL Runs on the set No. 5
Method Particles Var(x) Var(y) Var(a) err(x) err(y) err(a)
topo 100 0.38 0.46 0.04 -0.07 0.07 0.03
topo 200 0.38 0.48 0.05 -0.02 0.2 0
topo 500 0.41 0.59 0.07 0.01 0.17 0.02
topo 1000 0.46 0.66 0.04 -0.01 0.16 0.03
topo 5000 0.6 0.82 0.05 0 0.16 0.02
topo 10000 0.69 1.05 0.03 0 0.15 0.02
topo 20000 0.7 1.08 0.02 -0.01 0.17 0.02
scan 100 0.22 0.16 0.03 0 0.1 0
scan 200 0.16 0.13 0.03 0 0.12 0.02
scan 500 0.14 0.17 0.02 -0.04 0.05 0.01
scan 1000 0.16 0.14 0.02 0 0.05 0
scan 5000 0.31 0.25 0.01 -0.59 3.42 -0.09
scan 10000 0.25 0.23 0.03 -0.01 0.04 0.01
scan 20000 0.25 0.28 0.02 -0.02 0.06 0
toposcan 100 0.19 0.13 0.02 0.02 0.03 -0.02
toposcan 200 0.23 0.16 0.07 -0.01 0.01 0.01
toposcan 500 0.24 0.16 0.04 0.01 0.03 -0.02
toposcan 1000 0.26 0.17 0.08 0.01 0.03 0
toposcan 5000 0.33 0.25 0.09 0.01 0.04 -0.01
toposcan 10000 0.42 0.32 0.07 0.01 0.04 -0.01
toposcan 20000 0.39 0.39 0.09 0.01 0.03 -0.01
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Table B.6: MCL Runs on the set No. 6
Method Particles Var(x) Var(y) Var(a) err(x) err(y) err(a)
topo 100 0.31 0.49 0.08 -0.28 -0.01 0
topo 200 0.31 0.47 0.05 -0.16 -0.28 -0.02
topo 500 0.33 0.48 0.09 -0.15 -0.22 -0.02
topo 1000 0.39 0.53 0.07 -0.13 -0.23 -0.01
topo 5000 0.5 1 0.06 -0.15 -0.17 -0.02
topo 10000 0.54 1.02 0.08 -0.13 -0.21 -0.01
topo 20000 0.57 1.39 0.08 -0.12 -0.2 -0.01
scan 100 0.09 0.08 0.04 -0.06 -0.09 -0.01
scan 200 0.11 0.08 0.04 -0.06 -0.01 0.02
scan 500 0.14 0.09 0.05 -0.06 -0.02 0
scan 1000 0.17 0.09 0.03 -0.07 -0.02 0.01
scan 5000 0.2 0.14 0.05 -0.06 -0.01 -0.01
scan 10000 0.2 0.15 0.05 -0.06 -0.02 0.01
scan 20000 0.2 0.12 0.05 -0.07 -0.03 0.01
toposcan 100 0.12 0.11 0.06 -0.03 0.02 0.01
toposcan 200 0.13 0.1 0.05 -0.01 -0.04 0
toposcan 500 0.14 0.1 0.08 -0.02 -0.03 0.01
toposcan 1000 0.16 0.12 0.06 -0.02 -0.02 0
toposcan 5000 0.21 0.18 0.05 -0.02 -0.02 0.01
toposcan 10000 0.28 0.22 0.05 -0.01 -0.01 0.01
toposcan 20000 0.3 0.25 0.07 -0.01 -0.02 0.01
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Table B.7: MCL Runs on the set No. 7
Method Particles Var(x) Var(y) Var(a) err(x) err(y) err(a)
topo 100 0.66 0.76 0.05 -0.03 0.28 0.05
topo 200 0.61 0.69 0.02 -0.05 0.07 0.03
topo 500 0.82 0.86 0.01 -0.02 0.04 0.02
topo 1000 0.8 1.01 0.03 -0.04 0.07 0.02
topo 5000 0.91 1.57 0.03 -0.05 0.02 0.02
topo 10000 1.16 1.84 0.02 -0.07 0.03 0.02
topo 20000 1.18 1.9 0.01 -0.05 0.06 0.02
scan 100 0.29 0.23 0.03 -0.14 -0.34 -0.06
scan 200 0.18 0.19 0.05 -0.04 -0.08 -0.08
scan 500 0.31 0.25 0.02 -0.13 -0.18 -0.05
scan 1000 0.31 0.2 0 -0.12 -0.13 -0.06
scan 5000 0.29 0.35 0.01 -0.08 -0.14 -0.07
scan 10000 0.31 0.33 0 -0.09 -0.1 -0.07
scan 20000 0.38 0.51 0.02 -0.08 -0.09 -0.09
toposcan 100 0.39 0.36 0.02 0.02 -0.01 -0.01
toposcan 200 0.43 0.44 0.03 0.05 -0.06 0
toposcan 500 0.46 0.38 0.01 -0.05 -0.02 0
toposcan 1000 0.56 0.4 0.01 0.01 0 -0.01
toposcan 5000 0.63 0.62 0.01 0.03 0 -0.01
toposcan 10000 0.73 0.73 0.02 0.02 0.01 -0.02
toposcan 20000 0.83 1.09 0.01 0.02 0 -0.02
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Table B.8: MCL Runs on the set No. 8
Method Particles Var(x) Var(y) Var(a) err(x) err(y) err(a)
topo 100 0.31 0.26 0.03 -0.11 0.68 -0.08
topo 200 0.26 0.29 0.02 -0.03 -0.16 -0.05
topo 500 0.32 0.36 0.04 0.02 -0.05 -0.02
topo 1000 0.34 0.4 0.04 -0.03 0.02 0
topo 5000 0.53 0.54 0.03 -0.03 0.01 0.01
topo 10000 0.5 0.56 0.03 -0.05 0.02 0
topo 20000 0.58 0.54 0.04 -0.05 0.02 0
scan 100 0.08 0.08 0.01 -1.03 -1.33 -0.27
scan 200 0.08 0.09 0.01 -0.06 0.06 -0.02
scan 500 0.11 0.09 0.02 -0.07 0.06 -0.03
scan 1000 0.09 0.09 0.01 -0.06 0.05 -0.01
scan 5000 0.14 0.11 0 -0.05 0.06 -0.02
scan 10000 0.15 0.13 0 -0.06 0.07 -0.02
scan 20000 0.15 0.13 0.01 -0.07 0.07 -0.02
toposcan 100 0.12 0.1 0.03 -0.31 0.01 -0.05
toposcan 200 0.11 0.09 0.02 -0.02 0 -0.02
toposcan 500 0.12 0.09 0.01 -0.02 0.01 -0.01
toposcan 1000 0.13 0.1 0.01 -0.02 0.01 -0.02
toposcan 5000 0.19 0.16 0.03 -0.02 0.01 -0.02
toposcan 10000 0.21 0.18 0.02 -0.02 0 -0.01
toposcan 20000 0.26 0.22 0.03 -0.02 -0.01 -0.02
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B.2 Paths of all MCL runs
a)
b)
c)
Figure B.1: Paths of the set No. 1. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL.
160
a)
b)
c)
Figure B.2: Paths of the set No. 2. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL.
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a)
b)
c)
Figure B.3: Paths of the set No. 3. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL.
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a)
b)
c)
Figure B.4: Paths of the set No. 4. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL.
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a)
b)
c)
Figure B.5: Paths of the set No. 5. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL.
a)
b)
c)
Figure B.6: Paths of the set No. 6. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL.
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a)
b)
c)
Figure B.7: Paths of the set No. 7. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL.
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a)
b)
c)
Figure B.8: Paths of the set No. 8. a) is the results obtained with the topo-MCL
b) with scan-MCL and c) with topo-scan-MCL.
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