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The fidelity (Shannon mutual information between measurements and physical quantities) is pro-
posed as a quantitative measure of the quality of physical measurements. The fidelity does not
depend on the true value of unknown physical quantities (as does the Fisher information) and it
allows for the role of prior information in the measurement process. The fidelity is general enough to
allow a natural comparison of the quality of classical and quantum measurements. As an example,
the fidelity is used to compare the quality of measurements made by a classical and a quantum
Mach-Zehnder interferometer.
I. INTRODUCTION
In any experiment, we want to determine the value
of one or more physical quantities, say x, which can be
one or more numbers. However, in most experiments
the actual quantities measured are not x but some other
quantities y. We infer the quantities x from the mea-
sured quantities y, by using a conditional probability,
P (y|x), that specifies the statistical relation between x
and y. The quantities x and y can be both discrete,
both continuous, or any combination thereof. The condi-
tional probability, P (y|x), gives the probability of a mea-
surement outcome y given that the value of the physical
quantity is x. The probability P (y|x) completely char-
acterizes the measurement process, independent whether
the system is classical or quantum. In general, the condi-
tional probability also depends on one or more additional
quantities, ξ, thereby having the form, P (y|x, ξ), where
the quantities ξ label the state of the system at the time
of measurement and the type of measurement that is per-
formed.
As an example, consider an experiment in which we
want to measure the wavelength, λ, of a light signal in
units of nanometer. It may happen that an experimenter
has designed an apparatus to measure the wavelength λ,
however the apparatus actually measures an electric cur-
rent, I, in units of ampere. The conditional probability
that describes this measurement apparatus is P1(I|λ).
Consider now a second experimentalist that designs an-
other apparatus to measure the wavelength λ using an
alternate method. In this alternate method, the appara-
tus may actually measure a voltage in units of volt. This
second apparatus is characterized by a conditional prob-
ability P2(V |λ), where V is the measured voltage. The
question is: which apparatus is the best for measuring
the wavelength λ?
In this letter, I propose to answer this question by
comparing the fidelity (defined below) of each apparatus
(measurement method). The apparatus with the highest
value of fidelity provides, on average, the best measure-
ment of λ. The fidelity also takes into account our prior
information about λ through the prior probability distri-
bution, p(λ), see discussion below.
Historically, the quality of measurements of a quan-
tity x has been discussed in terms of parameter
estimation [1–8]. For example, for a single quantity x,
the Fisher information provides an upper bound on the
variance, σ2x, of an unbiased estimator, xˆ, of the param-
eter x through the Crame´r-Rao inequality[1, 9]
σ2x ≥
1
Fc(x)
(1)
where Fc(x) is the classical Fisher information, defined
by
Fc(x) =
∑
y
1
P (y|x)
[
∂P (y|x)
∂x
]2
(2)
The quantity Fc(x) depends on the type of measurement
that is performed. For a quantum system, by maximiz-
ing over all possible measurement types, Braunstein and
Caves [5, 6] have shown that a quantum Fisher informa-
tion exists, such that Fq(x) ≥ Fc(x), and therefore an
improved lower bound for σ2x can be obtained by replac-
ing Fc(x) with Fq(x) in Eq. (1). The quantum Fisher
information, Fq(x), is defined by
Fq (x) = tr
(
ρˆxΛˆ
2
x
)
(3)
where Λˆx is the symmetric logarithmic derivative (SLD)
that is implicitly given by [2–8].
∂ρˆx
∂x
=
1
2
[
Λˆx ρˆx + ρˆxΛˆx
]
(4)
For a quantum measurement, the conditional proba-
bilities can be obtained from
P (y|x) = tr
(
ρˆx Πˆ (y)
)
(5)
where the state is specified by the density matrix, ρˆx, and
the measurements are defined by the positive-operator
valued measure (POVM), Πˆ (y). For classical measure-
ments, the conditional probabilities P (y|x) can be ob-
tained from a model of the classical measurement process,
which may include phenomenological parameters charac-
terizing noise in the measurements.
2The above description of the quality of measurements
based on Fisher information is not satisfactory for two
reasons. First, the classical or quantum Fisher informa-
tion, Fc(x) or Fq(x), may depend on the true value of
the parameter x if dissipation is present in the quantum
system [6, 10–12]. Of course, the true value of the pa-
rameter x is unknown. Second, the Fisher information
does not take into account the prior information of the
observer. As an example, consider a child and an adult
reading the same printed page of a book. Each of them
may obtain a certain amount of information from the
same printed page. However, the child may obtain less
information from the printed page than the adult because
the adult has more prior experience in the subject. The
Fisher information has no provision to take into account
the observer’s prior information.
II. SHANNON MUTUAL INFORMATION AS
FIDELITY OF MEASUREMENT
I propose to use the fidelity as a quantitative measure
of the quality of any physical experiment. The fidelity is
the Shannon mutual information [9, 13] between the mea-
surements, y, and the physical quantities, x, defined by
H [ξ] =
∑
y
∑
x
P (y|x, ξ)P (x) log2
[
P (y|x, ξ)∑
x′
P (y|x′, ξ)P (x′)
]
(6)
where P (y|x, ξ) is the conditional probability density of
measuring y, given that the true value of the quantity is
x, and given the state of the system and measurement
type are specified by one or more quantities ξ. The fi-
delity gives the information (in bits) transferred between
the quantity of interest, x, and the measurement result,
y, for each use of the measurement apparatus. The condi-
tional probabilities P (y|x) can be obtained from a model
(see below), or, from statistics of repeated experiments.
Using the fidelity to characterize the quality of a mea-
surement apparatus does not suffer from the two objec-
tions to using the Fisher information, which were de-
scribed above. The fidelity does not depend on the true
value of the quantity x, because it is an average over
all values of x and y, using the conditional probabilities
P (y|x). Furthermore, the fidelity depends on our prior
knowledge about x through the prior probability distri-
bution P (x). (If either x or y, or both, are continuous
quantities, then the respective sums in Eq. (6) are to be
replaced by integrals.)
The fidelity in Eq.(6) is a completely general way to
characterize the quality of any classical or quantum mea-
surement experiment. The classical or quantum measure-
ment apparatus is a channel through which information
flows from the phenomena, which is characterized by the
value of the physical quantity x, to the measurements y.
The fidelity gives the quality of the inference about the
value of x from the measurement of y. However the fi-
delity does not give an estimate of the value of x. The
value of the quantity x can be inferred from the proba-
bility distribution for x, using Bayes’ rule
P (x|y, ξ) = P (y|x, ξ)P (x, ξ)∑
x
P (y|x, ξ)P (x, ξ) (7)
where I have included the dependence on other parame-
ters ξ. The value of the quantity x can be estimated, for
example, by taking the mean of the distribution given by
Eq. (7). Once we have made an estimate of the value
of x, we can improve on this estimate by making re-
cursive measurements. The distribution for the value of
x, P (x|y, ξ) given in Eq. (7), can be used as our new
prior probability distribution, setting P (x) = P (x|y, ξ)
in Eq.(6). Furthermore, the fidelity can be maximized
with respect to ξ for the next measurement, using our
current state of knowledge, represented by P (x|y, ξ). In
this way, we can optimize a measurement device (classi-
cal or quantum) to give the best possible measurement
in the next measurement cycle.
The fidelity has already been used to discuss the
quality of phase determination in quantum interferome-
ters [12, 14–16] and to discuss the sensitivity to rotation
of classical Sagnac gyroscopes [17].
III. COMPARISON OF CLASSICAL AND
QUANTUM MEASUREMENTS
The fidelity can be used to determine which exper-
iment (apparatus) provides a better measurement of a
given physical quantity. As an example, I compare the
fidelity of a quantum and a classical measuring device.
Specifically, I compare a classical and a quantum Mach-
Zehnder (M-Z) interferometer, each of which can be used
to determine the phase φ in one arm of the interferometer.
For the classical M-Z interferometer, the direct measure-
ment is the energy in each of the output ports, Ec and Ed,
which are continous variables, see discussion below. For
a quantum M-Z interferometer, the direct measurement
is the integer number of photons in the output ports, nc
and nd. So in the notation above, the phase φ plays the
role of x and the measurements y are the pair of numbers,
(Ec, Ed), see Eq. (6).
Consider a quantum Mach-Zehnder interferometer with input ports
labeled “a” and “b” and output ports labeled “c” and
“d”. Assume we input the state
|α〉a ⊗ |0〉b = e− 12 |α|
2
∞∑
n=0
αn
(n!)1/2
|n〉a ⊗ |0〉b (8)
which consists of a coherent state input into port “a”
and vacuum input into port “b”, where a and b label the
modes, |n〉 is a Fock state of n photons, and the complex
parameter α specifies the average photon number and
photon number variance, |α|2 = 〈nˆ〉 = 〈(∆nˆ)2〉. The
probability that nc and nd photons are output in ports
3“c” and “d”, respectively, is [14]
P (nc, nd|φ, α) =
e−|α|
2
nc!nd!
|α|2(nc+nd) sin2nc
(
φ
2
)
cos2nc
(
φ
2
)
(9)
where φ is the phase shift in one arm of the in-
terferometer. The average energy of this coherent
state is 〈E〉 = 〈n〉~ω = ~ω|α|2 with energy spread
∆E = ~ω|α| =
√
~ω 〈E〉1/2. The discrete energies out-
put in port “c” and “d” are Ec = nc~ω and Ed = nd~ω,
respectively. The joint probability density for measuring
energy Ec and Ed output in ports “c” and “d”, respec-
tively, is given by
p(Ec, Ed|φ, E¯) = P (nc,nd|φ, α)
(~ω)2
(10)
where P (nc,nd|φ, α) is given in Eq. (9) and I use the
notation for the average energy E¯ = 〈E〉. Using Eq. (9)
in Eq. (6), and assuming no prior knowledge about phase,
taking p(φ) = 1/(2pi), I find the fidelity for the quantum
M-Z interferometer with coherent state input to be:
Hcoh(|α|
2) =
e−|α|
2
2pi
∞∑
nc=0
∞∑
nd=0
|α|2(nc+nd)
nc!nd!
∫ +pi
−pi
dφ sin2nc
(
φ
2
)
cos2nd
(
φ
2
)
log2
[
pi (nc + nd)!
Γ
(
nc +
1
2
)
Γ
(
nd +
1
2
) sin2nc (φ
2
)
cos2nd
(
φ
2
)]
(11)
which is only a function of the parameter |α|2.
Now consider a classical M-Z interferometer with a
finite-duration pulse of monochromatic light of energy
En input into port “a” and vacuum input into port “b”.
I assume that the pulse has a duration in time sufficiently
long that I can describe the pulse as having a single fre-
quency and energy En. We want to determine the phase
φ, however, the direct measurement consists of the ener-
gies in the output ports, Ec and Ed. The classical M-Z
interferometer is defined by energies Ec and Ed output
in ports “c” and “d”, respectively
Ec = En sin
2
(
φ
2
)
, Ed = En cos
2
(
φ
2
)
(12)
where φ is the phase in one arm of the M-Z interfer-
ometer. In order to compute the fidelity of the clas-
sical M-Z interferometer, we need to define a classical
measurement model. In the quantum interferometer de-
scribed above in Eqs. (8)—(11), the input state had
a spread in energy ∆E due to photon number fluctu-
ations. For the case of the classical M-Z interferom-
eter, I assume a probability distribution, Pa (En), of
closely-spaced discrete input energies, En = n δE, where
n = 0, 1, 2, · · · , NE , where NE is the number of ener-
gies in the energy grid, and δE is an arbitrary discrete
energy step, which can be taken to zero later. I also
take the phase as a discrete set of 2Nφ possible val-
ues, φk = pik/Nφ, for k = {0,±1,±2, · · · ,±Nφ − 1, Nφ},
where ∆φ = φk+1 − φk is the uniform grid spacing of
phase. Therefore, I take the conditional probability for a
classical measurement outcome, (Ec, Ed), to be
P (Ec, Ed|φk) =
∑
En
P (Ec, Ed|φk, En) Pa (En) (13)
where Ec = Ec(n, k) = n δE sin
2(φk/2) and Ed =
Ed(n, k) = n δE cos
2(φk/2), are discrete energies mea-
sured in output ports “c” and “d”, respectively, given
the energy En = n δE is input in port “a” and vac-
uum is input in port “b”. Equation (13) is a special
case of the identity between conditional probabilities,
P (B|C) = ∑A P (B|A,C)P (A|C). Note that the dis-
crete energies Ec(n, k) and Ed(n, k) depend on a two
indices, n and k, each of which have different ranges,
depending on the energy grid and the phase grid. The
probability distribution for input energies is normalized,∑∞
n=0 Pa (En) = 1. The conditional probability of mea-
suring discrete energies Ec and Ed in the output ports,
given monochromatic input energy Em = mδE and
phase φl, can be written as a product of Kro¨necker delta
functions:
P (Ec(n, k), Ed(n
′, k′)|φl, Em) = δn,m δk,l, δn′,m δk′,l
(14)
where where n, n′,m = 0, 1, 2, · · · , NE and k, k′, l =
{0,±1,±2, · · · ,±Nφ − 1, Nφ}. Using Bayes’ rule in
Eq. (7), the phase probability distribution is given by
P (φl|Ec(n, k), Ed(n, k)) = δk,l (15)
In the limit ∆φ → 0 of a continuous phase vari-
able, the phase probability density, p (φ |Ec , Ed) ≡
P (φl|Ec(n, k), Ed(n, k))/∆φ, is given by the right side
of Eq. (21), which gives two values of phase for each clas-
sical measurement outcome (Ec, Ed).
Using Eq. (13) and (14) in Eq. (6), I find the fidelity
of this classical M-Z interferometer to be
H =
2pi
∆φ
log2
(
2pi
∆φ
)
(16)
where 2pi/∆φ is the number of phase points in the range
−pi < φ ≤ +pi. The fidelity in Eq. (16) is independent
of the input energy probability distribution Pa (En). As
∆φ → 0, the fidelity in Eq. (16) diverges because there
are no fluctuations or energy measurement errors built
into the classical measurement model in Eq. (13) and
(14). This classical measurement model assumes that
energy measurements are arbitrarily precise. In reality,
there is noise in energy measurements that limits the
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FIG. 1. The fidelity is plotted (in units of bits) for quantum
(red line) and classical (blue line) interferometers, Hcoh(η)
and Hclass(η), respectively, vs. η, where η is the dimension-
less energy in units of photon number. No prior knowledge of
phase was assumed, taking p(φ) = 1/(2pi). The quantumM-Z
interferometer has a higher fidelity than the classical M-Z in-
terferometer, showing that the quantum interferometer gives
more information on phase φ than the classical interferometer.
phase resolution, leading to a non-zero value ∆φ that
makes the fidelity H finite.
An improvement over the classical measurement model
in Eq. (13) and (14) can be made by assuming that the
probability of classical energy measurement is not sharp
but instead has some statistical error of order ∆ due to
unmodelled physical processes. The value of the phe-
nomenological parameter ∆ can be obtained from exper-
iments by taking ∆ equal to the standard deviation of
classical energy measurements in the M-Z interferome-
ter. As an improved classical measurement model, I take
the probability density for measuring energy Ec and Ed
in output ports “c” and “d” respectively, as
p (Ec|φ,E) =
∫ +∞
−∞
p (Ec|φ,E, εc) p∆ (εc) dεc
p (Ed|φ,E) =
∫ +∞
−∞
p (Ed|φ,E, εd) p∆ (εd) dεd (17)
where p (Ec|φ,E, εc) is the conditional probability that
energy Ec is measured in port “c”, given the phase φ, the
input energy E and the error in the classical measure-
ment εc, with analogous definitions for port “d”. Here,
p∆(ε) is a normal probability distribution that introduces
errors into the measurement of energies Ec and Ed:
p∆(ε) =
1√
2pi∆
exp
(
− ε
2
2∆2
)
(18)
Equation (17) is the result of an identity for conditional
probabilities. In view of the classical output relations in
Eq. (12), I take the conditional probability density for
measuring the output energies Ec and Ed to be defined
in terms of Dirac δ functions:
p (Ec|φ,E, εc) = δ(Ec − E sin2
(
φ
2
)
− εc)
p (Ed|φ,E, εd) = δ(Ed − E cos2
(
φ
2
)
− εd) (19)
Taking the product of the distributions in Eq. (17) leads
to the conditional joint probability density for a classical
measurement outcome, (Ec, Ed), given the phase is φ and
monochromatic energy E is input:
p (Ec, Ed|φ,E,∆) = p (Ec|φ,E) p (Ed|φ,E)
=p∆
(
Ec − E sin2
(
φ
2
))
p∆
(
Ed − E cos2
(
φ
2
))
(20)
In Eq. (20), the energies Ec and Ed are continuous vari-
ables, as is the phase φ. From Bayes’ rule in Eq. (7),
assuming no prior information on phase, therefore tak-
ing p(φ) = 1/2pi, the phase probability density is
p (φ |Ec , Ed, E,∆) = p (Ec, Ed|φ,E,∆)∫ +pi
−pi p (Ec, Ed|φ,E,∆) dφ
(21)
The phase probability density, p (φ |Ec , Ed, E,∆), has
two peaks, and as ∆→ 0 it approaches the sum of two δ
functions:
p (φ |Ec , Ed, E,∆)→ 1
2
[
δ
(
φ− 2 arctan
√
Ec
Ed
)
+δ
(
φ+ 2 arctan
√
Ec
Ed
) ]
(22)
Trivially changing the sums to integrals in the definition
of fidelity in Eq. (6), and using Eq. (20), leads to the
fidelity for a classical M-Z interferometer:
Hclass(E,∆) =
∫ +∞
−∞
dEc
∫ +∞
−∞
dEd
∫ +pi
−pi
dφ×
p (Ec, Ed|φ,E,∆) p(φ) log2
(
p (Ec, Ed|φ,E,∆)
p (Ec, Ed, E,∆)
)
(23)
where
p (Ec, Ed, E,∆) =
∫ +pi
−pi
p (Ec, Ed|φ,E,∆) p(φ)dφ (24)
and p (Ec, Ed|φ,E,∆) is given by Eq. (20), and p(φ) is
the probability representing our prior knowledge about φ.
Equation (23) gives the fidelity of a classical M-Z inter-
ferometer with monochromatic input energy E and errors
in energy measurements of order ∆. The errors, εc and
εd, in energy measurements, Ec and Ed, can be imagined
as due to unmodelled noise (e.g., shot noise) in the mea-
surements. As ∆ → 0, the measurements have no noise
(errors) and the fidelity Hclass(E,∆)→∞, compare with
Eq. (16) for the case ∆φ→ 0.
5The fidelity for the classical interferometer,
Hclass(E,∆) in Eq. (23), depends on two parameters, E
and ∆, and on our knowledge of φ given by the prior
phase distribution, p(φ). The fidelity for the quantum
interferometer, Hcoh(|α|2) in Eq. (11), depends on only
one parameter, η, where we assumed no prior knowledge
about phase by taking p(φ) = 1/(2pi). A direct com-
parison of the fidelity of the quantum and classical M-Z
interferometers can be made by assuming in the classical
case in Eq. (23) no prior knowledge of the phase taking
p(φ) = 1/(2pi), and taking the energy E = ~ω|α|2 ≡ ~ωη
and energy width ∆ =
√
~ωE ≡ ~ω√η, which gives
the same energy width for the measurements of the
classical M-Z interferometer as for the coherent input
state of the quantum M-Z interferometer. For the
classical M-Z interferometer, η is the monochromatic
input energy in units of photon energy, ~ω. For the
quantum interferometer, η is the average energy 〈E〉 of
the input coherent state in units of photon energy, ~ω.
With this parametrization, the fidelity of the classical
M-Z interferometer, Hclass(~ωη, ~ω
√
η), depends only on
η, and can be directly compared to the fidelity of the
quantum interferometer, Hcoh(η), see Fig. 1. It is clear
that, for a single use of the interferometer, the quantum
measurement (apparatus) has a higher fidelity (provides
more bits of information about the phase) than the
classical measurement.
IV. CONCLUSION
Two objections have been raised against using the
Fisher information as a measure of the quality of mea-
surements. First, the Fisher information may depend
on the unknown physical quantity (parameter to be de-
termined), which may occur when dissipation is present.
Second, the Fisher information does not take into account
prior information about the parameter. Consequently, I
proposed the use of fidelity (Shannon mutual informa-
tion between measurements and physical quantities) in
Eq. (6) as a quantitative measure of the quality of phys-
ical measurements. The fidelity does not depend on the
value of the unknown physical quantity because it is an
average over all probability distributions of that quantity.
Also, the fidelity takes into account an observer’s prior
information through the prior probability distribution,
P (x), see Eq. (6). The dependence on prior information
also allows us to update recursively our information dur-
ing repeated experiments. Also, the fidelity can be max-
imized with respect to (classical or quantum) measure-
ments, parameters in the experiment, and with respect to
(classical or quantum) input states. Finally, the fidelity
is general enough to quantitatively compare the quality
of classical and quantum measurements, or to compare
two different experiments that attempt to determine the
same physical quantity. As an example of this, I have
considered a quantum M-Z interferometer with a coher-
ent state input into one port, and I have compared it with
a classical interferometer with phenomenological error in
measuring the energy in the output ports. For the range
of parameters considered, see Fig. 1, the quantum M-Z
interferometer has higher fidelity than the classical in-
terferometer, indicating that, for each measurement the
quantum M-Z interferometer provides more bits of infor-
mation on the phase than the classical M-Z interferome-
ter. The fidelity allows a quantitative comparison of the
quality of these two types of measurements. Finally, non-
ideal aspects of experiments, such as non-deterministic
state creation, absorption, and errors in measurements
(e.g., photon counting errors or energy measurement er-
rors) can be included in the fidelity by using the formal-
ism that was developed in Ref. [12].
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