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Abstract: A mathematical model of the sufficient-component cause frame-
work is considered based on the theories of Boolean algebra. The model consists
of the space of states of a binary experiment and a set of symmetries of the ex-
periment. The space of states is a Boolean algebra of n Boolean variables where
n is the number of the binary causes in the experiment. The set of symmetries
of the experiment is a subgroup of the group of all automorphisms of Boolean
algebra of the states of experiment. This subgroup is generated by transfor-
mations preserving a type of interaction. An experimenter should deduce these
transformations from the peculiar properties of the experiment. Examples of
such transformations are provided. Classification of interactions is obtained by
the calculation of the orbits of action of the group of symmetries on the space
of states of the experiment. It is shown that the classification of the interaction
for the ordinary symmetries of sufficient causes is the same as reported in re-
lated works. Other symmetries of the binary experiment are considered as well.
It is shown that the corresponding classification of the interaction types in a
binary experiment depends substantially on the symmetries of the experiment.
Statistical criteria of particular types of responses are proven and the problem
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of mutual antagonism is discussed in the Appendix.
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1. Introduction
Causality is the central aim of many studies in various sciences. However,
there are substantial difficulties in the formalization of the concepts of cause
and consequence, which have their specific features in every particular science.
Nevertheless, the common properties of these notions, which may be formulated
as a philosophical conceptualization, allow us to investigate important causality
properties. Some of these properties might have had a formal representation
and application in particular of these properties might have had a formal repre-
sentation and application in particular sciences. Thus, following mathematical
and epidemiological reasoning will be based on Mackie’s philosophical analysis
of causality [16] and [17]. Mackie clarified formulation, the problem of causality,
and suggested possible research methods. In particular, he widely used formal-
logical relations arising among events, which have created a sufficient cause.
Though Mackie was mainly interested in the general properties of causality re-
lated to a single event (singular causation), his researches were soon applied in
epidemiology [18] and [28].
Particularly important is the article of Rothman [28] who presented a read-
able and practical application of the Mackie’s methodology in epidemiology.
Essential extension of Mackie’s method was the consideration of several causal
mechanisms leading to the outcome of interest (e.g. disease or death). Every
causal mechanism is represented as a set of simultaneously presented events, i.e.,
the conjunction of the events. We may conceive causality as the outcome of the
set of all its causal mechanisms, such that, if we were to list all sufficient causes,
then, their disjunction would be equivalent to the outcome. This approach
to causality investigation was named sufficient-component cause framework in
epidemiology. Firstly, it was mainly applied for the illustration of relationships
among different causal mechanisms and their parts for the given disease. It
has made the understanding of causality in epidemiology deeper. For instance,
Rothman [28] paid much attention to the clarification of the distinction between
effect modification and confounding, and his graphical presentation of causal
mechanisms as “causal pies”[19] and [28] clarifies that the sum of attributable
fractions need not equal 1 because of the joint presence of multiple causes in
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the same sufficient cause.
The sufficient causes model [28] enabled a clearer analysis of the synergism
of sufficient causes. However, rigorous results were mostly obtained in the
binary case (two factors and the outcome took two values). We present below
that the correct statement of the problem of classification of interaction in the
general case requires specific algebraic notions.
The first formal presentation of the sufficient causes theory (also for the
binary case) was introduced by Miettinen [20]. Two factors, X1 and X2, and
the outcome D, presented by Miettinen, took on 2 values, and he had shown
how to reduce the sufficient-cause framework to counterfactual framework in
this case.
This allowed sufficient causes to be presented within the Neyman–Holland–
Rubin causality theory [14], [21], [26]. Let us denote the reference categories of
the factors X1 and X2 with 0 and 1, Dx1x2 is denoted as the value of outcome D
under the condition X1 = x1,X2 = x2, xi = 0, 1, i = 1, 2. Dx1x2 determines
a real or potential response of an individual on the exposure of factors at the
given combination of their levels. A response type for the given individual
is the set of values (D00,D10,D01,D11) (below it is named as full response).
Miettinen [20] argued for a classification of the factor’s interaction types based
on the kind of full response. Furthermore, he suggested a term for every type
of full response, which reflects the character of the interaction or the absence
of the interaction. Unfortunately, there were logical drawbacks in Miettinen’s
classification that were noticed by Greenland and Poole [10].
Recoding or changes in reference levels are often free, for instance, as it is
for GENDER [10]. As it is said in [10] “without the adoption of a deeper theory
about how effects result, no reference category can be regarded as correct” and
“it would seem worthwhile to discover what, if any, properties of joint action are
invariant under recoding or changes in reference levels.” Greenland and Poole
[10] analyzed the Miettinen’s classification [20] and found that the required
invariance was not holding. They suggested refining the classification to take
into account the invariance under change in the reference categories. To do this
they defined seven response classes, which are invariant under recoding. Thus,
one should interpret the properties of joint action of the whole class rather
than a particular response. That is the responses composed of an invariant
class have the same type of joint action of the given factors. Later it another
natural invariant property was noticed in [33], i.e., the transposition of factors.
Thus, the seven invariant classes of [10] were reduced to six by joining two
classes together [33].
Generally, one can say that all possible full responses in the binary experi-
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ment are divided into disjoint classes, which have the same joint action proper-
ties. This partition is determined by the natural symmetries of the experiment,
for instance, swapping of the factors or recoding their levels. These principles
of the binary experiment were declared in [10] and [33] in implicit form, though
their dissemination to the general case was difficult owing to the lack of the
appropriate mathematical formalization of the sufficient causes model. Thus,
for example, there are the general formal schemes [1], [34], [36] of the sufficient
causes, but the classification of joint action was not considered. It is unlikely
that the existing classification of the joint action [10] and [33] can be extended
to many binary factors or to multilevel factors.
Despite the relatively simple formalization of the initial statements of suf-
ficient causes, the theory rapidly develops, and researchers have discovered
fruitful relationships with the various branches of mathematics. Numerous ap-
plications of abstract algebra in sufficient causes were demonstrated in [1] and
[34]. Statistical methods were used in sufficient causes long ago [2], [15], [20],
[32], [33], and this trend continues to grow [29], [31], [35], [37]. The position of
the sufficient-component cause model among other causal modelling methods
presented in [9].
The following issues are considered below. A mathematical framework for
sufficient causes will be suggested for an arbitrary number of binary factors. The
framework takes into account the pattern of full response and those symmetries
that are presented in the experiment. Specifically, the binary sufficient-causes
model will be reduced to the theory of (finite) Boolean algebras. To avoid math-
ematical details, we only consider the binary case. Some remarks concerning
the general case are given in the text. The general construction for an arbitrary
number of binary factors will be obvious thereafter. The Boolean algebra of
the full responses is called Boolean algebra states of experiment.
To classify the joint action in sufficient causes one needs to know symmetries
of the experiment that were used in [10] and [33] in the implicit form. In the
proposed formalization, these symmetries are represented as automorphisms on
the Boolean algebra states of experiment. The automorphisms generate a group
of automorphisms by acting on the Boolean algebra states of experiment. The
group is a subgroup of the group of all automorphisms of the Boolean algebra.
Thus, response classes expressing the same type of the joint action turns out to
be orbits of action of the automorphism group on the Boolean algebra states of
the experiment.
The algebraic formalism considered in the article has been proposed in an
initial form in [24]. The algebraic issues for the sufficient causes symmetries
presented in detail in [25]. Statistical criteria for particular responses consid-
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ered in Appendix were introduced in [22]. A method for the calculation of an
estimate of probability of a particular response was suggested in [23].
The obtained classification is compared to the known classification [10] and
[33]. In particular, the notion of synergism/antagonism is discussed given the
new classification of joint action.
2. Space of States of the Binary Experiment
Binary experiment is considered as such an experiment, in which the response
and two acting factors take on values 0 or 1. More generally, Boolean experiment
is defined as such an experiment with binary response, in which n Boolean
factors are involved. In order to obtain a mathematical representation of the
binary or Boolean experiment, it is convenient to introduce the space of all full
responses and the set of admissible transformations, which do not change a type
of the joint action. The first space is called the space of states of experiment,
and the second the set of symmetries of experiment. Now we consider the
mathematical representation of each of them.
Suppose that D and two of its causes, X1 and X2, are binary variables
taking the values 0 or 1. According to [1] we use the term ‘factor’ for Xi,
along with ‘causes’. It is not obligatory that the value 0 means the absence of
the factor, and 1 its presence in the studied measure (or dose). The response
denotes D, and its levels also are 0 or 1. In contrast to factors X1 and X2, the
levels of the response D are not generally interchangeable. For definiteness, the
event of interest is denoted D = 1 (below we write shortly D). To formalize the
notion of a cause one could use the notion of nontrivial implication (adapted
from the more general discussion in [1])
Definition 1. The Boolean variable X, defined on a set Ω, is called an
nontrivial implication cause of the response D, if ∀ω ∈ Ω (X (ω) = 1) ⇒
(D (ω) = 1) .
The fact that factors X1 and X2 are the causes for D means that each of
them is a nontrivial implication for D, i.e., X1 and X2 are nontrivial (both are
not trivially 0) and Xi (ω) = 1 ⇒ D (ω) = 1 for any individual ω. Instead of
Xi (ω) = 1, herein it may be X i (ω) = 1, as the reference categories of factors
are chosen at will. One can easily deduce that if X1 and X2 are the causes for
D, then D is a Boolean function of variables X1 and X2 (for the terminology
see [6] and [8]).
There are certain correspondences between the response types and sets of
sufficient causes [10]. Greenland and Poole enumerate nine different sufficient
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causes, each involving some combination of X1, and X2 and their complements
along with certain binary background causes A0, A1, A2, A3, A4, A5, A6, A7, and
A8. The nine different sufficient causes that Greenland and Poole gave are
then A0, A1X1, A2X1, A3X2, A4X2, A5X1X2, A6X1X2, A7X1X2 and A8X1X2.
Given the nine background causes, we thus have that (∨ denotes disjunction of
events and bar over symbol denotes the complement event)
D = A0 ∨A1X1 ∨A2X1 ∨A3X2 ∨A4X2 ∨A5X1X2∨
A6X1X2 ∨A7X1X2 ∨A8X1X2 (1)
Thus, in (1) we see the possible ways by which the event D may occur in
the dependence of the factors’ values. The Boolean variables Ai depend on the
individual, and do implement a particular way by which results in D = 1. More
formally, (1) represents the Boolean function D as a disjunction of conjunctions
of the Boolean variables X1 and X2. This representation is convenient to un-
derstand the dependence of the response D from the variables X1 and X2, but
generally, it is redundant and inconvenient for further analysis.
The problems discussed below are to determine which full responses express
the same type of the combined action of the factors. Thus, different represen-
tations of the response D as Boolean function of the variables X1 and X2 may
be used. We use the perfect disjunctive normal form ([6] and [8]) for the rep-
resentation of the response D. Let us denote Dij , the value of the response D
under conditions X1 = i and X2 = j, i, j = 0 or 1. Then
D = D00X1X2 ∨D01X1X2 ∨D10X1X2 ∨D11X1X2 (2)
Here, as usual, the conjunction sign is omitted. The uniqueness of the repre-
sentation (2) for arbitrary Boolean function is proven in the courses of mathe-
matical logic and Boolean functions (see e.g. [6] and [8]).
Definition 2. The space of states of binary experiment is the Boolean
algebra B (X1,X2) of Boolean functions of two Boolean variables X1 and X2.
In general, the space of states of experiment with n binary factors X1, X2,
. . . ,Xn is the Boolean algebra B (X1,X2, . . . ,Xn) of Boolean functions depend-
ing on n Boolean variables. The space of states of experiment with n binary
factors consists of 22
n
elements. In particular, the space of states of the binary
experiment (having two binary factors and a binary response) has 16 elements
[10], [20], [33].
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3. Symmetries of the Binary Experiment
The transformations that preserve a type of combined action in the experiment
form a substantial part of the modeling of the binary experiment. It is worth
recognizing here that we do not discuss the question ‘what is the combined
action?’ or ‘what is the interaction?’ Instead, we assume that an experimenter
clearly understands that some transformations in his or her experiment do not
change a character of the combined action of factors. For instance, it is obvious
that the type of combined action of factors X1 and X2 and factors X2 and X1 is
the same. Formally, this means that the type of combined action is not affected
by the transposition factors.
From this viewpoint, no transformations were considered by Miettinen in
[20], so any full response (D00,D10,D01,D11) , i.e. a Boolean function, repre-
sents a particular type of the combined action. Taking into account invariance
under transposition, we obtain 12 classes of the combined action.
On the other hand, the invariance under recoding of the reference categories
was considered in detail [10], and taking account of this symmetry resulted
in seven response classes. These classes may be presented by the following
equalities (used notations [10])
CD = {1} , CI = {0} , CX1 =
{
X1,X1
}
, CX2 =
{
X2,X2
}
,
CM =
{
X1X2 ∨X1X2,X1X2 ∨X1X2
}
,
CS =
{
X1X2,X1X2,X1X2,X1X2
}
,
CT =
{
X1 ∨X2,X1 ∨X2,X1 ∨X2,X1 ∨X2
}
The invariance relative transposition merges classes CX1 and CX2 that gives
the classification [33]. It is worth mentioning that the logical expressions in
every class represent the same type of combined action, though they are not
equal. Classes CM and CS are usually mentioned as classes that represent
the synergism or antagonism in the binary experiment ([10] and [33]). As for
class CS it is the common stand to go back to Mackie [16], [17] and Rothman
[28]. A more complicated structure of the responses in CM requires additional
argumentation to be considered a synergistic response. In the Appendix, this
question is discussed in more detail. There are good reasons for not considering
these responses to be neither synergistic nor antagonistic.
The ideas concerning invariant transformations may be formalized within
the discussed model of the binary experiment as follows. Transposition of fac-
tors is such a transformation T1 that acts on the independent variables X1 and
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X2 by the rule
T1 (X1) = X2, T1 (X2) = X1
T1
(
X1
)
= X2 T1
(
X2
)
= X1
(3)
Similarly, invariance under reference categories recoding [10] may be pre-
sented as the transformation T2 acting by the rule
T2 (X1) = X1 T2 (X2) = X2
T2
(
X1
)
= X1 T2
(
X2
)
= X2
(4)
Those requirements that are given in the implicit form in [10], [31] and
[33] required that an interaction type of the operating factors should be invari-
ant under these transformations. This condition is not a formal mathematical
one; rather it is empirically motivated by peculiar properties of the experi-
ment. In one experiment, the combined action would be invariant under some
transformations, and in another experiment under another. The considered
mathematical model shows how to obtain the consequences from one or the
other assumptions about the existing symmetries.
The introduced transformations T1 and T2 act on the independent variables
X1 and X2. Since B (X1,X2) is the free Boolean algebra ([6] and [8]), these
transformations may be extended on the whole B (X1,X2) as follows:
Ti (f (X1,X2)) =
f00Ti
(
X1X2
)
∨ f01Ti
(
X1X2
)
∨ f10Ti
(
X1X2
)
∨ f11Ti (X1X2) ,
(5)
where
T1
(
Xα1 X
β
2
)
= Xβ1X
α
2 , T2
(
Xα1 X
β
2
)
= Xα1 X
β
2 ,
α, β = 0, 1, α = 1− α, X0i = Xi,X
1
i = Xi.
Then, T1 and T2 become automorphisms on the Boolean algebra B (X1,X2)
[13].
For instance, let the combined action of factors X1 and X2 on the response
D be presented by the Boolean function X1X2, i.e., joint presence of events
X1 = 1 and X2 = 0 results in the event D = 1. Then, T1 and T2 transform the
function X1X2 as follows:
T1
(
X1X2
)
= X1X2, T2
(
X1X2
)
= X1X2.
Since transformations T1 and T2 can be applied successively, the set of sym-
metries of binary experiment is really a group generated by the automorphisms
T1 and T2 (see, e.g. [7] and [11]).
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Definition 3. A group of Boolean automorphisms defined on the space
of states of a Boolean experiment is called the group of symmetries of the
experiment.
Thus, the formal model of the binary experiment with two factors consists
of the Boolean algebra of two variables (space of states of experiment) and a
group of automorphisms that act on the Boolean algebra (group of symme-
tries of experiment). Similarly, for Boolean experiment, the space of states is
the Boolean algebra of n variables, and the set of symmetries is a group of
automorphisms acting on the space of states.
4. Classification of the Joint Action in the Binary Experiment
The mathematical model of the binary experiment allows obtaining the classifi-
cation of the joint action of factors by a standard mathematical routine. Since
the transformations T1 and T2 express invariance properties of the type of com-
bined action, those full responses that may be obtained from each other by a
sequence of transformations T1 and T2 (and their inverses) exhibit the same
type of joint action of factors X1 and X2. Mathematically, this means that all
the full responses located in the same orbit under the action of the symmetries
group ([7] and [11]) represent the same type of the joint action. In other words,
classification of combined action of factors is the partition of the space of states
of experiment under the action of the group of symmetries of the experiment.
This is a well-known mathematical problem that may be treated by various
methods [3], [4], [5], [12], [27].
Theorem 4. The symmetry group of the binary experiment, generated
by the transformations T1 and T2 is isomorphic to the dihedral group D8.
Proof. Let us denote G1 the group generated by T1 and T2. A short way
to ensure that G1 is the dihedral group D8 is the checking of the properties that
G1 = 〈S1, S2 | S
4
1 = S
2
2 = e, S2S1 = S
−1
1 S2〉 for some transformations S1 and
S2 from G1 (see, e.g. [7] and [11]). We can take the following transformations:
S1 = T1 · T2 and S2 = T2. Omitting the obvious calculations we finish the
proof.
Theorem 5. The orbits of the action of group D8 on the Boolean algebra
248 V.G. Panov, J.V. Nagrebetskaya
B (X1,X2) are
{0} , {1} ,
{
X1,X1, X2, X2
}
,{
X1 ∨X2,X1 ∨X2,X1 ∨X2,X1 ∨X2
}
,{
X1X2,X1X2,X1X2,X1X2
}
,{
X1X2 ∨X1X2,X1X2 ∨X1X2
}
(6)
Proof. The proof can be obtained by direct calculations, or using an appro-
priate mathematical software (GAP, Mathematica and other software).
It is important to notice that the responsesX1X2∨X1X2 andX1X2∨X1X2
form a separate class, though they are often considered along with conjunctions
X1X2 (e.g. [31] and [33]).
The Boolean functions in each class represent a particular type of joint
action, which describes as follows [10]
{1} , the doomed type; {0} , the immune type;{
X1,X1,X2,X2
}
, the type in which only one factor is effective, but the other
is not;{
X1X2 ∨X1X2,X1X2 ∨X1X2
}
, the type exhibiting the mutual antagonism;{
X1X2,X1X2,X1X2,X1X2
}
, the type in which disease occurs for only one
exposure combination;{
X1 ∨X2,X1 ∨X2,X1 ∨X2,X1 ∨X2
}
, the type in which disease occurs for
three exposure combinations.
In particular, functions
{
X1X2 ∨X1X2,X1X2 ∨X1X2
}
have some differ-
ent type of combined action than conjunctions{
X1X2,X1X2,X1X2,X1X2
}
, though both classes are usually considered as
representing synergism or antagonism (see, e.g. [10] and [33]). In the Appendix,
we have proved statistical criteria (sufficient conditions) of the existence of an
individual with a particular response, including full responses (1,0,0,1) and
(0,1,1,0), which are presented by functions X1X2 ∨X1X2 and X1X2 ∨X1X2
respectively. It is implied that such individuals are presented quite often in a
binary experiment, thus, to consider these responses to be synergistic or antag-
onistic is doubtful.
5. Other Symmetries of the Binary Experiment
The suggested mathematical model of the Boolean and binary experiment al-
lows researchers to set up a problem of combined action classification both in a
wider context and more correctly. As we saw, the combined action types are de-
termined by the symmetries of the experiment. Transformations T1 and T2 are
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usually considered in sufficient causes theory (see (3)–(4)), which generates the
dihedral group D8 as the group of symmetries, and it creates the classification
(6).
Nevertheless, experimental conditions may have other allowable transfor-
mations that preserve the joint action types. Apparently the transposition
T1 has to be presented in any classification method. On the other hand, the
transformation T2 may not be presented in an experiment. Then the group of
symmetries of an experiment would be a subgroup of the group of all automor-
phisms of the Boolean algebra B (X1,X2). Since the latter group, namely, the
permutation group S4, is well known (see e.g. [7] and [11]), the possible groups
of symmetries of the binary experiment are those subgroups of S4 that include
the transformation T1. The list of all S4 subgroups is presented in related
mathematical resources [3], [4], [5], [30]. This allows a researcher to accomplish
analysis of the joint action types regarding the presented symmetries.
For instance, let us consider a binary experiment with admissible transfor-
mations T1 (see (3)) and T3
T3 (X1) = X1, T3 (X2) = X2
T3
(
X1
)
= X1 T3
(
X2
)
= X2
.
The transformation T3 may be interpreted as follows. Consider a toxico-
logical experiment in which levels Xi = 0 and Xi = 1 of the toxicants X1 and
X2 denote the presence of the corresponding toxicant at two different levels,
namely, Xi = 0 denotes a low dose of Xi and Xi = 1 its high dose. Let us
suppose that doses X1 = 0 and X2 = 0 are commensurate relative to some
effect, as well X1 = 1 and X2 = 1. For example, doses X1 = 0 and X2 = 0 are
iso-effective, and X1 = 1 and X2 = 1 as well. This makes it possible to surmise
that the combined action type of the toxicants X1 and X2 at the levels X1 = 0
and X2 = 0, and X1 = 1 and X2 = 1 should be the same, only differing in
its power. On the contrary, combined action at the levels X1 = 0 and X2 = 1
may be absolutely different, and at the levels X1 = 1 and X2 = 0 as well. For
instance, the dose X1 = 1 may have a much stronger influence than the dose
X2 = 0. Thus, the combined action of X1 = 1 and X2 = 0 may be really one-
factor one. In such an experiment, the transformation T3 preserves the type of
the joint action of the toxicants X1 and X2.
We assume, as previously, that transformation T1 preserves the joint action
type. Then the group of symmetries of the experiment is generated by the
transformations T1 and T3 being extended over the space of states B (X1,X2)
according to (5).
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Theorem 6. 1. The group generated by the automorphisms T1 and T3 is
isomorphic to the dihedral group D4 (also called the Klein four-group).
2. The D4 action on the Boolean algebra B (X1,X2) generates the following
orbits
{0}, {1}, {X1,X1,X2,X2}, {X1 ∨X2,X1 ∨X2},
{X1 ∨X2, X1 ∨X2}, {X1X2,X1X2}, {X1X2, X1X2},
{X1X2 ∨X1X2}, {X1X2 ∨X1X2}
This partition, in other words, is the classification of the joint action in the
binary experiment with the D4 group of symmetries.
Proof. The proof can be obtained just the same way as for dihedral group
D8. The dihedral group D4 can be represented by the following relations
D4 = {e, T1, T3, T1T3 = T3T1} =
〈
a, b | a2 = b2 = e, ba = a−1b
〉
.
Herein, the first equality lists all the elements of D4, and the second one rep-
resents the group D4 as the generators and relations (for references see [7] and
[11]).
Alternatively, the Klein-four group D4 is isomorphic to the direct product
of the two cyclic groups of the second order: D4 = C2 × C2.
As we can see, the orbits from the previous case (6) are split into sets
that are invariant under the action of the group D4. One can interpret these
orbits similarly to the case of the D8-symmetries. It should be noticed that
for the D4-symmetries the Boolean functions X1 ∨X2 and X1 ∨X2 represent
different combined action types. This is held for other matching pairs of Boolean
functions as well.
Having the toxicological experiment in mind as a prototype of the D4-
symmetries may help to understand this classification. For instance, the con-
junction X1X2 may exhibit the significant synergism or antagonism, whereas
X1X2 may only represent the influence of X2.
It is worth recognizing here that both a classification of the combined ac-
tion and the notion of synergism are dependent on the presented symmetries
of the experiment, i.e., which group of transformations is correct in the case
under consideration. For example, in the sufficient causes with the D8 group
of symmetries the conjunctions Xαi X
β
j are considered as exhibiting synergism
or antagonism. This viewpoint was argued in [16], [17], [28] and elaborated in
[31], [33], [36]. In the experiment with the D4-symmetries (e.g., a toxicological
experiment with iso-effective levels of the factors, see above) the conjunctions
X1X2 and X1X2 have different interaction types.
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6. Discussion
In a rigorous formalization of the binary sufficient causes, the theory of Boolean
algebras plays a fundamental role. This is to be expected based on the structure
of a binary experiment. On the other hand, the importance of experimental
symmetries seems to be underestimated. The seminal article [10] does not
have further development, though it has been published a long time ago. The
natural extension was made in [33] by addition of the transposition invariance.
The case of invariance considered in [10] is transparent for the categorized
factors as a coding of their levels are arbitrary and only intended for their
distinction. Change in reference categories may be incorrect when the levels of
the factor are quantitative, possibly on a relative scale. It is typical that the
factor’s levels distinguish the doses of toxicological exposure in toxicological
experiments. Nevertheless, interchangeability of the reference categories may
be considered within the toxicological context as well. It may be valid when all
possible combinations of levels X1 = i and X2 = j have the same type of the
combined action. This means that levels X1 = 0 and X1 = 1 have the same
type of joint action with levels X2 = 0 and X2 = 1. It may be interpreted as
the closeness of the levels X1 = 0 and X1 = 1 relative to the considered effect
and levels of X2.
The presence of certain symmetries in an experiment should be drawn
from specific features of the experiment, not from a theoretical model. An
experimenter assumes that some transformations preserve automorphisms of
the Boolean algebra of states of the experiment. These transformations gener-
ate the group of symmetries in the algebraic sense ([7] and [11]). Hence, one
can say about the symmetries of a particular group. For instance, classical
epidemiological transformations [10] and [33] generate dihedral symmetries D8;
while in the toxicological transformations (see above) the dihedral group D4,
or Klein four-group arises.
Generally, one can take a symmetry group that acts on the space of states of
an experiment instead of it being generated by some transformations. Since the
group of automorphisms of Boolean algebra B (X1, . . . ,Xn) is the permutation
group Sn ([8] or [13]), all types of the combined action in a binary experiment
with n factors may be obtained through the calculations of the orbits of action
of a corresponding subgroup of Sn. It is reasonable to account only for those
subgroups which contain transposition T1. For instance, in a binary experi-
ment with two factors such subgroups are D8, D4, symmetric group S3, and
symmetric group S4.
It is easy to show that the orbits of the action of group S4 are presented by
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the following classes:
{0}, {1}, {X1,X1,X2,X2,X1X2 ∨X1X2,X1X2 ∨X1X2},
{X1X2,X1X2,X1X2,X1X2},
{X1 ∨X2,X1 ∨X2,X1 ∨X2,X1 ∨X2}
.
It is interesting to note that the responses X1X2∨X1X2 and X1X2∨X1X2
form a separate class together with the one-factor responses X1,X1,X2,X2.
For D8 symmetries, functions X1X2 ∨ X1X2 and X1X2 ∨ X1X2 have had a
specific type of combined action and are included usually in the synergistic
type [31], [33], [35]. For D4 symmetries, these functions have different types of
the joint action, both are not of the one-factor or conjunction types. For more
complicated S4 symmetries, the responses X1X2 ∨ X1X2 and X1X2 ∨ X1X2
are of the one-factor type.
For the S3 symmetries types of interaction are presented by the following
sets:
{0}, {1}, {X1,X2,X1X2 ∨X1X2}, {X1,X2,X1X2 ∨X1X2},
{X1X2,X1X2,X1X2},
{
X1X2
}
, {X1 ∨X2} ,
{X1 ∨X2,X1 ∨X2,X1 ∨X2}
We see again that the responsesX1X2∨X1X2 andX1X2∨X1X2 have the same
type of interaction as corresponding literals, but the different ones, whereas for
the S4 symmetries they have the the same type with all the literals. In addition,
the responses X1X2 and form separate types of the combined action on their
own. One can try to find some interpretation to that kind of the interaction
types.
This shows that the precise indication of the group of symmetries of the
experiment has fundamental importance in the analysis of joint action types.
7. Appendix. Some Additional Statistical Criteria for Particular
Responses
In compliance with [10], [20], [31], [33] synergism or antagonism is present in
the experiment as soon as an individual is presented with a response of types
CM or CS . For instance, the definition of definite interdependence [33] is given
as follows: Suppose that D and two of its causes, X1 and X2, are binary. We
say that there is definite interdependence between the effect of X1 and X2 on
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D if there exists an individual ω for whom D(ω) can be presented as a Boolean
function from the classes CM or CS.
In order to determine whether an individual with a specific response exists,
one can apply statistical criteria. Let us introduce the following notations
to formulate the next theorem [33]. By pij = P (D = 1 |X1 = i,X2 = j ), we
denote conditional probability that D = 1 underX1 = i,X2 = j. The important
feature of the binary case is that
P (D = 1 |X1 = i,X2 = j ) = E (D = 1 |X1 = i,X2 = j ) ,
where E denotes the expectation. The theorem (the formulation is given as-
suming no confounding) states that [33]:
Theorem 7. Suppose that D and two of its causes, X1 and X2, are binary.
If we have that p11 − p01 − p10 > 0, then there is synergism between X1 and
X2. More exactly, it is stated that when the condition of Theorem 1 is met, an
individual of either type X1X2 ∨X1X2 or type X1X2 must be present.
Below, we prove similar theorems for particular types of response. In what
follows hereafter, we use notations from the previous theorem.
Theorem 8. If we have that one of the following inequalities holds
(1) p00 + p01 + p10 + p11 < 2;
(2) 2 (p11 · p00 − p01 · p10)− (p11 − p01 − p10 + p00) < 0 ;
(3) 2 (p11 · p00 − p01 · p10)− (p11 − p01 − p10 + p00) > 0;
(4) p11 · p00 − p01 − p10 > 0;
(5) p01 · p10 − p00 − p11 > 0;
(6) p11 − p01 − p10 − p00 > 0;
(7) p01 − p11 − p10 − p00 > 0;
(8) p10 − p11 − p01 − p00 > 0;
(9) p00 − p11 − p01 − p10 > 0
then, there exists an individual of
(1) one of the types X1X2,X1X2,X1X2,X1X2 or immune type 0;
(2) one of the types X1X2,X1X2 or X1 ∨X2,X1 ∨X2;
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(3) one of the types X1X2,X1X2 or X1 ∨X2,X1 ∨X2;
(4) type X1X2 ∨X1X2;
(5) type X1X2 ∨X1X2;
(6) type X1X2;
(7) type X1X2;
(8) type X1X2;
(9) type X1X2.
Proof. The proofs are similar, so it is sufficient to consider only one, and
the particular features of the others.
(1) Let us introduce a random variable X, defined as follows: X (ω) =
D00 (ω)+D01 (ω)+D10 (ω)+D11 (ω), where Dij (ω) is the value of the response
D for an individual ω under conditions X1 = i,X2 = j. As Dij (ω) takes on
values 0 or 1 the variable X (ω) takes on 0, 1, 2, 3, or 4. If the inequality
X (ω) ≥ 2 holds for any ω then E (X) ≥ 2, i.e.,
E (X) = E (D00 (ω) +D01 (ω) +D10 (ω) +D11 (ω)) =
= E (D00 (ω)) + E (D01 (ω)) + E (D10 (ω)) + E (D11 (ω)) ≥ 2
As mentioned above, E (Dij) = pij, thus, p00 + p01 + p10 + p11 ≥ 2. Therefore,
there exists such an individual ω that X (ω) < 2, i.e., X (ω) = 0 or X (ω) = 1.
In the first case, the individual ω is immune, and in the second one, for some
individual ω the single value Dij (ω) = 1 while other Di′j′ (ω) = 0. The latter
case means that full response is one of the next (1,0,0,0), (0,1,0,0), (0,0,1,0)
or (0,0,0,1). In logical notations, these responses may be presented as follows:
X1X2,X1X2,X1X2,X1X2. This completes the proof of the point (a).
Other statements can be proved in a similar way. In (4) and (5), one should
use that Dij and Di′j′ are independent for i 6= i
′ or j 6= j′.
Remark: Every inequality (1)–(9) may be tested on statistical significance
by an appropriate statistical test constructed similarly to those from [33, Ap-
pendix 2]. For instance, a test for statistical significance of inequality (1) is
constructed by using following observational quantities:
nij denotes the number of individuals with X1 = i and X2 = j ;
dij denotes the number of individuals with X1 = i, X2 = j and D = 1.
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Then test of the null hypothesis p00+p01+p10+p11 ≥ 2 can be constructed
by using critical regions of the following form
2−
(
d00
n00
+ d01
n01
+ d10
n10
+ d11
n11
)
√
d00(n00−d00)
n3
00
+ d01(n01−d01)
n3
01
+ d10(n10−d10)
n3
10
+ d11(n11−d11)
n3
11
> Z1−α
to fulfill a one-tailed test (where Z is the standard normal distribution).
The next theorem concerns the interactions of the type X1X2 ∨ X1X2 or
X1X2 ∨ X1X2. These responses are commonly considered as presenting the
synergism or antagonism [10] and [33]. As we have seen above, these Boolean
functions form the separate class of combined action, and their interpretation
depends substantially on the symmetries of the experiment. In some cases, these
Boolean functions have the same type of interaction as one-factor functions
Xi. The following theorem shows that Boolean functions X1X2 ∨ X1X2 and
X1X2 ∨ X1X2 are present in an almost arbitrary binary experiment. This
conclusion casts a doubt on these responses to be considered as synergistic.
Rather they have a particular type of interaction that is quite often present in
binary experiments.
Theorem 9. If the inequality p00 · p11 + p01 · p10 > 0 holds, then there
exists an individual ω of type X1X2 ∨ X1X2 or X1X2 ∨ X1X2, or a dummy
one (having a response of 1 in every combination X1 = i,X2 = j).
Proof. A random variable X (ω) = D00 (ω) · D01 (ω) + D10 (ω) · D11 (ω)
takes on values 0, 1, and 2. It is easy to see that X (ω) 6= 0, if the equality
p00 · p11 + p01 · p10 > 0 holds. Then either X (ω) = 1 or X (ω) = 2 is valid. In
the first case, an individual of either type X1X2∨X1X2 or X1X2∨X1X2 must
be present. In the second case, there exists a dummy individual (Dij (ω) = 1
for i, j = 0, 1).
There is another reason do not consider the Boolean functionsX1X2∨X1X2
andX1X2∨X1X2 to be synergistic. Any Boolean function can be considered as a
polynomial on the corresponding Boolean ring. The polynomial representation
of a Boolean function is often called its algebraic normal form or representation
by Zhegalkin polynomials. It is conventional to introduce an interaction term
in a model by multiplication of the independent variables. This takes into
account nonlinear interaction effects by the interaction term in a linear model.
The classification of interaction types considered in the article doesn’t depend
on the representation of the Boolean function. We might start from Zhegalkin’s
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representation as well. Then we would obtain that the responses X1X2∨X1X2
andX1X2 ∨X1X2 have simple linear form:
X1X2 ∨X1X2 = 1 +X1 +X2, X1X2 ∨X1X2 = X1 +X2
Thus, we should consider them as representing no interaction. This makes more
understandable that is why these responses may fall into the same interaction
classes with literals – the simplest non-trivial linear functions.
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