Abstract. Let A be an n×n Hermitian matrix and A = U ΛU H be its spectral decomposition, where U is a unitary matrix of order n and Λ is a diagonal matrix. In this note we present the perturbation bound and condition number of the eigenvector matrix U of A with distinct eigenvalues. A perturbation bound of singular vector matrices is also given for a real n × n or (n + 1) × n matrix. The results are illustrated by numerical examples.
INTRODUCTION
Let A be a n × n Hermitian matrix with the spectral decomposition
where U is an n × n unitary matrix, U H denotes the conjugate transpose of U and Λ = diag(λ 1 , λ 2 , . . ., λ n ). Let B be an m×n(m ≥ n) complex matrix with the singular value decomposition B = W ΣV H , (1.2) where the m × m left singular vector matrix W and the n × n right singular vector matrix V are unitary, and
The spectral decomposition of a Hermitian matrix and the singular value decomposition of a general matrix are very useful tools in many matrix computation problems (see, e.g. [1, 5, 6] ).
In this paper we focus on perturbation analysis for the eigenvector matrix U in (1.1) and singular vector matrices W and V in (1.2). As to perturbation of eigenvalues, singular values, eigenspaces and singular subspaces have been studied [1, 2, 4, 9, 10, 12, 15, 16, 17] . We know that eigenspaces and singular subspaces are usually much less sensitive to perturbations compared with the corresponding basis. It is well-known that the maximum eigenspace spanned by column vectors of U and the maximum singular subspaces spanned by column vectors of W and V are is not sensitive at all, but the eigenvector matrix U and the singular vector matrices W and V may be infinitely sensitive. The following simple example illustrates this case. Example 1.1. Let A = I 2 (i.e.2 × 2 identity matrix). Then A has the eigendecomposition (1.1) with U = I 2 , Λ = A. If its perturbed matrix A has following form
where ε is a nonzero real number. It is easy to see that the eigenvector matrix of A has the following form
where |d 1 | = |d 2 | = 1. Then for any nonzero real number ε, we have
where a denotes the conjugate of a complex number a. This example shows that the eigenvector matrix U isn't a continuous function of matrix elements.
Based on the technique of splitting operators and Lyapunov majorants, perturbation bounds of four kinds of Schur decompositions have been presented by some authors(see, e.g. [3, 7, 8, 13, 14] ). In this paper, we give the absolute and relative perturbation bounds and condition numbers of the eigenvector matrix U of the matrix A with distinct eigenvalues under Hermitian perturbations. We also present absolute and relative perturbation bounds and condition numbers of singular vector matrices W and V for the singular value decomposition of a real n × n matrix with distinct singular values and a real (n + 1) × n matrix with distinct nonzero singular values, respectively.
We use the following notation: Let A H and A T stand for the conjugate transpose and transpose of a matrix A, respectively. I n is the identity matrix of order n. The Frobenius norm and spectral norm of a matrix A are denoted by A F and A 2 , respectively. Let
) denote the sets of complex(real) m × n matrices, complex(real) m × n diagonal matrices, and complex(real) m × n matrices whose diagonal entries are zeros, respectively. Let
respectively. It is evident that any X ∈ C m×n can be split uniquely as
A PERTURBATION BOUND OF THE EIGENVECTOR MATRIX
In this section we study the perturbation bound of the eigenvector matrix U of A in the decomposition (1.1). First we define the linear operator L :
where Λ = diag(λ 1 , λ 2 , . . . , λ n ) and τ, ν are positive parameters.
The following lemma, whose proof is omitted, is similar to Theorem 4.4.5 in [6] . Let Λ = diag(λ 1 , λ 2 , . . . , λ n ), and let L be the operator defined by (2.1). Now we define the function
It is easy to see that if L is nonsingular then
where L −1 is defined by
Proof.
Noting that X H X is a Hermitian matrix, (2.3) follows from (16) in [7] .
In this section we have the main theorem below. 
where η(Λ) is defined by (2.2) . If satisfies the following condition
Notice that the Frobenius norm is unitarily invariant norm. Hence without loss of generality we may assume that U = I n in (1.1). Write ∆Λ = Λ − Λ and
Noting that U H = I n + ∆U H , then from (2.7) we get
By the definition (2.1) of the operator L and (2.9), we can get
Choose a spectral decomposition of A so that the diagonal elements of U are real. Then by ∆U + ∆U H + ∆U H ∆U = 0, we get
From Lemma 2.1, we know that L is nonsingular. Hence (2.10)-(2.11) can be rewritten as a continuous mapping Φ :
Hence the mapping Φ expressed by (2.12) satisfies
where , α are defined by (2.4). Let z = (c 1 , c 2 ) T ∈ C 2 . Consider the system
From (2.14) we get the equation
is a solution to (2.15) . By c 1 = + 2α τ c 2 and (2.16), we get a solution c * = (c * 1 , c * 2 ) T to the system (2.14).
Let
Then, X c * is a bounded closed convex set of C n×n , and the relation (2.13) shows that the continuous mapping Φ maps X c * into X c * . By the Brouwer fixed-point theorem, the mapping Φ has a fixed point ∆U * ∈ X c * such that
which yields the desired result (2.6).
Remark 2.1. Taking τ = ν = 1 and ν = A F , τ = U F = √ n, the bound in (2.6) is called the absolute and relative perturbation bound, respectively.
Remark 2.2. For small the upper bound b u ( ) defined by (2.6) has the Taylor expansion
Combining (2.17) with (2.4) we see that the quantities
regarded as absolute and relative condition numbers of the eigenvector matrix U of the spectral decomposition (1.1), respectively.
Remark 2.3.
Let A ∈ C n×n have the Schur decomposition A = UT U H , where U is an n × n unitary matrix and T is an n × n upper triangular matrix. Let Y be strictly lower triangular matrix and the quantity η A is defined by
Konstantinov, Petkov and Christov [7] show that absolute and relative condition numbers of the Schur factor U are
, respectively. When both A and its perturbed matrix are Hermitian, from Remark 2.2 it is obvious that condition numbers of the eigenvector matrix U in (1.1) improve ones of the Schur factor by improving a numerical factor √ 2.
A PERTURBATION BOUND OF SINGULAR VECTOR MATRICES
In this section we investigate perturbation analysis of singular vector matrices for a m×n real matrix. Let B ∈ R m×n (m ≥ n) have the singular value decomposition (1.2)-(1.3) . Since B is a real matrix, V, Σ, and W may all be taken to be real.
First we define the linear operator P :
where Σ is defined by (1.3), and δ, ω, µ are positive parameters.
The following lemma determine when the operator P is nonsingular. 
Proof. Let
where l i are defined by (3.2). Then we have
Hence the operator P is nonsingular if and only if P is a nonsingular matrix. Obviously, P is nonsingular if and only if σ i = σ j , i = j, i, j = 1, . . ., n.
(2) If m = n + 1, we define nvec2(T, R) of T = (t ij ) ∈ R n×(n+1) and R = (r ij ) ∈ R (n+1)×n by nvec2(T, R) = (l 1 , . . . , l n , t 1,n+1 , . . . , t n,n+1 , r n+1,1 , . . . , r n+1,n )
T and also define nvec1(T, R) of T = (t ij ) ∈ R (n+1)×(n+1) and R = (r ij ) ∈ R n×n by
where l i , i = 1, 2, . . . , n are defined by (3.2). Hence we have
where It is easy to verify that P annihilates the nonzero matrix pair
ω Y and must be singular. The proof is complete.
Let P be the operator defined by (3.1). Now we define the function
When the operator P is nonsingular, from (3.3)-(3.7) we can obtain (3.8)
where P −1 is defined by
Now we give the following main result. 
where η(Σ) is defined by (3.8) . If ε satisfies the following condition
then B has the singular value decomposition
where W and V are m × m and n × n orthogonal matrices, respectively, and
Proof.
Notice that the Frobenius norm is unitarily invariant norm. Hence without loss of generality we may assume that W = I m and V = I n in (1.2).
By (1.2) and (3.12) we obtain
(3.14) can be written as the following form
Since W = I m + ∆W and V = I n + ∆V , from (3.16)-(3.17) we can obtain (3.18)
Moreover, the matrices ∆W and ∆V satisfy
In terms of the definition (3.1) of the operator P, we can obtain from (3.18) (3.20)
From (3.19) we have
Since the operator P is nonsingular, then (3.20) can be rewritten as
By Lemma 2.2 we have
Hence we get (3.23)
From (3.15) we have
Hence by (3.22)-(3.24), we get
where ζ is defined by (3.10). Next in terms of (3.25) and (3.26), we take the similar proof as Theorem 2.3 to get the bound (3.13). The proof is complete. 
Combining (3.27) with (3.8)-(3.9) we see that the quantity √ 2 η(Σ) can be regarded as a condition number of the left singular vector matrix W and the right singular vector matrix V of the singular value decomposition (1.2) of a real n × n or (n + 1) × n matrix B. Taking µ = δ = ω = 1, the quantity
is regarded as the absolute condition number; Taking
regarded as the relative condition number.
NUMERICAL EXAMPLES
In this section we use two simple examples to illustrate the results of previous two sections. All computations were performed by using MATLAB 6.5. The relative machine precision is 2.22 × 10 −16 . 
Computation gives
.
Taking ν = τ = 1 in Theorem 2.3, we obtain the following absolute perturbation bound
, we obtain the following relative perturbation bound
The numerical results shows that the upper bound of (2.6) is fairly sharp. The numerical results show that the upper bound of (3.13) is correct.
CONCLUSION
In this paper we have presented perturbation bounds of the eigenvector matrix of a Hermitian matrix and the singular vector matrices of a n × n or (n + 1) × n real matrix. The analysis is based on techniques proposed in [3, 7, 8, 13, 14] . Note that for the singular value decomposition B = W ΣV H of a complex matrix B, the diagonal elements of W and V may not be real at the same time. Hence for complex matrices, (3.21) maybe not holds. It remains an open problem how the result in Theorem 3.2 is extended to the complex case.
