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Abstract: This paper presents an integrated approach for designing low-order multi-objective controllers for linear time-delay sys-
tems, combining recently developed methods for reduction of delay systems and fixed-order control design, respectively. First,
as a benchmark problem for process control applications, a model of an experimental heat transfer setup is discussed in detail,
which serves to motivate the adopted combination of model reduction and control technique. The former corresponds to a Krylov
based reduction procedure, which is generalized to multiple-input-multiple-output systems with state, input and output delays, and
allows the adaptive construction of an accurate low-order linear time-invariant approximation of the original linear time-delay sys-
tem. Concerning the latter, a fixed-order controller is synthesized for the delay-free approximation, exploiting a recently proposed
linear matrix inequality based framework for fixed-order controller design, and validated on the original linear time-delay system.
In this way, the systematic overall design procedure, which is grounded in convex optimization, complements approaches based
on directly optimizing stability and performance measures as a function of the controller parameters, which may lead to highly
nonconvex and even non-smooth optimization problems. The successful design of a fixed-order multi-H2 controller is validated on
the benchmark problem, confirming the potential of the adopted approach for realistic industrial applications.
1 Introduction
We consider continuous-time models for control systems, described
in terms of delay differential equations of the form
x˙(t) = A0x(t) +
∑mx
i=1Aix(t− τi)
+
∑mu
i=1Biui(t− µi),
yi(t) = Cix(t− νi) +
∑mu
j=1Dij uj(t− νi − µj),
(1)
i = 1, . . . ,my , where x(t) ∈ Rn is the state, ui(t) ∈ R, i =
1, . . . ,mu are the inputs, and yi(t) ∈ R, i = 1, . . . ,my correspond
to the outputs at time t. The quantities τi, i = 1, . . . ,mx, µi, i =
1, . . . ,mu and νi, i = 1, . . . ,my represent time-delays in the sys-
tem’s state, inputs and outputs, respectively, where the largest state
delay is denoted by τmax = maxi∈{1,...,mx} τi. The inputs ui and
outputs yi are grouped in vectors as follows:
u =
[
u′1 · · · u′mu
]′
, y =
[
y′1 · · · y′my
]′
,
where we assume that the number of scalar inputs does not exceed
the dimension of the system state, i.e., mu ≤ n. Without loss of
generality, the input u and output y are subdivided as
u =
[
u1
u2
]
, y =
[
y1
y2
]
,
to distinguish between exogenous inputs u1 and control inputs u2
on the one hand, and regulated outputs y1 and measured outputs y2
on the other hand.
The targeted class of delay systems described by (1) results from
the physics based modeling of complex interconnections of com-
ponents, where time-delay elements naturally appear in modeling
propagation phenomena. The latter are due to the fact that the
transfer of material, energy and information is mostly not instan-
taneous. For this class of systems, the experimental heat-transfer
setup described in Section 3 serves as a benchmark problem for
the control design. An analogous model has been derived in [25]
for a greenhouse. More applications include chemical reactors [26],
plate rolling [35], milling processes [24] and burned gas recircula-
tion in an engine [6]. Complex model structures with time delays can
also be obtained in multi-agent systems with internal communication
delays [38], traffic flow models [31], and distributed communica-
tion networks [45]. In all these above applications, time delays are
inherent parts of the dynamical properties that cannot be neglected.
They appear not only at the system inputs, but also in the internal
couplings of the models.
The main objective of the paper is to design a fixed-order dynamic
output feedback linear time-invariant (LTI) controller for (1),
K :
{
x˙c = Acxc + Bcy2,
u2 = Ccxc + Dcy2,
(2)
with xc ∈ Rq , q ∈ N, that exponentially stabilizes the null solution
of this linear time-delay system (TDS) and guarantees one or more
closed-loop H2 performance specifications from (parts of) u1 to
(parts of) y1.
Since the delay system (1) is in fact an infinite-dimensional sys-
tem [7] (see Appendix A for the equivalent description in terms
of an infinite-dimensional LTI system), the design of a controller
of the form (2) can be interpreted as a reduced-order controller
design, for any q, which is known to be very challenging. Even
for finite-dimensional systems the design of fixed-order controllers
with dimension lower than the dimension of the plant typically gives
rise to highly nonconvex optimization problems, see, e.g., [1, 15],
and this carries over to delay systems [13, 48]. Two complementary
directions can then be followed. The first one consists of directly
optimizing performance and robustness measures as a function of
the controller parameters. This approach, which is at the basis of
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the package HIFOO [1, 12], has been generalized to time-delay sys-
tems [13]. It aims at computing locally optimal solutions, hence, it
heavily relies on good starting values for the controller. The second
direction, which we pursue in this paper, consists of solving convex
relaxations of the optimization problem, in particular sufficient lin-
ear matrix inequality (LMI) based criteria guaranteeing feasibility of
the original bilinear matrix inequalities (BMIs). Since this approach,
which has proven to be very powerful, is rooted in an LTI system
representation, it cannot directly be applied to delay systems. How-
ever, as a main contribution of the paper we demonstrate that by an
appropriate combination with a model reduction approach to approx-
imate the infinite-dimensional system by a finite-dimensional LTI
system, fixed-order controllers can be designed for delay systems in
an efficient way. The main challenges consist of keeping the order
of the controller low, for the ease of the implementation, and at the
same time using an LTI approximation of (1) of high enough order
to obtain an accurate model. The two components of the overall
algorithm are discussed in the remainder of the section.
Results related to the reduction of linear time-delay systems
to finite-dimensional LTI systems are sparse and many problems
related to the latter are still considered to be unsolved [36]. The
existing contributions are based on interpolation / moment match-
ing and grounded in either the Krylov framework [30] or the data
driven moment Loewner framework [37] (see also [42] for the gen-
eralization of moment matching to nonlinear systems). The adopted
model reduction approach belongs to the first category (see Section 2
for an elaborate motivation). It extends the approach of [30] from
single-input-single-output (SISO) to multiple-input-multiple-output
(MIMO) systems, and from state delays to delays in states, inputs
and outputs simultaneously. In the overall procedure, input and out-
put delays are first taken out. The presence of state delays is then
addressed by rewriting the linear time-delay system as an equiva-
lent infinite-dimensional LTI system, as in [7]. Discretization of this
system leads to a standard finite-dimensional LTI model, which is
suitable for model reduction purposes. The followed approximation
approach is based on a spectral discretization, inspired by [5]. We
select the grid points such that the accuracy of the characteristic roots
is optimized and, at the same time, structure and sparsity is intro-
duced in the system matrices. The approximation has the property
that the transfer function of the discretized system matches several
moments with the transfer function of the original linear time-delay
system. Since the discretized LTI system usually features a large
state dimension, we project it on a block Krylov subspace using a
Padé via Krylov like model reduction method, such that preserva-
tion of the moment matching properties is carried over to the reduced
model. In addition, by exploiting the structure of the problem during
the construction of the Krylov space, as in [21], the number of dis-
cretization points in the spectral approximation does not need to be
chosen beforehand, allowing to resume the algorithm when a higher
accuracy of the reduced model is required.
To complete the literature review, we also wish to point out sev-
eral structure preserving reduction approaches, where the reduced
model is also expressed in terms of a delay model. These include
approaches based on position balancing [20], a feedback intercon-
nection interpretation of the system isolating the delay [47], a gen-
eralization of the dominant pole algorithm [40], moment matching
[42] and the IRKA algorithm [44], and finally based on minimizing
or bounding theH∞ norm of the approximation error [23]. Note that
the latter is conceptually similar to fixed-order control design.
As already mentioned, an advantage of a reduced delay-free
model is that control design approaches for standard LTI systems can
be applied. However, even controller synthesis problems related to
LTI systems generally involve BMIs which, as opposed to LMIs, are
nonconvex and thus hard to solve. For the synthesis of a full-order
H2 controller, for example, the BMI condition can be reformu-
lated into an equivalent LMI by a nonlinear change of variables
[43] and/or elimination of the controller variables [10], allowing the
design of optimal controllers by solving a convex optimization prob-
lem. Unfortunately, the existence of a convex reformulation for the
design of reduced-order controllers is unknown. Despite the lack of
such a convex condition, several approaches have been developed
for reduced-order controller design [15]. Those include solving the
BMI problem directly, solving a nonconvex reformulation in terms
of an LMI plus a rank constraint, or setting up convex sufficient con-
ditions. The recently proposed approach of [17, 18] falls into the
latter category, relying on a set of stabilizing full-order controllers
which are used as parameters in sufficient LMIs for reduced-order
controller design. In the second part of the paper, we combine the
reduction approach with the approach of [17, 18], in order to syn-
thesize a high performance low order multi-H2 controller for a
time-delay system. Finally it should be said in this work we restrict
to nominal model (1) - for the design of fault-tolerant schemes we
refer to [22, 39, 41].
The paper is organized as follows. We discuss the control design
methodology in Section 2. Specifically, Section 2.1 is devoted to
the motivation and description of the model reduction technique,
while Section 2.2 presents the LMI based method for solving
reduced-order H2 controller synthesis problems for LTI systems.
Subsequently, we combine the two approaches to design a high per-
formance multi-H2 controller for an experimental heat transfer setup
in Section 3. The conclusions are provided in Section 4. Finally,
Appendix A contains the technical derivation of the model reduction
approach. Although preliminary results are presented in [29], these
are restricted to SISO systems with state delays only. Moreover, the
approach has not yet been validated on a practically relevant model.
2 Control design methodology
In this section we describe the two main ingredients in detail.
2.1 Reduction to a linear time-invariant system
We present an approach to approximate (1) by a standard LTI system.
Defining the block matrices
B =
[
B1 · · · Bmu
]
, C =
 C1...
Cmy
 ,
D =
 D11 · · · D1mu... ...
Dmy1 · · · Dmymu
 ,
and the transfer functions
Γx(s) = C
(
sI −A0 −
mx∑
i=1
Aie
−sτi
)−1
B+D, (3)
Γy(s) = diag
(
e−sν1I, . . . , e−sνmy I
)
,
Γu(s) = diag
(
e−sµ1I, . . . , e−sµmu I
)
,
the transfer function of (1) can be expressed as
Γ(s) := Γy(s)Γx(s)Γu(s). (4)
It should be emphasized that the transfer function Γx corresponds to
a linear time-delay system with only state delays, while Γy and Γu
characterize the output, respectively, input delays of the linear time-
delay system (1). In this way the closed-loop system, and the control
objective, can be summarized as in Fig. 1.
The decomposition (4) is exploited to efficiently compute an
LTI approximation of the linear time-delay system (1), which cor-
responds to a proper rational approximation of transfer function
Γ(s). In what follows we motivate the chosen methodology for
the most challenging part of approximating the middle block in
Fig. 1 i.e., reducing a system with state delays to an LTI sys-
tem. The overall approach is worked out in detail in Appendix
A, while a MATLAB implementation of the resulting algorithm
is available online (see http://twr.cs.kuleuven.be/
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Fig. 1: The objective is to design a fixed-order LTI controller (2) for
the linear time-delay system (1), such that the closed-loop system is
exponentially stable and satisfies one or moreH∞/H2 performance
specifications from (parts of) u1 to (parts of) y1.
TDS with only state delays:
A0, . . . , Amx , B, C, D
Infinite-dimensional LTI system:
A, B, C, D
LTI system of dimension Nn:
AN , BN , CN , D
Sparse representation:
FN , GN , HN , D
Reduced LTI model of order kmu:
F (k), G(k), H(k), D
finite-dimensional
approximation
N moments at 0
2 moments at ∞
Krylov based
projection
k − 1 moments at 0
2 moments at ∞
k − 1 moments at 0
2 moments at ∞
Fig. 2: Schematic overview of the Krylov based model order reduc-
tion approach. The state-delay system is reformulated as a linear
infinite-dimensional system, which is subsequently approximated
by a finite-dimensional system of increased dimension Nn, where
N corresponds to the number of mesh-points used in the spectral
discretization. Subsequently a reduced system is obtained by projec-
tion on a k-dimensional right Krylov space. Both the approximation
and the projection are constructed such that a prescribed number of
moments at zero (function value and derivatives of the correspond-
ing transfer functions) and two moments at infinity are preserved.
The operators and matrices are defined in Appendix A.
research/software/delay-control/heattransfer).
Note that this software is very easy to use, and, moreover, it can be
used as a black-box code, i.e., technical knowledge about the model
reduction method by the user is not needed.
In order to approximate Γx(s), we start from the Krylov based
moment matching approach presented in [30], which we extend to
MIMO systems. It results in a rational approximation of order k,
Γ
(k)
x (s) = F
(k) (sG(k) − I)−1 H(k) +D, (5)
where the order is prescribed by the user. The main steps behind the
approach and its main properties are described in Fig. 2. Specifically,
the motivation for the chosen approach is as follows.
• Krylov based methods were originally derived for linear systems
characterized by rational transfer functions. This requires, at least
implicitly, a construction of a linear approximation of the system,
before the projection can be employed. In this setting one may
conclude that the transfer function of the reduced system matches
prescribed moments with the transfer function of the linear approx-
imation but not with the one of the original delay system, as a
consequence of the approximation error. This is, however, not the
case. The key explanation is also given in Fig. 2. The linear approx-
imation, based on a spectral discretization, is determined in such a
way that there is a matching between the points where its transfer
function (Hermite) interpolates the original one, and the moments
to be preserved by the projection. In other words, the transfer func-
tion of the reduced model directly interpolates the transfer function
of the delay system. The latter property is shared with the data-
driven Loewner framework (see, e.g. the extension of the TF-IRKA
method to delay systems in [37]), but avoid the explicit computa-
tion of moments and interpolation, which is particularly important
for higher order moments.
• The adopted approach is computationally very efficient. Namely,
the linear system of enlarged dimension Nn is never explicitly con-
structed. (The left part of Fig. 2 only serves to derive the algorithm
and explain its properties.) The main computational cost in every
iteration consist of solving a linear system with the same matrix
A0 +
∑mx
i=1Ai.• The adopted approach only builds a right Krylov space, such that
the reduced-order model is not uniquely determined by the inter-
polation data. Although this may seem disadvantageous compared
to two-sided Padé-via-Lanczos methods (see, e.g., [3, 11]), there
are important beneficial effects. Namely, the structure of the delay
system is exploited, while the eigenvalues of the reduced system cor-
responds to the Ritz values obtained with the infinite-Arnoldi method
[21]. The latter is grounded in a spectral discretization of the delay
system [5], currently well established as one of the most efficient
approximation approaches, and an Arnoldi process with shift close
to the rightmost characteristic roots, which are typically among small
ones [32]. In addition, extensive experience reported in [21, 30] has
learned that the approach does not have a tendency to introduce spu-
rious characteristic roots to the right of the spectral abscissa, which
is beneficial in terms of preservation of stability.
• Specifically, for the benchmark problem studied in Section 3 the
starting point is an accurate, physics based model identified in [49],
which is expressed in terms of delay differential equations of form
(1), respecting the structure imposed by the interconnections and the
time-scales. In this application the measurements are time-domain
based and subject to a high noise level. This noise is explicitly taken
into account by obtaining the parameters using a maximum likeli-
hood estimation (MLE) approach. With black-box frequency domain
measurements, it is not a priori clear how to choose the excitation
frequencies, and directly interpolating the noisy data is to be avoided
in any case. An additional advantage of the Krylov method is that
there are 6 outputs and 2 inputs. This implies that that by increasing
the dimension of the projected system with two, an extra moment at
zero is fitted in every input-output channel.
• Directly applying balanced truncation to high-dimensional linear
approximation of size Nn of the delay system (or to an equivalent
infinite-dimensional linear system directly), is not advised due to
the observed slow decay of the Hankel singular values. Intuitively,
this can be explained by the spectral properties of a delay system,
more specifically the property that all characteristic roots of a sta-
ble delay system can in general not be restricted to a sector of the
form {λ ∈ C : |=(λ)| ≤ k|<(λ)|} , whatever the value of k, due
to the asymptotic exponential characteristic root chains, see [32,
Section 1.1] and [14].
Finally, combining (5) with a Padé approximation of Γu and
Γy , matching again k − 1 moments at zero, and subsequently
constructing a minimal realization result in the reduced model
{
ξ˙(t) = A(k)ξ(t) +B(k)u(t)
y(t) = C(k)ξ(t) +Du(t)
(6)
of dimension at most kt, with kt defined by (45).
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2.2 Reduced-order H2 controller design
In this subsection, we present an LMI based approach to design
reduced-order controllers for continuous-time LTI systems, optimiz-
ing a closed-loop H2 performance specification. With the reduction
technique of Section 2.1 and Appendix A, we can approximate (1)
by (6). When the inputs and outputs are subsequently split up such
that u2 ∈ Rku is the control input, u1 ∈ Rkw the exogenous input,
y1 ∈ Rkz the regulated output, and y2 ∈ Rky the measured output
a LTI system of the form

ξ˙(t) = A(k)ξ(t) +B
(k)
1 u1(t) +B
(k)
2 u2(t),
y1(t) = C
(k)
1 ξ(t) +D2u2(t),
y2(t) = C
(k)
2 ξ(t) +D1u1(t),
(7)
is obtained. Note here that the direct feedthrough matrix from u2
to y2 can be set to zero without loss of generality [19], while the
direct feedthrough from u1 to y1 needs to be zero to assure a finite
H2 norm. The objective is to design a controller of the form (2),
where xc ∈ Rq , such that the closed-loop H2 norm is minimized.
Whenever q = kt, the controller is of full order, whereas q < kt cor-
responds to a reduced-order controller. Interconnecting system (7)
with controller (2) yields the closed-loop dynamics
Hcl :
{
ξ˙cl(t) = A
(k)
cl ξcl(t) +B
(k)
cl w(t),
z(t) = C
(k)
cl ξcl(t) +Dclw(t),
(8)
where ξcl =
[
ξ′ x′c
]′ ∈ Rkt+q is a closed-loop state vector.
Defining the matrices
 A˜(k) B˜
(k)
1 B˜
(k)
2
C˜
(k)
1 0 D˜2
C˜
(k)
2 D˜1 0
 :=

A(k) 0 B
(k)
1 0 B
(k)
2
0 0 0 Ikt 0
C
(k)
1 0 0 0 D2
0 Ikt 0 0 0
C
(k)
2 0 D1 0 0

(9)
and the controller parameter
Θ :=
[
Ac Bc
Cc Dc
]
, (10)
the affine dependence of the closed-loop matrices of Hcl on Θ is
expressed as
[
A
(k)
cl B
(k)
cl
C
(k)
cl Dcl
]
=
[
A˜(k) B˜
(k)
1
C˜
(k)
1 0
]
+
[
B˜
(k)
2
D˜2
]
Θ
[
C˜
(k)
2 D˜1
]
.
(11)
The next theorem presents sufficient LMI conditions for the
design of a stabilizing reduced-order controller with a guaranteed
upper bound on the H2 performance of the closed-loop system
(8). These LMIs require a stabilizing full-order controller, which
is parameterized by Λ ∈ R(kt+ku)×(kt+ky), as in (10). Such a
controller is computed using, for example, the approach from [43].
Theorem 1. Consider the LTI system (7), and assume that D1 = 0
orD2 = 0. Let Λ, defined as in (10), parameterize a stabilizing full-
order controller for system (7), and let A(k)cl (Λ), B
(k)
cl (Λ), C
(k)
cl (Λ)
and Dcl(Λ) denote the corresponding closed-loop matrices, as in
(8). For a predefined controller order q (0 ≤ q < kt), let A22 ∈
R(kt−q)×(kt−q) be an arbitrary given Hurwitz matrix. If there exist
matrices P ∈ S2kt , W ∈ Skz ,
Θˆ =
Θˆ11 Θˆ12 Θˆ130 0(kt−q)×(kt−q) 0
Θˆ21 Θˆ22 Θˆ23
 ,
and
X =
X11 X12 X130 X22 0
X31 X32 X33
 ,
with Θˆ11 ∈ Rq×q , Θˆ12 ∈ Rq×(kt−q), Θˆ23 ∈ Rku×ky , X11 ∈
Rq×q , X22 ∈ R(kt−q)×(kt−q), X33 ∈ Rku×ku , and a scalar µ
such that trace(W ) < µ and the LMIs (12) and (13) (see page 5)
hold, with He(·) = (·) + (·)′ the symmetrized matrix and Y given
by
Y := Θˆ +X
0q×q 0 00 A22 0
0 0 0ku×ky
− Λ
 ,
then the reduced-order controller parameterized by
Θ :=
[
X11 X13
X31 X33
]−1 [
Θˆ11 Θˆ13
Θˆ21 Θˆ23
]
(14)
stabilizes the closed-loop system (8) with a guaranteed upper bound
on the closed-loopH2 performance ‖Hcl‖22 < µ.
LMIs (12) and (13) have dimensions 3kt + ku + kw , respec-
tively 3kt + kz + ku (recall that kt is the order of the reduced model
for (1)). In [17] a result similar to Theorem 1 for reduced-order
H∞ control is contained. Reduced-order multi-objective H2/H∞
controllers can be synthesized by imposing the LMI conditions for
each performance specification separately, with the constraint that
variables X11, X13, X31 and X33, that define the controller to
be designed, are common. We further refer to [17] for a discussion
on the computational complexity and the positioning with respect to
other reduced-order control design techniques.
3 Fixed-order control of an experimental heat
transfer setup
This section considers the design of fixed-order multi-objective con-
trollers (2) for a realistic linear time-delay model (1) for a heat
transfer system which we describe first. To compute a fixed-order
controller for the linear time-delay system, we apply the model order
reduction technique from Section 2.1 to obtain a sufficiently accurate
LTI approximation of the linear time-delay model, and subsequently
use the approach from the previous subsection to design a fixed-order
controller for this approximation. The effectiveness of this combined
approach is assessed by a numerical validation of the performance of
the closed-loop time-delay model. The LMIs are implemented and
solved in MATLAB using the software packages Yalmip [27] and
MOSEK [34].
3.1 The experimental heat transfer setup as a complex time
delay model
The experimental heat transfer setup at the Czech Technical Uni-
versity (CTU) in Prague, shown in Fig. 3 and described in [33, 49],
is composed of two heating circuits with circulation of heated and
cooled water in the pipes forced by the pumps. Each circuit is
equipped with a single heater at the bottom (boiler heater LH, and
flow heater RH) and a cooler (of the same type - LC, RC) at the
top, all with controlled heating/cooling power by inputs U . The
heat transfer between the circuits takes place in a multi-plate heat
exchanger (HE). From the three mixing valves, only LV1 is used for
control purposes here, whereas LV2 and RV are fixed such that the
bypass pipes are fully closed. In order to achieve a long transporta-
tion effect, delay units (DU) with scrolled pipes of lengths varying
IET Research Journals, pp. 1–12
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Fig. 3: The experimental heat transfer setup and its schematic
representation from [49].
from 3 to 30 meters are fixed to some parts of the setup. They can
however be bypassed by ball valves, as it is done here.
The water temperature at the inputs and outputs of all the sub-
systems, denoted by ϑ, is measured by thermometers (Pt1000). All
the control and measurement signals U and ϑ are generated or pro-
cessed by a PC equipped with data acquisition cards (processed in
MATLAB/Simulink using the Real Time Toolbox). The flow rates
provided by the pumps (LP, RP) can be adjusted manually.
The model of the setup, which fits within the form (1), is adopted
from [33], see also [49] for its full complexity. Due to paper con-
sistency, we recall derivation of main parts of the model, which are
described in detail in [49]. In modeling the key components of the
setup, the first order plus dead-time model
T
dϑo(t)
dt
= −ϑo(t) +Kϑi(t− τ) + Lu(t− µ) (15)
has been used, which is a typical model in process control [50].
Particularly, it was used for describing the left heater (LH) and
both coolers (LC, RC). In the model (15), ϑi, ϑo denote the input
and output temperatures, respectively, and u is the control input of
the particular unit determining the adjustable cooling and heating
load. The first order plus dead time model (15) with the only one
input ϑi, has also been used for modeling relations between the
input and the output temperatures of the pipe-lines. Let us note that
the transportation phenomenon in pipe-lines could be, alternatively,
described by lumped or distributed delays only. However, model (15)
is more appropriate, not only because it is simpler but also because
it allows to describe both the transportation phenomenon and the
accumulation effect in the pipe walls and temperature sensors.
In order to avoid nonlinearity associated with the mixing valve
LV1, which adjusts the temperature ϑLEi by mixing the cold water
from the cooler LC and warm water from the heater LH, a slave
PI control loop has been implemented and tuned to non-oscillatory
Fig. 4: The setup model scheme
dynamics which can be fit by the first order model with two delays
T6
dϑLEi(t)
dt
= −ϑLEi(t− τ6) + ϑLE_SET (t− µ1). (16)
Note that the delay µ1 at the set-point approximates the dead-time
of the proportional integral (PI) loop responses, whereas the internal
delay τ6 is applied in the model to fit better the subsystem transients
of higher-order characteristics, see [49] for more details.
The heat exchanger (HE) is described by the second-order model
TRE
dϑREo(t)
dt = −ϑREo(t) + ϑREi(t) + κRE∆ϑ˜(t),
TLE
dϑLEo(t)
dt = −ϑLEo(t) + ϑLEi(t)− κLE∆ϑ˜(t),
(17)
where
∆ϑ˜(t) =
ϑLEi(t)− ϑREi(t)
2
+
ϑLEo(t)− ϑREo(t)
2
, (18)
is an arithmetic approximation of the mean temperature difference
of the exchanger.
The interconnection of all the subsystem models is shown in
Fig. 4 in the form of a transfer function scheme. Note that only two
inputs are considered in the model, whereas the remaining inputs
are considered constant and do not affect the dynamics when focus-
ing on the temperature changes from the selected operational point.
The control input u2 = ϑLEiset (see also Fig. 1 below) is the set-
point value of the slave PI control loop (included in the model)
that controls the performance of the left heater. An exogenous input
d = uLC adjusts the performance of the left cooler and is considered
here as a disturbance, while the controlled variable Tc := ϑLCo is
the temperature measured at the output of the left cooler.
The state-space model in the form (1) with the state vector of
dimension mx = 10 can easily be built following the scheme in
Fig. 4 and a MATLAB representation is available for download,
along with the model reduction code. This model uses the following
 I 0 0A(k)cl (Λ) B(k)cl (Λ) B˜(k)2
0 I 0
′  0 P 0P 0 0
0 0 −I
 I 0 0A(k)cl (Λ) B(k)cl (Λ) B˜(k)2
0 I 0
+ He

00
I
[Y C˜(k)2 Y D˜1 −X]
 ≺ 0 (12)
 W C(k)cl (Λ) D˜2? P 0
? ? 0
+ He

00
I
[0 −Y C˜(k)2 X]
  0 (13)
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state and input vectors:
x = [ϑRHi, ϑRHo, ϑREi, ϑREo, ϑRCi, . . .
. . . ϑRCo, ϑLEi, ϑLEo, ϑLCi, ϑLCo]
′ ,
u =
[
uLC(s), ϑLEi,SET
]′
.
(19)
Note that the measured output, denoted by y2 (as in Fig. 1 below)
is equal to the state vector (i.e., all temperatures are measured).
The system matrices can be derived by taking into account the
interconnection of the subsystems, but are omitted for the sake of
conciseness.
For all the subsystems, the parameter identification has been
performed in [49] over a sufficiently rich dataset, resulting in the
following parameters: P1: T1 = 5s, K1 = 0.973, τ1 = 15s; RH:
T2 = 25s, K2 = 0.96, τ2 = 23s, P2: T3 = 5s, K3 = 0.983, τ3 =
5s; P3: T4 = 5s, K4 = 0.975, τ4 = 3s; RC: T5 = 17s, K5 = 0.9,
τ5 = 5s; PI loop: T6 = 63s, τ6 = 29s, µ1 = 7s; P4: T7 = 5s,
K7 = 0.97, τ7 = 5s; LC: T8 = 15s, K8 = 0.92, L2 = 0.042◦,
τ8 = 5s, µ2 = 6s; Heat exchanger: TRE = TLE = 3s, κRE =
κLE = 0.85. As discussed in [49], the experimental responses
accurately match the simulations for all the state variables despite
considerable measurement noise. Note that, due to delay effects, the
dynamics are infinite dimensional, characterized by infinitely many
closed-loop eigenvalues. As a consequence, the system transients
contain both fast and slow dynamical modes.
The performed structural analysis of the system with both trans-
portation and accumulation phenomena involved naturally leads to
a time-delay model. In what follows, by applying a model reduction
method, this model will be approximated by a finite order model that
will preserve the dominant modes from the infinite spectrum. Note
that such a preservation of the complete dominant spectrum would
be very difficult to achieve if a black-box approach was applied
directly on the measured input-output data. In particular, the fast
modes that are important to account for in the control design could be
filtered out by the slow dynamical modes. In this case, the observed
measurement and process noise (see [49]) might cause difficulties
in obtaining a good match of all the dominant modes of the system.
In addition, it would be very difficult to exploit the structure of the
interconnected system shown in Fig. 2.
3.2 Derivation of a reduced delay-free model
It is important to realize that, while an accurate LTI approximation
is desired, a low order approximation is attractive for control design.
To satisfy these conflicting specifications, we select k = 10, corre-
sponding to k − 1 matching moments at zero and 2 at infinity (see
Theorem 6 in the Appendix). Since the input delay corresponding to
the disturbance input d (µ1 = 6s) does not influence performance,
it is set to zero without loss of generality. This results in an LTI
system (7) of order 25. To assess the accuracy of this delay-free
approximation, the relevant (SISO) transfer functions of the origi-
nal linear time-delay system (1) and its LTI approximation (7) are
compared. The corresponding Bode magnitude plots are shown in
Fig. 5, revealing a maximum error of approximately −40dB, which
is satisfactory for this application. Note that, since 2 moments are
matched at infinity, the asymptotic decay rates of the original time-
delay system and its delay-free approximation correspond up to a
decay rate of -40dB/decade.
3.3 Controller design
This subsection considers the design of a high performance fixed-
order controller for the delay-free approximation (7) of the realistic
heat transfer model (1), using the approach of Section 2.2. The aim
is to achieve a fast response to a constant reference for the temper-
ature Tc = ϑLCo at the output of the left cooler, while limiting the
energy consumed by the system. In order to completely remove a
steady state error w.r.t. the reference, we enforce the presence of an
integrator in the controller by adding it to the reduced model, before
applying Theorem 1.
To this end, a reference signal r is defined such that, in accordance
with Fig. 1, the exogenous input is composed as u1 =
[
d r
]′. To
counteract the effect of a disturbance d on the temperature ϑLCo the
integrator is added by defining the error e := r − Tc and introducing
an additional state variable
z(t) :=
∫ t
0
e(v)dv, (20)
corresponding to an extra state equation z˙ = r − ϑLCo. Subse-
quently, the regulated output y1 is constructed as y1 =
[
z y′2
]′.
The resulting LTI system, with input u =
[
u′1 u′2
]′ and out-
put y =
[
y′1 y′2
]′, has a state dimension of 26. Considering the
closed-loop interconnection of this LTI system with a controller (2)
as in Figure 1 (and grouping the controller variables as in (10) on
page 4), a bound γ1 on the H2 norm is minimized for the closed-
loop channel HΘ,1 : r → z to optimize performance, subject to a
bound γ2 on the H2 norm for the channel HΘ,2 : d→ y2 to limit
energy consumption. Specifically, the optimization problem for the
design of a fixed-order controller (2) attains the following form:
minimize
Θ,γ1,γ2
γ1
subject to: ‖HΘ,1‖2 < γ1, ‖HΘ,2‖2 < γ2,
γ1 < b1, γ2 < b2,
(21)
where the (optional) prefixed bounds b1 ∈ R+ and b2 ∈ R+ are
incorporated to bound the feasible set associated with the optimiza-
tion, and thus avoid numerical issues. We select the bounds b1 = 8
and b2 = 2.5× 10−2.
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Fig. 5: Bode magnitude plots corresponding to relevant input-output
channels of the linear time-delay model (solid black), its delay-free
approximation (dashed green), and the (maximum) error (solid red).
Left: d→ ϑLCo, where ϑLCo is the temperature at the output of
the left cooler. Right: u2 to each measured temperature (i.e., each
element of output vector y2).
First, a (conservative) stabilizing full-order multi-H2 controller,
denoted by Ψ, is computed with the Lyapunov shaping paradigm
[43], with closed-loop H2 performances ‖HΨ,1‖2 = 7.73 and
‖HΨ,2‖2 = 1.61× 10−2. This controller is obtained by solving the
LMI feasibility problem corresponding to (21) (i.e., instead of opti-
mizing γ1). Namely, while minimization of γ1 results in slightly
betterH2 performance of the closed-loop LTI system, the associated
closed-loop linear time-delay system is unstable. We attribute this to
the fact that, in the latter case, the delay-free approximation of the
closed-loop linear time-delay system is not sufficiently accurate.
Substituting the obtained full-order controller Ψ in the fixed-order
H2 synthesis LMIs (12)-(12), and selecting A22 = −I26−q , con-
trollers with a state dimension of 15 ≤ q ≤ 25 are computed. (No
feasible solutions were obtained for q ≤ 14 with the selected bounds
IET Research Journals, pp. 1–12
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Fig. 8: Response of the control input u2 to a reference step of the
linear time-delay system (solid black) and its delay-free approxi-
mation (dashed green) in closed-loop with the full-order controller
(q = 26, left) and the fixed-order controller (q = 15, right).
Table 1 For each controller order 15 ≤ q ≤ 25, the H2 bounds µi, a
posteriori calculated H2 norms ‖HΘ,i‖2, i = 1, 2, number of scalar LMI
variables and computation times tc (in seconds) corresponding to the
optimization problem (21) are shown. The controller of order q = 15 outper-
forms the initial full-order controller, confirming the merits of the fixed-order
LMI framework for multi-objective control design.
q µ1 ‖HΘ,1‖2 µ2 ‖HΘ,2‖2 × 102 LMIvariables tc
25 7.73 7.73 2.45 1.61 4506 76.8
24 7.73 7.73 2.45 1.61 4472 83.2
23 7.73 7.73 2.45 1.61 4440 77.8
22 7.73 7.73 2.45 1.61 4410 85.0
21 7.95 7.73 2.44 1.61 4382 44.1
20 7.95 7.73 2.44 1.61 4356 49.0
19 7.95 7.72 2.44 1.61 4332 42.7
18 7.95 7.74 2.44 1.61 4310 34.9
17 7.88 7.81 2.46 1.58 4290 31.6
16 7.95 7.83 2.44 1.57 4272 27.3
15 7.96 7.13 2.45 1.92 4256 51.1
b1 and b2.) Initially γ1 is optimized, and a feasibility problem is
solved instead whenever numerical issues occur. The results are sum-
marized in Table 1, showing the obtained H2 bounds γi, H2 norms
‖HΘ,i‖2, i = 1, 2, number of scalar LMI variables and computation
times associated with the LMI optimization problem for each state
dimension q. It is clear that, for 18 ≤ q ≤ 25, the same closed-loop
performance as the initial full-order controller is achieved, while
for the cases q = 17 and q = 16 the performance is only slightly
affected. At the same time, it should be emphasized that for q = 15
a significant improvement of performance is achieved compared to
the full-order controller.
Table 1 also reveals that for 16 ≤ q ≤ 25, controllers with sim-
ilar performance as the initial full-order controller Ψ are obtained.
This is because the dimension of the reduced system is 26, while the
number of measured outputs is 10, as discussed in [2]. It is important
to stress that, despite the potential conservatism of the approach, the
amount of introduced conservatism is negligible. As a matter of fact,
a reduction of conservatism is achieved for q = 15, confirming the
merits of our fixed-order LMI framework for multi-objective control
design.
3.4 Validation
This section validates the performance of the controllers (2) with
q = 26 and q = 15 states, designed in the previous section, in
closed-loop with the original linear time-delay model (1) of the
experimental heat transfer setup and its delay-free approximation
(7). Comparisons are provided between the closed-loop linear time-
delay system and its delay-free approximation on the one hand, and
between the performance of the full-order (q = 26) and fixed-order
(q = 15) controller on the other hand.
Fig. 6 shows several important transfer functions corresponding
to the linear time-delay system and its delay-free approximation,
interconnected with the full-order (q = 26), respectively, fixed-
order (q = 15) controller. These transfer functions show that, for
both controllers, the delay-free model accurately approximates the
closed-loop linear time-delay system. Furthermore, it is clear that
the performance of both controllers is similar. The controller with
q = 15 states has a slightly higher bandwidth, suggesting a faster
response as indicated by the left part of Fig. 7. The added integra-
tor (20) enforces the transfer functions r → e to be zero at zero
frequency, implying that constant disturbances d are completely
attenuated, see the right part of Fig. 7. Note that the fixed-order con-
troller yields a more aggressive input response, see also Fig. 8 on
page 7, clarifying more overshoot in the responses shown in Fig. 7b
compared to Fig. 7a.
4 Conclusions
The recently proposed LMI based control design framework in [17]
has proven to be effective for the challenging problem of designing
reduced-order H2/H∞ controllers for LTI (and LPV [16]) sys-
tems. In this paper we make the leap from finite-dimensional to
infinite-dimensional systems and demonstrate its capability for time-
delay systems, when appropriately combined with a model reduction
approach.
In particular, the design of multi-objectiveH2 controllers for lin-
ear time-delay systems featuring delays in the state, input and/or
output was addressed. The approach was applied to a realistic linear
time-delay model of an experimental heat transfer setup at the Czech
Technical University in Prague. For this linear time-delay model
with 10 states, 2 inputs, 10 outputs, 5 state delays and 2 input delays,
a delay-free approximation with 25 states was obtained. Both full-
order (q = 26) and fixed-order (q = 15) controllers were designed
for the approximation, and successfully validated on the original
linear time-delay model, confirming the potential of the combined
approach for industrial engineering applications.
Future research directions concern firstly the use of mixed H2 −
H∞ criteria in the control design and, secondly, extending the com-
plementary direct optimization approach of [13] from a H∞ to a
H2 setting and combining it with the adopted approach. For the
latter, the obtained controllers in this work, which are based on con-
vex relaxations of nonconvex BMIs, could be further fined tuned
using the direct optimization approach, thereby guaranteeing local
optimality.
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7 Appendix A: Krylov based model reduction
approach
This section presents in detail the Krylov based model order reduc-
tion approach for linear time-delay systems of the form (1).
7.1 Approximation of linear time-delay systems with only
state delays
To obtain a finite-dimensional LTI approximation of a linear time-
delay system with only state delays, the approach of [30] is adopted
and extended to the MIMO case. Specifically, we consider the trans-
fer function Γx, corresponding to the time-domain representation{
x˙(t) = A0x(t) +
∑mx
i=1Aix(t− τi) +Bu(t),
y(t) = Cx(t) +Du(t).
(22)
7.1.1 Finite-dimensional approximation: An approach to ana-
lyze the time-delay system (22) is to rewrite it as an ordinary
differential equation on a function space. Discretizing the corre-
sponding operators yields an approximation of (22) in the form of
a finite-dimensional LTI system, involving large matrices and no
delays. The latter is briefly summarized next, followed by a dis-
cussion on several useful properties of the discretized system. As a
main result, we show that the specific discretization fulfills a moment
matching property, playing an important role in the derivation of the
reduced model.
A spectral discretization: To obtain an infinite-dimensional LTI rep-
resentation of (22), we define a new state variable z1 which, at
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time t, equals the trajectory of the state x on the interval [t−
τmax, t], shifted to the interval [−τmax, 0] see Fig. 9. We con-
sider the space,X := Rn × L2([−τmax, 0],Rn). Then, defining the
derivative operator A : X → X as
D(A) =
{
z = (z0, z1) ∈ X : z1 ∈ C
1([−τmax, 0],Rn),
z0 = z1(0)
}
,
Az =
(
A0z0 +
mx∑
i=1
Aiz1(−τi), z˙1
)
, z ∈ D(A),
and the operators B : Rmu → X and C : X → Rmy as
Bu = (Bu, 0) , u ∈ Rmu ,
Cz = Cz0, z = (z0, z1) ∈ X.
the linear time-delay system (22) can be rewritten as the infinite-
dimensional LTI system{
z˙ = Az + Bu,
y = Cz + Du, (23)
where z(t) ∈ D(A) ⊂ X . Note that, in the definition of A, the sys-
tem dynamics of (22) are used to determine the derivative at the
boundary (i.e., at time t).
System (23) can be discretized using a spectral method (see, e.g.
[5, 46]). Given a positive integer N , we consider a mesh ΩN of N
distinct points in the interval [−τmax, 0]:
ΩN =
{
θN,i, i = 1, . . . , N
}
, (24)
where
−τmax ≤ θN,1 < . . . < θN,N−1 < θN,N = 0.
This allows us to replace the continuous space X with the space
XN of discrete functions defined over the mesh ΩN . That is,
any state trajectory z ∈ X is discretized into a block vector χ =[
χ′1 · · · χ′N
]′ ∈ XN with components
χi = z(θN,i) ∈ Rn, i = 1, . . . , N,
which are also indicated in Fig. 9. We let PNχ, χ ∈ XN , be the
unique Cn valued interpolating polynomial of degree smaller than
or equal to N − 1, satisfying
PNχ(θN,i) = χi, i = 1, . . . , N.
In this way we can approximate the operator A over X with the
matrix AN : XN → XN , defined as{
(ANχ)i =
dPNχ
dt (θN,i), i = 1, . . . , N − 1,
(ANχ)N = A0PNχ(0) +
∑mx
i=1AiPNχ(−τi).
(25)
Using the Lagrange representation of PNχ,
PNχ =
∑N
k=1 lN−1,kχk,
where the Lagrange polynomials lN−1,k are real valued polynomi-
als of degree N − 1 satisfying
lN−1,k(θN,i) =
{
1 if i = k,
0 if i 6= k,
we get an explicit form for the matrix AN ,
AN =

d1,1 . . . d1,N
...
...
dN−1,1 . . . dN−1,N
a1 . . . aN
 ∈ RNn×Nn, (26)
where{
di,k = l˙N−1,k(θN,i)Inx ,
ak = A0lN−1,k(0) +
∑mx
i=1AilN−1,k(−τi).
In a similar fashion, B and C are approximated by
BN =
[
0 · · · 0 1]′ ⊗B, CN = [0 · · · 0 1]⊗C,
respectively, resulting in the following finite-dimensional approxi-
mation of the linear time-delay system (22):{
z˙ = ANz + BNu,
y = CNz + Du,
(27)
with z : R→ RNn. In the frequency domain this approximation is
described by the transfer function
ΓNx (s) := CN (sI −AN )−1BN +D. (28)
Properties: The discretized system (27) has the favorable property
that several moments (i.e., the function and its derivatives) of the
original transfer function (3) and its approximation (28) coincide
at zero and infinity. Specifically, at the origin the first N moments
coincide, while at infinity the function value and the first deriva-
tive coincide. This is formalized in the following theorem (see [30],
Theorem 2.1).
Theorem 2. The transfer functions (3) and (28) satisfy
diΓNx (s)
dsi
∣∣∣∣∣
s=0
=
diΓx(s)
dsi
∣∣∣∣∣
s=0
, i = 0, . . . , N − 1, (29)
and
diΓNx (s
−1)
dsi
∣∣∣∣∣
s=0
= lim
s→0
<(s)=0
diΓx(s
−1)
dsi
, i = 0, 1. (30)
That is, the moments of ΓNx (s) and Γx(s) at zero match up to the
(N − 1)th moment, and the moments at infinity match up to the first
moment. (In the right hand side of (30) we consider the limit along
the imaginary axis. When dropping this restriction, the limit does not
exist since s =∞ is an essential singularity of both Γx and Γ.)
The properties described by Theorem 2 are independent of the
choice of the mesh points. Hence, other desired properties can be
imposed by an optimal choice of the distribution of the mesh points.
Therefore, the mesh points are specified as
θN,i =
τmax
2
(αN,i − 1), αN,i = − cos
(
pii
N
)
, i = 1, . . . , N,
(31)
corresponding to scaled and shifted zeros of the so-called Cheby-
shev polynomial of the second kind and order N − 1. With the
choice of the Chebyshev mesh (31), the convergence of the indi-
vidual eigenvalues of AN to corresponding characteristic roots is
fast. More specifically, in [5] it is proven that spectral accuracy
(approximation error O(N−N )) is obtained. An additional property
of using a Chebyshev mesh, observed in extensive numerical simu-
lations, is that the eigenvalues of AN which have not yet converged
to corresponding characteristic roots, are located to the left of the
characteristic roots that have already converged (see, for instance,
the plots in [5]). Additionally, this choice of mesh points allows a
sparse system representation characterized by the transfer function.
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Theorem 3. [30, Lemma 3.1] If the mesh points in the spectral
discretization of (23) are chosen as (31), then we can express
ΓNx (s) = FN (sGN − I)−1HN +D, (32)
where
GN = S
−1
N ΠN , (33)
HN =

R−10
(
I − τmx2 R1
)
R−10 B
τmx
2 R
−1
0 B
0
...
0
 (34)
and
FN = [CR0 CR1 · · · CRN−1], (35)
with SN and ΠN defined as in (36), and
SN =

R0 R1 · · · RN−1
In
. . .
In
 , ΠN =
τmx
4

4
τmx
4
τmx
4
τmx
· · · · · · 4τmx
2 0 −1
1
2 0 − 12
1
3 0
. . .
1
4
. . . − 1N−3
. . . 0 − 1N−2
1
N−1 0

⊗ I
(36)
Ri = A0Ti(1) +
mx∑
k=1
AkTi
(
−2 τk
τmx
+ 1
)
, i = 0, . . . , N − 1.
The following result implies that an adaptive construction of the
approximation is possible. An increase of the number of mesh points,
N , can be dealt with by extending the corresponding matrices.
Proposition 4. Assume that N1, N2 ∈ N with N1 < N2. Then the
matrices ΣN1 ,ΠN1 , FN1 , HN1 in Theorem 3 are submatrices of
ΣN2 ,ΠN2 , FN2 , HN2 .
7.1.2 Constructing a reduced-order model: The discretized
system (27) has nice approximation properties. As a drawback, the
state space dimension of (27) is Nn, i.e., even much larger than
the state space dimension of the original time-delay system (22).
However, the discretized system (27) is a standard form. We could
hence conceptually reduce the dimension of the discretized system
by applying a standard Krylov based model reduction technique on
(27). This would involve explicitly constructing the large matrices
in (27). We will now see that this can be avoided and an efficient
implementation becomes possible, where many properties of (27)
are exploited.
Dynamic construction of a Krylov space: The model reduction is
achieved by projecting the large and sparse matrices FN , GN and
HN , defined in Theorem 3, on an appropriately defined subspace.
Instrumental to this we use the construction of a Krylov space of
GN , presented in [21]. This construction on its turn is inspired by
methods for polynomial eigenvalue problems that exploit structure
to reduce the storage cost of the Krylov vectors [4, 8, 28]. In what
follows we summarize this construction (in a slightly adapted form).
Next, we derive reduced models based on a projection on the Krylov
subspace.
We fix integer k and assume 1 ≤ k ≤ N . We consider the block
Krylov space
Kk(GN , b) := span{b,GN b, . . . , Gk−1N b}, (37)
where b is a block vector of size Nn×mu. The block Arnoldi
algorithm builds the Krylov sequence, block vector by block vec-
tor, where, in addition, the vectors are orthogonalized. If we assume
that the block vector b in (37) has the special structure
b = [x′0 0 · · · 0]′, x0 ∈ Rn×mu , (38)
then the block vectors GN b, . . . , G
k−1
N b only have their first 2n,
3n, . . . , kn block rows different from zero. The latter is due to
the fact that GN is a block Hessenberg matrix, whose blocks have
size n× n. Moreover, in computing the matrix vector products, only
sub-matrices of GN are needed. Hence, in the computation of the
Krylov space, we can restrict to storing only the nonzero part of
the block vectors and using the relevant part of GN . Incorporating
this in the block Arnoldi algorithm, we arrive at Algorithm 5. In
the description we use notation common for Arnoldi iterations: we
let Hi ∈ R(i+1)mu×mui denote the constructed rectangular block
Hessenberg matrix and Hi ∈ Rmui×mui the corresponding i× i
upper blocks. To simplify the notation, we will denote in what
follows Krylov space (37) with starting vector (38) byKk(GN , x0).
Algorithm 5. Require: x0 ∈ Rn×mu .
1: Let x0 = Q0R0 be the reduced QR factorization of x0. Set
V1 = Q0 and letH0 be the empty matrix
2: for i = 1, 2, . . . , k do
3: Let Wi = Gi+1
[
Qi−1
0
]
4: Compute Hi = [V ′i 0] Wi and then Wˆi = Wi −
[
Vi
0
]
Hi
(orthogonalization)
5: Compute Wˆi = QiRi as the reduced QR factorization of Wˆi
(normalization)
6: LetHi =
[ Hi−1 Hi
0 Ri
]
∈ R(i+1)mu×imu
7: Expand Vi into Vi+1 =
[
Vi
0
Qi
]
8: end for
Output: Vk, whose columns are an orthogonal basis for
Kk(Gk, x0),Hk, Hk, satisfyingHk = V ′kGkVk,
Note that, due to the special structure of the starting block vector
and matrix GN , we have that[
V ′k 0 · · · 0
]′ ∈ RNn×mu
is a basis for Kk(GN , x0) for any N ≥ k and, correspondingly,
Hk =
[
V ′k 0 · · · 0
]
GN

Vk
0
...
0
 ,
i.e., Hk can be considered as an orthogonal projection of GN on a
Krylov subspace, for any N ≥ k.
Reduced model by projection, moment matching properties: We
now arrive at the derivation of an approximation of ΓNx (s),
defined by (28) or, equivalently, (32), having a prescribed order k.
An approach to do so consists of constructing the Krylov
space Kk(GN , x0) by Algorithm 5 and projecting the matrices
FN , GN , HN , defined in Theorem 3, on this Krylov space. Assum-
ing N ≥ k, an orthogonal projection on Kk(GN , x0) yields the
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10 c© The Institution of Engineering and Technology 2015
following approximation of ΓNx (s):
Γ
(k)
x (s) = F
(k) (sG(k) − I)−1 H(k) +D, (39)
where
F (k) = Fk Vk,
G(k) = Hk,
H(k) = V ′k Hk,
(40)
and the matrices
Vk ∈ Rkn×kmu , Hk ∈ Rkmu×kmu
refer to the output of Algorithm 5. It is important to note that the
matrices F (k−1) and H(k−1) are submatrices of F (k) and H(k).
Therefore, they can be constructed step-by-step when doing iter-
ations of Algorithm 5, as is the case with the Hessenberg matrix
Hk.
With a particular choice of block vector x0, transfer function (39)
satisfies the following moment matching property with the (original)
transfer function Γx of system with state delay (22).
Theorem 6. Let k ∈ N satisfy k ≥ 2 and let Vk ∈ Rkn×kmu .
Assume that the columns of matrix Vk, form an orthogonal basis
of Kk(Gk, R−10 B). Then the transfer function (39) satisfies
diΓ
(k)
x (s)
dsi
∣∣∣∣∣
s=0
=
diΓx(s)
dsi
∣∣∣∣∣
s=0
, i = 0, . . . , k − 2, (41)
and
diΓ
(k)
x (s
−1)
dsi
∣∣∣∣∣
s=0
= lim
s→0,<(s)=0
diΓx(s
−1)
dsi
∣∣∣∣∣ , i = 0, 1. (42)
Proof. The proof is obtained by adapting the corresponding result
in [30] to the MIMO setting. Take any N ≥ k. By Theorem 2, Γx
and ΓNx match (at least) k − 1 moments at zero and 2 moments at
infinity. Hence, it remains to show that ΓNx and Γ
(k)
x satisfy this
moment matching property.
We know that [V ′k 0 · · · 0]′ is a basis for Kk(GN , R−10 B), and
that Γ(k)x is obtained from ΓNx by projecting on this space. A simple
computation shows that
HN = GN

R−10 B
0
...
0
 .
Therefore, we have
Kk(GN , R−10 B) = span
{
G−1N HN , HN , . . . , G
k−2
N HN
}
.
This is what we need to have k − 1 moments at zero and 2 at infinity
carried over in the projection [9, 30]. 
To conclude this section, we describe the overall approximation
of Γx by the rational transfer function Γ
(k)
x in Algorithm 7.
Algorithm 7. 1: Apply Algorithm 5 with x0 = R−10 B and con-
struct G(k) = Hk.
2: At the same time construct F (k) and H(k), defined in (40).
Output: Matrices (F (k), G(k), H(k)) of reduced model of order
kmu; transfer function Γ
(k)
x (s) = F
(k)(sG(k) − I)−1H(k) +
D.
Fig. 2 provides a complete schematic overview of the Krylov
based model order reduction approach applied to the linear time-
delay system (22).
7.2 Taking into account input-output delays
The approximation of Γx by Γ
(k)
x exhibits a good spectral approx-
imation, in the sense that the smallest characteristic roots are
accurately approximated and moments at zero and at infinity are
preserved. In addition, the application of the Krylov method to
GN ∼ A−1N leads to non-converged eigenvalues of the reduced
model having a favorable location, see [30].
Based on the decomposition (4), the overall transfer function Γ
can be approximated by
Γ(k) = Γ
(k)
y Γ
(k)
x Γ
(k)
u , (43)
where Γ(k)y and Γ
(k)
u are obtained from Γy and Γu using a (`, `)-
Padé approximation of e−sµi , i = 1, . . . ,mu, and e−sνi , i =
1, . . . ,my , with
` =
⌈
k
2
⌉
− 1, (44)
such that again k − 1 moments at zero are preserved. Inherent to
a Padé approximation, the introduced characteristic roots are in the
open left half plane.
Due to the choice of order of Padé approximant (44) and the chain
rule, moments of Γ are preserved at zero, in the sense that
diΓ(k)(s)
dsi
∣∣∣∣∣
s=0
=
diΓ(s)
dsi
∣∣∣∣∣
s=0
, i = 0, . . . , k − 2.
In the presence of input and output delays, moments at infinity of Γ
are in general not well defined since
lim
s→0
<(s)=0
diΓ(s−1)
dsi
, i ∈ {0, 1},
does not exists, except for i = 0 and Γ strictly proper. However,
since the moment matching property holds between Γx and Γ
(k)
x
and a Padé approximation is characterized by a feedtrough at infin-
ity equal to ±1, the modulus of the feedthrough term of Γ as well as
the asymptotic decay rate of the amplitude of the transfer function
(up to -40dB/decade) carry over.
Finally, transfer function (43) can be realized by a LTI system of
the form (6) Its order is at most
kt := kmu + `(my +mu), (45)
namely for the case where every input and output channels are sub-
ject to (nonzero) delay. Note that, as a property inherited from a
spectral discretization, the dimension of the LTI approximation does
not depend on the number of state delays mx.
Remark 1. In case Γ has less outputs than inputs, it is favorable to
approximate Γ′x, corresponding to{
x˙(t) = A′0x(t) +
∑mx
i=1A
′
ix(t− τi) +C′y(t),
u(t) = B′x(t) +D′y(t),
in the first place, and use the transposed system of the result-
ing LTI approximation subsequently, without losing the properties
mentioned above. This switch, which has been implemented in our
software, leads to a dimension of the reduced model equal to kt :=
kmin(mu,my) + `(my +mu). This procedure has been included
in the software.
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Fig. 6: Bode magnitude plots corresponding to the linear time-delay system (black) and its delay-free approximation (colored) in closed-loop
with a controller of order q = 26 (top) and q = 15 (bottom). Left: the transfer functions r → Tc (green), r → e (red) and r → u2 (blue).
Right: the transfer function d→ Tc.
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(b) Controller with q = 15 states
Fig. 7: Reference tracking and disturbance rejection performance of the controllers with q = 26 states (top) and q = 15 states (bottom). The
response of the regulated temperature Tc (thick) and the other measured temperatures (thin) to a reference step (left) and disturbance step (right)
is shown for the closed-loop linear time-delay system (black) and its delay-free approximation (dashed green).
x
−→
z0(t) = x(t)
t− τmax t
z0(t) = x(t)
−τmax = θN,1 θN,2 θN,N−1 θN,N = 0
z1(t)
χ2
χN−1
χ1
χN
Fig. 9: An infinite-dimensional LTI representation of the linear time-delay system (22) is derived by defining a state z1(t) as the evolution
of the trajectory of state x on the interval [t− τmax, t], shifted to the interval [−τmax, 0]. Subsequently, discretizing z into a finite set of states
χ1, . . . , χN yields a finite-dimensional LTI approximation.
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