Background: The universal occurrence of randomly distributed dark holes (i.e., data pits appearing within the tree crown) in LiDAR-derived canopy height models (CHMs) negatively affects the accuracy of extracted forest inventory parameters. Methods: We develop an algorithm based on cloth simulation for constructing a pit-free CHM.
Background
In the last two decades, airborne light detection and ranging (LiDAR) has become a reliable remote sensing technique for forest inventory given its capability to provide precise and detailed three-dimensional (3D) information on forest structures directly (Lim et al. 2003; Popescu 2007; Hyyppä et al. 2008; Yu et al. 2011; Huang and Lian 2015; Coomes et al. 2018; Stereńczak et al. 2018) . The construction of a canopy height model (CHM) from LiDAR data is an effective means of increasing data usability (Mielcarek et al. 2018) . The CHM represents an absolute canopy height above the terrain surface and is usually constructed by subtracting the digital terrain model (DTM) from the digital surface model (DSM) (Khosravipour et al. 2014) . The CHM quality significantly affects the estimation accuracy of forest inventories and subsequent biophysical parameters (Shamsoddini et al. 2013) .
A common problem in the LiDAR-derived CHM is the occurrence of unnatural black holes (i.e., data pits appearing within the tree crown) (Mielcarek et al. 2018) . Data pits exhibit irregular height variations, and their heights are lower than those of their neighbours in raster CHM (Khosravipour et al. 2014; Mielcarek et al. 2018) . In a CHM with a certain resolution (< 2 m), data pits are usually single or several pixel(s) clumping together, that is, the data pit size is irregular (Zhao et al. 2013) . Existing literature has indicated no specific causes of data pits. However, many researchers have inferred various possible causes. Data pits exist due to the combination of multiple factors, from data collection to postprocessing. Shamsoddini et al. (2013) reported that the positioning error of the Global Positioning System (GPS) is a key cause of data pits. A significant GPS vertical error causes data pits when flight heights are < 3000 m above ground and scan angles are outside 9° (Latypov 2005; Goulden and Hopkinson 2010) . Leckie et al. (2003) found that data pits exist because of the integration of different flight line datasets, the penetration of laser beams through canopy branches and foliage into the ground and the unevenly distributed spatial resolution of LiDAR point clouds caused by a scanning mechanism, variation in aircraft attitude and deflection of lost returns. Ben-Arie et al. (2009) inferred that, when the points are binned to a grid, many grid cells will remain empty because some information from points with similar x-y coordinates but different z values are lost. After being interpolated to a raster, pits may be generated in empty cells (Axelsson 1999) . Khosravipour et al. (2014) concluded that data pits may be formed during ground filtering when generating a DSM or a DTM, depending on filtering technique and LiDAR point density (Kraus and Pfeifer 1998) . Previous studies have asserted that such pits have a seriously negative effect on forest parameter estimation because these pits disrupt the CHMs. Gaveau and Hill (2003) indicated that data pits cause the underestimation of tree height for LiDAR data with a mean point density of 0.21 points • m -2 . Shamsoddini et al. (2013) found that data pits negatively affect the estimation of basal area and stand volume for LiDAR data with a mean point density of 2 pulses • m -2 . Khosravipour et al. (2014) demonstrated that data pits lead to large omission errors (undetected trees) and commission errors (falsely detected trees) in treetop detection for LiDAR data with mean point densities of 7 and 160 points • m -2 . Thus, data pits must be filled to ensure that the uppermost layer of the forest canopy is realistically represented by the LiDAR-derived CHM.
Many algorithms have been proposed to construct pitfree CHMs. These algorithms can be divided into two categories, namely, raster-and point cloud-based methods. Raster-based methods are achieved by interpolating point clouds into raster images. The data pits are then filled by the classical image processing methods, such as mean and median filters. These filters are simple and fast, but the result is sensitive to the optimal kernel size given the pit size irregularity (Shamsoddini et al. 2013; Mielcarek et al. 2018) .
Kernel size selection is critical to the success of many image processing methods. For example, when using morphological-based ground filtering algorithm, only small non-ground objects, such as trees, will be effectively removed by small kernels; however, this algorithm tends to over-remove the ground points when using large kernels (Zhang et al. 2003) . Similarly, for mean and median filters, only data pits with a small size will be effectively filled by small kernels; however, these filters tend to over-smooth the CHM when using large kernels (Ben-Arie et al. 2009 ).
These filters negatively affect the accuracy of measurements, such as underestimation of tree heights and crown radius, deriving from the CHM. Such a phenomenon occurs because the elevation values of other pixels in CHM, except for the pitted pixels, are also changed, leading to treetop omission and crown shoulder reduction (Khosravipour et al. 2014) . Accordingly, several solutions have been proposed to fill data pits without affecting other CHM values. Shamsoddini et al. (2013) detected data pits by computing a similarity index in a 3 × 3 kernel and then used a mean filter with a 5 × 5 kernel to fill such pits. Ben-Arie et al. (2009) used a Laplacian operator with a 3 × 3 kernel to detect data pits and then utilised a median filter with a 3 × 3 kernel to fill such pits. These improved algorithms only fill the pitted pixels without affecting other pixel values in CHM. However, they cannot solve the kernel size selection problem. Therefore, these algorithms may be ineffective for large pits because they use a fixed kernel size.
Another type of pit-free CHM construction methods (i.e., point cloud-based methods) directly works on heightnormalised point clouds rather than raw CHMs. Khosravipour et al. (2014) constructed a stack of partial CHMs from different height intervals of the canopy; subsequently, these CHMs were combined into one CHM on the basis of the highest value across all CHMs for each x and y raster position. However, this algorithm must carefully determine a series of complicated parameters for filling pits at different heights. Chen et al. (2017) used locally weighted regression and z-scores to construct a pit-free CHM. This algorithm is highly automatic but may not work for pits in sparse density data because this algorithm requires calculation in the neighbourhood. The results were related to neighbourhood size.
The use of the aforementioned algorithms has proven to be successful. However, the prominent limitations of existing algorithms are presented as follows: (a) having applicability only to LiDAR data with regular-sized pits, (b) changing the values of not only the pitted pixels but also other CHM ones or (c) requiring numerous complicated parameters. To cope with these problems, we propose a novel algorithm based on cloth simulation for constructing a pit-free CHM. The specific objectives of this study are to (a) evaluate the applicability of the proposed algorithm to different proportions of data pits, (b) assess cloth simulation-based CHMs through visual comparison of the mean-and median-filtered CHMs, and (c) evaluate and compare the accuracy of the maximum tree height estimation using cloth simulationbased, mean-filtered and median-filtered CHMs.
Materials

Real data
The study area is located in the Genhe Forestry Reserve (120°112′-120°55′E, 50°20′-52°30′N), Greater Khingan of Inner Mongolia, Northeastern China (Fig. 1a ). The area size is approximately 33 km 2 . The elevations range from approximately 775 to 1300 m above sea level, and the slopes are less than 15°in 80% of the area. The area is characterised by monsoon-influenced subarctic climate with an annual average temperature of − 5.3°C. The forest types are mainly composed of Dahurian Larch (Larix gmelinii) and White Birch (Betula platyphylla Suk.).
The LiDAR data for the study area were collected from August to September 2012 using a Leica ALS60 system on a Yun-5 aircraft. The system wavelength was 1064 nm, and the beam divergence was 0.22 mrad. In our datasets, this system operated at a 166 kHz pulse rate at 1800 m above ground level with a field of view of approximately 30°and recorded up to four returns for each laser pulse. The scan angle statistics indicate that 97% and 99% of the pulses fall within the 0°-12°and 0°-15°zenith angles. The average point density was 8.24 points • m -2 with an average spacing of 0.41 m.
Nine test plots (called L1-L9) with an area of 45 m × 45 m were established in the study area in August 2013 (Fig. 1b ). The positions of the four corners of each plot were measured using a differential GPS device. The maximum tree height of each plot was measured using a hand-held laser rangefinder. The collection time between field-measured and LiDAR data was not absolutely consistent (the time interval is 1 year). Considering that the height growth rate of the tree species in the study area is relatively slow, field-measured data could be acceptable for validating the proposed algorithm (Tang 2013) .
Simulated data
Two landscapes, namely, discrete floating hemisphere and cone canopies, were simulated. The hemisphere and cone models are expressed in accordance with the idea developed by Dong (2009) .
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where (x, y, z) represents the simulated point coordinates, r is the base radius and θ is the angle between slant and cone heights. Figure 2 demonstrates that the hemisphere canopy scene is a 50 m × 50 m square scene containing 60 hemisphere canopies. The radius and tree height values are set to 3-6 and 7-10 m, respectively. The cone canopy scene is a 50 m × 50 m square scene containing 60 cone canopies. The radius and tree height values are set to 3-6 and 18-55 m, correspondingly. The ground point height and point space of both simulated scene data are 0 and 0.05 m, respectively. Different proportions of data pits (10%-60%) were randomly created in canopies, and their heights were randomly reduced from their original elevations. Such data pit proportions reflect the degree of irregularity in pit size. For example, high proportions of data pits in canopies typically reflect a large area of clustered dark pixels in raster CHM. Figure 3 depicts the point clouds of hemisphere and cone canopies, in which 10%, 20% and 50% of the data pits are created.
Methodology
We present a cloth simulation-based framework to construct pit-free CHMs from point clouds and compare the results with those of other common algorithms using a comprehensive accuracy assessment procedure. The flowchart of this study is illustrated in Fig. 4 . The methodology used in this study includes five main parts, namely, pre-processing, cloth simulation-based pit-free CHM construction, post-processing, comparison of different algorithms and accuracy assessment.
Pre-processing
The pre-processing of LiDAR data consists of three steps, namely, noise removal, height normalisation and grid. In practice, the real and simulated data were pre-processed using the LAStools (point cloud processing software, Rapidlasso Company, Gilching, Germany) modules which include lasnoise, lasground and lasgrid (Isenburg 2017 ). The first step in the real data was to remove high or low noise points using the lasnoise module. Secondly, the lasground module was used to extract the ground points and then calculated the relative height above the ground for each point (i.e., z coordinate). Each point was heightnormalised by replacing the height of each point with its relative height above the ground. Consequently, the height of all points classified as the ground is zero. Finally, the lasgrid module was used to grid the height-normalised points, only retaining the maximum point in each grid cell. Considering that the simulated data have no noise, and the ground height is set to zero, these data were assigned to a grid, and only the maximum point in each grid cell was retained using the lasgrid module.
Theoretical basis: cloth simulation
This algorithm is based on the physical process simulation of cloth-touching objects (Zhang et al. 2016; Imagine that a piece of cloth is placed above a height-normalised forest landscape, and then this cloth progressively drops because of gravity. When touching the uppermost layer of the forest canopy, the corresponding particles of the cloth will stop dropping and be fixed. The movement of cloth particles near the pits will be constrained by forces produced by adjacent fixed cloth particles. The final shape of the cloth can be confirmed and regarded as a pit-free CHM (Fig. 5) .
Cloth modelling is a term of 3D computer graphics. Typically, the cloth is modelled as a grid consisting of particles and springs. Both components control the shape of the cloth (Fig. 6) .
The positions of the cloth particles in the 3D space are calculated to confirm the shape of the cloth at a specific time. The position of each particle is determined by an external force operation followed by an internal one. On the basis of Newton's second law, the relationship between position and forces is calculated using Eq. (3). 
where m stands for the mass of the cloth particle (m is typically set to 1), Z indicates the position of a particle at time t, F ext (Z, t) represents the external force and F int (Z, t) denotes the internal force produced by interconnections between particles. Figure 7 illustrates such a process.
For simplicity, the external force is set to zero, that is, each particle drops to measurements at a constant velocity. The displacement vector ZðΔtÞ ! ext of each particle after one time step Δt is determined only under the external force:
where v is the velocity, and n ! ext represents a normalised vector that points to the movement direction, n ! ext ¼ ð0; 0; −1Þ T . If the cloth particle collides with the measurement surface, then this particle will stop falling and be labelled unmovable. Displacement distance is the height difference (HD) between the old position of this particle and the measurement surface, that is, ZðΔtÞ ! ext ¼ HD• n ! ext . After dropping the cloth particles, an internal force is exerted to movable particles to restrict the particles' displacement in the void areas, such as data pits, of the surface. In Fig. 8 , the neighbouring particle and the current one are moved by the same distance in the opposite direction when the neighbouring particle is movable; when the neighbouring particle is unmovable, the current one is moved towards the neighbouring particle by half of the HD between the two particles.
The displacement vector ZðΔtÞ
! int of the current particle is computed using (5).
where b is 0 when the current particle is unmovable, otherwise it is equal to 1, Z p 0 represents the height value of the current particle p 0 , Z p i (i = 1, 2, …, 8) stands for the height values of the eight neighbouring particles p i that connect with p 0 , and n ! int represents a normalised vector that points to the movement direction, n ! int ¼ ð0; 0; 1Þ T . The final displacement vector ZðΔtÞ ! of each particle after one time step Δt is calculated as follows:
Post-processing
At the edge of tree crowns, this algorithm may yield relatively large errors because the cloth poorly fit with ground measurements given the internal constraints amongst particles ( Fig. 9) . A post-processing method is proposed to solve this problem. This method searches an unmovable particle in the eight adjacent neighbourhoods of each movable particle. If the height value of unmovable particle and that of the nearest LiDAR point for the movable particle in the x-y plane equal to zero, then the movable particle is moved to the ground and set as unmovable. The example exhibited in Fig. 9 displays that P 2 is the unmovable particle from the eight adjacent neighbourhoods of P 1 . The height values of P 1 ′ and P 2 ′ , which are the nearest LiDAR points of P 1 and P 2 correspondingly, are both zero, then P 1 is moved to P 1 ′ and is set as unmovable. This procedure is repeated until all the movable particles are properly handled.
Comparison between different pit-free CHM construction algorithms
We compared our algorithm with two other pit-free CHM construction algorithms, namely, mean and median filters, to test the performance of the proposed algorithm. Firstly, Fig. 6 Schematic of the simulated cloth the raw CHM was constructed using the las2dem modules of LAStools. The LiDAR points were triangulated into a triangulated irregular network on the basis of Delaunay triangulation and then rasterised onto a raster through standard linear interpolation. Secondly, the raw CHM was processed using the mean and median filters for pit filling. The following derivative products were generated:
-Mean-filtered CHM: the raw CHM was filtered using a mean filter (3 × 3 kernel). Fig. 7 Cloth simulation process. a Initial state. A piece of cloth is placed above the height-normalised forest LiDAR measurements. b Each particle drops to the LiDAR measurements under the influence of external force, and their displacement is calculated. If the cloth particles collide with the measurements, then these particles will stop falling and be labelled unmovable. c Each movable particle is moved under the influence of internal force produced by the neighbouring particles. Steps (b) and (c) are repeated until the maximum height variation of all particles is sufficiently small. d Final state. The shape of the cloth is regarded as the pit-free CHM -Median-filtered CHM: the raw CHM was filtered using a median filter (3 × 3 kernel).
Accuracy assessment
Considering that the accuracy of the CHMs influences that of the tree height estimation in the raster-based method, the height of the tallest tree in each plot was obtained from the CHMs and compared with a fieldmeasured height to evaluate the performance of the pit filling algorithms. This approach indirectly provides a comparison between the proposed algorithm and the other algorithms. The accuracy of the tree height measurements was assessed by computing the bias in accordance with the following mathematical formulation:
where n is the number of plots, h m is the field-measured plot-level maximum tree height and h c is the plot-level maximum tree height derived from the CHM. We constructed a reference CHM using the simulated data without data pits to validate the accuracy of the constructed pit-free CHM. Based on the index for evaluating the accuracy of DTM, the root mean square error (RMSE) was used to measure the HD between each pixel of the reference CHM and the corresponding pixel of the constructed pit-free CHM. This index is expressed as follows:
where z i andẑ i are the true and predicted values at the i-th pixel in the CHM, respectively. n is the number of pixels in the CHM. The performance of the proposed algorithm was visually compared with the result of the mean and median filters.
With an average spacing of 0.41 m, the CHMs were generated with a resolution of 0.5 m. The data pits are clearly visible in the raw CHM ( Fig. 10 (first row) ). The mean filter fills the data pits, but the constructed CHM is heavily blurred (Fig. 10 (second row) ). The median filter and our algorithm have a good ability of filling data pits (Fig. 10 (third and last rows) ). The elevation values of other pixels, except the pitted ones, in the cloth simulation-based CHM are effectively maintained. The proposed algorithm performs better than the other algorithms in terms of data pit filling and appearance preservation of the uppermost layer of the forest canopy.
Assessment of the CHM application accuracy Figure 10 and Table 1 present the position and estimated tree heights of the nine tallest trees derived from the three algorithms, respectively. Significant biases are observed between the field measurements and the maximum tree heights extracted from the CHMs constructed through different algorithms. Our algorithm is more accurate than the other algorithms. Specifically, the biases of the mean and median filters are 4.4894 and 4.4414 m, but that of the proposed algorithm is 0.9674 m ( Table 2) .
The CHM resolution plays an important role in estimating forest structure attributes (Chen et al. 2006; Khosravipour et al. 2014) . Some optimal resolution setting principles have been proposed. For example, Nyquist sampling theory stipulates that the resolution must not be larger than half the size of the minimum object of interest (e.g., the minimum tree crown) and overly smaller than the average pulse spacing (Nyquist 1928; Chow and Hodgson 2009; Mielcarek et al. 2018) . Raster CHMs with resolutions of 0.2, 0.5, 0.8, 1 and 1.5 m are constructed from the real data. This task is performed to test the robustness of the proposed algorithm for deriving a plot-level maximum tree height from CHMs under different resolutions. Table 2 shows biases between the field measurements and the maximum tree heights extracted from the CHMs constructed by different algorithms. In the mean and median filters, the resolution significantly affects the estimation accuracy of the tree height. However, our algorithm is unaffected and achieves the maximum accuracy at all resolutions.
Evaluation of simulated data
On the basis of the point spacing of simulated data, the CHMs were constructed with a resolution of 0.5 m. Taking hemisphere canopy scene as an example, Fig. 11 shows the CHMs constructed by different algorithms using the data with 10% pits. The raw CHM has some data pits randomly distributed in the image, and the pit Fig. 10 Comparison of the visual results for the nine plots. Subfigures (a)-(i): L1-L9. From the first row to the last row: Raw, mean-filtered, median-filtered and cloth simulation-based CHMs size is small and usually a single pixel (Fig. 11b) . The mean filter fills data pits, but the constructed CHM is seriously smoothed, especially for edges of tree crowns (Fig. 11c) . The median filter and our algorithm exhibit optimal performance ( Fig. 11d and e) . Figure 12 illustrates the CHMs constructed through different algorithms using the data with 50% pits. The pit size in the raw CHM is irregular (Fig. 12b) . The mean filter yields a relatively good pit filling result than the median one, but the constructed CHM is significantly smoothed (Fig. 12c ). The median filter can fill small pits, but it deteriorates large ones (Fig. 12d ). In comparison with the abovementioned filters, the proposed algorithm has the optimal ability to fill data pits. The proposed algorithm only fills the pits in the raw CHM without altering the values of other pixels; accordingly, a CHM with nearly similar features to the reference CHM is generated (Fig. 12e) . In summary, the proposed algorithm performs better than the other algorithms for the raw CHM exhibiting pits with irregular size variations. Table 3 shows that the proposed algorithm generates optimal accuracy. For example, in the hemisphere canopy scene, the proposed algorithm is approximately 2.5718, 1.9461 and 1.6788 times equally accurate as the raw CHM, mean filter and median filter in terms of average RMSE, correspondingly. The accuracy of all algorithms deteriorates with the increase in the pit proportion. For example, in the hemisphere canopy scene, the RMSE of the proposed algorithm increases from 0.2031 m to 0.5209 m when the pit proportion increases from 10% to 60%. By contrast, the RMSEs of raw CHM, mean filter and median filter increase from 0.5428 m to 1.2882 m, from 0.4334 m to 1.0299 m and from 0.308 m to 1.0324 m, respectively.
Discussion
One of the challenges in constructing a CHM from LiDAR point clouds is the existence of data pits. In this study, we propose a novel algorithm for constructing pit-free CHMs. In this algorithm, a pit-free raster CHM is directly constructed through a cloth simulation process instead of by the combination of various steps such as pit detection, pit filling and transformation from the randomly distributed point clouds to the raster CHM. The real and simulated data are used to validate the advantages of the proposed algorithm.
The visual comparison results show that the proposed algorithm is superior to the mean and median filters. Such filters generate new values for all pixels based on their neighbourhood values, thus affecting the original structure of the canopy surface (Ben-Arie et al. 2009; Shamsoddini et al. 2013) . By contrast, our algorithm only fills data pits without changing the value of any other pixels, thereby preserving the original structure of the canopy surface. The proposed algorithm provides the possibility to minimise the distortion of the canopy's uppermost layer efficiently; this layer plays a critical role in various applications (e.g., ecological, hydrological and meteorological) sensitive to vegetation evolution at the local and regional scales (Khosravipour et al. 2014) .
We also evaluate the proposed algorithm by comparing the accuracy of the tallest tree height estimation using the cloth simulation-based CHM versus the meanand median-filtered CHMs. The positive biases for all algorithms indicate that the tallest tree height may be overestimated on the ground; this phenomenon is a possible error associated with the tree height measurement in the field ). Our algorithm is significantly accurate at tree height estimation. The present study confirms previously published statements by Chen et al. (2017) ; these researchers illustrated that the mean and median filters struggle with the tallest tree height estimation because such filters smoothen the treetops based on surrounding pixels. The resolution of the cloth simulation-based CHM has no effect on the estimation accuracy of the maximum tree height. However, the estimation accuracy of the tallest tree height is sensitive to the resolutions of the mean-and median-filtered CHMs. The highest pixel value within a plot may be changed because the neighbourhood pixel values may vary with the resolution. Furthermore, we investigate the effects of the different proportions of data pits on the accuracy of the mean and median filters and the proposed algorithm. The results show that our algorithm achieves the optimal visual performance amongst the data with different proportions of data pits. The quantitative assessment results show that the mean and median filters reduce the pit effect based on a predefined window kernel size that cannot be optimal for all different proportions of data pits. For example, the median filter can fill small pits but deteriorates large ones; this result agrees with those of previous studies (Fig. 12d) (Shamsoddini et al. 2013 ). The proposed algorithm accurately represents the height of the canopy surfaces, especially for point clouds with high proportions of data pits. On this basis, our algorithm can be potentially applied to process the forest LiDAR point clouds acquired under leaf-off conditions given that most points will cluster on branches or trunks rather than canopy surfaces (i.e., high proportions of data pits).
In summary, the results demonstrate that the proposed algorithm has the following advantages: (a) The 
Conclusion
In this study, we presented a new pit-free CHM construction algorithm based on cloth simulation. This algorithm was applied to the LiDAR data to generate raster CHM directly. The real and simulated datasets were used to compare the performance of the proposed algorithm with those of the mean and median filters. Overall, the proposed algorithm is promising in terms of robustness and high accuracy. This characteristic is useful for practical applications. Whether our pit-free CHM can improve the accuracy of extracted tree biophysical parameters, such as biomass, is interesting to investigate in the future. 
