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Развитие методов нечеткого регрессионного анализа началось с 
работы /1/, в которой была предложена первая нечеткая линейная регрес­
сионная модель. Эта модель расширила область применения методов 
классического регрессионного анализа, поскольку позволила строить рег­
рессионные зависимости на основе нечеткой исходной информации. Осо­
бая-значимость предложенной в /1/ модели состояла в том, что исходная 
информация могла иметь как количественный, так и качественный харак­
тер, что открывало перспективы применения этой модели в ряде областей 
деятельности человека. Первая нечеткая регрессионная модель вызвала 
большой интерес, следствием чего стало появление значительного числа 
работ, в которых на основе различных оптимизационных критериев 
строились нечеткие регрессионные модели /2-4/ или комбинированные 
нечеткие регрессионные модели /5-11/, которые сочетали в себе элементы 
классической регрессионной модели и нечеткой регрессионной модели. 
Классическая регрессионная модель опирается на аппарат теории вероят­
ностей и поэтому учитывает в модели одну из разновидностей неопреде­
ленности -  случайность. Нечеткая регрессионная модель опирается на 
аппарат теории возможностей и теории нечетких множеств /12/ и поэтому 
учитывает другую разновидность неопределенности -  нечеткость. Подоб­
ный односторонний подход к учету заложенной в модели неопределенно­
сти не устроил ряд исследователей, результатом чего стало появление 
комбинированных нечетких регрессионных моделей.
В связи с рассмотрением ограниченного класса нечетких исход­
ных данных (как правило, рассматривается класс треугольных чисел /12/) 
в методах нечеткого регрессионного анализа возник пробел, который час­
тично был восполнен в /11/. В настоящей работы строится комбинирован­
ная нечеткая регрессионная модель на основе нечеткой исходной инфор­
мации, представленной данными Т  - типа ( Т  - числами).
Нечетким числом Л  называется нечеткое подмножество множества 
действительных чисел R  , имеющее функцию принадлежности 
H a ( x ) ' .R - + [ о д ].
Нечеткое число Л. называется нормальным, если m ax  jUA (х ) =  1.
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л Х ~ а\ ,  л1 ч  •, х < о,, а, > О
о,.
1 х -а - ,  . _1 x > a 2, a R > О
aR
1, х е [ а „ а 2]
О, х е ( -  оо, а, -  а,J J  [а2 + ал ,+*>)
Отрезок [а,,я ,] называется интервалом толерантности, a aL и 
- левым и правым коэффициентами нечеткости соответственно. Сим­
волически Т - число записывается в виде А  = (a1,a2aL,aJi). Нормальное
треугольное число является частным случаем Т - числа при а х =  а 2 и 
символически записывается в виде 2  = (ах,а, ,aR). При a, = aR тре­
угольное число называется симметричным, а при a}^aR несимметрич­
ным.
Множество
Ла ={х е R: я ,(х )>  а}= [л'а,А;]= [ а , a)aL,a2 + ( \ - a)aR\ а  е [О,]] 
называется множеством а  -  уровня Т - числа 2  = (#iM 2 а , ,aR).
В /10/ для нормального треугольного числа В  = (b, Ъ} , bR ) вве­
дено понятие взвешенной точки
jf Ml- ММ
в  = •> - 2 ----------------
Jotfa
о
Используя это понятие, определим понятие взвешенного отрезка 
для Т - числа.
Определение 1. Взвешенным отрезком Т  - числа называется объ­
единение взвешенных точек всех нормальных треугольных чисел, при­
надлежащих этому числу.
Замечание 1. Определения в работе нумеруются, если понятие 
вводится впервые.
Замечание 2. Поскольку нормальное треугольное число является 
частным случаем Т  - числа, то определение взвешенного отрезка спра­
ведливо и для него. Необходимо отметить, что для целого класса симмет­
ричных треугольных чисел 2  = (ах,х ,х ) ,х  > 0 ,х  е  R  взвешенная точка
определяется равной а х независимо от коэффициента нечеткости. Опре­
деление взвешенного отрезка позволяет учесть степень нечеткости (раз­
мытости) числа и в зависимости от коэффициента нечеткости поставить 
каждому числу в соответствие свой взвешенный отрезок.
Утверждение 1. Взвешенным отрезком Т  - числа
2  = (я ,, a7a L, a R ) является отрезок [Л: ,А 2], А, = а , -  1 а , ,
6
1
2 ~ а2 + g aK '
Символически будем писать 2  = [Д , А2 ].
Доказательство утверждения 1. Рассмотрим два треугольных чис­
ла В ] = (а], а 1, о  ) , г 2 =  (а7,0, а к ) ,  которые принадлежат Т  числу 
2  = ( а , , а ,а , , а н). Обозначим множества а  —уровня В {, В 2 соответ­
ственно за В1а = \в\а, ах} В2а -  \а2. В 2,а ] и определим взвешенные точки 
для В {, В 2 '•
в! + а 2
А, = 0
|| — 1 ada j(2o, - (l -  а)а, )ada
1
‘i  i " I ”  * a \ g a : ’
|ad a  2 ̂ ccda
jj \aila j(2a2 + (l - a)aR)ada
A -  o \  ^  J  _  0 _  Л , 1
2 1 1 ^2 + g aR '
jcnia 2jaa/<2
о 0
Рассмотрим произвольное нормальное треугольное число
В  =  {b ,bL, b R),  которое принадлежит Т -  числу 2  = (ау,а2 а,  , а к).
В  имеет множество а  - уровня [д ^ Д 2] и взвешенную точку В  Из 
определения принадлежности одного нечеткого числа другому /12/ следу­
ет, что В\а < В \ , а у < В 2а , а 2 > В \ . В\а > В 2а . Следовательно
В] + а . Д 1 + В 2 а0 + В 2 В 1 + В 2
< " “ , ' .....  > “   => А: < В, А7 > В ■ Утвер-
2 2 2 2 2
ждение 1 доказано.
Утверждение 2. Взвешенный отрезок суммы Т  чисел равен
сумме взвешенных отрезков этих чисел.
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Доказательство утверждения 2. Покажем, что сумма Т  - чисел 
А  э  (a {, a 2, a c , a R) ,  Б  = (b[,b 2,b L,b R) С. взвешенными отрезками
соответственно И А 2\  Б  = \В Х, В 2 ], имеет взвешенный' отрезок
[А\ + В У,А 2 +  В 2\.
Из определения операции сложения для Т  - чисел /12/ следует, 
что множество а  - уровня А  + Б  имеет вид 
\а х + b x — (l — +-ЬьУ, й ’2 + b2 + (1  -  o c \a R +/>R)], поэтому коор­
динаты взвешенного отрезка находятся следующим образом:
1 I
С, = J(2(a, + Ъх) - (l - a\at + b, ))ada = a[+bl- (aL +b,)= A, + 5, * 
о ^
C2 = Ш а , + b1)+ (\~ aX aR+bR))ocda = a1+b1 + ,  (ая + Ъя) = 4  + Bv  
0 ^
Таким образом, 2  + Б  s  [С,, C2] ^  \AX + B x, + B2\ . Утверждение 2 до­
казано.
Утверждение 3. Пусть Т число А  =  (a{,a2,a l ,aR) имеет
взвешенный отрезок , тогда Т - число, полученное
умножением
1
А на четкое число а имеет взвешенный отрезок
а\ ах -  aL |, а\ а2 + * я при а > 0 и а\ а2 + * aR I, а\ а,
1 при
а < О .
Доказательство утверждения 3. Пусть а > 0 . По правилу умно­
жения Т  - числа А = (a [,a 2, a l , a R) на неотрицательное четкое число
получаем Т  - число аА с множеством а  - уровня 
аАа — \аах -  (i — a )a a f ,a a 2 + (l ~ cc)aaR\. Определим взвешенный отре­
зок [д. А] для Г  - числа аА '
Д  = j (2aat -  (l -  а )аа , )a d a  = аах -  aaL,
Д  = J (2aa2 + (l -  a)a a R )pda  = aa2 + aaR
Пусть а < О . По правилу умножения Т  числа
Л  = ( а , , а 2, а г , а п ) на отрицательное четкое число получаем Т  - число
аЛ  с множеством ос - уровня
оА а — \аа2 +  (l — а ) а а к , а а { — (l — а )а а ,  ]. Определим взвешенный
отрезок [ Д ,  Д , ] для Т  -числа аА:
1 j
Д  = f{laa1 + (l -  a)aaR)ada  = aa2 + -a a R,
0 '  6
1 }
D2 = \(2aa] — (l -  a]aa, )ada ~ aa, -  aa, ■ 
о 6
Утверждение 3 доказано.
Для двух Т  -чисел Л =  , а л ) ,  В  =  {b},b 2, Ьи Ьк )  с
взвешенными отрезками Л  = [ А ,А 2\  % = [В \>Вг\  определим меру бли­
зости:
/(T,20 = vU - £ I)I + (4--Sy
Займемся построением комбинированной нечеткой линейной рег­
рессионной модели.
О Д





, X j = ( x f , x i‘, x f , хЦ ), j  = Т7Д / = т;п - входные Т  -числа.
Зависимость между входными и выходными данными будем искать в ви­
де:
7  = а0 + я ,Д  + ... + amX m, 
c tj , j  = 0, m  - неизвестные коэффициенты регрессионной модели.
Используя утверждение 1, определим взвешенные отрезки для 
наблюдаемых выходных данных 7; =[Zn,Z j2] I 1 / , 1 /Ух -  6 У иУ 2 + 6 Уя
Используя утверждения 1-3, определим взвешенные отрезки для модель­
ных выходных данных
9
f f -  a0 + a]X[ +... + а„,Щ =
i A
a n + E a j \  x\ ~  7  X L I + E a\  4  + 7 X R  ]> a0 + E aj\ 4  +  7 XR 1 + X
y :o j > 0  V  0  J  j _0 j <  О V  О  /  V  О  9
Оптимизационная задача ставится следующим образом:
^  = Е / 2( М Ь т т .
^  = Е< /й,> О
+ х ‘„
° о  +  -Уг  -  ' ^  +  Е  ° у Г х ’ ! +  !  4  )  + Е  а/ 4  ~  1 "О ум >0 Ч ° у у:СТ(<0 V
21
- > т т .
:а̂ v / я,<




= 0, j  = 0, т.
Предложенная модель является комбинированной, поскольку со­
четает в себе элементы нечеткой и классической регрессионных моделей. 
Подобное сочетание позволяет определить аналоги стандартного откло­
нения для наблюдений, коэффициента корреляции и оценки стандартной 
ошибки.
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Определение 3. Аналогом коэффициента корреляции назовем ве-
i f
I / ’f c r )
. м
Определение 4. Аналогом оценки стандартной ошибки назовем 
величину
Пример.
Рассмотрим задачу построения регрессионной зависимости на ос­
нове информации образовательного процесса. В таблице 1 представлены 
данные успеваемости 10 обучающихся по четырем предметам.
Т а б л и ц а ! . ______________________________________ ___________
№ п/п ^ 3 ' Y
1 2 3 3 2
2 Л 4 3 ой
оэ 3 2 2 2
4 4 4 3 4
5 5 4 5 5
6 4 •"» 3 -3
7 5 5 4 4
8 5 3 4 ЛО
9 4 2 4 3
10 4 4 4 4
Поскольку оценки «2», «3», «4», «5» являются символическим обозначе­
нием лингвистических термов «неудовлетворительно», «удовлетвори­
тельно», «хорошо», «отлично», то заменим их функциями принадлежно­
сти нечетких множеств, соответствующих этим термам. Нечеткие множе­
ства являются Т  - числами и имеют параметры, представленные в табли­
це 2. Методы построения функций принадлежности терм-множеств лин­
гвистических переменных описаны, например, в /12,13/.
Таблица 2.
№
п/п *> ^ 2 ^ 3 Y
1 (0; 0.1; 0; 0.1) (0.15; 0.45; 0.1; 0.3) (0.35; 0.35; 0.2; 0.3) (0; 0.1; 0; 0.15)
2 (0.2; 0.4; 0.1; 0.3) (0.75; 0.85; 0.3; 0.15) (0.35; 0.35; 0.2; 0.3) (0.25; 0.6; 0.15; 0.1)
3 (0.2; 0.4; 0.1; 0.3) (0; 0.05; 0; 0.1) (0; 0.15; 0; 0.2) (0; 0.1; 0; 0.15)
4 ■ (0.7; 0.8; 0.3; 0.15) (0.75; 0.85; 0.3; 0.15) (0.35; 0.35; 0.2; 0.3) (0.7; 0.9; 0.1; 0.05)
5 (0.95; 1; 0.15; 0) (0.75; 0.85; 0.3; 0.15) (0.9; 1; 0.05; 0) (0.95; 1; 0.05; 0)
6 (0.7; 0.8; 0.3; 0.15) (0.15; 0.45; 0.1; 0.3) (0.35; 0.35; 0.2; 0.3) (0.25; 0.6; 0.15; 0.1)
7 (0.95; 1; 0.15; 0) (1; 1; 0.15; 0) (0.65; 0.85; 0.3; 0.05) (0.25; 0.6; 0.15; 0.1)
8 (0.95; 1; 0.15; 0) (0.15; 0.45; 0.1; 0.3) (0.65; 0.85; 0.3; 0.05) (0.25; 0.6; 0.15; 0.1)
9 (0.7; 0.8; 0.3; 0.15) (0; 0.05; 0; 0.1) (0.65; 0.85; 0.3; 0.05) (0.25: 0.6; 0.15; 0.1)
10 (0.7; 0.8; 0.3; 0.15) (0.75; 0.85; 0.3; 0.15) (0.65; 0.85; 0.3; 0.05) (0.25; 0.6; 0.15; 0.1)
Построим нечеткую комбинированную линейную регрессионную модель
Г  = а0 + ахХ л + а2Х г +агХ 1, 0jJ  = 0 3 -
п
Решение оптимизационной задачи дает значения неизвестных коэффици­
ентов а0 = 0, ау — 0.352, а2 ~  0.466, а 3 =  0.133. Модель имеет вид
V = 0.3 52J?, + 0 466 ¥ .  + 0.1 З З ^ з ,
5 = 0.454, HR = 0.805, HS = 0.2387.
Выводы. Построенная в работе комбинированная линейная не­
четкая регрессионная модель значительно расширяет область применения 
методов нечеткого регрессионного анализа, поскольку позволяет строить 
регрессионные зависимости для" нечетких исходных данных как треуголь­
ного типа, так а Т  - типа. Сочетание элементов нечеткой и классической 
регрессионных моделей дает возможность определения числовых харак­
теристик модели в виде аналогов стандартного отклонения для наблюде­
ний, коэффициента корреляции и оценки стандартной ошибки. Предло­
женная модель может с успехом применяться для обработки нечеткой 
информации как количественного, так и качественного характера самых 
разных областей. Работа выполнена при поддержке гранта РФФИ 01-07- 
90463.
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