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1D QUANTUM HARMONIC OSCILLATOR PERTURBED BY A POTENTIAL
WITH LOGARITHMIC DECAY
ZHIGUO WANG AND ZHENGUO LIANG
Abstract. In this paper we prove an infinite dimensional KAM theorem, in which the as-
sumptions on the derivatives of perturbation in [22] are weakened from polynomial decay to
logarithmic decay. As a consequence, we apply it to 1d quantum harmonic oscillators and prove
the reducibility of a linear harmonic oscillator, T = − d
2
dx2
+ x2, on L2(R) perturbed by a quasi-
periodic in time potential V (x, ωt;ω) with logarithmic decay. This entails the pure-point nature
of the spectrum of the Floquet operator K, where
K := −i
n∑
k=1
ωk
∂
∂θk
−
d2
dx2
+ x2 + εV (x, θ;ω),
is defined on L2(R) ⊗ L2(Tn) and the potential V (x, θ;ω) has logarithmic decay as well as its
gradient in ω.
1. Introduction and Main Results
1.1. Statement of the Results. In this paper we consider the linear equation
i∂tu = −∂2xu+ x2u+ εV (x, ωt;ω)u, u = u(t, x), x ∈ R, (1.1)
where ε > 0 is a small parameter and the frequency vector ω of forced oscillations is regarded as
a parameter in Π := [0, 2π)n. We assume that the potential V : R × Tn × Π ∋ (x, θ;ω) 7→ R is
C3 smooth in all its variables and analytic in θ where Tn = Rn/2πZn denotes the n-dimensional
torus. For ρ > 0, the function V (x, θ;ω) analytically in θ extends to the domain
T
n
ρ = {(a+ bi) ∈ Cn/2πZn : |b| < ρ}
as well as its gradient in ω and satisfies
|V (x, θ;ω)|, |∂ωjV (x, θ;ω)| ≤ C(1 + ln(1 + x2))−2β , (1.2)
|∂xV (x, θ;ω)|, |∂x∂ωjV (x, θ;ω)| ≤ C, (1.3)
|∂2xV (x, θ;ω)|, |∂2x∂wjV (x, θ;ω)| ≤ C, (1.4)
where (x, θ;ω) ∈ R× Tnρ ×Π, β ≥ 2(n+ 2), j = 1, · · · , n and C > 0.
Theorem 1.1. Assume that V satisfies (1.2) - (1.4) and β ≥ 2(n + 2). Then there exists ε0
such that for all 0 ≤ ε < ε0 there exists Πε ⊂ [0, 2π)n of positive measure and asymptotically full
measure: Meas(Πε) → (2π)n as ε → 0, such that for all ω ∈ Πε, the linear Schro¨dinger equation
(1.1) reduces, in L2(R), to a linear equation with constant coefficients (with respect to the time
variable).
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Similar as [22], the above theorem has two direct corollaries. As a preparation we define the
harmonic oscillator T = − d2dx2 +x2 and its related Sobolev space. Let p ≥ 2 and denote ℓ2,p be the
Hilbert space of all real w = (wj)j≥1 with
‖w‖2p =
∑
j≥1
jp|wj |2 <∞.
The operator T has eigenfunctions (hj)j≥1, so called the Hermite functions, which satisfy
Thj = (2j − 1)hj , ‖hj‖L2(R) = 1, j ≥ 1, (1.5)
and form a Hilbertian basis of L2(R). Let u =
∑
j≥1
ujhj be a typical element of L
2(R). Then
(uj) ∈ ℓ2,p if and only if
u ∈ Hp := D(T p/2) = {u ∈ L2(R) : xα1∂α2u ∈ L2(R) for 0 ≤ α1 + α2 ≤ p}.
For a function f ∈ Hp(R) we define
‖f‖2Hp =
∑
0≤α1+α2≤p
‖xα1∂α2x f‖2L2 <∞.
Then we have
Corollary 1.2. Assume that V and ∂ωjV, j = 1, · · · , n are C∞ in x and there exists a constant
C > 0 such that for all ν ≥ 1, x ∈ R and |ℑθ| < ρ,
|V (x, θ;ω)|, |∂ωjV (x, θ;ω)| ≤ C(1 + ln(1 + x2))−2β ,
|∂νxV (x, θ;ω)|, |∂νxVωj (x, θ;ω)| ≤ C.
Let p ≥ 0 and u0 ∈ Hp and β ≥ 2(n+ 2). Then there exists ε0 > 0 so that for all 0 ≤ ε < ε0 and
ω ∈ Πε, there exists a unique solution u ∈ C(R,Hp) of (1.1) so that u(0) = u0. Moreover, u is
almost-periodic in time and we have the bounds
(1− εC)‖u0‖Hp ≤ ‖u(t)‖Hp ≤ (1 + εC)‖u0‖Hp , with t ∈ R,
for some C = C(p, ω).
Consider the Floquet operator on L2(R)⊗ L2(Tn)
K := −i
n∑
k=1
ωk
∂
∂θk
− d
2
dx2
+ x2 + εV (x, θ;ω), (1.6)
then we have
Corollary 1.3. Assume that V satisfies the same conditions as in Theorem 1.1 and β ≥ 2(n+2).
There exists ε0 > 0 so that for all 0 ≤ ε < ε0 and ω ∈ Πε, the spectrum of the Floquet operator K
is pure point.
1.2. Related results. As in [1] the equations (1.1) can be generalized into a time-dependent
Schro¨dinger equation
i∂tψ(t) = (A+ ǫP (ωt))ψ(t), (1.7)
where A is a positive self-adjoint operator on a separable Hilbert space H and the perturbation P
is an operator-valued function from Tn into the space of symmetric operators on H. The Floquet
operator associated with (1.7) is defined by
KF := −iω · ∂θ +A+ ǫP (θ) on H⊗ L2(Tn).
It is well-known that long-time behavior of the solution ψ(t) of the time-dependent Schro¨dinger
equation (1.7) is closely related to the spectral properties of the Floquet operator KF (see Wang
[42]). It has been proved in [2, 7, 8, 9, 20, 24, 35, 36] that the Floquet operator KF is of pure
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point spectra or no absolutely continuous spectra where P is bounded. When P is unbounded,
the first result was obtained by Bambusi and Graffi [1] where they considered the time dependent
Schro¨dinger equation
i∂tψ(x, t) = H(t)ψ(x, t), x ∈ R; H(t) := − d
2
dx2
+Q(x) + ǫV (x, ωt), ǫ ∈ R, (1.8)
where Q(x) ∼ |x|α with α > 2 as |x| → ∞ and |V (x, θ)||x|−β is bounded as |x| → ∞ for some
β < α−22 . This entails the pure-point nature of the spectrum of the Floquet operator
KF := −iω · ∂θ − d
2
dx2
+Q(x) + εV (x, θ),
on L2(R)⊗L2(Tn) for ε small. Liu and Yuan [33] solved the limit case when α > 2 and β ≤ α−22 ,
which can be applied to the so-called quantum version of the Duffing oscillator
i∂tψ(x, t) =
(− d2
dx2
+ x4 + ǫxV (ωt)
)
ψ(x, t), x, ǫ ∈ R.
The results in [1] and [33] didn’t include the case Q(x) = x2(see (1.8)), which is so-called quan-
tum harmonic oscillator(α = 2). The quantum harmonic oscillator is the quantum-mechanical
analog of the classical harmonic oscillator. Because an arbitrary potential can usually be approx-
imated as a harmonic potential at the vicinity of a stable equilibrium point, it is one of the most
important model systems in quantum mechanics.
In [15] Enss and Veselic proved that, if ω is rational, the Floquet operator K (see (1.6)) has
pure point spectrum when the perturbing potential V is bounded and has sufficiently fast decay
at infinity. In [42] Wang proved the spectrum of the Floquet operator K is pure point where the
perturbing potential V (x, θ) = e−x
2
n∑
k=1
cos θk has exponential decay. Grebe´rt and Thomann [22]
improved the results in [42] from exponential decay to polynomial decay. In this paper we improve
the results in [22] from polynomial decay to logarithmic decay. But we know nothing about KF
when α = 2 and β = 0, i.e. Q(x) ∼ |x|2 as |x| → ∞ and V (x, θ) is only bounded(except the special
case when V (x, θ) is independent of x, see [22]). This problem was firstly posed by Eliasson in [10]
and is still open till now.
For V is unbounded it is a different situation. See [20, 23, 43] and related discussions in [42].
1.3. The main idea for proving Theorem 1.1. As in [1], [13] and [22] the proof of Theorem 1.1
is closely related to an infinite dimensional KAM theorem. Since the formulation of this abstract
theorem is technical and lengthy, we postpone it to Sect. 2, see Theorem 2.2(KAM Theorem). Let
us firstly explain the main idea and techniques for proving Theorem 2.2.
We begin with a parameter dependent family of analytic Hamiltonians of the form
H = N(y, z, z¯; ξ) + P (θ, y, z, z¯; ξ)
=
∑
1≤j≤n
ωj(ξ)yj +
∑
j≥1
Ωj(ξ)zj z¯j + P (θ, y, z, z¯; ξ),
where (θ, y) ∈ Tn×Rn, z = (zj)j≥1, z¯ = (z¯j)j≥1 are infinitely many variables, ω(ξ) = (ωj(ξ)) ∈ Rn,
Ω(ξ) = (Ωj(ξ)) ∈ R∞ and ξ ∈ Π ⊂ Rn. For our applications we suppose Ωj(ξ) = 2j−1 for simplicity
and 〈l,Ω(ξ)〉 6= 0, ∀ 1 ≤ |l| ≤ 2. Our aim is to find a suitable real analytic symplectic coordinates
transformation Φ such that H ◦Φ = N∗+P ∗ where N∗ has a similar form as N and P ∗ is analytic
and globally of order 3.
Actually, following the formulation of the KAM theorem given in [38](see also [22]), it is sufficient
to verify that there exist ξ ∈ Π with big Lebesgue measure which satisfy
|〈k, ων(ξ)〉 + 〈l,Ων(ξ)〉| ≥ 〈l〉αν
1 + |k|τ , (1.9)
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where ων(ξ),Ων(ξ) are the frequencies in ν-th KAM step.
To obtain (1.9) in most cases we need some assumptions for XP such as [28] and [38]. See
Theorem 1 in [28] and its applications to 1d wave equation and 1d harmonic oscillator with a
smooth nonlinearity of type P = 12
∫
R
ϕ(|u ∗ ξ(x)|2; a)dx)(u ∗ ξ is the convolution with a smooth
real-valued function ξ, vanishing at infinity). In [38] Po¨schel required a similar condition on XP ,
i.e.
XP : Pp → P p¯, p¯ > p. (1.10)
See [39] for its application to a nonlinear wave equation.
The assumption (1.10) is smartly weakened in [22]. Using the To¨plitz-Lipschitz techniques from
Eliasson and Kuksin in [14], Gre´bert and Thomann assumed a weaker regularity on P , more clearly,∥∥∥ ∂P
∂ωj
∥∥∥∗
D(s,r)
≤ r
jβ1
〈P 〉∗r,D(s,r),
∥∥∥ ∂2P
∂ωj∂ωl
∥∥∥∗
D(s,r)
≤ 1
(jl)β1
〈P 〉∗r,D(s,r),
for all j, l ≥ 1 and ωj = zj, zj , where β1 > 0 and ‖ · ‖∗D(s,r) stands for either ‖ · ‖D(s,r) or ‖ · ‖LD(s,r).
To recover this assumption at each step they noticed that F satisfied an even better estimate, i.e.∥∥∥ ∂F
∂ωj
∥∥∥∗
D(s,r)
≤ r
jβ1+1
〈F 〉+,∗r,D(s,r),
∥∥∥ ∂2F
∂ωj∂ωl
∥∥∥∗
D(s,r)
≤
〈F 〉+,∗r,D(s,r)
(jl)β1(1 + |j − l|)
for all j, l ≥ 1 and ωj = zj, zj .
In this paper we further weaken the assumptions on P , which satisfies the logarithmic decay,
i.e. ∥∥∥ ∂P
∂ωj
∥∥∥∗
D(s,r)
≤ r
(1 + ln j)β
〈P 〉∗r,D(s,r),
∥∥∥ ∂2P
∂ωj∂ωl
∥∥∥∗
D(s,r)
≤
〈P 〉∗r,D(s,r)
(1 + ln j)β(1 + ln l)β
for all j, l ≥ 1 and ωj = zj , zj . The index β ≥ 2(n+ 2) is apparently different from β1 > 0 in [22],
which we will explain in the following. As in [22] we obtain a better estimate for F , i.e.∥∥∥ ∂F
∂ωj
∥∥∥∗
D(s,r)
≤ r
j(1 + ln j)β
〈F 〉+,∗r,D(s,r),
∥∥∥ ∂2F
∂ωj∂ωl
∥∥∥∗
D(s,r)
≤
〈F 〉+,∗r,D(s,r)
(1 + ln j)β(1 + ln l)β(1 + |j − l|)
for all j, l ≥ 1 and ωj = zj, zj .
The shift in normal frequencies in the next step Ω+j (ξ) = Ωj(ξ) + Ω̂j(ξ) satisfies much weaker
estimate
|Ω̂j |  α(1 + ln j)−2β , j ≥ 1, (1.11)
comparing with the corresponding one in [22], which is
|Ω̂j |  αj−2β , j ≥ 1. (1.12)
Fact proved that the weaker estimate (1.11) brought new troubles in measure estimates. The
consequence is that we need a new small divisor condition
|〈k, ω(ξ)〉+ 〈l,Ω(ξ)〉| ≥ 〈l〉α
exp(|k|τ/β) , β ≥ 2τ ≥ 2(n+ 2), (1.13)
in the KAM proof, which will be clear in the following.
For simplicity we suppose ω(ξ) = ξ and Ωj(ξ) = 2j − 1 + O(α(1 + ln j)−2β)(j ≥ 1). Our main
trouble is to estimate the set⋃
k,j,b
1≤b≤c|k|
{
ξ ∈ Π : |fk,jb(ξ)| < αb
∆1(|k|)
}
,
where
fk,jb(ξ) := 〈k, ω(ξ)〉+Ωi(ξ)− Ωj(ξ) = 〈k, ξ〉+ 2b+O
(
α(1 + ln j)−2β
)
,
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i = j + b and ∆1(·) will be chosen later. From a straightforward computation(see 1.11), if j ≥
j0 = exp{(c∆(|k|))
1
2β }, then |fk,jb(ξ)| ≥ αb∆−1(|k|) ≥ αb∆−11 (|k|), where ∆1(|k|) ≥ ∆(|k|) and
|〈k, ξ〉+ 2b| ≥ 2αb∆−1(|k|). For the rest,
Meas
( ⋃
1≤j≤j0
1≤b≤c|k|
{
ξ ∈ Π : |fk,jb(ξ)| < αb
∆1(|k|)
})  α|k|2
∆1(|k|) · exp
{
(c∆(|k|)) 12β }. (1.14)
(1.14) explains (1.13) since we set ∆(l) = lτ , and thus ∆1(l) = exp(l
τ/β). The index β ≥ 2(n+ 2)
comes from Lemma 5.1(β > τ) and β = ιτ ≥ 2τ ≥ 2(n+ 2)(see Theorem 6.1 for τ ≥ n + 2 ). In
the KAM proof we set ι ≥ 2 for simplicity.
We remark that the structure (1.11) or (1.12) is not necessary for some evolution equations.
Based on the work [14], Berti, Biasco and Procesi in [3, 4] found a remarkable structure for
Ω+j (ξ) = Ωj(ξ) + Ω̂j(ξ) in 1d derivative wave equation where Ω̂j(ξ) = a+(ξ) + O(
1
j )(j ≫ 1) and
a+(ξ) is independent of j(similar for j < 0). But we don’t know whether there exists similar or
weaker structure for 1d harmonic oscillator, which is a potential way to solve Eliasson’s problem.
To finish the proof of Theorem 1.1 we will follow the scheme given by Eliasson and Kuksin
in [13]. As in [13] the equation (1.1) is rewritten into an autonomous Hamiltonian system in an
extended phase space P2 := Tn × Rn × ℓ2,2 × ℓ2,2, with the Hamiltonian function H = N + εP,
where
N := N(ω) =
∑
1≤j≤n
ωjyj +
∑
j≥1
(2j − 1)zj z¯j.
and
P (θ, z, z¯) =
∫
R
V (x, θ;ω)(
∑
j≥1
zjhj)(
∑
j≥1
z¯jhj)dx
is quadratic in (z, z¯). Here the external parameters are the frequencies ω = (ωj)1≤j≤n ∈ Π :=
[0, 2π)n and the normal frequencies Ωj = 2j − 1 are independent of ω. To apply Theorem 2.2 into
the above Hamiltonian we need to check all the assumptions in Theorem 2.2 are satisfied, and thus
finish the proof of Theorem 1.1. In fact we need an improved estimate on hn(x). For simplicity
we define the weighted L2 norm of hn(x),
|||hn(x)||| =
(∫
R
h2n(x)
(1 + ln(1 + x2))2δ1
dx
) 1
2
,
with δ1 > 0.
Lemma 1.4. Suppose hn(x) satisfies (1.5), then for any n ≥ 1,
|||hn(x)||| ≤ Cδ1
(1 + lnn)δ1
,
where Cδ1 is a constant depending on δ1 only.
In the end of this section we give a fast description on the recent development in KAM theory.
For the KAM results with bounded perturbations see [17, 25, 27, 28, 31, 32] for 1d-NLS. For high
dimensional NLS see the milestone work by Eliasson and Kuksin [14], where they found and defined
a To¨plitz-Lipschitz property and used it to control the shift of the normal frequencies. See [16] and
[37] for recent development in nd-NLS. For nd-beam equations see [18] and [19] for the nonlinearity
g(u) and see [11] and [12] for more general nonlinearity g(x, u). Adapting the technics in [14] and
[22], Gre´bert and Paturel built a KAM for the Klein Gordon equation on Sd in [21]. We remark
that an earlier results for NLW and NLS on compact Lie groups via Nash Moser technics can be
found in [5] (see also [6]), in which Berti, Corsi and Procesi proved the existence of quasi-periodic
solutions without linear stability.
For the unbounded perturbations, the first KAM results have been obtained by Kuksin [29]-[30]
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for KdV with analytic perturbations(also see Kappeler and Po¨schel [26]). See [34] and [45] for
recent progress for 1d derivative nonlinear Schro¨dinger equation(DNLS), Benjiamin-Ono equation
and the reversible DNLS equation.
Plan of the proof of Theorem 1.1. In Sect. 2 we give an abstract KAM theorem(Thm. 2.2) which
will be used to prove Thm. 4.1, a Hamiltonian formulation of Thm. 1.1, in Sect. 4. In Sect. 3 we
prove the weighted L2 estimates on the Hermite basis. The KAM proof of Thm. 2.2 is deferred in
Sect. 5 while the measure estimates are presented in Sect. 6. We put two technical inequalities in
the Appendix.
Notations. 〈·, ·〉 is the standard scalar product in Rd or R∞. ‖·‖ is an operator-norm or ℓ2-norm. |·|
will in general denote a supremum norm with a notable exception. For l = (l1, l2, . . . , lk, . . . ) ∈ Z∞
so that only a finite number of coordinates are nonzero, we denote by |l| =
∞∑
j=1
|lj | its length,
〈l〉 = max{1, |
∞∑
j=1
jlj|}. We use the notations Z+ = {1, 2, · · · } and N = {0, 1, 2, · · · }.
The notation “  ” used below means ≤ modulo a multiplicative constant that, unless otherwise
specified, depends on n only.
We set Z = {(k, l) 6= 0, |l| ≤ 2} ⊂ Zn × Z∞. Denote by ∆ξη the difference operator in the
variable ξ, ∆ξηf = f(·, ξ)− f(·, η), where f is a real function.
We denote ℓ2,p
C
the Hilbert space of all complex sequences w = (wj)j≥1 with ‖w‖2p =∑
j≥1
jp|wj |2 < ∞. We denote ℓq∞ the space of all real(complex) sequences with finite norm
|w|ℓq∞ = sup
j≥1
|wj |jq <∞, where q ∈ R.
Following [38], we use ‖ · ‖∗(respectively 〈·〉∗) stands either for ‖ · ‖ or ‖ · ‖L(respectively 〈·〉 or
〈·〉L) and ‖ · ‖λ stands for ‖ · ‖ + λ‖ · ‖L. The notation Meas stands for the Lebesgue measure in
Rn.
2. KAM Theorem
2.1. KAM theorem. Following the exposition in [22], [25] and [38], we consider small perturba-
tions of a family of infinite-dimensional integrable Hamiltonians N(y, u, v; ξ) with parameter ξ in
the normal form
N =
∑
1≤j≤n
ωj(ξ)yj +
1
2
∑
j≥1
Ωj(ξ)(u
2
j + v
2
j ), (2.1)
on the phase space Mp := Tn × Rn × ℓ2,p × ℓ2,p with coordinates (θ, y, u, v). The ‘internal’
frequencies, ω = (ωj)1≤j≤n, as well as the ‘external’ ones, Ω = (Ωj)j≥1, are real valued and depend
on the parameter ξ ∈ Π ⊂ Rn and Π is a compact subset of Rn of positive Lebesgue measure. The
symplectic structure on Mp is the standard one given by ∑
1≤j≤n
dθj ∧ dyj +
∑
j≥1
duj ∧ dvj .
The Hamiltonian equations for motion of N are therefore
θ˙ = ω(ξ), y˙ = 0, u˙ = Ω(ξ)v, v˙ = −Ω(ξ)u,
where for any j ≥ 1, (Ω(ξ)u)j = Ωjuj. Hence, for any parameter ξ ∈ Π, on the n-dimensional
invariant torus,
T0 = T
n × {0} × {0} × {0},
the flow is rotational with internal frequencies ω(ξ). In the normal space, described by the (u, v)
coordinates, we have an elliptic equilibrium at the origin, whose frequencies are Ω(ξ) = (Ωj)j≥1.
Hence, for any ξ ∈ Π, T0 is an invariant, rotational, linearly stable torus for the Hamiltonian N .
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Our aim is to prove the persistence of this torus under small perturbationsN+P of the integrable
Hamiltonian N for a large Cantor set of parameter values ξ. To this end we make assumptions on
the frequencies of the unperturbed Hamiltonian N and on the perturbation P .
We need some notations for simplification. In the sequel, we use the distance
‖Ω− Ω′‖2β,Π = sup
ξ∈Π
sup
j≥1
(1 + ln j)2β |Ωj(ξ)− Ω′j(ξ)|,
and the semi-norm,
‖Ω‖L2β,Π = sup
ξ,η∈Π
ξ 6=η
sup
j≥1
(1 + ln j)2β |△ξηΩj |
|ξ − η| .
Assumption A (Frequencies):
(A1) The map ξ 7→ ω(ξ) between Π and its image ω(Π) is a homeomorphism which, together with
its inverse, is Lipschitz continuous.
(A2) There exists a real sequence (Ωj)j≥1, independent of ξ ∈ Π, of the form Ωj = a1j + a2 with
a1, a2 ∈ R and a1 6= 0, so that ξ 7−→ (Ωj −Ωj)j≥1 is a Lipschitz continuous map on Π with values
in ℓ−δ∞ (δ < 0). More clearly, for ξ ∈ Π, |Ω− Ω|ℓ−δ∞ ≤M1 with M1 > 0.
(A3) For all (k, l) ∈ Z,
Meas({ξ : k · ω(ξ) + l · Ω(ξ) = 0}) = 0.
and for all ξ ∈ Π,
l · Ω(ξ) 6= 0, ∀ 1 ≤ |l| ≤ 2.
The second set of assumptions concerns the perturbing Hamiltonian P and its vector field,
XP = (∂yP,−∂θP, ∂vP,−∂uP ). We use the notation iξXP for XP evaluated at ξ. Finally, we
denote by Mn
C
the complexification of the phase space Mp, Mp
C
= (C/2πZ)n × Cn × ℓ2,p
C
× ℓ2,p
C
.
Note that at each point of Mp
C
, the tangent space is given by
Pp
C
:= Cn × Cn × ℓ2,p
C
× ℓ2,p
C
.
To state the assumptions about the perturbation we need to introduce some domains and norms.
For s, r > 0, we define the complex neighborhood of T0−neighborhoods
D(s, r) = {|ℑθ| < s} × {|y| < r2} × {‖u‖p + ‖v‖p < r} ⊂MpC.
Here, for a in Rn or Cn, |a| = maxj |aj | and p ≥ 2. Let r > 0, then for W = (X,Y, U, V ) in PpC we
denote
|W |r = |X |+ 1
r2
|Y |+ 1
r
(‖U‖p + ‖V ‖p).
We then define the norms
‖P‖D(s,r) := sup
D(s,r)×Π
|P |, ‖P‖LD(s,r) := sup
ξ,η∈Π
ξ 6=η
sup
D(s,r)
|△ξηP |
|ξ − η| ,
and we define the semi-norms
‖XP ‖r,D(s,r) := sup
D(s,r)×Π
|XP |r, ‖XP ‖Lr,D(s,r) := sup
ξ,η∈Π
ξ 6=η
sup
D(s,r)
|△ξηXP |r
|ξ − η| .
In the sequel, we will often work in the complex coordinates z = 1√
2
(u − iv), z = 1√
2
(u + iv).
Notice that this is not a canonical change of variables and in the variables (θ, y, z, z¯) ∈ Mp
C
the
symplectic structure reads
∑
1≤j≤n
dθj ∧ dyj + i
∑
j≥1
dzj ∧ dz¯j , and the Hamiltonian in normal form is
N =
∑
1≤j≤n
ωj(ξ)yj +
∑
j≥1
Ωj(ξ)zj z¯j, (2.2)
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Assumption B (Perturbation):
(B1) We assume that there exist s, r > 0 so that
XP : D(s, r) ×Π 7−→ PpC.
Moreover iξXP (·, ξ) is analytic in D(s, r) for each ξ ∈ Π. iwP and iwXP are uniformly Lipschitz
on Π for each w ∈ D(s, r).
Similar as [22], we denote Γβr,D(s,r) as the following: Let β > 0, we say that P ∈ Γβr,D(s,r) if
〈P 〉r,D(s,r) + 〈P 〉Lr,D(s,r) <∞ where the norm 〈·〉r,D(s,r) is defined by the conditions
‖P‖D(s,r) ≤ r2〈P 〉r,D(s,r),
max
1≤j≤n
∥∥∥ ∂P
∂yj
∥∥∥
D(s,r)
≤ 〈P 〉r,D(s,r),∥∥∥ ∂P
∂ωj
∥∥∥
D(s,r)
≤ r
(1 + ln j)β
〈P 〉r,D(s,r), ∀ j ≥ 1 and ωj = zj , zj ,∥∥∥ ∂2P
∂ωj∂ωl
∥∥∥
D(s,r)
≤ 1
(1 + ln j)β(1 + ln l)β
〈P 〉r,D(s,r), ∀ j, l ≥ 1 and ωj = zj , zj ,
and the semi-norm 〈·〉Lr,D(s,r) is defined by the conditions
‖P‖LD(s,r) ≤ r2〈P 〉Lr,D(s,r),
max
1≤j≤n
∥∥∥ ∂P
∂yj
∥∥∥L
D(s,r)
≤ 〈P 〉Lr,D(s,r),∥∥∥ ∂P
∂ωj
∥∥∥L
D(s,r)
≤ r
(1 + ln j)β
〈P 〉Lr,D(s,r), ∀ j ≥ 1 and ωj = zj , zj ,∥∥∥ ∂2P
∂ωj∂ωl
∥∥∥L
D(s,r)
≤ 1
(1 + ln j)β(1 + ln l)β
〈P 〉Lr,D(s,r), ∀ j, l ≥ 1 and ωj = zj , zj .
(B2) P ∈ Γβr,D(s,r) for some β = ιτ ≥ ι(n+ 2) where ι ≥ 2.
Remark 2.1. In the application to 1d quantum harmonic oscillator we will choose β ≥ 2(n+ 2),
which is NOT the best choice. But we have no intent to obtain the optimal one for β.
We set |ω|Π ≤M, |ω−1|LΠ ≤ L and
|ω|LΠ + ‖Ω‖L2β,Π ≤M, (2.3)
where |ω|LΠ = sup
ξ,η∈Π
ξ 6=η
max
1≤k≤n
|△ξηωk|
|ξ−η| .
Theorem 2.2. (KAM)Suppose that N is a family of Hamiltonian of the form (2.2) defined on
the phase space Mp with p ≥ 2 depending on parameters ξ ∈ Π so that Assumption A is satisfied.
Then there exist γ > 0 and s > 0 so that every perturbation H = N + P of N which satisfies
Assumption B and the smallness condition
ε = (‖XP ‖r,D(s,r) + 〈P 〉r,D(s,r)) +
α
M
(‖XP ‖Lr,D(s,r) + 〈P 〉Lr,D(s,r)) ≤ γα5,
for some r > 0 and 0 < α ≤ 1, the following holds.
There exist
(i) a Cantor set Πα ⊂ Π with Meas(Π\Πα) 7→ 0 as α 7→ 0;
(ii) a Lipschitz family of real analytic,symplectic coordinates transformations
Φ : D(s/2, r/2)×Πα 7−→ D(s, r);
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(iii) a Lipschitz family of new normal form
N∗ =
n∑
j=1
ω∗j (ξ)yj +
∑
j≥1
Ω∗j (ξ)zj z¯j
defined on D(s/2, r/2)×Πα such that
H ◦ Φ = N∗ + P ∗,
where P ∗ is analytic on D(s/2, r/2) and globally of order 3 at T0. That is the Taylor expansion of
P ∗ only contains monomials ymzqz¯q¯ with 2|m|+ |q+ q¯| ≥ 3. Moreover each symplectic coordinates
transformation is close to the identity
‖Φ− Id‖r,D(s/2,r/2) ≤ cε1/2, (2.4)
and the new frequencies are close to the original ones
|ω∗ − ω|Πα + ‖Ω∗ − Ω‖2β,Πα ≤ cε, (2.5)
and the new frequencies satisfy a non resonance condition
|k · ω∗(ξ) + l · Ω∗(ξ)| ≥ α
2
· 〈l〉
exp(|k|1/ι) , ι ≥ 2, (k, l) ∈ Z, ξ ∈ Πα. (2.6)
Remark 2.3. As a consequence, for each ξ ∈ Πα the torus Φ(T0) is invariant under the flow of
the perturbed Hamiltonian H = N + P and all these tori are linearly stable.
3. Estimates on eigenfunctions in a weighted L2 norm
In this section we will prove Lemma 1.4. A well-known fact is that hn(x) = (n!2
nπ
1
2 )−
1
2 e−
1
2x
2
Hn(x)
where Hn(x) is the Hermite polynomial of degree n and hn(x) is an even or odd function of x
according to whether n is odd or even(see Titchmarsh [40]). The proof of Lemma 1.4 is based
upon Langer’s turning point theory as presented in Chapter 22.27 of [41](see [44]). For simplicity
we define the weighted L2 norms of hn(x) on R and R±, which are
|||hn(x)||| =
(∫
R
h2n(x)
(1 + ln(1 + x2))2δ1
dx
) 1
2
,
and
|||hn(x)|||± =
(∫
R±
h2n(x)
(1 + ln(1 + x2))2δ1
dx
) 1
2
with δ1 > 0.
From the symmetry |||hn(x)|||2 = 2|||hn(x)|||2+, and thus we only need to estimate |||hn(x)|||+.
In the following we assume n be sufficiently large. As in [44],
hn(x) = (λn − x2)− 14 (πζ
2
)
1
2H
(1)
1
3
(ζ) + (λn − x2)− 14 (πζ
2
)
1
2H
(1)
1
3
(ζ)O( 1
λn
)
:= ψ1(x) + ψ2(x),
where ζ(x) =
∫ x
X
√
λn − t2dt with X2 = λn. We only need to estimate ψ1(x) since the estimate
for ψ2(x) is even better. Let
Q(y) =
{
− ∫ 1y √1− s2ds, if y < 1,
i
∫ y
1
√
s2 − 1ds, if y > 1.
We have ζ(x) = λnQ(y). By Lemma 2.2 in [44] it holds that for any K > 1
Q(y) ∼ −(1− y) 32 , for 0 ≤ y ≤ 1,
−iQ(y) ∼ (y − 1) 32 , for 1 ≤ y ≤ K,
−iQ(y) ∼ y2, for y ≥ K.
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Recall that H
(1)
1
3
(ζ) satisfies the following([40]):
(1) when ζ = −z < 0, H(1)1
3
(ζ) = 2√
3
e−
1
6πi(J 1
3
(z) + J− 13 (z)) and
ζ
1
2H
(1)
1
3
(ζ) =
{
2
3
2π−
1
2 e
1
3πi(cos(z − π/4) +O(z−1)), z →∞,
2
2
3 3−
1
2Γ(2/3)−1e
1
3πiz
1
6 (1 +O(z)), z → 0, (3.1)
(2) when ζ = iw and w ≥ 0, H(1)1
3
(ζ) = 2π e
− 23πiK 1
3
(w) and
ζ
1
2H
(1)
1
3
(ζ) =
{ O(e−w), w →∞,
2
1
3 e−
1
6ππ−1Γ(1/3)w
1
6 +O(w 32 )), w → 0. (3.2)
If n is large, then
|||hn|||2+ ≤ 2
∫ +∞
0
|ψ1(x)|2
(1 + ln(1 + x2))2δ1
dx+ 2
∫ +∞
0
|ψ2(x)|2
(1 + ln(1 + x2))2δ1
dx
≤ C
∫ +∞
0
|ζ 12H(1)1
3
(ζ)|2
|1− y2| 12 (1 + ln(1 + y2X2))2δ1 dy.
Lemma 1.4 is a direct corollary from the following lemma.
Lemma 3.1. There exists C > 0 such that for large n,∫ +∞
0
|ζ 12H(1)1
3
(ζ)|2
|1− y2| 12 (1 + ln(1 + y2X2))2δ1 dy ≤
C · 22δ1
(1 + lnn)2δ1
. (3.3)
Proof. We split the integral into three parts( ∫ 1
0
+
∫ K
1
+
∫ +∞
K
) |ζ 12H(1)1
3
(ζ)|2
|1− y2| 12 (1 + ln(1 + y2X2))2δ dy = I1 + I2 + I3
and estimate them separately.
(1) When 0 ≤ y ≤ 1, ζ = −z < 0, we split the integral I1 into two parts I1 = I11 + I12. Applying
the first relation of (3.1) to I11 and the second to I12,
I11 ≤
∫ 1−X− 23
0
C
|1− y2| 12 (1 + ln(1 + y2X2))2δ1 dy
≤
( ∫ X− 12
0
+
∫ 1
X−
1
2
) C
|1 − y2| 12 (1 + ln(1 + y2X2))2δ1 dy
≤ C
(
X−
1
2 +
1
(1 + ln(1 +X))2δ1
)
≤ C · 2
2δ1
(lnn)2δ1
,
and
I12 ≤ C
∫ 1
1−X− 23
ζ
1
3
|1− y2| 12 (1 + ln(1 + y2X2))2δ1 dy
≤
∫ 1
1−X− 23
CX
2
3 (1− y) 12
|1− y2| 12 (1 + ln(1 + y2X2))2δ1 dy ≤
C · 22δ1
(lnn)2δ1
.
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(2) When 1 ≤ y ≤ K and w = −iζ ≥ 0, we split the integral I2 into two parts I2 = I21 + I22.
Applying the first relation of (3.2) to I21 and the second to I22, we obtain
I21 ≤
∫ K
1+X−
2
3
Ce−2X
2(y−1) 32
|1− y2| 12 (1 + ln(1 + y2X2))2δ1 dy
≤ C
(lnn)2δ1
∫ K
1+X−
2
3
e−2X
2(y−1) 32
(y − 1) 12 dy ≤
Cλn
− 23
(lnn)2δ1
≤ C
(lnn)2δ1
,
and
I22 ≤
∫ 1+X− 23
1
CX
2
3 (y − 1) 12
|1− y2| 12 (1 + ln(1 + y2X2))2δ1 dy
≤ C
(1 + ln(1 +X2))2δ1
≤ C
(lnn)2δ1
.
(3) When y ≥ K and w = −iζ > 0, we apply the first relation of (3.2) to I3,
I3 ≤
∫ ∞
K
Ce−2w
|1− y2| 12 (1 + ln(1 + y2X2))2δ1 dy
≤
∫ ∞
K
Ce−2X
2y2
y(1 + ln(1 + y2X2))2δ1
dy
≤ C 1
(1 + ln(1 +X2))2δ1
≤ C
(1 + lnn)2δ1
.
Combining the above estimates together, we obtain (3.3). 
4. Application to quantum harmonic oscillators
In this section, we will apply Theorem 2.2 to our model equation (1.1) and prove the results
stated in Section 1. For readers’ convenience, we rewrite the equation
i∂tu = −∂2xu+ x2u+ εV (x, ωt;ω)u, u = u(t, x), x ∈ R, (4.1)
where the potential V : R× Tn × Π ∋ (x, θ;ω) 7→ R is C3 smooth in all its variables and analytic
in θ. For ρ > 0 the function V (x, θ;ω) analytically in θ extends to the domain Tnρ as well as its
gradient in ω and satisfies (1.2)–(1.4) with β ≥ 2(n+ 2).
In the following we will follow the scheme developed by Eliasson and Kuksin in [13]. Expand
u and u¯ on the Hermite basis {hj}j≥1, u =
∑
j≥1 zjhj , u¯ =
∑
j≥1 z¯jhj . And thus (4.1) can be
written as a nonautonomous Hamiltonian system
z˙j = −i(2j − 1)zj − iε ∂
∂z¯j
P˜ (t, z, z¯), j ≥ 1,
˙¯zj = i(2j − 1)z¯j + iε ∂
∂zj
P˜ (t, z, z¯), j ≥ 1,
(4.2)
where
P˜ (t, z, z¯) =
∫
R
V (x, ωt;ω)(
∑
j≥1
zjhj)(
∑
j≥1
z¯jhj)dx,
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and (z, z¯) ∈ ℓ2,2 × ℓ2,2. As [13] and [22], we write (4.2) as an autonomous Hamiltonian system in
an extended phase space P2 := Tn × Rn × ℓ2,2 × ℓ2,2,
z˙j = −i(2j − 1)zj − iε ∂
∂z¯j
P (θ, z, z¯), j ≥ 1,
˙¯zj = i(2j − 1)z¯j + iε ∂
∂zj
P (θ, z, z¯), j ≥ 1,
θ˙j = ωj, j = 1, 2, . . . , n,
y˙j = −ε ∂
∂θj
P (θ, z, z¯), j = 1, 2, . . . , n,
(4.3)
with the Hamiltonian function H = N + εP, where
N := N(ω) =
∑
1≤j≤n
ωjyj +
∑
j≥1
(2j − 1)zj z¯j.
and
P (θ, z, z¯) =
∫
R
V (x, θ;ω)(
∑
j≥1
zjhj)(
∑
j≥1
z¯jhj)dx
is quadratic in (z, z¯). Here the external parameters are the frequencies ω = (ωj)1≤j≤n ∈ Π :=
[0, 2π)n and the normal frequencies Ωj = 2j − 1 are independent of ω. We remark that the first
three equations of (4.3) are independent of y and equivalent to (4.2).
Similar as [22], we have
Theorem 4.1. Assume that V satisfies all the conditions in Theorem 1.1 and β ≥ 2(n+2). Then
there exists ε0 such that for all 0 ≤ ε < ε0 there exist
(i) Πε ⊂ [0, 2π)n of positive measure and Meas(Πε)→ (2π)n as ε→ 0;
(ii) a Lipschitz family of real analytic, symplectic and linear coordinates transformation Φ : Πε ×
P0 7→ P0 of the form
Φω(y, θ, ζ) = (y +
1
2
ζ ·Mω(θ)ζ, θ, Lω(θ)ζ) (4.4)
where ζ = (z, z¯), Mω(θ) and Lω(θ) are linear bounded operators from ℓ
2,p × ℓ2,p into itself for all
p ≥ 0 and Lω(θ) is invertible;
(iii) a Lipschitz family of new normal forms
N∗(ω) =
∑
1≤j≤n
ωjyj +
∑
j≥1
Ω∗j (ω)zj z¯j;
such that on Πε × P0, H ◦ Φ = N∗.
Moreover the new external frequencies are close to the original ones, ‖Ω∗ − Ω‖2β,Πε ≤ cε, and
the new frequencies satisfy a nonresonant condition, i.e.
|k · ω + l · Ω∗(ω)| ≥ α
2
· 〈l〉
exp(|k|1/ι) , ι ≥ 2, (k, l) ∈ Z,
for some α > 0 and ω ∈ Πε.
Proof. As [22], Assumption A is clear. We now check Assumption B holds. Firstly, we need to
check that ( ∂P∂zk )k≥1 ∈ ℓ2,2 and (
∂Pωj
∂zk
)k≥1 ∈ ℓ2,2 with j = 1, · · · , n.
Note that ∂P∂zk =
∫
R
V (x, θ;ω)u¯hkdx, which is the k-th coefficient of the decomposition of
V (x, θ;ω)u¯ in the Hermite basis. It follows that ( ∂P∂zk )k≥1 ∈ ℓ2,2 if and only if V (x, θ;ω)u¯ ∈ H2.
From |V | ≤ C, |∂xV | ≤ C, |∂2xV | ≤ C, u¯ ∈ H2 and a straightforward computation, we have
V (x, θ;ω)u¯ ∈ H2. This implies that ( ∂P∂zk )k≥1 ∈ ℓ2,2. Similarly from |∂ωjV | ≤ C, |∂x(∂ωjV )| ≤
C, |∂2x(∂ωjV )| ≤ C and u¯ ∈ H2 we obtain (
∂Pωj
∂zk
)k≥1 ∈ ℓ2,2 and thus (B1) is satisfied.
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In the following we turn to (B2) in Assumption B. From (1.2), Lemma 1.4 and a straightforward
computation,∥∥∥ ∂P
∂zk
∥∥∥
D(s,r)
= sup
D(s,r)
∣∣∣ ∫
R
V (x, θ;ω)u¯hkdx
∣∣∣

(∫
R
|hk|2
(1 + ln(1 + x2))2β
dx
) 1
2 · sup
D(s,r)
( ∫
R
|u¯|2dx
) 1
2  Cβr
(1 + ln k)β
.
Similarly, ∥∥∥ ∂2P
∂zk∂z¯l
∥∥∥
D(s,r)
= sup
D(s,r)
∣∣∣ ∫
R
V (x, θ;ω)hkhldx
∣∣∣  Cβ
(1 + ln k)β(1 + ln l)β
.
From the conditions (1.2) - (1.4) and a similar computation we obtain∥∥∥ ∂P
∂zk
∥∥∥L
D(s,r)
 Cβr
(1 + ln k)β
and
∥∥∥ ∂2P
∂zk∂z¯l
∥∥∥L
D(s,r)
 Cβ
(1 + ln k)β(1 + ln l)β
.
It follows that P ∈ Γβr,D(s,r) with s = ρ and β ≥ 2(n+ 2).
For our application to Theorem 1.1 we will choose M = 2π, β = ι(n+ 2) with ι ≥ 2. A straight
computation shows that
‖XεP ‖r,D(ρ,r) + 〈εP 〉r,D(ρ,r) +
α
2π
(‖XεP ‖Lr,D(ρ,r) + 〈εP 〉Lr,D(ρ,r))
 c(ι, n)ε
ρ
(1 + α) ≤ 2c(ι, n)ε
ρ
≤ γα5,
if we choose α = ε
1
10 and ε ≤ ε0 := ( γρ2c(ι,n))2.
Therefore Theorem 2.2 applies with p = 2. Following [22] we have:
(i) the symplectic coordinates transformation Φ is quadratic and thus it is defined on the whole
phase space and have the form
Φω(y, θ, ζ) = (y +
1
2
ζ ·Mω(θ)ζ, θ, Lω(θ)ζ);
(ii) the new normal form still have the same frequencies vector ω;
(iii) the new Hamiltonian reduces to the new normal form, i.e., R∗ = 0;
(iv) the symplectic coordinates transformation Φω, which is defined by Theorem 4.1 on each P2,
extends to P0 := Tn × Rn × ℓ2,0 × ℓ2,0.
We complete the proof of Theorem 4.1. Meanwhile, Theorem 1.1 follows directly from Theorem
4.1. 
Proof of Corollary 1.2. See [22]. 
Proof of Corollary 1.3. We follow the scheme developed in [22]. Firstly we write the solution
u(t, x) of (4.1) with initial datum u0(x) =
∑
j≥1 zj(0)hj(x) as u(t, x) =
∑
j≥1 zj(t)hj(x) with
(z, z¯)(t) = Lω(ωt)(z
′(0)e−iΩ
∗t, z¯′(0)eiΩ
∗t)
and (z′(0), z¯′(0)) = L−1ω (0)(z(0), z¯(0)). From the structure of Lω(θ), more clearly (Lω(θ))
12
jk =
(Lω(θ))
21
jk = 0, we then have
u(t, x) =
∑
j≥1
ψj(ωt, x)e
−iΩ∗j t,
where ψj(θ, x) =
∑
l≥1(Lω(θ))
11
jkz
′
j(0)hl(x). In particular the solutions are all almost periodic
in time with a nonresonant frequencies vector (ω,Ω∗). By a straight computation we can prove
that ψj(ωt, x)e
−iΩ∗j t solves (4.1) if and only if k · ω + Ω∗j is an eigenvalue of K with eigenfunction
ψj(θ, x)e
ik·θ . This shows that the spectrum set of the Floquet operator K equals to {k ·ω+Ω∗j |k ∈
Zn, j ≥ 1} and thus we complete the proof. 
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5. Proof of KAM Theorem
5.1. The linearized equation. Let H = N + P be a Hamiltonian, where
N =
∑
1≤j≤n
ωj(ξ)yj +
∑
j≥1
Ωj(ξ)zj z¯j, (5.1)
and P satisfies Assumption B in Sect. 2. The aim in this section is to put N+P into a new normal
form N++P+ such that P+ is much smaller than P . To do this, we need to solve the homological
equation
{F,N}+ N̂ = R, (5.2)
where R is the second order Taylor approximation of P ,
R =
∑
2|m|+|q+q¯|≤2
∑
k∈Zn
Rkmqq¯e
ikθymzqz¯q¯ (5.3)
with Rkmqq¯ = Pkmqq¯ , and F has a similar form as R,
F =
∑
2|m|+|q+q¯|≤2
∑
k∈Zn
Fkmqq¯e
ikθymzqz¯q¯. (5.4)
From [38], we have
Lemma 5.1. Suppose |ω|L + ‖Ω‖L2β,Π ≤M uniformly on Π and
|〈k, ω(ξ)〉+ 〈l,Ω(ξ)〉| ≥ 〈l〉α
Ak
, (k, l) ∈ Z,
where α > 0 and Ak = e
|k|τ/β (β > τ). Then the linearized equation {F,N}+ N̂ = R has a solution
F, N̂ satisfying [F ] = 0, N̂ = [R] =
∑
|m|+|q|=1
R0mqqy
mzqz¯q, and
‖XN̂‖r ≤ ‖XR‖r , ‖XF‖r,D(s−σ,r) ≤
c(n, β)e3(
4
σ )
t1
α
‖XR‖r ,
‖XN̂‖Lr ≤ ‖XR‖Lr , ‖XF ‖Lr,D(s−σ,r) ≤
c(n, β)e3(
4
σ )
t1
α
(‖XR‖Lr +
M
α
‖XR‖r)
for 0 < σ ≤ s, t1 = τβ−τ and the short hand ‖ · ‖r = ‖ · ‖r,D(s,r) is used.
Introduce the space Γβ,+r,D(s,r) ⊂ Γβr,D(s,r) endowed with the norm 〈·〉+r,D(s,r) + 〈·〉+,Lr,D(s,r) defined
by the following conditions:
‖F‖∗D(s,r) ≤ r2〈F 〉+,∗r,D(s,r), max1≤j≤n
∥∥∥ ∂F
∂yj
∥∥∥∗
D(s,r)
≤ 〈F 〉+,∗r,D(s,r),∥∥∥ ∂F
∂wj
∥∥∥∗
D(s,r)
≤ r
j(1 + ln j)β
〈F 〉+,∗r,D(s,r), ∀j ≥ 1 and wj = zj or z¯j ,∥∥∥ ∂2F
∂wj∂wl
∥∥∥∗
D(s,r)
≤
〈F 〉+,∗r,D(s,r)
(1 + |j − l|)(1 + ln j)β(1 + ln l)β , ∀j, l ≥ 1 and wj = zj or z¯j .
Lemma 5.2. Assume that the frequencies satisfy
|〈k, ω(ξ)〉+ 〈l,Ω(ξ)〉| ≥ 〈l〉α
Ak
, (k, l) ∈ Z, (5.5)
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where α > 0 and Ak = e
|k|τ/β (β > τ) uniformly on Π. Let F, N̂ be given in the above lemma and
R ∈ Γβr,D(s,r), then for any 0 < σ < s, we have F ∈ Γβ,+r,D(s−σ,r), N̂ ∈ Γβr,D(s−σ,r) such that
〈F 〉+r,D(s−σ,r) ≤
c(n, β)e2(
2
σ )
t1
α
〈R〉r,D(s,r),
〈F 〉+,Lr,D(s−σ,r) ≤
c(n, β)e6(
8
σ )
t1
α
(M
α
〈R〉r,D(s,r) + 〈R〉Lr,D(s,r)
)
with t1 =
τ
β−τ , and
〈N̂〉r,D(s−σ,r)  〈R〉r,D(s,r), 〈N̂〉Lr,D(s−σ,r)  〈R〉Lr,D(s,r).
Proof. Our aim is to solve the homological equation (5.2) and find a solution F for it. A straight-
forward computation shows that the coefficients in (5.4) are given by
iFkmqq¯ =

Rkmqq¯
k · ω + (q − q¯)Ω , if |k|+ |q − q¯| 6= 0,
0, otherwise.
(5.6)
As [22], in the following we will use the notation qj = (0, · · · , 0, 1, 0, · · · ), where “1” is in the j−th
position and qjl = qj + ql. The variables z and z¯ exactly play the same role, therefore it is enough
to study the derivatives in z. We first show that
〈F 〉+r,D(s−σ,r) 
c(n, β)e2(
2
σ )
t1
α
〈R〉r,D(s,r).
From |Rk0qjl0|  〈R〉r,D(s,r)e
−|k|s
(1+ln j)β(1+ln l)β
, (5.5) and (5.6),
|Fk0qjl0| 
Ak〈R〉r,D(s,r)e−|k|s
α|j + l|(1 + ln j)β(1 + ln l)β 
Ak〈R〉r,D(s,r)e−|k|s
α(1 + |j − l|)(1 + ln j)β(1 + ln l)β .
Therefore, ∥∥∥ ∂2F
∂zj∂zl
∥∥∥
D(s−σ,r)
≤
∑
k∈Zn
|Fk0qjl0|e|k|(s−σ)

∑
k∈Zn
Ak〈R〉r,D(s,r)e−|k|σ
α(1 + |j − l|)(1 + ln j)β(1 + ln l)β
 c(n, β)e
2( 2σ )
t1
α(1 + |j − l|)(1 + ln j)β(1 + ln l)β 〈R〉r,D(s,r). (5.7)
From Lemma 7.3 and a similar computation, we have∥∥∥ ∂F
∂zj
∥∥∥
D(s−σ,r)
 c(n, β)re
2( 2σ )
t1
α(1 + j)(1 + ln j)β
〈R〉r,D(s,r). (5.8)
Similarly, ∥∥∥ ∂F
∂yj
∥∥∥
D(s−σ,r)
 c(n, β)e
2( 2σ )
t1
α
〈R〉r,D(s,r), (5.9)
and
‖F‖D(s−σ,r) 
c(n, β)e2(
2
σ )
t1
α
r2〈R〉r,D(s,r). (5.10)
The above estimates (5.7), (5.8), (5.9) and (5.10) show us that
〈F 〉+r,D(s−σ,r) 
c(n, β)e2(
2
σ )
t1
α
〈R〉r,D(s,r).
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It remains to check the estimates with the Lipschitz semi-norms. As in [38], for |k|+ |qj−ql| 6= 0
define δk,jl = k · ω +Ωj − Ωl and ∆ = ∆ξζ . Then we have
i∆Fk0qj q¯l = δ
−1
k,jl(η)∆Rk0qj q¯l +Rk0qj q¯l(ξ)∆δ
−1
k,jl,
and
−∆δ−1k,jl =
〈k,∆ω〉+∆Ωj −∆Ωl
δk,jl(ξ)δk,jl(ζ)
.
By the small divisor assumptions and a direct computation, we have
|∆Fk0qj q¯l |
|ξ − η| 
Ak
α〈j − l〉
|∆Rk0qj q¯l |
|ξ − η| +
M |k|A2k
α2〈j − l〉2 |Rk0qj q¯l |
 |k|A
2
k
α〈j − l〉
( |∆Rk0qj q¯l |
|ξ − η| +
M
α
|Rk0qj q¯l |
)
.
Now we go to estimate 〈F 〉+,Lr,D(s−σ,r). We only estimate
∥∥∥ ∂2F
∂zj∂z¯l
∥∥∥L
D(s−σ,r)
. Note ∂
2F
∂zj∂z¯l
=∑
k∈Zn Fk0qj q¯le
ikθ and ∆ ∂
2F
∂zj∂z¯l
=
∑
k∈Zn ∆Fk0qj q¯le
ikθ, it follows that for (θ, y, z, z¯) ∈ D(s− σ, r),
|∆ ∂2F∂zj∂z¯l |
|ξ − η| ≤
∑
k
|∆Fk0qj q¯l |
|ξ − η| e
|k|(s−σ)

∑
k
|k|A2k
α〈j − l〉
( |∆Rk0qj q¯l |
|ξ − η| +
M
α
|Rk0qj q¯l |
)
e|k|(s−σ)

∑
k
|k|A2k
α〈j − l〉
(
|Rk0qj q¯l |L +
M
α
|Rk0qj q¯l |
)
e|k|(s−σ).
Combining with |Rk0qj q¯l |  〈R〉r,D(r,s)e
−|k|s
(1+ln j)β(1+ln l)β
and |Rk0qj q¯l |L 
〈R〉Lr,D(r,s)e−|k|s
(1+ln j)β(1+ln l)β
, we deduce that∥∥∥ ∂2F
∂zj∂z¯l
∥∥∥L
D(s−σ,r)
 c(n, β)e
6( 8σ )
t1
α(1 + ln j)β(1 + ln l)β(1 + |j − l|)
(M
α
〈R〉r,D(s,r) + 〈R〉Lr,D(s,r)
)
.
A similar computation for other terms provides that
〈F 〉+,Lr,D(s−σ,r) 
c(n, β)e6(
8
σ )
t1
α
(M
α
〈R〉r,D(s,r) + 〈R〉Lr,D(s,r)
)
.
The estimates for N̂ are similar and we omit the details. 
Now we turn to the estimates on Poisson bracket.
Lemma 5.3. Let R ∈ Γβr,D(s,r) and F ∈ Γβ,+r,D(s−σ,r) be both of degree 2, i.e., R, F are of the forms
(5.3) and (5.4), respectively. Then, for any 0 < 2σ < s,
〈{R,F}〉r,D(s−2σ, r2 ) 
1
σ
〈R〉r,D(s,r)〈F 〉+r,D(s−σ,r), (5.11)
〈{R,F}〉Lr,D(s−2σ, r2 ) 
1
σ
(〈R〉r,D(s,r)〈F 〉+,Lr,D(s−σ,r) + 〈F 〉+r,D(s−σ,r)〈R〉Lr,D(s,r)). (5.12)
Proof. For simplicity we denote 〈R〉 := 〈R〉r,D(s,r), 〈R〉L := 〈R〉Lr,D(s,r), 〈F 〉+ := 〈F 〉+r,D(s−σ,r) and
〈F 〉+,L := 〈F 〉+,Lr,D(s−σ,r). Note that
{R,F} =
n∑
k=1
( ∂R
∂θk
∂F
∂yk
− ∂R
∂yk
∂F
∂θk
)
+ i
∑
j≥1
( ∂R
∂zj
∂F
∂z¯j
− ∂R
∂z¯j
∂F
∂zj
)
,
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it remains to estimate each term of this expansion and its derivatives.
We first prove (5.11). From Cauchy and the basic inequality
∑
j≥1
1
j(1 + ln j)2β
 1(β ≥ 1), we
have
‖{R,F}‖D(s−2σ,r) 
r2〈R〉〈F 〉+
σ
. (5.13)
Similarly,
max
1≤j≤n
∥∥∥ ∂
∂yj
{R,F}
∥∥∥
D(s−2σ,r)
 〈R〉〈F 〉
+
σ
. (5.14)
Write
∂
∂zj
{R,F} =
n∑
k=1
( ∂2R
∂θk∂zj
∂F
∂yk
+
∂R
∂θk
∂2F
∂yk∂zj
− ∂
2R
∂yk∂zj
∂F
∂θk
− ∂R
∂yk
∂2F
∂θk∂zj
)
+ i
∑
k≥1
( ∂2R
∂zk∂zj
∂F
∂z¯k
+
∂R
∂zk
∂2F
∂z¯k∂zj
− ∂
2R
∂z¯k∂zj
∂F
∂zk
− ∂R
∂z¯k
∂2F
∂zk∂zj
)
:= (I) + (II). (5.15)
By a direct computation it holds that
‖(I)‖D(s−2σ, r2 ) ≤
n∑
k=1
( r〈R〉〈F 〉+
σ(1 + ln j)β
+
4r〈R〉〈F 〉+
σj(1 + ln j)β
+
4r〈R〉〈F 〉+
σ(1 + ln j)β
+
r〈R〉〈F 〉+
σj(1 + ln j)β
)
 r〈R〉〈F 〉
+
σ(1 + ln j)β
.
From Lemma 7.1, ‖(II)‖D(s−2σ, r2 ) 
r〈R〉〈F 〉+
(1+ln j)β . Thus∥∥∥ ∂
∂zj
{R,F}
∥∥∥
D(s−2σ, r2 )
 r〈R〉〈F 〉
+
σ(1 + ln j)β
. (5.16)
By the same method and Lemma 7.1 we obtain∥∥∥ ∂2
∂zj∂zl
{R,F}
∥∥∥
D(s−2σ, r2 )
 〈R〉〈F 〉
+
σ(1 + ln j)β(1 + ln l)β
. (5.17)
Together with (5.13)-(5.17), (5.11) is proved.
For the Lipschitz norm estimates, we first estimate ‖ ∂∂zj {R,F}‖LD(s−2σ,r2 ). Note that∥∥∥ ∂2R
∂θk∂zj
∂F
∂yk
∥∥∥L
D(s−2σ, r2 )
≤
∥∥∥ ∂2R
∂θk∂zj
∥∥∥L
D(s−2σ, r2 )
∥∥∥ ∂F
∂yk
∥∥∥
D(s−2σ, r2 )
+
∥∥∥ ∂2R
∂θk∂zj
∥∥∥
D(s−2σ, r2 )
∥∥∥ ∂F
∂yk
∥∥∥L
D(s−2σ, r2 )
where ∥∥∥ ∂2R
∂θk∂zj
∥∥∥
D(s−2σ, r2 )
≤ 1
σ
∥∥∥ ∂R
∂zj
∥∥∥
D(s,r)
≤ r〈R〉
σ(1 + ln j)β
,∥∥∥ ∂2R
∂θk∂zj
∥∥∥L
D(s−2σ, r2 )
≤ 1
σ
∥∥∥ ∂R
∂zj
∥∥∥L
D(s,r)
≤ r〈R〉
L
σ(1 + ln j)β
,∥∥∥ ∂F∂yk ∥∥∥D(s−2σ, r2 ) ≤ 〈F 〉+ and
∥∥∥ ∂F∂yk ∥∥∥LD(s−2σ, r2 ) ≤ 〈F 〉+,L. Hence∥∥∥ ∂2R
∂θk∂zj
∂F
∂yk
∥∥∥L
D(s−2σ, r2 )
 r(〈R〉
L〈F 〉+ + 〈R〉〈F 〉+,L)
σ(1 + ln j)β
.
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For the other terms in (I) in (5.15) the estimates are similar. Thus,
‖(I)‖LD(s−2σ, r2 ) 
r(〈R〉L〈F 〉+ + 〈R〉〈F 〉+,L)
σ(1 + ln j)β
.
For (II) we only estimate
∥∥∥ ∑
k≥1
∂2R
∂zk∂zj
∂F
∂z¯k
∥∥∥L
D(s−2σ, r2 )
. From Lemma 7.1,
∥∥∥∑
k
∂2R
∂zk∂zj
∂F
∂z¯k
∥∥∥L
D(s−2σ, r2 )
≤
∑
k
∥∥∥ ∂2R
∂zk∂zj
∥∥∥L
D(s−2σ, r2 )
∥∥∥ ∂F
∂z¯k
∥∥∥
D(s−2σ, r2 )
+
∑
k
∥∥∥ ∂2R
∂zk∂zj
∥∥∥
D(s−2σ, r2 )
∥∥∥ ∂F
∂z¯k
∥∥∥L
D(s−2σ, r2 )
≤
∑
k
〈R〉L
(1 + ln k)β(1 + ln j)β
r〈F 〉+
k(1 + ln k)β
+
∑
k
〈R〉
(1 + ln k)β(1 + ln j)β
r〈F 〉+,L
k(1 + ln k)β
 r
(1 + ln j)β
(〈R〉L〈F 〉+ + 〈R〉〈F 〉+,L).
Similar other estimates result in
‖(II)‖LD(s−2σ, r2 ) 
r
(1 + ln j)β
(〈R〉L〈F 〉+ + 〈R〉〈F 〉+,L).
Therefore, ∥∥∥ ∂
∂zj
{R,F}
∥∥∥L
D(s−2σ, r2 )
 r
σ(1 + ln j)β
(〈R〉L〈F 〉+ + 〈R〉〈F 〉+,L).
To obtain (5.12) we need some other estimates and the proofs are similar. We omit them for
simplicity. 
5.2. Phase flow. In this subsection we study the Hamiltonian flow generated by F ∈ Γβ,+r,D(s−σ,r)
which is globally of degree 2. Namely, we consider the system (θ˙(t), y˙(t), z˙(t),
˙¯z(t)) = XF (θ(t), y(t), z(t), z¯(t)),
(θ(0), y(0), z(0), z¯(0)) = (θ0, y0, z0, z¯0).
(5.18)
Lemma 5.4. Let 0 < 3σ < s and F ∈ Γβ,+r,D(s−σ,r) be of degree 2. Assume that
〈F 〉+r,D(s−σ,r) < Cσ. (5.19)
Then the solution of Eq. (5.18) with the initial condition (θ0, y0, z0, z¯0) ∈ D(s − 3σ, r4 ) satisfies
(θ(t), y(t), z(t), z¯(t)) ∈ D(s− 2σ, r2 ) for all 0 ≤ t ≤ 1, and we have the estimates
sup
0≤t≤1
∣∣∣∂yk(t)
∂w0j
∣∣∣  r
σ(1 + ln j)β
〈F 〉+r,D(s−σ,r), (5.20)
sup
0≤t≤1
∣∣∣∂wk(t)
∂w0j
∣∣∣  1
(1 + ln j)β(1 + ln k)β(1 + |j − k|) 〈F 〉
+
r,D(s−σ,r) + δjk, (5.21)
sup
0≤t≤1
∣∣∣∂yk(t)
∂y0j
∣∣∣  1
σ
〈F 〉+r,D(s−σ,r) + δjk, (5.22)
sup
0≤t≤1
∣∣∣ ∂2yk(t)
∂w0j∂w
0
i
∣∣∣  1
σ(1 + ln j)β(1 + ln i)β(1 + |j − i|) 〈F 〉
+
r,D(s−σ,r) (5.23)
with wk = zk or z¯k and w
0
k = z
0
k or z¯
0
k, k = 1, 2, · · · .
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Before we give the proof of Lemma 5.4 we introduce a space of infinite dimensional matrices
with decaying coefficients. We denote by M the set of infinite matrices A : Z+ × Z+ 7→ M2×2(C)
with values in the space of complex 2× 2 matrices and
|A| := sup
i,j≥1
‖Aij‖HS <∞,
where ‖ · ‖HS denotes the Hilbert Schmidt norm:
‖M‖2HS :=
2∑
k,l=1
|Mkl|2,
where M ∈ M2×2(C). For β > 0 we define Mβ the subset of M such that [A]β < ∞, where the
norm [·]β is given by the condition
sup
ξ∈Π
‖Aij‖HS ≤ [A]β
(1 + ln i)β(1 + ln j)β(1 + |i− j|) , i, j ≥ 1.
In the following lemma we will suppress the parameter ξ for simplicity.
Lemma 5.5. Let A,B ∈ Mβ where ξ ∈ Π. Then A ·B ∈Mβ and [A · B]β  [A]β [B]β .
Proof. For all j, l ≥ 1, (A · B)jl =
∑
k AjkBkl. Thus, for ξ ∈ Π,
‖(A · B)jl‖HS ≤
∑
k≥1
‖Ajk‖HS‖Bkl‖HS
≤
∑
k≥1
[A]β
(1 + ln j)β(1 + ln k)β(1 + |j − k|)
[B]β
(1 + ln k)β(1 + ln l)β(1 + |k − l|)
≤ [A]
+
β [B]
+
β
(1 + ln j)β(1 + ln l)β
∑
k≥1
1
(1 + ln k)2β(1 + |k − l|)(1 + |j − k|)
 [A]β [B]β
(1 + ln j)β(1 + ln l)β(1 + |j − l|) .
The last inequality comes from β ≥ 1, Lemma 7.1 and a similar discussion as Lemma 3.6 in [22]. 
Proof of Lemma 5.4: For simplicity we introduce the notations ζj = (zj , z¯j) and ζ = (ζj)j≥1. Then
F reads
F (θ, y, ζ) = a0(θ) + a1(θ) · y + b(θ) · ζ + 1
2
(B(θ)ζ) · ζ (5.24)
with a0(θ) = F (θ, 0, 0), a1(θ) = ∇yF (θ, 0, 0), b(θ) = ∇ζF (θ, 0, 0) and B = (Bij) is the infinite
matrix where
Bij(θ) =
(
∂2F
∂zi∂zj
(θ, 0, 0) ∂
2F
∂zi∂z¯j
(θ, 0, 0)
∂2F
∂z¯i∂zj
(θ, 0, 0) ∂
2F
∂z¯i∂z¯j
(θ, 0, 0)
)
. (5.25)
The flow XtF exists for 0 ≤ t ≤ 1 and maps D(s − 3σ, r/4) into D(s − 2σ, r/2). In the sequel we
write
(θ(t), y(t), ζ(t)) = XtF (θ
0, y0, ζ0). (5.26)
From the equation θ˙ = ∇yF (θ, y, ζ) and (5.19), we have the bound sup0≤t≤1 |ℑθ(t)| < s− 2σ.
We now turn to the equation in ζ. To solve
ζ˙(t) = J∇ζF (θ, y, ζ)(t) = b1(t) + B(t)ζ(t), ζ(0) = ζ0,
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where b1(t) = Jb(θ(t)) and B(t) = JB(θ(t)) with
J = diag
{(
0 1
−1 0
)}
j≥1
,
we iterate the integral formulation of the problem
ζ(t) = ζ0 +
∫ t
0
(b1(t1) + B(t1)ζ(t1))dt1,
and formally obtain
ζ(t) = b∞(t) + (1 + B∞(t))ζ0, (5.27)
where
b∞(t) =
∑
k≥1
∫ t
0
∫ t1
0
· · ·
∫ tk−1
0
∏
1≤j≤k−1
B(tj)b1(tk)dtk · · · dt1, (5.28)
and
B∞(t) =
∑
k≥1
∫ t
0
∫ t1
0
· · ·
∫ tk−1
0
∏
1≤j≤k
B(tj)dtk · · · dt1. (5.29)
It is clear that there exists C > 0 so that
sup
0≤t≤1
‖B(t)‖L(ℓ2,p,ℓ2,p) ≤ C,
and thus, for all 0 ≤ t ≤ 1 the series (5.28) converges by
‖b∞(t)‖ℓ2,p ≤ sup
0≤t≤1
‖b1(t)‖ℓ2,p
∑
k≥1
(4〈F 〉+)k−1
k!
≤ e sup
0≤t≤1
‖b1(t)‖ℓ2,p .
Similarly for 0 ≤ t ≤ 1, ‖B∞(t)‖L(ℓ2,p,ℓ2,p) ≤ 4e〈F 〉+. As a conclusion, the formula (5.27) makes
sense. In fact we can say more about B∞(t). For |ℑθ| < s− 2σ,
|B11ij | = |B21ij | =
∣∣∣ ∂2F
∂z¯i∂zj
(θ, 0, 0)
∣∣∣ ≤ 〈F 〉+
(1 + ln i)β(1 + ln j)β(1 + |i− j|) .
Similar estimates hold for B12ij , B21ij and B22ij . Recall that B(t) = JB(θ(t)) and |ℑθ(t)| < s− 2σ for
0 ≤ t ≤ 1. It follows B(t) ∈Mβ and sup
0≤t≤1
[B(t)]β ≤ 〈F 〉+. Hence, by Lemma 5.5 and (5.29),
sup
0≤t≤1
[B∞(t)]β ≤ e〈F 〉
+ − 1 ≤ e〈F 〉+r,D(s−σ,r). (5.30)
In the following we study the equation in y, y˙(t) = −∇θF (θ, y, ζ)(t), y(0) = y0. From (5.24),
y˙(t) = f(t) + g(t)y(t), y(0) = y0,
where f(t) = −∇θa0(θ(t))−∇θb(θ(t))ζ− 12 (∇θB(θ(t))ζ) ·ζ and g(t) = −∇θ∇yF (θ, 0, 0). As above,
we have formally
y(t) = f∞(t) + (1 + g∞(t))y0, (5.31)
where
f∞(t) =
∑
k≥1
∫ t
0
∫ t1
0
· · ·
∫ tk−1
0
∏
1≤j≤k−1
g(tj)f(tk)dtk · · · dt1,
and
g∞(t) =
∑
k≥1
∫ t
0
∫ t1
0
· · ·
∫ tk−1
0
∏
1≤j≤k
g(tj)dtk · · · dt1.
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From Cauchy we have
sup
0≤t≤1
‖g(t)‖  1
σ
max
1≤j≤n
∣∣∣ ∂F
∂yj
(θ(t), 0, 0)
∣∣∣ ≤ 1
σ
〈F 〉+r,D(s−σ,r) := κ,
which follows that for 0 ≤ t ≤ 1,
‖f∞(t)‖ ≤
∑
k≥1
∫ t
0
∫ t1
0
· · ·
∫ tk−1
0
∏
1≤j≤k−1
κk−1‖f(t)‖dtk · · · dt1
≤ sup
0≤t≤1
‖f(t)‖
∑
k≥1
κk−1
k!
 sup
0≤t≤1
‖f(t)‖.
Similarly for 0 ≤ t ≤ 1,
‖g∞(t)‖  〈F 〉
+
σ
. (5.32)
Therefore (5.31) makes sense.
Now we turn to show the estimates on the solutions of the equations (5.18). By (5.27),
∇ζ0j ζk(t) =
(
1 0
0 1
)
δkj + B∞kj(t), (5.33)
and (5.30) we have (5.21). From yk(t) = f
∞
k (t)+y
0
k+
∑
1≤j≤n g
∞
jk(t)y
0
j and (5.32) we obtain (5.22).
In the following we give the estimates (5.20) and (5.23).
Since g and g∞ do not depend on ζ, we obtain that
∂y(t)
∂z0j
=
∂f∞
∂z0j
. Now by the definition of
f∞, we deduce that, for 0 ≤ t ≤ 1,∥∥∥∂y(t)
∂z0j
∥∥∥ = ∥∥∥∑
k≥1
∫ t
0
∫ t1
0
· · ·
∫ tk−1
0
∏
1≤j≤k−1
g(tj)
∂f(tk)
∂z0j
dtk · · · dt1
∥∥∥
≤
∑
k≥1
∫ 1
0
∫ t1
0
· · ·
∫ tk−1
0
∏
1≤j≤k−1
‖g(tj)‖
∥∥∥∂f(tk)
∂z0j
∥∥∥dtk · · · dt1
≤
∑
k≥1
∫ t
0
∫ t1
0
· · ·
∫ tk−1
0
Bk−1
∥∥∥∂f(tk)
∂z0j
∥∥∥dtk · · · dt1
 sup
0≤t≤1
|∇ζ0j f(t)|.
From a straightforward computation we have, for all 1 ≤ l ≤ n,
∇ζkfl(t) = −∂θlbk(θ(t)) −
∑
i≥1
∂θlBki(θ(t))ζi(t), with bk(θ) = ∇ζkF (θ, 0, 0). (5.34)
By Cauchy we obtain that
sup
0≤t≤1
|∂θlbk(θ(t))| 
1
σ
sup
|ℑθ|<s−2σ
|∇ζkF (θ, 0, 0)| 
1
σ
r〈F 〉+r,D(s−σ,r)
k(1 + ln k)β
.
For the second term in (5.34) we obtain by Cauchy
sup
0≤t≤1
‖∂θlBki(θ(t))‖ 
〈F 〉+r,D(s−σ,r)
σ(1 + |k − i|)(1 + ln k)β(1 + ln i)β .
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Thus,
‖∇ζkfl(t)‖ 
r〈F 〉+r,D(s−σ,r)
σk(1 + ln k)β
+
∑
i≥1
〈F 〉+r,D(s−σ,r)
σ(1 + |k − i|)(1 + ln k)β(1 + ln i)β ‖ζi‖

〈F 〉+r,D(s−σ,r)
σ(1 + ln k)β
(
r +
∑
i≥1
‖ζi‖
(1 + |k − i|)(1 + ln i)β
)

r〈F 〉+r,D(s−σ,r)
σ(1 + ln k)β
.
Further, from ∇ζ0j fl(t) =
∑
k≥1
∇ζ0j ζk∇ζkfl(t), we have
‖∇ζ0j fl(t)‖ ≤
∑
k≥1
‖∇ζ0j ζk‖‖∇ζkfl(t)‖

∑
k≥1,k 6=j
〈F 〉+r,D(s−σ,r)
(1 + |k − j|)(1 + ln k)β(1 + ln j)β ·
r〈F 〉+r,D(s−σ,r)
σ(1 + ln k)β
+
r〈F 〉+r,D(s−σ,r)
σ(1 + ln j)β

r〈F 〉+r,D(s−σ,r)
σ(1 + ln j)β
(
1 +
∑
k≥1,k 6=j
1
(1 + |k − j|)(1 + ln k)2β
)

r〈F 〉+r,D(s−σ,r)
σ(1 + ln j)β
.
The above third inequality comes from Lemma 7.1 and β ≥ 1. It then follows
sup
0≤t≤1
∥∥∥∂yk(t)
∂z0j
∥∥∥  r〈F 〉+r,D(s−σ,r)
σ(1 + ln j)β
.
It remains to show (5.23). First we have
sup
0≤t≤1
∣∣∣∂2yk(t)
∂z0j∂z
0
i
∣∣∣  sup
0≤t≤1
‖∇ζ0i∇ζ0j f(t)‖.
Note ‖∇ζ0i∇ζ0j f(t)‖ = ‖∇θBij(θ(t))‖ and use Cauchy in θ,∣∣∣∂2yk(t)
∂z0j∂z
0
i
∣∣∣  〈F 〉+r,D(s−σ,r)
σ(1 + ln i)β(1 + ln j)β(1 + |i− j|) .

Similarly, we have
Lemma 5.6. Under the assumptions of Lemma 5.4 and the condition 〈F 〉+,Lr,D(s−σ,r) ≤ Cσ, the
solution of (5.18) satisfies
sup
0≤t≤1
∣∣∣∂yk(t)
∂w0j
∣∣∣L  r
σ(1 + ln j)β
〈F 〉+,Lr,D(s−σ,r),
sup
0≤t≤1
∣∣∣∂wk(t)
∂w0j
∣∣∣L  1
(1 + ln j)β(1 + ln k)β(1 + |j − k|) 〈F 〉
+,L
r,D(s−σ,r),
sup
0≤t≤1
∣∣∣∂yk(t)
∂y0j
∣∣∣L  1
σ
〈F 〉+,Lr,D(s−σ,r),
sup
0≤t≤1
∣∣∣ ∂2yk(t)
∂w0j∂w
0
i
∣∣∣L  1
σ(1 + ln j)β(1 + ln i)β(1 + |j − i|) 〈F 〉
+,L
r,D(s−σ,r)
with wk = zk or z¯k and w
0
k = z
0
k or z¯
0
k, k = 1, 2, · · · .
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The proof of Lemma 5.4 implies
Corollary 5.7. The time 1 map X1F reads θy
ζ
 7→
 K(θ)L(θ, ζ) +M(θ)ζ + S(θ)y
T (θ) + U(θ)ζ
 ,
where L(θ, ζ) is quadratic in ζ, M(θ) and U(θ) are bounded linear operators from ℓ2,p × ℓ2,p into
Rn and ℓ2,p × ℓ2,p respectively, and S(θ) is a bounded linear map from Rn to Rn.
5.3. Composition estimates.
Proposition 5.8. Let 0 < η < 1/8 and 0 < σ < s, R ∈ Γβηr,D(s−2σ,4ηr) and F ∈ Γβ,+r,D(s−σ,r) with
F of degree 2. Assume that
〈F 〉+r,D(s−σ,r) + 〈F 〉+,Lr,D(s−σ,r) < Cση2. (5.35)
Then R ◦X1F ∈ Γβηr,D(s−5σ,ηr) and
〈R ◦X1F 〉ηr,D(s−5σ,ηr)  〈R〉ηr,D(s−2σ,4ηr), (5.36)
〈R ◦X1F 〉Lηr,D(s−5σ,ηr)  〈R〉ηr,D(s−2σ,4ηr) + 〈R〉Lηr,D(s−2σ,4ηr). (5.37)
Remark 5.9. In Proposition 5.8, we don’t require R of degree 2.
Proof. In the sequel, we use the notation
(θ, y, z, z¯) = X1F (θ
0, y0, z0, z¯0).
From (5.35) and 〈·〉4ηr,D(s−σ,4ηr)  η−2〈·〉r,D(s−σ,r), it follows
〈F 〉4ηr,D(s−σ,4ηr)  σ (5.38)
which will be used later. Now by (5.35) it is easy to show that X1F maps D(s − 5σ, ηr) into
D(s− 2σ, 4ηr) and thus,
‖R ◦X1F ‖D(s−5σ,ηr) ≤ (ηr)2〈R〉ηr,D(s−2σ,4ηr). (5.39)
By the Leibniz rule, for all 1 ≤ j ≤ n,
∂(R ◦X1F )
∂y0j
=
n∑
k=1
∂R(X1F )
∂yk
∂yk
∂y0j
.
From the definition
∥∥∥ ∂R∂yk ∥∥∥D(s−2σ,4ηr) ≤ 〈R〉ηr,D(s−2σ,4ηr), and by Lemma 5.4,
sup
0≤t≤1
∣∣∣∂yk(t)
∂y0j
∣∣∣  1
σ
〈F 〉+4ηr,D(s−σ,4ηr) + δjk.
Thus, from (5.38) we obtain ∣∣∣∂(R ◦X1F )
∂y0j
∣∣∣  〈R〉ηr,D(s−2σ,4ηr). (5.40)
For j ≥ 1, the derivatives in z0j reads
∂(R ◦X1F )
∂z0j
=
n∑
k=1
∂R(X1F )
∂yk
∂yk
∂z0j
+
∑
k≥1
(∂R(X1F )
∂zk
∂zk
∂z0j
+
∂R(X1F )
∂z¯k
∂z¯k
∂z0j
)
:= (I) + (II).
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From (5.38),
|(I)| 
n∑
k=1
ηr
σ(1 + ln j)β
〈R〉ηr,D(s−2σ,4ηr)〈F 〉+4ηr,D(s−σ,4ηr)
 ηr
(1 + ln j)β
〈R〉ηr,D(s−2σ,4ηr),
and
|(II)| ≤
∑
k≥1
(∣∣∣∂R(X1F )
∂zk
∣∣∣∣∣∣∂zk
∂z0j
∣∣∣+ ∣∣∣∂R(X1F )
∂z¯k
∣∣∣∣∣∣∂z¯k
∂z0j
∣∣∣)

∑
k≥1
( 〈F 〉+4ηr,D(s−σ,4ηr)
(1 + ln j)β(1 + ln k)β(1 + |j − k|) + δjk
) ηr
(1 + ln k)β
〈R〉ηr,D(s−2σ,4ηr)
 ηr
(1 + ln j)β
〈R〉ηr,D(s−2σ,4ηr)
(
1 + 〈F 〉+4ηr,D(s−σ,4ηr)
∑
k≥1
1
(1 + ln k)2β(1 + |j − k|)
)
(5.38)  ηr
(1 + ln j)β
〈R〉ηr,D(s−2σ,4ηr).
Thus ∣∣∣∂(R ◦X1F )
∂z0j
∣∣∣  ηr
(1 + ln j)β
〈R〉ηr,D(s−2σ,4ηr). (5.41)
We now estimate
∥∥∥∂2(R ◦X1F )
∂z0i ∂z
0
j
∥∥∥
D(s−5σ,ηr)
. The derivatives reads
∂2(R ◦X1F )
∂z0i ∂z
0
j
= (I1) + (I2) + (I3) + (I4)
with
(I1) =
n∑
k,l=1
∂2R(X1F )
∂yk∂yl
∂yl
∂z0i
∂yk
∂z0j
, (I2) =
n∑
k=1
∂R(X1F )
∂yk
∂2yk
∂z0i ∂z
0
j
,
(I3) =
∑
k≥1
n∑
l=1
∂2R(X1F )
∂yl∂zk
∂yl
∂z0i
∂zk
∂z0j
+
∑
k≥1
∑
p≥1
∂2R(X1F )
∂zp∂zk
∂zp
∂z0i
∂zk
∂z0j
+
∑
k≥1
∑
p≥1
∂2R(X1F )
∂z¯p∂zk
∂z¯p
∂z0i
∂zk
∂z0j
,
= (I)a + (I)b + (I)c.
and
(I4) =
∑
k≥1
( n∑
l=1
∂2R(X1F )
∂yl∂z¯k
∂yl
∂z0i
+
∑
p≥1
∂2R(X1F )
∂zp∂z¯k
∂zp
∂z0i
+
∑
p≥1
∂2R(X1F )
∂z¯p∂z¯k
∂z¯p
∂z0i
)∂z¯k
∂z0j
.
We give a detailed estimation for (I3). From Cauchy, (5.38) and Lemma 5.4,
‖(I)a‖D(s−5σ,ηr) ≤
∑
k≥1
n∑
l=1
∣∣∣∂2R ◦X1F
∂yl∂zk
∣∣∣ · ∣∣∣ ∂yl
∂z0i
∣∣∣ · ∣∣∣∂zk
∂z0j
∣∣∣

∑
k≥1
n∑
l=1
(ηr)−2
∣∣∣ ∂R
∂zk
∣∣∣
D(s−2σ,4ηr)
·
ηr〈F 〉+4ηr,D(s−σ,4ηr)
σ(1 + ln i)β
·
( 〈F 〉+4ηr,D(s−σ,4ηr)
(1 + ln j)β(1 + ln k)β(1 + |j − k|) + δjk
)
 〈R〉ηr,D(s−2σ,4ηr)
(1 + ln i)β(1 + ln j)β
.
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By the same way,
‖(I)b‖D(s−5σ,ηr) 
∑
k,p≥1
∣∣∣∂2R ◦X1F
∂zp∂zk
∣∣∣ · ∣∣∣∂zp
∂z0i
∣∣∣ · ∣∣∣∂zk
∂z0j
∣∣∣

∑
k,p≥1
〈R〉ηr,D(s−2σ,4ηr)
(1 + ln k)β(1 + ln p)β
·
( 〈F 〉+4ηr,D(s−σ,4ηr)
(1 + ln p)β(1 + ln i)β(1 + |p− i|) + δpi
)
·
( 〈F 〉+4ηr,D(s−σ,4ηr)
(1 + ln j)β(1 + ln k)β(1 + |j − k|) + δjk
)
 〈R〉ηr,D(s−2σ,4ηr)
(1 + ln i)β(1 + ln j)β
.
Similarly, we have
‖(I)c‖D(s−5σ,ηr) 
〈R〉ηr,D(s−2σ,4ηr)
(1 + ln i)β(1 + ln j)β
.
Therefore,
‖(I3)‖D(s−5σ,ηr) 
〈R〉ηr,D(s−2σ,4ηr)
(1 + ln i)β(1 + ln j)β
.
The similar computation provides us
‖(I1)‖D(s−5σ,ηr) 
〈R〉ηr,D(s−2σ,4ηr)
(1 + ln i)β(1 + ln j)β
,
‖(I2)‖D(s−5σ,ηr) 
〈R〉ηr,D(s−2σ,4ηr)
(1 + ln i)β(1 + ln j)β
,
‖(I4)‖D(s−5σ,ηr) 
〈R〉ηr,D(s−2σ,4ηr)
(1 + ln i)β(1 + ln j)β
.
It results in ∥∥∥∂2(R ◦X1F )
∂z0i ∂z
0
j
∥∥∥
D(s−5σ,ηr)
 〈R〉ηr,D(s−2σ,4ηr)
(1 + ln i)β(1 + ln j)β
. (5.42)
By (5.39), (5.40), (5.41) and (5.42), (5.36) holds. We omit the proof of (5.37), which is similar
by using the estimates of Lemma 5.6 instead. 
Lemma 5.10. Assume P satisfies Assumption B and consider its Taylor approximation R of the
form (5.3). Then, for all η > 0,
‖XR‖∗r,D(s,r)  ‖XP ‖∗r,D(s,r),
and
‖XP −XR‖∗ηr,D(s,4ηr)  η‖XP‖∗r,D(s,r).
We have an analogous result for the norm 〈·〉r,D(s,r).
Lemma 5.11. Let P ∈ Γβr,D(s,r) and consider its Taylor approximation R of the form (5.3). Then,
for all η > 0,
〈R〉∗ηr,D(s,r)  〈P 〉∗r,D(s,r),
and
〈P −R〉∗ηr,D(s,4ηr)  η〈P 〉∗r,D(s,r).
We omit the proofs for the above two lemmas.
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5.4. The KAM Step. Let N be a Hamiltonian in normal form as in (5.1), which reads in the
variables (θ, y, z, z¯),
N =
∑
1≤j≤n
ωj(ξ) +
∑
j≥1
Ωj(ξ)zj z¯j,
and suppose that AssumptionA is satisfied. Consider a perturbation P which satisfies Assumption
B for some r, s > 0. Then choose 0 < η < 1/8, 0 < σ < s and assume that
〈P 〉r,D(s,r) + ‖XP‖r,D(s,r) +
α
M
(
〈P 〉Lr,D(s,r) + ‖XP ‖Lr,D(s,r)
)
≤ α
2η2e−7(
8
σ )
t1
Mc0
, (5.43)
where t1 =
τ
β−τ , c0 is a large constant depending only on n, τ and β.
5.4.1. Estimates on the new error term. We estimate the new error term P+ given by the formula
P+ = (P −R) ◦X1F +
∫ 1
0
{R(t), F} ◦XtFdt, (5.44)
where R(t) = (1− t)N̂ + tR.
Lemma 5.12. Assume (5.43). Then there exists c(n, β) > 0 so that for all 0 ≤ λ ≤ α/M,
〈P+〉ληr,D(s−5σ,ηr) + ‖XP+‖ληr,D(s−5σ,ηr)
 c(n, β)e
7( 8σ )
t1
αη2
(
〈P 〉λr,D(s,r) + ‖XP ‖λr,D(s,r)
)2
+ η
(
〈P 〉λr,D(s,r) + ‖XP‖λr,D(s,r)
)
.
We divide it into two lemmas. From [38], we have
Lemma 5.13. Assume (5.43), then
‖XP+‖ληr,D(s−5σ,ηr) 
c(n, β)e7(
8
σ )
t1
αη2
(‖XP ‖λr,D(s,r))2 + η‖XP ‖λr,D(s,r).
Lemma 5.14. Assume (5.43), then
〈P+〉ληr,D(s−5σ,ηr) 
c(n, β)e7(
8
σ )
t1
αη2
(〈P 〉λr,D(s,r))2 + η〈P 〉λr,D(s,r).
Proof. By (5.44), Proposition 5.8 and Lemma 5.11, we have
〈(P −R) ◦X1F 〉ληr,D(s−5σ,ηr) = 〈(P −R) ◦X1F 〉ηr,D(s−5σ,ηr) + λ〈(P −R) ◦X1F 〉Lηr,D(s−5σ,ηr)
 〈P −R〉ληr,D(s−2σ,4ηr)
 η〈P 〉λr,D(s,r).
On the other hand, by the same method,〈∫ 1
0
{R(t), F} ◦XtFdt
〉λ
ηr,D(s−5σ,ηr)
 〈{R(t), F}〉ληr,D(s−2σ,4ηr). (5.45)
Note R(t) = (1− t)N̂ + tR and N̂ = [R], from Lemma 5.3 we obtain
〈{[R], F}〉ληr,D(s−2σ,4ηr) ≤ η−2〈{[R], F}〉λr,D(s−2σ, r2 )
 1
ση2
(
〈[R]〉λr,D(s,r)〈F 〉+r,D(s−σ,r) + 〈[R]〉r,D(s,r)〈F 〉+,λr,D(s−σ,r)
)
,
where we use 〈·〉ηr,D(s−2σ,ηr) ≤ η−2〈·〉r,D(s−2σ,r) for 0 < η < 1. Similarly
〈{R,F}〉ληr,D(s−2σ,4ηr) 
1
ση2
(
〈R〉λr,D(s,r)〈F 〉+r,D(s−σ,r) + 〈R〉r,D(s,r)〈F 〉+,λr,D(s−σ,r)
)
.
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Thus, by Lemma 5.2 and 0 ≤ λ ≤ α/M ,
(5.45)  1
ση2
(
〈P 〉λr,D(s,r)〈F 〉+r,D(s−σ,r) + 〈P 〉r,D(s,r)〈F 〉+,λr,D(s−σ,r)
)
≤ c(n, β)
αση2
〈P 〉λr,D(s,r)〈P 〉r,D(s,r)e2(
2
σ )
t1
+ λ
c(n, β)M
α2ση2
〈P 〉2r,D(s,r)e6(
8
σ )
t1
+ λ
c(n, β)
αση2
〈P 〉r,D(s,r)〈P 〉Lr,D(s,r)e6(
8
σ )
t1
≤ c(n, β)
αη2
e7(
8
σ )
t1
(〈P 〉λr,D(s,r))2.

5.4.2. Estimates on the frequencies.
Lemma 5.15. There exists K and 0 < α+ < α so that
|〈k, ω+(ξ)〉+ 〈l,Ω+(ξ)〉| ≥ 〈l〉α+
Ak
, |k| ≤ K, |l| ≤ 2,
where Ak = e
|k|τ/β (β > τ).
Proof. Note that ω+ = ω + ω̂, Ω+ = Ω + Ω̂. Since ω̂j(ξ) =
∂N̂
∂yj
(0, 0, 0, 0, ξ), we obtain that
|ω̂|Π ≤ sup
D(s,r)×Π
∣∣∣∂N̂
∂y
∣∣∣ ≤ ‖XN̂‖r,D(s,r)  ‖XP ‖r,D(s,r).
On the other hand, Ω̂j(ξ) =
∂2N̂
∂zj∂z¯j
(0, 0, 0, 0, ξ), thus
‖Ω̂‖2β,Π ≤ sup
D(s−σ,r)×Π
∣∣∣ ∂2N̂
∂zj∂z¯j
∣∣∣(1 + ln j)2β ≤ 〈N̂〉r,D(s−σ,r)  〈P 〉r,D(s,r).
Therefore,
|ω̂|Π + ‖Ω̂‖2β,Π  ‖XP ‖r,D(s,r) + 〈P 〉r,D(s,r).
Similarly, for the Lipschitz norms we obtain
|ω̂|LΠ + ‖Ω̂‖L2β,Π  ‖XP ‖Lr,D(s,r) + 〈P 〉Lr,D(s,r). (5.46)
Discussing different cases we easily obtain
|〈k, ω̂〉+ 〈l, Ω̂〉|  |k|(‖XP ‖r,D(s,r) + 〈P 〉r,D(s,r)).
If we choose α̂ ≥ CK max
|k|≤K
AK
(‖XP ‖r,D(s,r) + 〈P 〉r,D(s,r)), then for |k| ≤ K,
|〈k, ω+(ξ)〉+ 〈l,Ω+(ξ)〉| ≥ |〈k, ω(ξ)〉 + 〈l,Ω(ξ)〉| − |〈k, ω̂(ξ)〉 + 〈l, Ω̂(ξ)〉|
≥ 〈l〉α
Ak
− C|k|(‖XP‖r,D(s,r) + 〈P 〉r,D(s,r))
≥ 〈l〉α+
Ak
with α+ = α− α̂.
It remains to show that α+ > 0. This will be done in the KAM iteration below(see (5.49)). 
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5.4.3. The iterative lemma. Denote P0 = P and N0 = N . Then at the ν−th step of the Newton
scheme, we have a Hamiltonian Hν = Nν + Pν where
Nν =
n∑
j=1
ων,j(ξ)yj +
∑
j≥1
Ων,j(ξ)zj z¯j.
We will show that there exists a symplectic coordinates transformation Φν+1 : Dν+1×Πν+1 7→ Dν
such that Hν+1 = Hν ◦ Φν+1 = Nν+1 + Pν+1 satisfies the same assumptions with ν + 1 in place
of ν, where the new normal form Nν+1 is associated with the new frequencies given by ων+1,j =
ων,j + ω̂ν,j , Ων+1,j = Ων,j + Ω̂ν,j and Pν+1 is given by
Pν+1 = (Pν −Rν) ◦X1Fν +
∫ 1
0
{Rν(t), Fν} ◦XtFνdt
with Rν(t) = (1− t)N̂ν + tRν .
Let c1 be twice the maximum of all constants obtained during the KAM step. Set r0 = r, s0 = s,
α0 = α and M0 = M . For ν ≥ 0 set
αν =
α0
2
(1 + 2−ν), Mν = M0(2− 2−ν), λν = αν
Mν
,
and
εν+1 =
c1ε
133
100
ν
α
1
3
ν
, σν =
8 · 700ι−1
| ln εν |ι−1 , η
3
ν =
ε
99
100
ν
αν
, sν+1 = sν − 5σν , rν+1 = ηνrν , β = ιτ(ι ≥ 2),
and Dν = D(sν , rν).
The initial conditions are chosen in the following way: σ0 = s0/48 ≤ 1 so that s0 > s1 >
· · · ≥ s0/2, and assume ε0 ≤ γ0α50 with γ0 ≤ min{( 18Mc0 )4, c2(s0), ( 14c1 )10} where c2(s0) =
exp{− 48·8·700ι−1s0 }. Furthermore, we define Kν = K0(3625 )ν with K0 = 14 ln
2( 14c1γ0 ).
Lemma 5.16. (Iterative lemma). Suppose that Hν = Nν + Pν is given on Dν × Πν , where
Nν =
∑
1≤j≤n
ω
ν ,j(ξ)yj +
∑
j≥1
Ω
ν ,j(ξ)zj z¯j is a normal form satisfying
|ων |LΠν + ‖Ων‖L2β,Πν ≤Mν , (5.47)
|〈k, ων(ξ)〉+ 〈l,Ων(ξ)〉| ≥ 〈l〉αν
Ak
, (k, l) ∈ Z,
on Πν and
〈P 〉λνrν ,Dν + ‖XP‖λνrν ,Dν ≤ εν . (5.48)
Then there exists a Lipschitz family of real analytic symplectic coordinates transformations Φν+1 :
Dν+1 ×Πν+1 7→ Dν with a closed subset Πν+1 = Πν \
⋃
|k|>Kν Rν+1kl (αν+1) of Πν , where
Rν+1kl (αν+1) =
{
ξ ∈ Πν : |〈k, ων+1(ξ)〉 + 〈l,Ων+1(ξ)〉| < 〈l〉αν+1
Ak
}
such that for Hν+1 = Hν ◦ Φν+1 = Nν+1 + Pν+1, the same assumptions (5.47) and (5.48) are
satisfied with ν + 1 in place of ν.
Proof. By induction one verifies that
εν ≤ α
2
νη
2
νe
−7( 8σν )
t1
Mνc0
, t1 =
τ
β − τ =
1
ι− 1 .
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So the smallness condition (5.43) at the ν-th KAM step is satisfied, and there exists a transforma-
tion Φν+1 : Dν+1×Πν+1 7→ Dν taking Hν into Hν+1 = Nν+1+Pν+1. From Lemma 5.12, the new
error term satisfies the estimate
〈Pν+1〉λν+1rν+1,Dν+1 + ‖XPν+1‖
λν+1
rν+1,Dν+1
≤ c1
2
(e7·( 8σν )t1
ανη2ν
ε2ν + ηνεν
)
≤ εν+1.
In view of (5.47) the Lipschitz semi-norm of the new frequencies is bounded by
|ων+1|LΠν + ‖Ων+1‖L2β,Πν ≤ Mν + |ω̂ν |LΠν + ‖Ω̂ν‖L2β,Πν
≤ Mν + c1
2
εν
Mν
αν
≤Mν(1 + 1
2ν+2
)
≤ Mν+1,
where the second inequality is from (5.46).
Finally, one verifies that αν − αν+1 ≥ c1KνeKτ/βν εν , hence
αν − αν+1 ≥ c1KνeK
τ/β
ν
(〈P 〉λνrν ,Dν + ‖XP‖λνrν ,Dν ). (5.49)
Therefore, by Lemma 5.15, the small divisor estimates hold for the new frequencies with parameter
αν+1 up to |k| ≤ Kν . Removing from Πν the union of the resonance zones Rν+1kl (αν+1) for |k| > Kν
we obtain the parameter domain Πν+1 ⊂ Πν with the required properties. 
5.4.4. Proof of Theorem 2.2. We follow the proofs in [22] and [38]. For readers’ convenience, we
use the same notations as in [22]. Firstly as [38], we have the estimates.
Lemma 5.17. For ν ≥ 0,
1
σν
‖Φν+1 − id‖λνrν ,Dν+1 , ‖DΦν+1 − I‖λνrν ,rν ,Dν+1 ≤ c1e4(
4
σν
)t1α−1ν εν ,
|ων+1 − ων |λνΠν , ‖Ων+1 − Ων‖λν2β,Πν ≤ c1εν .
Now suppose the assumptions of Theorem 2.2 are satisfied. To apply the iterative lemma(Lemma
5.16) with ν = 0, set s0 = s, r0 = r, . . . , N0 = N, P0 = P and γ0 = γ, α0 = α, M0 = M. The
smallness condition is satisfied, because
ε = 〈P 〉λ0r0,D0 + ‖XP‖λ0r0,D0 ≤ γ0α50 = ε0. (5.50)
The small divisor conditions are satisfied by setting Π0 = Π \
⋃
k,lR0kl(α0). Then the iterative
lemma applies, and we obtain a decreasing sequence of domains Dν × Πν and transformations
Φν = Φ1 ◦ · · · ◦ Φν : Dν × Πν−1 → Dν−1 for ν ≥ 1, such that H ◦ Φν = Nν + Pν . Moreover the
estimates in Lemma 5.17 hold.
From Lemma 5.17 we have ‖DΦν‖λνrν−1,rν−1,Dν ≤ 1 + c1e
4( 4σν−1
)t1
α−1ν−1εν−1, and thus
‖DΦν‖r0,rν ,Dν ≤ Π∞n=0(1 + 2−n−2) ≤ 2, (5.51)
for all ν ≥ 0. Similarly we have ‖DΦν‖Lr0,rν ,Dν ≤ 2. Thus, ‖Φν+1−Φν‖λ0r0,Dν+1  ‖Φν+1−id‖λνrν ,Dν+1.
So Φν converge uniformly on
⋂
Dν × Πν = D(s/2) × Πα to a Lipschitz continuous family of real
analytic torus embeddings Φ : Tn ×Πα → Pp.
From (5.51) we obtain ‖Φν+1 − Φν‖r0,Dν+1 ≤ 2c1α−1ν ε
99
100
ν . It follows
‖Φν+1 − id‖r0,D(s/2)×Πα ≤
ν∑
n=0
2c1α
−1
ν ε
99
100
ν  α−10 ε
99
100
0  ε
1
2
0 .
Notice (5.50), the estimate (2.4) holds on D(s/2) × Πα. The similar discussion in [22] shows us
that the estimate (2.4) can be extended to the domain D(s/2, r/2). The estimates (2.5) and (2.6)
are simple and we omit the details.
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Note that Φ is analytic on D(s/2, r/2), we deduce that H ◦ Φ = N∗ + P ∗ is analytic on
D(s/2, r/2). We need to prove that ∂yP
∗ = ∂zP ∗ = ∂z¯P ∗ = 0, ∂2zizjP
∗ = ∂2zi z¯jP
∗ = ∂2z¯iz¯jP
∗ = 0
on D(s/2)× Πα. In the following we only give the proof for ∂2ziz¯jP ∗ = 0 and omit the proofs for
the others.
Note that ‖∂2ziz¯jPν‖D(s/2) ≤ εν and ‖∂2ziz¯j (Pν − Pν+1)‖D(s/2)  εν + εν+1  εν . It then follows
‖∂2ziz¯j(Pν − P ∗)‖D(s/2) ≤
∞∑
k=ν
‖∂2ziz¯j (Pk − Pk+1)‖D(s/2)  εν
and so,
‖∂2ziz¯jP ∗‖D(s/2) ≤ ‖∂2ziz¯jPν‖D(s/2) + ‖∂2ziz¯j (Pν − P ∗)‖D(s/2)  εν
for all ν which means that ∂2ziz¯jP
∗ = 0 on D(s/2)×Πα. 
6. Measure estimates
In this section we prove the measure estimates.
Theorem 6.1. Let ων , Ων for ν ≥ 0 be Lipschitz maps on Π satisfying
|ων − ω|, ‖Ων − Ω‖2β ≤ α, |ων − ω|L, ‖Ων − Ω‖L2β ≤
1
2L
,
and define the sets Rνkl(α) as in Lemma 5.16 choosing τ ≥ n+ 2. Then
Meas(Π \Πα) ≤Meas(
⋃
Rνkl(α))→ 0, as α→ 0.
In estimating the measure of the resonance zones it is not necessary to distinguish between the
various perturbations ων and Ων of the frequencies, since only the size of the perturbation matters.
Therefore, we write ω′, Ω′ for all of them, and we have
|ω′ − ω|, ‖Ω′ − Ω‖2β ≤ α, |ω′ − ω|L, ‖Ω′ − Ω‖L2β ≤
1
2L
.
Similarly, we write R′kl rather than Rνkl for the various resonance zones. The proof of Theorem
6.1 requires a couple of lemmas.
Lemma 6.2. For l ∈ Λ = {l : 1 ≤ |l| ≤ 2},
ln(1 + 〈l〉) ≥ 1
8
‖l‖
1
2β
2β ‖l‖
1
2β
−2β,
where ‖l‖±2β = supj≥1 |lj |(1 + ln j)±2β .
Proof. We only prove the most complicated case, i.e., l = (· · · , 1, · · · ,−1, · · · ). In other words,
li = 1, lj = −1 with i < j. Set b = 〈l〉 = j − i.
Case 1: b ≥ 2e. Clearly,
‖l‖2β‖l‖−2β =
(1 + ln j
1 + ln i
)2β
≤ (1 + ln(i+ b))2β .
If b ≥ i, then ‖l‖2β‖l‖−2β ≤ 22β(ln b)2β . It follows ln〈l〉 ≥ 12‖l‖
1
2β
2β ‖l‖
1
2β
−2β. If b ≤ i, it follows
i ≤ j ≤ 2i. From a straightforward computation,
‖l‖2β‖l‖−2β ≤
(1 + ln 2i
1 + ln i
)2β
≤ 22β.
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We obtain ln〈l〉 ≥ 1 ≥ 12‖l‖
1
2β
2β ‖l‖
1
2β
−2β.
Case 2: 1 ≤ b ≤ 2e. Similarly, 14‖l‖
1
2β
2β ‖l‖
1
2β
−2β ≤ 1. It follows
ln(1 + 〈l〉) ≥ ln 2 ≥ 1
2
≥ 1
8
‖l‖
1
2β
2β ‖l‖
1
2β
−2β.
For other cases the proofs are similar. 
Lemma 6.3. If R′kl 6= φ and k 6= 0, l ∈ Λ, then |k| ≥ c3〈l〉, where 0 < α ≤ min{1, 12 |a1|}, c3 is a
constant depending on a1,M,M1, where a1 are defined in Assumption A.
Proof. Case 1: l = (· · · , 1, · · · ,−1, · · · ). In other words, li = 1, lj = −1, i < j.
〈k, ω′〉+ 〈l,Ω′〉 = (Ωi − Ωj)︸ ︷︷ ︸
I1
+(Ωi − Ωi)− (Ωj − Ωj)︸ ︷︷ ︸
I2
+ 〈l,Ω′ − Ω〉︸ ︷︷ ︸
I3
+ 〈k, ω′〉︸ ︷︷ ︸
I4
,
where |I1| ≥ |a1||i − j| = |a1|〈l〉 and |I2| ≤ 2M1(note δ < 0). From ‖Ω′ − Ω‖2β ≤ α, it follows
|I3| = |〈l,Ω′ − Ω〉| ≤ α(1 + ln i)−2β + α(1 + ln j)−2β ≤ 2α. On the other hand, |I4| ≤ |k|(α +M).
Thus, |I2 + I3 + I4| ≤ 2M1 + 2α+ |k|(α+M). If R′kl 6= φ, then there exists ξ ∈ Π so that
|〈k, ω′(ξ)〉+ 〈l,Ω′(ξ)〉| < α〈l〉
Ak
.
Thus,
α〈l〉
Ak
> |〈k, ω′〉+ 〈l,Ω′〉|
≥ |I1| − |I2 + I3 + I4|
≥ |a1|〈l〉 − (2M1 + 2α+ |k|(α+M)).
If 0 < α ≤ min{1, 12 |a1|}, then 〈l〉 ≤ 2|k|(2M1+M+3)|a1| or |k| ≥
|a1|
2(2M1+M+3)
〈l〉 := 〈l〉c3. For other
cases the proofs are similar. 
From [38], we have
Lemma 6.4. If |k| ≥ 8LM‖l‖−2β, then
Meas(R′kl(α)) ≤
αc4
Ak
,
where c4 = CnL
nMn−1ρn−1c−13 with ρ = diam(Π).
Similar as [38], let
L∗ =
LM
c3Cβ
, K∗ = 8LM max‖l‖2β≤L∗
‖l‖−2β + c(τ, ι, δ) (6.1)
with c(τ, ι, δ) defined in (6.3) below, we have
Lemma 6.5. If |k| ≥ K∗ or ‖l‖2β ≥ L∗, l ∈ Λ, then for k 6= 0,
Meas(R′kl(α)) ≤
αc4
Ak
.
Proof. The proof is followed by Lemma 6.2 and a straightforward computation. 
Remark 6.6. The same holds for k 6= 0, l = 0.
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Next we consider the “resonance classes” R′k(α) =
⋃∗
l∈ΛR′kl(α), where the star indicates that
we exclude the finitely many resonance zones with 0 ≤ |k| < K∗ and 0 < ‖l‖2β < L∗. Without loss
of generality we suppose −1 ≤ δ < 0. If δ < −1, then we set δ = −1.
Lemma 6.7. Meas(R′k(α)) <
c5α
µ
|k|τ−1 , where µ =
δ
δ−1 .
Proof. Write Λ = Λ+
⋃
Λ−, where Λ− contains those l ∈ Λ with two nonzero components of the
opposite sign, and Λ+ contains the rest. It is easy to obtain Meas(
⋃∗
l∈Λ+ R′kl(α)) ≤ c6|k|
2α
Ak
.
Now we turn to the minus case. For l ∈ Λ−, we have 〈l,Ω′〉 = Ω′i − Ω′j and 〈l〉 = |i − j|, and
up to an irrelevant sign, l is uniquely determined by two integers i 6= j. We may suppose that
i− j = b > 0. Then, for |k| ≥ K∗ ≥ ([(τ + 1)ι] + 1)!,
|〈k, ω′〉+ a1b| < αb
Ak
+ 2α(1 + ln j)−2β + 2M1jδ
≤ αb|k|τ + 2α(1 + ln j)
−2β + 2M1jδ.
Therefore,
R′kij(α) =
{
ξ : |〈k, ω′(ξ)〉 + 〈l,Ω′(ξ)〉| < αb
Ak
}
⊂ Qkbj :=
{
ξ : |〈k, ω′(ξ)〉+ a1b〉| < αb|k|τ + 2α(1 + ln j)
−2β + 2M1jδ
}
.
Moreover, Qkbj ⊂ Qkbj0 for j ≥ j0. For fixed b ≤ c−13 |k|, we obtain
Meas(
∗⋃
i−j=b
R′kij(α)) ≤
∑
j<j0
Meas(R′kij(α)) +Meas(Qkbj0)
≤ c4αj0
Ak
+ c6
( αb
|k|τ+1 +
2α(1 + ln j0)
−2β
|k| +
2M1j
δ
0
|k|
)
. (6.2)
Choose j0 = max{exp(|k|
τ−1
2β ), α
γ
δ |k| 1−τδ }, where γ will be fixed in the end. By computation, if
choose
|k| ≥ K∗ ≥ c(τ, ι, δ) := max
{
22ι,
(
[ι(τ + 1 +
1− τ
δ
)] + 1
)
!
}
, (6.3)
then
(6.2) ≤ c7
(α1+ γδ
|k|τ +
α
|k|τ +
αγ
|k|τ
)
.
Note 0 < −δ ≤ 1, if choose γ = δδ−1 , then (6.2) ≤ c8 α
µ
|k|τ . Summing over b, Meas(
⋃∗
l∈Λ− R′kl(α)) ≤
c9
αµ
|k|τ−1 . Thus
Meas(
∗⋃
l∈Λ
R′kl(α)) ≤
c6|k|2α
Ak
+ c9
αµ
|k|τ−1 ≤ c5
αµ
|k|τ−1 .

From Remark 6.6, if k 6= 0, l0 = 0, Meas(R′kl0(α)) ≤ c4αAk , where we define R′′k(α) =⋃
|k|≥K∗
R′kl0 (α). Note the choice of K∗ and |k| ≥ K∗, we deduce that for l0 = 0, Meas(R′kl0(α)) ≤
c4α
|k|τ−1 ≤ c4α
µ
|k|τ−1 . Thus we have
Lemma 6.8. For |k| ≥ K∗, Meas(R′k(α) ∪R′′k(α)) ≤ c10α
µ
|k|τ−1 .
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Lemma 6.9. There exists a finite subset X1 ⊂ Z and a constant c˜1 such that
Meas(
⋃
(k,l)/∈X1
Rνkl(α)) ≤ c˜1ρn−1αµ
for all sufficiently small α. The constant c˜1 and the index set X1 are monotone functions of the
domain Π: they do not increase for closed subsets of Π. In particular,
X1 ⊂ {(k, l) : 0 ≤ |k| < K˜∗ := 16LM + c(τ, ι, δ), 0 < ‖l‖2β ≤ L∗, l ∈ Λ}.
Proof. The proof is from Lemma 6.7 with τ ≥ n+ 2 and similar as [38]. 
If as above we set l0 = 0, then we obtain a similar lemma as above.
Lemma 6.10. There exists a finite subset X2 ⊂ Z and a constant c˜2 such that
Meas(
⋃
(k,l0)/∈X2
Rνkl0(α)) ≤ c˜2ρn−1αµ
for all sufficiently small α. The constant c˜2 and the index set X2 are monotone functions of the
domain Π: they do not increase for closed subsets of Π. In particular, X2 ⊂ {(k, l0) : 0 ≤ |k| <
K˜∗}.
Proof of Theorem 6.1: If we choose
γ0 ≤ min
{( 1
4c1
)10
,
( 1
8c0M
)4
, c2(s0),
1
4c1
exp(−2K˜∗
1
2
)
}
,
then K0 ≥ K˜∗. Thus, when ν ≥ 1 and l ∈ Λ, Meas(
⋃
(k,l)∈X1
Rνkl(α)) = 0. Since X1 is finite,
Assumption A implies Meas( ⋃
(k,l)∈X1
Rkl(α))→ 0 as α→ 0. Combined with Lemma 6.9, we have
Meas
( ⋃
l∈Λ
Rνkl(α)
)
→ 0, as α→ 0. (6.4)
The proof for l0 = 0 is similar. We have
Meas
( ⋃
k 6=0
Rνkl0(α)
)
→ 0, as α→ 0. (6.5)
Combined with (6.4) and (6.5) we complete the proof. 
7. Appendix
Lemma 7.1. For j ≥ 1 and β > 1, there exists a constant C(β) independent of j such that,∑
l≥1
1
(1 + |j − l|)(1 + ln l)β ≤ C(β).
Proof. The summation is divided into three parts,
(
∑
1≤l≤j/2
+
∑
j/2<l≤j
+
∑
l>j
)
1
(1 + |j − l|)(1 + ln l)β := (I) + (II) + (III).
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Hence the result is followed by the following facts:
(I) ≤ j
2
1
j
2 (1 + ln 2)
β
≤ C(β),
(II) ≤
∑
1≤k≤j/2
1
k(1 + ln(j − k − 1))β ≤
∑
1≤k≤j/2
1
k(1 + ln k)β
≤ C(β),
(III) ≤
∑
k>1
1
(1 + k)(1 + ln(j + k))β
≤
∑
k>1
1
(1 + k)(1 + ln k)β
≤ C(β).

Remark 7.2. If β ≥ 2, then ∑
l≥1
1
(1+|j−l|)(1+ln l)β ≤ C, where C is independent of j and β.
Lemma 7.3. For any j, l ≥ 1, p ≥ 2 and β ≥ 1,∑
l≥1
(1 + j)2
lp(1 + |j − l|)2(1 + ln l)2β ≤ C.
Proof. ∑
l≥1
(1 + j)2
lp(1 + |j − l|)2(1 + ln l)2β
≤
∑
2l≤j
(1 + j)2
lp(1 + |j − l|)2(1 + ln l)2β +
∑
2l>j
(1 + j)2
lp(1 + |j − l|)2(1 + ln l)2β = (I) + (II).
We estimate (I) and (II) respectively. For (I), note |j − l| ≥ j/2 and p ≥ 2, we have
(I) ≤
∑
2l≤j
(1 + j)2
lp(1 + j/2)2
≤ 4
∑
l≥1
1
lp
≤ C.
For (II), from p ≥ 2 and β ≥ 1,
(II) ≤
∑
2l>j
(1 + j)2
l2(1 + |j − l|)2(1 + ln l)2β
≤
∑
2l>j
(1 + j)2
(j/2)2(1 + |j − l|)2(1 + ln l)2β
≤ C
∑
l≥1
1
(1 + |j − l|)2(1 + ln l)2β
Lemma 7.1 ≤ C.

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