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Abstract: We provide the geometrical meaning of the N = 4 superconformal index.
With this interpretation, the N = 4 superconformal index can be realized as the partition
function on a Scherk-Schwarz deformed background. We apply the localization method
in TQFT to compute the deformed partition function since the deformed action can be
written as a δ-exact form. The critical points of the deformed action turn out to be the
space of flat connections which are, in fact, zero modes of the gauge field. The one-loop
evaluation over the space of flat connections reduces to the matrix integral by which the
N = 4 superconformal index is expressed.
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1. Introduction
For the last few decades, there has been fruitful interaction between quantum physics and
geometry. This was triggered by the pioneering work of Witten on supersymmetry and
Morse theory [1] in which it was shown that the 0 + 1-dimensional supersymmetric non-
linear sigma model with target a compact manifoldM (supersymmetric quantum mechanics
on M) is the de Rham-Hodge theory on M , and the Witten index Tr (−1)F e−βH gives the
Euler characteristic χ(M) of the target manifold M . The paper [1] paved the way to study
supersymmetric quantum field theory as de Rham-Hodge theory of infinite dimensional
manifolds [2, 3, 4].
Quantum field theory has developed methods to deal with infinitely many degrees of
freedom based on Feynman functional (path) integral. These methods are applied to extract
a finite dimensional object out of an infinite dimensional one by constructing topological
invariants as partition functions of fields on manifolds. Such quantum field theory is in
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general called topological quantum field theory (TQFT) and can be classified as being of
either of two types: Schwarz type or cohomological (Witten) type. TQFTs of Schwarz
type has a metric independent classical action which is not a total derivative. It was
heuristically outlined in [4] that invariants of three-manifolds and links in three-manifolds
can be obtained as quantum Hilbert spaces for the partition function of the Chern-Simons
action, generalizing the Jones polynomials [5, 6]. The constructions of [4] shed new light,
in particular, on the connection between three dimensional topology and two-dimensional
conformal field theory, and led to rigorous definitions of the invariants in mathematics
[7, 8, 9, 10]1. On the other hand, an action of cohomological type depends on a metric,
but inherits BRST-like symmetry Q which is usually obtained by twisting supersymmety.
The stress-energy tensor of TQFT can be written as Q-exact form, which implies that the
vacuum expectation values of Q-invariant operators are independent of a metric, i.e., the
theory is topological. Although the precise mathematical definition of Feynman functional
integral is not yet known, the Q-symmetry localizes Feynman functional integral to a finite
dimensional integral over a certain moduli space, providing topological invariants. The
realization, by quantum field theory, of the Gromov-Witten [2], Donaldson-Witten [3] and
Seiberg-Witten theory [12], and a strong coupling test of the S-duality carried out in [13]
can be seen as salient examples of TQFTs of cohomological type.
Unlike TQFT of cohomological type, actions and stress-energy tensors of supercon-
formal field theories (SCFTs) in four dimensions cannot be written as Q-exact form in
general. Moreover, although a fermionic generator  for a BRST-like charge Q can be
regarded a scalar and can be set to be a non-zero constant everywhere in TQFT, supercon-
formal generators α depend on the coordinates of a base manifold since they are solutions
of conformal Killing spinor equations
∇µ = −1
4
γµ/∇ . (1.1)
Therefore, one cannot simply apply the localization method in TQFT of cohomological type
to compute partition functions of SCFTs exactly. However, motivated by the equivariant
localization [14, 15, 16, 17, 18], Pestun obtained exact results in [19] for the N = 4 SCFT
on S4 as well as the N = 2 and the N = 2∗ supersymmetric Yang-Mills theories (SYM)
on S4 by adding δ-exact term to the action. Here δ is a fermionic symmetry generated
by a suitable conformal Killing spinor . The Feymann functional integral of the N = 4
SCFT on S4 is localized over the constant modes of the scalar field with all other fields
vanishing. In this way, the vacuum expectation value of a supersymmetric Wilson line is
also computed exactly.
Following this example, we apply the method of the localization to the N = 4 SCFT
on S1 × S3. Since the superconformal index is independent of the coupling constant, the
action itself is presumably written as a δ-exact form in the case of S
1 × S3. We will show
that SCFTs on S1 × S3 can be regarded as TQFTs of a special type in this sense.
1In [7], the invariants are expressed on the basis of the theory of quantum groups at roots of unity. In
[8, 9, 10], the invariants are constructed by the action of mapping class groups on the space of conformal
blocks in two dimensional conformal field theory. It turns out that both the definitions are equivalent [11].
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Superconformal indices
In supersymmetric gauge theories, it is of most importance to understand the spectrum
of BPS states and the structures of moduli spaces. The Witten index Tr (−1)F e−βH is a
powerful tool in counting the number of supersymmetric vacua since it is invariant under
the deformations of parameters of a theory. However, supersymmetric gauge theories have
much richer structures so that the Witten index can only capture a little information.
To extract more information, we need to harness symmetries of a theory. Fortunately,
gauge theories, in general, flow to fixed points by renormalization group equations, ending
up to become scale-invariant. In addition, it is believed that a scale-invariant theory of
fields with spins less than one is conformally invariant [20, 21, 22, 23]. As a result, the
supersymmetry algebra is extended to the superconformal algebra. Thus, the study of
SCFTs has a distinctive place in the study of supersymmetric field theories as well as in
the context of the AdS/CFT correspondence. Especially SCFTs on R × S3 have been
considerably investigated since the boundary of the five-dimensional anti-de Sitter space
AdS5 is R × S3 and radial quantization of a SCFT on R4 is conformally mapped to the
SCFT on R× S3. An attempt to compute the partition function of N = 4 was first made
in [24] and later extensively explored in [25].2
In radial quantization, the Hilbert space of any unitary SCFT is decomposed into a
direct sum over irreducible unitary representation of the superconformal algebra [29, 30,
31, 32, 33]. Like the highest weight representations, such representations are classified
by the BPS like conditions. These conditions are called the shorting and semi-shorting
conditions, depending on how many supercharges annihilate states. The short and semi-
short multiplets have the property that their energies are determined by the conserved
charges that label the representation.
To count all the short and semi-short multiplets, the superconformal index, which is the
generalization of the Witten index, was defined in [34, 35] by using the representations of
the superconformal algebra. The index is constructed in such a way that it is independent of
the continuous parameters of a theory. Hence, the evaluation of the index can be generally
carried out in a weakly-coupled limit [35, 36]. On the other hand, a large class of N = 1
SCFTs does not have weakly-coupled description. SCFTs of this kind naturally arise
as IR fixed points of renormalization group flows, whose UV starting points are weakly-
coupled theories.3 A prescription to evaluate the indices of such SCFTs was provided by
Ro¨melsberger [34, 38]. Yet apart from a number of checks for the duality correspondences
[39, 40, 41, 42, 43, 44, 45], the reason why the prescription of Ro¨melsberger works is not
fully understood.
Nevertheless, there have been tremendous developments on the superconformal index,
especially in the computational aspect. It was conjectured in [38] that the N = 1 indices for
a Seiberg dual pair are identical. Invariance of the N = 1 index under the Seiberg duality
was systematically demonstrated in [41, 42, 43, 44]. It appears that superconformal indices
2The study of supersymmetric gauge theory on R × S3 traces back to the work by Diptiman Sen
[26, 27, 28]. This should be appreciated since this work has not drawn much attention although it is
not directly related to the content here.
3We refer the reader to [37] as a good exposition on this subject.
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are expressed in terms of elliptic hypergeometric integrals. The identities between Seiberg
dual pairs turn out to be equivalent to Weyl group symmetry transformations for higher
order elliptic hypergeometric functions. Along this line, it was shown in [36] that the index
is invariant under the S-duality for the N = 2 SCFT with SU(2) gauge group and four
flavors [46, 47]. Furthermore, using the inversion of the elliptic hypergeometric integral
transform, it was perturbatively tested in [48] that the index for an interacting E6 SCFT
corresponds to the index of the N = 2 SCFT with SU(3) gauge group and six flavors,
providing a new evidence of the Argyres-Seiberg duality [49].
Functional integral interpretation and localization
In this paper, we aim at providing the N = 4 superconformal index with geometric
meaning. The N = 4 index is defined in a way that it counts the number of 1/16 BPS
states in the N = 4 SCFT on R×S3 that cannot combine into long representations under
the deformation of any continuous parameter of the theory:
I = Tr(−1)F exp(−β∆) , ∆ ≡ 2{S,Q} = H − 2J3 + R˜1 + R˜2 + R˜3 (1.2)
where Q is one of supercharges and S = Q†. Here {R˜j}j=1,2,3 are an basis of the Cartan
subalgebra of the SU(4)I R-symmetry. This can be regarded as the generalized Witten
index. Like the Witten index, the N = 4 index can be interpreted as the Feymann
functional integral with the Euclidean action by compactifying the time direction to S1
with suitable twisted boundary conditions. Recalling that theN = 4 SCFT can be obtained
by the dimensional reduction of the ten-dimensional N = 1 SYM, the form (1.2) of the
N = 4 index tells us that the spatial manifold S3 is rotated by the charge J3 and the six-
dimensional extra dimension C3 is also rotated by the charge R˜j along the time direction,
which is conventionally called a Scherk-Schwarz dimensional reduction.
Our main purpose is to evaluate the functional integral with the Euclidean N =
4 SCFT action on this Scherk-Schwarz deformed background by using the localization
technique. We shall show that the deformed action is δ-exact where we choose  as the
conformal Killing spinor which generates the fermionic symmetry Q + S. The functional
integral reduces to the integral of one-loop determinants over the space of the critical
points of the δ-exact term. Since there are no bosonic and fermionic zero modes due to
the positive Ricci scalar curvature R, the functional integral is localized to zero modes of
the gauge fields by integrating out all the other modes.
The main result is that the partition function for the N = 4 SCFT on the Scherk-
Schwarz deformed background with gauge groupG localizes to the following matrix integral:
I(t, y, v, w) =
∫
G
[dU ] exp
{ ∞∑
m=1
1
m
f(tm, ym, vm, wm)Tr(U †)mTrUm
}
,
f(t, y, v, w) =
t2(v + 1w +
w
v )− t3(y + 1y )− t4(w + 1v + vw ) + 2t6
(1− t3y)(1− t3y )
(1.3)
where f(t, y, v, w) is the character of the PSU(1, 2|3) subalgebra which commutes with Q
and S. This matches the result first obtained in [35] by counting ‘letters’ in the N = 4
SCFT on R× S3.
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Plan of the paper
The paper is organized as follows. In the section 2, we review the rudiments of the
N = 4 SCFT on R × S3 with radial quantization. First we review the N = 4 index and
explicitly write the Noether charges of the symmetries. Then we will re-derive a set of
Bogomolnyi type equations for the bosonic 1/16 BPS configurations as found in [50]. The
form of the Noether charge ∆ suggests that this can be obtained as the energy of the system
on an appropriate twisted background. In the section 3, we provide the Feynman functional
interpretation of the N = 4 index. The main thrust of this section is to find the action
whose “Hamiltonian” is ∆ by applying the methods in [51, 19]. This can be done by the
dimensional reduction of the ten-dimensional N = 1 SYM on a Scherk-Schwarz deformed
background. The resulting action turns out to possess fermionic symmetries only generated
by Q and S. To implement the localization method, we provide the off-shell formulation
of this system. In section 4, we apply the localization method to evaluate the partition
function on the Scherk-Schwarz deformed background. This section starts discussing the
standard technique of localization. Then, we shall demonstrate that the deformed action
can be written as a δ-exact term. From the bosonic part of the δ-exact term, we show
that the set of their critical points is the space of flat connections. It turns out that the
space of flat connections on the Scherk-Schwartz deformed background can be regarded as
the quotient space T/W where T is the maximal torus and W is the Weyl group of the
gauge group G. We conclude this section by calculating the one-loop determinants around
flat connections, which gives the desired matrix integral (1.3). The section 5 is devoted
to conclusions and future directions and a number of technical points are detailed in the
appendices.
2. N = 4 SCFT on R× S3
2.1 N = 4 Index
To begin with, we review the N = 4 superconformal index. We refer the reader to [35] for
more details as well as the Appendix A for the superconformal algebra. The N = 4 SCFT
has the PSU(2, 2|4) space-time symmetry group which consist of the generators
H
Ja, Ja a = 1, 2, 3
Pµ, Q
α
A, Q
A
α˙ , A = 1, 2, 3, 4
Kµ, S
A
α , S
α˙
A α, α˙ = ±
dilations
Lorentz rotations
supertranslations
special superconformal transformations .
(2.1)
Just by convention, we call the supercharges SAα , S
α˙
A superconformal charges. In radial
quantization, these generators satisfy hermiticity properties. Especially, we have
SAα = (Q
α
A)
†
Q
Aα˙
= (QαA)
∗
S
α˙
A = (Q
A
α˙ )
†
SAα˙ = (S
A
α )
∗ (2.2)
where ∗ denotes complex conjugation and † denotes Hermitian conjugation.
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Our main interest is to study 1/16 BPS states which are annihilated by the minimum
number of supercharges, say, Q ≡ Q−4 and its hermitian conjugate S ≡ S4−. Before we
discuss the N = 4 index, let us review the standard Hodge theory argument relating the
Q-cohomology groups to the ground states of ∆ = 2{S,Q}. Because of [Q,∆] = 0, the
cohomology classes can be represented by eigenstates of ∆. Consider a state ξ such that
Qξ = 0 with ∆ξ = δξ. If δ 6= 0, then ξ = 1δQSξ which means ξ is Q-exact. Hence
Q-cohomology groups always lie in the ground state of ∆. Conversely, if ∆ξ = 0, then
0 = 〈ξ|∆|ξ〉 = 2|Q|ξ〉|2 + 2|S|ξ〉|2 implies Q|ξ〉 = S|ξ〉 = 0. If ξ is Q-exact, more specifically
ξ = Qζ, then ζ is a zero eigenstate of ∆ since [Q,∆] = 0. This shows ξ = Qζ = 0 by the
argument just before. Therefore, we will consider the set of 1/16 BPS states to be either
all states that are annihilated by both Q and S, or all states that are Q-closed but not
Q-exact.
Looking at the N = 4 superconformal algebra, ∆ can be expressed by the sum of the
quantum charges;
∆ ≡ 2{Q,S} = H − 2J3 + 2
3∑
k=1
k
4
Rk, (2.3)
where we denote the basis of the Cartan subalgebra of the SU(4)I R-symmetry by {Rk}k=1,2,3.
Rk may be thought of as the eigenvalues of the highest weight vectors under the diagonal
generator Rk whose k
th diagonal entry is 1, (k + 1)th entry is −1, and all the others are
zero. For the later purpose, we define the matrix
T˜AB ≡ 2
3∑
k=1
k
4
Rk =

−12
−12
−12
3
2
 . (2.4)
To count the 1/16 BPS states, the superconformal index is defined by
I(t, y, v, w) = Tr
(
(−1)Fe−β∆t2(H+J3)y2J3vR1wR2
)
(2.5)
where fugacities t, y, v, w are inserted to resolve degeneracies since H + J3, J3, R2 and R3
commute with Q and S. At zero coupling, the index can be evaluated by simply listing all
basic fields or ‘letters’ in the theory which have ∆ = 0. These are φ¯j , χ
α˙
↓ , λ
j
↑−, (F
+) +− (See
(B.13) and (D.8) for notations) and derivatives D+α˙ acting on them. It turns out from the
superconformal algebra that these letters are Q-closed, but not Q-exact (See (C.1)). The
equation of motion for the N = 1 gaugino field ∂+α˙χ α˙↓ = 0 is only the equation of motion
that can be constructed out of these letters. Therefore, at zero coupling, any operator
constructed out of the ∆ = 0 letters, modulo this equation of motion, will be 1/16 BPS.
The partition function over 1/16 BPS states can be expressed as the matrix integral [35]
I(t, y, v, w) =
∫
G
[dU ] exp
{ ∞∑
m=1
1
m
f(tm, ym, vm, wm)Tr(U †)mTrUm
}
, (2.6)
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where [dU ] is the G = U(N) invariant Haar measure and f(t, y, v, w)TrU †TrU is so-called
the single-particle states index, or the letter index with
f(t, y, v, w) =
t2(w + 1v +
v
w )− t3(y + 1y )− t4(v + 1w + wv ) + 2t6
(1− t3y)(1− t3y )
. (2.7)
It turns out that this single-particle partition function f(t, y, v, w) is the character of the
subalgebra PSU(1, 2|3) of the PSU(2, 2|4) symmetry. (See Eq. (5.33) in [52].) There-
fore, this implies that the space of the 1/16 BPS states becomes an infinite dimensional
representation space on which the subalgebra PSU(1, 2|3) acts.
It was shown in [35] that the N = 4 index calculated in the free N = 4 SCFT
with gauge group U(N) using perturbation theory matches with the one computed in the
strongly coupledN = 4 SCFT using the gravity description. Furthermore, generalizing this
result, the whole list of the N = 4 superconformal indices with simple non-Abelian gauge
groups are presented and the invariance of superconformal index under exactly marginal
deformations are shown in [53].
2.2 Action of N = 4 SCFT on R× S3 and Noether Charges
In this subsection, we review the basic properties of the N = 4 SCFT on R× S3 [54, 55].
We refer the reader to the Appendix A and B for notations and conventions in detail.
The action can be obtained by the dimensional reduction from the N = 1 SCFT in ten
dimension R× S3 × C3 where the ten-dimensional Lorentz group SO(1, 9) is decomposed
to SO(1, 3)× SO(6) ⊂ SO(1, 9):
S = 1
g2YM
∫
d10x
√
g Tr
[
1
4
F 2MN +
i
2
λ¯ΓMDMλ+
1
12
RX2m
]
=
1
g2YM
∫
d4x
√
g Tr
[1
4
F 2µν +
1
2
(DµXm)
2 +
i
2
λ¯ΓµDµλ
+
1
2
λ¯Γm[Xm, λ] +
1
4
[Xm, Xn]
2 +
1
12
RX2m
]
(2.8)
where the ten-dimensional gauge fields AM , M = 0, · · · , 9 split the four-dimensional gauge
field Aµ, µ = 0, · · · , 3 and six scalars Xm, m = 1, · · · , 6, and λ is a ten-dimensional
Majorana-Weyl spinor dimensionally reduced to the four dimension. Here R = 6
r2
is the
Ricci scalar curvature of S3.
Since the action is scaling invariant S[Aµ, Xm, λ, gµν ] = S[Aµ, e−αXm, e−3α/2λ, e2αgµν ],
we can always choose the radius of the 3-sphere is equal to one, i.e., R = 6 for the Ricci
scalar curvature. It is convenient to rewrite the action in the SU(4) symmetric form:
S = 1
g2YM
∫
d4x
√
g Tr
[1
4
FµνF
µν +
1
2
DµX
ABDµXAB + iλ↑Aγ
µDµλ↑A +
1
2
XABXAB
+λ↑A[X
AB, λ↓B] + λ↓
A
[XAB, λ↑B] +
1
4
[XAB, XCD][XAB, XCD]
]
, (2.9)
where A,B = 1, · · · , 4, and the N = 4 gaugino λA is transformed in the fundamental
representation 4 of SU(4)I R-symmetry, and the scalars X
AB = −XBA are in the an-
tisymmetric tensor representation 6 of SU(4)I . In what follows, we shall use the SU(4)
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symmetric form for the sake of the later arguments. The action is invariant under the
superconformal transformations:
δAµ = i(λ↑Aγµ↑
A − ↑Aγµλ↑A),
δX
AB = i(−↓Aλ↑B + ↓Bλ↑A + ABCDλ↑C↓D),
δλ↑A =
1
2
Fµνγ
µν↑A + 2DµXABγµ↓B +XABγµ∇µ↓B + 2i[XAC , XCB]↑B,
δλ↓A =
1
2
Fµνγ
µν↓A + 2DµXABγµ↑B +XABγµ∇µ↑B + 2i[XAC , XCB]↓B .(2.10)
where l = 12(1± γ5) and  are conformal Killing spinors on R× S3 satisfying
∂0 =
1
2
γ0, ∇i = 1
2
γiγ5 . (2.11)
We note that the conformal Killing spinor equations (2.11) can be obtained from the Killing
spinor equations on AdS5 restricted to the boundary R × S3 [54]. The supersymmetry is
closed up to the equations of motion due to the on-shell formalism:
[δ1 , δ2 ] = δSO(2,4)(ξ
µ) + δSO(6)(Λ
mn) + δgauge(v) + e.o.m. (2.12)
where the parameters generating the corresponding symmetries are written by
ξµ = 2i¯1Γ
µ2, Λ
mn =
i
2
(
¯1Γ
mnΓµ∇µ2 − ¯2ΓmnΓµ∇µ1
)
, v = −2i¯1ΓM 2AM . (2.13)
(For more explicit forms of the transformation by the square δ2 , see Eq. 2.7 and appendix
C in [19].)
The stress-energy tensor Tµν = (2/
√−g)(δ(√−gL)/δgµν) is of form
Tµν =
1
g2YM
Tr
[(
FµρF
ρ
ν −
1
4
gµνFρσF
ρσ
)
+
(
DµX
ABDνXAB − 1
2
gµνDρX
ABDρXAB
)
+i(λ↑AγµDνλ↑
A + λ↑AγνDµλ↑
A − gµνλ↑AγρDρλ↑A)− gµν
[
1
2
XABXAB
+ λ↑A[X
AB, λ↓B] + λ↓
A
[XAB, λ↑B] +
1
4
[XAB, XCD][XAB, XCD]
]
(2.14)
Then the Hamiltonian H is given by
H =
∫
S3
T00
=
1
g2YM
∫
S3
Tr
[
1
2
F 20j +
1
4
F 2jk +
1
2
|D0XAB|2 + 1
2
|DjXAB|2
+ iλ↑Aγ0D0λ↑
A + iλ↑Aγ
jDjλ↑A +
1
2
XABX
AB
+ λ↑A[X
AB, λ↓B] + λ↓
A
[XAB, λ↑B] +
1
4
[XAB, XCD][X
AB, XCD]
]
. (2.15)
Here the indices j, k = 1, 2, 3 run over a basis of the tangent space to S3.
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It is important to write down the Noether charges of the PSU(2, 2|4) symmetry ex-
plicitly. First, let us consider the conformal symmetry SO(2, 4). Let Mab be a conformal
Killing vectors on R× S3 satisfying
∇µMνab +∇νMµab = 1
2
(∇ρMρab)gµν . (2.16)
On R× S3, they obey the SO(2, 4) conformal algebra:
[Mab,Mcd] = i(δadMbc − δbdMac − δacMbd + δbcMad). (2.17)
where the indices a, b, c, d run from −2 to 3. The Noether current jµ of a conformal
Killing vector Mνab is given by j
µ
ab = T
µνMνab. To write the Noether currents of the
SU(2)L×SU(2)R Killing vectors, it is often convenient to regard the 3-sphere S3 as SU(2)
Lie group:
SU(2) =
{(
α β
−β¯ α¯
)
;α, β ∈ C, |α|2 + |β|2 = 1
}
=
{
g = e−iφσ
3/2e−iθσ
2/2e−iψσ
3/2
=
(
exp(−iφ+ψ2 ) cos θ − exp(−iφ−ψ2 ) sin θ
exp(iφ−ψ2 ) sin θ exp(i
φ+ψ
2 ) cos θ
)
; 0 ≤ φ, ψ ≤ 2pi, 0 ≤ θ ≤ pi
}
,
(2.18)
where we parametrize an element g by the Euler angles (φ, θ, ψ). Then the generators J
and J in (A.7) of the SU(2)L×SU(2)R symmetry are identified the left and right invariant
vector fields on SU(2) ∼= S3 respectively. Under the isomorphism between the Lie algebra
su(2) ∼= TeSU(2) (e is the identity element) and the left (right) invariant vector fields on
SU(2) ∼= S3, we choose the Pauli matrices σj , j = 1, 2, 3, (See (A.6)) as an orthonormal
basis of the left (right) invariant vector fields where the metric is provided by the Cartan-
Killing form.4 Then the dual basis e1L(R), e
2
L(R), e
3
L(R) of a left (right) invariant 1-form
ωL(R), so-called the left (right) invariant Maurer-Cartan forms, can be obtained by simple
calculation
ωL = g
−1dg = i
3∑
j=1
ejLσ
j , ωR = (dg)g
−1 = i
3∑
j=1
ejRσ
j (2.19)
where an element g is as in (2.18) , and the dual orthonormal bases are written in terms
of the coordinates θ, φ, ψ
e1L =
1
2(sinψdθ − cosψ sin θdφ)
e2L =
1
2(cosψdθ + sinψ sin θdφ)
e3L =
1
2(dψ + cos θdφ)

e1R =
1
2(− sinφdθ + cosφ sin θdψ)
e2R =
1
2(cosφdθ + sinφ sin θdψ)
e3R =
1
2(dφ+ cos θdψ) .
(2.20)
4We normalize the Cartan-Killing form as a symmetric bilinear form 〈 , 〉 : su(2)× su(2)→ C; (g1, g2) 7→
1
2
Tr(g1g2).
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They satisfy the Maurer-Cartan equations
dejL = jkle
k
L ∧ elL, dejR = −jklekR ∧ elR . (2.21)
In what follows, we choose (∂/∂x0, 2J1, 2J2, 2J3) as an orthonormal basis of R × S3 and
focus only on the left invariant part. With the Euler angles (φ, θ, ψ), the metric on S3 is
expressed as
ds2 =
3∑
j=1
ejLe
j
L =
1
4
[
dθ2 + sin2 θdψ2 + (dφ+ cos θdψ)2
]
. (2.22)
In addition, the left invariant vector fields Jj , j = 1, 2, 3 are related to the coordinates
a = (φ, θ, ψ) via the dreibein eaj
Jj =
1
2
eaj∂a (2.23)
where eaj are the inverse metric of (eL)
j
a. This identity gives us the explicit forms of the
left invariant vector fields Jj , j = 1, 2, 3 in terms of the Euler angles (φ, θ, ψ)
J1 = sinψ∂θ + cot θ cosψ∂ψ − cosψsin θ ∂φ
J2 = cosψ∂θ − cot θ sinψ∂ψ + sinψsin θ ∂φ
J3 = ∂ψ .
(2.24)
Then the Noether charge J3 takes the form
J3 =
∫
S3
1
2
T03
=
1
g2YM
∫
S3
Tr
[
1
2
(
F0ρF
ρ
3 +D0X
ABD3XAB
)
+
i
2
(λ↑Aγ0D3λ↑
A + λ↑Aγ3D0λ↑
A)
]
.
(2.25)
Here the coefficient in front of T03 is determined by the norm ‖J3‖ = 12 which can be easily
seen from the metric (2.22) and (2.24). The action is also invariant under the SU(4)I
R-symmetry
δλ↑A = iTABλ↑
B, δλ↓A = −iλ↓BTBA, δXAB = iTACXCB + iTBCXAC , (2.26)
where TAB is a hermitian traceless matrix. The charge of this symmetry is
RAB =
1
g2YM
∫
S3
Tr
(
− i2XACD0XCB − λ↑Bγ0λ↑A
)
. (2.27)
Using (2.15), (2.25) and (2.27), ∆ = 2{S,Q} = H − 2J3 + 2
∑3
k=1
k
4Rk can be written as
∆ =
1
g2YM
∫
S3
Tr
[
1
2
(F0j − F3j)2 + 1
2
F 212 +
1
2
|D1XAB|2 + 1
2
|D2XAB|2
+2|(D0 −D3 + i)Xj4)|2 − 2i(Xj4D3Xj4 −Xj4D3Xj4)
+iλ↑Aγ0{D0 −D3 + iT˜ )}λ↑A + iλ¯↑AγjDjλ↑A − iλ↑Aγ3D0λ↑A
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− λ↑A[XAB, λ↓B] + λ↓
A
[XAB, λ↑B] +
1
4
[XAB, XCD][XAB, XCD]
]
. (2.28)
where the indices j = 1, 2, 3 run over the orthonormal basis of the left invariant vector
fields as above and T˜ = T˜AB is defined in (2.4). The bosonic part of the Noether charge
corresponding to ∆ can be expressed as a sum of squares (This was firstly derived in [50].
See section 4 and appendix C in [50].)
∆Bosonic =
1
g2YM
∫
S3
Tr
[
1
2
(F0j − F3j)2 + 1
2
(
F12 +
1
2
[φj , φ¯j ]
)2
+
1
2
|(D1 + iD2)φj |2 + 1
2
|(D0 −D3 + i)φj |2 + 1
4
3∑
j,k=1
∣∣∣[φj , φk]∣∣∣2 ]. (2.29)
where the definitions of φj and φ¯j are given in (B.13). Classical bosonic configurations
with ∆ = 0 obey a set of first order Bogomolnyi equations obtained by setting each of
these squares to zero. The Bogomolnyi equations obtained in this way are
F12 +
1
2
[φj , φ¯j ] = 0 , F0j = F3j (j = 1, 2, 3) , (2.30)
and
[φj , φk] = 0 , (D0 −D3 + i)φj = 0 , (D1 + iD2)φj = 0 . (2.31)
This is a classical version of equation so that configurations satisfying the Bogomolnyi
equations above preserve the supersymmetry generated by a single supercharge and its
Hermitian conjugate. The first equation in (2.30) with the last one in (2.31) is called the
Hitchin equation. However, since the distribution spanned by J1, J2 is not involutive, it is
not completely integrable on S3 from the Frobenius theorem. Therefore the author does
not know if there is a relation between the two-dimensional field theory and the N = 4
SCFT on R× S3. Apart from the above set of the BPS equations, we should also impose
the Gauss law constraint to ensure the configuration solves all the equations of motion:
DµFµ0 +
i
2
(
[φj , D0φ¯j ] + [φ¯j , D0φ
j ]
)
= 0 . (2.32)
3. Functional Integral Interpretation of N = 4 Index
3.1 Scherk-Schwarz Deformed Action
In the last subsection (2.28), we can see that the time derivative D0 is shifted to D0−D3 +
iT˜ . Heuristically, this implies that S3 and the extra dimension C3 are twisted along the
time direction. Hence, in this section, we shall pursue the N = 4 index along this line of
thought.
Let us remind the meaning of the Witten index. The Witten index has Feynman
functional integral interpretation
Tr(−1)F e−βH =
∫
PBC
DΦDΨ exp[−SE(Φ,Ψ)] , (3.1)
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where the functional integral is taken over all the field configurations satisfying periodic
boundary conditions (PBC) along the compactified time direction S1 with period β, and
SE is the Euclidean action of a theory.
Generalizing the Witten index, in [51], Nekrasov considered the equivariant index in
the five-dimensional N = 1 SYM which is schematically written as
Tr(−1)F e−βHeβΩµνJµνeβajRj , (3.2)
where H is the Hamiltonian, Jµν are generators of the SO(4) rotation group and Rj
are generators of the Cartan subalgebra of the R-symmetry. By the functional integral
interpretation mentioned above, this can be understood as the partition function on the
five-dimensional manifold which is compactified on a circle with its circumference β with
twisted boundary condition (t, x) ∼ (t + β, exp(iβΩµνJµν)x) for t ∈ S1, x ∈ R4. Here the
operators Jµν and Ri preserve some of the supercharges of the theory which turns out to
be topological charges. In the weakly coupled limit β → ∞, the theory reduces to the
supersymmetric quantum mechanics on the moduli space of instantons. The equivariant
index (3.2) is ended up with the integrals over the instanton collective coordinates which can
be evaluated by the equivariant localization. The resulting quantity may be conventionally
called the instanton partition function Zinst(1, 2, a) where the parameters (1, 2) are the
Cartan generators of the U(1)2 rotation, and the parameter a are those of a gauge group.
On the other hand, in the limit of β → 0, the theory become the low energy effective theory
of the N = 2 SYM in four dimensions. This consideration led to the conjecture that the low
energy effective prepotential F(a) of the N = 2 SYM can be obtained from the instanton
partition function: F(a) = − lim1,2→0 Zinst(1, 2, a) since the theory is topological and is
independent of the coupling constant.5
The results in [51] are nice enough so that one may wonder if the superconformal
index can be interpreted in this way. This can indeed be done, and in a way that is closely
related to the construction of the N = 4 SCFT from the ten-dimensional N = 1 SCFT by
dimensional reduction. Recall that the N = 4 index is defined by
IN=4 = Tr(−1)F e−βHe2βJ3e−β(R˜1+R˜2+R˜3) . (3.3)
Here we redefine, by {R˜k}k=1,2,3, the basis of the Cartan subalgebra of the SU(4)I R-
symmetry.6 Since the SO(6) ∼= SU(4) R-symmetry comes from the Lorentz group SO(1, 9)
in ten dimension, the part e−β(R˜1+R˜2+R˜3) in the N = 4 index (3.3) rotates the extra
dimensions C3. This illustrates the fact that the N = 4 index (3.3) is nothing but an
equivariant index of the ten-dimensional N = 1 SCFT. Thus, following [51], we shall
interpret it as the partition function of the N = 1 SCFT on the fibre bundle N , more
5This conjecture was proven by the three groups independently [56, 57, 58].
6R˜k may also be thought of as the eigenvalues of the highest weight vectors under the diagonal generator
R˜k whose k
th diagonal entry is 1/2, the forth entry is −1/2, and all the others are zero. The reason why
we redefine the basis is to write the transition function (3.4) simply.
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βS3
time
e2βJ3
e−βR˜k
S1
C
C
eβH
pi
γ0
Figure 1: Schematic figures of the Scherk-Schwarz deformed background. Left: The 3-sphere at
the top is identified with the one at the bottom by the rotation e2βJ3 . Here the time translation
is vertical, which is common in physics literatures. The curve γ0 depicts the integral curve of the
vector field ∂/∂x˜0 which corresponds to the time direction of the space-time M . Right: the right
2-plane C is identified with the right one by rotating e−βR˜k . Here the time direction S1 can be seen
as the base manifold of the fibre bundle with fibre a 2-plane C, which is common in mathematics
literatures.
precisely ξ = (N, pi, S1, S3 × C3), such that
S3 × C3 // N
pi

S1
where the twisted boundary condition, or the transition function, is given by
(x0,−→x , z1, z2, z3) ∼ (x0 + β, e2βJ3−→x , e−βR˜1z1, e−βR˜2z2, e−βR˜3z3) (3.4)
(See Figure 1). Here we denote the local coordinates of the (4,7), (5,8), (6,9)-planes7 by
z1, z2, z3 respectively as consistent with (B.6) and (B.7).
Let ξ1 = (M,pi1, S
1, S3), or simply M for short, denote the subbundle of N with
fibre S3 which is actually the space-time in this setting (the left of Figure 1), and let
ξ2 = (L, pi2, S
1,C3), or simply L for short, denote the subbundle of N corresponding to
the rank 3 (complex) vector bundle over S1 (the right of Figure 1). The projection map
7We decompose the extra dimension C3 to C× C× C as follows.
0 1 2 3 4 5 6 7 8 9
z1 × ×
z2 × ×
z3 × ×
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pi : N → S1 can be decomposed as pi = pi1 × pi2. With the transition function (3.4), the
connection of the vector bundle L takes the value on u(1)3. Since the transition function is
properly normalized and the connection on L is, in this case, independent of the coordinate
of the base S1, we can just consider the connection as i.8 Keeping in mind that the fields
Xj4 = 12φ
j can be regarded as holomorphic sections of the vector bundle L 9, D0φ
j has to be
changed to (D0+i)φ
j = D0X
m+MmnX
n where Mmn is the u(1)
3 subalgebra of the so(6) R-
symmetry and m,n run over 1, · · · 6. Likewise, the derivative along the time direction acting
on the N = 4 gaugino, D0λ, should be replaced by (D0 + 14ΓmnMmn)λ = D0λA + iT˜ABλB.
This procedure is often described that a Wilson loop in the R-symmetry group is turned
on (See section 2 in [56].). Or, analogously, this construction is called the Scherk-Schwarz
reduction of the ten-dimensional N = 1 SCFT.
On this twisted background, the time direction is shifted as ∂
∂x˜0
= ∂
∂x0
+ 2J3 (the left
in Figure 1). We redefine the coordinate as
∂
∂x˜0
= ∂
∂x0
+ 2J3
2˜J1 = 2J1
2˜J2 = 2J2
2˜J3 = 2J3

dx˜0 = dx0
e˜1 = e1L
e˜2 = e2L
e˜3 = e3L − dx0 .
(3.5)
where we note again that the norm ‖Jj‖, j = 1, 2, 3, is equal to 1/2. Hence the space-time
M is equivalent to the manifold with the topology S1 × S3 whose metric is given by 10
ds2 = (dx˜0)2 + (e˜1)2 + (e˜2)2 + (e˜3)2 (3.6)
= (dx0)2 + (e1)2 + (e2)2 + (e3 + dx0)2 . (3.7)
There is one subtlety that must be noted here. We obtained the Noether charge of ∆ in
the Minkowski signature in the subsection 2.2. However, the Minkowski signature would be
very embarrassing in the Hamiltonian treatment on M since the vector ∂/∂x˜0 is light-like in
the Minkowski signature. This consequently gives arise that the Noether charge of Htwisted
is ill-defined due to g00 = 0 as easily seen from the form of the stress-energy tensor (2.14).
Since the interpretation of the index by the Feynman functional integral is considered in the
Euclidean signature, the Hamiltonian formulation in the twisted background is supposed
to be carried out in the Euclidean signature too. Performing the Wick rotation on both
the time coordinate and the connections simultaneously, the time derivative in this Scherk-
Schwarz deformation of the Euclidean signature are consequently summarized in
D0φ
j → (D0 − 2iJ3 + 1)φj
D0λ
j → (D0 − 2i∇3 − 12)λj
8Here we use the fact that the Lie algebra u(1) is isomorphic to
√−1 R
9More precisely, the fields φj are sections of the vector bundle gP ⊗ L where gP is the adjoint bundle
associated to a principal G-bundle over M , and L can be regarded as the vector bundle over M , i.e.
φj ∈ Γ(gP ⊗ L).
10This equivalence is essentially the same as in the case of a 2-torus. The 2-torus with the flat metric
ds2 = 1
2
dwdw¯ and the periodicity w ∼ w+2pi(m+nτ) is equivalent the one with the metric ds2 = |dσ1+τdσ2|
and the periodicity (σ1, σ2) ∼ (σ1, σ2) + 2pi(m,n) for m,n ∈ Z (section 5.1 in [59])
– 14 –
D0λ
4 → (D0 − 2i∇3 + 32)λ4 . (3.8)
where ∇3 = J3 + 12γ12 since the spin connections change under the Scherk-Schwarz defor-
mation
ω˜12 = e˜3 + 2dx˜0, ω˜23 = e˜1, ω˜31 = e˜1 . (3.9)
This embraces the fact that there is no i in the exponents of the rotation operators
e2βJ3 , e−βRj . In other words, the rotation angles depicted in Figure 1 are purely imaginary.
The other thing we should bear in mind is the -derivative terms ∇µ in the supercon-
formal transformation (2.10). Naively thinking, the action of the Scherk-Schwarz deformed
N = 4 theory on M can be obtained by simply replacing the time derivatives as in (3.8)
with the metric (3.7) on M . However, one needs to be careful that the action obtained in
this way is invariant under the fermionic symmetry Q and S due to the -derivative terms
∇µ in the superconformal transformation (2.10). To see that, it is necessary to write the
transformations by Q and S on the Scherk-Schwarz deformed background explicitly.
Let us therefore look at conformal Killing spinors. The explicit solutions of the confor-
mal Killing spinor equations (3.10) depend on the choice of a metric and a vielbein. From
the anti-commutation relation of QαA and S
A
α , the vector fields 
sγµq should be propor-
tional to the Killing vectors H (Hamiltonian) and Ji (the left-invariant vector fields) of
S1 × S3. Hence, it is natural to choose (∂/∂x0, 2J1, 2J2, 2J3) as an orthonormal basis of
the tangent space TpM for each point p ∈ M . We can write the conformal Killing spinor
equations in the Euclidean signature which is compatible with this choice of coordinates
can be written as [55]:
∇µ = ±1
2
γµγ
0γ5 , (3.10)
or
∇µ↑ = ±1
2
γµγ
0↑, ∇µ↓ = ∓1
2
γµγ
0↓ . (3.11)
where we have 12 in the right hand side due to the Euclidean signature instead of
i
2 for the
Minkowski signature as in [55]. With this choice of the vielbein, the spin connections ωijk
on S3 is found to be ωijk = ijk from (2.20). It turns out that the sign ± in (3.10) agrees
with the sign of the spin connection ±ijk for left and right invariant vector fields on S3.
Then, it is straightforward to see that the solutions corresponding to QαA and S
A
α can be
written as
q = e
1
2
x0
(
q0
0
)
s = e−
1
2
x0γ0
(
s0
0
)
(3.12)
where q0, 
s
0 are covariantly constant spinors.
11 Unlike the Minkowski signature, the con-
formal Killing spinors (3.12) are not well-defined along the temporal circle S1 although we
11Although there are solutions of (3.10) for the conformal Killing spinors corresponding to Q
A
α˙ , S
α˙
A, they
will be very tedious forms with this choice of the orthonormal frame. Since we are interested only in Q and
S, we do not obtain those solutions explicitly.
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need to impose the periodic boundary condition on them. This stems from the fact that
S1 × S3 cannot preserve supersymmetry unless the theory is twisted according to (3.4).
However, for the time being, let us postpone this problem of the boundary condition on
the temporal circle S1.
To understand the meaning of the solution (3.12) more clearly, let us recall the spin
representation of Spin(10) in ten dimensions [19]. The spinor space S32 in ten dimensions is
of thirty-two dimensions which decomposes to the irreducible spin representations S+16, S−16
of Spin(10) as S32 = S+16 ⊕ S−16 (32Dirac = 16 ⊕ 16′). The gamma matrices ΓM in ten
dimensions map a chiral spinor to the opposite chirality ΓM : S±16 → S∓16. The N = 4
gaugino λ in (2.8) and the conformal Killing spinors  (not ˜) satisfying (3.10) take their
value in S+16. In the solutions (3.12), the covariantly constant spinors q0 and s0 lie in q0 ∈ S+16
and s0 ∈ S−16 which correspond to the generators of QαA and SAα respectively. In addition, the
generators q¯0 and 
s¯
0 for Q
A
α˙ and S
α˙
A are contained as 
q¯
0 ∈ S+16 and s¯0 ∈ S−16. In total, there
are 32 = 16 + 16 generators of the superconformal symmetry as expected. With this fact
in mind, the relation between the solution (3.12) and the generator (0)
A
αQ
α
A + (0)αAS
αA
becomes more transparent:
 =
(
Aα
¯α˙A
)
= e
1
2
x0
(
(0)
A
α
0
)
+ e−
1
2
x0γ0
(
(0)αA
0
)
=
(
e
1
2
x0(0)
A
α
e−
1
2
x0(σ¯0)α˙α(0)αA
)
. (3.13)
where a conformal Killing spinor  takes its value in S+16.
Now, in trying to see how the superconformal transformations (2.10) are modified by
the Scherk-Schwarz deformation, we shall rewrite the superconformal transformation (2.10)
in terms of two-component spinor indices
δAαα˙ = −2i(λ↑α˙AAα − ¯α˙Aλ A↑α ),
δX
AB = i(−αAλ B↑α + αBλ A↑α + ABCDλ↑Cα˙¯α˙D),
δλ
A
↑α = F
+ β
α 
A
β + 2(Dαα˙X
AB)¯α˙B +X
AB∇αα˙¯α˙B + 2i[XAC , XCB]Bα ,
δλ↓α˙A = F
−α˙
β˙
¯β˙A + 2(D
α˙αXAB)
B
α +XAB∇α˙αBα + 2i[XAC , XCB]¯α˙B, (3.14)
where F+ βα ≡ Fµν(σµν) βα and F−α˙β˙ ≡ Fµν(σ¯µν)α˙β˙ are the self-dual and the anti-self-dual
part of the gauge field strength (See Appendix D). Looking at the transformations of the
N = 4 gaugino in (3.14), the middle two terms are changed{
2(Dαα˙X
k4)¯α˙4 = 2
[
(σ0)αα˙(D0 − 2iJ3 + 1) + (σj)αα˙Dj
]
Xk4¯α˙4
2(Dα˙αXk4)
4
α = 2
[
(σ¯0)α˙α(D0 − 2iJ3 − 1) + (σ¯j)α˙αDj
]
Xk4
4
α
(3.15){
Xk4∇αα˙¯α˙4 = Xk4
[
(σ0)αα˙(∇0 − 2i∇3 − 32) + (σj)αα˙∇j
]
¯α˙4
Xk4∇α˙α4α = Xk4
[
(σ¯0)α˙α(∇0 − 2i∇3 + 32) + (σ¯j)α˙α∇j
]
4α
(3.16)
where the conformal Killing spinors, 4α and ¯
α˙
4 , generate the transformations by Q
α
4 and
S4α. This introduction of the connections is compatible with the Leibniz rule. For instance,
we have the identities{
(D0 − 2iJ3 + 1)δXk4 = [(∇0 − 2i∇3 + 32)4]λ↑k + 4[(D0 − 2i∇3 − 12)λ↑k]
(D0 − 2iJ3 − 1)δXk4 = [(∇0 − 2i∇3 − 32)¯4]λ↑k + ¯4[(D0 − 2i∇3 + 12)λ↑k]
. (3.17)
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Let us explicitly compute superconformal variation of the Scherk-Schwarz deformed
N = 4 theory on R × S3. It is easy to see the variation in terms of the ten-dimensional
Lagrangian (2.8) by using the superconformal transformation (B.4) with connection ap-
propriately introduced by the Scherk-Schwarz deformation. The variation can be read off
up to the total derivative terms
δ
(
1
4
FMNF
MN +
i
2
λ¯ΓMDMλ+
1
2r2
XmX
m
)
= iDM (λ¯ΓN )F
MN + iλ¯ΓMDM
(
1
2
FPQΓ
PQ− 1
2
XmΓ
m/∇
)
+
i
r2
(λ¯Γm)Xm
= −i(λ¯ΓN )DMFMN + i
2
λ¯DMFPQΓ
MΓPQ+
i
2
λ¯ΓMΓPQDM  FPQ − i
2
λ¯ΓMΓm/∇ DMXm
− i
2
λ¯ΓMΓmDM/∇ Xm + i
r2
(λ¯Γm)Xm
= −i(λ¯ΓN )DMFMN + i
2
λ¯DMFPQΓ
MΓPQ+
i
2
λ¯ΓMm/∇ FMm − i
2
λ¯ΓMΓm/∇ DMXm
+
i
2
λ¯Γm/∇2 Xm + i
r2
(λ¯Γm)Xm
(3.18)
It is easy to see that the third and forth term cancel each other. In addition, by using the
identity
ΓMΓPQ =
1
3
(ΓMΓPQ + ΓPΓQM + ΓMΓPQ) + 2gM [PΓQ] (3.19)
and the Bianchi identity, we see that the first term cancels the second. (See around Eq.
2.23 in [19] more in detail.) In the absence of the Scherk-Schwarz deformation, the Killing
spinors satisfy
/∇2 = −1
3
R . (3.20)
This identity can be obtained from the conformal Killing spinor equation (1.1) with the
Weitzenbo¨ck formula. Hence, the conformal Killing spinors obey /∇2 = − 2
r2
 12 on S1×S3
which leads the last two terms in (3.18) cancel. However, this is no longer true after
twisting the background since we have
/∇2 =
[
γ0
(
∇0 − 2i∇3 − 3
2
γ5
)
+ γj∇j
] [
γ0
(
∇0 − 2i∇3 + 3
2
γ5
)
+ γj∇j
](
4α
¯α˙4
)
=
(
11
4r2
− 6i
r2
γ3γ0
)(
4α
¯α˙4
)
(3.21)
where the relative sign difference in front of 32γ
5 comes from the fact that /∇ has the
opposite chirality to , namely /∇ ∈ S−16 and  ∈ S+16. Therefore, the deformed Lagrangian
is not invariant under Q and S naively:
δ
(
1
4
FMNF
MN +
i
2
λ¯ΓMDMλ+
1
2r2
XmX
m
)
=
[
19i
8r2
(λ¯Γm) + 3(λ¯ΓmΓ3Γ0)
]
Xm
12This identity can also be obtained from the conformal Killing spinor equation (3.10) once the radius r
of the 3-sphere S3 is restored.
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(3.22)
This is a natural consequence of the Scherk-Schwarz deformation. (See Eq. 2.24 in [19])
To make the deformed action invariant under Q and S, we need to chose a different
conformal Killing spinor which satisfies (3.20) in the Scherk-Schwarz deformed background.
In other words, we must solve the conformal Killing spinor equation with the derivative
replaced by (3.8) [
∂0 − 2i∇3 + 3
2
γ5
]
 =
1
2
γ5 (3.23)
∇j = 1
2
γjγ
0γ5 (3.24)
It easily follows from the algebra of the γ-matrices that a constant spinor solves the equation
(3.24) of S3 part. Then, the equation (3.23) of S1 part can be simplified to
∂0 = −
(
1− iγ3γ0) γ5 . (3.25)
Using the basis of the γ-matrices chosen in (A.14), one finds that the solutions are of the
form
 =

e−2x0c1
c2
c3
e2x
0
c4
 (3.26)
where ci, i = 1, 2, 3, 4 are constants. Since the first and forth components are not well-
defined along the temporal circle S1, we cannot choose them as supersymmetric generators.
In fact, this implies that the generators for the supercharges Q+4 and S
4
+ are projected out
due to the projection operator 1− iγ3γ0 in the right hand side of (4.33). Hence, only the
supersymmetric generators for Q and S are well-defined in this Scherk-Schwarz deformed
background. With the analogy to (3.13), we can write the conformal Killing spinors which
generate Q and S as
 =
(
4−
¯+˙4
)
=
(
(0)
4−
0
)
+ γ0
(
(0)+4
0
)
=
(
(0)
4−
(σ¯0)+˙+(0)+4
)
. (3.27)
With this choice of conformal Killing spinors, the twisted action is
Stwisted = 1
g2YM
∫
M
d4x
√
g Tr
[1
4
FµνF
µν +
1
2
DµX
ABDµXAB + iλ↑Aγ
µDµλ↑A +
1
2r2
XABXAB
+λ↑A[X
AB, λ↓B] + λ↓
A
[XAB, λ↑B] +
1
4
[XAB, XCD][XAB, XCD]
]
(3.28)
where the metric is as in (3.7) and the time derivatives are (D0−2iJ3 + 1r )Xj4, (D0−2iJ3−
1
r )Xj4 and (D0 − 2i∇3)λA + 1r T˜ABλB. (Although we temporarily restore the radius r of
the 3-sphere here, we consider the case of r = 1 again in what follows unless it is explicitly
mentioned.) According to the coordinate transformation (3.5), the Hamiltonian Htwisted of
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this action (3.28) background is expressed as Htwisted = H−2J3. With the extra dimensions
rotated by the R-symmetry, we can identify as Htwisted = H − 2J3 +
∑3
k=1 R˜k = ∆.
13 This
twist of the extra dimensions (right figure in Figure 1) breaks all the fermionic symmetries
except Qα4 and S
4
α. Among them, Q
+
4 and S
4
+ are dropped by rotating S
3 by J3 along
the time direction (left figure in Figure 1). Hence, only Q and S are left as fermionic
symmetries of the Scherk-Schwarz deformed action (3.28) as desired.
All in all, we can identify the N = 4 index as the partition function on the Scherk-
Schwarz deformed background:
I = Tr(−1)F e−β∆ =
∫
PBC
DΦDΨ exp(−Stwisted[Φ,Ψ]) (3.30)
where Φ,Ψ stands for all the bosonic and fermionic fields in the N = 4 SCFT, respectively,
and the periodic boundary condition is imposed on all the fields along the x˜0-direction.
3.2 Off-shell Formulation
To demonstrate the localization of the action (3.28) at the level of the functional integral
and not just at the level of a classical action, we need an off-shell formulation of the
fermionic symmetry of the theory [19, 60].
In fact, it is easy to find an off-shell formulation in this case. To see that, let us discuss
some properties of the Scherk-Schwarz deformed action (3.28). With this choice of the
supercharge Q ≡ Q−4 and its hermitian conjugate S ≡ S4−, an SU(3) × U(1) subgroup
of the original SU(4)I symmetry becomes manifest in such a way that the R-symmetry
indices A = 1, 2, 3 express the representation 3 of the SU(3) part. This decomposition of
the SU(4)I R-symmetry can be understood in terms of the N = 1 superspace formulation
of the N = 4 SYM on R4. From the point of view of N = 1 superspace, the N = 4 theory
contains one N = 1 vector multiplet V and three N = 1 chiral multiplets Φj , j = 1, 2, 3,
so that the physical component fields of these superfields are listed as
V : (Aµ, λ
4
α, λ¯
α˙
4 ), Φ
j : (φj , λjα), Φ
†
j : (φ¯j , λ¯
α˙
j ) (3.31)
where we can see that the representations of SU(4)I decompose according to 6 → 3 ⊕ 3¯,
4 → 3 ⊕ 1. Recall that the N = 4 action on R4 takes the following form by the N = 1
superspace:
S = 1
16g2YM
[∫
d4xd2θTr(W 2) +
∫
d4xd2θ¯Tr(W
2
)
]
+
1
g2YM
∫
d4xd2θd2θ¯Tr(Φ†je
V Φj)
+
i
√
2
g2YM
∫
d4xd2θTr
{
Φ1[Φ2,Φ3]
}
+
i
√
2
g2YM
∫
d4xd2θ¯Tr
{
Φ†1[Φ
†
2,Φ
†
3]
}
, (3.32)
13Instead, we can think that the coordinate transformation in ten dimensions.
∂
∂x˜0
=
∂
∂x0
− 2J3 +
3∑
k=1
∂
∂θk
(3.29)
where ∂
∂θk
, k = 1, 2, 3 is the vector fields which generate the rotations of C × C × C.Then under this
coordinate transformation, it is easy to see Htwisted = H − 2J3 +
∑3
k=1 R˜i = ∆.
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where Wα = −14D¯2e−VDαeV . The connection to the N = 1 superspace formalism stems
from the fact that both Q and S lie in the N = 1 subalgebra as pointed out in [61].
With reference to the N = 1 superspace formalism, we can easily find an off-shell
formulation. The action is modified with the quadratic term of the auxiliary fields KA, A =
1, · · · , 4
Stwisted = 1
g2YM
∫
M
d4x
√
g Tr
[1
4
FMNF
MN +
i
2
λ¯ΓMDMλ+
1
12
RXmX
m +
1
2
KAKA
]
=
1
g2YM
∫
M
d4x
√
g Tr
[1
4
FµνF
µν +
1
2
DµX
ABDµXAB + iλ↑Aγ
µDµλ↑A +
1
2r2
XABXAB
+λ↑A[X
AB, λ↓B] + λ↓
A
[XAB, λ↑B] +
1
4
[XAB, XCD][XAB, XCD] +
1
2
KAKA
]
(3.33)
with the superconformal transformations
δAµ = i(λ↑4σ¯µ
4 − ¯4σ¯µλ 4↑ ) ,
δφ
j = 2i4λ↑j ,
δφ¯j = 2iλ↑j ¯4 ,
δλ
4
↑α = F
+ β
α 4β − i2 [φj , φ¯j ]4α +K44α ,
δλ↓α˙4 = F
−α˙
β˙
¯β˙4 +
i
2 [φ
j , φ¯j ]¯
α˙
4 +K4¯
α˙
4 ,
δλ
j
↑α = (Dαα˙φ
j)¯α˙4 +
1
2φ
j∇αα˙¯α˙4 − i2jkl[φ¯k, φ¯l]4α +Kj4α ,
δλ↓α˙j = (D
α˙αφ¯j)
4
α +
1
2 φ¯j∇α˙α4α − i2jkl[φk, φl]¯α˙4 +Kj ¯α˙4 ,
δK
j = −2i¯4α˙Dα˙αλ↑jα + 2[λ↑4¯4, φj ] + jkl[λ↑k ¯4, φ¯l] ,
δKj = −2i4αDαα˙λ↑α˙j + 2[4λ↑4, φ¯j ] + jkl[4λ↑k, φl] ,
δK
4 = δK4 = iDµλ↑
4
σµ4 − i¯4σ¯µDµλ 4↑ − [4λ↑j , φ¯j ]− [λ↑j ¯4, φj ] ,
(3.34)
where KA = (K
A)†, K4 = (K4)† = K4 and Kj , j = 1, 2, 3 transform as the representation
3 under the SU(3) subgroup of the SU(4)I R-symmetry.
This off-shell formulation can also be obtained by using the Berkovitz method [62] in
the dimensional reduction of the ten-dimensional N = 1 SYM (See section 4 in [63]).
4. Localization
In this section, we aim to compute (3.30) with the action (3.33) in the off-shell formulation
exactly by applying the localization method in TQFT.
To give an inevitably very brief explanation of the localization method in TQFT, let
us consider an infinite dimensional supermanifoldM with an integration measure dµ. Let
δ be a fermionic vector field on this manifold that such that δ
2
 is a certain bosonic vector
field Lφ and the measure is invariant under δ, i.e, divµδ. The second property implies∫
X δf = 0 for any functional f on M. We would like to evaluate a functional integral of
a δ-invariant action S with some δ-invariant functional O
Z(O) =
∫
M
dµO e−S . (4.1)
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Suppose that the action can be written as a δ-exact term, S = tδU , where U is a fermionic,
Lφ-invariant function and t can be considered as a coupling constant. The variation of Z
with respect to t is
d
dt
Z(O) = d
dt
∫
M
dµ Oe−tδU = −
∫
M
dµ{δ, U}Oe−tδU = −
∫
M
dµ{δ, UOe−tδU} = 0.
(4.2)
In the limit of t→∞, the subspaceM ⊂M obeying δU = 0 only contributes the integral
since the other configurations are exponentially suppressed. In this limit, the integration
for directions transverse toM can be implemented exactly in the saddle point evaluation.
Hence the integral is localized over the subspace M
Z(O) =
∫
M
dµO , (4.3)
with a measure dµ induced on the subspaceM by the original measure with the one-loop
determinant.
In the present situation, we take the field space of the N = 4 SCFT in the off-shell
formulation as M and the action (3.33) as Stwisted, and we will not consider observable O
for the present. Since we have considered 1/16 BPS states, Q+ S is chosen as a fermionic
vector field δ. The conformal Killing spinor which generates Q+S can be explicitly written
from (3.27):
 =
(
4−
¯+˙4
)
=
(
(0)
4−
(σ¯0)+˙+(0)+4
)
. (4.4)
Following [19], we will take the following functional as U so that the bosonic part of δU
is positive definite:
U =
∫
M
d4x
√
g
1
4
Tr[(δλ)
†λ] (4.5)
where λ is the N = 4 gaugino.
4.1 δ-Exact Term and Critical Points
In this subsection, we will explicitly show that δU becomes the deformed action up to the
coupling constant and will find the set M of the critical points of δU .
In the flat space R4, the holomorphic part
∫
d2θTr(W 2) of the gauge kinetic energy can
be written as Q−-exact form, since Q− acts as
∫
dθ− up to a total derivative [61]. Note that
Qα is expressed on R4 in terms of the N = 1 superspace formalism as Qα = ∂α−i(σµθ¯)α∂µ.
For instance, one can express the holomorphic part as
1
4
∫
d2θTr(W 2) =
1
4
Q−Tr[(Q+χα)χα)]
= Tr
[
1
4
|F+|2 + i
2
χ¯/Dχ− 1
4
D2
]
. (4.6)
where χα ≡ λ4α is the N = 1 guagino as defined in (B.13). For the same reason, the anti-
holomorphic part
∫
d2θ¯Tr(W
2
) can be written as Q+˙-exact. The first line in the right-hand
– 21 –
side of (4.6) looks similar to (4.5). The corresponding part in δU can be expressed
1
4
δ
[
(δχ↑)†χ↑
]
=
1
4
δ
[
−Fµν−(σµνχ↑)− +
(
i
2
[φj , φ¯j ] +K4
)
−χ↑−
]
(4.7)
= −1
4
FµνFγδ
−(σµνσγδ) −− − −
i
2
Dµ
(
(χ↑σ¯ν)−− − ¯+˙(σ¯νχ↑)+˙
)
−(σµνχ↑)−
+
1
4
(
1
4
|[φj , φ¯j ]|2 +K4K4
)
−− − 1
4
[λ↓
j−
−, φ¯j ]−χ↑− −
1
4
[φj , λ↑j+˙¯
+˙]−χ↑−
+
1
4
(
i(Dµχ↑σ¯µ)−− − i(Dµχ↑(σµ)+˙¯+˙ − [λ↓
j−
−, φ¯j ]− [λ↑j+˙¯+˙, φj ]
)
−χ↑−
(4.8)
where + = +4 ≡ (4−)† = (0)+4 and we omit the indices A = 4 in the conformal Killing
spinors  for brevity. Since ¯+˙ = −(σ¯0)+˙++ cancels with +, the terms which contain ¯+˙
vanish. In this case, (4.8) is very similar to the flat case (4.6) except the -derivative ∇µ
contribution in the second term of (4.8):
1
4
δ
[
(δχ↑)†χ↑
]
=
1
4
|F+|2 + i
2
χ↑/Dχ↑ +
1
4
(
1
4
|[φj , φ¯j ]|2 +K4K4
)
+
1
2
[λ↓
j
, φ¯j ]χ↑
−[ derivative contribution] (4.9)
where we normalize −− = 1 and the -derivative contribution is given by
[ derivative contribution]
=
i
2
[
(χ↑σ¯ν)
(
∇0 − 2i∇3 + 3
2
)
−
]
[−(σ0νχ↑)−] +
i
2
[(χ↑σ¯ν)(∇j)−][−(σjνχ↑)−]
= −4iχ↑σ¯0χ↑ . (4.10)
The similar computation can be applied to the anti-holomorphic part
1
4
δ
[
(δχ↓)†χ↓
]
=
1
4
|F−|2 + i
2
χ↓/Dχ↓ +
1
4
(
1
4
|[φj , φ¯j ]|2 +K4K4
)
+
1
2
[λ↑j , φ
j ]χ↓
−[¯ derivative contribution] (4.11)
where the ¯-derivative contribution is given by
[¯ derivative contribution]
=
i
2
[
(χ↓σν)
(
∇0 − 2i∇3 − 3
2
)
¯+˙
]
[¯+˙(σ¯
0νχ↓)+˙] +
i
2
[
(χ↓σν)(∇j ¯+˙)
]
[¯+˙(σ¯
jνχ↓)+˙]
= 4iχ↓σ0χ↓ . (4.12)
Using the fact that χ↓ = C4(χ↑)T and χ↑ = C4(χ↓)T (See Appendix B for notation), one
can convince oneself that (4.12) cancels with (4.10). Hence, we can summarize the vector
multiplet part of δU
δU
∣∣∣
vect
=
∫
M
d4x
√
g Tr
[
1
4
|Fµν |2 + iχ↑/Dχ↑ + 1
8
|[φj , φ¯j ]|2 + 1
2
K4K4
+
1
2
λ↓
j
[φ¯j , χ↑] +
1
2
λ↑j [φ
j , χ↓]
]
. (4.13)
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It is straightforward to compute the part of the three chiral multiplets in δU while
one need to take care of -derivative contributions:
δU
∣∣∣
chiral
=
∫
M
d4x
√
g Tr
[
1
4
δ
[
(δλ↑j)†λ↑j
]
+
1
4
δ
[
(δλ↓j)†λ↓j
]]
(4.14)
=
∫
M
d4x
√
g Tr
[
1
4
δ
[
¯+˙D
+˙αφ¯jλ↑jα +
1
2
φ¯j(∇µ¯σ¯µ)αλ↑jα +
i
2
jkl[φ
k, φl]−λ↑j− +Kj
−λ↑j−
]
+
1
4
δ
[
−D−α˙φjλ↓α˙j +
1
2
φj(∇µσµ)α˙λ↓α˙j +
i
2
jkl[φ¯k, φ¯l]¯+˙λ↓
+˙
j +K
j ¯+˙λ↓
+˙
j
]]
(4.15)
=
∫
M
d4x
√
g Tr
[1
2
Dµφ
jDµφ¯j +
1
2
φj φ¯j + iλ↑j /Dλ↑
j +
1
8
∑
j,k
|[φj , φk]|2 + 1
2
KjKj
−1
2
jklλ↓
k
[φl, λ↑j ]− 1
2
jklλ↑k[φ¯l, λ↓j ]−
1
2
χ↓[φ¯j , λ↑j ]− 1
2
χ↑[φj , λ↓j ]
]
(4.16)
where the first term in the first line of (4.15) contains an -derivative contribution such
as [¯+˙(σ¯
µ)+˙αλ↑jα][λ↑j+˙(Dµ¯
+˙)] which again turns out to cancel with the other -derivative
contribution in the first term in the second line of (4.15), [−(σµ)−α˙λ↓α˙j ][λ↓
j−
(Dµ−)].
Therefore, we find the bosonic part of δU as a sum of squares
δU =
∫
M
d4x
√
g Tr
[1
4
|Fµν |2 + 1
2
Dµφ
jDµφ¯j +
1
2
φj φ¯j +
1
8
|[φj , φ¯j ]|2 + 1
8
∑
j,k
|[φj , φk]|2 + 1
2
KAKA
−1
2
jklλ↓
k
[φl, λ↑j ]− 1
2
jklλ↑k[φ¯l, λ↓j ]−
1
2
χ↓[φ¯j , λ↑j ]− 1
2
χ↑[φj , λ↓j ]+
1
2
λ↓
j
[φ¯j , χ↑]+
1
2
λ↑j [φ
j , χ↓]
]
.
(4.17)
Thus the action itself can be written as a δ-exact form as expected.
Stwisted = 1
g2YM
δU (4.18)
This explains the reason why the N = 4 index is independent of the coupling constant. The
setM of the critical points of δU is the space of flat connections Fµν with φj = 0, KA = 0.
This result can be understood in the following way. There are no zero modes of the scalar
fields φj since there are the curvature coupling terms in the Lagrangian. Besides, the
Weitzenbo¨ck formula /∇2 = ∆ + R4 tells us that there are no zero fermionic modes since the
Ricci scalar curvature R is positive. Hence, the solution we found illustrates the fact that
we can integrate out all the fields in the functional integral except zero modes of the gauge
fields which are, in fact, flat connections. This conclusion can be also obtained by using
the superconformal transformation by Q and S. (See Appendix C) To even make one step
further, let us suppose that we add the θ-angle to the action Stwisted
iθ
16pi2
∫
M
d4x
√
g TrF ∧ F . (4.19)
Then we can regard e
iθ
16pi2
∫
M d
4x
√
g TrF∧F as an observable O in (4.1). Since only the flat
connections make contributions to the functional integral in the weak coupling limit of
gYM → 0 and the term (4.19) vanishes on the space M of flat connections, the N = 4
index turns out to be also independent of the θ-angle.
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u0
u0ρ(γ)
p0
γ
γ˜
X
P
Figure 2: A schematic figure which explains the geometric meaning of a Wilson line.
Let us therefore make a few remarks about flat connections. The geometric meaning
for a connection A to be flat can be explained by using the theorem of Frobenius as follows.
For each point p ∈ P of the principal G-bundle P , we define
Hu = {v ∈ TuP ;A(v) = 0}. (4.20)
H is a distribution consisting of all horizontal vectors relative to A. Then the sufficient and
necessary condition for a connection A to be flat is that the distribution H to be completely
integrable. This fact tells us that for any closed curve γ which starts at p0 ∈ X in the
base manifold X there is a unique lift γ˜ starting at u0 ∈ pi−1(p0) and lying in the integral
manifold of H through u0. The end point of γ˜ lies in the same fiber pi−1(p0) as u0. Thus,
there exists an element g ∈ G such that the end point of γ˜ can be expressed as u0g. (See
Figure 2) Then, it turns out that the element g depends only on the homotopy class of the
closed curve γ. Therefore, by setting ρ(γ) = g, we can define a map
ρ : pi1(X)→ G . (4.21)
In fact, it is easy to show that this map is a homomorphism, which is called a holonomy
homomorphism. Next, suppose that we choose a different point u′0 ∈ pi−1(p0) in the
same fiber instead of u0. Then there exists h ∈ G such that u′0 = u0h. Then, the
resulting holonomy homomorphism ρ′ constructed as above is related to ρ by conjugacy;
ρ′(γ) = hρ(γ)h−1. Since the connection A defines the horizontal direction on the fiber
bundle, the holonomy homomorphism ρ(γ) can be put as P exp
∮
γ A where P indicates
path-ordering. From the holonomy homomorphism, we obtain a Wilson loop operator
WR(γ) = TrRP exp
∮
γ A by taking the trace of this element. Note that a Wilson loop is
independent of the choice of a starting point on the fiber.
It is known that the structure of a flat bundle is completely defined by its holonomy.
Namely, there is one-to-one correspondence between the space of the flat connections on
X and the set of conjugacy classes of the homomorphism ρ : pi1(X)→ G.
Returning to the case at hand, the fundamental group pi1(M) is homomorphic to Z
represented by the time circle S1 (the integral curve γ0 in Figure 1). Hence, each flat
connection corresponds to a holonomy group ρ(γ0) ∈ G up to conjugacy. Recall that, given
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a maximal torus T in G, every element g ∈ G is conjugate to an element in T , and the
Weyl group W acts on the maximal torus T as an automorphism group. Therefore, the
space of the flat connections on M can be identified with T/W . In the case of the U(N)
gauge group, the maximal torus T is isomorphic to an N -torus
N︷ ︸︸ ︷
S1 × · · · × S1, and the Weyl
group W is the symmetric group SN of degree N whose action on T is given by
W : T → T
; t = diag(t1, · · · , tN ) 7→ w · t := diag(tw(1), · · · , tw(N)) (4.22)
where ti ∈ C, i = 1, · · ·N with |t1| = · · · = |tN | = 1 and w ∈ SN . The space of the U(N)
flat connections on M is the quotient space (S1 × · · · × S1)/SN .
Since the Scherk-Schwarz deformed action (3.33) vanishes on the setM of the critical
points, the index can be exactly implemented by the one-loop evaluation of δU on the
space of flat connection T/W :
IN=4 = 1
#W
∫
T
[dU ]Z1−loop (4.23)
where #W is the order of the Weyl group W (For the U(N) gauge group, #SN = n!) and
[dU ] is the Haar measure on the maximal torus T .
4.2 One-Loop Evaluations
In this subsection, we compute the one-loop determinants coming from quadratic fluctua-
tions of the fields about the flat connections on M . In the limit of gYM → 0, it is enough to
keep only quadratic terms in the bosonic fields Φ = (A, φ) and fermionic fields Ψ = (χ, λ).
The quadratic terms are of the general form,
L =
∫
M
√
g(Φ∆BΦ + iΨDFΨ) (4.24)
where ∆B and DF are certain second and first order differential operators, respectively.
The Gaussian integral over ∆B and DF gives
Z1−loop =
Pfaff DF√
det ∆B
(4.25)
where Pfaff denotes the Pfaffian of the real, skew-symmetric operator DF . We will mainly
follow the arguments made in the section 4 of [25] and in the appendix B of [64] to demon-
strate the one-loop evaluation explicitly.
In attempting to examine the saddle-point evaluation of the vector multiplet part
(4.13), we first fix the gauge. Following [25], we take the Coulomb gauge ∇jAj = 0. The
residual gauge symmetry is fixed by
d
dt
α(t) = 0, α ≡ 1
ω3
∫
S3
A0 (4.26)
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where ω3 is the volume of S
3. For the residual gauge, the Faddeev-Popov determinant is
given by
∏
k<l
[
2 sin αk−αl2
]2
, which provides the Haar measure [dU ] on the maximal torus
of U(N) in (4.23): ∫
T
[dU ]→
N∏
k=1
∫ pi
−pi
dαk
∏
k<l
sin2
(
αk − αl
2
)
(4.27)
where α = diag(α1, · · · , αN ). With the Faddeev-Popov measure, the one-loop partition
function can be written as
Zvect1−loop =
∫
DA0DAjDcDc¯ δ(∇jAj)e−Svect0 (4.28)
Here, keeping only the quadratic terms of (4.13), we denote the gauge-fixed action with
the Faddeev-Popov ghosts c, c¯ by Svect0
Svect0 =
∫
M
d4x
√
g Tr
[
−1
2
Aj(D˜
2
0 +∇2)Aj +−
1
2
A0∇2A0 + i
2
λ↑/∇λ↑ − c¯∇2c
]
(4.29)
where D˜0Aj ≡ ∂0Aj − i[α,Aj ]. To go further, we decompose the gauge field into a pure
divergent and a divergenceless as Aj = ∂jϕ + Bj where ∂jB
j = 0. Then the delta func-
tion constraint becomes δ(∇2ϕ) and the integral over ϕ yields [det′(∇2)]−1/2 where the
derivatives act on scalar functions on S3 and the prime indicates that zero modes are not
counted. The integral over A0 yields the same factor. The integral over the ghosts, on the
other hand, evaluates to det′(∇2). These three factors cancel nicely, and we are left with
Svect0 =
∫
M
d4x
√
g Tr
[
−1
2
Bj(D˜
2
0 +∇2)Bj +
i
2
λ↑/∇λ↑
]
. (4.30)
Before performing the Gaussian integral of (4.30), let us discuss about the insertion
of the chemical potentials to the N = 4 index as in 2.5. We shall replace the fugacities
t, y, v, w in (2.5) by chemical potentials τ, γ, ζ1, ζ2:
I(τ, γ, ζ1, ζ2) = Tr(−1)F e−β∆e−2τ(E+J3)e−2γJ3e−ζ1R1e−ζ2R2 (4.31)
where t = e−τ , y = e−γ , v = e−ζ1 , w = e−ζ2 . Then the insertion of the chemical potentials
induces additional twist of the background which can be addressed by replacing all time
derivatives in the action by
D0 → ∂0 − i
β+2τ
[α, ] +
2(τ−β)
β + 2τ
(i∇3) + 2γ
β+2τ
(i∇3) +
1
2β+ζ1
β+2τ
R1 +
β+ζ2
β + 2τ
R2 +
3
2β
β+2τ
R3
(4.32)
Since R1, R2 and ∇3 act trivially on the conformal Killing spinor
(
4α
¯α˙4
)
, the S1 part of
the conformal Killing equations with time derivative (4.32) reduces to
∂0 = − τ − β
2τ + β
(
1− iγ3γ0) γ5 . (4.33)
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Again, the projection operator 1− iγ3γ0 allows only the generators for Q and S to be well-
defined around the temporal circle S1. Hence, the action with the time derivative (4.32)
has supersymmetries Q and S generated by (3.27). For τ = β, the fermionic symmetries
Q+4 and S
4
+ are restored.
The eigenvalues of the Laplacian ∇2 acting on divergenceless vector fields Bj are
−(j + 1)2, where j is an integer ≥ 1. Here the eigenfunctions (the spherical harmonics on
S3 with spin 1) transform as the representation (j3, j3) = (
j+1
2 ,
j−1
2 )⊕ ( j+12 , j−12 ) under the
rotational group SO(4) ∼= SU(2)L × SU(2)R. In the representation (j3, j3) = ( j+12 , j−12 ),
the eigenvalues of i∇3 and i∇3 runs (− j+12 , · · · , j+12 ) and (− j−12 , · · · , j−12 ) and hence they
occur with degeneracy j(j + 2). Thus the bosonic part of the determinant is:
detvect
[
−
(
∂0 − i αadj
β+2τ
+
2(τ−β)
β + 2τ
(i∇3) + 2γ
β+2τ
(i∇3) +
1
2
β+ζ1
β+2τ
R1 +
β+ζ2
β + 2τ
R2 +
3
2
β
β+2τ
R3
)2
−∇2
]
=
∞∏
n=−∞
∏
j,j3,j3
[(
2pin
β+2τ
− αadj
β+2τ
− i2(τ−β)
β + 2τ
j3 − i 2γ
β+2τ
j3 − i
1
2
β+ζ1
β+2τ
r1 − i β+ζ2
β + 2τ
r2 − i
3
2
β
β+2τ
r3
)2
+(j+1)2
]
(4.34)
Following the prescription in [25], we factor out a divergent constant, set it to unity,
and obtain
det
− 12
vect =
∏
j,j3,j¯3
(−2i) sin
[
1
2
(
αadj + iβ∆
+ + 2iτ(
(1)
j +j3) + i(2γj3 + ζ1r1+ζ2r2)
)]
×(−2i) sin
[
1
2
(
−αadj + iβ∆− + 2iτ((1)j −j3)− i(2γj3 + ζ1r1+ζ2r2)
)]
=
∏
j,j3,j3
e(β+2τ)
(1)
j
(
1− eiαadjx∆+t2((1)j +j3)y2j3vr1wr2
)(
1− e−iαadjx∆−t2((1)j −j3)y−2j3v−r1w−r2
)
(4.35)
where 
(1)
j ≡ j + 1 and ∆± ≡ j ∓ 2j3± 12r1 ± r2 ± 32r3. Since we take only ∆± ≥ 0, the
expression (4.35) is det
− 1
2
vect instead of detvect. To write det
− 1
2
vect in terms of single-particle
index as in the N = 4 index (2.7), we manipulate (4.35) as
log(det
− 12
vect) ≡ −(β + 2τ)N2
∞∑
j=1
2j(j + 2)
(1)
j +
∞∑
m=1
1
m
[
fBvect(x
m, tm, ym, vm, wm)Tr(U†)mTr(U)m}
]
.
(4.36)
where x ≡ e−β. The first term provides a quantity analogous to the Casimir energy, which
was computed in [35]. (See around (4.26) in [35]) The contribution from the gauge field to
the single-particle index is given by
fBvect(x, t, y, v, w) ≡
∞∑
j=1
∑
(j3,j3)=(
j+1
2
, j−1
2
)
(
x∆
+
t2(
(1)
j +j3)y2j3vr1wr2
)
+
∞∑
j=1
∑
(j3,j3)=(
j−1
2
, j+1
2
)
(
x∆
−
t2(
(1)
j −j3)y−2j3v−r1w−r2
)
(4.37)
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Explicitly summing over all the vector modes on S3, one obtains
fBvect(x, t, y, v, w) =
∞∑
j=1
[(
j−1∑
n=0
yj−1−2n
)(
t3(j+1) + t3j+1x2 + · · ·+ tj+3x2j + tj+1x2(j+1)
)]
+
∞∑
j=1
[(
j+1∑
n=0
yj+1−2n
)(
t3j+1x2 + t3j−1x4 + · · ·+ tj+5x2j−2 + tj+3x2j)] .
(4.38)
Next, we consider the Pfaffian from the N = 1 gaugino. For the N = 1 gaugino,
we note that, on S3, the eigenvalues of the Dirac operator i/∇ acting on Weyl spinors are
±(j+ 12) whose eigenfunctions (the spherical harmonics on S3 with spin 12) transform as the
representation (j3, j3) = (
j
2 ,
j−1
2 )⊕ ( j−12 , j2). (j runs over the positive integers.) Analogous
to the bosonic determinant, one can also write the Pfaffian of the Dirac operator i /∇ in
terms of indices over letters as follows:
log(Pfaffvect) ≡ +(β + 2τ)N2
∞∑
j=1
2j(j + 1)
( 1
2
)
j −
∞∑
m=1
1
m
[
fFvect(x
m, tm, ym, vm, wm)Tr(U†)mTr(U)m}
]
,
(4.39)
where 
( 1
2
)
j ≡ j + 12 and the single-particle index for the N = 1 gaugino is given by
fFvect(x, t, y, v, w) ≡
∞∑
j=1
∑
(j3,j3)=(
j
2
, j−1
2
)
(
x∆
+
t2(
( 12 )
j +j3)y2j3vr1wr2
)
+
∞∑
j=1
∑
(j3,j3)=(
j−1
2
, j
2
)
(
x∆
−
t2(
( 12 )
j −j3)y−2j3v−r1w−r2
)
. (4.40)
Note that we use the fact that the fermionic fields are periodic around the temporal circle
S1 here. Evaluating all the spinor modes on S3, one obtains
fFvect(x, t, y, v, w) =
∞∑
j=1
[(
j−1∑
n=0
yj−1−2n
)(
t3j+1x2 + t3j+3x4 + · · ·+ tj+3x2j + tj+1x2(j+1)
)]
+
∞∑
j=1
[(
j∑
n=0
yj−2n
)(
t3j + t3j−2x2 + · · ·+ tj+4x2j−4 + tj+2x2j−2)] .
(4.41)
Dropping the Casimir energies14, which are irrelevant to the N = 4 index, we combine the
bosonic and fermionic determinants of the vector multiplet as
log
(
Pfaffvect√
detvect
)
=
∞∑
m=1
1
m
[
fvect(x
m, tm, ym, vm, wm)Tr(U †)mTr(U)m}
]
(4.42)
14We are not concerned with the Casimir energy here since it has already been argued in [65] and [25].
(See Eq. (64) in [65] and the footnote 30 in [25].)
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where the single-particle index fvect of the vector multiplet takes a rather simple form due
to the huge cancellation between bosonic and fermionic modes:
fvect(x
m, tm, ym, vm, wm) ≡ fBvect − fFvect
=
t6
(1− yt3)(1− t3/y) −
(
1− 1
(1− yt3)(1− t3/y)
)
=
−(y + y−1)t3 + 2t6
(1− yt3)(1− t3/y) . (4.43)
We can see that the single-particle index fvect is independent of the circumference β of the
time circle S1 since only the terms without the fugacity x, i.e. ∆ = 0, survive as expected
from the definition of the N = 4 index.
It is straightforward to compute the contributions from the chiral multiplets. With
the time derivative (4.32), the one-loop determinant of the scalar fields φj can be written
as detscalar[−D20−∇2 +1] where the last constant comes from the curvature coupling term.
Note that the coefficient 1 of the curvature coupling term becomes important here to have
nice square roots 
(0)
j ≡ j + 1 since the eigenvalues of the Laplacian ∇2 are −j(j + 2). The
eigenfunctions (the spherical harmonics on S3 with spin 0) transform as the representation
(j3, j3) = (
j
2 ,
j
2). Thus, one can write the single-particle index for the scalar fields
fBchiral(x, t, y, v, w) ≡
∞∑
j=0
∑
(j3,j3)=(
j
2
, j
2
)
(
x∆
+
t2(
(0)
j +j3)y2j3vr1wr2
)
+
∞∑
j=0
∑
(j3,j3)=(
j
2
, j
2
)
(
x∆
−
t2(
(0)
j −j3)y−2j3v−r1w−r2
)
(4.44)
Enumeration over all the scalar modes gives us
fBchiral(x, t, y, v, w)
=
(
v +
1
w
+
w
v
) ∞∑
j=0
[(
j∑
n=0
yj−2n
)(
t3j+2x2 + t3jx4 + · · ·+ tj+4x2j + tj+2x2j+2)]
+
(
w +
1
v
+
v
w
) ∞∑
j=0
[(
j∑
n=0
yj−2n
)(
t3j+2 + t3jx2 + · · ·+ tj+4x2j−2 + tj+2x2j)] .
(4.45)
Similar to the N = 1 gaugino, we can write the single-particle index for the fermionic fields
λj as
fFchiral(x, t, y, v, w) ≡
∞∑
j=1
∑
(j3,j3)=(
j
2
, j−1
2
)
(
x∆
+
t2(
( 12 )
j +j3)y2j3vr1wr2
)
+
∞∑
j=1
∑
(j3,j3)=(
j−1
2
, j
2
)
(
x∆
−
t2(
( 12 )
j −j3)y−2j3v−r1w−r2
)
. (4.46)
We can write this more explicitly
fFchiral(x, t, y, v, w)
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=(
v +
1
w
+
w
v
) ∞∑
j=1
[(
j−1∑
n=0
yj−1−2n
)(
t3j+1 + t3j−1x2 + · · ·+ tj+3x2j−2 + tj+1x2j)]
+
(
w +
1
v
+
v
w
) ∞∑
j=1
[(
j∑
n=0
yj−2n
)(
t3jx2 + t3j−2x4 + · · ·+ tj+4x2j−2 + tj+2x2j)] .
(4.47)
Putting both the bosonic and fermionic pieces together, the one-loop determinant of
the chiral multiplets can be casted up to Casimir energy in the following form
log
(
Pfaffchiral
detchiral
)
=
∞∑
m=1
1
m
[
fchiral(x
m, tm, ym, vm, wm)Tr(U †)mTr(U)m}
]
. (4.48)
where all the terms with the fugacity x again cancel between bosonic and fermionic modes
fchiral(x
m, tm, ym, vm, wm) ≡ fBchiral − fFchiral
=
t2(w + 1v +
v
w )
(1− yt3)(1− t3/y) −
t4(v + 1w +
w
v )
(1− yt3)(1− t3/y) . (4.49)
All in all, we can write the one-loop determinants as
Z1−loop = exp
{ ∞∑
m=1
1
m
f(tm, ym, vm, wm)Tr(U †)mTrUm
}
(4.50)
where the single-particle partition function f(t, y, v, w) is a sum of the letter indices of the
vector and chiral multiplets
f(t, y, v, w) = fvect(t, y, v, w) + fchiral(t, y, v, w)
=
t2(v + 1w +
w
v )− t3(y + 1y )− t4(w + 1v + vw ) + 2t6
(1− t3y)(1− t3y )
(4.51)
Plugging this into (4.23), we obtain the correct matrix integral for the N = 4 index as in
(1.3).
5. Conclusions and Future Directions
In this paper, we interpret the N = 4 superconformal index as the partition function on
the Scherk-Schwarz deformed background. We found the deformed action whose fermionic
symmetries are only Q and S and generalize the action in the off-shell formulation to
implement the localization methods. By writing the action as a δ-exact term where the
conformal Killing spinor  generates Q+S, the partition function turns out to be localized
at the space of the flat connections. We identify the space of the flat connections on S1×S3
as the quotient space T/W , using the fact that the flat connection can be classified the
holonomy homomorphism. This also explains the reason why the Polyakov loop appears
in the matrix integral form of the N = 4 index. The one-loop evaluations around the flat
connections provides the correct single-particle index.
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Finally, several technical and conceptual issues remain to be addressed even within
the direct line of attack of this paper. It is natural to generalize this functional integral
interpretation to the N = 1 and N = 2 superconformal indices. Especially this will provide
a rigorous explanation to the N = 1 index in which single-particle states are counted at
UV. A large class of N = 1 SCFTs can be realized as strongly-coupled CFTs at IR fixed
points whose UV theories are not conformal at quantum level in general. Applying the
localization method to a UV theory, one may be able compute the partition function of
the IR CFT exactly.
The other direction one may extend is the dimensional reduction of the partition func-
tion to three dimension as recently explored in [66, 67, 68]. Following Nekrasov [51], the
four-dimensional superconformal index reduces to a three-dimensional low energy effective
theory as the size of the time circle shrinks to zero. This low energy effective field theory
presumably contains all the information of the BPS states in the original four-dimensional
SCFT. It was firstly shown in [66] that starting from four-dimensional pair of Seiberg dual
theories one can get the whole set of new dualities both for SYM and CS theories in three
dimensions using some limits of identity for superconformal indices of four dimensional
Seiberg dual field theories to partition functions of three dimensional dual field theories.
Gereralizing the result of [67], it was also investigated in [68] that three-dimensional par-
tition functions with various parameters can be also obtained as a limit of the index of
four-dimensional theories. Apart from these pioneering works, the feasibility of this ap-
proach still remains to be understood. This consideration is important since it might give
new insights to BPS states in a SCFT with no Lagrangian description [69]. For example, it
is known that the compactification of the six-dimensional (0, 2) SCFT on a circle leads to
the five-dimensional maximally supersymmetric Yang-Mills theory. It would be interesting
to find a relation between the partition function of the five-dimensional maximally SYM
on S5 and BPS states in the (0,2) theory. (The six-dimensional (0, 2) superconformal index
in the large N limit was computed from the gravity theory on AdS7 × S4 [70].)
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A. Superconformal Algebra
In this appendix, we review the four-dimensional N = m (m = 1, 2 or 4) superconformal
algebra in order for this paper to be self-contained and to establish notation. The notation
is the same as in [35].
In the Minkowski four dimensions R1,3, the SO(2, 4) conformal algebra is formed by
the set of the generators of translations Pµ = −i∂µ, of special conformal transformations
Kµ = i(2xµx · ∂ − x2∂µ), of the Lorentz group SO(1, 3), Mµν = −i(xµ∂ν − xν∂µ), and of
dilations H = x · ∂. The commutation relations have the form
[H,Pµ] = Pµ,
[Mµν , Pρ] = i(ηµρPν − ηνρPµ),
[Mµν ,Mρσ] = i (ηµρMνσ + ηνσMµρ − ηµσMνρ − ηνρMµσ)
[H,Kµ] = −Kµ
[Mµν ,Kρ] = i(ηµρKν − ηνρKµ),
[Kµ, Pν ] = 2(ηµνH − iMµν)
(A.1)
where the metric ηµν = diag(−,+,+,+) and the indices µ = 0, 1, 2, 3. In terms of the
matrix Mab, we can put the algebra in more concise form;
Mab =
 0 H 12(Pν −Kν)−H 0 12(Pν +Kν)
−12(Pµ −Kµ) −12(Pµ +Kµ) Mµν
 , (A.2)
where we extend the indices to negative number, a, b = −2,−1, 0, · · · , 3 and the commu-
tation relations exhibits exactly the SO(2, 4) algebra;
[Mab,Mcd] = i(ηacMbd − ηbcMad − ηadMbc + ηbdMac), (A.3)
with ηab = diag(−1,−1, 1, 1, 1, 1). In the spinorial basis one defines
Pαα˙ = (σ
µ)αα˙Pµ, K
α˙α = (σµ)α˙αKµ,
J βα =
i
4
(σµσν) βα Mµν , J
α˙
β˙ =
i
4
(σµσν)α˙
β˙
Mµν , (A.4)
where
σµ = (iI, iσi), σµ = (iI,−iσj) (A.5)
and σj are the Pauli matrices.
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (A.6)
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The generators J and J of SU(2)L×SU(2)R can be written by using the standard angular
momentum generators,
J βα =
(
J3 J+
J− −J3
)
, J
α˙
β˙ =
(
J3 J+
J− −J3
)
, (A.7)
with
[J+, J−] = 2J3, [J+, J−] = 2J3. (A.8)
Then the generators Mµν of SO(1, 3) are expressed through these operators as
Mab =
 0 i2 (J+ + J− − J+ − J−) 12 (J+ + J− − J+ − J−) i(J3 − J3)− i2 (J+ + J− − J+ − J−) 0 −(J3 + J3) i2 (J+ + J+ − J− − J−)− 1
2
(J+ + J− − J+ − J−) (J3 + J3) 0 − 12 (J+ + J− + J+ + J−)
−i(J3 − J3) − i2 (J+ + J+ − J− − J−) 12 (J+ + J− + J+ + J−) 0
 .
(A.9)
We rewrite the SO(2, 4) conformal algebra, (A.1) and (A.3) in aal basis;
[J αβ , J
γ
δ ] = δ
γ
βJ
α
δ − δαδ J γβ
[J αβ , P
γδ˙] = δγβP
αδ˙ − 12δαβP γδ˙
[J
α˙
β˙, P
δ˙γ ] = δδ˙
β˙
P α˙γ − 12δα˙β˙P δ˙γ
[H,Pαβ˙] = Pαβ˙
[Kαβ˙, P
γδ˙] = δδ˙
β˙
J γα + δ
γ
αJ
δ˙
β˙ + δ
δ˙
β˙
δγαH
[J
α˙
β˙, J
γ˙
δ˙
] = δγ˙
β˙
J
α˙
δ˙ − δα˙δ˙ J
γ˙
β˙
[J αβ ,Kγδ˙] = δ
α
γKβδ˙ − 12δαβKγδ˙
[J
α˙
β˙,Kδ˙γ ] = δ
α˙
δ˙
Kβ˙γ − 12δα˙β˙Kδ˙γ
[H,Kαβ˙] = −Kαβ˙
(A.10)
Now we extend the SO(2, 4) conformal algebra to the N = m superconformal algebra
by introducing supercharges QαA, Q
A
α˙ and their superconformal partners S
A
α , S
α˙
A with A =
1, · · · ,m. The supercharges obey the anti-commutation relations
{QαA, Qα˙B} = Pαα˙δBA ,
{SAα , Sα˙B} = Kαα˙δAB,
{SAα , QβB} = δABJ βα + δβαRAB + δABδβα
(
H
2
+ r
4−m
4m
)
,
{Sα˙A, Qβ˙B} = δBAJ β˙α˙ − δβ˙α˙RBA + δBAδβ˙α˙
(
H
2
− r4−m
4m
)
(A.11)
and the other anti-commutation relations vanish. Here RBA and r are the generators of
U(m) R-symmetry, except in the special case m = 4, where the R-symmetry algebra is
SU(4). The commutation relations between bosonic and fermionic generators are listed in
detail as follows;
[J αβ , Q
γ
A] = δ
γ
βQ
α
A − 12δαβQγA
[Kαβ˙, Q
γ
A] = δ
γ
αSβ˙A,
[H,QγA] =
1
2Q
γ
A,
[H,SAα ] = −12SAα ,
[r,QγA] = Q
γ
A,
[r, SAα ] = −SAα ,
[RBA , Q
α
C ] = δ
B
CQ
α
A − 1mδBAQαC
[J
α˙
β˙, Q
γ˙A
] = δγβQ
α˙A − 12δαβQ
γ˙A
[Pαβ˙, Q
γA
] = δγαSAβ˙
[H,Q
α˙A
] = 12Q
α˙A
,
[H,Sα˙A] = −12Sα˙A
[r,Q
α˙A
] = −Qα˙A,
[r, Sα˙A] = Sα˙A
[RBA , R
D
C ] = δ
B
CR
D
A − δDARBC
(A.12)
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Finally, we conclude this appendix by fixing the convention of the gamma matrices
both in the Minkowski and Euclidean signature. In the Minkowski signature, we already
specified the form of the gamma matrices in (A.5):
γµ =
(
0 σµ
σ¯µ 0
)
, γ0 =
(
0 −i
−i 0
)
, γj =
(
0 iσj
−iσj 0
)
. (A.13)
We define the chirality operator γ5 = iγ0γ1γ2γ3. The Euclidean case easily follows from
the Wick rotation x0E = ix
0.
γµE =
(
0 σµE
σ¯µE 0
)
, γ0E =
(
0 1
1 0
)
, γjE =
(
0 iσj
−iσj 0
)
. (A.14)
where we define
σµE = (I, iσ
j), σµE = (I,−iσj) (A.15)
The chirality operator is γ5E = γ
0
Eγ
1
Eγ
2
Eγ
3
E . Elsewhere, we omit the lower index E for
simplicity.
B. Notations for Field Theory on R× S3
In this appendix, we explain how we obtain the four-dimensional N = 4 SCFT (2.9) from
the ten-dimensional N = 1 SCFT (2.8). We refer the reader to [54, 55] for more details.
S = 1
g2YM
∫
d10x
√
g Tr
[
1
4
F 2MN +
i
2
λ¯ΓMDMλ+
1
12
RX2m
]
=
1
g2YM
∫
d4x
√
g Tr
[1
4
F 2µν +
1
2
(DµXm)
2 +
i
2
λ¯ΓµDµλ
+
1
2
λ¯Γm[Xm, λ] +
1
4
[Xm, Xn]
2 +
1
12
RX2m
]
(B.1)
The covariant derivative Dµ in the action (2.8) and (2.9) contains the spin connection
ωab when it acts on the spinor fields. The spin connection ω
a
b ∈ Ω1(End(T ∗S3)) is non
other than a uniquely determined natural connection, which sometimes called a Levi-Civita
connection, satisfying
ωab = −ωba
dea + ωab ∧ eb = 0 . (B.2)
where {ea}, a = 0, · · · 3 is a vierbein on R× S3. Then the covariant derivative acting on a
spinor (fermionic) field λ can be written by using the spin connection ωab
∇µλ = ∂µλ+ 1
4
ωabµ Γabλ . (B.3)
where ωaµb = ω
a
b(∂µ) ∈ Γ(End(T ∗S3)) and Γab is a Clifford multiplication of the gamma
matrices. The action (2.8) is invariant under the superconformal transformation. In ten-
dimensional notation, the transformation law is written as
δAM = iλ¯ΓM , δλ =
1
2
FMNΓ
MN − 1
2
XmΓ
mΓµ∇µ . (B.4)
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Using four-dimensional Dirac spinor notation, it is also written as
δAµ = iλ¯Γµ, δXm = iλ¯Γm,
δλ =
[
1
2
FµνΓ
µν +DµXmΓ
µΓm − 1
2
XmΓ
mΓµ∇µ − i
2
[Xm, Xn]Γ
mn
]
 . (B.5)
The ten-dimensional Lorentz group has been decomposed as SO(1, 9) ⊃ SO(1, 3) ×
SO(6). We identify SO(6) with SU(4). We use A,B = 1, 2, 3, 4 as the indices of 4 in
SU(4) while we have used m,n = 4, · · · , 9 as the indices of 6 in SO(6). The SO(6) vector,
6, corresponds to the antisymmetric tensor of 4 in SU(4). The SO(6) and SU(4) basis are
related as
Xi4 =
1
2
(Xi+3 − iXi+6) (i = 1, 2, 3) ,
XAB = −XBA , XAB = −XBA = X†AB , XAB =
1
2
ABCDXCD , (B.6)
Similar identities hold for the gamma matrices:
Γi4 =
1
2
(Γi+3 + iΓi+6) , (B.7)
The ten-dimensional gamma matrices are decomposed as
Γµ = γµ ⊗ 18, ΓAB = γ5 ⊗
(
0 −ρ˜AB
ρAB 0
)
= −ΓBA , (B.8)
where γµ is the four-dimensional gamma matrix, satisfying {γµ, γν} = 2ηµν , and γ5 =
iγ0γ1γ2γ3. ΓAB satisfies {ΓAB,ΓCD} = ABCD, and ρAB and ρ˜AB are defined by
(ρAB)CD = δ
A
Cδ
B
D − δADδBC , (ρ˜AB)CD = ABCD . (B.9)
The charge conjugation matrix and the chirality matrix are given by
C10 = C4 ⊗
(
0 14
14 0
)
, Γ11 = Γ0 · · ·Γ9 = γ5 ⊗
(
14 0
0 −14
)
, (B.10)
where (Γa,m)T = −C−110 Γa,mC10 and C4 is the charge conjugation matrix in four dimensions.
The Majorana-Weyl spinor in ten dimensions is decomposed as
λ = Γ11λ =
(
λ↑A
λ↓A
)
, (B.11)
where λ↓A is the charge conjugation of λ↑A:
λ↓A = (λ↑A)c = C4(λ↑A)
T , γ5λl = ±λl , λlγ5 = ∓λl . (B.12)
For the sake of convenience, we redefine the field contents
Xi4 ≡ 1
2
φi , Xi4 ≡ 1
2
φ¯i , λ
4
l ≡ χl , λl4 ≡ χl , (B.13)
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where XAB can be expressed as a matrix form
XAB =
1
2

0 φ¯3 −φ¯2 φ1
−φ¯3 0 φ¯1 φ2
φ¯2 −φ¯1 0 φ3
−φ1 −φ2 −φ3 0
 XAB = 12

0 φ3 −φ2 φ¯1
−φ3 0 φ1 φ¯2
φ2 −φ1 0 φ¯3
−φ¯1 −φ¯2 −φ¯3 0
 . (B.14)
The action is rewritten in terms of the SU(4) symmetric notation as follows:
S = 1
g2YM
∫
d4x
√
g Tr
(1
4
FµνF
µν +
1
2
DµXABD
µXAB + iλ↑Aγ
µDµλ↑A +
1
2
XABX
AB
+ λ↑A[X
AB, λ↓B] + λ↓
A
[XAB, λ↑B] +
1
4
[XAB, XCD][X
AB, XCD]
)
.
(B.15)
The superconformal transformation (B.5) can also be rewritten in terms of the SU(4)
symmetric notation as in (2.10).
C. Superconformal Transformations by Q and S
In this appendix, we shall write the superconformal transformations of the N = 4 field
contents by Q and S. From the transformations of the fermionic fields, we find the moduli
space of the 1/16 BPS states.
It follows from (3.27) that the superconformal transformation by Q can be obtained
by taking only 4− and all the other components of the conformal Killing spinors zero in
(3.14).
[Q,A+α˙] = 0
[Q,A−α˙] = −2iχ↑α˙
[Q, (F+) ++ ] = −[Q, (F+) −− ] = −iD+α˙χ↑α˙
[Q, (F+) +− ] = −2iD−α˙χ↑α˙
[Q, (F+) −+ ] = 0
[Q,φj ] = 2iλ↑j+
[Q, φ¯j ] = 0
{Q,χ↑+} = (F+) −+
{Q,χ↑−} = (F+) −− − i2 [φj , φ¯j ]
{Q,χ↓α˙} = 0
{Q,λ↑j+} = 0
{Q,λ↑j−} = − i2jkl[φ¯k, φ¯l]
{Q,λ↓α˙j } = [Dα˙− + (σ¯0)α˙−]φ¯j
(C.1)
where, in the last anti-commutation relation, the covariant derivative is Dα˙−φ¯j
=
[
(σ¯0)α˙−(D0 − 2iJ3 − 1) + (σ¯j)α˙−Dj
]
φ¯j as in (3.15) and the term (σ¯
0)α˙−φ¯j comes from
the -derivative terms. Using the equation of motion ∂−α˙χ α˙↓ = 0 for the N = 1 guagino,
we can verify that φ¯j , χ
α˙
↓ , λ
j
↑− and (F
+) +− are elements of the Q-cohomology groups at
zero coupling as mentioned in the subsection (2.1) since the gauge field Aαα˙ is not a gauge
invariant operator and we can ignore quadratic terms such as [φ¯k, φ¯l] at zero coupling. From
the BRST-like transformations (C.1), one can see that the field configurations annihilated
by Q is defined by the equations
s1 = (F
+) −+ = 0
s2 = (F
+) −− − i2 [φj , φ¯j ] = 0
s3 = [D
α˙− + (σ¯0)α˙−]φ¯j = 0
s4 = 
jkl[φ¯k, φ¯l] = 0
(C.2)
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(See the section 5 in [71] for the reason.) It turns out that the equations (C.2) become
essentially the same as (2.30) and (2.31) after the Wick rotation. (See Appendix D as a
reference for the self-dual gauge field.)
We can see some of the main properties of the moduli space defined by (C.2) by means
of vanishing theorems.
Sbosonic =
∫
M
d4x
√
g
[
1
4
|s1|2 + 1
4
|s2|2 + 1
4
|s3|2 + 1
8
|s4|2
]
=
∫
M
d4
√
g
[
1
4
|(F+) +− |2 +
1
4
|(F+) −− −
i
2
[φj , φ¯j ]|2
+
1
4
∣∣(Dα˙− + (σ¯0)α˙−) φ¯j∣∣2 + 1
8
3∑
i,j=1
∣∣[φi, φj ]∣∣2 ]
=
∫
M
d4
√
g
[
1
4
|F+|2 + 1
4
Dµφ
jDµφ¯j
+
1
8
∣∣[φj , φ¯j ]∣∣2 + 1
8
3∑
i,j=1
∣∣[φi, φj ]∣∣2 + 1
16
Rφjφ¯j
]
,
(C.3)
where we used the Weitzenbo¨ck formula
Dαα˙D
α˙β =
1
2
δβαDγα˙D
α˙γ +
1
4
δβαR+ F
+β
α . (C.4)
Since the Ricci scalar curvature R of M is a positive constant, the solution of (C.2) must
have φj = 0 and F+ = 0.
In similar fashion, we can show the superconformal transformation by S by neglecting
all the conformal Killing spinors except ¯+˙4 .
[S,Aα+˙] = 0
[S,Aα−˙] = 2iχ↑α
[S, (F−)+˙
+˙
] = −[S, (F−)−˙−˙] = −iD−˙αχ↑α
[S, (F−)+˙−˙] = 2iD
+˙αχ↑α
[S, (F−)−˙
+˙
] = 0
[S, φj ] = 0
[S, φ¯j ] = 2iλ↑j+˙
{S, χ↑α} = 0
{S, χ↓+˙} = (F−)+˙+˙ + i2 [φj , φ¯j ]
{S, χ↓−˙} = (F−)−˙+˙
{S, λ↑jα} = [Dα+˙ − (σ0)α+˙]φj
{S, λ↓+˙j } = − i2jkl[φk, φl]
{S, λ↓−˙j } = 0
(C.5)
As before, the vanishing theorem shows that the field configurations annihilated by S obey
F− = 0 and φj = 0. Hence, a solution for the moduli space of the 1/16 BPS states is a flat
connection F = 0 with φj = 0 as found in the subsection 4.1.
D. Self-dual and Anti-self-dual Field Strength in Euclidean Signature
In this appendix, we consider self-dual and anti-self-dual two forms in the four-dimensional
Euclidean space.
The multiplication rules of σµ, σ¯µ in (A.15) can be expressed as
σµσ¯ν = δµν12 + iσjη
j
µν , σ¯µσν = δµν12 + iσj η¯
j
µν . (D.1)
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where ηjµν and η¯
j
µν are called the self-dual ’t Hooft eta symbols and anti-self-dual ’t Hooft
eta symbols, respectively. The name stems from the fact that the eta symbols connect the
(3,1) and (1,3) representations of SU(2)L × SU(2)R with the self-dual and anti-self-dual
two-form in four dimensions
(σµν)
β
α ≡
1
4
(σµσ¯ν − σν σ¯µ) = i
2
σi,α
βηiµν ,
(σ¯µν)
α˙
β˙
≡ 1
4
(σ¯µσν − σ¯νσµ) = i
2
σi
α˙
β˙ η¯
i
µν .
(D.2)
The eta symbols can be represented by six 4× 4 matrices as follows:
η1µν =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 , η2µν =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 , η3µν =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 , (D.3)
and
η¯1µν =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 , η¯2µν =

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
 , η¯3µν =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 . (D.4)
One can check that the eta symbols satisfy the multiplication rules:
ηiηj = −δij14 − ijkηk, η¯iη¯j = −δij14 − ijkη¯k. (D.5)
Then it easily follows that they obey the Lie algebra su(2).[
−iη
i
2
,−iη
j
2
]
= iijk
(
−iη
k
2
)
,
[
−i η¯
i
2
,−i η¯
j
2
]
= iijk
(
−i η¯
k
2
)
. (D.6)
In addition, they hold the relations
η¯jµν = η
j
µν = jµν µ, ν = 1, 2, 3
η¯jµ0 = η
j
0µ = δjµ µ = 1, 2, 3
ηjµν = −ηjνµ
η¯jµν = −ηjνµ . (D.7)
Using the matrix forms of the eta symbols (D.3) and (D.4), the self-dual part F+βα of the
gauge field strength can be written explicitly
F+βα ≡ Fµν(σµν) βα =
(
i(F03 + F12) F02 + F31 + i(F01 + F23)
−F02 − F31 + i(F01 + F23) −i(F03 + F12)
)
,
F+αβ =
(
F02 + F31 + i(F01 + F23) −i(F03 + F12)
−i(F03 + F12) F02 + F31 − i(F01 + F23)
)
. (D.8)
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Similarly, we have the form of the anti-self-dual part F−α˙
β˙
of the gauge field strength
F−α˙
β˙
≡ Fµν(σ¯µν)α˙β˙ =
(
i(−F03 + F12) −F02 + F31 + i(−F01 + F23)
F02 − F31 + i(−F01 + F23) i(F03 − F12)
)
,
F−α˙β˙ =
(
F02 − F31 + i(F01 − F23) i(−F03 + F12)
i(−F03 + F12) F02 − F31 + i(−F01 + F23)
)
. (D.9)
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