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第 1章 序論
1.1 本論文の背景と意義
近年，CPU等の処理装置の高速化により，CPUと記憶装置の性能差が拡大するメモリ・
ウォール問題が顕著になっている．1980年から 2005年にかけてCPUは約 10,000倍高速化
したのに対して，DRAMは約 10倍の高速化しかしていないという報告もある [11]．このよ
うに，CPUと記憶装置の性能差があると記憶装置がボトルネックとなり，システム全体に
大きく影響を与えるため，何らかの方法で隠蔽する必要がある．
このメモリ・ウォール問題を解決する手段として，キャッシュメモリを用いたメモリ階層の導
入がある．CPUに近い上位レベルに高価で低容量であるが，高速アクセスが可能なSRAMを
配置し，下位レベルに低速アクセスであるが，安価で大容量のDRAMを配置する事でCPU
と記憶装置との性能差を隠蔽することが可能となる．現在は，メインメモリ（主記憶）に
DRAMを用い，プロセッサ{メインメモリ間のキャッシュに SRAMを用いてメモリ階層を構
築する事で，仮想的に安価で高速大容量のメモリを実現している．また，プロセッサ{メイン
メモリ間の性能差をより隠蔽するため，キャッシュ構成を 2階層などの階層構造にするのが
一般的である．システム全体の性能を向上させるには，よりプロセッサに近いレベルのキャッ
シュにアクセス頻度の高いデータを置く事で，アプリケーションをより高速に実行できる．
しかし，対象アプリケーションに対して，キャッシュ容量が小さいなど構成が適合しない
場合，キャッシュミスが頻繁に発生する．これによりメインメモリへのアクセス数やキャッ
シュ上のデータの置き換えが増大すると，キャッシュを用いたメモリ階層構造を導入した効
果が小さくなる可能性がある．キャッシュミス数を減らすには，キャッシュ容量を大きくす
る事で改善できるが，キャッシュ容量を大きくすると 1回のキャッシュアクセス自体に必要
なアクセス時間や消費エネルギーが増大する．このため，無制限にキャッシュ容量を大きく
することはできず，こうしたトレードオフを考慮したキャッシュ構成を採用する必要がある．
組み込みシステムの場合，汎用プロセッサと異なり実行するアプリケーションが限定され
る．このため，様々なアプリケーションを考慮する必要は無く，実行するアプリケーション
のみ高速に処理できれば，他のアプリケーションの実行速度が遅くとも問題ない．よって，
組み込みシステムにおいては，対象となるアプリケーションごとにキャッシュ構成を決定す
ることが，実行速度，面積，消費エネルギーなどの面で有効な手段となる．
実行するアプリケーションに対してキャッシュ構成を最適化する手法の 1つとして，アプ
リケーション実行時のメモリ参照履歴であるトレースデータから，複数のキャッシュ構成の
振る舞いをシミュレーションして，キャッシュヒット/ミス数を算出する手法がある．しかし，
単純に全てのキャッシュ構成においてシミュレーションを実行した場合，膨大なキャッシュ構
成に対してシミュレーションが必要となるため，シミュレーション時間の増大が問題となる．
そこで既存研究では，2つのアプローチがとられている．1つ目は，文献 [3]，[8]，[13]，[19]
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のように解析的手法を用いることで，誤差は大きいが，高速に処理する手法である．2つ目
は，文献 [2]，[4]，[7]，[9]，[12]，[14]，[21]，[22]のようにシミュレーションベースの手法を
用いることで，シミュレーション時間は遅くなるが，誤差の小さい手法である．シミュレー
ションベースの手法には，文献 [4]，[7]のようにキャッシュ構成を削減した部分探索型手法
と，文献 [2]，[9]，[12]，[14]，[21]，[22]のように探索範囲内の全キャッシュ構成をシミュレー
ションする全探索型手法の 2種類がある．前者は実行時間は速くなるが，必ずしも最適な構
成を選択できるわけではない．後者は実行時間は遅くなるが，必ず最適な構成を選択できる．
本論文では，シミュレーションの解に誤差が無いことから，シミュレーションベースの全
探索型手法に着目する．既存手法の [2]，[9]，[12]，[14]，[21]，[22]は，最適解を保証しつつ，
全探索型手法の欠点である実行時間を高速化している．特に，L1キャッシュを対象とした
CRCB手法 [21]と L2キャッシュを対象としたCRCB-T手法 [22]は，文献 [14]の手法と組み
合わせることで，単純な全探索シュミレーションと比較して平均 1398.25倍のシミュレーショ
ン時間の高速化を確認している．この手法により，ハーバードアーキテクチャを対象として，
探索範囲内の全てのキャッシュ構成から必ず最適な構成を選択することができる．
一方，キャッシュミスの際のミスペナルティは，バスの伝送能力によって決定される．し
たがって，バスの構成により最適なキャッシュ構成も異なるため，バス構成とキャッシュ構
成を同時に最適化する必要がある．しかし，従来の研究ではあらかじめキャッシュミスの際
に必要となるメモリアクセス時間のオーバーヘッドが固定されているという条件下でキャッ
シュ構成を最適化するものが大半である [2]，[4]，[7]，[9]，[12]，[21]，[22]．バス構成の最適
化も考慮してキャッシュ構成を最適化する手法として，文献 [5]，[6]，[18]などが挙げられる
が，2階層キャッシュメモリに対応し，必ず最適な構成を選択する手法は提案されていない．
こうした背景から，本論文ではバス構成としてデータバス幅，アドレスバス幅を最適化対
象に加え，組み込みアプリケーションを対象とした 2階層キャッシュメモリにおけるキャッ
シュ/バス構成最適化手法を提案する．本手法は，シングルコア，インオーダ実行を想定す
ることにより，キャッシュのヒット/ミスの判定とバス構成の最適化を独立して考えることが
できる．キャッシュのヒット/ミス判定は，対象アプリケーションの各メモリアクセスごとに
キャッシュのヒットあるいはミスを判定し，すべてのキャッシュ構成について，ヒット/ミス
数を得ることである．キャッシュのヒット/ミス判定は，単純に全ての構成を探索した場合，
探索の時間が長くなる．しかし，CRCB手法 [21]，CRCB-T手法 [22]を用いることで，メモ
リアクセスのトレースデータから全キャッシュ構成のヒット/ミス数を高速に取得することが
可能である．バス構成の最適化は，各キャッシュ構成とそのヒット/ミス数から最適なキャッ
シュ構成とバス構成を選択することである．バス構成の最適化も，全てのキャッシュ/バス構
成について探索することで求められるが，キャッシュとバスの持つ性質を考慮することによ
り，効率的に探索することが可能である．
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1.2 本論文の概要
本論文では，シミュレーションベースの全探索型手法に注目し，その欠点である実行時間
を高速化する手法を提案する．提案手法は，L1，L2キャッシュメモリと L1{L2，L2{メイン
メモリ間バスを対象とする．キャッシュとバスの持つ性質を考慮することにより，効率的に
探索することが可能である．提案手法の有効性の確認として，提案するアルゴリズムを適用
したキャッシュ/バス構成最適化システムを構築し，全探索シミュレーションと比較した．
第 2章「キャッシュメモリ」では，キャッシュメモリについての基本的な性質であり，本論
文で提案する手法でも利用している局所性，キャッシュパラメータ，キャッシュミスに関する
性質について述べる．また，キャッシュメモリを結ぶバスの基本的な性質について述べる．
第 3章「2階層キャッシュメモリを対象としたキャッシュシミュレーション手法」では，対
象となるアーキテクチャおよび全探索シミュレーションについて説明する．さらに，提案手
法のベースとなる既存の高速化手法である複数連想度同時探索手法，CRCB1手法，CRCB2
手法，CRCB-T1手法，CRCB-T2手法について紹介し，各手法が使用するキャッシュの性質
および，手法の概要を説明する．
第 4章「2階層キャッシュメモリにおけるキャッシュ/バス構成最適化手法」では，3章で
説明したターゲットアーキテクチャにバス構成としてデータバス幅とアドレスバス幅も最適
化対象として加え，組み込みアプリケーションを対象とした 2階層キャッシュメモリにおけ
るシミュレーションベースのキャッシュ/バス構成最適化手法を提案する．まず，対象アーキ
テクチャについて説明し，最適化問題を定式化する．次に，シングルコア，インオーダ実行
を想定することにより，キャッシュのヒット/ミスの判定とバス構成の最適化を独立して考
えることができることを示す．キャッシュのヒット/ミス判定は，対象アプリケーションの各
メモリアクセスごとにキャッシュのヒットあるいはミスを判定し，すべてのキャッシュ構成
について，ヒット/ミス数を得ることである．キャッシュのヒット/ミス判定は，単純に全て
の構成を探索した場合，探索の時間が長くなる．しかし，3章で説明する CRCB手法 [21]，
CRCB-T手法 [22]により，メモリアクセスのトレースデータから全キャッシュ構成のヒット/
ミス数を高速に取得することが可能である．バス構成の最適化は，各キャッシュ構成とその
ヒット/ミス数から最適なキャッシュ構成とバス構成を選択することである．バス構成の最適
化も，全てのキャッシュ/バス構成について探索することで求められるが，キャッシュとバス
の持つ性質を考慮することにより，効率的に探索することが可能である．
第 5章「計算機実験」では，第 4章で提案したアルゴリズムを用いて，実行するアプリケー
ションに対し，与えた総消費エネルギー制約を満たし，総メモリアクセス時間が最小となる
ようなキャッシュ/バス構成を探索するシステムを実装し，実験を行った結果を示す．
第 6章「結論」では，本論文を総括し，今後の課題を述べる．
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第 2章 キャッシュメモリ
2.1 本章の概要
本章では，キャッシュメモリとバスの基本的な性質や構成，既存研究についてまとめる．
2.2節「局所性」では，メモリの局所性として，時間的局所性や空間的局所性について説
明する．また，局所性を利用した性能向上の例として，メモリ階層増やキャッシュブロック
について紹介する．
2.3節「キャッシュパラメータ」では，キャッシュ構成を最適化する際に操作する各パラメー
タについて説明する．
2.4節「キャッシュミス」では，キャッシュミス要因である初期参照ミス，容量ミス，競合
ミスについて説明する．
2.5節「キャッシュメモリにおけるバス」では，キャッシュメモリにおけるバスのパラメー
タ，基本的な性質について説明する．
2.6節「キャッシュ/バス構成最適化に関する既存研究」では，キャッシュ/バス構成最適化
に関する既存研究を紹介する．
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2.2 局所性
プログラムの重要な性質の 1つとして局所性の法則がある．プログラムは，実行時に最近
使用したデータや命令を再利用する傾向が強い．文献 [11]でも言及されているように，一般
的な指標として，プログラムは，90％の実行時間を 10％のコードが占めているとも言われ
る．このことからもわかるように，アプリケーション実行時に，データや命令は均一には使
用されない．つまり，アプリケーションはメモリのある一部分の領域を集中的に利用すると
いう性質が存在することになる．これをメモリの局所性と呼ぶ．メモリの局所性には，大き
く分けて時間的局所性と空間的局所性の 2つの種類がある [10]，[11]．
 時間的局所性:あるロケーションのデータが参照されると，同じデータがまもなく再び
参照される傾向がある，という局所性の法則
 空間的局所性:あるロケーションにあるデータが参照されると，そのアドレス近傍にあ
るデータが間もなく参照される傾向にある，という局所性の法則
この 2つの局所性を利用する事で，CPUと記憶装置間の性能差を隠蔽し，メモリ性能を
向上することができる．その代表例が，キャッシュメモリ導入によるメモリ階層の構築であ
る（図 2.1）．一般的に，低速のメモリは容量が大きく，安価であるのに対し，高速のメモリ
は容量が小さい上に高価になる．メインメモリは，プログラムの全ての命令やデータを格納
するため容量が大きくなり，DRAMなどのアクセス速度は低速だが安価なメモリが用いら
れる．そこで，高価で容量は小さいが，アクセス速度が高速な SRAMなどのメモリをキャッ
シュメモリとしてCPUに近い位置に配置し，メモリを階層的に組み合わせることで，アクセ
ス速度の改善とコストの両立を図ることが可能となる．キャッシュメモリを用いてメモリ階
層を構築する事で，局所性の法則から，頻繁にアクセスされるデータや命令が，より上位レ
ベルの高速アクセス可能なキャッシュに格納される易くなる．逆に頻繁にアクセスがされな
いデータや命令に対しては，下位レベルの低速なキャッシュまたメインメモリに格納され易
くなる．しかし，こうしたデータはアクセスされる回数が少ないため，頻繁にアクセスされ
るデータのアクセススピードが改善されることで，結果的に全体のメモリアクセスのスピー
ドは改善されることになる．
以上で説明した，キャッシュ導入によるメモリ階層の構築は，時間的局所性を用いたメモ
リ性能の向上方法である．一方で，空間的局所性を利用したメモリ性能向上方法には，キャッ
シュのデータを管理する際にブロックという概念を用いる方法がある．メインメモリから
キャッシュにデータを格納する際，実行時に必要なデータとは別に，そのデータのアドレス
近傍にあるデータも同時にキャッシュに格納する．この同時に格納するデータの単位をブロッ
クと呼び，格納するデータのサイズをブロックサイズと呼ぶ．空間的局所性により，参照さ
れたデータ近くに存在する別のデータは，次に参照される可能性が高いため，このように前
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CPU
L1 cache
L2 cache
Memory
速度
技術 容量 ビット単価
SRAM
DRAM
最小
最大
最高
最低
250ps
1ns
100ns
図 2.1: メモリ階層の基本構造
後のデータを一緒にキャッシュ上に置いておくことで，キャッシュヒット率を高め，アクセ
ススピードを改善することが可能となる．
他にも，アプリケーションコードを局所性が高くなるように書き直すことで，上位レベル
のメモリ利用率が向上し，全体のアクセス時間も向上するという手法も存在する．しかし，
各レベルのメモリ容量やその構成によっては，局所性の高いデータが他のデータによって頻
繁に追い出され，結果的に上位と下位のメモリ間でのデータ移動が処理時間の大部分を占め
るスラッシングという状態が発生する可能性がある．この場合，ほとんどのアクセスで下位
メモリへのアクセスが必要となるため，メモリ階層全体のメモリアクセススピードが下位レ
ベルとほとんど同じになる．スラッシングに対しては，キャッシュ構成の変更や容量の増加
で対応可能だが，キャッシュ容量も制約がある．こうした問題を解決するためにも，キャッ
シュ構成の最適化処理が必要となる．利用するアプリケーションに適合したキャッシュ構成
の最適化ができる場合，スラッシングの発生確率を押さえ，制約条件下で最大限の性能を発
揮させることが可能となる．
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2.3 キャッシュパラメータ
キャッシュ構成のパラメータとして，セット数 s，ブロックサイズ b，連想度 a，容量 tが
あり，t = s b aが成り立つ．本節では，この 4つのパラメータについて説明する．本論
文では，キャッシュのセットサイズ s，ブロックサイズ b，連想度 aの 3つのパラメータを操
作対象とし，説明の都合上，必要な場合にはキャッシュ容量 tも用いる．キャッシュ容量 tは，
キャッシュに格納可能なデータの合計バイト数を示す．
キャッシュには，データの配置制約が 3種類ある [10]．データの配置先が一意に決定され
ているダイレクトマップ方式，その逆にデータの配置先が任意であるフルアソシアティブ方
式，両者の中間の方式であるセットアソシアティブ方式である (図 2.2)．セットアソシアティ
ブ方式は，各ブロックをある決められた数にまとめたセットという単位で管理する手法であ
る．セット数 s = t=(b a)となり，各データの配置先セットは一意に決められるが，セット
内のどのブロックに配置するかは任意である．セットアソシアティブ方式において，各セッ
トにいくつのブロックが割り当てられているかを示す値が連想度 aである．また，ダイレク
トマップの場合はセット数 s = t=b，連想度 a = 1，フルアソシアティブ方式の場合はセット
数 s = 1となるため，連想度 a = t=bと表現できる．
キャッシュでは，どのセットにデータを格納するのかを決定するため，メモリアドレスを
oset，index，tagの3つのフィールドに分割処理している [10](図2.3)．キャッシュでは，index
の値を用いてデータの格納先セットを決定する．キャッシュに目的のデータがあるかどうか
確認するため，格納先セットの各ブロックの tagを確認し，tag が一致した場合はヒット，一
致しなかった場合はミスとなる．
最後に，メモリアドレス 10bitの時のキャッシュ管理の一例を図 2.4に示す．図の例はキャッ
ダイレクトマップ方式
フルアソシアティブ方式
2ウェイセットアソシアティブ方式
セット
セット 0 1 2 3
0 1 2 3 4 5 6 7
キャッシュブロック
連想度
図 2.2: 8ブロックキャッシュが取りうる形態
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tag index offset
nビット
(n-(index+offset))ビット (lg b)ビット(lg(t/(b×a)))
ビット
図 2.3: メモリアドレス nbitによるキャッシュ管理（セット数 s，ブロックサイズ b，連想度
a，の場合の oest，index，tag の各ビット数
1010
1110
0101
・・・
000 001 111index
連
想
度
a
 =
 4
セット数 s = 8
1000
tag index offsetn = 10
1000 111 000
1000 111 001
1000 111 010
1000 111 111
・
・
・
ブ
ロ
ッ
ク
サ
イ
ズ
b
 =
 8
格納されているデータのアドレス
図 2.4: メモリアドレス 10bitによるキャッシュ管理の例
シュ構成をセット数 s = 8，ブロックサイズ b = 8，連想度 a = 4としており，1ブロック
に 8byteのデータを格納している（1つアドレスに格納されているデータサイズは 1byteと
する）．仮に，図のようなキャッシュの状態において，メモリアドレス 1000111010が参照さ
れたとき，indexが 111のセットにおける 2番目のブロックにデータが格納されているため，
キャッシュヒットとなる．
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2.4 キャッシュミス
CPUがアプリケーションプログラム実行時にあるデータを参照しようとしたとき，まず
上位階層のキャッシュにアクセスする．このとき，参照するデータがキャッシュに存在する
ならばキャッシュヒット，存在しないならばキャッシュミスとなる．キャッシュヒットとなる
場合は，データをCPUに転送してプログラムの実行は継続される．キャッシュミスとなる場
合，さらに下位階層のキャッシュまたはメインメモリへデータの参照がされ，キャッシュミス
した階層でデータの置き換えがされる．キャッシュミスが発生した場合，下位階層へのアク
セスおよびデータの置き換えの処理時間（ミスペナルティ）が発生し，結果的にキャッシュ
を導入しないメインメモリのみの構成よりもアクセス時間が掛かる可能性がある．つまり，
キャッシュの性能を十分に発揮させるには，キャッシュミス数を減らすことが重要となる．
キャッシュミスには，そのミス要因から大きく分けて，初期参照ミス，容量ミス，競合ミ
スの 3 種類に分類することができる．
2.4.1 初期参照ミス
あるデータに対する最初のアクセスの際，キャッシュ上にはそのデータが存在していない
ため，必ずキャッシュミスとなる．このキャッシュミスのことを初期参照ミスと呼ぶ．
初期参照ミスを減らすためには，キャッシュパラメータのうち，ブロックサイズを大きく
すればよい．ブロックサイズ bを大きくすることで，アプリケーションプログラムを構成す
るブロック数が減少し，初期参照自体が少なくなるため，初期参照ミスを減らすことができ
る．ただし，キャッシュ上のブロック数も減少するため，競合ミスを増加させる可能性もあ
る．また，ブロックサイズが大きくしたことにより，メインメモリからキャッシュへの転送
時間が長くなるため，キャッシュミスペナルティが増大する．初期参照自体がなくなること
はないため，初期参照ミスをなくすことは基本的に不可能である．
初期参照ミスはキャッシュパラメータの中では，ブロックサイズ bにのみ影響する．つま
り，このブロックサイズ bを操作しない限りは初期参照ミス数は変化せず，常に一定である．
このため，このブロックサイズ bを固定した状態で，他のキャッシュパラメータ (連想度 a，
セット数 s)の値を増やしていった結果，キャッシュミスが初期参照ミスのみとなった場合，
それ以上増やしてもキャッシュミス数には変化がない．
2.4.2 容量ミス
キャッシュ容量 tがアプリケーションの実行に必要なデータよりも小さい場合，キャッシュ
に入りきらずに追い出されるデータが必ず存在する．こうして追い出されたデータに再度ア
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表 2.1: キャッシュパラメータとミス，性能の関係
設計変更の要素 ミス率に対する効果 性能への悪影響
ブロックサイズを大きくする 初期参照ミスの減少 ミスペナルティの増大
容量を大きくする 容量ミスの減少 キャッシュアクセス時間増加
連想度を大きくする 競合ミスの減少 キャッシュアクセス時間増加
クセスした際に発生するキャッシュミスのことを容量ミスと呼ぶ．理論的には，キャッシュ
が，あるアプリケーションプログラムの実行に必要なブロック数を保持できれば，容量ミス
は発生しない．つまり，キャッシュ容量 tを増やすと容量ミスは減少する．しかし，キャッ
シュ容量 tの増加に伴い，面積，アクセス時間，消費エネルギーが増大する．
容量 tは，t = s b a が成り立つため，結果的に，セット数 s，ブロックサイズ b，連想
度 cのどれか 1つでも変化させると，容量ミスに影響を与える．
2.4.3 競合ミス
多くのブロックが同一セットに配置されると，他のブロックに空きがあったとしてもキャッ
シュからブロックが追い出されることになる．こうしてセットにデータが入りきらずに追い
出されたデータが再度アクセスした際に発生するキャッシュミスのことを競合ミスと呼ぶ．
競合ミスを減らすには，同一セット内のブロック数を増やせば良い．つまり，連想度 aを増
やすと競合ミスは減少する．しかし，連想度 aの増加に伴い，面積，アクセス時間，消費エ
ネルギーが増大する．
ブロックサイズ，容量，連想度とミスや性能への影響をまとめたものを表 2.1に示す．
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2.5 キャッシュメモリにおけるバス
キャッシュミスが起こった場合，下位のメモリ階層から必要なデータを持ってこなければ
ならない．この際に発生するのがキャッシュミスペナルティである．キャッシュミスペナル
ティは下位メモリへのアクセス時間とデータの転送時間で構成される．このキャッシュミス
ペナルティはバスの能力に大きく異なる．
キャッシュミスの際，まず上位メモリから下位メモリに対して必要なデータのアドレスを
アドレスバスを用いて送出する．次に，下位メモリで送られてきたアドレスをチェックする．
該当するアドレスのデータがあれば，データバスを用いて転送する．
取り扱うアドレスをnbit，上位メモリのブロックサイズをBbyte，アドレスバス幅を baddbit，
データバス幅を bdatbitとした時，アドレスの送出時間Atrans，データの転送時間Dtransはそ
れぞれ以下の通りになる．
Atrans =
n
badd
(2.1)
Dtrans =
B  8
bdat
(2.2)
式 (2.1)，(2.2)より，アドレスの送出時間，データの転送時間共に各バス幅が大きいほど
小さくなる．一見するとバスは大きいほど良いように思えるが，実際の設計では，コストや
面積などの制約が存在する．本論文で与えている制約については 4章で詳しく説明するが，
アプリケーションに対して適切なバス構成 (データバス幅，アドレスバス幅)を選択する必要
がある．同一アプリケーションに対してもバスの構成によりミスペナルティが変わり，最適
なキャッシュ構成も異なるため，キャッシュ構成の最適化の際にはバス構成の最適化も考慮
する必要がある．
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2.6 キャッシュ/バス構成最適化に関する既存研究
まず，キャッシュシミュレーション手法の既存手法は大きく 2つの手法に分けることがで
きる．
1つ目は，文献 [3]，[8]，[13]，[19]のように解析的手法を用いることで，誤差は大きいが，
高速にシミュレーションを実行する手法である．この手法に分類されるものは，少数のシ
ミュレーション結果から他の結果を予測するものと，トレースデータを削減するものがある．
他の結果を予測する場合，シミュレーションしたキャッシュ構成の結果から，予測式を導出
し，その式を用いて他の結果を予測する．この場合，シミュレーションしたキャッシュ構成
の結果は正しいが，それ以外の構成については予測式の結果と実際の結果とで誤差が生じる
ため，最適解を得られなくなる可能性がある．トレースデータを削減するものは，トレース
データの解析結果からループなどでよく実行される部分を選び出し，その部分のみをシミュ
レーションすることで高速化するアプローチである．この場合，シミュレーション結果に必
ず誤差が生じるため，最適解を得られる保証がなくなる．両方を組み合わせる場合は，まず
トレースデータを削減し，さらに探索構成数を減らしてシュミレーションを行う．
2つ目は，文献 [2]，[4]，[7]，[9]，[12]，[14]，[21]，[22]のようにシミュレーションベース
の手法を用いることで，解析的手法と比べて実行時間は遅くなるが，正確に各構成の結果を
得る手法がある．シミュレーションベースの手法にも探索構成を削減する部分探索型手法と
全構成を探索しつつキャッシュの性質によって高速化を実現している全探索型手法がある．
探索構成を削減する部分探索型手法には文献 [4]，[7]がある．これらの手法は，それぞれ
探索構成数を削減するために，まずある 1つの構成のシミュレーションを行い，その結果か
ら探索対象を減らして，次のシミュレーション，また探索対象を減らしてといった形の繰り
返しで各キャッシュ構成のデータを取得している．ただし，探索対象から外したキャッシュ
構成が最適解でないという保証はしていないので，最適解を得られない可能性がある．
それに対して，文献 [2]，[9]，[12]，[14]，[21]，[22]の手法は，全構成を探索する全探索型
手法である．全構成を探索するため，どうしても実行時間が長くなりやすいが，必ず最適解
を得られるという保証がある．特に，文献 [21]，[22]のCRCB手法は，それまで最適解を保
証するキャッシュシミュレーション手法では，最速といわれていた複数連想度同時探索手法
[14]と組み合わせる事で，全探索シミュレーションと比較して平均 1398.25倍のシミュレー
ション時間の高速化を実現している．CRCB手法はメモリアクセスのトレースデータを入力
として，全キャッシュ構成のヒット/ミス数を取得することが可能である．このため，導入し
た評価式に対して必ず最適な解を探索することができる．
一方，前節で説明したとおり，バス構成によりミスペナルティが変わり，各キャッシュ構
成での消費エネルギーや総アクセス時間が異なるため，バス構成とキャッシュ構成を同時に
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最適化する必要がある．しかし，従来の研究では上述のような，あらかじめキャッシュミス
の際に必要となるメモリアクセス時間のオーバーヘッドが固定されているという条件下で
キャッシュ構成を最適化するものが大半である．バス構成の最適化も考慮してキャッシュ構
成を最適化する手法として，文献 [5]，[6]，[18]などが挙げられる．文献 [5]は少数のシミュ
レーション結果から他の結果を予測する手法，文献 [6]はシミュレーションの探索対象を削
減する手法，文献 [18]は発見的手法を用いる手法である．したがって，2階層キャッシュメ
モリに対応し，必ず最適な構成を選択する手法は提案されていない．
こうした背景から，本論文では最適解を保証する最速のキャッシュシミュレーションであ
るCRCB手法をベースとし，さらにバス構成としてデータバス幅，アドレスバス幅を最適化
対象に加え，組み込みアプリケーションを対象とした 2階層キャッシュメモリにおけるキャッ
シュ/バス構成最適化手法を提案する．CRCB手法については第 3章で詳しく解説する．
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2.7 本章のまとめ
本章では，キャッシュメモリとバスの基本的な性質や構成，既存研究についてまとめた．
2.2節「局所性」では，メモリの局所性として，時間的局所性や空間的局所性についてまと
めた．メモリの局所性には時間的局所性と空間的局所性の 2 種類があり，この性質を利用し
た性能向上手法として，メモリ階層構造やキャッシュブロックについて説明した．また，局
所性を高くすることによるアクセス時間の改善効果や，スラッシングについても解説した．
2.3節「キャッシュパラメータ」では，キャッシュ最適化を行う際に操作する 4つのパラメー
タについてまとめた．キャッシュ容量はキャッシュに格納可能なデータサイズ，ブロックサイ
ズはキャッシュに格納する際のデータサイズ，セット数はキャッシュの管理単位であるセット
の数，連想度は 1つにセットに割り当てられるキャッシュブロック数であると説明した．ま
た，キャッシュへのデータ格納の際のアドレス計算についても解説した．
2.4節「キャッシュミス」では，キャッシュミスの要因である，初期参照ミス，容量ミス，
競合ミスの 3つについて説明した．各キャッシュミスはキャッシュパラメータと関連性があ
り，パラメータを大きくする事でキャッシュミスを減らすことができるが，逆に面積やアク
セス時間，消費エネルギーなどが増大してしまうことを説明した．
2.5節「キャッシュメモリにおけるバス」では，キャッシュメモリにおけるバスのパラメー
タ，基本的な性質についてまとめた．データバス幅，アドレスバス幅を大きくすることでミ
スペナルティを小さくすることができるが，面積やコストなどが増加することを解説した．
また，バス構成によりキャッシュ構成が異なるため，キャッシュ構成の最適化の際はバス構
成の最適化も考慮する必要があることを説明した．
2.6節「キャッシュ/バス構成最適化に関する既存研究」では，キャッシュ/バス構成最適化
に関する既存研究を紹介した．キャッシュのシミュレーションには，最適解を保証できるも
のとできないものがあり，最適解が保証できるものでバス構成の最適化も考慮している研究
は無いことを説明した．
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3.1 本章の概要
本章では，本論文がベースとする 2階層キャッシュメモリを対象としたキャッシュシミュ
レーション手法であるCRCB手法 [21]，[22]について説明する．CRCB手法は 1階層キャッ
シュを対象とした複数連想度同時探索手法，CRCB1手法，CRCB2手法，2階層キャッシュ
を対象としたCRCB-T1手法，CRCB-T2手法からなる．
3.2節「対象アーキテクチャ」では，既存手法が対象とする 2階層ハーバードキャッシュに
ついて説明をする．
3.3節「全探索シミュレーション」では，シミュレーションベースの全探索型手法の中で，
最も単純なシミュレーション手法として全探索シミュレーション手法を説明する．
3.4節「シミュレーション高速化手法」では，2 階層ハーバードキャッシュを対象とし，最
適解を保証したキャッシュシミュレーションの中で，現在最速であるCRCB手法について説
明する．CRCB手法は，キャッシュにおける性質を利用する事で，全探索シミュレーション
手法よりも少ないヒット/ミス判定回数で全キャッシュ構成のヒット/ミス数を取得できるこ
とを示す．
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3.2 対象アーキテクチャ
L1キャッシュとL2キャッシュが命令またはデータ専用であるキャッシュ構成をハーバード
キャッシュと呼ぶ．CRCB手法では，図 3.1のようなメモリ階層を持つアーキテクチャを対
象とする．データのリプレースメント方式は LRU法1を用いる．命令の実行はインオーダー
実行とし，対象とするキャッシュは non{inclusion2とする．
キャッシュ構成のパラメータとして，セット数 s，ブロックサイズ b，連想度 a，容量 tが
あり，t = s  b  aが成り立つ．L1キャッシュのセット数，ブロックサイズ，連想度をそ
れぞれ sL1，bL1，aL1，L2キャッシュのセット数，ブロックサイズ，連想度をそれぞれ sL2，
bL2，aL2とするとき，あるキャッシュ構成 cを c = ((sL1; bL1; aL1); (sL2; bL2; aL2))のように表
す．また，セット数の最大値を sm，ブロックサイズの最大値を bm，連想度の最大値を amと
する．さらに，セット数の最小値を s0，ブロックサイズの最小値を b0，連想度の最小値を a0
とする．
これ以後，本論文が対象とするキャッシュシミュレーションとは，図 3.3のようにアプリ
ケーションのメモリアクセスのトレースデータを入力とし，探索範囲内の全キャッシュ構成
CPU
L1 cache
( )
L2 cache
( )
main memory
optimization
図 3.1: 2階層ハーバードアーキテクチャ
1LRU法は Least Recently Used の略であり，使われてから最も時間のたったデータから置き換えていく手
法である．
2inclusion(包括性)とは，上位レベルのキャッシュのデータは必ず下位レベルのキャッシュに含まれることで
あり，non{inclusion はこれを保証しないキャッシュのことである (図 3.2)．non{inclusion は write{back など
の制御が複雑になるが，キャッシュヒット率が高くなるため，ヒット/ミスの観点で有効である．
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メインメモリ メインメモリ
L1キャッシュ
Ｌ2キャッシュ
L1キャッシュ
Ｌ2キャッシュ
(a)Inclusion (b)non-Inclusion
図 3.2: (a)inclusionと (b)non-inclusionが保持するデータの領域
m1
m2
m3
m4
mn



Trace data
Cache Hit/Miss
judgment
#hits
#misses
図 3.3: キャッシュシミュレーション
のヒット/ミス数を誤差なく取得することを意味する．
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3.3 全探索シミュレーション
CRCB手法では，対象となるアプリケーションのメモリアクセスデータであるトレース
データをもとに，セット数 s，ブロックサイズ b，連想度 aの 3つのパラメータを変化させ，
キャッシュヒット，およびミスを判定する．2階層ハーバードキャッシュを対象としたCRCB
手法では，sL1，sL2，bL1，bL2，aL1，aL2の 6つのパラメータを変化させて，全キャッシュ構
成のヒット/ミス数を取得する．本章ではキャッシュヒット/ミス判定回数に注目し，その削
減手法について説明する．
複数のキャッシュ構成の中から最適解を探索する単純な方法は，全キャッシュ構成に対し
てヒット/ミス数を判定する全探索によるシミュレーションである．メモリアクセスをmiと
表し，アプリケーションの全アクセス数が n回のとき，1番目のメモリアクセスのメモリア
ドレスをm1，n番目のアドレスをmnとする（図 3.3）．このとき，ある 1つのキャッシュ構
成 cに対して，1メモリアクセスmiのヒット/ミス判定には，以下の処理をする．
1. メモリアドレスmiから，index i，tag tを算出する．index iに対応するセットには，a
個のブロックが配置されている．
2. a個のブロックについて，1番目から順に tag tが存在するかどうか調べる．
3. 2において，tag tが j番目に存在すればヒットとし，index iに対応するセットの j番
目のブロックを 1番目のブロックとする．
4. 2において，tag tが存在しなければミスとなり，index iに対応するセットの a番目の
ブロックを tag tに置換し，このブロックを 1番目のブロックとする．
ある 1つのキャッシュ構成に対して，miのデータがどのセットに格納されているかは，mi
のタグとなるビットを調べるだけであるので，1の処理で完了する．しかし，miのキャッシュ
ヒット/ミス判定には，対応するセットに含まれるウェイに関して調べる必要があるため，最
大で am回の処理が必要となる．また L1キャッシュでミスしたmiは L2キャッシュでも同様
のヒット/ミス判定がされるため，L1，L2キャッシュのヒット/ミス判定は最大で 2 am回
処理する．
2階層キャッシュを対象としたシミュレーションでは，以下のキャッシュ構成に対してシ
ミュレーションを実行する．
sL1; sL2 = s0; 2s0; 4s0; : : : ; sm
bL1; bL2 = b0; 2b0; 4b0; : : : ; bm
aL1; aL2 = a0; a0 + 1; a0 + 2; : : : ; am
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図 3.4: 2階層キャッシュメモリにおける全キャッシュ構成 (図を直す)
このとき全キャッシュ構成数はO((lg sm)2  (lg bm)2  a2m)となる．全探索の場合，全メ
モリアクセスに対してヒット/ミス判定はO(n (lg sm)2  (lg bm)2  a3m)となる．
図 3.4に 2階層ハーバードキャッシュにおける全キャッシュ構成を示す．各円がキャッシュ
1構成である．対象としているアーキテクチャは，2階層ハーバードキャッシュであるため，
L1キャッシュの 1構成に対して，それと組になる L2キャッシュの構成が存在する．全探索
の場合，1メモリアクセスmiのヒット/ミス判定を，この全組み合わせに対してシミュレー
ションする必要がある．このため，キャッシュ構成数は膨大となり，シミュレーション時間
が増大してしまうため，シミュレーションの高速化手法が必要となる．
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3.4 シミュレーション高速化手法
文献 [17]には，2つのキャッシュ構成 c1，c2について，キャッシュ構成 c1の要素が全てキャッ
シュ構成 c2の要素に含まれていれば c1  c2と書き，キャッシュ構成 c2でキャッシュミスが起
きればキャッシュ構成 c1でもキャッシュミスが起き，キャッシュ構成 c1でキャッシュヒットす
ればキャッシュ構成 c2でもキャッシュヒットすることが示されている (Inclusion Property)．こ
の Inclusion Propertyを利用して，文献 [21]，[22]では，複数連想度同時探索手法 [14]と組み
合わせて 2階層ハーバードキャッシュを対象としたCRCB1，CRCB2，CRCB-T1，CRCB-T2
を提案している．各手法は，Inclusion Propertyをそれぞれ以下のキャッシュの要素に適用し
ている．
 複数連想度同時探索手法：Inclusion Propertyを連想度に適用
 CRCB1手法：Inclusion Propertyをセット数に適用
 CRCB2手法：Inclusion Propertyをブロックサイズに適用
 CRCB-T1手法：Inclusion Propertyを 2階層キャッシュに適用
 CRCB-T2手法：Inclusion Propertyを初期参照ミスに適用
本節では，各手法について説明をした後，各手法を適用した 2階層ハーバードキャッシュ
を対象としたキャッシュシミュレーションのアルゴリズムについて示す．
3.4.1 複数連想度同時探索手法
今，構成が ((s; b; a); )となる 1つのキャッシュ構成を考える．このようなキャッシュに対
して，リプレースメント方式を LRU方としたとき，以下の性質がある [14]．
性質C-1． あるメモリアクセスmiについて，キャッシュ構成が ((s; b; a); )となるキャッ
シュでキャッシュミスが起こった場合，構成が ((s; b; a0); )(1  a0  a)となるすべての構成
でキャッシュミスが起こる．同様に，あるメモリアクセスについて，構成が ((s; b; a); )と
なるキャッシュでヒットした場合，構成が ((s; b; a00); )(a  a00  am)となるすべての構成で
ヒットする．
性質C-1の例を図 3.5に示す．図 3.5は，図 2.4のキャッシュ構成を連想度 1～4に変化させ
たときの，index:111に対応するセットの状態を示している．図 3.5のキャッシュ構成の各パラ
メータは，セット数 s = 8，ブロックサイズ b = 8となっている．ここで，10ビットのメモリ
アドレス \1000111001"のヒット/ミス判定をする場合を考える．まず，osetは lg 8 = 3ビッ
ト必要なので，下位 3ビットが osetとなる．このため，キャッシュヒット/ミス判定に必要な
アドレスは，下位 3ビットを除いた 7ビットの \1000111"となる．次に，セット数は 8なので，
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1010
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111 111 111 111
a=1
a=2
a=3
a=4
MRU
LRU
図 3.5: ブロックサイズ固定 (b = 8)，セット数固定 (s = 8)とし，連想度 aを変化させたと
きの同一セットの状態
このとき必要な indexのビット数は lg 8 = 3ビットとなる．このため，\1000111"の下位3ビッ
トである 111がデータの格納されているセットとなる．連想度 a = 4の 111のセットをヒッ
ト/ミスを判定するとMRUから 3番目のブロックにデータがヒットしていることがわかる．
これは，性質C-1が示すように，各連想度のヒット/ミスと対応している．つまり，最大連想
度 a = 4のMRUから 3番目でヒットしていることから，連想度 a  3でキャッシュヒットと
なり，a < 3でキャッシュミスすることになる (図 3.5)．つまり，最大連想度とするキャッシュ
構成 ((s; b; am); )の 1構成をシミュレーションすることで ((s; b; ai); )(a0  ai  am)の構
成全てにおいてヒット/ミスが判定できる（複数連想度同時探索手法）．このため，全探索シ
ミュレーションでは，全キャッシュ構成のヒットミス判定にO(n (lg sm)2 (lg bm)2a3m)必
要としたのに対し，複数連想度同時探索手法を適用する事で，O(n (lg sm)2 (lg bm)2am)
に減らすことができる．
図 3.6は複数連想度同時探索手法によって図 3.4と比較し，どの程度キャッシュ構成の探索
を省略できるのかを示したものである．
3.4.2 CRCB1手法
今，構成が ((s; b; a); )となる 1つのキャッシュ構成を考える．このとき，セット数に In-
clusion Propertyを適用すれば，次の性質を得ることができる．
性質C-2．あるメモリアクセスmiについて，キャッシュ構成が ((s; b; 1); )となるキャッシュ
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図 3.6: 複数連想度同時探索手法適用による探索範囲
でキャッシュヒットが起こった場合，構成が ((s0; b; a0); )(s  s0  sm; 1  a0  am)となる
すべての構成でキャッシュヒットが起こる．
証明. あるメモリアクセスmiの 32bitのメモリアドレス adの最上位ビットを ad32，最下位
ビットを ad1とする．あるダイレクトマップ方式のキャッシュ構成 c1のブロックサイズを 2i，
セット数 s = 2jとすると，メモリアドレス adの osetは iビット，indexは jビット，tagは
(32  (i+ j))ビットとなる．キャッシュ構成 c1から，セット数を 2倍にしたキャッシュ構成
c2を考える．キャッシュ構成 c2はセット数 s = 2(j +1)となるため，indexは (j +1)ビット，
tagは (32  (i+ j  1)) ビットとなる．ダイレクトマップ方式でキャッシュヒットが発生する
場合，indexに対応するセットに格納されている tagがアクセスしようとしているメモリア
ドレスの tagと等しくなる．つまり，キャッシュ構成 c1でキャッシュヒットした場合，メモ
リアドレス adの tagが indexに対応するセットに格納されている tagと等しくなる．キャッ
シュ容量を 2倍にした場合，indexが 1ビット増えるため，キャッシュ構成 c1の indexに対
応するセットに格納されているデータは，ad(i+ j   1)の値によって，2つのセットに分割
される．ダイレクトマップ方式の場合，1つのセットに格納できるデータ数は 1つなので，2
つのセットのうちのどちらかに格納される．つまり，必ず対象となるセットにデータが格納
されているため，キャッシュ構成 c1でヒットしたデータはキャッシュ構成 c2でも必ずキャッ
シュヒットする．セット数を 4倍，8倍とさらに大きくしていっても，性質C-2は同様に成
立する．
図 3.7に性質C-2の 1例を示す．キャッシュ構成 ((4; b; am); )で，index:10の tag 1010が
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1010
1010
s=4
s=8
Index: 00 01 10 11
000 001 010 011 100 101 110 111Index:
セット数を2倍
図 3.7: 性質C-2の例．同一ブロックサイズのとき，1番目のブロックでヒットしたら，セッ
ト数を 2倍にしてもかならずヒットする．
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図 3.8: CRCB1手法による探索範囲省略の例
1番目のブロックでキャッシュヒットしたとき，そのデータは，必ず ((8; b; am); )の 1番目
のキャッシュブロックでヒットすることを示している．
性質C-2を用いれば，複数連想度同時探索手法と組み合わせる事で，全キャッシュ構成の
ヒットミス判定にO(n(lg sm)2(lg bm)2a3m)必要としたのに対し，O(n(lg s1lg s01)(lg
bm)
2  am)(s1; s01  sm)に削減される．
図 3.8にCRCB1手法の成立例を示す．太円で示したL1キャッシュ構成 ((32; 32; am); )の
シミュレーション時に，1番目のブロックで tag がヒットした場合，32 < s，b = 32のキャッ
シュ構成で必ずヒットするため，点線で示したキャッシュ構成のシミュレーションを省略で
きることを示している．
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図 3.9: 性質C-3の例．連続するメモリアクセスの tagと indexが等しいとき，ブロックサイ
ズを 2倍にしても tagと indexは等しくなる．
3.4.3 CRCB2手法
性質C-2と同様に，キャッシュのブロックサイズに関して Inclusion Propertyを用いると，
以下のような性質を得ることができる．
性質C-3．今，あるアプリケーションプログラムにおいて，キャッシュ構成 ((s; b; a); )の
連続した 2つのメモリアクセスmi   1とmiの indexおよび tagが等しい場合を考える．こ
のとき，キャッシュ構成 ((s0; b0; a0); )(s  s0  sm; b  b0  bm; 1  a0  am)で，i番目のメ
モリアクセスは必ずキャッシュヒットする．
証明. i  1番目のメモリアクセスmi 1のアドレスを ad(i  1)，i番目のメモリアクセスmi
のアドレスを ad(i)とする．ad(i  1)および ad(i)のあるキャッシュ構成 c1における indexお
よび tagが等しい場合，性質C-2が成立することになる．さらに，キャッシュ構成 c1のブロッ
クサイズを 2倍にしたキャッシュ構成 c2を考える．ブロックサイズを 2倍にすると，indexが
1ビット少なくなり，osetが 1ビット多くなる．つまり，キャッシュ構成 c1において index
および tagが等しい場合，キャッシュ構成 c2においても indexおよび tagが等しくなる（図
3.9）．よって，キャッシュ構成 c2においても性質 C-2が成立する．ブロックサイズを 4倍，
8倍とさらに大きくしていっても，indexは 1ビットずつ少なくなっていくので，indexおよ
び tagが常に等しくなる．このため，性質C-3が成立することになる．
これによって，最終的にO(n (lg s1lg s01) (lg b1  bm)am)(s1; s01  sm; b1  bm)にヒッ
ト/ミス判定回数を削減することができる．図 3.10に，CRCB2手法の成立例を示す．図 3.10
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図 3.10: CRCB2手法の適用による探索範囲の省略例
は，セット数 s = 32; b = 16の構成において，性質C-3の条件が成立した場合に複数連想度
同時探索手法とCRCB1手法，CRCB2手法を使用してヒット/ミス判定を省略できるキャッ
シュ構成を点線で表している．この場合，ブロックサイズ b > 16の全構成と，ブロックサイ
ズ b = 16，セット数 s > 32の全構成のヒット/ミス判定を省略できる．
3.4.4 CRCB-T1手法
L1キャッシュと L2キャッシュの構成に対して以下の性質がある．
性質C-4．L1キャッシュ構成の連想度がa = 1となる2階層キャッシュ構成 ((s; b; 1); (s0; b; a0))(た
だし，s < s0  sm; 1  a0  am)を考える．この構成 ((s; b; 1); (s0; b; a0))のキャッシュミス数
は，1階層キャッシュ構成 ((s0; b; a0); )のキャッシュミス数と等しくなる．
証明. 1階層キャッシュ構成 ((s; b; 1); )と ((2s; b; a); )を考える．この 2つのシミュレー
ションをCRCB1手法を導入して行う場合，キャッシュ構成 ((s; b; 1); )でヒットしたデータ
はキャッシュ構成 ((2s; b; a); )のシミュレーションを実行しない．よって，キャッシュ構成
((s; b; 1); )でミスしたデータのみがキャッシュ構成 ((2s; b; a); )でシミュレーションされる．
2階層キャッシュ構成 ((s; b; 1); (2s; b; a))をシミュレーションする場合，1階層キャッシュ構
成 ((s; b; 1); )でヒットしたデータは 2階層キャッシュ構成 ((s; b; 1); (2s; b; a))のシミュレー
ションを実行しない．この場合も，1階層キャッシュ構成 ((s; b; 1); )でミスしたデータのみ
が 2階層キャッシュ構成 ((s; b; 1); (2s; b; a))でシミュレーションされる．つまり，1階層キャッ
シュ構成 ((2s; b; a); )のシミュレーションを行うメモリアクセスと，2階層キャッシュ構成
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((s; b; 1); (2s; b; a))のシミュレーションを行うメモリアクセスは等しくなる．よって，この 2
つのキャッシュ構成 ((2s; b; a); )と ((s; b; 1); (2s; b; a))のシミュレーションを行うメモリアク
セスが等しくなるため，キャッシュミス数も等しくなる．2階層キャッシュ構成のL2キャッシュ
のセット数を L1キャッシュの 4倍の 4sとした場合，CRCB1手法によって L2キャッシュ構
成 ((s; b; 1); (2s; b; 1))でミスしたメモリアクセスのみがL2キャッシュ構成 ((s; b; 1); (4s; b; a))
でシミュレーションされる．1階層キャッシュシミュレーションでも CRCB1手法によって
キャッシュ構成 ((2s; b; 1); )でミスしたメモリアクセスのみがキャッシュ構成 ((4s; b; a); )
でシミュレーションされる．このため，セット数を 8倍，16倍とさらに大きくしていっても
同様の理由から性質C-4が成立する．
このようにCRCB-T1手法を導入することでキャッシュヒット/ミス判定回数をO(n (lg
s1lg s01) (lg b1  b2) am)(s1; s01  sm; b1; b2  bm)に削減することができる．CRCB-T1手
法を適用した場合，図 3.11のように L1キャッシュ構成とブロックサイズが等しくなる構成
はシミュレーションを省略することができる (破線の円で示した L1キャッシュ構成と破線の
四角形で示した 2階層キャッシュ構成の L2キャッシュのミス数は等しくなるため，破線の円
の構成のシミュレーションを全て省略できる)．
3.4.5 CRCB-T2手法
キャッシュ構成に対して，以下のような性質がある．
性質C-5．初期参照ミスはブロックサイズを変化させない限り，同数である．
証明. ある 1階層キャッシュ構成 ((s; b; a); )で初期参照ミスが発生したとする．ここで，1
階層キャッシュ構成 ((2s; b; a); )を考える．初期参照ミスは，あるデータブロックに対する
最初のアクセスにのみ発生するキャッシュミスである．つまり，ブロックサイズ bを固定す
ると，indexおよび tagの値がこれまでにアクセスしたどのデータとも異なる場合にのみ発
生するキャッシュミスとなる．ブロックサイズを変化させない限り indexおよび tagの合計
ビット数は変化しないため，キャッシュ構成 ((2s; b; a); )においても初期参照ミスとなる．
同様に，キャッシュ構成 ((s; b; 2a); )においても初期参照ミスとなる．次に，2階層キャッ
シュ構成 ((s; b; a); (s0; b0; a0))で初期参照ミスが発生したとする．ここで，2階層キャッシュ構
成 ((s; b; a); (2s0; b0; a0))を考える．L2キャッシュに関しても，L1キャッシュと同様，ブロッ
クサイズを変化させない限り indexおよび tagの合計ビット数は変化しないため，2階層
キャッシュ構成 ((s; b; a); (2s0; b0; a0))においても初期参照ミスとなる．2階層キャッシュ構成
((s; b; a); (s0; b0; 2a0))でも同様の理由から初期参照ミスとなるため，性質C-5が成り立つ．
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図 3.11: CRCB-T1 手法適用による探索範囲省略例．L1 キャッシュのみの構成
c1 = ((s; 16; a); )(s  32) のミス数と c1 を L1 キャッシュに持つ 2 階層キャッシュ構
成 ((32; 16; 1); (s; 16; a))の L2キャッシュのミス数は等しくなる．
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図 3.12: CRCB-T2手法適用による探索範囲の省略例．あるメモリアクセスmiに対して，セッ
ト数最小の構成のシミュレーション時に初期参照ミスの場合，点線の構成を省略できる．
このようにCRCB-T2手法を導入することでキャッシュヒット/ミス判定回数をO(n (lg
s1lg s2) (lg b1 b2) am)（s2 < s01; s1  sm; b1; b2  bm）に削減することができる．図 3.12
では，ブロックサイズが 8，16，32の場合に初期参照ミスが発生した場合を示している．図
中の点線の円になっている部分のシミュレーションが省略できる．ただし，キャッシュブロッ
クの更新は必要となる．
3.4.6 CRCB手法を用いたキャッシュシミュレーションアルゴリズム
3.4.1項から 3.4.5項で説明した，各手法を 1階層キャッシュシミュレーションに利用すると，
以下のようにn回のメモリアクセスに対してL1キャッシュ構成 ((s0; b0; a0); ); : : : ; ((sm; bm; am); )
のヒット/ミス数を判定することができる．
Algorithm1:1階層キャッシュ構成シミュレーション
(O-0) メモリアドレスmiをm1と設定する．
(O-1) [CRCB-T2] miがブロックサイズ b(b0  b  bm)で初期参照ミスか確認する．
(O-2) キャッシュ構成 ((si; bi; ai); )を si = s0; bi = b0; ai = amと設定する．
(O-3) メモリアドレスmiから，L1キャッシュの index ii，tag tiを算出する．index iiに対
応するセットには，am個のブロックが配置されている．
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(O-4) [CRCB-T2] miが初期参照ミスでない場合，am個のブロックについて，1番目から
順に，tag tiが存在するかどうか調べる．初期参照ミスだった場合，(O-6) へ．
(O-5) [複数連想度同時探索] (O-4)において，j番目のブロックで tag tiがヒットした場合，
((si; bi; a
0
i); )(ただし，j  a0i  am)の全キャッシュでヒットしており，((si; bi; a00i ); )(た
だし，1  a00i < j)の全キャッシュでミスすることになる．このヒットしたブロックを
1番目のブロックとする．
(O-6) [複数連想度同時探索] (O-4)において，tag tiがミスした場合，((si; bi; a000i ); )(ただ
し，1  a000i  am) の全キャッシュでミスしていることになる．am番目のブロックと
tag tiを置換し，1番目のブロックとする．
(O-7) [CRCB1] (O-5)において，キャッシュ構成 ((si; bi; am); )の 1番目のブロックで tag
tiがヒットした場合，キャッシュ構成 ((s0i; bi; am); ) (ただし，si  s0i  sm)で必ずヒッ
トするため，キャッシュ構成 ((s0i; bi; am); )のヒット/ミス判定を省略する．
(O-8) [CRCB2] (O-5)において，キャッシュ構成 ((si; bi; am); )のmiとmi 1の osetお
よび tagが等しい場合，miはキャッシュ構成 ((s0i; b0i; ai); ) (ただし，bi  b0i  bm; si 
s0i  sm; 1  ai  am)で必ずヒットするため，キャッシュ構成 ((s0i; b0i; ai); )でのヒッ
ト/ミス判定を省略する．
(O-9) ブロックサイズ biを 2倍にし，bi  bm ならば (O-3)へ．それ以外は (O-10)へ．
(O-10) ブロックサイズ biを b0に，セット数 siを 2倍にし，si  smならば (O-3)へ．それ
以外は (O-11)へ．
(O-11) miがmnでなければ，メモリアドレスmiを次のメモリアクセスに進め (O-1)へ．
以上が、1階層キャッシュにおけるシミュレーションであり，これを 2階層キャッシュに適
用すると，さらにAlgorithm2の処理が加わる．
Algorithm2:2階層キャッシュ構成シミュレーション
(T-0) (O-5)，(O-6)でキャッシュミスが発生する構成がある場合，各処理に加えて以下の処
理を実行する．
(T-1) ある L1キャッシュ構成 ((si; bi; ai); )でキャッシュミスが発生するとする．ここで，
キャッシュ構成 ((si; bi; k); (sL2; bL2; am))を ((si; bi; ai); (2si; bi; am))と設定する．
(T-2) メモリアドレスmiから，L2キャッシュ構成の index iL2，tag tL2を算出する．index
iL2に対応するセットには，am個のブロックが配置されている．
(T-3) [CRCB-T2] miが初期参照ミスでない場合，am個のブロックについて，1番目から
順に，tag tL2が存在するかどうか調べる．初期参照ミスだった場合，(T-5)へ．
32
第 3章 2階層キャッシュメモリを対象としたキャッシュシミュレーション手法
(T-4) [複数連想度同時探索] (T-3)において，l番目のブロックで tag tL2 がヒットした場
合，((si; bi; k); (sL2; bL2; a0))(ただし，l  a  am)の全キャッシュでヒットしており，
((si; bi; k); (sL2; bL2; a
00))(ただし，1  a00 < l)の全キャッシュでミスすることになる．こ
のヒットしたブロックを 1番目のブロックとする．
(T-5) [複数連想度同時探索] (T-4)において，tag tL2がミスした場合，((si; bi; k); (sL2; bL2; a000))(た
だし，1  a000  am)の全キャッシュ構成でミスしていることになる．am番目のブロッ
クと tag tL2を置換し，1番目のブロックとする．
(T-6) [CRCB1] (T-4)において，1番目のブロックで tag tL2がヒットした場合，L2キャッ
シュ構成 ((si; bi; k); (s0L2; bL2; am))(ただし，sL2  s0L2  sm)で必ずヒットするため，L2
キャッシュ構成 ((si; bi; k); (s0L2; bL2; am))のヒット/ミス判定を省略する．
(T-7) L2キャッシュ構成のブロックサイズ bL2を 2倍にし，bL2  bmならば (T-2)へ．それ
以外は (T-8)へ．
(T-8) L2キャッシュ構成のブロックサイズ bL2を (T-1)で設定した値 biに戻し，セット数 sL2
を 2倍にし，sL2  smならば (T-2)へ．それ以外は (T-9)へ．
(T-9) [CRCB-T1] L2キャッシュ構成のセット数を sL2 = 2si，連想度を k = k   1とする．
k = 1ならば bL2 = 2bi とし，((si; bi; 1); (s0; bi; a0)) (2si  s0i  sm; 1  a0  am) のシ
ミュレーションを省略する．それ以外なら bL2 = biとする．ただし，((si; bi; 1); (s0; bi; a0))
のキャッシュミス数には ((s0; bi; a0); )のキャッシュミス数を利用する．k 6= 0 ならば
(T-2)へ．それ以外ならば，L1キャッシュシミュレーションを再開する．
以上のアルゴリズムにより，2階層キャッシュ構成のヒット/ミス判定を O(n  (lg s1lg
s2) (lg b1lg b2) a2m)(s1; s2  sm; b1; b2  bm) で処理でき，全探索と同じ結果を得ること
ができる．また，この手法は 1メモリアクセスmiごとに全キャッシュ構成のヒット/ミス判
定をするため，トレースファイルの読み込みは 1回で済む．
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3.5 本章のまとめ
本章では，提案手法のベースとなる 2階層キャッシュメモリを対象としたCRCB手法につ
いて説明した．
3.2節「対象アーキテクチャ」では，本章で対象とするアーキテクチャについて説明した．
本章が扱うアーキテクチャは，命令メモリとデータメモリが完全に分離したハーバードキャッ
シュの命令キャッシュまたはデータキャッシュのどちらか一方の構成を対象することを述べた．
3.3節「全探索シミュレーション」では，シミュレーションベースの全探索型手法の最も単
純なアルゴリズムについて紹介した．全探索シミュレーションを用いる事で，全キャッシュ
構成のヒット/ミス数を取得できるため，必ず最適解を探索できるが，探索数が増大してし
まうため，シミュレーション時間が問題となることを示した．
3.4節「シミュレーション高速化手法」では，シミュレーションベースの全探索型手法の中
で現在最速である，CRCB手法について紹介した．CRCB手法は複数連想度同時探索手法，
CRCB1手法，CRCB2手法，CRCB-T1手法，CRCB-T2手法からなり，各手法は，Inclusion
Propertyを用いる事で，ヒット/ミス判定の正確性を保証しつつ，シミュレーションの探索
範囲を省略する手法であることを説明した．
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4.1 本章の概要
本章では，組み込みアプリケーションを対象とした 2階層キャッシュメモリにおけるシミュ
レーションベースのキャッシュ/バス構成最適化手法を提案する．まず，シングルコア，イン
オーダ実行を想定することにより，キャッシュのヒット/ミスの判定とバス構成の最適化を
独立して考えることができることを示す．キャッシュのヒット/ミス判定は，3章で説明した
CRCB手法 [21]，CRCB-T手法 [22]により，メモリアクセスのトレースデータから全キャッ
シュ構成のヒット/ミス数を高速に取得することが可能である．バス構成の最適化も，全て
のキャッシュ/バス構成について探索することで求められるが，キャッシュとバスの持つ性質
を考慮することにより，効率的な探索手法を提案する．
4.2節「対象アーキテクチャ」では，提案手法が対象とするアーキテクチャのモデルにつ
いて説明し，最適化問題を定式化する．
4.3節「2階層キャッシュメモリにおけるキャッシュ/バス構成最適化手法」では，組み込み
アプリケーションを対象とした 2階層キャッシュメモリにおけるキャッシュ/バス構成最適化
手法を提案する．まず，シングルコア，インオーダ実行を想定することにより，キャッシュ
のヒット/ミスの判定とバス構成の最適化を独立して考えることができることを示す．キャッ
シュのヒット/ミス判定は，対象アプリケーションの各メモリアクセスごとにキャッシュの
ヒットあるいはミスを判定し，すべてのキャッシュ構成について，ヒット/ミス数を得ること
である．キャッシュのヒット/ミス判定は，単純に全ての構成を探索した場合，探索の時間が
長くなる．しかし，3章で説明したCRCB手法 [21]，CRCB-T手法 [22]により，メモリアク
セスのトレースデータから全キャッシュ構成のヒット/ミス数を高速に取得することが可能で
ある．バス構成の最適化は，各キャッシュ構成とそのヒット/ミス数から最適なキャッシュ構
成とバス構成を選択することである．バス構成の最適化も，全てのキャッシュ/バス構成につ
いて探索することで求められるが，キャッシュとバスの持つ性質を考慮することにより，効
率的に探索することが可能である．
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4.2 対象アーキテクチャ
本研究では，図4.1のようなキャッシュ/バスアーキテクチャを対象とする．データの置き換え
手法はLRU法1を用いる．キャッシュ/バス構成Cは，C = ((sL1; bL1; aL1); (sL2; bL2; aL2); (wdL1;
waL1); (wdL2; waL2)) のように与えられる．(sL1; bL1; aL1)はセット数が sL1，ブロックサイズ
bL1，連想度 aL1である L1キャッシュ構成を示す．同様に (sL2; bL2; aL2)は L2キャッシュ構成
を示す．また，(wdL1; waL1)はデータバス幅がwdL1，アドレスバス幅がwaL1であるL1キャッ
シュ{L2キャッシュ間バス構成を示す．同様に (wdL2; waL2)は L2キャッシュ{メインメモリ間
バス構成を示す．キャッシュのみの構成 cは，c = ((sL1; bL1; aL1); (sL2; bL2; aL2))と与えられ
る．バス幅のみの構成wは，w = ((wdL1; waL1); (wdL2; waL2))と与えられる．また，cとwを
用いて，キャッシュバス構成はC = (c; w)と与えられる．セット数の最大値を sm，ブロック
サイズの最大値を bm，連想度の最大値を am，データバス幅の最大値をwdm，アドレスバス
幅の最大値をwamとする．さらに，セット数の最小値を s0，ブロックサイズの最小値を b0，
データバス幅の最小値をwd0，アドレスバス幅の最小値をwa0とする．
キャッシュでは，どのセットにデータを格納するかを決定するため，2章の図 2.3に示した
ようにメモリアドレスを oset，index，tagの 3つのフィールドに分割処理する [10]．キャッ
シュでは，indexの値を用いてデータを格納するセットを決定する．キャッシュにアクセス
したいデータがあるかどうかを確認する際は，格納先のセットの各ブロックの tagを確認し，
tagが一致した場合はヒット，一致しなかった場合はミスとなる．図 4.1のような構造の場
合，まず L1キャッシュを確認する．ここでキャッシュミスとなった場合，L2キャッシュを確
認する．ここでもキャッシュミスとなった場合，メインメモリからデータを取得する．L1，
L2キャッシュについて non{inclusionであるとする．
L1キャッシュでミスした際のミスペナルティT12は，L1キャッシュブロックサイズを bL1，
データバス幅を wdL1，アドレスバス幅を waL1，平均 L2キャッシュアクセス時間を TL2，メ
モリアドレスを 32ビット，バス周波数を f とすると以下の式で表される．
T12 =
32
waL1  f + TL2 +
bL1
wdL1  f (4.1)
L2キャッシュでミスした際のミスペナルティT2mについても，メインメモリ平均アクセス
時間を Tmとして同様に定義できる．
式 (4.1)より，2階層キャッシュメモリC = ((sL1; bL1; aL1); (sL2; bL2; aL2); (wdL1; waL1); (wdL2; waL2))
における総メモリアクセス時間 T (C)は，平均 L1キャッシュアクセス時間を TL1，L1キャッ
1LRU 法とは，Least Recently Used 法の略であり，最後に使用されてから最も時間の長いデータから置き
換えていく手法のことである．
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図 4.1: 対象キャッシュ/バスアーキテクチャ
シュミス数を nmissL1，L2キャッシュミス数を nmissL2，総メモリアクセスを nとし，式 (4.2)
で算出する．
T (C) = TL1  n
+ T12  nmissL1
+ T2m  nmissL2 (4.2)
本論文では，文献 [6]にならい，データバス，アドレスバスの配線に用いることができる
面積を一定とし，データバス幅はwdm =256[bit]，アドレスバス幅はwam =32[bit]の場合に
それぞれグラウンド容量とカップリング容量が 1：1になるとする．L1{L2間データバスの
消費エネルギーEL1dbusは，バス 1ビットの消費電力を Pbとし，式 (4.3)で算出する．
EL1dbus =
Pb  bL1
wdL1  f  wdL1 

1 +
wdL1
wdm
2
(4.3)
L1{L2間アドレスバスの消費エネルギーEL1abus，L2{メモリ間データバスの消費エネルギー
EL2dbus，L2{メモリ間アドレスバスの消費エネルギーEL2abus についても同様に定義できる．
したがって，総消費エネルギーE(C)は，L1キャッシュ平均動的消費エネルギーをEL1，L2
キャッシュ平均動的消費エネルギーをEL2，メインメモリ平均消費電力をPm，L1キャッシュ
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平均リーク電力をLL1，L2キャッシュ平均リーク電力をLL2，メインメモリ平均リーク電力
を Lmとし，式 (4.4)で算出する．
E(C) = EL1  n
+ EL2  nmissL1
+ (EL1dbus + EL1abus) nmissL1
+ (Pm  Tm) nmissL2
+ (EL2dbus + EL2abus) nmissL2
+ (LL1 + LL2 + Lm) T (C) (4.4)
以上の準備のもと，制約付き総消費エネルギー最適化問題とは，総メモリアクセス時間制
約を Tcとし，T (C)  Tcを満たす任意のキャッシュ/バス構成Cについて，E(Copt)  E(C)
となるキャッシュ/バス構成Coptを探索することである．
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4.3 2階層キャッシュメモリにおけるキャッシュ/バス構成最適
化手法
2階層キャッシュメモリにおけるバス幅の最適化を考える場合，2階層キャッシュ構成数バ
ス構成数のヒット/ミス数の取得が必要になる．これは，探索時間の増大が問題となる．し
かし，命令の実行がインオーダ実行であるシングルコアのアーキテクチャを想定することに
より，以下の性質が成り立つ．
性質 1． インオーダ実行のシングルコアのアーキテクチャに搭載されるキャッシュメモリで
は，キャッシュメモリのヒット/ミス判定はバス構成に影響されない．
証明. 命令の実行がインオーダである場合，キャッシュミスが起こるとプロセッサがストー
ルする．バス構成はキャッシュミスペナルティに影響を与えるが，その時間にかかわらずプ
ロセッサはデータが揃うまで待つ．したがって，バス構成の違いによりメモリアクセスの順
番が変わることはない．よって，性質 1が成り立つ．
性質 1より，キャッシュヒット/ミス判定とバス幅の最適化を独立して考えることが可能で
ある．したがって，まず第 1に全てのキャッシュ構成のヒット/ミス数を取得し，第 2に最適
なキャッシュ/バス構成を選択することが可能である．性質 1を用いたキャッシュ/バス構成
最適化アルゴリズムを示す．
キャッシュ/バス構成最適化アルゴリズム
Phase0. メモリアクセスのトレースデータから全てのキャッシュ構成 (8 2 c)におけるヒッ
ト/ミス数を取得．
Phase1. 各キャッシュ構成 cにおいて，全てのバス構成 (8 2 w)について，取得したヒット/
ミス数から T (C)，E(C)を求める．
後処理. 最適なキャッシュ/バス構成Coptを出力して終了．
Phase0のキャッシュのヒット/ミス判定は，単純に全ての構成を探索した場合，探索時間
が長くなる．しかし，我々が提案したCRCB1，2手法 [21]，CRCB-T1，T2手法 [22]により，
メモリアクセスのトレースデータから高速に全キャッシュ構成のヒット/ミス数を取得する
ことが可能である．そこで問題となるのは，Phase1の各キャッシュ/バス構成の評価である．
単純に問題を解こうとした場合，全てのキャッシュ/バス構成について評価する必要がある．
しかし，キャッシュにおけるバスの性質を利用することで，評価する構成を減らし，効率よ
く探索することができる．
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4.3.1 キャッシュ/バス構成探索アルゴリズム
キャッシュメモリにおけるバスの性質を利用することで，バス幅の探索の効率化が可能で
ある．キャッシュメモリにおけるバスの性質を示す．
性質2．2種類のキャッシュメモリC = ((sL1; bL1; aL1); (sL2; bL2; aL2); (wdL1; waL1); (wdL2; waL2))，
と C 0 = ((sL1; bL1; aL1); (sL2; bL2; aL2); (w0dL1; waL1); (wdL2; waL2))を考える．この 2種類のキ
ャッシュメモリにおいて，wdL1 > w0dL1  bL1の場合，T (C) = T (C 0)，E(C) > E(C 0)とな
る．また，wdL2についても同様のことがいえる．
証明. バスの転送時間は bL1=wdL1[clock]と表現される．しかし，wdL1  bL1の場合，転送時
間は 1クロックであるため，一定である．また，メモリアクセス時間が一定であるため，リー
ク電流による消費エネルギーは変わらないが，バス幅が増大したことにより，バスの転送に
よる消費エネルギーは増大する．したがって，全体の消費エネルギーが増大するため，性質
2が成り立つ．
性質 2より，上記のキャッシュ/バス構成最適化アルゴリズムのPhase1では，wdL1 > bL1，
wdL2 > bL2となるバス構成は，制約付き総消費エネルギー最適化問題の最適解を与えないた
め，探索を省略することができる．図4.2に，キャッシュ構成が c = ((sL1; 8; aL1); (sL2; 16; aL2))
の場合の例を示す．sL1; aL1; sL2; aL2は任意の値をとる．灰色の円のバス構成 (wdL1 = wdL1m
，wdL2 = wdL2m)を wdL1m = minfbL1  8; 256g，wdL2m = minfbL2  8; 256gと定義すると，
この灰色の円の外側のバス構成 (破線の円)は最適解にならないため，このキャッシュ構成 c
におけるバス構成の探索から除外することができる．
性質3．2種類のキャッシュメモリC = ((sL1; bL1; aL1); (sL2; bL2; aL2); (wdL1; waL1); (wdL2; waL2))，
C 0 = ((sL1; bL1; aL1); (sL2; bL2; aL2); (w0dL1; waL1); (wdL2; waL2))を考える．この 2種類のキャッ
シュメモリにおいて，bL1  wdL1 > w0dL1の場合，T (C) < T (C 0)となる．また, wdL2; waL1; waL2
についても，それぞれ同様のことがいえる．
証明. L1キャッシュでのミスペナルティは式 (4.1)で表される．したがって，bL1  wdL1 > w0dL1
の場合，bL1=wdL1 < bL1=w0dL1となり，C の方がミスペナルティが小さくなる．バス幅の違
いは，ミスペナルティ以外には影響を与えないため，性質 3が成り立つ．
図 4.3にキャッシュ/バス構成 Cのうち，wdL1のみを変化させたときの性質 3の適用例を
示す．まず，bL1 = 8より性質 2を適用してwdL1 = 128; 256の構成は制約付き総消費エネル
ギー最適化問題の最適解を与えないため，探索を省略する．続いて，wdL1を 64，32と順に
探索する．wdL1 = 8で総メモリアクセス時間 T (C)が総メモリアクセス時間制約 TC を超え
た場合，性質 3よりwdL1 < 8である構成は必ず T (C) > TC となるため，探索を省略するこ
とができる．
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図 4.2: 探索を省略することができるバス構成 (bL1 = 8; bL2 = 16[B])
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図 4.3: 性質 3の適用例 (bL1 = 8)
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図 4.4: バス幅の探索 (E(C)最小)
性質 4．任意のキャッシュ/バス構成Cにおいて，そのキャッシュ構成 cとwdL2，waL1，waL2
を固定し，wdL1をwd0からwdmまで変化させたとき，総消費エネルギーは極小値を持つ．ま
た，wdL2; waL1; waL2についても，それぞれ同様のことがいえる．
証明. 総消費エネルギー E(C)は，キャッシュアクセスエネルギー Ecache，バスによるエネ
ルギーEbus，リーク電流による消費エネルギーEleakに分けられる．ここで，wdL1の影響を
受けるのは，EbusのうちwdL1の消費エネルギーであるEL1dbusと，EleakのうちwdL1の転送
時間によるリーク電流によるエネルギー EL1dleak)である．EL1dleak は wdL1が倍になるごと
に 1/2倍になるため，減少量は減る．一方，EL1dbusはwdL1が大きくなるごとに増加量が増
える．EL1dbusとEleak(L1db)以外のエネルギーは wdL1の影響を受けないため，総消費エネル
ギーに対して，性質 4が成り立つ．
性質 4の適用例を図 4.4に示す．図 4.4に示す通り，キャッシュ/バス構成Cのうち，wdL1
のみを変化させたとき，総消費エネルギーが増加に転じた時点で，それ以降の破線で示され
たバス構成の探索を省略することが可能である．
Phase1では，性質 2～4を利用し，以下の操作を行う．操作は 3ステップに分割される．
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バス構成最適化アルゴリズム
Step0. あるキャッシュ構成 cにおいて，wの探索範囲を絞り込む．
(1) wdL2 = wdL2m，waL1 = wam，waL2 = wamとし，wdL1の最適解wdL1minを求める．
(2) wdL2; waL1; waL2にも Step0-(1)を適用する．
(3) w = ((wdL1min  wdL1; waL1min  waL1); (wdL2  wdL2; waL2min  waL2))となる構成を
探索範囲とする．
Step1. Step0で絞り込んだ範囲に対し，wを探索．
Step2. 全ての cに対し，Step0～1を適用．Coptを返す．
4.3.2 Step0アルゴリズム
Step0における動作を図 4.5に示す．任意のキャッシュ構成 cに対し，アドレスバスをwaL1，
waL2 = wam(灰色の円)，wdL2 = 256固定し，データバスを太線の円から wdL1を 256，128，
64，と変化させて探索する．w = ((16; 32); (256; 32))で時間制約を満たさないと仮定すると
(斜線の円)，性質 3より囲われた破線の円の構成は総消費エネルギー最適化問題の最適解を
与えないため，探索を省略することができる．また，w = ((16; 32); (256; 32))で消費エネル
ギーが増加する場合も，性質 4より囲われた破線の円のバス構成の探索を省略することが可
能である (図 4.5(a))．wdL2の探索についても同様である．続いて，データバスをwdL1 = wdm，
wdL2 = wdmに固定し (灰色の円)，waL1 = wam，waL2 = wam(太線の円)から waL1，waL2に
ついて同様に探索する (図 4.5(b))．Step0-(1)の操作を以下に示す．
Step0-(1) algorithm
wdL1 = wdL1m; wdL2 = wdL2m; /* Property 2 */
Let C 0 be (c; (wdL1; waL1); (wdL2; waL2));
while (wdL1  wd0) {
Let C be (c; (wdL1; waL1); (wdL2; waL2));
calculate T (C); E(C);
if (T (C) > TC or E(C) > E(C
0)) {
break; /* property 3 or 4 */
}
C 0 = C;
wdL1min = wdL1;
wdL1 = wdL1=2;
}
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return wdL1min;
4.3.3 Step1アルゴリズム
Step1では，Spte0で絞り込んだ範囲に対し，wを探索する．図 4.6に例を示す．データバ
ス探索範囲の左下，アドレスバス探索範囲の左下である w = ((32; 8); (16; 8))から探索を開
始する．まず，waL1を 16，32と変化させていく．w = ((32; 16); (16; 16))で時間制約を満た
すと仮定すると，性質 4よりwaL1  16，waL2  16となる構成の探索を省略することができ
る (図 4.6(a))．waL1，waL2の探索が終了後，wdL1を 64，128と変化させ，同様にwaL1，waL2
の探索を行う．また，図 4.6(b)のように w = ((128; 8 = waL1min); (32; 8 = waL2min))で時間
制約を満たすと仮定すると，wdL1  128，wdL2  32となる構成の探索を省略することがで
きる．Step1の操作を以下に示す．
Step1 algorithm
Eopt =1;
wdL2 = wdL2min;
while (wdL2  wdL2m) {
wdL1 = wdL1min;
waL1m = wam;
while (wdL1  wdL1m) {
waL2 = waL2min;
while (waL2  wam) {
waL1 = waL1min;
while (waL1  waL1m) {
Let C be (c; (wdL1; waL1); (wdL2; waL2));
calculate T (C); E(C);
if ((T (C)  TC) { /* Property 4 */
waL1m = waL1;
if (Eopt > E(C)) {
Copt = C;
Eopt = E(C);
}
break;
}
waL1 = waL1  2;
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図 4.5: Step0におけるバス構成の探索
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図 4.6: Step1におけるバス構成の探索
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}
if (waL1 = waL1min) {
break;
}
waL2 = waL2  2;
}
if (waL1 = waL1min and waL2 = waL2min) {
wdL1m = wdL1;
break;
}
wdL1 = wdL1  2;
}
wdL2 = waL2  2;
}
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4.4 本章のまとめ
本章では，組み込みアプリケーションを対象とした 2階層キャッシュメモリにおけるシミュ
レーションベースのキャッシュ/バス構成最適化手法を提案した．まず，シングルコア，イン
オーダ実行を想定することにより，キャッシュのヒット/ミスの判定とバス構成の最適化を独
立して考えることができることを示した．キャッシュのヒット/ミス判定は，3章で説明した
CRCB手法 [21]，CRCB-T手法 [22]により，メモリアクセスのトレースデータから全キャッ
シュ構成のヒット/ミス数を高速に取得することが可能である．バス構成の最適化も，全て
のキャッシュ/バス構成について探索することで求められるが，キャッシュとバスの持つ性質
を考慮することにより，効率的な探索手法を提案した．
4.2節「対象アーキテクチャ」では，提案手法が対象とするアーキテクチャのモデルにつ
いて説明し，定式化した．
4.3節「2階層キャッシュメモリにおけるキャッシュ/バス構成最適化手法」では，組み込み
アプリケーションを対象とした 2階層キャッシュメモリにおけるシミュレーションベースの
バス構成最適化手法を提案した．まず，シングルコア，インオーダ実行を想定することによ
り，キャッシュのヒット/ミスの判定とバス構成の最適化を独立して考えることができること
を示した．キャッシュのヒット/ミス判定は，3章で説明したCRCB手法 [21]，CRCB-T手法
[22]により，メモリアクセスのトレースデータから全キャッシュ構成のヒット/ミス数を高速
に取得することが可能である．バス構成の最適化は，各キャッシュ構成とそのヒット/ミス数
から最適なキャッシュ構成とバス構成を選択することであるが，本章で提案したキャッシュ
とバスの持つ性質を考慮した探索手法により，効率的な探索が可能であることを示した．
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5.1 本章の概要
本章では，これまでに提案した各手法をシステムとして実装し，その実験結果について
示す．
5.2節「2階層キャッシュ/バス構成最適化システム」では，本論文で提案したキャッシュシ
ミュレーション手法を用いた 2階層キャッシュ/バス構成最適化システムの概要を示す．
5.3節「実験結果」では，複数のアプリケーションを用いて 2階層キャッシュ/バス構成最
適化システムを実験した結果について述べ，全探索シミュレーションとの比較をする．
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5.2 2階層キャッシュ/バス構成最適化システム
キャッシュ/バス構成最適化システムの概要を図 5.1に示す．本システムは，L1/L2キャッ
シュ容量，L1/L2ブロックサイズ，L1/L2連想度，L1{L2間/L2{メインメモリ間データバス
幅，アドレスバス幅の 10のパラメータを変化させ，複数のキャッシュ/バス構成を探索する．
キャッシュのヒット/ミス判定から得られたキャッシュヒット数およびミス数から，総メモリ
アクセス時間制約を満たし総消費エネルギーが最小の構成を選択する．プロセスルールは
90nmとする．キャッシュメモリの平均アクセス時間，平均動的消費エネルギー，平均リー
ク電力，面積はCACTI5.3[20]を用いて算出する．対象アプリケーションのメモリアクセス
のトレースには，Simple Scalar/PISA 3.0d[1]を用いる．
L1セット数 sL1，L1キャッシュ容量 tL1，L1ブロックサイズ bL1，L1連想度 aL1，L2セッ
ト数 sL2，L2キャッシュ容量 tL2，L2ブロックサイズ bL2，L2連想度 aL2，L1{L2間データバ
ス幅wdL1，L1{L2間アドレスバス幅waL1，L2{メインメモリ間データバス幅wdL2，L2{メイ
ンメモリ間アドレスバス幅waL2の探索範囲は式 (5.1)～(5.7)のようになる．以上より，対象
となる構成数は 30,334,080個となる．
　 tL1; tL2 = 2i : 8  i  22 (5.1)
　 bL1; bL2 = 2i : 3  i  10 (5.2)
　 aL1; aL2 = 2i : 0  i  5 (5.3)
　 wdL1; wdL2 = 2i : 2  i  8 (5.4)
　 waL1; waL2 = 2i : 2  i  5 (5.5)
　 32  sL1 < sL2 (5.6)
　 bL1  bL2 (5.7)
総メモリアクセス時間T (C)は式 (4.2)，総消費エネルギーE(C)は式 (4.4)で算出する．た
だし本システムでは，文献 [14]を参考に，メインメモリ平均アクセス時間 Tmを 19.5ns，バ
ス平均消費電力Pbを 19.5mW，バス周波数 f を 100MHz，メインメモリ平均消費電力Pmを
19.5mW，メインメモリ平均リーク電力 Lmを 19.5mWとしている．
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図 5.1: 2階層キャッシュ/バス構成最適化システム
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5.3 実験結果
提案するキャッシュ/バス構成最適化システムを C++言語によって計算機上に実装した．
実験環境は，OSがDebian GNU/Linux，CPUは Intel Xeon 3.40Ghz，メモリ容量 4GB，対
象アプリケーションはMediaBench[16]を利用している．時間制約付き総消費エネルギー最
適化問題について解いた結果を表 5.1に示す．表中のアプリケーションの項目は，(E)がエ
ンコーダ，(D)がデコーダのデータキャッシュ最適化結果，ADPCMの (I)は，ADPCMエ
ンコーダの命令キャッシュの最適化結果を示している．また，(百万回)が Phase0における
キャッシュのヒット/ミス判定回数，〔探索構成数〕がPhase1において探索したキャッシュ/バ
ス構成数を示している．
表 5.1より，単純な全探索と比較し，文献 [14]，CRCB1，CRCB2，CRCB-T1，CRCB-T2
手法を適用することで平均 893倍，最大 2296倍高速化されている．また，本稿で提案した
バス幅探索アルゴリズムを用いることで，バス構成の探索が平均 0.2%で済んでいる．シス
テム全体として，単純な全探索と比較し平均 1249倍，最大 2883倍高速化している．
従来の研究ではあらかじめミスペナルティの際に必要となるメモリアクセス時間のオー
バーヘッドが固定されているという条件下でキャッシュ構成を最適化するものが大半である
[2]，[4]，[7]，[9]，[12]，[21]，[22]．バス構成の最適化も考慮してキャッシュ構成を最適化す
る手法として，文献 [5]，[6]などが挙げられるが，必ず最適な構成を選択する手法は提案さ
れていない．また，文献 [5]，[6]は，2階層キャッシュメモリには対応していない．つまり，
バス構成の最適化を考慮して必ず最適な 2階層キャッシュ構成を選択する手法は提案されて
いない．以上のことから，提案手法は有効であるといえる．
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5.4 本章のまとめ
本章では，これまでに提案した各手法をシステムとして実装し，その実験結果について示
した．
5.2節「2階層キャッシュ/バス構成最適化システム」では，構築した 2階層キャッシュ/バ
ス構成最適化システムの概要を示した．また，トレースデータの取得方法やキャッシュモデ
ル等に利用しているシステムについて説明した．提案システムは，トレースデータを入力と
し，探索内の全キャッシュ構成のヒット/ミス数を取得できるため，必ず最適解を探索できる．
5.2節「実験結果」では，複数のアプリケーションを用いたキャッシュ構成最適化システム
の実験結果を示した．システム全体として，単純な全探索と比較し平均 1249倍，最大 2883
倍高速化したことを示した．
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本論文では，2階層キャッシュメモリを対象としたキャッシュ/バス構成最適化手法として，
シミュレーションベースの全探索型手法に注目し，その欠点である実行時間を高速化する手
法を提案した．提案手法は，既存手法である 2階層ハーバードキャッシュを対象としたCRCB
手法を基に効率的なバス構成探索手法を組み合わせた．提案したバス構成探索手法は，キャッ
シュとバスの性質を用い，最適解に成りえない構成を探索から省略する手法であるため，全
キャッシュ/バス構成について探索した場合と同等の結果を効率よく得ることができる．これ
により，最適解を保証しつつ，高速に探索することを可能とした．
第 2章「キャッシュメモリ」では，キャッシュメモリとバスの基本的性質や構成についてま
とめた．局所性については，空間的局所性と時間的局所性があり，これを利用してメモリ階
層構造やキャッシュブロックといった性能向上手法が実現されていることを説明した．キャッ
シュパラメータについては，キャッシュ容量，セット数，ブロックサイズ，連想度という 4
つのパラメータが存在し，それぞれのパラメータがキャッシュヒット/ミスにどのように影響
を与えるのかを説明した．キャッシュミスには，容量ミス，競合ミス，初期参照ミスが存在
し，キャッシュの各パラメータとの関連性について説明した．バスについては，キャッシュ
メモリにおけるバスの性質や構成について説明した．
第 3章「2階層キャッシュメモリを対象としたキャッシュシミュレーション手法」では，ま
ず，対象アーキテクチャである 2階層ハーバードキャッシュについて説明し，全キャッシュ構
成のヒット/ミス数を判定する単純な手法として，全探索シミュレーションについて説明を
した．次に，提案手法のベースとなる既存の高速化手法である，複数連想度同時探索手法，
CRCB1手法，CRCB2手法，CRCB-T1手法，CRCB-T2手法について紹介した．さらに，各
手法に関して，利用するキャッシュの性質の説明および証明を行い，全探索シミュレーショ
ンと同等の結果を得ることができることを示した．
第 4章「2階層キャッシュメモリにおけるキャッシュ/バス構成最適化手法」では，組み込
みアプリケーションを対象とした 2階層キャッシュメモリにおけるキャッシュ/バス構成最適
化手法を提案した．まず，既存研究でよくみられるキャッシュアーキテクチャにおいてデー
タバス幅，アドレスバス幅も考慮した対象アーキテクチャについて説明し，最適化問題を定
式化した．続いて，シングルコア，インオーダ実行を想定するため，その問題に対し，キャッ
シュとバスの性質を用いてキャッシュ構成の最適化とバス構成の最適化を独立して考慮する
ことができることを示した．キャッシュのヒット/ミス判定は，単純に全ての構成を探索した
場合，探索の時間が長くなるが，3章で説明したCRCB手法 [21]，CRCB-T手法 [22]を用い
ることで，メモリアクセスのトレースデータから全キャッシュ構成のヒット/ミス数を高速に
取得することを説明した．さらに，バス構成の最適化も，全てのキャッシュ/バス構成につい
て探索することで求められるが，キャッシュとバスの性質の説明および証明を行い，その性
質を用いることで高速かつ正確に最適なキャッシュ/バス構成を探索することができることを
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図 6.1: 2階層ユニファイドキャッシュ
示した．
第 5章「計算機実験」では，第 4章で提案した各手法を用いて，与えられた総メモリアク
セス時間制約を満たすキャッシュ/バス構成のうち，総メモリ消費エネルギー最小となるよう
な構成を探索するキャッシュ/バス構成最適化システムを構築し，提案手法の有効性を確認し
た．提案手法は，単純な全探索シミュレーションと比較して実行時間が最大 2883倍，平均
1249倍高速化されることを確認した．
最後に本研究の今後の課題について述べる．まず，本論文で対象としたキャッシュメモリ
はL1キャッシュ，L2キャッシュともにデータキャッシュと命令キャッシュが独立している 2階
層ハーバードアーキテクチャを想定している．しかし，一般的な商用プロセッサのL2キャッ
シュは，図 6.1に示すようなデータキャッシュと命令キャッシュを統合させたユニファイド
キャッシュを採用しているものも多い．2階層ユニファイドキャッシュを対象とした正確な
キャッシュシミュレーション手法は，[15]でCRCB-U手法として提案済みである．本研究を 2
階層ユニファイドキャッシュに適用するためには，まず，本論文で提案したキャッシュ/バス構
成最適化手法のPhase0のキャッシュヒット/ミス判定において，CRCB-U手法を用いる．こ
れにより，各キャッシュ構成におけるヒット/ミス数を取得することができる．次に，Phase1
のキャッシュ/バス構成の探索において，Phase0で取得した各キャッシュ構成におけるヒッ
ト/ミス数からキャッシュ/バス構成の最適化を行う．この際，本論文で示したキャッシュメ
モリとバスの性質をそのまま用いることができるため，提案した最適化アルゴリズムを 2階
層ユニファイドキャッシュに適用できると考えられる．
また，本論文では，アプリケーションの実行時間，消費エネルギーについて大部分を占め
るキャッシュメモリとバスに着目し，キャッシュパラメータ，バスパラメータを対象アプリ
ケーションに対して最適化する手法を提案した．しかし，メモリ階層以外のパラメータにも
着目し，チップ全体の最適化を行うといった方向への展開も考えられる．
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