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ОБ ОДНОЙ ТОПОЛОГИЧЕСКОЙ АЛГЕБРЕ МАТРИЦ, 
СОХРАНЯЮЩИХ СХОДИМОСТЬ 
Ы. АО ель 
Тартуский государственный университет 
Пусть F - поде Р или С, А - топологическая алгебра 
над Р, Ol =(о
пк
) - бесконечная матрица над А и X - топо­
логический левый А-модуль. Для данной последовательности 
(a^)cX образуем новую последовательность (^*), где' 
> = X к* 
при всех пеА/. Если все элементы последовательности (ч„) 
принадлежат X и последовательность сходится к хеХ в 
топологи* А-модуля X , то последовательность (з^) будем 
н а з ы в а т ь  с у м м и р у е м о й  к  э л е м е н т у : * .  м а т ­
риц е й СУ . Таким образом определенное понятие суммируе­
мости последовательностей в топологических левых А-модулях 
является прямым обобщением понятия суммируемости последова­
тельностей в линейных топологических пространствах матрица­
ми над F . 
I. Пусть А - секвенциональко полная отделимая локаль­
но лг-выпуклая^ алгебра над Г , топология которой определе­




для каждой матрицы Ot = (Q«t) над А и каждого Л«Л. Если 
cj>(dO<°o для каждого АеЛ, то X/ ja( cW)< 6 0  при всех А«Л 
и nets/ . В силу секвенциальной полноты алгебры А , отсюда 
следует (см. Гб], стр. 97) сходимость ряда ^с?
л <  в тополо­
гии алгебры А для каждого фиксированного ое 1К/. 
Пусть /ТА) - множество всех матриц (X = над А , 
которые удовлетворяют условиям 
(«L ) а
х
СеС)<с-» для каждого ЛеД, 
( р )  Д л я  к а ж д о г о  k e r ^ Y  п о с л е д о в а т е л ь н о с т ь  f a , * )  
1  
Для краткости обозначим X через X . 
р к=( fc 
Напомним, что локально выпуклая топология на алгебре А, 
опред( 1енная системой { р
А  
1  Ae Ai непрерывных полунорм, на­
зывается локально m-выпуклой, если PsCct,Q A) 4 РлСо^Р\(с^) 
для любых Л<Ли А. 
сходится в алгебре А 
и 
(д.) последовательность (2а„к.) сходится в алгебре А . 
Кроме того, пусть X - локально выпуклый левый А-модуль,то­
пология которого определена системой {<^: p.e^S-3 непрерыв­
ных полунорм, удовлетворяющей условию 
(ш) для каждого существует элемент Л(р.)<Е.Л та­
кой, что рх^(а)^(Ьс) для любых фжкожрованных 
Тогда Г (А) есть множеетво тех матриц, которые преобразуют 
все сходящиеся последовательности А-модуля X в сходящиеся. 
Чтобы убедиться в этем, пусть Ol« Г(А), *>>0 ,^>e«6L и )сХ — 
- последовательность, сходящаяся к нулю в топологии А-мо­
дуля X . Тогда существует число такое, что 
< h./(4fQ при Г)>Мр, где Кр - число, удовлетворяющее ус­
ловию 
Для каждого леА/ положим 
и 
А^ = 
= ž^^QnK-Qlt^ Xfc' 
где для каждого ке IN элемент QK обозначает предел последо­
вательности (anK)n^ в алгебре А (см. условие (^)). Не­




для всех ЛеД (по условию (<<•)) и то, что последовательность 
fA^)haf^ сходится к нулю в топологии А-модуля X (по ус­
ловию (|ь )). Поэтому существует число /V^eA/ такое, что 
о«, (А^ )<е/2 при всех л > Л^. 
Учитывая вышесказанное и условие («О, справедливо 
) 4 5^ ^рХ(^) (Ann ~ < 
" Q , ) <  
< w, Ä w ( 9 t ) < s / , s  
независимо от п . Таким Ьбразоы, 
при n>N ( b  . Следовательно, матрица суммирует последова­
тельность (Xh) к элементу 2_0
к
сс^ » принадлежащему X, 
- 4 -
Пусть, теперь, («л)сХ - любая последовательность, 
сходящаяся к асеХ в топологии А-модуля X и при 
всех he/А/. Тогда последовательность (ж
п
)сХ сходится к нулю 
в топологии А-модуля X и для всех nefV справедливо 
= 21 + ^ » 
Поэтому, по условию (ju) и выше доказанному, матрица Ol 
суммирует последовательность (ас,,) к элементу Х-с^^+сеа, 
где аеА - предел последовательности (Хо
пк
), существующий 
по условию (ди). 
2. Пусть А и ß - топологические алгебры и <кот(б>А) — 
множество всех нетривиальных непрерывных А-гомоморфизмов В 
на А . Пусть, далее, X - топологическое пространство, С -
его покрытие и С(Х, А) (CÕ^A;®)) - алгебра (относительно 
поточечных алгебраических операций) всех А-значных непре­
рывных отображений на X (соответственно тех непрерывных 
отображений ^ на X , при которых множество {($) относи­
тельно компактно в А для всех SeG). Алгебра С(Х,А'С0на­
делим топологий равномерной сходимости на элементах покры­
тая . 
Если множество Лот (A, F) непусто, то отображение 
V A-^C(WA,n, F\ 
определенное равенством ^(aX<p)=tf(ct) для всех аеА и <ре 
€ является гомоморфизмом и 
Ket^= • tf е <Uw(A,F)}. 
Топологическая алгебра £4 над F называется т о п о -
логической А-а л г е б р о й, если 
а) А является топологической алгеброй над Г , 
б) ß является А-бимодулем, 
в) а«Л,,) =Ф6/)С% и ft-ifcgja = при всех ае 
«А и <•,,(д€А, 
г) (^о)£
л  




д) Ma*) •= (Aa)fc= a (Xfc) =(<=<-)* и (6a)x^fAcO «(At*-
= Х(<;п) при всех XeF^cteA и йе А 
и 
е) модульные произведения алгебры (Ь (т.е. отображения 
Ax6-#ß и V: ßxA -» 6 определяемые равенствами р((Ь,<)) - at 
и для всех аеА и feeß) раздельно непрерывны. 
3. Для каждого элемента ae А пусть ju (а) = (^< а),гдп 
5^ n  = d для всех ле/М н £
пк
=С при к*»/ . Кроме того, пусть 




ца алгебры А , |
А 
= /ч(е<0> 
f* (А) = { р(а) •• <* е. А 
Дб4) = { ( а
Я
ц) е  ЛГА) : а„
к  
= ^  пр* к > п $ 
и £>
д 
- одно из множеств ЛГА) илж Д(А). 
В данной статье доказываются следующее теоремы: 
Теорема I. Пусть А - секвенциально полная отделимая 
локально m-выпуклая F-алгебра с единицей. Тогда об­
разует (относительно обычных алгебраических операций над 
матрицами и относительно топологии, определенной системой 
полунорм Q. ) некоммутативную отделимую локально те—выпук­
лую ftp-алгебру с единицей . 
Теорема 2. Пусть А -полная отделимая локально щ-вы-
пуклая коммутативная С-алгебра с единицей, для которой 
пространство-
3  Äo»v(A,£) дискретно в слабой топологий, оп­
ределенной алгеброй , и б' - покрытие пространства 
hon CA ^ С) , состоящее' из конечных подмножеств. Если отоб­
ражение 9д является топологическим изоморфизмом алгебр А 
и С(Аот(А,С),С;в) , то алгебра обладает следующими 
свойствами: 
(а) - подмодуль, порожденный подалгеброй А), всю-
ду плотен в ; 
(б) для каждого сре ficm(p(Ä),C) существует Q>) 







Гримером алгебры А, удовлетворяющей ограничениям тео­
ремы 2, является С(Х,<Су&) в случае, когда X - дискретное 
пространство, покрытие о которого состоит из всех конечных 
подмножеств пространства X . В самом деле, в данном случае 
С(Х,С'}6) есть полная (см. [V], стр. 181 и 187 (пример 5)) 
отделимая локально m-выпуклая коммутативная С -алгебра с 
единицей. По теореме 2 из статьи И пространства X и Н = 
= (хст(С(Х,С;6)) т-о-меоморфпы. Обозначив через 5" этот гомеомор­
физм, мы видим, что отображение ч -»*<> S"1 (совпадающее отоб­
ражением ) является топологическим изоморфизмом 
алгебр С(Х,С) ' и С(Н,С) в топология простой сходимости. 
В заметке [3] приведены некоторые применения теоремы 2: 
описаны множество Ао/п (бд,€), радикал и односторонние замк­
нутые максимальные идеалы алгебры . При этом отметим, 
3  
Как известно (см.[7], стр. 221, или £9], стр. 10), мно­
жество Аом(А,0 непусто. 
- б -
что теорема заметки [3} имеет смвсль, если пространство 
Аот(А,€) дискретно ( независимо от того, справедливо усло­
вие (3) или нет). 
§ I. Доказательство теоремы I 
Пусть А - секвенциально полная отделимая локально 
пц -выпуклая F-алгебра с единицей , топология которой 





) н . Нетрудно пока­
зать, что , XQf< е . 
Пусть Л Поскольку 
i PX(QLQI) 5 X PxCQL^XCQ^K) 4 
для любых ХеЛн n.K^Velš/ , те ряд 
Хрх (QhvQ?k) 
сходится для любых ЛеЛ я n,<€#V . в еялу »теге и сек­
венциальной полноты алгебра А , ряде 
CiK = 21 
сходятся в топологии алгебры А . Таким образен, А яри 
всех п,ке М. 
Легко заметить, чте А является левым А-бямодулем, ти­
пология которого удовлетворяет условию (м-). Поэтому ( см. 
выше ) матрица (\ я Qlx преобразует все сходящиеся пос­
ледовательности алгебры А в сходящиеся. Учитывая это, мат­
рица «С преобразует также все сходящиеся последовательности 
алгебра А в сходящиеся. Следовательно, матрица Л суммирует 





8* = 5^ при всех n.keN . Таким образом, матрица А удов­
летворяет условиям (^, ) и ). 
По условию^d. ), справедливо 
£ L p^Op^j х< 
для каждого АеЛ и любых V, Поэтому 
при всех Л« Л. Значит, матрица Л удовлетворяет и условию 
(«О. 
Ясно, что умножение на 6
А 
некеммутативне. Чтобы пока­
зать ассоцнативнесть унможенжя на Й
д 
, берем любые матрягу 
из SA . Так как 
Ž ^CcXnv 
к
") 5 2L X. р*(Я*ч)рл(й« ) 
- 7 -
< (ас,) 
пр* всех ХеЛ • n,K,V, Je IN , то ряд 
pxC^nvQvi. QL) 
сходятся оря ютх ХеЛ я n,ne/N . Поэтому, виду секвенци­
ально! полем алгебре А , сяраведляве4 
1 £<Л,(а5са1«)- X 1№а1)< 
вря всех к,п« N. Зяачят, Оотальиые 
аксиомы алгебре выпелжены. По»тому множеств# ßA образует 
(относительно обычных алгебраических операцяв над матрицами) 
некоммутативную алгебру с единице* $
А
. 
Как показано выше, при всех АеЛ и õtu<H^ 8Д справед­
ливо Поэтому топология да ^ , оп­
ределенная системой полунорм©, локально т.-выпукла. Пря 
этом, отделимость этой топологии следует из отделимости то­
пологии алгебры А. 
Как хореее известно (см., например,[в], стр. I79-I8I), 
множество ßF является некоммутативной банаховой F-алгеб­
рой с единицей. Аналогично тому,как выше, нетрудно убедить­
ся в том, чте ßA является £^-бнмодулем,и в том, что спра­
ведливы неравенства 
^(сос) 4 1)С116 ^х(ес) 
1 ^ 
^х(«с)4 tlCHg^xCet) 
при всех ХеД, C*ÕF я Õle. В
а 
, где IICKß - норма мат­
рицы С в алгебре CbF . Отсюда ясно, что отображения (С,СХ)->-
->Cet и (СХ,С)~><ХС- произведения ^ и 
раздельно непрерывны. К£оме того, условия в), г) и д) опре­
деления топологической А-алгебры также выполнены. Этим 
теорема I доказана. 
§ 2. Доказательство теоремы 2 
Пусть А - топологическая F-алгебра, для которой мно­
жество Лот(А,Г) непусто, М=(а
пе
) - бесконечная матрица 
над А и =0p(<w)) при всех tfe Аоги(А,Г). 
Для доказательства теоремы 2 нужно следующее 
Предложение I. Пусть А - топологическая алгебра, которая 
^ Доказательство этого утверждения проводится аналогично 
тому как в случае числовых рядов (см., например, [5], стр. 
669-671). 
- н -
удовлетворяет условиям теоремы I ж для которой множество 
hom(A,F) непусто. Если Acw(A,F) наделить слабой тополо­
гией, определенней системой [ ^ j, то 
1) отображение öl —* Ol* еить ß^-гомоморфизм ßA в 






2) Ami(A,F ) является тихоневом пространством. 
Доказательство. I) Пусть {р^-, ХеА} - насыщенная сис­
тема непрерывных пеяунорм, определяющая топологию алгебры 
А , 6С - (Qn<)c6A и fe hcm(A,f) . Тогда (ввиду непрерывнос­
ти <р на А ) существуют число К^УО и индекс ?уеД также, 




при всех кеМ,  г д е  а* ,  обозначает предел последовательнос­
ти C<V)h_^ (см. условие (е>)). Далее, из öf«ßA следует 
(см. выше ) сходимость ряда s топелогжж алгебры А 
для каждого фиксированного кс N . Кроме тоге, (по условию 
(ос)) ряд XI'fGrW)! сходится для каждого keflsi. Поэтому 
при всех nelN, Учитывая это и условие (^-), справедливо 
*±?L = <?(*), 
где а - предел последовательности ( 2.3**.) в алгебре А.Та­
ким образом, Ь^лхя каждого сре кот(A,f)• Следова­
тельно, <ХЛ6 С (&c/n(A,F),ß>F) • 
Пусть, далее, Q(<X)=6t" при всех Тогда отобра­
жение Q, линейно на 6
А 
. Чтобы показать мультипликатнвноеть 
этого отображения на £>
А 
, берем любые матрицы Oit = (q^) ж 
•^"(PnO *з ßA г Поскольку 
к^сео^сво 
для всех <f€Äc*n(A,F) и k,n,V* fN , то ряд 
2L Qnk.^) 
сходится при всех t^e Lom(A,F) и n,K.eN . Учитывая это 
и, кроме того, сходимость ряда XqLQvk. 1 алгебре А при 
V 
3 - 9 -
всех n.kelN ж спроедживесть равенства 
<? (Ž Qhv affc ) -i. <? (я^ Qvv.) 
прж всех q>€ A»m(A,F) ж n,ke^N , имеем 
<f ( X Q^v О 3k.) = X^Cpn* Q tu.) 
для всех tf е hom(A,F) ж n,K€ IN . Поэтому жэ 
(0( 46dj.) (op) = (f — (X ^ CQ^XJ^CQ.^4)J = 
- <Х>)&С(>) = 0%Хл)О) 
для всех ере &оги(А,Г) следует, что Q.(0(,&0~Q(8(,%K%) и 
йСС^=СЩ) Щ?и Cefifc. Ягаж.О. есть ß^-гомоморфжзм 
в C(bWA,F),BF) и 
Кехй. = i(<anK)e ßA ; <?(&**.)- 6
Д 
V<pe kcm(A,F),VK,ne/Nj = 
= |,(Qh*.)e ßA: anke Ktii4fA\/K)ne INL 
2) Пусть f - слабая топология множества Aom(A>F) 
ь  
определенная системой {(Хл: Мев
д
$. Тогда предбазу окрест­
ностей точки ,^etwm(А,Г) в топологии С" образуют множества 
= {tfGАот(А,Г): -<XY^)II6<&L 
где<%ев
А 
ж 8>0 . Пусть <f„fAe£er>?(A,F) f« ae 
G vuirv^ . Тегда 
Ф^.мС«)i&) П OC^^C»)^) = $ 
при 8= |<^.C<X)|/Z^ . В самом деле, если у«С(^,^6а)-£)f) 
)&) . т* 
II рМлЫ - pWtfOLj= I ^(a) -vp,(a)l = lq»(«0l < S 
и 
l l p f a Y M  - K<0 - «$uCa)| < S . 
Поэтому 
liwl 6 ItfH c|l«ft(a)l, 
что невозможно. Значит, топология ^ отделима. 
Пусть, теперь, Ц - любое с-замкнутое подмножество 
пространства Aow(A, F) , <р„ е Ао^(А,Г)\1Л и 
ae : fe U,J)\ сАъср<,. 
Тогда <у(<х)=0 при всех сРе It и ^„(a) •+ О . Пусть ы. = liy„(a)l) 
4 = «cV> и q; hcv*(A,F')—.ж - функция, удовлетворяющая усло-
вив ^(<?)= для каждого <уе. ß.cwi(A,F) • Поскольку 
е ftA , то отображение непрерывно на Lorn(/\,F) 
в топологии X. В силу этого, функция cj нецрерывна на 
- Ю -
korn(A,F) В ТОПОЛОГИЙ Т . 
Пусть, далее. А/ - функция, удовлетворяющая условию 
ЛМ-Сдед +1 - 1#«Й - 1\3 /2 
при всех cps Axhvl(A,F) ."Тогда AeCf<o"i(A.FXC(XlJ), 
А= 1 и К О при i^eÜ. Значит, топология Т отде­
лима и вполне регулярна. Поэтому в топологии множестве 
Лом (A,F) является Тихоновым пространством. 
Теперь докажем теорему 2. Для этого, пуеть опять 
{р
х
;ХеД1 - насыщенная система непрерывных полунорм алгебры 
А , определяющая ее тепмоги», и Е =С(Аоо1(А)И,^1,в]1Пусть, 
далее, <9feöA * V - любая окрестность матрицн <% в тополо-
гии алгебры в
А 
. Тогда существует такое число «>0 и эле­
мент ХеЛ , что 
{<&eß A :  ^ (£ - -S t )<b icO.  
Кроме того,в виду непрерывности отображения , существуют 
число К„>5 и множество 5jeб1 такие, что. 
fr» 4 К. тл$И(а)1 
при всех аеА .  
Пусть 1? - слабая топология на йо/»(А,(?) , определен­
ная алгебре! ^(А) . Поскольку r'ef и дискретно, то т'= 
.По предложению I, справедливо <%VZ. Поэтому сущест­
вуют (см. Ы, теорема I) число юеМ,матрицы С,,. Cm е 
е и элемента а„)...t а^е А такие, что 
где L(Ä-) - обозначает число элементов в множестве б, ж 
ofe- =C&hk.)* X 
Учитывая вышесказанное, имеем 
tjx.Cei -£)- sy 1 рх.Спк -
«  K „«w= Z™* 1 *;  !<? ( « «  - ««)u  
N< 
L&j 11 
$ K0 X SUX) 211 fe(Qnr. - &hk. )1= 
= 
-ЛУСчО L < 
z iCo £ L(&) 
ТГи&у~ = 




Далее, для каждого if е fwm(/u(o),C) пусть Ф<р обозна­
чает отебражение, удовлетворяющее условию ^(õt) = <%л(фо1ч) 
для всех öie&A. Поскольку f°pe.Aст(А,С), то нетрудно по­
казать, что отображение есть нетривиальный ßf-rouoMop-
физм Вд на 6, и справедливо 
INyWflß < K^(ot) 
при некоторых К >0 и Х«Л . Поэтому е &уп (4v ^  мя каж" 
дого ^«.kom(ja(A\C) и справедливо Ф
ч
(рМ)~ прж 
всех аеД и сре &от(/ч(/\)>С) . Таким образом, алгббра 6
Д 
обладает свойством (б). 
В заключение покажем справедливость утверждения (в). 
По предположению, алгебры А и топологичес­
ки изоморфны. Поэтому ыа 15-
д 
= {6^ . значит, отображение 
О. является мономорфизмом 6
А 
в Ё по предложению I. Кро­
ме того, для каждого Set? существуют число К^>0 и индекс 
еД такие, что 
ma* |if(a)| 4 К $  Са) 
при всех а.«=А . С другой сторонм, для каждого Л «Л сущест­
вуют число К^>0 ж множестве ^еб" также, что 
р
А
Са) < tf(ct)l 
при всех аеА.  Учитывая это, 
llß(0t)(^)|| IfK*)! 5. 
тР 
n *• «feS 
^xW i- Kx Sap x m«* I ^(.0.^)1 4 
4 
К'-19 ,8Х| |8С90Ы16^ 
< k xLC4)^ xlS(õiKs)ll 6 e  c 
при <f6.S и oie (здесь L(-Sx) - обозначает число элементов 
множества S* ). Таким образом, для каждых фиксировании*Лев' 
и АеА справедливы неравенства 
wog $ Ks <jfxs(°t) 
и 
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4 L(5x) шоц 152.(бО(ч)И^ 
при scex 6te&A. Следовательно, .0. является таким непрерыв­
ным мономорфизмом, обратное отображение которого также неп­
рерывно. 
Пуеть X обозначает Bf-подмодуль алгебры SA ,' по­
рожденный подалгеброй ju(A) . Тогда каждый элемент подмодуля 
X представим в виде . ... + С
м
р(<ъ,)прж некоторых nt-
ehi,а,, и Q j... , Cm 6 &
с 
. Поскольку 
2(ic^(Qv))(<f) = (,£ C,Q(>(a,)))f?) = iC^^Ca^Xv)-
- Z.cvy(qv) = ХДСс^Х^С* = 
х
= Xf) 
при любых «реАлп^Афи фиксированных /he Ае А и 
4,. .. ,Cme ßc , то 2.(Х) = 5^(А)^., где 3a(A)4 обозначает 
линейную оболочку множества : ete ЭДА),Се &.J, a J.C -
функцию, опредленную на hem (А,С) равенством w.C)(<f)=el/tp)C*^ 
=СаЦ>). Так как l^(A) = C(fvom(AlC)>C;6), то с^ЩА)^ = Z по 
теореме I из статьи [l]. Учитывая эте и непрерывность отобра­
жений Õ н Q.1 , имеем 
£(ßA) - ОЛс^Х) « £(Х) = 4(»а(А)6с) =2. 
Итак, теорема 2 доказана. 
Литература 
1. Абель М., Условия всюду плотности в некоторых пространст­
вах непрерывных функций. Уч. зап. Тартуск. ун-та,1977, 
430,6-13. 
2. Абель М., Описание идеалов одной топологической алгебры 
непрерывных функций. Уч. зап. Таптуск. ун-та,1982.596. 
I05-II9. 
3. Абель М., Об одной топологической алгебре бесконечных 
матриц. Тезисы докладов конференции "Методы алгебры ж 
анализа", Тарту, 1983,""3-5. 
4. Бурбаки н.. Общая топология. Функциональные пространства 
Москва, 1975. 
5. Кудрявцев Л.Д., Курс математического анализа I. Москва, 
1981. 
6. Наймарк М.А., Нормированные кольца. Москва, 1968. 
7. Вес leene tein, В., Narici, L., SUffel, Ch., Topological 




8. Haddox, I.J,, Elements of functional analysis. Cambrid­
ge, 1970. 
9. Michael, E., Locally multiplicatively-convex topological 
algebras. Mem. Amer. Math. Soc., 1952.П .1-79. 
Певтупне 20.10.1963 
About a topological algebra of conservative matrices 
M.Abel 
Summary 
Let F" be one of the fields  or <T , A be a sequently 
complete separated locally m-convex algebra with unit over F 
and {p*' XeA^be the system of continuous aeminorma on A 
which defines the topology of A . For each matrix 0(-(prn k) 
over A and Л«Л let 
and let be the set of all (or all triangular) matrices 
Oi —(Qh K_)which satisfy the following conditions; 
(d. ) ax(6t)< e*> for each ХеЛ, 
(6 ) the sequence C<-W\*N converges in A for each 
KelN Г  
and 
(|^) the sequence (5LQ h K) converges in A . 
It is shown that the set fi A  is a non-commutative sepa­
rated locally m-convex £^-algebra with unit over F when the 
algebraic operations on вд are defined as usual for mat­
r i c e s  a n d  t h e  t o p o l o g y  o n  в
д  
b y  t h e  s y s t e m  f q x :  Х е Л }  o f  
seminorms. In addition sufficient conditions for A are 
foimd in order that'the algebra вд should be topologically 
isomorpnic with the aleebra of all ^-valued continuous 
functions on some topological space. 
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ПОЛОЖИТЕЛЬНЫЕ ОБОБЩЕННЫЕ МЕТОДЫ СУММИРОВАНИЯ 
Т.ЛеЙгер 
Введение 
Пусть А *» - бесконечная числовая матрица. Число­
вая последовательность х »называется суммируемой ме­
тодом А , еслш существуют 1  
= 5L* О-** , "•« tN 
и &IK . Понятие суммируемости естественным образом рас­
пространяется на функциональные последовательности и ряды. 
Их различные виды сходимости привели к изучению суммируе­
мости в различных абстрактных структурах. Большинство из 
видов сходимости функциональных последовательностей являют­
ся топологическими сходимостями в некоторых В- и F-прост­
ранствах функций. Например, сходимость в В -пространстве 
всех функций, непрерывных на отрезке [а,1] , сов­
падает с равномерной сходимостью на этом отрезке, а сходи­
мость по мере является топологической сходимостью в Г-про-
странстве 5^ (<j всех функций, измеримых по Лебегу и поч­
ти всюду конечных на Ca, 1]. Суммируемость в В- и F-npo-
странствах изучалась многими авторами (см., например, спи­
сок литературы в С4]). 
Примером о нетопологической сходимости служит сходи­
мость функциональных последовательностей почти всюду, иг­
рающая важную роль в теории функций и теории вероятностей. 
Известно ([3], 3.1 гл. I), что сходимость почти всюду на 
ta, 4] совпадает с о-сходимостью в К-пространстве 
С этой точки зрения представляет интерес вопрос об о-сум-
мируемости последовательностей в К-пространствах. 
В настоящей статье изучаются обобщенные положительные 
методы о-суммирования в К-пространствах. Находятся усло­
вия для о-консервативности и о-регулярности таких методов. 
Ih придерживаемся терминологии книг Г21 и[ 3]. Пусть 
X - вещественная векторная решетка, а X 4  - конус ее поло­
жительных элементов. Последовательность х= (*»
к
) , где 
Если пределы изменения индексов не указаны, то они про­
бегают все значения 1,2,... . 
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называется 
1) О-сходящейся к пределу 5 или 0-LU«.^K=| ), если 
существуют такие X , что и для всех 
к € IN, 
2) t-сходящейся к пределу f или t-Слли.^® |), если 
из любой частичной последовательности (£к
к
) можно выделить 
подпоследовательность' (fh*.") » О-сходящуюся к |, 
3) t-сходящейся к пределу С и л и  е с л и  
существует такой элемент си е X*, называемый регулятором 
сходимости, что для любого е> О найдется N»*N(£)>0 с 
при и.>М. 
В общем из т-сходимости следует о-сходимость, а из 
О -СХОДИМОСТИ - t-СХОДИМОСТЬ. Будем говорить, ЧТО ряд Zi^ie 
элементов векторной решетки X О-сходится ( t-сходится) к 
сумме если последовательность его частичных сумм 0-схо-
дится (соответственно ^-сходится) к и обозначаем | -
а (5 = i-Zi^K). Известно (С31, 4.1 гл. I), что для 
положительных рядов понятия о- и i-сходимости совпадают. 
Векторная решетка X называется К-пространством ( в 
смысле Канторовича), если каждое ограниченное подмножество 
ЕсХ имеет верхнюю грань 4Up Е 6 X. Если в К-пространстве 
X всякое ограниченное подмножество попарно дизъюнктных 
элементов, отличных^ от не более, чем счетно, то X назы­
вается пространством счетного типа. Далее, К-пространство 
счетного типа называется почти регулярным, если О-сходимость 
* в нем устойчива, т.е. если для любой последовательности f^K) 
его элементов, О-сходящейся к $, существует последователь­
ность чисел XKtoo с Х к  -2»- Ф. 
Предложение I ([23, теорема 71.4.1). В К-пространстве 
О-сходимость устойчива тогда и только тогда, когда она сов-
1  
падает с ^-сходимостью. 
. Почти регулярное K-пространство называется регулярным, 
если для всякой последовательности (f*.) его положительных 





Предложение 2 ([23, теорема У1.5.2). В регулярном 
K-пространстве для счетного числа о-сходящихся последова­
тельностей элементов найдется общий регулятор сходимости. 
Подмножество Е в K-пространстве X называется о-ан-





^ Через Ф обозначается нулевой элемент в векторных про­
странствах. 
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и каждой последовательности чисел (Xw) с Л к-»0 инеем 
Если в K-пространстве X каждое +о-аннулируемое 
подмножество ограничено, то X называется К -пространством. 
Предложение 3 ([33, 1Л9 и 3.31 гл. 7). К-пространство 
является регулярным К -пространством. 
Пусть X и У - векторные решетки. Линейный оператор Т 
из X в У называется 
1) положительным, если Т(Х +) с  У , 
2) регулярным, если Т=~Г +-Т~, где Т +  и Т~ - положительные 
операторы, 
3) о-непрерывным ( i-непрерывным) если (соответст­
венно Т|
ч
—»6) в У для каждой О-сходящейся (t-сходящей­
ся) к $ последовательности ( ) в X . 
Множество L0(X,y) (соответственно Lt(X,Y)) всех 
регулярных о-непрерывных (i-непрерывных) операторов из X 
в У является векторным пространством, где положительные 
операторы составляют конус 1
в
(Х,У)+  (L t(X,y)*). Извест­
но, что для ^-пространств X и У выполняются условия 
L„(X,y)cL t(X,y) и L„CX,Y)*- Lt(X,Y)4 (см.ГЗЗ. 2.II и 2.49 
гл. 711). 
Предложение 4 СС31, теорема 1.31 гл. X). Пусть X иУ-
регулярные K-пространства и T heL tCX,y) (ке(М).Если пос­
ледовательность операторов (Т
к
) t-сходится всюду в X и 
Tg *• для всех ^6 X , то TeL t(X,Y). 
Предложение 5 (СЗЗ, теорема 1.42 гл. X). Пусть X и У 
- регулярные К-прос транс тва и Т
к
с L<CX,Y) (he IN). Если 
последовательность операторов (Т
л  
) всюду ограничена в X я 
О-сходится на некотором О-плотном
3  
подмножестве, то она 
О-сходится всюду в X. 
§1. Пространства последовательностей элементов 
К-пространства 
Пространства последовательностей элементов векторной 
решетки исследовались в работах {фистеску [53, [б J и Сербан 
[73. 





бХ тоже является век­
торной решеткой с отношением порядка 
3  
Подмножество [) векторной решетки X называется о-плот-
ным, если для произвольного £бХ найдется последователь­
ность (^и.) элементов из D с X 
5 
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^ 4 ^ 5-v 4 т*. . vv e \м , (i) 
где N = ($0 и Дня |eX обозначим ecj) - ( ^  ,$.... ) 
и eKC|l = ,...,»,^,4,...) с £ на iv-ом месте. Пусть E*4Y)-ли­
нейная оболочка подмножества i е
н  
<^) • $ e X, и с IN 5. 
Ш рассматриваем векторные решетки ЕСХ) с 
Е~ЧХ) с ЕСХ1 с ^СХ) 
и с порядком (I). Отметим их некоторые свойства Сем.Г5]). 
1. Операторы e k: X—» ЕСХ) и ?К: Е(X )—» X с 7r hx = f*. 
линейны, положительны и о-непрерывны для всех к е IN 
2. Элемент г=(Ц*НЕ(Х) является верхней гранью подмножества 
Dc Е(Х) тогда и только тогда, когда 
i |
к  
: х е D i , * е. IN. 
3. В ЕСХ) о-сходимость совпадает с покоординатной о-схеди-
мостью: если х„= С|к) » то в В(х) тогда и тельке 
т о г д а ,  к о г д а  ^  - 2 - # ^  в  X  ( к  е  I N ) .  
4. В Е(Х) имеет месте o-сходимость по отрезкам: 
х = о- 2-, с-к^к) , х е Е СХ). 
Предложение б ([ 7], предложение I). Пусть X - век­
торная решетка, а У - некоторое К-пространство. Общий 
вид оператора F 6 L o(EÜ0Y)дается формулой 
F x »  о -  2 , < | > к ? к  ,  х  €  Е С Х ) ,  ( 2 )  
где L 0(X,y) и удовлетворяют условию 
3 г>- Цфк1С1^кП , X € ЕСХ). (3) 
С помощью предложения б найдем общий вид операторов из 
1 0(соОО,У) и L 0Cco 0CX), У) , Где 





(X) = Ах = (^
е
) : С-&1Ч = -e-I. 
Нетрудно убедиться, что с о СУ) и со
с
СХ) - векторные ре­
шетки с порядком (I). Более того, С0
о  
(X) является К -
пространством при к-пространстве X• 
Предложение 7 .  Пусть X - векторная решетка и У  - не­
которое К-пространство. Оператор F е L„CcoCX),Y) тогда и 
только тогда, когда он представляется в виде (2), где 
ф
к
б[. 0(Х',У) и удовлетворяют условию 
3 о- 2, l<MCIf П , ffiX. (4) 
Д о к а з а т е л ь с т в о .  Е с л и  F e  L o C c o 0 0 , V ) v  т о  
ряд "2_ 1ф|с(С1^к') о-сходится при всех хесо CX) /  в том 
числе и при х= ес^), откуда и следует условие (4). 
Пусть, обратно, для оператора F в виде (2) выполняет­
ся условие (4) и пусть хесоСХ) . Тогда существует ^  € X 
с ^ £. . Следовательно, 
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iixV^ia^r) < , win, 
откуда следует условие (3), т.е. Fе 1_
о
(со00,У). 
Для нахождения общего вида оператора Ffc L0Cco0(X),V) 
наи понадобится следующая 
Лемма 8. Пусть (£
к
) - последовательность положитель­




о-сходится при каждой последовательности чисел Х
к  
с А*ЛО 
то ряд 2.1^к о-сходится. 
Д о к а з а т е л ь с т в о .  Д о п у с т и м ,  ч т и  р я д  Z .  £  
к  
не является о-сходящимся. Тогда частичные суммы SK 
этого ряда неограничены. Согласно определению К -простран­
ства существуют такие числа \
к
-10 , что {AkS„^ - неогра­
ниченное подмножество. 
С другой стороны жз равенства 
Ч.е 4 "* К*4 А Хк $
к 
* Xh5h. , 
где дХ
к 
= Хц-Ац.^ , получаем, что 
~ 21(1*4 AXkSk ^ 
Поскольку ряд ZXkfcK о-сходится, то подмножество ^Х^5Л 
должно быть ограничено. Полученное противоречие свидетель­
ствует об о-сходимости ряда 2,К
к
. + 
Предложение 9. Для К-пространства X и К -простран­
ства У оператор F £ L0 (<"о0(Х)еУ) тогда и тольке тогда, ког­
да он представляется в виде (2), где ф
к 
£ L0(X,Y) и удов­
летворяют условию (4). 





ОО, У) , то он представляется в виде (2), а 
ряд Z»l<t>Kl(l^Kl) о-сходится при каждом хес.о0(Х). 





Ц1 ^ £ , то ряд 2. А* 1Фк10$1^ о-сходится 
в У. Из леммы 8 вытекает о-сходимость ряда 21ф*1(1^П, 
Достаточность следует из предложения 7. 
Следующее предложение обобщает известный результат ([2], 
стр. 188) о регулярности K-пространства c„ = co0(IR) чис­
ловых нуль-последовательностей. 
Предложение 10. Если X - регулярное К-пространство, 
то и К-пространств» С0
о
(Х) регулярно. 
Д о к а з а т е л ь с т в о .  Л е г к о  у б е д и т ь с я ,  ч т о  
СО„00 является пространством счетного типа. Проверим ус­




вольная последовательность элементов из со0(Х) 
ся к В таком случае 
1 )  О - а  4  ,  v i e  I N ,  
2) 3 1
к
= (ЦV 6 С0
о
(Х) : 1*4- fr , 
При этом £k > К.** 4  для всех и.,< t IN ;  a 6 
для всех KfeIN я a-&'h<Kit^=* для n e IN. 
Так как X регулярно, те можно найти такую 
тельность ( Хк) положительных чисел с Х
к  




4  * 6. В силу предложения 2 последовательности 
( х Л к ) ,  
(К*)*« . «Ц 
(СС, «IN t (5) 
t-сходятся к 6 с некоторым общим регулятором oo е X . Для 
произвольного £ > О существует такой индекс к 0, что 
ХкКк* £ У  "Р™ к >К„. Обозначим ^-Х^ со к =• С^с), 
тогда со0(Х)*. Далее, ввиду г-сходимости к -6 последо­
вательностей (5) можно найти такие индексы и,„ \ , 
что К к ^  Х"
к  
г tv при и > и.,, и к» 4, 2,..., к. . Следовательно, 
$ы>
к  
для всех к e l N ,  если л  > N ,  где М = umix^,...,^. 
Таким образом (xKI £ 2.
к
< £^ при и >N, т.е. х
к
—*•&. Мы по­
лучили, что понятия о- и 1—сходимости в со0 СХ) совпада­
ют. В силу предложения I о-сходимость в со„ СХ) устойчива. 
Пусть теперь (х
к  
) - произвольная последовательность 
элементов в со 0СХ) Найдем последовательность элементов 
t )  0  ^  д л я  в с е х  K t f N  п р и  к у д о в л е т в о р ­
яющую условию ( к,ибА/ ). Ввиду регулярности К-
пространства X существует последовательность (А*,) положи­
тельных чисел с Х
к
К_, -2*-fr. Так как при всех к, к е IN, 





u>o (X). Отсюда X Х
ч
—> В и регулярность К-пространства 
со 0  СХ) полностью доказана. 
§2. Положительные методы о-суммирования 
Пусть X и У - векторные решетки и A h K6.L< ( X  , У )  .  
Преобразование/ 
V е  °" к  е | Ы. 
где б X и <^
к  
6 У, определяет обобщенный матричный метод 
суммирования: последовательность называется о-сум-
иируемой методом А, если ряды 2.<А
Ц К  
о-сходятся при 












х » o-C/fn. 
Метод суммирования А назнвается о-консервативным,ес-
ли каждая О-сходящаяся последовательность в X о-суммируе-
ма методом А. В случае Х«У о-консерватнвный метод А 
называется о-регулярным, если (<mAx = для всех 
хесоСХ). Метод суммирования А называется положительным, 
если операторы А
и к  
полежжтельны, т.е. А
и к  
б L 0(X,Y) 
Пусть в дальнейшем везде X и У - регулярные K-про­
странства. Тогда в силу предложения 10 и К-пространство 
С0 6  (X) регулярно. Так как в <о 0(Х) имеет место о-схо­
димость по отрезкам, то линейная оболочка Е*°СХ) подмно­
жества : |бХ,ке!М} является о-плотным в со,(Х). имея 
в виду, что AKek<-f)= из предложения 5 заключаем 
Предложение II. Метод суммирования А О-суммирует 




Анк| - С6*, кеМ, (7) 
Vx6CO0(X) , ".»«CIN. (8) 
Теперь найдем условия для о-консервативностн и о-ре­




_ IR следующий результат вытекает из известной 
теоремы Кожима-Шура (Щ, теорема I.I) о консервативности 
методов суммирования числовых последовательностей. 
Теорема 12« Положительный метод суммирования А яь-
ляетоя о-консервативным тогда и только тогда. Когда выпол­
няются условия (7) и 
а O-L^AHK %а (9) 
Д о к а з а т е л ь с т в е .  Н е о б х о д и м о с т ь  
условий (7) и (9) очевидна, так как последовательности 
e,t^, еор £ со(Х) для всех |feX ж к&М. 
Д о с т а т о ч н о с т ь .  Д о п у с т ж м ,  ч т о  у с л о в и я  ( 7 )  и  
(9) выполнены. Мы докажем сперва, что метод А суммирует все 
элемента из Со0(Х). Для этоге достаточно показать, чтэ 
выполняется условие (8). Если х€Со6(X), то существует 
беХ с lf„l* 6 при всех KcIN . Ввиду условия (9) найдет­
ся тажей элемент ÜJeY , что 5. ^  f ^0-Z.eAKe<? *££ при 
всех т,п(1Ы. Отсюда 
I 2IK«4 AkK& 2K-< Ан <б"* £ i m.KtiN, 
т.е. услевже (8) выполнено. 
Пусть теперь xtco (X) в о-Ii tu. Тогда имеем 
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6 
х= (х-ec^>) + ec^ t) и х- ecj.) 6 C0„ CX). Поэтому 
и  
АкХ = о- ) + о-2.
к
А
к к ?, 
^и<
А
х = o-£WKo-2LK  Аи к(^-^ е) + 
+ о-C4mKo-l.K  А ч к^ 0. 
Так как метод А суммирует все элементы из со„ (X) , 
то существуют o-Z,A k | t(^K-^ e) и о-*"*Л°-2» кАИ 1 <( ?• ~ 
Существование сумм о-ЬцА^^,, и предела ° Z> * А 
К к  
jj „ 
обеспечивается условием (9). Теорема доказана. 
Заметим, что если А о-консервативен, то в силу предло­
жения 4 и замечания перед ним операторы а
к  
и Л из ус­
ловий (7) и (9) являются о-непрерывными положительными опе­
раторами из X в У. 
Пусть А - некоторый о-консерватнвный положительный 




СХ,У)*/ где У - регулярное 
К
+
-пространство. Тогда положительный оператор lim
А  
• ю 0(Х)-*У 
о-непрерывен. Для каждой хесоСХ) имеем согласно пред­
ложению 9, что 
£(1и
а 
х = 6с - ec^ 0i) + tibA  &(-^) = 
= * aj., 
где <j> kfc L 0(X,V) и удовлетворяют условию (4). Поскольку 
ф
к
£ * ti*A  =^kJ, to 
&'и
А
х = о- 2.цДц* <*$о (10) 
и ряд о-сходится при всех хесоОО. Из вышеиз­
ложенного вытекает 
Теорема 13. Пусть X - регулярное пространство, а 
А
м к
£L 0(X /X)' f'. Метод суммирования А является о-регуляр-
ным тогда и только тогда, когда выполняются условия * (7) 
и (9) с a
к
»0 и a - I. 
Д о к а з а т е л ь с т в о .  И з  О - р е г у л я р н о с т и  м е т о д а  
А следует, что a k£ = 6 и = tfin A  е^)« £ мя 
всех $бХ и к с IN. 
Обратно, при и 0=1 из равенства (10) вытекает, 
что &н*^х = о-в'* для всех х € со (К). 
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Verallgemeinerte positive Limitierungeverfahren 
T.Leiger 
Zusammenfassung 
Ее seien reguläre Kantorovitsch-Räume (о.[2],[з])Х und 
У und ein verallgemeinertes Matrixverfahren A von der 
Gestalt 
^ 2jk АИц , к € IN 
gegeben, wobei AHK•X->У lineare o-stetlge positive Opera­
toren sind. Eine Folge X =K) von Elementen aus dem Raum 
X hei|it o-limitierbar, wenn die Folge ij = (*|
и
) im Raum У 
O-konvergent ist. Das Matrixverfahren A hei|»t o-konver-
genztreu, wenn A jede o-konvergente Folge O-limitiert. 
Theorem. Das Matrixverfahen A ist genau dann О-kon­
vergenztreu, wenn 
,  | e X ,  K €  I N ,  
о ^ o- AMll x , / € ^ 
existieren. 
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ПОЛЯ СУММИРУЕМОСТИ СО СВОЙСТВОМ БАНАХА-САКСА 
Э. Кольк 
Тартуский государственный университет 
Пусть Е - секвенциально полное отделимое топологичес­
кое векторное пространстве над полем К, где K=R или К- С . 





еЕ , а через с(Е) - множество всех сходящихся 
в Е последовательностей хб^(Е). В случае бесконечной 
скалярной матрицы А-(а-
П
ц) говорят, что последовательность 
tf=(xK)€/j(£) суммируема матричным методом (или матрицей) А 
к элементу х0еЕ , коротко А-1тх
к 
= х0 , если ряды* А„х = 
= HkSkxk сходятся и х0 = &пА„х в пространстве Е. Мат­
ричный метод А называется регулярным в -4(E), если А^хб 
£ с(Е) и A-&nxK= limxk для всех с(Е) . по извест­
ной теореме Сильвермена-Теплица (см.[1], стр. 16; или [8] , 
стр. 73) метод А является регулярным в -о(К) тогда и толь­
ко тогда, когда матрица А=(л„
к
) регулярна, т.е. 
&пк=^> 
*ufnLKlanKl«x>. 
Однако оказывается, что регулярные матрицы определяют ре­
гулярные методы суммирования в 4(E) как в случае нормиро­
ванного пространства Е (см., например, [It], стр. 43), так 
и в случае произвольного локально выпуклого пространства Е 
(см.[5], стр. 129). Итак, регулярная матрица А отображает 
все слабо сходящиеся последовательности в локально выпуклом 
пространстве Е опять в слабо сходящиеся последовательности. 
Вообще говоря. А не суммирует всех слабо сходящихся после­
довательностей в Е. Этим объясняется интерес к суммирова­
нию слабо сходящихся последовательностей регулярными мето­
дами, в частности методом С арифметических средних. 
Банах и Сакс [10] уже в 1930 году доказали, что ъ прост-
-Зс всей статье свободные индексы и индексы суммирования, 
если пределы их изменения не указаны, принимают все значе­
ния яз множества |N={-1 ?'2,... j. 
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ранстве 1/ при р>1 любая ограниченная последовательность 
содержит С-суммируемую подпоследовательность. Шрайер [18] 
показал, что в пространстве С[0,1] найдется слабо сходя­
щаяся последовательность, никакая подпоследовательность ко­
торой не суммируема методом С. В научной литературе 
можно найти целый ряд работ о теореме Банаха-Сакса в 
различных банаховых пространствах (см., например, примеча­
ния и ссылки в книге [3], стр. 68-69). Пространство Е, в 
котором каждая ограниченная последовательность имеет 
С^-суммируемую подпоследовательность, принято называть 
пространством со свойством Банаха-Сакса. Если любая слабо 
сходящаяся последовательность в Е содержит С-суммируе­
мую подпоследовательность, то говорят о слабом свойстве 
Банаха-Сакса. Ш обозначим эти свойства коротко через BS' 
и wBS соответственно. 
В настоящей статье доказывается, что счетное произве­
дение П пространств ijpene hh обладает свойством wßS 
тогда и только тогда, когда этим свойством обладают все 
пространства Е
Л
. Этот результат применяется к исследова­
нию свойства Банаха-Сакса в полях суммируемости обобщенных 
матричных методов суммирования. 
§ I. Вспомогательные результаты 
Пусть Ti(x) - множество всех подпоследовательностей 
последовательности х. Последовательность х=(х<)€4(Е) на­
зывается устойчивой с пределом (ср.[16], стр. 369),ес­
ли С-1Цу
к
=х0 равномерно по (ук)бТ7(х) . Автором дока­
зана следующая 
Лемма I (смЛ7]. стр. 47, следствие I). Пусть Е - ло­
кально выпуклое пространство.  Последовательность x e - i ( E )  
является устойчивой с пределом х0 тогда и только тогда, 
когда C - l i m y K - x 0  для всех ( y j e l t t x ) .  
Из определения вытекает, что подпоследовательности 
устойчивой последовательности также устойчивы. Легко убе­
дится, что устойчивость последовательности не за­
висит от конечного числа ее членов. Итак справедлива 
Лемма 2. Пусть Е - локально выпуклое пространство и 
»(Е) - устойчивая последовательность. Тогда устойчивыми 
являются все подпоследовательности последовательности х и 
все те последовательности у£4(Ь)
г  
которые отличаются ко­
нечным числом членов от последовательности х . 
Следующая теорема для банаховых пространств доказанг 
7 
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в работе [13]. Для пространств Фреше (т.е. для полных мет-
риэуемых локально выпуклых пространств) ее доказательство 
аналогично. 
Теорема I. Пусть Е - пространство Фреше и Л - регул­
ярная матрица. Каждая ограниченная последовательность хе 
£ 4(E) содержит подпоследовательность у такую, что выпол­
нено одно из следующих двух соотношений: 
1° существует A-&mz K  для всех (г к)еЛф-
2° A-LmZu не существует ни для какой (zK)6 )2(у). 
Учитывая, что при выполнении условия 1° все подпосле­
довательности (г
к
) суммируемы методом А к одному и тому 
же элементу на основе леммы I из [5], мы из леммы I и тео­
ремы I непосредственно выводим 
Следствие I. В пространстве Фреше со слабым свойством 
Банаха-Сакса из любой слабо сходящейся последовательности 
можно извлечь устойчивую подпоследовательность. 
Известно (см. [4], стр. 128, теорема I), что простран­
ство Фреше Е рефлексивно, если для каждой ограниченной поо-
ледовательности xfc*(E) найдется регулярная матрица А и 
подпоследовательность, суммируемая матрицей А.Следователь­
но, пространство Фреше со свойством ßS рефлексивно. Дня 
банаховых пространств это доказали Нишура и Вотермен [15], 
Таким образом верна 
Теорема 2. Пространство Фреше обладает свойством ßS 
тогда и только тогда, когда оно рефлексивно и обладает 
свойством wßS. 
Введем теперь нп рассмотрение один класс банаховых 
пространств абстрактных последовательностей и исследуем 
свойство Еанаха-Сакса в этих пространствах. Пусть Л - ба­
нахово пространство числовых последовательностей с базисом 
( ) такое, что из и |а
к
| 41следует |j2u^J|4 
<, У "X il. Таковыми являются, например, известные 
пространства последовательностей 
ч
. и I? ( J ) отно­
сительно обычного базиса ( ), - символ 
Кронекера). Пусть (ne/N ) ~ пространство $реше с опре­
деляющим набором полунорм (р,.1к)КТ^ Обозначим через \1£ гJ 
множество всех последовательностей x = (x n), x nfch h, для ко­
торых 1^х - ( k-I, 2,... ). Можно показать, 
что X LЕ
г
] является пространством Фреше, топология которо­
го определена полунормами ( ^ ), где £^(х) = й1^х(1
Л
. Напри­
мер, при А-?[Р ( р > 1 ) приходим к известному пространству 
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l?LEn], которая определяется условиями Рк(х) = (Zp^ПА_(хг1)0'/'< 
<00 (и = '17 2,...) . Если все пространства Е^ 
совпадают с пространством £, то вместо Л[Е„] пишем XLE], 
В статье [16] для банаховых пространств доказана 
следующая 
Теорема 3. Пространство XlEJ обладает свойством (1? 
тогда и только тогда, когда банаховы пространства Л и Е
к 
(лИ.,2,...) обладают свойством 85. Если Л обладает свойст­
вом BS и пространства Е
п 
( ...) имеют свойство 
то Л Е ЕJ имеет свойство vßS . 
§ 2. Топологические произведения со свойством 
Банаха-Сакса 
Основной в этом параграфе является 
Теорема 4. Топологическое произведение ПЕ
П 
счетного 
числа пространств Фреше tn обладает свойством wBS тогда 
и только тогда, когда все пространства Е^ обладают свойст­
вом wßS. 
Доказательство. Необходимость сразу вытекает их тех 
фактов, что свойство ivßS переносится на подпространство и 
сохраняется при изометрии, а пространство Е = ПЕ
а  
содержит 
изометричную копию каждого пространства tn. 
Достаточность. Предположим, что все пространства Ь„_ 
обладают свойством wßS и пусть последовательность ( 
слабо сходится к нулю в Е, коротко w-iün х^= Q. 
Но тогда в Е
к 
для всех кеМ, ибо слабая схо­
димость в Е равносильно слабой сходимости по координатам 
(см.[9],-стр. 147). Учитывая свойство wRS пространства Е^, 
мы в силу следствия I из последовательности (х£) 
можем извлечь устойчивую подпоследовательность (*Ц,(1)). 
Затем, опираясь на свойство vßS пространства £z, мы из 
слабо сходящейся к нулю последовательности (>„•(<)) вы­
берем устойчивую в t? подпоследовательность (*п^и->) 
такую, что п1(2)> n^f i). В общем случае, если устойчивая 
в fcj,. ( к>. 1 ) последовательность (х„. (к)) уже опреде­
лена, то на основе свойства w8S' пространства Е
К+) мы 
из последовательности (х„. (к)  отделим устойчивую в 
EKt4 подпоследовательность (^пк\к+-таким образом, 
чтобы п/к-и) > ii, (к). 
Продолжив этот процесс бесконечно, мы построим строго 
возрастающую последовательность индексов ( n u), где 
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= n,,(i.). На основе леммы 2 последовательность I - > V 'i 
устойчива в Е
к 
( к=^2,...) и значит, последовательность 
( х
п
. ) покоординатно С-суммируема к нулю в Е . Так как 
С''-суммируемость в Е совпадает с С-суимируемостью по 
координатам, те ( x f t- ) является С-суммируемой подпоследо­
вательностью последовательности (*„.). Теорема доказана. 
Случай банаховых пространств рассмотрен в [63. 
Если Е=ЛЕ^ обладает свойством BS, то аналогично 
доказательству необходимости теоремы 4 находим, что и все 
пространства обладают этим свойством. Наоборот, если 
пространства Е^ ( и=1,2,...) обладают свойством ßS, то в 
силу теоремы 2 они рефлексивны и обладают свойством wBS . 
Учитывая рефлексивность произведения Е = П£
М 
мы из террем 
4 и 2 получаем, что 6 должно обладать свойством BS. Та­
ким образом, нами доказано 
" Следствие 2. Топологическое произведение ПЕ^ прост­
ранств Фреше En (h.=4,2v..) обладает свойством ßS тогда 
и только тогда, когда все пространства Е обладают свойст­
вом BS. 
§ 3. Пространство с(Н) 
При исследовании полей суммируемости важную роль иг­
рают FK-пространства, т.е. пространства последовательнос­
тей, которые являются пространствам* Фреше и в которых 
имеет место сходимость по координатам. Бариком [II] показа­
но, что в случае пространства Фреше t с определяющим на­
бором полунорм (р
к
) векторное пространство с(Е) являет­
ся fK-пространством с полунормами (sK), где 
= "Sop- . FK-пространством является и его замкну­
тое подпространство С
с  
СЕ] - {х = (X K)fcC(E): (on (* k)) £ С с  } •= 
= {х = (х
к
>€ С С Е): &mx K-=0}. 
Пространство Е называется пространством Шура ( или 
пространством со свойством Шура), если слабая секвенциаль­
ная сходимость в Е совпадает со сходимостью в Е. Прост­
ранствами Шура являются, например, конечномерные нормиро­
ванные пространства, пространство а также прост­
ранства Фреше-Монтеля, т.е. пространства Фреше, каждое 
замкнутое ограниченное подмножество которых компактно. 
Пространства Шура очевидно обладают свойством vbS. 
Нас интересует слабое свойство Банаха-Сакса в (- clE] и 
CAE). Отметим сразу, что теорема 3 сдесь не применима, так 
как с 0  обладает только свойством wßS (см.[3], стр.68), но 
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не обладает свойством BS. Даже еще больше, пе приведенному в 
статье [26] примеру пространство CgL^J не обладает свойст­





>4 при п>2 и f>n= 4. Из наших резуль­
татов вытекает, в частности, что C0lt] и С(Ü) обладают 
свойством wRS. 
Теорема 5. Пусть Е - пространство Фреше со свойства! 
Шура. Тогда FK-пространство c0LE] обладает свойством 
vBS. 
Доказательству. Известно (см.[17], стр. 500; или [IIj, 
стр. 169), что топологическим сопряженным к с
с
[Е] служит 
£[£'] - ftE'J, где t' является топологическим сопряженным ж 
Е. При этом любой линейный непрерывный функционал f на 
С0LEJ задается формулой <(*„), где х = (хп)ес0[Е] 
и )€. /[E'J. Пусть последовательность (*"), x m=(x F i(m)) е 
€ c0[£j слабо сходится в с„[ Е]. Не уменьшая общности, 
можно считать, что w-limx^-Q в fß[E7. Докажем существо­
вание С-суммируемой подпоследовательности (х*Ч). 
Пусть топология в Е определена полунормами р
к
,  ке1М 
По нашему предположению для всех (**)€ 
6 £[E'J. Поэтому, учитывая, что для любого x'fcE' и фикси­
рованного индекса t (<^х'_)с i[E'J, имеем £Ст
п 
х'£х<;(т)) = 
= &m fhZaiTLMix ,(xn(hi))= £), т.е. w-йлтхxc(m)=0 для всех lcKJ. 
Так как Е - пространство Шура, то -lim. p f c(x,;(m))=ö для всех 
t, Kt (К/. Далее, из ограниченности последовательности (х") в 





(х^))=0 (L,K£|N ) и (<elN) 
являются необходимыми и достаточными для слабой сходимости 
к нулю последовательности )^?<i в прост­
ранстве С0 (см.[2],стр.368). Проведя индукцию по к, мы на 
основе свойства wßS пространства с
р 
аналогично доказа­
тельству теоремы 4 определим строго возрастающуюся последо­
вательность индекс оз (т.,-) таким образом, чтобы было 
Km (4"1 Zj«4 pK(*i("lj))),;" = £r в пространстве Cg для всех 
K&N. Отсюда на основе неравенства ь (-i"1 V*. >, (т.-) )  4 
^ /К J ^ С J 
^ 4 |>к (*£. (mj )> следует равенство 
для всех ке1М,т.е. C-^mx™J = 6 в пространстве 1'0ГЕ]. 
Теорема доказана. 
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Имея в ввиду, что пространство С(Е) изоморфно топо­
логическому произведению CqLEJxE, МЫ ИЗ доказанной теоре­
мы при помощи теоремы 4 выводим 
Следствие 3. Если Е - пространство Фреше со свойством 
Шура, то пространств» С(Е) обладает свойством wßS. 
5 4. Поля суммируемости со свойством Банаха-Сакса 
Пусть Е - пространство фреше с определяющим набором 
полунорм (р
к
). Векторное пространство *(£) является прост­
ранством Фреше в топологии покоординатной сходимости, оп­
ределенной полунормами ркп., где fVn1*)- рк(/")' Так как 
-6(E), наделенное этой топологией, совпадает со счетным то­
пологическим произведением ЕхЕх... , то на основе тео­
ремы 4 пространство 'ME) обладает свойством wßS тогда 
и только тогда, когда Е обладает этим свойством. Не труд­
но убедиться, что -i(E) является пространством Шура тог­
да и только тогда, когда Е - пространство Шура. 
Рассмотрим теперь матрицу У1 = (А
ИК
), элементами кото­
рой являются линейные непрерывные операторы А
ик 
из Е в Е, 
коротко AnKeL(E,F), где F - пространстве Фреше с опре­
деляющей системой полунорм (а
к
). Бариком[Щ доказано,что 
ноле суммируемости 
c f f t(£,F)= {х=(х
к
)е4(Е): (Й„<)е c(F)j, 
где = ZKAnKxl(, является FK-цроотраиством с пелунор-




Пусть А - банахов* пространство последовательностей 
с базисом (f*) такое, что из и JaKU|^j сле­
дует !|1^|4!|У
Ж
||. В случае банаховых пространств Е и 
F с пространством ALF] и матрице! W=(Anit) естественным 
образом связывается поле суммируемости 
Ад С Е, FJ - {>» (x t)£ »iE): (П„х)е ALF J j. 
Аналогично случаю 
c^iE,F) можно доказать, что A^ [ E , F ]  
является FK-пространством с определяющим набором полунорм 
(pü) Utä)U{i>2}, где р^(х)= |lxj, A h l  x t  II 
И JD X(y)= Ц ( й
и
х) |l A (.pj. 
Следуя идеям Беннета [12], каждому элементу х=(*
к
)е 
6 Ср (Ь, F) сопоставим элемент 
' cx, CMI 
топологического произведения /4(E)X{CCF)XC(F)X... Jxc(F). (I) 
- 30 -
Это соответствие определяет изоморфизм между с^(Е, F) ж 
некоторым замкнутым подпространством произведения (I) в слу­
чае, когда все ненулевые элементы матрицы Я суть обрати­
мые операторы. Точно так хе получаем, чте A^[E,fj изоморф­
но замкнутому подпространству произведения 
4(E)XJC(F)xc<F)X.  - -  j *  ЯШ, 
если все ненулевые A h l t  обратимы. Итак, учитывая, что свой­
ство vßS переносится на подпространстве и сохраняется 
при изорофнзме, на основе теорем f и 3 и следствия 3 полу­
чаем следующие результаты. 
Теореме- б. Пусть £ - пространство фреше со свойством 
wßS jr - „пространство Фреше со свойством Шура ж С1=(А
П|С) 
- матрица, все ненулевые элементы которых обратимы. Тогда 
пене суммжруемостж e^(E,F) обладает свойством wßS. 
Теорема 7. Пусть банаховы пространства £ ,F и матрица 
MU Удовлетворяют предположениям теоремы 6. Если А 
обладает свойством ßS. то поле суммируемостж Я^[Е,Fj об­
ладает свойством vvbS. 
Отсюда в случае A*If ( рИ ) выводим 
Следствие 4. В предположенжж теоремы 7 поле суммируе­
мое тж Trgyj обладает свойством wßS при j>?i. 
Учитывая, что при E~F=K условия теорем 6 и 7 выполне­
ны для любой скалярной матрицы А, получаем для полей сумми­
руемости Сд=Сд(К,К) и £1д=1^[К,К] следующий результат(ср. 
£б], стр. 15 ). 
Следствие 5. Поля суммируемости Сд и ( р> j ) лю­
бой скалярной матрицы А обладают свойством wßS. 
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Summability domains with the Banach-Salcs property 
E. Kollc 
Summary 
It is proved that the countable topological product ПЕ
ГС 
of complete metrizable locally convex spaces Е
л  
has the 
Banach-Salcs property if and only if every £
л 
has this pro­
perty. This result is applied to investigate the Banach-
Salcs property in the summability domains of generalized mat­
rix methods. 
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О ПОЛНОТЕ ПРЯМОГО ПРОИЗВЕДЕНИЯ 
БАНАХОВЫХ ПРОСТРАНСТВ 
Э. Оя, П. Оя 
Тартуский государственный университет 
Рассмотрим в прямом произведении X *У банаховых про­
странств X и У норму, удовлетворяющую условиям 
|(х,0)1 = 11*11 Vx€ X , 
11(0,*)|| = Ц*М V tey. (1)  
В [l], стр. 30, утверждается, что пространство Х*У,  наде­
ленное нормой, удовлетворяющей условиям (1), полно. На при­
мере будем показывать, что это не всегда так. С другой сто­
роны, приведем простой критерий полноты X* У в таких нор­
мах. 
фи норме, удовлетворяющей условиям (1), получаем 
1(х,^)|. |(х,о)*(о,
а
)|< |(*.,о)1+ Н(о,э)| = ninalt. 
И поскольку в норме Ц х.Ц + * ^ .||,хб Х^еУ, пространство 
Х*У полно, то имеет место 
Дета. Пространство X *У является полным в норме, 
удовлетворяющей условиям (1), тогда и только тогда, кода 
существует е>0 такое, что * х.| + Hl* с.|(*:,«)| при всех 
хеХ.^бУ. 3 
Заметим, что в двумерном пространстве IR2- формулой 
0<*<4, (2) 
определяется норма. Действительно, поскольку 
то неравенство треугольника следует из неравенства треуголь­
ника в эвклидовом пространстве IRZ, а выполненность осталь­
ных аксиом очевидна. 
Пусть X = У = £
г
. Используя обозначения х. = tx , 
^ = Ol О 6 определ™ норму в X формулой 
|(.,
а
)| - (£ (V» 1>- 2 «, Si v))'1 131 
9 
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где 0<<t<4, <;-* 1 при V Ввиду того, что при всех 
к = , й = 4,г,...
л 
формулой (2) определяется норма, выпол­
ненность аксиом нормы для (3) следует из соответствующих 
аксиом нормы пространства . Понятно, что норма (3) удов­
летворяет условиям (1). При *^ =(<?;•) имеем И + И *»N = 2,, 
но ll(<-i,^)ll =- (2 (А - «j))14-» О/ есж . Таким обра­
зом, по лемме, пространство X * У не является полным. 
С другой стороны, имеет место 
Теорема. Для полноты пространства X хУ в норме, удов­
летворяющей условиям (1), необходимо и достаточно существо­
вание с>о такого, что 
К
30»-y)N с 11(*>$)Н <4> 
при всех зс б X, у е)). 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  
В случае полноты Х*У из леммы следует, что существует 
о о такое, что II * II + II $ с при всех хеХ,^е=У. 
Тогда 
* И *И + = « *11+ HS С ||(х,3)1| VxeX,Vge.X 
Д о с т а т о ч н о с т ь .  Е с л и  ( 4 )  в ы п о л н е н о ,  т о  и м е ю т  
место неравенства 
11*||= 11^,0)11= ||£(*,a)+f (*-,-з)||$ г (! + «) II0.ä)lf> 
Их сложение дает 
| х |  +  Н ^ И  *  ( i  +  с )  I I  ( * - ,  y ) l l  V x e X / V y f e ^  
и, по лешие, пространство X * V полно. 
Теорема доказана. 
Отметим, что при наиболее употребляемых нормах в X "У 
условие (4) выполняется в частном виде 
•(*-,-а)1 = v^ex;vge^/. 
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On the oompleteneea of Cartesian products 
of Banaoh spaoes -
E. Oja, P. Oja 
Summary 
We give a counterexample to £lj, p. 30, showing that the 
Carteeian product X of two Banaoh spaces X and У need 
not Ъ$ complete with respeot to every norm 11 (• ,-)!! euch 
that 
||(эс,о)|| = II ^ 11 , l!(o, 9)11 = .11 3 I! VXsX,VaeN/. (1) 
In our example, X = ^ = and 
V(v), 
where О < <- < 1 and к,.-»! as 
We prove that X *У with a norm satisfying (1) is com­
plete if and only if there exists a oeastant c>o euch that 
ll(=c,-^)l| 5. с HO-, ^ )ll holds for all эееХ and 
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О СКОРОСТИ СХОДИМОСТИ СВЕРТКИ ПОСЛЕДОВАТЕЛЬНОСТЕЙ 
Э.Оя, М.Ринне 
Тартуский гесударстаенный университет 
Т. Пусть
1 (а„) и (£„) - числовые последовательнос­
ти. Сверткой последовательностей (а
к





к — "-It ^ri-k • k»0 
Хорошо известен следующий результат о свертке (см.[31, зад. 
178, стр. 54, 226): „ 
Теорема Штра-Полиа-Сеге. Пусть степенней ряд
2 ^(х)=-
= 22akx обладает радиусом сходимости г>(). Если i^-фО и 
существует предел 






Будем называть скоростью числовую последовательность 
удовлетворяющую условиям Л
л
>0 и -Lux 
soo. Следуя Г.Кангре (см.[21), сходящуюся к числу £ пос­
ледовательность будем называть Л-ограниченной, ес­
ли h-L, где finT= Я*. (£*-£), и Х-сходящейся, если 
ф«.)ес. Если при этом С|а
к
)е с0, то (£0 называется 
регулярно Л-сходящейся. Множества всех ^-ограниченных, 
Л -сходящихся и регулярно Л-сх едящихся последовательнос­
тей обозначаются соответственно через mA, d* и с^. 
Возникает проблема : если выполнены предположения 
теоремы Шура-Полиа-Сеге, то при каких условиях, наложенных 
на скорость Л , имеют место импликации 
з" /- &П. ч ^ . А 
Сй 
2° (Л^- ) ее* ^ (f)6c :  
1  
Свобвдные индексы и индексы суммирования пробегают все 
целочисленные значения 0,1,... . 
2 
Положим 0* = 1. 
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3 е  ( 4^ ) е с 0 *  ф ) е  с?Ч 
би-М 6ц 
Импликация Iе рассматривалась в [ЛЗ. В ответ на постав­
ленную проблему докажем теорему, из которой видно, в част­
ности, что импликация Iе имеет место при более слабых пред­
положениях, чем в [4]. а в предположениях [43 имеет место 
уже импликация 2*. В отличие от [4], в доказательствах вос­
пользуемся теорией суммируемости. 
2. Следующая теорема дает ответ на поставленную в пЛ 
проблему. 
Теорема. Пусть выполнены предположения теоремы Шураг-
Полиа-Сеге и пусть е>0 такое число, что lej,t + е <г. Бели 
скорость > -= (X) удовлетворяет условию 
ГДе «= -4L , 
то имеют место импликации 1* и 3е. Если ^Х. удовлетворяет 
условию (1) и 
3 к* > (2) 
то имеет место импликация 2°. 
Д о к а з а т е л ь с т в о .  З а м е т и м ,  ч т о  
22 <Xnk ak Oy +e)k, 
где 
k-0 
если Ic -О, 
=-{(^77? [TT ~ А «"» 
ес™ <с"1' 
и матрица переводит абсолютно сходящийся ряд 
2Zf<xk(l^,i4-£)k  в последовательность (ÜK) с = 
= Л к. (е„/^ 
Перейдем к доказательству импликации Iе. Чтобы доказать 
соотношение 1?
к 
= 0(4), согласно теореме Хана (см.ИЗ, стр. 
30), достаточно показать, чт© 
«ик=СЖ (3) 
Пусть 0<к$п. Учитывая тождество 
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где к =1,2, ...,rt; л.=1,2,..., которое проверяется непос­
редственно, и еценку 
„,0,1,...,", 
из СЗЛ, стр. 226, имеем 
"•"< =0^ ± 
и, следовательно, 
«l.k = ÖKZ:-#^ *.-t |«a=i--„|). (5) 
г=ч 6n-c-M ' ' 
Поскольку 
£ Ж /-• h-'-i 
«n-M j = 0 
те, ввиду условия (I), пелучим = 0(\). 
Вели !:> п., те 
I I ч ,к > Г "Р™ л"°' I =<rk 1" = >н«< <Л h J . 
1 "Р™ п. =4,2,..., 
не при п.4,2,... 
»»«-"«Л. - Od) 
k=o к 
сегласне (-1). Таким образом, <х
п
(, — 0(A). 
Импликация 1* доказана. 
Установим справедливость импликации 3е. Чтобы доказать 
условие l^^evO, на основе теоремы Хана (см.[1], стр. 
25), достаточно проверить выполнение условий (3) и 
-kl>L о(„к. = О, к=0, 1 . . 





) е с* стЛ то условие (3), сегласне вы-
шедеказаннему, выполняется. При к=0 имеем я
по
=0-»О » а 
при к>0 из условий (5) и (6
п
/4и4.л)е следует, чте 
«„k = ®k 
U-4 чУХ«^-V 
откуда в силу (<Т) вытекает a„k = ok«). 
Докажем, наконец, импликацию 2е. Чтобы доказать су­
ществование предела IcnV^, согласно теореме Хана (см.ИТ] 
стр. 25), дестатечно проверить выполнение условий (3) и 
3 Ic* <*nkj k = 0, .i, (б) 
Вследствие вышедвказанного условие (3) выполняется. При 
к=0 имеем <*„<,=О О, а при к>0 и с помощью 
тождества (4) получаем 
- 38 -
, \ 5^ 1 С-4 &n-k >rv -S Z" &n-i \ 
Пк + S ^  вп-l ' V-t пЧ ~^)' 
Так как, ввиду предположений Ь>к- ß* Д
п+4 =<^, (2) и 
(&
п 
/) е с* соответственно, при фиксированных i и к 
существуют пределы 
£спг 4^, ^ и &-н Л
ч
.. (А^±--а) 
а^оо Лп.-с К-у»о ®п.-<4^ 
то условие (6) выпвлняется. 
Теорема доказана. 
3. Приведен примеры скоростей, показывающие, в частнос­
ти, что наша теорема усиливает следующий результат Бояника-
Ли [4]: пусть выполнены предполежения теоремы Шура-Полиа-
Сеге; если скорость >=(А
Л
) удовлетворяет условию 
къ = {, (7) 
К-*оо А«-
то имеет место импликация 1*. С этой целью докажем 
Предложенже. Пусть yU. = (м
п
) - скорость, удовлетворяю­





то она удовлетворяет и условию (Т). 
Д о к а з а т е л ь с т в о .  П о с к о л ь к у  
л~< 5 "£• - W)A"Š # ' 
то достаточно показать, что /л удовлетворяет условию (Т). 
Пусть /Ь>4 такое число, чте «^> < i . Тогда найдется такое 
натуральное число N, что при п s-N будет /-4+, /А
п 
< /5-
Если ПОЛОЖИТЬ М = max y^uN /у(Лк : k=0, то при п> N 
будет 
= 7^ • -7^- ...•^LkL--^L < М Ä 
/*"N /*к ' 
K-W+4 
J 
если kž N , и 
если > N . Следовательно, при n>N 
= г: ^ -к + f: < 
/ Л^к Ь-Л /Ui, /'к 
к*0 к,о k-N-й Л1* 
< M j b  ( « р Г к =  
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= »0) + 0(\), 
еткуда вытекает наше утверждение. 
Предложение доказано. 
Легко проверить, что, например, скорость > = (X) с 
>о = 4. если и. < 2^, которая явно не 
удовлетворяет условию (7} удовлетворяет услввию (8) с fxK-
= n-й, и тем самым, согласно предложению, услввию (-1).Та­
ким образом, вышеприведенный результат Бояника-Ли обобща­
ется теоремвй. Креме таге, если скорость А = ) удов­
летворяет услввию (7), те вна удовлетворяет вбеим условиям 
(-1) и (2) тееремы. Значит, при ней имеет месте уже импли­
кация 2*. 
В заключение приведем пример скорости, которая удов­
летворяет условиям (Т) и (2), но не удовлетворяет услввию 
(8), и недавно - условию (7). Эте - скорость > =("•>*) с 
>h=. у"-  , где число выбрано таким ебразем, что <ху-< 
<1 (СМ .С1)). Яс,не, что условия (-1) и (2) выполнены. 
Рассуждая от противного, допустим, что найдется такая ско­
рость yu=£u„.) со свойством (7), чте выполнено условие 
(8). Пусть и N - такой номер, что /4+* < 
< , если только N/. Тогда 
_2ÜL . -4^  — /fü.. Ыяа., .ilani -s, —^oo 
Лц ЛЧи. . ' /'«-ы An+"z ''' Aui Д' 
в претиверечие с (8). ' ' 
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On the rate of convergence of coavolutlon 
prod note of sequences 
M-дцддв 
Suemary 
Let *<—(*„), лп> О, Ьч\=оо, A sequence 
( )t converging to ^ , 1b said to be Л-bounded If 
the sequence С f^n)t ßn — le bounded, and X-con­
vergent If (/in.) le convergent. If 4Сил |3^=0 then ) 
Is said to be regularly Л-convergent. The sets of all 
>-bounded, Л-convergent and regularly X-convergent se­
quences are denoted respectively by tri, с* and cj4. 
Let r >0 be the radius of convergence of a power se­
ries •{•(x)-= Ю If and &>*. = a , where 




= 2ük*0 <xfc 
(see [3], p. 54, 226). In the present paper it la shewn that 
if l<t,U-E< r for e>0 and 
Л „Л-fc 
£x" -ОД, <1> h-M 
where л = l^,l/(i<^t+€) then 
(6>h. Д
п
+< )e tn> €tnx 
(&n/t«+A)<=: C0A => Cc^/eK) e cx 0 
If the condition (1) is satisfied and the sequence 
/*н) is convergent, then 
(feK /4„«) e c> C^/t* ) e c\ 
This improves a result of [4] . 
II 
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ПОСЛЕДОШЕЛЬНОСТНЫЕ МЕТОДЫ СИЛЬНОГО СУММИРОВАНИЯ 
В.Соомер 
Тартуский государственный университет 
Введение 
Пусть <х- - (Ai) - последовательность матриц А,- "(а„ / к). 
Последовательность л = (зСц) называется od-суммируемой, ес­
ли существует конечный предел* 
Ьг» £ = ос (ас) 
равномерно по L . Через с*, обозначим множество всех 
об-суммируемых последовательностей. 
Последовательность jc=(oc^) называется сильно сб-сум­
мируемой со степенью р (p=(fi),, Pt>0~) к числу £(х), если 
tip L \а
ш
\\х,- 1(х)\* -О 
равномерно по I . Множество всех со степенью р сильно 
<*-суммируемых последовательностей обозначим через [Q.]' 0  
(при У , через [С^] ). Через с, , С и т обозначим со­
ответственно пространства всех сходящихся- к нулю, всех 
сходящихся и всех ограниченных последовательностей. 
В § I рассматриваются некоторые общие свойства множест­
ва . Изучаются включения с с [с* У, [с«]*'с 
[С^З с^: С
л
, а также единственность сильного сС-предела /(сс). 




§1. Некоторые общие теоремы о множестве [сы.] ^  
Рассмотрим такие методы и , при которых а„,* > О . 
Если С с: [си]''и i(ас)=lim оч для всех Лес, то будем пи­
сать С с [c o t] p(per.). 
Теорема 1.1. Если 0<г^р
к
4Н< то включение с с 
с[Cgtj^per.) имеет место тогда и только тогда, когда 
1° 3 r > 0 ,  s u p  Z  a n i K  < oo, 
ho' 
2° (im а • -О для всех и, равномерно по L . 
* Если пределы изменения индексов не указаны, то они при­
нимают значения от О до со . 
- 42 -
Замечание I. Как доказано в статье [8], условия 1° и  
2° теоремы I.I необходимы и достаточны для того, чтобы с
в  
с 
с с* и <xfx)~0 для всех jc е с. . 
Если для всех fccjе [q]^ из lim Т. aWK \<Хк- (\^к=0 





(равномерно по i ), то будем писать [с^]^ cz [с
ы  
j ^ (рег.). 
Имеет место 
Теорема 1.2. Если 0 < р к < < }
к
у .  Ч " / р к  =  , то 
C^I^cIcJtper.). 
В работе [ 7 ]  изучается множество [^1'° , т.е. поле силь­
ной почти суммируемости матричного метода А . Отметим, что 
[ Д о в е л и  a n i K  =  J J  ß a jK  '  
Доказательства теорем I.I и 1.2 аналогичны доказатель­
ством подобных теорем из статьи [7 ] (при [С
о с
]' Р  = [ Д ] р  ). 
Рассмотрим теперь включение [с*] ^  с. с^. 
Теорема 1.3. Пусть /</?*<//<OD И существует (и7?Иа„
л
^ 




и //%) = 
Доказательство. I) Пусть д-У для всех я. , т.е. 
= Так как (напомним, что o„/f 
V* - 1< ^ aniK\xK - /М , 
т о  и з  ( с л е д у е т ,  ч т о  
'г Г £ ow J = 0 
равномерно по . Учитывая, что существует (im — а  ^
у£^0 получим Q, и <Х/£с^ = (fx)а . 
2) Если *!<р
к
4:Н то [с^З^с: [с^] (см. теорема 1.2) и ,  
учитывая первую часть доказательства, получим, что £c-ojfc 
с и (fx) ос fee) для всех зс е fc a,J / 0  . Оказывается, что 
при а=(9 сильный of-предел не является единственным. 
Теорема 1.4. Если 0< г <Д<//<-а? и существует (/т^с^ = 
— я (равномерно по i ), то для единственности 
сильного ^-предела (fx) необходимо и достаточно, чтобы 
а * О. 
Доказательство. I) Если а**0, то при X - в » (4J, 
получим, что 
£ °„ie H-°l " а ш О, 
а также 
lim H I-Z-Vj = 0, 
n к тк 1 
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 . . /v  (с) = О а £е(е) - V. 
2) Пусть теперь а^ФО. Сначала допустим, что A4 /У< 
< оо . Тогда единственность сильного ^-предела //Scj вы­
текает из теоремы 1.3, ввиду которой Pfx) — У
а 
°с(зс). Рас­
смотрим случай 0<r^ft, < / Пусть (такая последова­
тельность, что 
b£ап* I31« - ШГ= firnZ. ajxrtt(x)ir= О (I.I) 
равномерно по С , причем Л= P/<c)-fž(x) > О. Известно (см. 
[6J, стр. 346), что для всех (aj и (6J существует К> 
> О такое, что 
\ а к + К \  < АТкГ-иШ 
Ввиду этого 
|д' г I - f а
ж
|4w - < 
< //"-ff. 
Из условия (I.I) тогда вытекает, что 
[im X Z. anft = 6>, 
т.е. Ха=0. Так как 5,то Я=# и (<&) = Р
е
&). Зна­
чит, сильный ос-предел последовательности sc единственный, 
если ^cejc^]*, где 9-fr) . Единственность //аг^ для всех 
a:e[c w]' 0 >  где г</^</, вытекает из того, что по теореме 
1.2 будет fc^]^ С[С 0 С] 9(per.). 
§2. Мультипликаторы множества П т 
Если сс и ы,(х)~ fim ос. для всех «гес.то напишем 
ссс
л  
(per.). В дальнейшем нам нужна следующая 
Теорема 2.1. [б] Включение cc ^  имеет место тогда и 
только тогда, когда 




;ая всех £ = 0,4,2,... равномерно 
по с , 
2° 3 tifp 71%  ^= О равномерно по С , 
3° 3  г > 0 ,  s u p  Z  \ а  J  <  со. 
л>г  *  
ОО 
При этом с с: С*(рег.) тогда и только тогда, когда в ус­
ловиях 1° и 2° а
к
-0 , а - 4. 
Пусть ниже метод <£ удовлетворяет следующему условию: 
(г) Если с er с, и u(x)=ßfr) для всех 5t ее,то 
od(5с) = /в(х) для всех х е П т. 
Замечание 2. Если ос= fA) , И "= (о.
п к
) » то о(— мат­
ричный метод суммирования и условие (О - это условие 
^-совершенности [2] матричного метода А . 
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Обозначим множество мультипликаторов множества ^ (1и 
через М(с^(\т) т.е. пусть 
•MfcuОт) ш {jžrj : (г.^е q* Пт, VfxjG c^Um} 
В статье [i] доказана следующая 
Теорема 2.2. Если с с с^Срег.), а«* и метод «ь 
удовлетворяет условию (О, то М(с
л 
0 п?) = [q*] П/w, 
Замечание 3. При <х - (А), А =(а
т
) теорема 2.2 доказа­
на в статье [sj. 
Пусть теперь с с q* (метод и не должен быть регуляр­
ным), тогда можем найти число $>&)= а-£а
я
(си. теорему 
2.1). На основании теоремы 2.2 нетрудно доказать долее об­
щую теорему о мультипликаторах множества Л т. 
Теорема 2.3. Если с cq* , а^-а^ >0, р(и)*0 и Ые-
тод ос удовлетворяет условию (/), то {<?*) € М(Сц От) тогда 
и только тогда, когда fsje т ж найдется /- ((e) такое, 
что 
/ю? ^ (а
Ы/(-ак)\г.к-е\ - О . (2.1) 
равномерно по С . 
Доказательство. Рассмотрим метод " fotj где ОС {  — 
= И 
А / , 
°^ /мс = /flt«/ °*у-
Тогда 
^ аям ~ "+ 2- -
Если сс <^,то 2 ^ ) a t \ < o o  ( с и . [ в ] ,  следствие 4).Значит, 
ряд Z х
к 
сходится при всех faje т . но тогда С*, О /гг-
— с^Л/77,а также A/fq^ Л«?)=• A/fQ*0">).Так как метод яв­
ляется регулярным, то из теоремы 2.2 и из определения силь­
ной öd-суммируемости вытекает, что (&*) е М(с& Пт) тогда и 
только тогда, когда выполнено условие (2.1). 
Замечание 4. Если требовать только,что с с q*,T° не­
трудно доказать, что условие: 
3£ '• ~aK]]£K-i\ = О 
(равномерно по I ) является достаточным для того, чтобы 
(£
Л





тк 1 n*f 
i  О  7 * < L t  K > t + n . t  
то где ^ - множество всех почти сходящихся последо­
вательностей. Пусть метод ß ~fß/). В,- = fimK) такой, что 
12 
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^<г с# тогда^  (см. f8J, следствие 4) 
f i f x )  - ( £ -  Z * J  f t r m  х  + £ 4 ^ ,  ( 2 . 3 )  
где i = tifp £ (>
тк 
и lK = lijT) inilL . Известно, что er er / и 
f-fimcc. = lfm х для всех ses с . Если теперь ßfe) х. = 
,cffm<£ для всех ссес , то по теореме 2.1 будет /=/ и 
то из равенства (2.3) получим, что = /-fim х для всех 
Jce^. Значит, если q* -у то условие (О выполнено,также 
выполнены остальные условия теоремы 2.2 и имеет место 
Следствие 2.1. Последовательность (£ J является муль­
типликатором множества ^ тогда и только тогда, когда су­
ществует I , такое что 
tim ZT ]<?
й
- £)=# равномерно по С , (2,4) 
Последовательности, для которых имеет место (2.4) называют­
ся сильно почти сходящимжея'.Условия для мультипликаторов М(/) 
найдены в работах [з] и [4], но другими методами. 





А )  где с Л  - поле 
суммируемости матричного метода А . Тогда при сг
П1С-ак >о 
из теоремы 2.3 следует 
Следствие 2.2. Если А - корегулярный матричный метод, 
то последовательность (£
к
)е т является мультипликатором 
множества с
А
0т тогда и только тогда, когда существует £(е). 
такое, что (im L(ciw -«J \£K-l(e)\ = о. 
Доказательство. В данном случае условие (О выполнено, 
так как каждый корегулярный матричный метод является 0-со­
вершенным (см. [2], стр. SO ) и следствие 2.2 является част­
ным случаем теоремы 2.3. 
Если А - конулевый^ матричный метод, то имеет место 
Теорема 2.4. Если А - конулевый ^-совершенный матрич­
ный метод, то для того,чтобы последовательность 6 — (&J) 
был мультипликатором множества с
д  
Л т} достаточно сущест­
вование такого числа t (г), чтобы 






-  Ш ) \ = о .  (2-5) 
ii/f 
d j-lim X = lim y^j E CC^  . . = oefx) если 
3 Матричный метод Л называется корегулярным, если 
я а.~ Z. а, ^  О ж конулевнм, если <9 W - О. 
к * 
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I ^  апк £к.хк ~ а< £л хк. I ^ 
I (аг>*~ ак) Хк (tK~ ^  + апк ~cic~ \ a*:ai:)l ^  
^lxJZlaw-ael!^-^l ^»1**.-% аЛ 1 
Первое слагаемое стремится к нулю (при п -»со) ввиду 
условия (2.5), а второе ввиду того, что для 0-совершенных 
конулевых методов (см. [2J, стр. 51) 
' 
для всех ос е с
А 
Qm. Значит 
lim I-o.ntzKxK = 
для всех х . е е .  ( l m ,  если только выполнено условие (2.5). 
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" Поетупжло 04.05.1963 
Strong summability, defined by a sequence of matrices 
V.Soomer 
S ummary 
Let « — fAjJ be a sequence of matrices Ac- "(a^) and 
/? = /£>J be a sequence of real numbers, such that pK >0, We 
define 
 ^- {(*J •• 3 tirn L а
Ык 
unif ormly in i ] 
and 
- 47 -
tfr) , //да Г x t-t(&)\^=.0 uniformly in I J. 
The seta and Ec<]^ are respectively called sets of 
o(.-e ummable and strongly об-summable sequences. If oo = 
=(A)/ then Cg, •= where Сд is the convergence field 
of the matrix method Л . The spaces of bounded k convergent 
an almost convergent sequences are denoted respectively by 
m , С and y?. 
In § 1 conditions for cefc^y , [cJ^C [Cj\P , 
EW]Pc Qx. *re given *nd the uniquences of strong oi -limit 
£ (oc) is considered. 
Theorem 1.3. Suppose that Vand exists 
flrnLc^f^a ¥ О (uniformly in i ), then £c^J^e<^ and 
- ocfac-^v. 
Theorem 1.4. Suppose that <://<5oo and exists 
(imLa
ы 
-a. (uniformly in i ), then t(x-) is unique for 
every cc&fay if . and only if a. 4 0, 
In § 2 conditions for the multipliers of the sets 
С^Пт , c 4  Clm and are found. The set of multipliers 
of c.u  flm is denoted by M(c& ilm). 
Theorem 2.3. Let °i satisfy the condition ('") and 
an/k~~ак. ^ D- The bounded sequence (fK)eМ(с^ flrn) iff there 





-K)l£K ~%\ ~ 0 uniformly in t . 
i 
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ОБ ОСЛАБЛЕНИИ ТАУБЕРОШХ У СЛОВИЛ В ОДНОТИПНЫЕ УСЛОВИЯ 
Т.Сырцус 
Таллинский педагогический институт 
Цусть А и В - линейные методы суммирования числовых 
рядов^ с последовательностью^ х - (*J частичных сумм, 
так что дх„=и
к
.  Всюду ниже  предположено, что поля ограни­
ченности, суммируемости или абсолютной суммируемости мето­
дов А и В связаны соотношениями AqOBq, А1 э В1 или 
IАI1 э IВ Г. Если То - определенный класс последователь­
ностей, то следуя Кангро [2] будем условие хе Т0 называть 
I В I -тауберовым для 1А1 , если из xeT^nlAl' следует хе 161'-
Соответственно определяются В0 - или В -тауберовы условия 
для А
с 
или А . Если В = Е , то в рассматриваемых случа­
ях говорят об О-тауберовых условиях для А0»тауберовых ус­
ловиях для А или абсолютных тауберовых условиях для IА I. 
Если при этом хгТ0 является IВI -тауберовым для IА | и из 
этого следует, быть может при некотором дополнительном ус­
ловии , что х е Г также IВI-тауберово для IА I , то его счи­
тают по сравнению с условием хеТо более общим, а в случае 
включения T0n1 AVСТ ослабленным IВ I-тауберовым условием 
для IА I. -Аналогично определяют более общие и ослабленные 
тауберовы условия для рассмотренных вше других видов тау­
беровых условий. 
Тауберово условие ^ k =0U)  будем называть однотипным с  
тауберовым условием где |k = vXKukt = > 
ч-Ч> - заданная числовая последовательность, a (t^)- задан­
ная нижняя треугольная числовая матрица. Аналогично назовем 
условие однотипным с условием °(1), условие И) 
- с условием и условие с условием г^-
= и><И). Значение общепринятых символов приведено в Cl], 
Основные результаты об ослаблении тауберовых условий 
для метода А содержат работы Гэ - 11, 13]. Кангро С2] раз­
работан общий метод получения более общих или ослабленных 
А 3 „ 
Вместо будем всюду писать 5 u.k . 
^Предполагаем ниже п - о, л , 2., - - - . 
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тауберовых условий для регулярного метода суммирования.Этот 
метод применяется в [1] при выводе новых или ослабленных 
В -тауберовых условий для А . Здесь *е даны некоторые тео­
ремы для вывода новых или ослабленных тауберовых условий 
для IA1. В случае некоторых частных методов IА (-суммирова­
ния такие теоремы, в основном с однотипными тауберовыми ус­
ловиями, рассматривались в работах [з, 4, 7, 12] . 
В данной статье рассматривается один метод
3 
вывода но­
вых или ослабленных тауберовых B-условий ( или [^условий 
или |В|-условий ) для А ( или А о и™ IА I ). Метод разра­
ботан на применении одной общей леммы Кангро [2], дающей 
достаточное условие для того, чтобы условие хе Т было в 
определенном смысле тауберовым для А , если условие х е Т
с 
является в этом же смысле тауберовым для А • Из полученных 
результатов вытекают многие ранее известные. 
§1. Обозначения и рассматриваемые классы 
последовательностей 
Цусть все элементы вещественных последовательностей («(
к
\ 







(Ац) либо монотонны, либо постоянны. 
Воспользуемся следующими обозначениями: 
-  Л - А  _  
Vk ä  0 * k - M  - X  
л
)  •  Л  j  
uk» (К**) Ы*. Ац-м дД
к + 1 )  9к-д otK > 4-, 
Srx(.x)= ы„ 2_ -Vic v<k (-J) I К.о „ ' 
(2) 
Wn Cx) = (3) 
Множества всех ограниченных, сходящихся, сходящихся к 
нулю, абсолютно и абсолютно к нулю сходящихся последователь­
ностей обозначены общепринятыми символами tn , с , о
а 
, «х и 
о-о . Тауберовы условия для последовательности х будут ниже 
определятся следующими классами последовательностей: 
л 0 (Л)={х :  Ro=i x -  R» w =  ОСА)}- ,  
s 0  -\х- .  S n ( . x )= U(А)  ^  Wo ={х- .  W n  ( . х ) -  0 (4  ) } j  
3
Аналогичный метод применен в [б] для ослабления тауберовых 
о-условий в О-условия. 
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a0(A1 = i.x; = o(.A ) ^ 
S„= •- Sr,c*)" о Ot) } 
= Ix•. SnM=2.U)} 
R^{x-. RnU)=20^} 
W^» (*: W„(xV52U)> 
R0= {*•• RNU)- ОQA) \- t 
W 0 = {x  :  W n U)= о  Ca  )  У ,  
4u>C-M = ^ 1 1л
к
з O»(A)^J 
Sy 3 ^x'. S„ ix) - Cv>(.'*)}} 
R«= {x: R«W=«(t)J., 
^oo* Iх' W^U)«"^)}-
Для любой последовательности x имеют место разложения 
(см. [2] и[53 ): 
х  = 
а  
(ь )  + ^c s ) ,  (4 )  
где vj(.S) = o^csi) и t (Ь) => (е»(^>>) определены через 
kjn(S) » Хо|ак,Д Лк ) ^кС*Л (5) 
И 
x„(S) » 5„(.*) > (6) 
х -  ^ CR) + г CR) , (7) 
где ij(RM^R)) и z(R)= UnCR)) определены через 
ч
AR)-£  Ск+^ДО" 1 * )  R k ( X) (8 )  d" к»0 
И 
ž „ C R ) ~ (л + А )  Д
и + |  R„  C x )  ( 9 )  
X - Vj(V) + 3: (.W ) , J-JQJ 
где ^(W) = VjniVi/)) и acb/;= (г-^CW)) определены через 
) W K (x) (и) 
и 
(12) 
§2. Вспомогательные результаты 
Получение тауберовых теорем с однотипными тауберовыми 
условиями связано с нижеследующими леммами. Докажем из них 
часть, отметив, что доказательства других либо аналогичны, 
либо вытекают из приведенных как частные случаи. 







) удовлетворяют условиям 
1.1° V„«OU) 
и 
1.2° - O(-i), 
то любая последовательность хб 50 (или х eS,) доцуекает ра­
зложение (4), где и I CS) , определенные формулами (5) 
и (6), удовлетворяют условиям ^<Л) с <ъ0сл) и г(S)бт. (или 
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^ CS) С Ae (А) и Z CS) 6 Со ). 
Д о к а з а т е л ь с т в о »  В  с и л у  у с л о в и я  Т . 1 ° и  п р е д ­
положения х eS0 (или xeS.) из равенства (6) вытекает, 
что i(S)6m (или iCSHCo). Исходя из равенства (5) и состав­
ляя величину Л * д.у
и
СЬ), после простых упрощений имеем 
Л
Л
д ^ „(S) » Sn(*)- (13) 
Из полученного равенства, предположения xeSy (или хе5„ ) и 
условия 1.2° следует нужное нам заключение; ^(6) б Л0(-О 
(или y(S) е -5Ц-М ). 
Следущая лемма вытекает из леммы! при и^-i 








2.2° (п + <0 ÄXn**» 0(А
и
+А), 
то любая последовательность ХЕ RQ (ИЛИ *FCR« ) допускает 
разложение (7), где ^<,R) и a CR) , определенные формулами 
(8) и (9), удовлетворяют условиям ^СЮ 6А0(А) и «(R) em. 
(таи y(.R)€ А
в
С>) и *(R)€co ). 
Лемма 3. Если числовые последовательности (.=<*) , О*), 
С ^к) и (.^к) удовлетворяют условиям 
ЗЛ° - О С<*п+л) 
з . 2 °  £ o i ? k i - 0 ^ h - ) »  
то любая последовательность х 6 W0 (или, при дополнительном 
условен 
3.3° lim - oo , 
xeWe ) допускает разложение (10), где y^CW) и i(w) , оп­
ределенные формулами (И) и (12), удовлетворяют условиям 
vji>/)ES0 g z(.W)em (или ^(W)ES0h iCV) ее. ). 
Д о к а з а т е л ь с т в о .  У т в е р в д в н и е  * O V ) e m  ( и л и  
5t(W)6.Ce ) вытекает из равенства (12) в силу условия 3.1° и 
предположения х£Ч/у(ияи *tW. ). Используя равенство (И), 
составляем величину SRC^MX которую приводим к виду 
^ £s к W* 00. (14) 
Из полученного, предположения xeWo и условия 3.2° следует 




1 J т при К •) t-nK*! -
LO , при к > п, 
(15) 
при условиях 3.2° и 3.3° принадлежит к классу (cQ, cQ). Поэ­
тому , на основании предположения х с W, и условий 3.2° 
и 3.3° из равенства (14) следует, что ^CW) с S0. 
Лемма 4. Если числовые последовательности ) 
и удовлетворяют условиям 1.1° и 1.2°, последовательность 





>А Лп*л)) I < сх> , (16) 
то любая последовательность (или х€ Su) допускает 
разложение (4), где y^S) 
и 
*(.&) , определенное формулами 
(5) и (6), удовлетворяют условиям ^.S) и aCb)to. 
(или \j(b) fc (.чХ) и а(,ь)еа
е
). 
Д о к а з а т е л ь с т в о .  Н а  о с н о в а н и и  о ч е в и д н о г о  
неравенства 
|Д I 4 1Ч,|| д S^(x)| + |д^|! &„_„(*> I > д7) 
полученного из равенства (6), для заключения *0)еа. нам 
следует убедится, что 
2.1ЛД1К S„0O I < oo (18) 
Z I  S n . ^ x ) l |  5 - J y .  J  < o o  .  ( I 9 )  
Справедливость результата (1Й) вытекает из условия 1.1° и 
предположения xeSA. Далее имеем Y.I д VKl<eo ввиду монот­
онности и ограниченности последовательности (<?*). Поэтому и 
ввиду х € SÄ, следовательно и (S„u))6m, получаем резуль­
тат (19). Если же *еЗ
ы 
, то из (6) в силу 1.1° и fcitn Sn(x)*0 
дополнительно заключаем, что L^n. a.ntS) = 0. 
Для завершения доказательства убедимся, что ц(5>) 6 Л
л
(<0 
(или y(.S) е л^С-О ). Исходя из равенства (13) на основании 
очевидного неравенства 
I Д.  U~Ä v j k ( . S ) )  I  4  i € K |  |д S^(x ) |+  lA^US n . ,U) l ,  (20)  
последует заключение е , линь только 
Х1б^Цд S„ÜO I < <хэ (21) 
и 
X  1 - <  С * )  1 1  j  <  о о  .  ( 2 2 )  
Результат (21) вытекает из предположения хб5
д 
и условия 
1.2°. Далее отметим, что 
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Z |л 6*1 < се . (23) 
Действительно, поскольку 
I U I  д  ^  1 1  = < " ^  Д  ( < * n t  - - X «  * » )  t - ь  I  ^  п - л  1 1  д  I  ( 2 4 )  
предположено IЛ° и (16), то 
2 t 0
П
ч 11Д (^-»ч а  (°*п+Л Л
П
Ч4 )) |  < ОО •) (25) 
с другой стороны, монотонность последовательности ( V„ )и ус­
ловие 1.1° приводят к заключению Ziдч)J<oo , из которого в 
силу предположения (!6) вытекает по теореме Дедеющда - Ада-
мара (см. ИЗ , стр. 168), что 
Z| Д Vn-< I) о«и д Л.„+л ) I < ОО . (26) 
Неравенства (25), (26) и (24) приводят к заключению (23),ко­
торое ввиду SÄ приводит к результату (22). Таким образом, 
е • 
Если же х е 6 oi , то li«\ $>„(") * О , и ввиду условия 
1.2° из равенства (13) вытекает дополнительное заключение 
lim. 0 , т.е. 
Этим завершается доказательство леммы. 
При и из леммы 4 вытекает 
Лемма 5. Если числовая последовательность (-Х
к
) удовле­
творяет условиям 2.1° и 2.2°, последовательность (ли-0 мон­
отонна и 
^ 1 (27) 
то любая последовательность xeRÄ (или xeRo» ) допускает 
разложение (7), где у CR) и tCR) , определению формулами 
(8) и (9), удовлетворяют условиям ^(.$0£ и aLR) е о-
(или yW <£ /Scot-*-) и z.VR)ea0). 
Изменяя условия, налагаемые на последовательности Ы*. ), 
(vXk) и (Цк), получаем следующие аналоги лемм 4 и 5. 
Лемма 6. Если числовые последовательности (*<к)» ( ) 
и (ц
к
) удовлетворяют условиям 
6.1° S. I д I < оо 
и 
6.2° X IД б1*, j < оо , 
то любая последовательность SÄ (или xtbu ) допускает 
рпалпжаииа (4), где ^CS) и , определенные формулами 
(5) и (6), удовлетворяют условиям уСЬ) е *ä(a) и xcs) е <х-
(ши е и t(.s) ea. ). 
5 4  -
Следствием леммы 6 при <**=-1 я р„=п+4 является 
Лемма 7. Если числовая последовательность (-*« ) удов­
летворяет условиям 
7.1° 5L|Ä Cf>+4)An*4>|<«> 
И 
-ч. 
7.2° Z I Д (•>»*< С*»**) ДЛи4А>1 < о», 
то последовательность xeR^ Сиди xeRco ) доцускает раз­
ложение (7), где ^CR.) и xCR) , определенные формулами (8) 
и (9), удовлетворяют условиям j(R)e^u) и e(R)e<x (или 
^R) с /»toCA} и z.CRj€4« ) • 
Лемма 8. Если числовые последовательности (°<к), (к), 
(fi<) и ( 5v) удовлетворяют условиям 
8.1° II5~)1 <ов 
и 
8 .2 °  £1д(Кк Z 4v) l  -0 (4 )  ,  
w 1  V*K 
то любая последовательность xeWa (или xeW^ ) допускает 
разложение (10), где y(W) и x(.w) , определенные формулами 
(11) и (12), удовлетворяют условиям y(W)eS
а и 
tCw)ea 
(или ^(.VJ)6SW и *(W)€a.). 
§3. Основные теоремы 
Поскольку формулировки теорем на ослабление однотипных 
тауберовых условий аналогичны, мы изложим эти теоремы в ни« 
же следующей таблице. В столбце I этой таблицы приводятся ус­
ловия о методах А и Е> , считаемых совместными и линейными, 
в столбце II перечисляются условия, накладываемые на после­
довательности (°<к ), (А
к
), (|uK) и ($h)f в столбце Шпри-
водятся исходное ослабляемое В-тауберово условие для А , а 
в столбце 1У излагается обобщенное или ослабленное ß-таубе-
рово условие для Д . Как правило, тауберово условие дано в 
виде принадлежности последовательности х к некоторому клас­
су последовательностей. Наконец, в столбце У форцулируется 
тип тауберовой теоремы. 
Замечание. Из теорем Я -12 вытекают аналогичные 12 те­
орем на случай ß = Е , причем в теоремах 4-6 для регуляр­
ного и в теоремах 7-12 для абсолютно регулярного метода А. 
Отметим, что при доказательстве теорем применяется ли­
бо лемма 27.1 из [1] , либо ее аналогично выводимые аналоги 
на случай ограниченности или аосолютной суммируемости. Для 
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Леша А. Пусть Вс А (или Ib lClAt или В 0 С А 0  ) и А 
совместен с В . Если условие х еТ„ является В-тауберовым 
для А (или Ißl-тауберовыцдня (А| или В-тауберовым для 
Aq )»  то условие х€Т также ß-тауберово для А (или 1В|-
тауберово для 1 AI или 80-тауберово для А0 ), когда любой эл­
емент хеТ представим в виде 
х = у + х. , -у ьТо , Jt е В' telBl1 «'и *.е В0). 
В качестве примера полной формулировки приведенных те­
орем сформулируем теорецу 6 и приведем ее доказательство. 
Теорема 6. Пусть методы Л и В сохраняют сходимость, 
линейны и совместны. Если последовательности (<**), (А*) , 
( р
к
) и ( 5 , ) удовлетворяют условиям 1.1°, 1.2°, 3.1°- 3.3°, 
а хе 40(Д) является В-тауберовш условием для А , то xeW« 
также В-тауберово для А . 
Д о к а з а т е л ь с т в о .  Ц у с т ь  п о с л е д о в а т е л ь н о с т ь  
не W. . Поскольку предположены условия 3.1° - 3.3°, то, в 
силу леммы 3, последовательность х допускает разложение И<>), 
где y(W) е S5 и г (W j е с. . Так как предположено выполнение 
условий 1.1° и 1.2°, a j е S. , то последовательность ^(wj 
по лемме 1 допускает разложение (4), т.е. 
w j (W) = j  + г  (Ь ),  
где с„, а ^О) е Таким образом, любая последо­
вательность xfcWo разлагается в сумму 
х -  ^ (5>) * д ,  




для А , то, ввиду основной леммы А, условие хе [д/=> также 
Е> -тауберово для А . Теорема доказана. 
Аналогично проводятся доказательства остальных теорем. 
На применяемые в доказательствах леммы указывают номера ус­
ловий из столбца II, причем в доказательстве теорем 7, 8, И 
соответственно применяются леммы 4, 5 и вновь 4 с леммой 8. 
Из приведенных теорем вытекают некоторые ранее извест­
ные теоремы. Так, например, теорема 4 при В = Е обращается 
в теорем 2.7 из статьи [10], теорема 5 при «н и В = Е 
дает теорему 1.1 из статьи [11], этаже теорема при 3 = Е 
дает теорему 2.1 из Cil J . Из теоремы 9 при 6 =» Е и 
при к = 0,1,2, ... вытекает следствие 5 из С2 ] . 
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Следующие краткие замечания проиллюстрируют применимо­
сть теорем. 
1. Применение теоремы 6 при В = £ , «\
 
=v/ä , = 
«• ехр >/п и |Л^= Vn-f-1 ехр/пм" приводит к предложению из ста­
тьи [10], в которой тауберово условие \Лл и „=»<ЧЧ) для линей­
ного регулярного метода А обобщается в условие 
S-U* ехр  чП< = о (^екр/кГ )  
для этого же метода. 
2. Применение теоремы 10 при В = Е и Ah = n. приводит 
к следующему предложению, которое для метода Пуассона -Абеля 
получено в статье С.31 : если для линейного абсолютно регуля­
рного метода А условие =о(1) является абсолютно тау­
беровым, то условие „ =« (w-м) также абсолютно тау­
берово джя I Al. 
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Über die Schwächimg der Tauber-Bedingungen 
in die Bedingungen derselben Art 
T. Sõrmus 
Zusammenfassung 
Wir betrachten lineare und verträgliche Verfahren Д 
und Ь zur Summierung von Zahlenfolgen. Die Mengen der von 
dem Verfahren A beschränkten, gewöhnlich oder absolut 11-
tierten Polgen werden durch AQ, A' oder 1AI' bezeichnet. 
Ferner sei A stärker als В . Es sei T eine feste 
Polgenklasse. Die Bedingung x€T heisst nach Kangro die|ßti 
Tauber-Bedingung für | А l, wenn unter der Bedingung * € T 
von |Al-Limitierbarkeit auf -Limitierbarkelt zurüokge-
schlossen wird. Gleichartig definiert man die übrige Pälle. 
Im ersten Paragraphen werden verschiedene Polgenklas­
sen eingeführt, womit wir die Tauber-Bedingungen der Perm 
X € T in die Einrichtung führen. Diese Polgenklassen sind 
mittels der Formeln (1) - (3) und von den festen Zahlenfol­
gen bestimmt. In unserem Aufsatz sind mit den Klassen AQO-\ 
»#(•0 > und А^Сл) die angegebenen Tauber-Bedingungen 
bezeichnet, die übrigen stehn in der Rolle der Abgeleiteten 
neuen (schwächeren) Tauber-Bedingungen. Die Bedingungen der­
selben Art sind z.B. X <*eU) und x fc Vj. usw. 
Die in Г 5 3 vorgeschlagene Methode zum Ableiten neuer 
(schwächerer) Tauber-Bedingung aus einer gegebenen lauber-
Bedingung wird im vorliegenden Aufsatz für die Tauber-Be­
dingungen derselben Art angewandt.Dabei werden die Pälle 
der A-Beschränktheit, A-Summierbarkeit,und A-absoluten 
Summierbarkeit untersucht. Mit den Hilfssätzen aus dem § 2 
und einem Hilflratz von Baron([[13 , s.229).beweist man leicht 
zwölf allgemeine Sätze in unsere Tabelle. PUr den Pall E 
aind leicht noch zwölf analogische Sätze formulierbar. Es 
wird auf die von Sätzen 1*-12 als Sonderfälle hervorgehenden 
Resultate hingewiesen, ebenfalls werden einige Beispiele 
gebracht. 
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ТАУБЕРОВЫ ТЕОРЕМЫ С ОСТАТОЧНЫМ 
ЧЛЕНОМ ТИПА БОАCA-КАНГРО 
И.Таммерайд 
Таллинский политехнический институт 
Пусть А— матричный метод суммирования последова­
тельностей, Л={А„} и /<•={/<») — последовательности поло­
жительных чисел. Пусть *={£,}— сходящаяся последователь­
ность с <£*-£). Обозначим 
rv\x  = {-x i fa = 0(4.) } , 1г Л={эс : fa-O (i.)}, 
• И д  =  { * :  А Х « М А  }  ,  n * = { x  : A x e h X J  ,  
К = {X :  fh-O,  1 ,2 , . . . ;  
L = {A •. Л
и
Лоо , A„ZI 4/(Y#i-#-#)AK) = (?f4.)} . 
Кангро [lj доказал для метода арифметических средних С , 
что прж AeL жз условия 
X«  т*  (I )  
я из одностороннего тауберова условия, например, из пра­
востороннего еауберова условия 
Zn (2) 
при дополнительных условиях 4 
4<Л„/Г
К  
Л ;  Я
к
Г„ / } уч„= СЛМГЙ)Г 
следует 
хе Hi/*. (3) 
Теорема Кангро является обобщением тауберовых теорем 
Боаса [2] . Боас доказал, что из условий 
X е СО 
с А
ч
»Си+0£ (0<€ <4) Я (2) С Т„•=•("•. + а)~е 
следует (3) с /<
и  
= 4 или из условий (I) с А
м
= C*VM) C  
fO< С. 4 4.) Я 
• t n C h  +  4 ) Ä < h = » R f i . )  ( 5 )  
с T„=fA4.4)-t следует (3) с /*
и 
= <1 . 
Результат Кангро справедлив только при довольно мед­
ленно сходящихся последовательностях, а именно из условия 
AeL следует Л„ = оfn+*.") . Целью этой заметки явля­
ется изучение аналога теоремы Кангро при Л„ = 0((и+*)'1') 
с о < «< < оо , т.е. при последовательностях Л показа­
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тельного типа. 
Лемма (см. [2] ). Пусть К и {«•„'} — 
последовательность чисел. 
I. Если 
а„  = £СчО,  Д 1 а„  = ОО,  ^и = <5( "Ги+и) 1 ^
и
) >  
то I . 
да
ц  
= *л ) г ) .  
П. Если 





= I» (Т  i?«  Ук) г ) .  
I. Если г \ 
а„= v9 (*0  ,  ДХ= <  = "О» 
ТО , , 
дсг
ч 
= «. ( (  <Ä.<jO '• j. 
Теорема I. Пусть А, т е К и = т
к
) . 
I. Из условий (I), (2) и 
т
ц 
= ОМ (6) 
следует условие (3). 
П. Из условий (2), (4) и (6) следует условие 
•х. €  h ^ .  
Ш. Из условий (I), (5) и 
-Г
и 
= й, ГЛО (8) 
следует условие (7). 
Д о к а з а т е л ь с т в о  т е о р е м ы  с л е д у е т  и з  л е м ­
мы, если выбрать 
«к (9) 
<Рп= fn-м)  /Л
к  
,  (10)  
Ч>* = 1/{Сш-ОТ,») . (JJ) 
Действительно, докажем, например, утверждение I. В силу 
выбора (9), имеем при п><( 









_,+£ = $ N -$ к-, =д^ . 
Принимая во внимание выборы (10) и (II) и условия (1),(2) 
и (6), получаем, что 
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ti„= fm-0 f Л £
к
/fh-м) - 5")= tffV-U ) -
«•о 
= OCC hi- 0/Л
н

















= fit-n)*"/,fЛ„ С(л-1-л))= (ь+<03~&* • 
Из условий А, т е К следузт условий <f, <// е К и 
выполнены все условия части I леммы. Следовательно, по 
лемме имеем 
6ft. А)"1 А«* - А н О1 О
н 
- ^ ) =/<н <£„ -1) - О С1), 
т,е. справедливо утверждение I теоремы I. 
Аналогично можно получить следующий результат. 
Теорема 2« Пусть л,те К, ^
к
= бЛнгк)*-, — 
чезаровские средние порядка *и и 
F fA,  х ,  ж,  K)  = A K £ e ( » S o ' 1 , h , * 4 + f h « + 4 X e V s * < - 5 ) ) .  
I. Из условий 
fh-M)TK£ 
F f A ,  г ,  w,  6*+0 
и (6) следует условие 
ос € . 
П. Из условий (6), (12) и 
F (А, тс, , tv) = о(1*. + L) 
следует условие 
же . 
Ш. Из условий (8), (13) и 
с*+оъ&*?-ъ го 
следует условие (15). 
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Boas-Kangro Tauberian remainder theorems 
I.Tammeraid 
Summary 
A convergent sequence Is called bounded 
with the rapidity Л = {Дц} f-A k  > О) If 
(£ „ - £ ) = <D(±) * »  к ) .  
А еедаепсе x is called Л-bounded by a matrix method Л 
if the sequence Ar is A -bounded. Tauberian conditions 
(2) and (5) are found to deduce U. -bound edness from A -
С
4 ' method of summablllty (theorem 1), 
The analogous problem is solved for С method of summa-
bility (theorem 2). 
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ПРОБЛЕМА ЭКВИВАЛЕНТНОСТИ ПОСЛЕДОВАТЕЛЬНОСТЕЙ И 





А= - треугольная ч«еловая матрица, у = 
s(Xg) - числовая последовательность и пусть ч = (^„) /)-пре-
образованная последовательность, где 
Л 
Ч„ - • J * = 0 
Последовательность у называется суммируемой методом 
/4 к сумме (VJ( если 
3 &>1 И
и 
= Ас*) * 
и -*оо J 
я пишут хбсА. При этом сА называют полем суммируемости 
метода А . 
Пусть с  - множество всех сходящихся последовательнос­
тей. Метод А называют регулярным, если сS*cA и AM -
= (лнлХу. при всех х&с, во всей статье будем предполагать, 
что метод А регулярен. 
Для последовательности * = (**), где Х
к
4о, обозначим 
1 = кН ""•"'к / 
-  * _  ^  „  и к* '  ,  
V K+I -  У
к + ,  У К  *  
Пусть .v , , 
€. 
= 
С1 j i) KU j Ь • ••)• 
Последовательности у н у называются эквивалентными, 
если ц 
йш _iiL = 1 . 
и пишут Я ~ у . 
Пусть числа удовлетворяют условию 
So' 5оЛи< I ~ Ott)- (I.I) 
В статье [2] доказана следующая теорема, дающая достаточное 
условие для эквивалентности последовательностей х и у . 




Если пределы изменения индексов не указаны, то они име­
ют значения 0,1.2,... 
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лены условием (I.I), то 
c K W i >K+ t  = o(i) =š> * -
Сложное условие (I.I) можно заменить более простым*. В 
статье [2] показано, что условие (I.I) выполнено, если 
к 
I < MICkMI, (1.2) 
»ИК 1 
где предполагается, что и М - постоянная.Условие 




(У)=^1ЛИА / (1.3) 
если правая сторона при каждом к возрастает монотонно, когда 
pi или при ^ 
с
к  
О) ~ S.И 1=> 
jž- OHI ^ ( 
i-o 
• H k  
(1.4) 
Поэтому из теоремы А вытекает следующая 
Теорема В [2, теорема 2.2J. Если числа ckfx; опреде­
лены условием (1.2),(1.3) ми (1.4), то 
-o^ i )  =Ф Л .—  
Теорема С {2, теорема 2.3J. Если числа С
к
( х )  опреде­
лены условием(1.1),(1.2),(1.3) или (1.4) и I при ка­
ком-нибудь £>о, то 
c K ( v )« K 4 . ,  =  » ( 1 )  
В статье £2] показано, что числа с
к
(х) /  определенные 
условием (1.3), удовлетворяют рекуррентному соотношению 
Ск*Лх'= • (1.5) 
И —> OO 
В частности, если уесА, то уес и из этих теорем эк­
вивалентности вьггекают следующие теоремы тауберова типа. 
Теорема 012 .  теорема  4 . l J .  Пусть  С
к
( х )  определены 
условием  ( I . I ) .  Если c K ( y ) v K * , - 0 ( 1 ) ^ ,  то  - *€С -
Теорема Е (~2, теорема 4.2]. Пусть числа с
к
оо опреде­
лены условием (1.2) или (1.3). Если сK(x)0K<rK-o(±)} то 
Ji € С А =ф -* €гС 
Теорема Г]2, теорема 4.3]. Пусть числа с к Су) опреде­
лены условием (1Л),(1.2) или (1.3) ж |vK( пр* каком-
нибудь оо. Если с
к
(х)и^, =о(1), то лес/! •=> Уб'с . 
В настоящей статье мы рассмотрим эти теоремы в случае 
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методов суммированжя Чеэаро ж взвешенных средних Ржсса и 
сравним результаты с имеющимися результатами тауберова типа 
для этих методов. 
§ 2. Случай А = (С,^) 
Метод Чезаро (С,*/.) определяется [i] матрицей A =(cw) 
с элементами 
д <*-' 
и — к 
л = ürü 
и К /1 ^ 
'I и 
где 
Ay = 1 / = 
{<^ + \)(oL + Z) ,, , U-t-n) 
'• и i 
Следовательно, последовательности > и у будут связаны ра­
венством 
Уи-СиМ-^ .  л !  '  (2 .1 )  
$n-C j (x- )  -  JET 
и
1 |  -^К - ( 2 . 2 )  
к «<> "и 
При «<>о метод (£,«0 регулярен [il. 
Вели oi=l ,  то метод (C,ol) превращается в метод ариф­





Имеет место равенство^ 




еслж так как тогда можно написать 
Аи-ц*, _ (й •»-»и + <*) • •• Оч- i _ 
д * = (kl Wl) • • • (и + l) 
= (1 + ) " - ( / 1- "йТг) • 
v И+И* ' 4 
Отсюда также видно, что если и— 
А * ( f при 
У (2.4) 
А* 1 .x  ™Р И  0 1  > 0 ,  
Найдем числа с«м для метода ((?,<*) по формуле (1.3). 







М -  X л,-
/ - о  
л*-' 
г  
1 > 1 - К  
- бб -
= 1 Д Н"" • = Ž •*: • 
i-О ГУ1-ЭЮ /Ч^ /- с» 
Но в условии (1.3) правая сторона должна монотонно возрас­
тать, поэтому, согласно формуле (2.4), нужно взять cx* ^  
Итак, для метода Чезаро мы имеем при 
что _Ü 
С к (у) — ( « 
(=0 (2.5) 
или, учитывая (2.2), ^ 
C k C)=(K+I)C k M, (2 .6 )  
Если у
к
>0, то по формуле (1.4) получим 
к . 
если o<"t ^  -I» ff (Vx) = ( 'If , , ^ , 
К ^ yq<^ ! если et > i . 
I 1-0 ^ 
(2.7) 
или 
f fk+i) CVtx) если о 5 1, 
СкМ = < ^ , (2.8) 
I А* если »1.^1. 
Видим, что при о< siil формулы (1.3) и (1.4) дают один и 
тот же результат. 
Из теорем А - С мы теперь получим следующие теоремы эк­
вивалентности для метода (С,</.). 
Пусть последовательность у определена равенством (2.1) 
и числа с
к
(х) "определены формулой (2.5) или (2.7). Из тео­
ремы В тогда получается 
Теорема 2.1. Если р< ž ±, то 
f*;, Ž ^  - °(D => ^ • 
>1:0 V 
Из теоремы С получается 
Теорема 2.2» Если <?<oi<l и I *
к
| > £ 'при каком-нибудь 
£>0, то 
wk-t( X ^  = О (1) И • 
хЗеО а 
Если, в частности, -х С с ((?,<*), то последовательность 
jjee и из теоремы Е (или из теоремы 2.1) получается следу­
ющая тауберова теорема для метода (<5,=0-
Теорема 2.3. Пусть с> < cL £ 1. Если 
•Лс-н 5Г~ -VM = о ( l), \/=о 
то 
с (С,-О У е с . 
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Из теорема F (жлж теоремы 2.2) получается 
Теорема 2.4. Пусть о <o<.ü1h (**1 >£ при каком-нибудь 
l>0. Если k 
«Kt, = о(1)> (2.9) 
*€ C « V )  = ^ >  ( 2 . 1 0 )  
Теоремы 2.1,2.2,2.3 и 2.4 опублжкованы в тезисах (J?j. 
Известный частный члучай классического результата £4, 
теорема 63J, что при cXoiil для (2.10) достаточно выпол­
нения условия 
Ск + /)^
к+1 = £>(4)/ (2.II) 
будет частным случаем теоремы 2 . 4 .  Действительно, есди(2.Н) 
выполнено, то ввиду известного равенства 
-Уи - Ci + X (ь+ОЧк+i 
К-О 
будет = Od),  поэтому мы можем выбрать постоянную М та­
кую, что J(uL+Mžt, где £->о - какое-нибудь число. После­
довательность (Хъ+П) также суммируется методом (С,^) к 
сумме С Условие (2.9) для последовательности 
(х,<+/4) выполнено, так как ввиду (2.6) мы имеем 
и и и С •+ М) •= (к+Oum, С * (* + /че) = 
= (K+OU* * ,  -  o f 1 / 1 '  
по условию ( 2 . I I ) ,  Следовательно, по теореме 2.4 последова­
тельность сходится. Тогда сходится и последователь­
ность (х<). 
§ 3. Случай A ~ C R / P « )  
Метод взвешенных средних Рисса CK,f>*) определяетсяj_Ij 
матрицей А = С элементами 
где последовательность задана и 
^ »f.о 
Следовательно, последовательности л ж ^ будут связаны ра­
венством 
у„--£иМ=Х ^ vK. (3.1) 
Метод (к!, р„) регулярен тогда и только тогда, когда 
1 0  / Р
и  
I = »о 
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a" i j ^ r - h O d ) .  




(у) ДЛЯ метода CR/p«) по форму­
ле (1.3). Ш получим к 
л , 4r— Р< (" 
е
к






£ Pi *•' 
С
К 
(*) = -ti« 
Z7* (3.2) 
или, учитывая (3.1), 
с
к
<» = ^ (3.3) 
формула (1.4) дает такой же результат, если у
к
>£) и pt л о. 
Из теорем А - С мы теперь получим следующие теоремы эк­
вивалентности для метода ("R, р~). 
Пусть последовательность ^ определена (3.1> и числа 
с к с*) определены формулой (3.2) или (3.3). Из теоремы В 
тогда получается 
Теорема 3.1. * 
i  
= ott) (3.4) 
Условие (3.4), учитывая (3.3), можно и так записать 
2-гЛ,,, (3.5) 
Из теоремы С получается 
Теорема 3.2. Если / У*/£С при каком-нибудь £ >о, то 
g 
~о(1)  ^  (3.6 )  
Условие (3.6) ввиду (3.1) можно записать в виде 
^ - о(1) -=? (3.7) 
Если, в частности, * <? cCR/p*),™ последовательность 
уес и из теоремы Е (или из теоремы 3.1) получается следую­
щая тауберова теорема для метода CR, ри). 





* € С (v.,pu) =?> х€С 
Из теоремы F (или теоремы 3.2) получается 
Теорема 3.4. Если i i* IŽS при каком-нибудь £тч9 и 
-  o f l j  ( 3 , 9 ^  
А ™ ' 
* zc (%P„ ) ^  (ЗЛО) 
Известный частный случай классического результата, что 
для (ЗЛО) достаточно выполнения условия 
2L „ „ „ ,  . r i ) z  
будет частным случаем теоремы 3.4. Это доказывается анало­
гично случаю метода СС,<^) в § 2. 
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The problem of equivalence of sequences and 
Tauberian theorems II 
-3. tie ime rs 
S ummary 
§ 1. Introduction 
Let Д=г (<Я
и
к) be a tringular numerical matrix, v = (VK) 
be a numerical sequence and let be the /(-trans­
form of the sequence J< where 
и 
W«, = ^ Йи* X к '  
« 
The sequence ji is said to be summable by the method 
A to the sum A(%) If 
-  7 0  -
3 Чи = А (*)ф cx) 
и-»СО V . 
and we write > € с/). The set c/| is called the summability 
field of the method A . 
Let" С be the set of all convergent sequences. The met­
hod A is called regular if С ^ and A (*) ~ for all 
у  ec .  
In the whole article we assume that the method Л is 
regular. 
For the sequence where we denote 
Цщ-i - -V к +i -к'К 
- * - < 
2he sequences .X and ^ are called equivalent that is 
И *  И  
Let numbers C K(><) satisfy the condition 
Z. \tt*> £ a-'V; = Ш). ПИ) k=o 1  л=« _  
Theorem A £2, Theorem 2.1 J .  If numbers C k f w )  satisfy 
the condition (1.1), then 
- <C0 • 
The condition (1.1) may be substituted by more simple 
ones. In £bJ it is shown that the condition (1.1) is satis­
fied if *L I ZT ^. y' 
( - о  < I Õ x M I  ( 1 . 2 )  
Лик 
where it is assumed that Q h KfO and M is some constant. 
In turn, the condition (1.2) is satisfied for 
f \ D '  ^ ® r\ i XI C K ( x )  =  M M  S * i —  у  ( 1 .3 )  &VXM. 
if the right eight increases monotonically for every к when 
(1 A) 
И->оо or lor J<-
&И/ jS[ 
C K ( x ) ~  b " f >  J j o  
К Лик 
•Jhorafore Jbeorem A implies the following: 
theorem д ^2, Theorem 2 . 2 ] .  If <?„(«•) satisfy (1.2). 
(1.5) or (1.4), then 
Z*t»)Vb« = о(Л) ^ 
•Лцоиа 0 Theorem 2 . 3 ] .  If С(v) satisfy (1.1) , 
(1.2), (1.3) or (1.4) and I V k  I 5 £ for some £>0, then 
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Uk-H " 0 С- ) ==v' ^ ^ . 
"..Iil particular, if У € C/4, then i^ec and these equi­
valence theorems imply the foH-Owing Tauberian results., 
Theorem D [2, Theorem 4.ij . Let C*<V) satisfy (1.1). 
I f  с  t c MO^,,o( i ) I  t h e n  xe c/l  xee ,  
Theorems [ß, Theorem. 4. 2]. Let Ck(J<J satisfy (1.2) 
o r  ( 1 . 3 ) .  I f  c k m  V K + ,  »  o f l ) ,  t h e n  m  €  c a  = >  y £ C „  
Tiiaorem F [ 2 ,  Theorem 4.3], Let CK0b) satisfy (1.1), 
(1.2) or (1.3) and let j-Vi<i^£ for some £>». If 
= . o ( ± ) /  t h e n  X € C -
In the present article we examine these theorems in 
the case of Cesaro and Riesa summabilifcy methods and compa­
re the i-esults with known Tauberian results concerning the­
se methods of summability. 
§ 2. The case A -
The Cesaro method ft,') is defined [_lj by the matrix 
/\=(Qh,J with the elemente 
where 
A* = l, Ли •= i , 
a » l  f r f + i i c ^ z )  
r^n = JTZ 
1'herefore, the sequences x and Й are connected by the re­
lation it-f 
= (2i1) 
For Ы.%.0 the method is regular |flj . 
Let the numbers {«fv) for the method CCj °l) be de­
fined by the formula (1.3). Talcing into account the equality 
(2.3), we get for all ot> О 
- a °1"' '< 
с
к w = x -та =z . 




, r 0  
But in (1.3) the right sight must monotonically encrease, 
therefore, in accordance with (2.4), it  is necessary to ta­
lis о < 1. Thus, we have for the method (CjJlJ when 
О <•o(^l that 




ckc-x>= (k+l) c< c-*). (2.6) 
For ff< i the formula (1.4) gives the same result. 
Hence Theorems А,В and С imply the following equiva­
lence theorems for the method С С, <A ) 
Theorem 2.1 • If 0_< 1 , then 
Theorem 2.2. If <?<=<. S 1 and ix к \~ъ-£ for some <. >0, 
then К 
u (£+ I $TX) - о (1) =ф X <-^ Iß . 
In particular, if X € С fC/^then <^6C and the fol­
lowing Tauberian theorems for the method (Cjai) results 
from Theorems 2.1 and 2.2 (or Theorems E and F): 
Theorem 2.3. Let о oL £ 1. If 
к 
^V+l — o(^'/ 
or о 
then 
x € e ^ . 
Theorem 2.4. Let O<o(il and |>"K| ^ £ for some E >0. 
И j< 
MKt i  X  Ai  = oCl ) /  ( 2 ' 9 )  V-6> 
*6 С (£/*<• ) -*fC. (2.10) 
The known special case of the classical result, that 
the condition . , ,, , (k + i)uic+i = о ( 1 / 
is sufficient for (2.10), is a special case of Theorem 2.4. 
§ 3. The case Д - (%, Р») 
The Kiesz weighted means method (Q, pn) is defined pj 
oy the matrix A = (а«к) with the elements 
Л-,. - p* 
where the squence (р
и
) is given and 
*1 
Ф - >~ 
" - A 
-lence the sequences .v and u are connected by the relation 
и 
ц» = iL ^ 
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Method CR/ph) is regular |_lj if and only if 
1. Мал* /<?Э j - «о, 
2 °  t  l-g- l  = 0 ( i ) .  
\/—r\ I ' kl I 
V**, !— - oflj  ^  jc -»g .  (3.4) 
k=o "
Below in the theorems it is assumed that (/K/ fn ) is 
regular. 
Let the numbers C« for the method (rR/ p*) be 
defined by the formula (1.3), then 








Hence Theorems я,В and С imply the following equivalen­
ce theorems for the method у f* ) • 
Theorem 3.1. 
f>kl 
The condition (3.4), taking into account (3«3)» таУ be 
written in the form 
К *(*)"> (*> =*> (3-5) 
- г 
Theorem 3.2. If i ун iž & for some с ><Э, then 
— о (i) —^ jx—. (3.6) 
The condition(3.6) in view of (3.1) may also be written 
in the form 
^ (3.7) 
рк 
In particular, if Ы € c(V/ ри)/ then у ее and the fol­
lowing Tauberian theorems for the method ("??y р
и 
) results 
f r o m  T h e o r e m s  3 * 1  a n d  3 . 2  ( o r  T h e o r e m s  3  a n d  F ) .  
Theorem 3.3. I f  к  
ч r> * у' 
-Csi&lJ-J— ~ o(i), (3.8) 
p* 
then /т. \ ч 
У С <? ( «, P") =Ф -* €C . 
Theorem 3.4. If I -VK I ^ for some £ > О and 
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к 
«км5*^=оС±) ,  (3 .9 )  
then 
.v € с ( f>n  ) =ф> .*€<?. (з.ю) 
The known special case of the classical result, that 
the condition 
2JL u K +, = o(±)  
p* 
is sufficient for (3.10), is a special case of Theorem 3.4. 
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О ЦДРЕ СРЕДНИХ БОРЕЛЯ ДНЯ ОДНОГО КЛАССА 
НЕОГРАНИЧЕННЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ 
В.Лотоцкий 
Тернопольский педагогический институт 
Пусть "$ Sk jf- последовательность комплексных чисел. 
Функция 
м с 
S ( x )  =  ^  ,  0 £ r X < < * > >  Q I )  
называется экспоненциальными средними Бореля ГТ,стр.ТО ] 
этой последовательности, при условии, что ряд CT) сходит­
ся для всех XtCäi*0 0) . Легко убедиться, что послед­
нее будет выполнено в том случае, когда последовательность 
удовлетворяет следующему ограничению 
& = 0(txpcfn**) п -*<*>, (z-) 
ч * 
где С > 0  _ некоторая константа, a j*~ O.S' t причем 
если в условии (2) jß взять большим 0>5~ , то к 
такой последовательности преобразование С I ) уже не при­
менимо. 
В работе f2J установлены достаточные условия совпаде­
ния едер ГЗ,стр.773 неограниченной последовательности , 
удовлетворяющей условию (2) , когда ß<o,S~ и ее средних 
Бореля (1) . В настоящем сообщении исследуется этот во­
прос для класса последовательностей, рост которых ограни­
чивается условием С 2 , когда р =• о,& . Как оказа­
лось, достаточные условия в этом случае не получаются из 
соответствующих условий работы f2j , если там положить 
jъ**0,6- . 
Пусть С > О - произвольная константа и - по­
ложительный корень уравнения 
&-эс> еscf>CCVх) 
Очевидно, что всегда существует для любого С > О , 
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причем с помощью элементарных рассуждений легко можно убе­
диться, что для произвольного справедливо неравен­
ство U-x) -eocpcc+z) * ± и «-x) e<xf*Cc-fx) 
всякий раз, когда . Аналогично, если <$£ 
положительный корень уравнения ((+Х)- (,сср> СС-Х) - А 
г 
то 
Ci+x) tccp СС-Х) С J. для всех Х> <%, и (HxJ-e<Xf>CC-& >1, 
когда 0<Х<-&{ . Отметим, что с ростом С числа 
и тоже увеличиваются, причем всегда ^ d. . 
Рассмотрим теперь класс комплексных последовательнос­
тей i jr t  удовлетворяющих условию 
£
п 
в 0(*асрСп), /2-* оо, (Ъ> 
Для последовательностей из этого класса справедливы следу­
ющие утверждения. 
Теорема I. Пусть - конечный частичный предел 
последовательности 1 , обладающий следующим свойством: 
для произвольного £ ? 0 существуют последовательности 
натуральных чисел £ Я* 5г и i^icjr такие, что 
S , когда Л
К
*П* , причем 
Тогда 
где 
ядро средних С ТЭ последо­
вательности ^ 5n Jr 
Теорема 2. Пусть для последовательности 1 сущес­
тву ю т последовательность замкнутых выпуклых множеств^^ jf 
( *сх) ) и последовательности натуральных 
чисел i и I j- такие, что 6 ^ , когда 
9 причем для чисел и справед­
ливо соотношение ( 4 ) . Тогда существует последователь­
ность действительных чисел ^ ЭГ
К 
jr f  х
к
/г* , для ко­
торой õcxk) е- для произвольного £ > @ ( здесь 
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(э^(£)- множество, содержащее в себе множество G^. , 
граница которого отстоит от G^. не более чем на £ ) 
В связи с этими теоремами возникает вопрос: насколько 
точна константа в условии С4) ? Ответ на 
этот вопрос дает следующее утверждение. 
Теорема 3. Дня любых С  > О и Q 1 6 ) 
существуют последовательность \ у , удовлетворяющая ус­
ловию (3) и точка такие, что для произвольного <£ >0 
найдутся последовательности натуральных чисел \ £ и ^ 
для которых I  когда 'S Я ^ тк<лк-и , причем 
т
к ^  *я<< OC.ro 
и не принадлежит ядру средних С1.) этой 
последовательности. 
Таким образом,константу в условии С4> 
теоремы I уменьшить нельзя. 
Отметим в качестве следствия из теорем I и 2 следу­
ющую тауберову теорему о колебаниях для рассматриваемого 
нами метода суммирования Бореля. 
Теорема 4. Пусть дан ряд с действительными членами 
*0 
2 Qm » последовательность ££„ j- частных сумм которо-
о ™ 
го удовлетворяет условию С3> . Если - О, для Л 1*71 , 
причем £<2 > К">*Г
е 
то 
6Cx) - &>*>£>. и 
***" * 
Здесь, как и выше,константа €оср( точная. 
" Желая перенести теорему 4 на случай комплексных после­
довательностей , рассмотрим класс комплексных после­
довательностей, удовлетворяющих следующим условиям, 
а/. Последовательность^S>, jr удовлетворяет условию (3) . 
б/. Ее ядро ^ £S) отлично от всей плоскости и от полуплос­
кости. 
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в/. Последовательность "? jr удовлетворяет условиям теоре­
мы 2. 




С , где } jr и 4 !г - подпосле­
довательности последовательности { jr из теоремы 2, а 
H i(Sa) и ^ f S;zj . криволинейные полуполосы, получа­
ющиеся из бесконечной криволинейной полосы шириной £ , 
средней линией которой является граница ядра "R , если 
разрезать ее вдоль отрезка минимальной длины с концами на 
разных краях полосы, проходящего через любую конечную фик­
сированную точку границы ядра С S) . 
Очевидно, класс не пуст и для него справедли­
во такое утверждение. 
Теорема 5. Пусть последовательность { S* jr принадле­
жит классу . Если каждая крайняя точна [4,стр.853 
ядра^? (S) последовательности $ Зг обладает свойством 
точки теоремы I, то 
K ß ( S > = l i  C S X  
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Oil * core of the Borel means for one class 
of unbounded sequences 
V.Lototslcy 
Summary 
Sufficient conditions are given for the elements of 
one class of unbounded sequences to provide the coinciden­
ce of its core with the core of the Borel means. It is pro­
ved that these conditions are precise. Some Tauberian theo­
rems on the oscillation for the Borel method are alao pro­
ved. 
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О ( £?, j^-СУМШРУБМЭСТИ В ПРОСТРАНСТВЕ 
ИЗМЕРИШХ ФУНКЦИЙ 
Л.Паллас 
Таллински* политехнический иетитут 
1. Пусть М — пространство веех измеримых не Лебегу 
конечных почти ввиду иа е=[а,Ь] функций. Через £+ обозначим 
м н о ж е с т в о  р я д о в  { л  =  ( л
к
) е £ р ;  > k ^ O  ,  k  =  o , > i , р я д *  
х р м  CD 
где еМ , <=0,-1,?-,... бужем называть абсолютно р-схедя-
щимся (о<.р<<*) , если для любого & >о найдется X е та-
КаЯ' ЧТ6 LhL(<*4^l-t:|^(t)l>X^jj<^ k«o ;U,--
Введем следующие обоэначеиня. Через С°(М) обозначим 
пространство всех сходящихся к нулю по мере последователь­
ностей ж через if (И) (о<^=о) _ пространстве веех абеол-
ютно ^-сходящихся рядов. Если р = л , то вместе абсолютной 
1-сходимости будем говорить об абсолютной схедимоотн и 
пространство всех абсолютно сходящихся рядов будем обозна­
чать через ЛГИ). 




Ц) -  V;  cLnk^-кШ .  (2 )  
Множество всех суммируемых к нулю по мере матржцей А пос­
ледовательностей *=(£*), т.е. миожеотво таких X , для ко­
торых ^.=(^)g С°(И), будем обозначать через СдСМ). Диало­
гично будем обозначать множество всех абсолютно р-сушн-
руемых последовательностей через ££(М), 
Матрицами конечного типа называются матрицы, у которых 
число ненулевых элементов в каждой строке не превосходит 
некоторой положительной константы L>0. Через TL обозначим 
множество всех конечных подмножеств множества всех неотри­
цательных целых чисел. 
2. Целью настоящей статьи является нахождение аналогов 
теорем Кноппа-Лоренца [2] и Пейеримхоффа [3] для последова-
Если пределы изменения индексов не указаны, то они при­
нимают все целочисленные значения от о до оо . 
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тельностей • рядов измеримых функций из пространства И. в 
частности, будут найдены необходимые и достаточные условия 
для включения С/(М) с 4 < ъ &• р< 00 • 
Ниже мы докажем следующие теоремы. 
Теорема I. Для включения с 4 р 
необходимо и достаточно выполнение условий 
Iе Л |a rV jK.cn)l f>'L^i>" l 7' )< " (3) 
Kv 
для любой последовательности индексов (к.(и); я 
2 матрица А - матрица конечного типа (4) 
Теорема 2. Для включения £-д(М) з£/(М)
с 
-Нр^оо необ­
ходимо а достаточно выполнение условий СО и 
|a.nk.l ž. IV , И,k »0,4.Д ... . (5) 
Теорема 3. Для включения Ц(м) э№ <с >1 <р<°° необ­
ходимо и достаточно выполнение условий (4) и 
Х|а*Ир^;  k= o,d.,'2(.,, . (6) 
Теорема 4*. Для включения £д(М) d£{U) 6 4 & р<схз необ­
ходимо н достаточно выполнение условий (4) и 
52(0-п,кси>| ('< (7) 
для любой последовательности индексов (к!Н). 
Если сравнить условия (3) и (5) - (7), то можно заме­
тить, что условие (б) выбывает из общей системы. Причина 
тут в том, что в этом случае мы сеалхиваенея с проблемой 
нахождения еооряжедгого пространства для в о'о<А, По той 
*• причине в статье не найдены необходимые и достаточные 
условия для включения £д (М) .э £Р(М) с л < р л, ^ , 
3. В доказательствах теорею I - 4 мы воспользуемся 
несколькими воепомогательнымн результатами. 
Лемма I. Для включения с° ( М) о С (И) необходимо и дос­
таточно выполнение условий 
1 существует hm, О ;  к = 4.2,..- (8) 
УХ 
2 (9) 
и условия (4). 
Доказательство леммы I мы пропускаем, так как оно су­
щественно не отличается от доказательства теоремы 2 из [11. 
Из определения абсолютной р-сходимости вытекает сле­
дующая лемма. 




Лемма 3. Если 
i s /£ t > ,  * - 0 , 4 , 2 . , . , .  (к»  
для всех Z ^(Т
к
) ^  с° , то найдется Ы>о, такая, что 
1^
к
| < N, V = o,^iy (И) 
Доказательство. Допустим, что (И) не выполняется.Зна­
чит, bWn^p I f. •,!=<», т.е. найдется возрастающая последова­
тельность' индексов ( к^), такая, что 
Положим 
, еслн k=Kv> 
v1/k ,_еслн K^kv. 
Тогда Лм^-Т^о , но VKI^^I — ^LVVVI^^I/^I^JWHTC 
противоречит (10). 
Лемма 4. Если 
©ТД'О 
для всех tec0, то найдется постоянная W>ü, такая, что 
Z l e * j  ^  N -
Утверждение леммы 4 следует из принципа равномерной 
ограниченности. 
Лемма 5. Если матрица А является матрицей конечного 
типа и выполняется условие 
лш, ZIZ>"K|<°°> (12) 
õelt. ^ неб 
то 
Х|Ллк| <°° . (13) 
Доказательство. Докажем лемму в два этапа. 
I) Пусть сначала А матрица, имеющая в любо* строке не 
более одного ненулевого элемента. По условию (12) найдется 




какое бы ни было б е тс. 
Далее, пусть ~к обозначает множество всех строк мат­
рицы А , таких, в которых А в k-ом столбце имеет отличнее 
от нуля элементы о.
пК
^о] и пусть т:к={п.: о,
пк
>о} , 
-[п.; а,,,«00]. Тогда = Ск И кроме того 'ü,n<C(j=.£f 
для Vfj . таким образом получим для любого бе Ж , чте 
13 И |CWl =ZIJC Icuxk} + 2L 21 W»xb| =; 
к ^<S ^-пеблг !  *  лебЛи*  
- 2— I ^—-S* " 1< I -Х_. ( -г-А -0,  И * i ^ 
кпбб^ ' - ь г .  k  h  f c  L K  '  
так как (14) выполняется для всех б€?si, в тем чиело ж для 
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таких," для которых <5гн,< = ^  к=о, 1,2., .»» -
2) Пусть теперь А произвольная матриц* конечного ти­
па, у потерей числе ненулевых элементов в каждой строке не 
превоеходит некоторой положительной константы L . Множества 
Tk » КеО/4,2,... определяем как н в первой части. Для произ­
вольного разобьем множество 6ЛТ
К 
на L подмножеств: 
S^C<S/TCK— множество строк матрицы А , таких, в которых эле­
менту к-ого столбца не предшествует не одного ненулевого 
элемента, 6*с 6 —множество строк матрицы А , Б которых 
элементу к-ого столбца предшествует один ненулевой элемент 
..., <4-н С блйк — множество строк матрицы А , в которых эле­
менту k-ого столбца предшевствует L-i отличного от нуля 
элемента. Тогда ,U 6i -6 Лч< и 6,.п б^-^для L . 
Рассмотрим теперь матрицу А в виде суммы L матриц А° ;  
А",..., АЫ С = {ссък.), где к-тым столбцом матрицы А" 
служит множество элементов [о.ик : i е 6L 5 , 
Таким разбиением iai добьемся того, что каждая из мат­
риц Av ( i=o,, L- \ ) имеет в любой строке не более од­
ного ненулевого элемента. Воспользовавшись теперь первой 
частью доказательства, получим, что любого ö а. TU 
Г  2>-1  = 21  X  
к r.e<s £ ^ £ у~ б _ i:-c «. Bfc6 
что равносильно условию Tl3). 
Как известно, если А не является матрицей конечного 
типа, то утверждение леммы 5 не имеет место. Пример матрицы, 
удовлетворяющей условию (12), но не (13), имеется у Пейе-
римхоффа в Г*1. 
Лемма 6. Если матрица А - матрица конечного типа, то 
условие (13) равносильно условию 
211 cu,ia»ol < 00 ^15-) 
для любой последовательности индексов (кЫ) -
Доказательство. Очевидно, (13) влечет (15). Докажем 
обратное. Пусть, во-первых, матрица А имеет в любой строке 
не более одного ненулевого элемента. Для фиксированного п. 
™eeu = leu, 1 
К 
и (15) влечет (13). 
Пусть, во-вторых, матрица А имеет в любой строке не 
более L ненулевых элементов. Точно так же, как в доказа­
тельстве леммы 5, рассмотрим матрицу А в виде суммы L мат­
риц А°, А" AL_1 , где <-ым столбцом матрицы A 
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будет множество элементов [си* : л атцры (в обще* случае 
бесконечные) множества "Cl (С-оЛ,...,L-A ) определены та* 
г», как в доказательстве леммы 5 множества 6* • Тогда лю­
бая из матриц Au, A",..., AL становится матрицей; имеющей 
в любой строке не более одного ненулевого элемента. Теперь 
™"е" г Г с?*' ° $. ? ? 1°"*' 
К- и  *  "€ U t « 0 t l  L  6  к  
и, так как по первой части доказательства для любой A1 (L=4 
i, ...,LH ) (13) выпелняется, то оно выполняете* та* же для 
произвольной матрицы конечного типа. 
Лемма 7. Если матрица А - матрица кенечнего типа, те 
для выполнение условия (3) для любой пеоледева-
тельности индексов (кО)) равносильно выполнению условия 
Xdl l ^vcenyvoo  (и )  
о * 
для всех (e«) е 1\ " 
Доказательство. Для 1>Л (п = -() условие (16) равнееньг-
но условию 
Т.  T , I c L"Q^K6'<I 
к и 
для всех (cL\e 1Л с 1/t+ /,U = А (соответетвенве для всех (cU)6 
6 ), По лемме 6 последнее имеет место в точности тегда, 
когда для любой последовательности индексов (к(гл) имеет 
Полагая =©«>.), последнее условие равносильно условию 
Х1|си |Ь: (иу£., !'"<=•= • 
Учитывая, что последнее условие, в свою очередь, выполняет­
ся для всех £=(?«)£ $, то по принципу равномерней огражж-
ченности оно равносильно условжю (3). 
Подобным образом доказывается 
Лемма 8. Если матрица А - матрица конечного тина, то 
для 14п.<* выполнение условия (16) для всех рав­
носильно выполнению условия (5). 
Лемма 9. Для включения их(М) э &чМ) с о^-рД^00 не­
обходимо, чтобы матрица А была матрицей конечного типа. 
Доказательство. По лемме 2 x=t^)£ £Р(М) 
в 
точности 
тогда, когда ее элементы представимы в виде f J*}=)"•*"LK (t), 
где и "СгСЦ)€Сс(М). Теперь преобразование 
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должно перевести любой элемент "и £ се1И) 
в 
некоторый элемент 
поскольку с C"(h) для(Кч с , то преоб­
разование (17) должно перевести любой элемент Ъ 6 в 
некоторый элемент -^еС(Н) для ысех > б 24 . По лемме I мат­
рица АО) = (а ик.>и.) должна быть матрицей конечного типа для 
всех откуда следует, что матрицей конечного типа яв­
ляется и А - С", и к V 
4 .  Д о к а з а т е л ь с т в о  т е о р е м ы ! .  Н е о б ­
ходимость, Необходимость условия (4) доказана леммой 9. Так 
как с°сС°(И),то 
1 Л Q»v: 1 
для всех Aed+ и 'Lee.0. Тогда при ^7-1 для всех о1=(^к)б-^ 
с 
А1%тЧл (соответственно при л=<| для всех del") 
У, 2 ^ «vi = СО('1). 
ne«  к 
какое (äi ни было 6 eit. Учитывая условие (4) и после изме­
нения порядка суммирования 
Т
7
.<Якcxv\v = 021Л) 1 
и; о 66 
Из меммы 4 следует, что 
уI  Лкк I —ф(а), 
Ввиду произвольности
5 
беП по лемме 5 имеем для всех 
(соответственно для BcexoleCf) 
Z Т.l<w*UХик-о. 
ЬL #х flf 
Это равносильно условию (16) для всех /\£с+ и по лемме 7 так­
же условию (3). 
Достаточность. По лемме 7 условие (3) влечет (16). Фик­
сируем произвольную Лее+ и положим pi = 2Lla»tt|>it' По ус­
ловию (16) (ui*) е t\ . Далее, найдется (рИо с Ци Лэо та­
кая, что р" )с ^ „Обозначим и рассмотрим пре­
образование (без ограничения общности можно считать, что 
Н«*° "я Q„K  Хк 
(18) 
Учитывая условие (4), по лемме 2 достаточно показать, что 
матрица АО,^)- (o« удовлетворяет условиям леммы I. 
Условие (9) ечевндио, ибо по определению |~ч 
fc IА а. = CD j 
ЮЯ V\ — О f Л., 5-, . 
Далее, фиксируя некоторое к» , имеем 
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I  &  ixKo I —  v  С | o  h< |  XH.  )  ^ j d  и < |  X и .  )  •  
6 r- * + 
Следовательно, для прожзвольного индекса к. 
g^ i« i / p .  [ q k i c I  х  к ^Г
к  
">  
откуда _ Ф1Л) jr -О, 
luw , ~ >< ^ ги 
к 
к 1 
т.е. для к = о,1,2,... выполняется (8). Теорема I доказана. 
Теорема 2 доказывается аналогжчно, только там, где в 
доказательстве »eopetre I применяется лемма 7, нужно примен­
ять лемму 8. 
5 .  Д о к а з а т е л ь с т в о  т е о р е м ы  3 .  Н е ­
обходимость.Необходимость условия (4) доказана леммой ^По­
скольку с'с с°(М), то для веех Аё Lt и г е с" 
ZL l^an<>KT* l f<=o .  
. По неравенству Гельдера получим для всех £& с ^/р + 
•=-!, что ,,, 
Xj*U"XÜoi^« X-Xk I 5 V{ 2^ 1 ^ *-u I^oo 
Отсюда, в силу условия (4). после изменения порядка сумми­
рования, 
22|х*л* Х1^ а* * - \ <С5° -
к " 
Так как последнее условие выполняется для всех Хе то по 
принципу равномерной ограниченности найдется N'CC.eÖ та­
кая, что 
j Ск У1 Чи л л к I rvtc.A) 
для к-~ o,4iij.., .. По лемме 3 найдем NCÄ) такую, что 
i хм* а и1< i ^(ci), 
По принципу равномерной ограниченности последнее равносиль­
но условию (6). 
Достаточность. Пусть выполняется условие (6). По нера­
венству Гельдера получим для любого de Öj 4 00 » что 
|х-н~ laokil < n'v p(мп , 
Отсюда получаем для любого Л что 
^ X к. 2_JtAvx||a^K j °0 9 
к. Гь 
и, в силу условия (4), после изменения порядка суммирования 




откуда по теореме Ландау 
H(2Z, l a *n>*) P < 0 0 -
Фиксируем теперь произвольную Aet+и положим рЛ -
= 2Па**1х, (  * Поскольку ui, & £.+ , то найдется (и* ) с 
такая, что + • Полагая = |А* }  по­
лучи, что Ätwi (аль1>и./|и
к
=одля и 
) iQчк I А*. " СР[ р и) 
для "\=0АД> • • .* Учитывая еще условие (4), получим пи лем­
ме I, что матрица А[>,^ - (оы1сХ.<./ц*) переводит любой эле­
мент "G е с° [и)в некоторый элемент о =(v*) е с° (.М), где 
VA 14-) , к="», 4., б— определены соотношением (18). Ввиду 
того, что А &Е.+ фиксирована произвольно, получим по лемме 
2, чте преобразование (2) с = u« и — 
= переводит любой элемент х некото-
рнй элемежт е. l^M), 
6 .  Д о к а з а т е л ь с т в о  т е о р е м ы  4 .  Н е ­
обходимость. Необходимость условия (4) доказана леммой 9. 
Для любого AfcC° найдется |v=W*) такая, что 
какое бы ни было беТС.В случае для любой 
с ч/р +а1<у*- \ по неравенству Гельдера (соответственно при 
р=4 для любой <t& £°°) имеем 
К fclj ^ 
откуда, учитывая условие (4), после изменения порядка сум­
мирования для всех у е с° 
a** - (DCxx^) • 
V- kx 6^ 
Цо лемме 4 • , , . 
VC п е<5 
для любого 6 eit, откуда по лемме 5 
>  X .  I a «  к .  I  •<- 0 0  •  (19) 
к. W 
Применяя теперь лемму 6, получим, что 
у' , j õU" d |д, к. Ск) I <£ °0 
" ч 
для произвольной последовательности индексов (хМ) и для 
любой d& 1.^(соответственно для любой ole^). Но последнее 
выполняется в точности тогда, когда выполняется (7) для лю­
бой последовательности индексов (>M), 
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Дмтаточшость. По лемме б условия (7) а (19) равюсыь-
ны. По принципу равномерной ограничен»оси нз (19) вытекает 
Л 1  I ^ . л 
е р>^. Положим р.* =Х_|ак>с| . поскольку , те най­
дем (ри) с |ЛА» ;такув, что (uLja*) . Пусть = 
Тогда 
Ф(^лн) J *  = 0 , iA*~ 
и~ = cp tx>  к* " t l r °  A ' * ' " * ' 
А ^ I 
т.е. матрица Aip)т  (а*к iудовлетворяет условиям лемме 
I с (^*) б • По лемме 2 преобразование (2) должно перевес­
ти любой элемент У fc с (и) 
в 
некоторый элемент ^е?р(И) с 
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Let M denote the space of all Lebesgue-measurable and 
finite almost everywhere on interval Co, 4] functions end 
let if.), denote the set of sequences ^Л = (Л<)6 sf' 
!<~ О, J. We shall say, that series (1) with ^  <rM for 
к - О, .I, A, j is absolutely p-convergent ( 0 - c p . c  if for 
every £70 there exists /. <S such that 
t_n^- (<X 4 pv £*,' Xk;0<. i) < £. 
holds for [< - o, 4 I  a . , .  .  •  t  
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Let cu(M) denote the set of all convergent in measure 
to zero sequences and. t (M) - the set of all absolutely 
p-convergent series. 
Let A=(QHK) be an infinite matrix of real numbers 
a n d  l e t  b e  A - t r a n s f o r m  o f  d e f i n e d  b y ( 2 ) .  
We denote by Сд ' м )  the set o f  all A -summable in measure 
to zero sequences, i.e. the set of all X , for which 
and analogously by £д(.И) - tüe set of all absolutely (A,?)-
summable series. 
It is said, that a matrix a is of finite type, if the 
number of different from zero elements in every row doesn't 
exceed some certain positive constant. 
In the present paper necessary and sufficient condi­
tions for the inclusions JCa1l*v^ ^ ^  ^ ' if -1 6 ^ c f ^  00 > 
£^(М) Э 2.P(M) if л p < 00 , о я (M) if / ^ f, /ос and , 
D  C °iM) i f  Л  t p 4 " 0  h a v e  b e e n  f o u n d .  I n  p a r t i c u l a r ,  f o r  e a c h  
of these inclusions it is necessary and sufficient that A 
is a matrix of finite type. 
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Пространство рядов Фурье-Шварце 
о аешмнтотжч еокжм условием 
Я.Сикк 
Известная теорема Рисса-Фишера показывает, что ecu (  
последовательность а - (с.*) при к с z удовлетворяет 
условию s i c k | l < о» 
(I) 
то существует f * L. такое, при котором с* > keZ 
являются его коэффициентами Фурье-Лебега. В настоящей 
статье рассматривается следующая проблема: каким является 
класс всех тригонометрических рядов, коэффициент которых 
удовлетворяют условию 
2 I с/= <?(«;. (2) 
lkl»* 
Пусть *0 - пространство всех обобщенных функций, то 
есть множество всех непрерывных линейных функционалов в С. 
Последовательность ( FKC< обобщенных функций сходится 
к F€ ä тогда и только тогда, когда для каждого u.« С. 
выполнено Um fü(u) s  F(**•)• 
Коэффициенты Фурье-Шварца для F* & определяются через 
F(») = F (Е-».; (N*Z), (З) 
где вш.С*) = «""* для каждого meZ. 
Ряд 
2 FW.- m 
называется рядом Фурье-Шварца для F< =0. 
Последовательность с» Сси) (ке Z; называется тем­




Имеет место следующая ( см. С21 , том 2, стр. 65) 
Лемма I. Если с = сс
к
^ (kc Zj является темпери­
рованной, то последовательность обобщенных функций 
= 2 ске* 
Ikien. 
сходиться в «В к некоторой обобщенной функций F с рядом 
Фурье-Шварца  ( 4 )  с  F ( k>  = с
к  
(к  е  Z j  .  
Определение I. Пусть X некоторое пространство после­
довательностей с= Сек) (. k t Z j. пусть любым двум ее эле­
ментам с и с- сопоставлено вещественное число, 
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обозначаемое (с , с.') , причем выполнены следующие свойства: 
а )  ( с , с ' )  =  ( с ' . с ) ;  
б )  (C+c ' ^ ' j  s  (с ,  с "  J  +  с " ;  цш- с *€  X • ,  
в )  (Хс . с ;  »  ^  Л*0 ;  
г )  Сй .  с ) *  о  для  любого  с еХ ,  причем ( с , со  
тогда и только тогда, когда с. = 
При выполнения условий а) - г) число (с,с';называется 
квазискалярньш произведением элементов о, с' € X . 
Пусть 6Л - пространство всех последовательностей с= 
»(CkJCkeZ) , для которых выполнено (2). 
Теорема I. Пространство V" является банаховым про­
странством с нормой 





Доказательство. Пользуясь неравенством Коши и свойст­
вами супремума, нетрудно показать, что d1 является линей­
ным нормированным пространством. Докажем, что I - полное 
пространство. Пусть (c-Ъ. ^  - Л j,,..,, последовательность Коши 
в пространстве £•* , т.е. для каждого числа ъ*о найдется 
такое число N , что 
< е  ( 6 )  
П
Р
И j * ^  и при каждом <- . Покажем, что тогда существует 
= ck для любого к . Действительно, пусть n,„>ik|. 
Тогда из (6) получаем 
/ск ~ck*Ll < ^  
для любых lkl s п„, ) > N vu с = и,*, ... . иледователььо, 
существует предел : 
lim- С* * С
к 
. j » -  ( 7 )  
Имея ввиду соотношение (6), получаем из (7), что 
tu*, 'iti/v К-с-,.!*" = 
* "" lklt*-




8- , , так как для любого 
He t -  I I с  *  
& lie. - efIL 1- II c'iu. = 0(4). 
Теорема доказана. 
Теорема 2. Пусть с. = C<= k) и ^ - (c t) _ последова­
тельности из t 1  . Тогда соотношение 
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С С, с'; = <uy Ž2 с
к 
с' (8) 
1- Ikltiv * 
является квазискалярным произведением в 6 . 
Доказательство. Надо показать, что условия а) - г) 
квазискалярного произведения (см. определение I) выполнены. 
Выполнение условий а) и в) непосредственно следует из (8). 
То, что выполнено условие б) вытекает из неравенства 
C k c k 4  2  с ' „с ' ) 6  
V ikISft lk|6H 
n. *. /klt*-
Остается доказать, что при (8) условие г) выполнено. 
Когда с = с' , соотношение (8) имеет вид 
(с, с; =. lujvk 2 C-kL (9) 
и,следовательно,(с-,с.,) >о при каждом с Ф- (о) , а 
при с = (.о) имеет место (с, Теорема доказана. 
Квазискалярное произведение в имеет свойства, по­
хожие на свойства скалярного произведения в ^Примером слу-
жит 
Теорема 3. Е пространстве 2 выполнены условия 
 ) Kc,c'J|s flclk. Не IL у (Ю) 
б) И с. IU = чГТсТсЗ . (И) 
Доказательство. Из равенства Коши получаем, что нера­
венство _ , , г— ту 2  c k = k  б  V 2  с *  
lk\6n |к|61- lkl6"-
имеет место при каждом п. . Тогда из формул (5) и (8) по­
лучаем неравенство (10). Равенство (II) следует из соотно­
шений (5) и (Э). Теорема доказана. 
Теорема 4. Если с. fc i , то ряд 
2 се 
К € Z * 
t k X  
является рядом Фурье-Шварца для некоторой при FÖOs.Q. 
Доказательство. Пусть с •= <-* , тогда выполнено усло­
вие (2) и,следовательно,последовательность с •= (с.
к
)является 
темперированным и из леммы I следует утверждение теоремы. 
Определение 2. Множество всех тех Ft & , коэффициенты 
£урье-И1варцз которых удовлетворяют условию (2), называется 
псевдо-Лебеговым пространством и обозначается через I?-
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Теорема 5. Пространство L° являетсяВК- пространст­
вом с нормой 
и1_„ г-, ~ г г ' 
IIFII, = 40/V Vnr2 F(k) 
- i  IkISh-  {12 . }  
Доказательство следует из определения 2 и теоремы I, 
Рассмотрим ядро Дирихле 
< = Н2 е\ 
в пространстве l! при ре . Известно, что 
X = £?(«>;, 
где с + ^ " 5 (см.[2j , том 1, стр.из). Используя нор­
му в l' видим, что условие (2) имеет вид 
х
=  (13 ) 
Таким образом, 2Суе'*" с L° тогда и только тогда, когда 
норма его частных сумм в LI и последовательность Дирих­
ле ( ) имеют одного и того же порядка ограниченности. 
Покажем, что это свойство не является свойством, Характер­
ным только для нормы пространства L . 
с 
ikn I о 
Теорема 6. Ряд 2. c- f ce t тогда и только тог­
да, когда условие . 4 
tii?|th.Cke' "Р = (») 
выполнено при некотором р е С. °°) , где р + <]? =• I 
Доказательство. Как мы показали выше, при р =-Z ут­
верждение теоремы верное. Покажем теперь, что при всех 
р £ ('i°°) условия типа (14) являются равносильными  . . 
они определяют одни и те—же тригонометрические ряды. Выби­
раем числа р4 и рь , при которых < р4 < оо . Из 
известного неравенства между разными £ нормами тригоно­
метрических полиномов (см. [I] , стр. 243 ) следует нерав-
QHCTB° ikx , ik,6 
"rfLS* U,Š^Cke 11 pi • (15) 
Допустим, что (14) выполнено при р< , тогда (15) прев­
ращается в 2 ** = Ä 
- ö , 
где pj' — 4 при J. =1,2. Следовательно , условие 
(14) выполнено для р
г 
. Из обратного неравенства межщ 
разными i! нормами тригонометрических полиномов (см.[1] 
стр. 245) следует, что неравенство 
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bCke'kX | |f 5 С^к * , )P l  " , ,&Лке'кХ|1 ^ ( I6)  
имеет место. Допустим теперь, что (14) выполнено для р
ь 
, 
тогда (16) превращается в L -х. 
12с
к
е'КХ а с1(ы-4)^~р 4. (* + <)+>< = 
= с
л
(к + *)*1 = С? (л.**) t  
-Л -4 
где pj. 4 при j. =1,2. Следовательно, условие (14) 
является равносильным при всех р .. Теорема доказана. 
Следствие. Пространство U являетсяВК - пространст­
вом с нормой i k_ „4. _ ikx„ 
IS«.«' (17) 
при f> t (<, «в) ир" + «р=1, причем все нормы типа (17) 
при разных f> fe (',<»>) эквивалентны. 
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Let Lo be a set or distributions F for which 
the condition j (FWf= 0(K) 
iklii 
is satisfied. The set L is a ßK— space with the norm' 
|lFH»p = **f>- (п. ^ 12 Flklc lkx||p ) f t '  in i s f t .  
for some f> e. (.1,°°) t.nd f' +  ^ i uiiu all norms of 
type II F J of. nro equivalent for every p e (J, °°) . 
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