A formalism is presented for quantifying the sampling error of an arbitrary linear estimate of a time-averaged quantity constructed from a time series of irregularly spaced observations at a fixed location. The method is applicable to any irregularly sampled time series; it is applied here to satellite observations of chlorophyll from the coastal zone color scanner (CZCS). The two specific linear estimates considered here are the composite average formed from the simple average of all observations within the averaging period and the optimal estimate formed by minimizing the mean squared error of the temporal average based on all of the observations in the time series. The formalism requires a priori knowledge of the variances and correlation functions of the chlorophyll signal and CZCS measurement error. In the usual absence of the necessary detailed information on these parameters, values obtained here from in situ measurements of chlorophyll and fluorescence off the coast of southern California can be used. The resulting estimates are referred to here as "suboptimal estimates," which are optimal only if the assumed values for the parameters are correct. Suboptimal estimates are shown to be much more accurate than composite averages. Moreover, suboptimal estimates are also shown to be nearly as accurate as optimal estimates obtained using the correct signal and measurement error variances and correlation functions for realistic ranges of these parameters. Suboptimal estimation is thus a very useful and practical alternative to the composite average method generally used at present.
In subsequent sections, the sensitivities of composite averages and optimal estimates to the variances and correlation functions of signal and measurement errors are explored and the formalism is applied to simulated satellite data. Particular emphasis is placed on the importance of the accuracies with which the variances and correlation functions must be specified.
14,670 CHELTON AND SCHLAX: ESTIMATES OF TIME-AVERAGED CHLOROPHYLL CONCENTRATION 2. ESTIMATION OF TEMPORAL AVERAGES
A general formalism can be developed for estimating temporal averages from a time series of irregularly spaced observations at a fixed location. The method presented here is essentially the same as that developed for the estimation of mineral grades, known as "kriging" in the 
(t,t')= (c(t)c(t')) describes the variance and temporal scales of c(t). It has been
assumed in (4) that the signal and measurement errors are uncorrelated, that is, {c(t)em} = 0 for all t and m. The formalism presented here can easily be extended to account for correlation between the signal and measurement errors.
The method becomes more difficult in practice, however, since this correlation function must then be prescribed a priori.
It is apparent from (4) that the mean squared error of any estimate of the form (3) can be determined if the signal covariance function R(t,t •) and measurement error covariance matrix N are known a priori. Estimation of these covariances can be difficult. Sometimes an adequate data base from which R(t,t •) and N can be estimated already exists. More often, these covariances must be approximated by "best educated guesses." In practice, it is generally assumed that the process c(t) is stationary so
that the covariance function becomes R(t,t •) = R(t-t •) and is symmetric, R(r) = R(-r). The covariance of c(t) then depends only on the lag r--tt • and not on the actual times t or t • and can therefore be estimated from a single time series of c(t).
To accommodate an arbitrary distribution of M observation times tin, continuous functional representations of the signal and measurement error covariances are required. The variance of the linear estimate i(t0) is (5) The first quadratic form on the right-hand side of (5) As the function q(t) is arbitrary, the last expression must be true for any .7Zq(S). Consideration of the function •Zq(S)-aS(so) for any constant a and arbitrary frequency so leads to the conclusion that •ZR(so) _• 0 for all so, i.e., the Fourier transform of the covariance function R(•-) is nonnegative at all frequencies. According to the Wiener-Khinchin theorem, the Fourier transform of R(•-) is the spectrum of c(t). The constraint that R(•-) be positive definite is therefore equivalent to requiring that the spectrum of c(t) be nonnegative at all frequencies. Similarly, the requirement that N be positive definite is equivalent to requiring a nonnegative spectrum of measurement errors. 
It is convenient to
In practice, the solution of (11) Only five observations were separated by more than 5 days and 14 observations were separated by less than 3 days. The twice-weekly sampling was thus remarkably well maintained over the duration of the data set. The log-transformed SIO pier data were therefore interpolated to evenly spaced 3.5-day intervals by spline interpolation. The spectrum of the nonseasonal interpolated logtransformed SIO pier time series is shown by the heavy line in Figure 3 . In the log-log plot, the spectrum falls off approximately linearly with increasing frequency up to frequencies near the Nyquist frequency of about 0.14 cpd.
Using the method described by $chlax and Chelton [1991],
the sharp roll-off at frequencies just below the Nyquist frequency was found to be an artifact of the filtering characteristics of the spline interpolation, rather than a real drop in the spectral energy of chlorophyll variability. The spectrum at frequencies higher than about 0.1 cpd therefore cannot be determined from the SIO pier data. The in situ fluorescence data described in the following section are used to estimate the high-frequency portion of the spectrum.
Scripps Canyon Mooring Data
The in situ fluorescence measurements from the Scripps harmonic variability was removed to obtain the anomaly log-transformed time series shown in Figure 4b . For a relatively short in situ fluorescence time series at a fixed location, the primary source of temporal variability of the fiuorometer calibration constant n is probably the diurnal signal. After removal of the diurnal cycle, the calibration constant may therefore be nearly constant for the 23-day moored fiuorometer residual time series considered here. In this case, the Fourier transform of ½(t) given by (13) is .
•r'c (s) = .
•r'f (s) q-6(s)lOglO •.
Since the spectrum of log-transformed chlorophyll variability at frequency s is $c(S)= •'c(S).T'•(s), it is apparent
that calibration of the in situ fiuorometer is not a problem for spectral analysis of log-transformed data as long as the temporal variability of n is small after removing the diurnal cycle; the frequency spectra of c(t) and f(t) are identical in this case except at the zero frequency, which corresponds to the mean value and is therefore of no interest here.
The spectrum of the anomaly log-transformed moored fiuorometer time series is shown by the thin line in Figure 3 . It is apparent that the mooring data provide the information needed about variability at frequencies higher than can be resolved by the SIO pier data. In the log-log plot, the mooring spectrum falls off approximately linearly with increasing frequency with very nearly the same slope as the SIO pier spectrum.
Composite Spectrum and Correlation Function
The approximate factor-of-4 difference between the spectral density levels of the SIO pier and Scripps Canyon mooring time series (the vertical offset between the two spectra in Figure 3 will therefore vary, thus shifting the spectrum of mooring data up or down in Figure 3 , Statistical sampling variability similarly affects the spectrum of pier data. Indeed, the spectra of three nonoverlapping subrecords of 1-year duration constructed from the full 3.5-year pier time series all had very nearly the same linear slope, but the sample variances for the three subrecords were found to differ by a factor of 2-3, thus shifting the spectra up or down by the same amount.
Given the uncertainty in the sample variances from the finite record lengths, it is easy to justify vertical shifts of the two individual spectra in Figure 3 so that they match at the overlapping frequencies. This is equivalent to hypothesizing a smooth, continuous spectral roll-off from low to high frequencies, an assumption that does not seem unreasonable. We have patched the two spectra together by shifting the pier spectrum up by about a factor of 2 and shifting the mooring spectrum down by about the same amount.
Since none of the individual peaks in the two spectra are statistically significant, the composite spectrum is closely approximated by the dashed straight line in Increasing the upper limit of the frequency band over which the spectrum was assumed to have the form s TM has little effect, since the energy level is so low at high frequencies. However, the calculated covariance function is rather sensitive to the lower limit used for this frequency band. The value used here gives a good fit to the covariance function computed from the SIO pier data (see below). Since the spectrum as defined by (14) Table 1. In practice, if the spectrum of log-transformed chlorophyll variability is found to deviate significantly from that shown in Figure 3 at the particular geographical location of interest, the procedures outlined in this section can be followed to derive the appropriate correlation function for estimating the effects of sampling error. Consequently, when compared with composite averages, the accuracies of optimal estimates are less dependent on A.
It can be concluded that the accuracies of optimal estimates are only weakly dependent on T, A, and the temporal distribution of sample observations, while the accuracies of composite averages are very sensitive to all three factors. Indeed, without accurate knowledge of A, it is not even possible to generalize whether a composite average for a given T will be more accurate than just estimating •(t0) -0. Similarly, the accuracy of a composite average for a given A depends critically on T and the temporal distribution of sample observations. It can be concluded that because composite averages are based only on the relatively small number of observations within each averaging period, they can only benefit in a very limited way from low-frequency variability of chlorophyll. This is especially true for large A. Since optimal estimates are based on a much larger number of observations spanning a much wider period of time, they more effectively utilize information on the spectral characteristics of chlorophyll variability to improve the accuracy of the estimate •(t0).
Temporal Dependence

Measurement Error Correlation
Time Scale
In the preceding sections, the measurement errors have been assumed to be temporally uncorrelated. An important observation from Figures 13a and 13b is that for the value of A = 1.5 used here, the 10-day optimal estimates do not differ substantially from the 30-day optimal estimates. This results in part from the fact that the use of the correlation function shown by the heavy line in Figure 5 effectively defines the filtering characteristics of the optimal estimation. In addition, the white noise spectral energy of measurement errors becomes larger than the spectral energy of the signal above some threshold frequency so that high-frequency signal and measurement error cannot be distinguished. Because of these two effects, the optimal estimate gives overly smooth time series of short time averages. The conclusion is that chlorophyll variability on 10-day time scales cannot be resolved either by composite averages or by optimal estimation for the signal spectrum and measurement error-to-signal variance ratio of A --1.5 considered here. For composite averages, the symptom of this inability to resolve the signal is erratic fluctuations in the chlorophyll estimates. For optimal estimation, the symptom is an overly smooth time series• As A decreases, the ability to resolve chlorophyll variability on short time scales improves. The improvement is much greater for optimal estimation than for composite averages. This once again emphasizes the need for accurate knowledge of A. A much better method of estimating time averages was introduced in section 2 and examined in detail in section 5. The method is based on optimal estimation, which estimates the time average as a weighted sum of the irregularly spaced observations with weights C•m computed from the signal and measurement error variances and correlation functions. Optimal estimates were shown to be much more accurate than composite averages. Moreover, the accuracy of optimal estimates is much less sensitive to A,
•'1/2, and the temporal distribution of CZCS observations. The agreement between suboptimal and optimal estimates was investigated in section 6. It was concluded that the accuracy of suboptimal estimates is only weakly dependent on A and the signal correlation function but strongly dependent on the measurement error correlation time scale •'1/2. The error correlation time scale for CZCS data is not well understood at present but is believed to be relatively short. It was shown in section 6.3 that suboptimal estimates become significantly less accurate than optimal estimates if measurement errors are correlated over time scales longer than about a week. However, the suboptimal estimates were shown to be much more accurate than composite averages, even for long measurement error correlation time scales. Suboptimal estimation using the recommended values for the parameters is thus a significant improvement over the composite averaging method presently used.
The conclusions of sections 6.1 and 6.2 have important implications for practical applications of the formalism presented here. While it is easy to criticize the in situ chlorophyll measurements off southern California as not being representative of chlorophyll variability at other locations, it is much more dii•cult to support this concern with hard evidence; the unfortunate fact is that chlorophyll time series of sui•ciently long duration and short sampling interval necessary to test this objection appear to be lacking at locations other than off southern California.
The weak sensitivities of the estimate to the measurement error-to-signal variance ratio A and the signal correlation time scale (or, equivalently, the signal spectral roll-off rate r) imply that there is wide latitude in the specification of these parameters; use of the values deduced from the in situ data off southern California should therefore be acceptable for applications at most other locations. If evidence is found to the contrary, it is straightforward to apply the formalism of section 2 with different values for these parameters. The procedure for applying the formalism presented here is outlined in detail along with some cautionary notes in the appendix. Application of the technique in section 7 to two simulated CZCS data sets for which the true time averages are known clearly illustrates the superior performance of optimal estimates compared with composite averages. It also demonstrates that a large measurement error-tosignal variance ratio A and specification of a long signal correlation time scale fundamentally limit the temporal resolution of estimated time averages. For the chlorophyll signal spectrum considered here and a value of A-1.5, 30-day optimal estimates are adequate, but 10-day optimal estimates are overly smooth. The ability to resolve short time averages improves with decreasing A and specification of a shorter signal correlation time scale.
In principal, the temporal interpolation technique presented here, which uses only observations at the geographical location of interest, could be extended to include spatial interpolation using CZCS observations at nearby locations. This would require a priori knowledge of the spatial correlation function of chlorophyll variability over scales ranging from about I km to perhaps 500 km. Such information probably does not exist from presently available in situ data. Moreover, since the spatial scales of cloudy skies are generally large, it is unlikely that spatial interpolation would improve the estimated time averages by much; statistically, when a satellite observation is missing at the location of interest, nearby observations are generally also missing. Furthermore, the spatial scales of errors in satellite estimates of chlorophyll concentration are also large because of the large-scale nature of atmospheric aerosols responsible for most of the measurement error. Spatial interpolation using CZCS observations from nearby locations would therefore not substantially reduce the effects of measurement errors. We conclude that
•crnporal interpolation alone is probably adequate for most appl-;cations.
APPENDIX: SUMMARY OF THE APPLICATION PROCEDURE
The procedure for applying the formalism described in section 2 to obtain optimal estimates of time-averaged chlorophyll concentation is summarized in detail in this appendix. 
where c(tra) is the nonseasonal log-transformed chlorophyll and era is the nonseasonal log-transformed measurement error. Note that the formalism of section 2 can be applied without removing the seasonal cycle (or other energetic cyclical variability) or after removing a poor estimate of the seasonal cycle, but the correlation functions used in the optimal estimation may then be dominated by the seasonal variability. The resulting optimal estimates would yield little more information than just the seasonal cycle. 4. Estimate the measurement error-to-signal variance ratio A for the log-transformed chlorophyll data. This step requires careful consideration, since it is unlikely that either the signal variance nor the measurement error variance are known accurately a priori.
It is easy to compute an estimate of the total variance (signal plus measurement error) from the sample variance of the observations yra. 
