This supplement contains complete lists of reactions and parameters of the HIV-1 Tat transactivation model described in the manuscript, as well as additional results and discussion for other benchmark models from the literature.
HIV-Tat transactivation
The following is a list of reactions and parameters for the two variations of the Tat transactivation model (Weinberger et al., 2005) we simulated. Stochastic fluctuations in the HIV-1 Tat protein (T at deac ) within a cell, coupled with amplification by a positive feedback loop, have been shown by the authors to result in two mutually exclusive expression states corresponding to latent and productive viral infection. These observations illustrate the importance of stochastic gene expression in phenotypic diversity. 
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Viral infection example
We now consider a general model of the infection of a cell by a virus (Haseltine and Rawlings, 2002; Srivastava et al., 2002) .
where genome and template are, respectively, the genomic and template viral nucleic acids and struct is the viral structural protein. We assume that nucleotides and amino acids are available at constant concentrations, and thus are not included in the model. Also, the template species is a catalyst for reactions (1) and (3), and thus is neither produced nor consumed in these reactions. Table 3 lists the kinetic coefficients and the initial conditions of the model. We perform 1 000 simulations of the model using the hybrid algorithm, exact stochastic simulation, and a deterministic ODE solution. We considered multiple parameterizations of the hybrid algorithm by varying γ while keeping constant Λ = 25. Smaller values of γ lead to aggressive partitioning (more of the system is modeled continuously), while larger values lead to more conservative partitioning (more of the system is modeled discretely). Figure 1 compares the bimodal distribution of template molecules at 200 days for exact stochastic simulation, hybrid simulation with γ = 10, and hybrid simulation with γ = 100. Note that while the hybrid algorithm with γ = 10 (aggressive partitioning) is unable to reconstruct the entire distribution, the hybrid algorithm with γ = 100 (conservative partitioning) is quite accurate. Figure 2 compares the time evolution of the first two moments of the template species, as computed by the three algorithms for 200 days of simulation time. We use the hybrid algorithm with γ = 10 to construct these figures, but similar results were observed for other values of γ. As noted, the approximation of the distribution of template molecules is poor with γ = 10. However, this figure shows that even in such conditions, the hybrid algorithm is quite accurate in reconstructing the time evolution of the first two moments. As with the Tat transactivation example, the deterministic ODE solution is unable to reconstruct even the mean of the distribution. in computational expense over a discrete stochastic solution is possible with γ = 5. However, we reported that the hybrid algorithm, when parameterized in such a way, is unable to reconstruct higher moments. This observation suggests there is a tradeoff between the speedup and the accuracy of the algorithm. In particular, if the measure of interest is a mean, or the average behavior, more aggressive partitioning will suffice and result in larger computational savings. However, if the measure of interest is a probability or a distribution, more conservative partitioning may be required, resulting in smaller computational gains. Nonetheless, for this example, even the most conservative partitioning results in a 24-fold speedup over exact stochastic simulation.
In order to justify the need for a dynamic partitioning approach, we collected from the simulator output the percentage of simulation time, on average, that each reaction was treated as continuous. Table 4 shows these statistics for different values of the solution parameter γ. For comparison, a static partitioning approach would only classify reactions (3) and (5) as continuous.
While we acknowledge that this is a fairly simple model, it does serve to illustrate the correctness of the algorithm, and offer some support to a measure-driven notion of partitioning. We realize that in real, complex biological models, the partitioning may not be so intuitive. However, we believe that this is an important step towards gaining insight into the types of models that may benefit from a hybrid approach, and how different approaches to partitioning may affect the accuracy and computational expense of the algorithm.
The system of reactions given in Table 5 is called the cycle test (Salis and Kaznessis, 2005) . The model is run at multiple "system sizes," where the initial conditions of the species and the kinetic coefficients of reactions (4) and (5) are varied in order to increase the separation between the fast and slow reaction rates. Reactions (1)- (3) occur with much more frequency than the other two, and therefore are the primary target for the continuous approximation, while reactions (4) and (5) are more often classified as discrete. Note that the kinetic coefficients of (4) and (5) decrease with system size, giving them an average rate of 0.75 and 1 molecules/sec respectively, while the rates of reactions (1)- (3) increase as the system size is increased. Figure 4 demonstrates how the cost of exact stochastic simulation scales with Θ, while that of 
System sizes: Θ = {100, 1000, 10 000, 100 000} hybrid simulation remains constant. Similar trends can be seen in the results for the example in the next section. 
Simple crystallization example
The following is a previously treated (Haseltine and Rawlings, 2002; Salis and Kaznessis, 2005) simplified model for the crystallization of species A, consisting of the two reactions: 
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Given the kinetic coefficients and the initial number of molecular species in Table 6 , the first reaction occurs many more times than the second. For this reason, it is optimal to classify the first reaction as continuous and the second as discrete. This is what our partitioning scheme does, after an initial transient period in which the number of molecules of B is less than γ, forcing the first reaction to be modeled discretely. The model itself is parameterized by Θ, the initial number of molecules of species A. As Θ increases, the difference in propensity between the reactions becomes larger. In particular, the initial rate of the first reaction is proportional to Θ 2 , while the initial rate of the second reaction grows linearly with Θ.
We first perform 10 000 trials of the crystallization model using the hybrid algorithm (Λ = 25, γ = 100) and exact stochastic simulation. Figure 5 compares the solutions computed by the two algorithms for 100 seconds of simulation time with Θ = 10 6 , and shows that the hybrid approximation accurately reconstructs the mean for all species.
Based on 100 runs of the hybrid and stochastic simulation algorithms, we then plot the CPU time per run for each parameterization of the model in Figure 6 . As with the cycle test, we observe that while the computational expense of exact stochastic simulation grows with increasing Θ, the cost of hybrid simulation remains fairly constant. Thus, order of magnitude speedups are possible when hybrid methods are applied to this model. 
