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Abstract
For a prime power q and a positive integer n, we say a subspace U of Fnq is cyclically covering if the
union of the cyclic shifts of U is equal to Fnq . We investigate the problem of determining the minimum
possible dimension of a cyclically covering subspace of Fnq . (This is a natural generalisation of a problem
posed in 1991 by the first author.) We prove several upper and lower bounds, and for each fixed q, we
answer the question completely for infinitely many values of n (which take the form of certain geometric
series). Our results imply lower bounds for a well-known conjecture of Isbell, and a generalisation
theoreof, supplementing lower bounds due to Spiga. We also consider the analogous problem for general
representations of groups. We use arguments from combinatorics, representation theory and finite field
theory.
1 Introduction
For a prime power q, let Fq denote the finite field of order q. For n ∈ N, let {e1, e2, ..., en} denote the
standard basis for Fnq . Let σ : F
n
q → F
n
q be the linear map defined by σ(
∑n
i=1 xiei) =
∑n
i=1 xi−1ei, where
addition/subtraction in the index is modulo n. That is, σ is the cyclic shift operator which shifts each entry
one place clockwise. Given a subspace U ≤ Fnq and a linear map α : F
n
q → F
n
q we let α(U) = {α(x) : x ∈ U}.
In particular, for r ∈ {0, 1, 2, 3, ..., n− 1}, σr(U) is the subspace of Fnq obtained by cyclically shifting the
elements of U precisely r places clockwise. We call {σr(U) : 0 ≤ r ≤ n− 1} the family of cyclic shifts of U .
We say a subspace U ≤ Fnq is cyclically covering if
⋃n−1
r=0 σ
r(U) = Fnq . For a prime power q and n ∈ N,
we define hq(n) to be the maximum possible codimension of a cyclically covering subspace of F
n
q . The main
purpose of this paper is to investigate the behaviour of the function hq : N→ N, for various prime powers q.
This problem is a natural generalisation of the following problem, posed by the first author. For n ∈ N,
define Vn = {x ∈ Fn2 :
∑n
i=1 xi = 0}, i.e. Vn is the F2-vector space of binary strings with length n and even
Hamming weight. For an odd positive integer n, define f(n) to be the maximum possible codimension of
a subspace W such that the union of the cyclic shifts of W is equal to Vn. The first author asked in [2,
Problem 190] whether f(n) tends to infinity as n→∞ (over odd integers n).
We observe that f(n) = h2(n) for all odd n ∈ N. Indeed, take W ≤ Vn such that Vn is equal to the
union of the cyclic shifts of W . Then W ′ := Span(W ∪ {11...1}) is a cyclically covering subspace of Fn2 with
the same codimension as that of W in Vn. Conversely, if U ≤ Fn2 is a cyclically covering subspace, then the
cyclic shifts of U ′ := U ∩ Vn cover Vn, and the codimension of U ′ in Vn is equal to the codimension of U in
Fn2 .
We remark that somewhat similar problems have been investigated before. In [12], for example, Luh
shows that any vector space (finite or infinite) over Fq can be expressed as a union of q+1 proper subspaces,
and that this expression is unique up to automorphisms of the vector space. In [10], Jamison determined,
for each 0 < k < n, the minimum number of k-flats that are required to cover Fnq \ {0}. (Here, a k-flat is a
translate of a k-dimensional subspace.)
Our results have implications for a well-known conjecture of Isbell (and a generalisation thereof), as we
now describe. (Indeed, this was the first author’s original motivation for studying the above problem, though
we also believe that the problem is natural in its own right.)
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For n ∈ N, we let [n] := {1, 2, . . . , n} denote the standard n-element set, and we write Sn for the
symmetric group on [n]. If G ≤ Sn is a permutation group, we say that n is the degree of G, and we say
that G is transitive if for every i, j ∈ [n], there exists σ ∈ G such that σ(i) = j. If X is a finite set, we write
P(X) for the power-set of X . If F ⊂ P([n]), we say F is intersecting if any two sets in F have nonempty
intersection, we say it is an up-set if whenever S ∈ F and S ⊂ T we have T ∈ F , and we say it is antipodal
if for any S ⊂ [n], F contains exactly one of S and [n] \ S. If F ⊂ P([n]), we define its automorphism group
by Aut(F) := {σ ∈ Sn : σ(F) = F}, where σ(F) := {σ(S) : S ∈ F}, and we say that F is symmetric if
Aut(F) is a transitive subgroup of Sn.
Isbell [8], and later Frankl, Kantor and the first author [3], investigated the set
A := {n ∈ N : there exists a symmetric intersecting family F ⊂ P([n]) with |F| = 2n−1}. (1)
Since for any S ⊂ [n], an intersecting family F ⊂ P([n]) contains at most one of S and [n] \ S, we have
|F| ≤ 2n−1 for any intersecting F . It is easy to see that an intersecting family F ⊂ P([n]) is maximal
intersecting if and only if |F| = 2n−1, and that a family F ⊂ P([n]) is maximal intersecting if and only if it
is an antipodal up-set. Symmetric, antipodal up-sets arise naturally as the ‘winning sets’ in n-player games
where n different players are choosing between two alternatives and their choices are aggregated according
to some rule (with symmetry being a natural notion of the fairness of the rule), and Isbell [8] was led to their
study from problems in Social Choice Theory. (Indeed, Isbell termed a symmetric, antipodal up-set a fair
game, though we do not use this terminology here, to avoid confusion with other notions of fair games.) Isbell
[9] observed that the set A defined in (1) is equal to the set of all positive integers n for which there exists a
transitive permutation group of degree n having no fixed-point-free element of 2-power order. He conjectured
that there exists a function m : {b ∈ N : b odd} → N such that if b ∈ N is odd and a ≥ m(b), then 2a · b /∈ A.
Isbell’s conjecture remains open. Frankl, Kantor and the first author [3] proved that for b ∈ {1, 3} one can
take m(1) = 1 and m(3) = 2 (which is best possible). They also conjectured a generalisation of Isbell’s
conjecture, namely that if, for each prime p, we define Ap to be the set of all positive integers n for which
there exists a transitive permutation group of degree n having no fixed-point-free element of p-power order,
then for each prime p, there exists a function mp : {b ∈ N : gcd(b, p) = 1} → N such that if b ∈ N is coprime
to p and a ≥ mp(b), then pa · b /∈ Ap. (Hereafter, we refer to this as the generalised Isbell conjecture.) For all
primes p, the p-case of this conjecture remains open, although several related results have been proved; for
example, using the Classification of Finite Simple Groups, Fein, Kantor and Schacher [4] proved that any
transitive permutation group of degree n > 1 contains a fixed-point-free element of p-power order for some
prime p.
It is natural to ask for lower bounds on the function mp in the generalised Isbell conjecture. To obtain
such a lower bound, it suffices to construct a transitive permutation group of degree n = pa · b, with b
coprime to p, containing no fixed-point-free element of p-power order, and with a large compared to b. One
construction method is to take the vector space V = Fbp, with b coprime to p, and to take a subspaceW ≤ V
of smallest possible dimension such that the cyclic shifts of W (i.e., the images of W under powers of the
cyclic shift operator σ, defined above) cover V . Let G := V ⋊ Cb be the semidirect product of V by the
cyclic group Cb = 〈σ〉, and let ι : V →֒ G; v 7→ (v, Id) denote the natural inclusion map. Consider the
permutation group H induced by the left action of G on the left cosets of ι(W ) in G. It is easy to see that
every element of p-power order in H is induced by an element of G of the form (v, Id) for some v ∈ V ; such
an element fixes some left coset of ι(W ) in G, namely ι(σj(W )), where j ∈ {0, 1, . . . , b − 1} is such that
v ∈ σj(W ). Hence, any element of H of p-power order has a fixed point. The degree of H is pa · b, where
a := dim(V )− dim(W ) = hp(b) is the codimension of W . This yields the following.
Proposition 1. For prime p and each b ∈ N coprime to p, define mp(b) = min{c ∈ N : p
a · b /∈ Ap ∀a ≥ c},
with the usual convention that mp(b) =∞ if the set in question is empty. Then mp(b) > hp(b) for all integers
b ∈ N that are coprime to p.
This method led the first author to the problem considered in this paper. As we outline later, a con-
struction due to Spiga [13] (building on the work of Suzuki in [14]) gives a lower bound for mp(b) which is
better than ours for certain integers b; on the other hand, our construction is simpler and works for certain
natural infinite sequences of integers where Spiga’s method does not apply.
The rest of this paper is structured as follows. In Section 2, we prove some simple upper and lower bounds
on the function hq(n). In Section 3, we prove our main results, which are lower bounds on hq(n) that are
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sharp for infinitely many values of n. In Section 4, we generalise the problem considered here to arbitrary
group representations, and we prove some straightforward upper and lower bounds for the general problem.
In Section 5, we exhibit, for each prime power q, infinitely many values of n for which hq(n) = 0; this result
is obtained as a special case of a result for arbitrary group representations, where the only covering subspace
is the whole space.
2 Simple upper and lower bounds
We first recall a straightforward lower bound on h2(n), due to the first author (unpublished). We give a
proof for completeness.
Lemma 2. For odd positive integers n > 3, we have h2(n) ≥ 2.
Proof. Let U = Span(S), where
S = {1111111...11, 1010000...00, 0001100...00, 0000110...00, 0000011...00, ...., 0000000...11}
Since S is a linearly independent set of size n − 2, we have codim(U) = 2. We claim that U is a cyclically
covering subspace of Fn2 . Observe that the last n − 4 elements of S are a basis for the subspace {x ∈ Vn :
x1 = x2 = x3 = 0}. First let x ∈ F
n
2 have even Hamming weight. Since x has an odd number of zeros, it
has a (cyclic) interval of consecutive zeros, with odd length. In particular, it contains a (cyclic) interval of
the form 000 or 101. By cycling x, we may assume that x1x2x3 = 000 or x1x2x3 = 101. In the first case,
x lies in the span of the last n− 4 elements of S; in the second, x+ 101000 . . .0 lies in the span of the last
n− 4 elements of S, so we are done. Now let x ∈ Fn2 have odd Hamming weight. Then x+ 11 . . . 1 has even
Hamming weight, and 11 . . .1 ∈ S, so again we are done.
It is easy to check that h2(3) = 1, and therefore the assumption n > 3 in Lemma 2 is necessary. Equality
holds in Lemma 2 for n = 5.
We next give a rather crude ‘product’ bound.
Lemma 3. If q is a prime power, and n,m ∈ N, then
hq(nm) ≥ max{hq(n), hq(m)}.
Proof. Let q be a prime power. If v is a vector in FNq for some N ∈ N, let us write v(j) for the jth component
of v (i.e., v =
∑N
i=1 v(i)ei with respect to the standard basis {e1, e2, ..., eN}).
Let n,m ∈ N. Without loss of generality, we may assume that hq(n) ≥ hq(m). Let U ≤ Fnq be a cyclically
covering subspace of Fnq , with codim(U) = hq(n). Let k = hq(n). Let {u1, ..., un−k} be a basis for U . For
each i ∈ [n− k], let
xi = (0, 0, ..., 0, ui(1)︸ ︷︷ ︸
m
, 0, 0, ..., 0, ui(2)︸ ︷︷ ︸
m
, ..., 0, 0, ..., 0, ui(n)︸ ︷︷ ︸
m
) ∈ Fnmq .
Let
S = {xi : i ∈ [n− k]} ∪ {ej : j ∈ [nm], m ∤ j},
where ej is the jth standard basis vector in F
nm
q , and let V = Span(S). Then |S| = (n − k) + (nm− n) =
nm− k, and S is linearly independent, so codim(V ) = k. We claim that V cyclically covers Fnmq . Indeed, if
x ∈ Fnmq , then consider the projection of x onto the subspace spanned by {ej : m | j}, i.e.
π(x) := (0, 0, . . . , 0, x(m)︸ ︷︷ ︸
m
, 0, 0, . . . , 0, x(2m)︸ ︷︷ ︸
m
, 0, 0, . . . , 0, x(3m)︸ ︷︷ ︸
m
, . . . 0, 0, . . . , 0, x(nm)︸ ︷︷ ︸
m
) ∈ Fnmq ,
and let
ψ(x) := (x(m), x(2m), x(3m), ..., x(nm)) ∈ Fnq
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be the vector obtained from π(x) by deleting the coordinates that are not multiples of m. Since U cyclically
covers Fnq , there exists r ∈ [n − 1] such that σ
r(ψ(x)) ∈ U . It follows that σmr(π(x)) ∈ V , and therefore
σmr(x) ∈ V , since S contains every unit vector ej such that m ∤ j. Hence, V is cyclically covering, as
claimed, and therefore hq(nm) ≥ codim(V ) = k = hq(n), proving the lemma.
We now give a straightforward upper bound for hq(n), for all n ∈ N.
Lemma 4. For q a prime power and n ∈ N, we have hq(n) ≤
⌊
logq(n)
⌋
.
Proof. Let U ≤ Fnq be a cyclically covering subspace. The cyclic group 〈σ〉 = {Id, σ, σ
2, . . . σn−1} acts on Fnq
by cyclically shifting vectors. The orbits of this group action partition Fnq , and each orbit contains at most n
vectors, so there are at least qn/n orbits. Since U is cyclically covering, it intersects each orbit, and therefore
|U | ≥ qn/n. Hence, dim(U) = logq(|U |) ≥ n− logq(n), so codim(U) ≤ logq(n), proving the lemma.
Our main results show that for each prime power q, the simple upper bound in Lemma 4 is sharp for
infinitely many values of n. The proofs of these results occupy most of the next section.
3 Our main results
Our first main result is as follows.
Theorem 5. If q is a prime power and d ∈ N, then
hq(q
d − 1) = d− 1 =
⌊
logq(q
d − 1)
⌋
.
Observe that the upper bound hq(q
d − 1) ≤ d − 1 is immediate from Lemma 4. Our proof of the lower
bound hq(q
d − 1) ≥ d− 1 requires some standard facts from the Galois theory of finite fields, which we now
briefly recall; the reader is referred to [11] for more background.
For a prime power q, we write Fq for the algebraic closure of Fq. We write Fq : Fq → Fq; x 7→ x
q for the
Frobenius automorphism of Fq. For ω ∈ Fq, we call ω, Fq(ω), F 2q (ω), F
3
q (ω), . . . the Galois conjugates of ω; if
ω ∈ Fq is a root of some polynomial f ∈ Fq[X ], then all the Galois conjugates of ω are also roots of f . Since
any element ω ∈ Fq is the root of some polynomial in Fq[X ], and all of the Galois conjugates of ω are roots
of this polynomial, any ω ∈ Fq has only finitely many Galois conjugates. If ω ∈ Fq, the minimal polynomial
of ω over Fq is the unique non-zero, monic polynomial in Fq[X ] of minimal degree, that has ω as a root.
We will make repeated use of the following well-known fact (see for example Theorem 3.33 in [11]).
Proposition 6. Let q be a prime power and let ω ∈ Fq. Let ω, ωq, . . . , ωq
t−1
be the distinct Galois conjugates
of ω. Then
f(X) =
t∏
i=1
(X − ωq
t−1
)
is the minimal polynomial of ω.
We are now ready to prove Theorem 5.
Proof of Theorem 5. Let q be a prime power, let d ∈ N and let n = qd−1. We identify Fnq and Fq[X ]/ 〈X
n − 1〉
via the linear isomorphism taking v ∈ Fnq to the polynomial
∑n
i=1 v(i)X
i−1. The action of σ on Fnq then
corresponds to multiplication by X in Fq[X ]/ 〈Xn − 1〉.
Since Xn− 1 and nXn−1 = d
dX
(Xn− 1) are coprime, it follows that Xn− 1 has no repeated roots in Fq.
Let
N∏
i=1
fi(X) = X
n − 1 (2)
be a factorization of Xn−1 into monic irreducible polynomials fi(X) ∈ Fq[X ]. Since Xn−1 has no repeated
roots in Fq, the fi(X) are distinct. Moreover, each pair fi(X), fj(X) is coprime, since if p(X) 6= 1 is a monic
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common factor of fi(X) and fj(X) then by irreducibility, we have p(X) = fi(X) = fj(X), and therefore
i = j.
Define a linear map
θ :
Fq[X ]
〈Xn − 1〉
→
N⊕
i=1
Fq[X ]
〈fi(X)〉
; θ(p(X)) = (p(X) mod fi(X))
N
i=1 , (3)
i.e., θ is the direct sum of the natural quotient maps corresponding to the ideals generated by each fi. Since
the fi(X) are pairwise coprime, it follows from the Chinese Remainder Theorem for rings that θ is a linear
isomorphism. For each i ∈ [N ], define
Vi =

p(X) ∈ Fq[X ]〈Xn − 1〉 : ∏
j 6=i
fj(X) divides p(X)

 .
Since for each i ∈ [N ], we have
Vi = θ
−1
(
{0} × . . .× {0} ×
Fq[X ]
〈fi(X)〉
× {0} × . . .× {0}
)
,
(where the zeros are in each place except for the ith) and θ is a linear isomorphism, we have the direct sum
decomposition
Fq[X ]
〈Xn − 1〉
=
N⊕
i=1
Vi, (4)
and Vi may be viewed as the copy of Fq[X ]/〈fi(X)〉 in Fq[X ]/〈Xn − 1〉, for each i ∈ [N ]. Moreover, each Vi
is closed under multiplication by X (i.e., under the cyclic action of σ the Vi are invariant subspaces).
Since char(Fq) ∤ n, there exists a primitive nth root of unity in Fq. Let ω ∈ Fq be one such. Since
n = qd−1, q has multiplicative order d modulo n, and so the iterates of ω under the Frobenius automorphism
are precisely ω, ωq, ωq
2
, . . . , ωq
d−1
(and these are distinct). Hence, by Proposition 6, the minimal polynomial
of ω over Fq is
f(X) = (X − ω)(X − ωq)(X − ωq
2
)...(X − ωq
d−1
) ∈ Fq[X ]. (5)
As f(X) is a monic irreducible factor of Xn − 1, we may take f1(X) = f(X) in the factorization (2).
Let u(X) ∈ V1 ≤ Fq[X ]/〈Xn− 1〉 such that u(X) ≡ 1 mod f(X). We claim that the cyclic orbit of u(X)
(i.e., its orbit under repeated multiplication by X) is equal to V1 \ {0}.
To prove this, we first observe that Xmu(X) 6= u(X) for all 1 ≤ m ≤ n − 1. Indeed, suppose for a
contradiction there exists m ∈ [n− 1] such that multiplication by Xm fixes u(X) in Fq[X ]/ 〈Xn − 1〉. Then
Xmu(X) ≡ u(X) mod (Xn − 1), and therefore Xn − 1 divides (Xm − 1)u(X). It follows that ω is a root
of (Xm − 1)u(X). Since ω is a primitive nth root of unity, we have ωm − 1 6= 0, and therefore u(ω) = 0.
Hence, as f(X) is the minimal polynomial of ω, f(X) divides u(X). This contradicts our assumption that
u(X) ≡ 1 mod f(X).
It follows that u(X), Xu(X), X2u(X), ..., Xn−1u(X) are n distinct elements of V1 \ {0}. Since dim(V1) =
deg(f(X)) = d, we have |V1 \ {0}| = qd− 1 = n. It follows that the cyclic orbit of u(X) is precisely V1 \ {0},
as claimed.
Let U = Span{u(X)} ≤ V1. Clearly, by the preceding claim, U cyclically covers V1. Note that the
codimension of U as a subspace of V1 is dim(V1)− 1 = d− 1.
Finally, we set
U ′ = U ⊕
(
N⊕
i=2
Vi
)
≤
Fq[X ]
〈Xn − 1〉
,
and we claim that U ′ cyclically covers Fq[X ]/ 〈Xn − 1〉. Indeed, given v(X) ∈ Fq[X ]/〈Xn − 1〉, there exist
unique vi(X) ∈ Vi (for i = 1, 2, . . . , N) such that v(X) =
∑N
i=1 vi(X). Since U cyclically covers V1, there
exists m ∈ {0, 1, 2, ..., n− 1} such that Xmv1(X) ∈ U . Since X
mvi(X) ∈ Vi for all i ∈ [N ], it follows that
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Xmv(X) =
∑N
i=1X
mvi(X) ∈ U ′. Hence, U ′ cyclically covers Fq[X ]/〈Xn − 1〉. Since the codimension of U
in V1 is equal to d− 1, the codimension of U ′ in Fq[X ]/〈Xn − 1〉 is also equal to d− 1.
It follows that hq(n) ≥ d − 1. In combination with the upper bound in Lemma 4, this completes the
proof of the theorem.
With only a little extra work, the argument in the proof of Theorem 5 can be extended to obtain the
following more general lower bound.
Theorem 7. Let q be a prime power and let k, d ∈ N. LetM = (q−1)(
∑d
r=0 q
kr) = (q−1)(qkd+k−1)/(qk−1),
and suppose that M has a divisor c ∈ N such that c < (q − 1) q
k−q−kd
qk−1
. Then
hq(M/c) ≥ kd+ k − c(q
k − 1)/(q − 1).
Proof. Let q be a prime power, let k, d ∈ N and let M = (q − 1)(
∑d
r=0 q
kr). Let c ∈ N be a divisor of
M satisfying c < (q − 1) q
k−q−kd
qk−1
. Set n := M/c. As in the proof of Theorem 5, we identify Fnq with
Fq[X ]/ 〈Xn − 1〉, and we decompose the latter into invariant subspaces,
Fq[X ]/ 〈X
n − 1〉 =
N⊕
i=1
Vi,
by taking a factorisation
Xn − 1 =
N∏
i=1
fi(X)
of Xn − 1 into a product of irreducible monic factors, and taking Vi to be the preimage of Fq[X ]/ 〈fi(X)〉
under the direct sum of the natural quotient maps, p(X) 7→ p(X) mod fi(X).
Note that the Vi are irreducible subspaces. Indeed, suppose that {0} 6=W ≤ Vi and that W is invariant
under multiplication by X . Let p(X) ∈ Fq[X ] such that the image of p (under the natural quotient map
Fq[X ] → Fq[X ]/〈Xn − 1〉) lies in W \ {0}. Then fi(X) does not divide p(X), and fi(X) is irreducible,
so p(X) and fi(X) are coprime. Hence, by Be´zout’s lemma, there exist s(X), t(X) ∈ Fq[X ] such that
s(X)p(X) + t(X)fi(X) = 1. Let q(X) := s(X)p(X); we have q(X) ≡ 1 mod fi(X). The invariance of W
under multiplication by X implies that q(X) ∈ W , and moreover that
{q(X), Xq(X), X2q(X), . . .} ⊆W (6)
But the set on the left-hand side contains a basis for Vi, since for each 0 ≤ r ≤ n − 1 we have Xrq(X) ≡
Xr mod fi(X). It follows that that W = Vi, proving the irreducibility of Vi.
We now continue to follow the proof of Theorem 5. Let ω ∈ Fq be a primitive nth root of unity. We claim
that the order of q modulo n is k(d + 1). Indeed, let L be the order of q modulo n. Since nc(
∑k−1
t=0 q
t) =
qk(d+1)−1, we have qk(d+1) ≡ 1 mod n, and therefore L divides k(d+1). Since qkd < n⇔ c < (q−1) q
k−q−kd
qk−1
,
we have L > kd. Since kd ≥ 12k(d + 1), no non-trivial factor of k(d + 1) is greater than kd, and therefore
L = k(d+ 1), as claimed. By Proposition 6, the minimal polynomial of ω over Fq is
f(X) = (X − ω)(X − ωq)(X − ωq
2
)...(X − ωq
k(d+1)−1
) ∈ Fq[X ],
which has degree k(d+ 1). We may assume without loss of generality that f1(X) = f(X), and consider V1.
As in the proof of Theorem 5, let u(X) ∈ V1 ≤ Fq[X ]/〈Xn − 1〉 such that u(X) ≡ 1 mod f1(X), and recall
from the proof of Theorem 5 that u(X) has orbit (under repeated multiplication by X) of size exactly n.
More generally, let 0 6= v(X) ∈ V1; we claim that the orbit
{v(X), Xv(X), X2v(X), ..., Xn−1v(X)} ⊆ V1
also has size exactly n. Indeed, since V1 is irreducible, and
0 6= Span({v(X), Xv(X), X2v(X), ..., Xn−1v(X)}) ≤ V1
6
is a subspace that is invariant under multiplication by X , we see that {v(X), Xv(X), X2v(X), ..., Xn−1v(X)}
spans V1. Suppose for a contradiction there exists 1 ≤ a ≤ n−1 such that Xav(X) = v(X) (note that this is
an equality in Fq[X ]/〈Xn−1〉). We may then express u(X) as a linear combination u(X) =
∑a−1
i=0 λiX
iv(X),
for some λi ∈ Fq. But then
Xau(X) =
a−1∑
i=0
λiX
iXav(X) =
a−1∑
i=0
λiX
iv(X) = u(X)
contradicting the fact that the orbit of u(X) has size exactly n. It follows that v(X) has orbit of size exactly
n, as claimed.
We may conclude all the orbits (under repeated multiplication by X) in V1 \ {0} have size n. There are
s := (|V1| − 1)/n = (qk(d+1) − 1)/n = c
∑k−1
t=0 q
t such orbits; let {u1, u2, ..., us} be a set of representatives of
these orbits. Then U = Span({u1, u2, ..., us}) ≤ V1 cyclically covers V1, and has codimension (in V1) at least
k(d+ 1)− s.
Finally, we set
U ′ = U ⊕

⊕
i6=1
Vi

 ≤ Fq[X ]
〈Xn − 1〉
;
note that U ′ cyclically covers Fq[X ]/〈Xn−1〉 and has codimension (in Fq[X ]/〈Xn−1〉) at least k(d+1)−s =
kd+k−c
∑k−1
t=0 q
t = kd+k−c(qk−1)/(q−1). It follows that hq(n) ≥ kd+k−c(qk−1)/(q−1), as required.
Applying the above theorem with c = 1, fixed q, k and d→∞, and appealing to Lemma 4, we see that
hq
(
(q − 1)
d∑
r=0
qkr
)
= (1 + o(1))kd
where the o(1) term tends to zero as d tends to infinity. Theorem 5 is recovered from Theorem 7 by setting
k = 1 and c = 1.
We now demonstrate how a slight variation on the ideas in the proofs of Theorem 5 and Theorem 7 can
determine hq(n) for other infinite sequences of integers n (for each fixed prime power q).
Theorem 8. Let q be a prime power, and let k, d ∈ N such that gcd(d+1, qk− 1) = 1. Set n =
∑d
r=0 q
kr =
qk(d+1)−1
qk−1 . Then
hq(n) = kd.
Proof. The upper bound hq(n) ≤ kd follows immediately from Lemma 4, so we need only prove the lower
bound. We first note that
n =
d∑
r=0
qkr ≡ d+ 1 mod qk − 1,
since qkr ≡ 1 mod qk − 1 for each r ∈ N ∪ {0}, so
gcd(n, qk − 1) = gcd(d+ 1, qk − 1) = 1. (7)
As in the proofs of Theorems 5 and 7, we identify Fnq with Fq[X ]/ 〈X
n − 1〉, and we decompose the latter
into invariant subspaces,
Fq[X ]/ 〈X
n − 1〉 =
N⊕
i=1
Vi,
by taking a factorisation
Xn − 1 =
N∏
i=1
fi(X)
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of Xn − 1 into a product of irreducible monic factors, and taking Vi to be the preimage of Fq[X ]/ 〈fi(X)〉
under the direct sum of the natural quotient maps.
Let ω ∈ Fq be a primitive nth root of unity. As in the proof of Theorem 7, we claim that q has
multiplicative order k(d+1) modulo n. Indeed, let L be the order of q modulo n. Since qk(d+1)−1 = n(qk−1),
we have qk(d+1) ≡ 1 mod n, and therefore L divides k(d + 1). Since qkd < n, we must have L > kd. Since
kd ≥ 12k(d+ 1), no non-trivial factor of k(d+ 1) is greater than kd, and therefore L = k(d+ 1), as claimed.
By Proposition 6, the minimal polynomial of ω over Fq is
f(X) = (X − ω)(X − ωq)(X − ωq
2
)...(X − ωq
k(d+1)−1
) ∈ Fq[X ],
which has degree k(d + 1). We may assume without loss of generality that f1(X) = f(X), and consider
V1. Since V1 ∼= Fq[X ]/〈f(X)〉 and f(X) is an irreducible polynomial of degree k(d+ 1), V1 is in fact a field
extension of Fq (of degree k(d + 1)), and as such can be identified with the finite field Fqk(d+1) . Hence, V1
can also be viewed as a (d+ 1)-dimensional vector space over (a field isomorphic to) Fqk .
Let U be a 1-dimensional Fqk -subspace of V1. We now make two claims regarding U . Firstly, we claim
that no power of the shift map can map U to itself. Indeed, suppose for a contradiction that there exists
a ∈ [n− 1] such that XaU = U . Then for any u ∈ U \ {0}, we have
{u,Xau,X2au, . . .} ⊆ U.
We note, as in the proof of Theorem 7, that for every v ∈ V1 \ {0}, the orbit of v under repeated
multiplication by X has size n. Hence, for j ∈ N, Xjv = v if and only if n | j. It follows that for any
u ∈ U \ {0}, we have Xaju = u if and only if n | aj, i.e. if and only if n/gcd(a, n) | j. Therefore, the above
orbit of u under repeated multiplication by Xa has size exactly n/gcd(a, n) := M . The family of all such
orbits (of non-zero elements of U , under repeated multiplication by Xa) partitions U \ {0} into sets of equal
size M , and therefore M is a proper divisor of n that also divides |U | − 1 = qk − 1. But this contradicts (7).
Secondly, we claim that XbU ∩XcU = {0} for any 0 ≤ b < c ≤ n−1. Indeed, suppose for a contradiction
that there exist 0 ≤ b < c ≤ n − 1 such that XbU ∩ XcU 6= {0}. Then, multiplying by Xn−b, we have
XnU ∩Xn+c−bU 6= {0} and therefore U ∩XaU 6= ∅, where a := c − b ∈ [n− 1]. However, U and XaU are
distinct 1-dimensional Fqk -subspaces of V1, so have intersection {0}, a contradiction.
It follows that U,XU, . . . , Xn−1U are qk-element subsets of V1 whose pairwise intersections are all equal
to {0}; since qk(d+1) − 1 = n(qk − 1), we must have V1 = ∪
n−1
a=0X
aU , so U (as an Fq-subspace of V1) is a
cyclic cover of V1 with codimension kd in V1.
Set U ′ = U ⊕ (⊕i6=1Vi); then U ′ is a cyclic cover of Fq[X ]/〈Xn− 1〉 with codimension kd, so hq(n) ≥ kd,
as required.
We note that for a fixed prime power q and a fixed integer k, a positive fraction of positive integers d
have the property that gcd(d+ 1, qk − 1) = 1 (and so satisfy the hypothesis of Theorem 8).
Implications for the lower bound in Isbell’s conjecture and the generalised Isbell conjecture
The q = 2 cases of Theorems 5 and 8, together with the p = 2 case of Proposition 1, imply the following.
Corollary 9. For any d ∈ N, we have h2(2d − 1) = d − 1, and therefore m(2d − 1) ≥ d. Moreover,
for any d, k ∈ N with gcd(d + 1, 2k − 1) = 1, we have h2((2k(d+1) − 1)/(2k − 1)) = kd, and therefore
m((2k(d+1) − 1)/(2k − 1)) ≥ kd+ 1.
We remark that a construction due to Spiga [13] (building on the work of Suzuki [14] in which he
introduced and analysed the Suzuki groups), gives
m((2kr − 1)/(2k − 1)) ≥ k(r − 1)2 + 1
for all primes r > 2 and integers k ∈ N coprime to 2r − 1. In particular, m(2r − 1) ≥ (r − 1)2 + 1 for all
primes r > 2, giving a lower bound on m(b) that is quadratic in log b for infinitely many b, whereas our
lower bound in Corollary 9 is only linear in log b. Spiga’s construction involves replacing the Abelian group
V (in the penultimate paragraph of the Introduction) with a non-Abelian group N (for example, a certain
Sylow 2-subgroup of a Suzuki group), and finding a subgroup of N of large index, whose images under an
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appropriate cyclic automorphism cover N . However, our construction is simpler and provides good lower
bounds on the function m for other natural infinite sequences of odd integers, where Spiga’s method does
not apply.
Similarly, the q = p cases of Theorems 5 and 8, together with the general case of Proposition 1, imply
the following.
Corollary 10. For any d ∈ N, we have hp(p
d − 1) = d − 1, and therefore mp(p
d − 1) ≥ d. Moreover,
for any d, k ∈ N with gcd(d + 1, pk − 1) = 1, we have hp((pk(d+1) − 1)/(pk − 1)) = kd, and therefore
mp((p
k(d+1) − 1)/(pk − 1)) ≥ kd+ 1.
In this case, Spiga’s construction in [13] yields
mp((p
kr − 1)/(pk − 1)) ≥ k(r − 1)2 + 1
for all primes r 6= p and k ∈ N such that r and pk − 1 are coprime. In particular, mp((pr − 1)/(p − 1)) ≥
(r − 1)2 + 1 for all primes r 6= p such that r does not divide p − 1. Again, for a fixed prime p, this gives a
lower bound on mp(b) that is quadratic in log b for infinitely many b, whereas our lower bound in Corollary
10 is only linear in log b; but again, our construction is simpler and works in cases where Spiga’s method
does not apply.
4 General representations of groups
In this section, we generalise our discussion to arbitrary group representations. The proofs of the bounds
in this section are straightforward, given some basic facts from the representation theory of finite groups;
nevertheless, each bound is sharp in some non-trivial cases (in fact, infinitely many).
Let G be a group, let F be a field and let V be a vector space over F. We write GL(V ) for the general
linear group of V . Let ρ : G → GL(V ) be a group homomorphism, i.e. (ρ, V ) is a representation of G. Let
us say that a subspace U ≤ V is (G, ρ)-covering if⋃
g∈G
ρ(g)(U) = V
where ρ(g)(U) := {ρ(g)(u) : u ∈ U}. Let us define hG,ρ(V ) to be the maximum possible codimension of a
(G, ρ)-covering subspace of V . Note that hq(n) = hCn,ρσ(F
n
q ) for any prime power q and any n ∈ N, where
(ρσ,F
n
q ) is the representation of Cn that maps the generator of Cn to σ.
Let us briefly outline the representation-theoretic terminology and notation we will use. As usual, from
now on we will sometimes write g(u) in place of ρ(g)(u), when the representation ρ is understood. Recall
that if (ρ, V ) is a fixed representation of G, a subspace W ≤ V is said to be G-invariant if ρ(g)(w) ∈ W
for any w ∈ W and any g ∈ G; in this case, (ρ,W ) is said to be a subrepresentation of (ρ, V ). Abusing
terminology slightly, when ρ is understood, we will sometimes omit it from our notation, and describe W as
a subrepresentation of V .
If G is a finite group, q is a prime power, V is a finite dimensional vector space over Fq and (ρ, V ) is a
representation of G, it is easy to obtain the upper bound
hG,ρ(V ) ≤
⌊
logq |G|
⌋
, (8)
just as in the proof of Lemma 4, since the group G acts on V , partitioning V into orbits, each of size at most
|G|.
Turning to general lower bounds, the following is easy to obtain.
Lemma 11. Let F be a field, let G be a finite group such that char(F) ∤ |G|, let V be a vector space over
F, and let (ρ, V ) be a representation of G. If W is a subrepresentation of V , then
hG,ρ(W ) ≤ hG,ρ(V ).
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Proof. As in the standard proof of Maschke’s theorem, we can find a G-invariant subspace W ′ of V such
that V = W ⊕W ′. (Let {w1, ..., wk} be a basis for W , and extend it to a basis {w1, ..., wm} for V . Define
π : V → W by π(
∑m
i=1 λiwi) =
∑k
i=1 λiwi, and define
π¯(w) =
1
|G|
∑
g∈G
g−1(π(g(w))).
Let W ′ = ker(π¯); then V = W ⊕W ′, and W ′ is G-invariant, since if v ∈ W ′ and g ∈ G then π¯(g(v)) =
g(π¯(v)) = 0, so g(v) ∈W ′.)
Now let Z ≤W be a (G, ρ)-covering subspace ofW with codimension hG,ρ(W ), and let U = Z⊕W
′ ≤ V .
It is easy to see that U is a (G, ρ)-covering subspace of V ; clearly, its codimension in V is the same as that
of Z in W . Hence, hG,ρ(V ) ≥ codim(U) = codim(Z) = hG,ρ(W ), proving the lemma.
We also have the following easy general upper bound.
Lemma 12. Let G be a group, let (ρ, V ) be a representation of G, and suppose that V =
⊕
iWi, where
each Wi is a G-invariant subspace of V . Then
hG,ρ(V ) ≤
∑
i
hG,ρ(Wi).
Proof. Let U be a (G, ρ)-covering subspace of V with codimension hG,ρ(V ), and let W
∗
i = Wi ∩ U for each
i. Then W ∗i is clearly a (G, ρ)-covering subspace of Wi, and therefore codim(W
∗
i ) ≤ hG,ρ(Wi).
We have
⊕
iW
∗
i ≤ U ≤ V , and therefore
hG,ρ(V ) = codim(U) ≤ codim
(⊕
i
W ∗i
)
=
∑
i
codim(W ∗i ) ≤
∑
i
hG,ρ(Wi),
proving the lemma.
The following is an immediate corollary of (8) and Lemmas 11 and 12.
Corollary 13. Let q be a prime power, let G be a finite group with order coprime to q, let V be a finite-
dimensional vector space over Fq, and let (ρ, V ) be a representation of G. Let V =
⊕
iWi be a decomposition
of V into subrepresentations. Then
max
i
{hG,ρ(Wi)} ≤ hG,ρ(V ) ≤ min {
∑
i
hG,ρ(Wi),
⌊
logq(|G|)
⌋
} (9)
We remark that, under the hypotheses of Corollary 13, Maschke’s theorem guarantees the existence of a
decomposition of V =
⊕
iWi where each Wi is an irreducible subrepresentation of V .
Theorem 5 implies that for the rotation action ρσ of Cqd−1 on F
qd−1
q , the lower bound in (9) is tight, as
is the
⌊
logq(|G|)
⌋
upper bound, for all d ∈ N. We remark that there are infinitely many (nontrivial) cases
where the sum bound is sharp, and distinct from both the lower bound and the logq(|G|) bound. Indeed, let
m1, ...,mk ∈ N be chosen such that gcd(2mi − 1, 2mj − 1) = 1 for all i 6= j. (For infinitely many examples of
such choices, one may take themi’s to be distinct primes, since if d | 2
a−1 and d | 2b−1 then d | 2gcd(a,b)−1.)
For each i ∈ [k], let ni = 2mi − 1, let n =
∏k
i=1 ni, let ωi ∈ F2 be a primitive nith root of unity and let
fi(X) ∈ F2[X ] be the minimal polynomial of ωi. As in the proof of Theorem 5, fi(X) divides Xni − 1 and
has degree mi. For each i ∈ [k], let Wi = F2[X ]/〈fi(X)〉 be the representation of Cn where the generator of
Cn acts by multiplication by X ; note that dim(Wi) = mi for all i. Let
V =
k⊕
i=1
Wi (10)
be the direct sum of these representations. By the Chinese Remainder Theorem for rings, as in the proof of
Theorem 5, V can be identified with a subspace θ−1(V ) of F2[X ]/〈Xn−1〉, where θ is the linear isomorphism
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defined in (3); under this identification, the generator of Cn again acts by multiplication by X . It follows
from the proof of Theorem 5 that hCn(Wi) = mi − 1 for each i ∈ [k]; indeed, the action of Cn is transitive
on Wi \ {0}. For each i ∈ [k], let ui(X) ∈ θ−1(V ) such that ui(X) ≡ 1 modulo fi(X) and ui(X) ≡ 0 modulo
fj(X) for all j 6= i, and let U = span{u1(X), . . . , uk(X)} ≤ V . It is easy to see, using the Chinese Remainder
Theorem (and the fact that |Wi \ {0}| = ni is coprime to |Wj \ {0}| = nj for i 6= j), that U is a cyclically
covering subspace of θ−1(V ); it has codimension
dim(V )− k =
k∑
i=1
mi − k =
k∑
i=1
(mi − 1) =
k∑
i=1
hCn(Wi),
showing that the sum bound is sharp, for the direct sum in (10). It is easy to check that the sum bound
here is also distinct from the logq(|G|) bound, whenever mi ≥ 2 for all i.
In a forthcoming paper, the last two authors investigate the behaviour of hSn,ρ(V ), for various represen-
tations (ρ, V ) of the symmetric group Sn.
5 Cases in which the covering subspaces are trivial
In this section, we demonstrate the opposite behaviour to that seen in Theorems 5 and 8 for other sequences
of integers.
Theorem 14. Let p be a prime, let q be a power of p, let k ∈ N with k | q − 1, and let d ∈ N. Then
hq(kp
d) = 0.
Equivalently, if U ≤ Fkp
d
q is cyclically covering, then U = F
kpd
q .
In fact, Theorem 14 is a special case of the following result for more general representations.
Theorem 15. Let p be a prime. Let G = A×B, where A is an Abelian group of exponent k dividing q− 1,
and B is a finite p-group. Let q be a power of p, let V be a finite-dimensional vector space over Fq and let
(ρ, V ) be a representation of G. Then hG,ρ(V ) = 0.
Theorem 15, in turn, is a consequence of the following two lemmas, which may be of independent interest.
Lemma 16. Suppose that a finite p-group Q acts on a finite p-group P by automorphisms. If H is a
subgroup of P such that
⋃
g∈Q
Hg = P , then H = P . (Here, as usual, Hg denotes the image of H under the
automorphism defined by g.)
Proof. The proof is by induction on |P |. The result is clear if |P | = 1, so suppose that |P | > 1 and that the
result holds for all smaller p-groups.
Write Φ(P ) for the Frattini subgroup of P , i.e. the intersection of all maximal subgroups of P . The
number of subgroups of index p in P is equal to (pd − 1)/(p− 1), where d ∈ N is such that |P/Φ(P )| = pd.
(This is well-known, and follows from the facts that a subgroup of index p in P is normal, and Φ(P ) is
the minimal normal subgroup of P with elementary abelian quotient; see e.g. [7, 1.D.8]). Observe that Q
acts by automorphisms on the set of all index-p subgroups of P . Since Q is a p-group, the orbit-stabilizer
theorem implies that every orbit of this action has size a power of p. Since the number of index-p subgroups,
(pd − 1)/(p− 1), is coprime to p, one of these orbits has size one. In other words, some index-p subgroup,
P1 say, is fixed by Q. Therefore,
P1 =
⋃
g∈Q
(H ∩ P1)
g.
By the induction hypothesis, P1 ∩H = P1, so P1 ≤ H . Since P1 is fixed by Q, we cannot have H = P1. It
follows that H = P , completing the induction step, proving the lemma.
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Lemma 17. Let p be prime, and let q be a power of p. Let G = A × B, where A is an Abelian group of
exponent k dividing q − 1, and B is a finite p-group. Let G act linearly on a vector space V over Fq, where
the action by B is by automorphisms of V , and let U be a subspace of V such that the union of the images
of U under G cover V . Then U = V .
Proof. In the case k = 1, this follows from Lemma 16, applied with Q = B and P the additive group of
Fq (noting that the representation action of B on V corresponds to an action on P by automorphisms).
Suppose then that k > 1.
Every element of A (viewed as a linear endomorphism of V ) has minimum polynomial dividing Xk − 1,
which has k distinct roots in Fq (since X
k − 1 divides Xq−1− 1, which has q− 1 distinct roots in Fq), so the
elements of A are all diagonalisable. Since A is Abelian, its elements can be simultaneously diagonalised, so
V is the direct sum of the common eigenspaces. Since B commutes with A, it fixes each of these eigenspaces,
and therefore so does G. If U contains all of the eigenspaces, then we have U = V , as required. Hence,
we may assume that U ∩W ⊂ W for some eigenspace W . Then the images under G of U ∩W cover W .
However, every element of A acts as a scalar onW , and so fixes every subspace ofW . So the images of U∩W
under B cover W . The result for k = 1 now implies that U ∩W =W , contrary to our assumption.
Proof of Theorem 15. Let p be a prime. Let G = A×B, where A is an Abelian group of exponent k dividing
q − 1, and B is a finite p-group. Let q be a power of p, let V be a finite-dimensional vector space over Fq
and let (ρ, V ) be a representation of G. Let U ≤ V such that
⋃
g∈G ρ(g)(U) = V . By Lemma 17, we must
have U = V , proving the theorem.
Theorem 14 follows quickly from Theorem 15.
Proof of Theorem 14. If k | q − 1, then (k, p) = 1 so Ckpd ∼= Ck × Cpd . The group Ck has exponent k, and
the group Cpd is a p-group, so we can apply Theorem 15 with V = F
n
q , yielding Theorem 14.
We remark that Theorem 14, combined with some of our previous lemmas, determines completely the
zeros of h2.
Corollary 18. We have h2(n) = 0 if and only if n = 2
d for some d ∈ N ∪ {0}, and h2(n) = 1 if and only if
n = 3.
Proof. Applying Theorem 14 with k = 1 yields h2(2
d) = 0 for all d ∈ N. Trivially, h2(1) = 0, and it is easy
to see that h2(3) = 1. If n > 3 and n is not a power of 2, then n is either divisible by 6 or by some odd
number greater than 3. Let m be such a divisor. Lemma 2 implies that h2(m) ≥ 2 for all odd m > 3, and it
can be checked that h2(6) = 2. Hence, by Lemma 3, we have h2(n) ≥ h2(m) ≥ 2, proving the corollary.
It would be interesting to determine completely, for each prime power q > 2, the set {n ∈ N : hq(n) = 0}.
We remark that there are other zeros of h3 besides {k3d : k ∈ {1, 2}, d ∈ N} (those given by Theorem 14);
for example, h3(4) = 0.
6 Conclusion
For each prime power q, we have found infinitely many values of n such that hq(n) = ⌊logq(n)⌋ (these values
of n forming certain geometric series with common ratio q or a power of q), and also infinitely many values
of n such that hq(n) = 0 (these values of n forming geometric progressions (kp
d)d∈N, where q is a power
of the prime p and k | q − 1). This demonstrates that the behaviour of hq(n) as a function of n is very
irregular, depending heavily upon the prime factorization of n. It would be interesting to determine more
precisely the behaviour of hq(n) for n not of these forms. We remark again that the original question of the
first author, as to whether h2(n) tends to infinity as n tends to infinity over odd integers n, remains open,
as does Isbell’s conjecture.
Note added after peer review: Some time after a preprint of this paper first appeared on arXiv, Aaronson,
Groenland and Johnston [1] proved that h2(p) = 2 for any prime p such that 2 is a primitive root modulo
p; conditional on Artin’s conjecture (that there are infinitely many such primes p), this answers the original
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question of the first author in the negative. We remark that Artin’s conjecture is widely believed; indeed,
as shown by Hooley [6], it is implied by the Generalized Riemann Hypothesis. However, the first author’s
question remains open in the strict (i.e., unconditional) sense. In [1], Aaronson, Groenland and Johnston
prove several other elegant results on the problems we consider above; for example, they prove that if q is an
odd prime, and p > q is a prime such that q is a primitive root modulo p, then hq(p) = 0. It is known, by a
result of Heath-Brown [5], that for all but at most two primes q, there are infinitely many primes p for which
q is a primitive root modulo p, so the aforementioned result of Aaronson, Groenland and Johnson implies
(unconditionally) that for all but at most two odd primes q, hq(n) does not tend to infinity as n tends to
infinity over integers coprime to q.
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