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Abstract
Using original arguments about sets of integers satisfying some /rst-order formula of the Pres-
burger arithmetic 〈N;+〉, we give a new proof that the commutative closure of a slip-language
over a two letters alphabet is context-free.
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1. Introduction
In this note, we consider an alternative proof of a well-known result concerning
slip-languages (i.e., languages L such that (L) is a semilinear set, where  is the
Parikh mapping). The background of this work is related to the well-known Parikh’s
theorem: if L is a context-free language then (L) is a semilinear set. A natural
question is then the following. If M is a semilinear subset of Nk then is the language
−1(M) context-free?
In his beautiful paper [4], Latteux shows in particular that the commutative closure
−1((L)) of a slip-language L over a two letters alphabet is context-free. Here we
prove essentially the same result but using a diBerent approach. We emphasize on
simple techniques in combinatorics on words, namely the factorization of a word into
two subwords belonging to a given language. Clearly, we do not claim that our paper
is as rich or deep as [4]: we simply want to give easy arguments for this nice result.
Nevertheless, our proof leads to a general property about the /niteness of some sets
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of integers satisfying speci/c integral decompositions. For instance, we show that if
A1; A2 ∈N \ {0} then {n | (∀(m1; m2)∈N2)(m1A1 + m2A2 = n ⇒ m1¡m2)} is a /nite
subset of N.
In this paper, very few results about context-free languages are used in the proofs
and, therefore, no speci/c knowledge from the reader is required (we only use the
fact that image and inverse image of a context-free language by a homomorphism are
context-free).
2. Preliminaries
Let 
 be a /nite alphabet. We denote by 
∗ the free monoid with identity  generated
by 
. If w∈
∗ and ∈
, |w| is the number of occurrences of the letter  in
the string w and |w| is the length of w. If 
 = {1; : : : ; n}, the Parikh mapping is
given by
 : 
∗ → Nn : w 	→ (|w|1 ; : : : ; |w|n):
We use the notations of [2] for context-free grammars. Given a context-free grammar
G = (V; T; P; S), we denote  = V ∪ T . We de/ne two relations ⇒ and ⇒∗ between
strings over . If A →  is a production of P ⊂ V × ∗ and u, v are strings over
∗, then uAv ⇒ uv. The reLexive and transitive closure of ⇒ is ⇒∗. The language
generated by G is
L(G) = {w∈T ∗ | S ⇒∗ w}:
A language L is context-free if there exists a grammar G such that L= L(G).
A subset M of Nk is linear if there exists p0; p1; : : : ; ps ∈Nk such that
M =
{
p0 +
s∑
i=1
ipi | 1; : : : ; s ∈N
}
;
p0 is said to be the constant of M and the others pi’s are the periods of M . A set
is semilinear if it is a /nite union of linear sets. Let us recall Parikh’s theorem. If
L ⊂ 
∗ is context-free then (L) is a semilinear set.
Let w be a string over 
 and x; y; z ∈
∗. If w=xyz, then y is said to be a factor of
w (notice that x, y or z can be empty). If 0¡ |y|¡ |w| then y is said to be a proper
factor of w. Let k, l be such that k6 l6 |w|, we denote by w[k; l] the factor of w
starting at the kth position and ending at the lth one. We start the enumeration of the
letters of a word with 1.
3. A factorization property
Denition 1. Let L ⊂ 
∗ be a language. The set F(L) of the L-factorizable words
in 
∗ is de/ned recursively. A word w∈
+ = 
∗ \ {} is said to be L-factorizable
if there exist x; y; z ∈
∗ such that xz ∈L ∪F(L), y∈L ∪F(L), w = xyz and y is a
proper factor of w. We denote by N(L) = L \F(L) the set of words in L which are
not L-factorizable.
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Denition 2. Let X be a (/nite or in/nite) subset of T ∗ (S ∈ T ). We consider the set
P ⊂ {S} × ({S} ∪ T )∗ of productions
S →  | S x1 S · · · S xq S;
where x1 · · · xq ∈X and the xi’s are letters of T . We denote
LX = {w∈T ∗ | S ⇒∗ w}:
If X is /nite, observe that LX is the context-free language generated by G =
({S}; T; P; S). If X is in/nite, LX is in general not context-free.
Let L ⊂ 
∗ be a language containing . From these de/nitions we have that L ⊆
LN(L) =N(L) ∪F(L) and
L=LN(L)⇔F(L) ⊂ L
⇔ (∀x; y; z ∈
∗)((xz ∈L ∧ y∈L)⇒ xyz ∈L):
The following lemma is obvious.
Lemma 3. Let L be a language containing  such that F(L) ⊂ L and N(L) is 5nite.
Then L=LN(L) is a context-free language generated by a grammar with productions
of the form S →  | S x1 S · · · S xq S with x1 · · · xq in N(L).
4. The main results
In this section, 
 = {a; b}. Our aim is to show that if M ⊂ N2 is semilinear then
−1(M) is context-free. Let us /rst recall a well-known result.
Lemma 4 (Ginsburg and Spanier [1], Ito [3]). Every semilinear set is a 5nite union
of linear sets, each of which has linearly independent periods.
So we restrict ourselves to the case where M is a linear set of N2 with two linearly
independent periods. We /rst consider the case of a single period.
Proposition 5. Let p; q∈N. The language
L= {w∈
∗ | ∃∈N : (|w|a; |w|b) = (p; q)}
is context-free and generated by the grammar G = ({S}; {a; b}; P; S), where one of
the productions of P is S →  and the other (p+qq ) productions are
S → S x1 S x2 S · · · S xp+q S
with |x1 · · · xp+q|a = p and |x1 · · · xp+q|b = q.
Proof. If p or q vanishes then L is a regular language and the result is obvious. So
we may assume that p; q¿ 0. We want to apply Lemma 3. It is clear that F(L) ⊂ L.
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So we simply have to show that any word in L of length greater than p + q is
L-factorizable. To be more precise, we prove thatN(L) is /nite and equal to {w∈
∗ :
(|w|a; |w|b) = (p; q)} ∪ {}.
Let w∈L be a word of length n(p+q), n¿ 2. Consider the factors w[k; k+p+q−1]
of length p + q of w, 16 k6 (n − 1)(p + q) + 1. If such a factor contains exactly
p letters a then w is L-factorizable into two words belonging to L. Otherwise, let us
suppose that no factor of length p+ q contains exactly p letters a. Then there exist i
and j such that
|w[i; i + p+ q− 1]|a ¿p and |w[j; j + p+ q− 1]|a ¡p:
Indeed, if all the factors of length p+q contain more (resp. less) than p letters a then
w cannot belong to L. Observe also that for any k ∈{1; : : : ; (n− 1)(p+ q)}
|w[k; k + p+ q− 1]|a − |w[k + 1; k + p+ q]|a ∈{−1; 0; 1}:
So there exists ‘ between i and j such that |w[‘; ‘ + p + q − 1]|a = p. Hence the
conclusion.
Proposition 6. Let p1; q1; p2; q2 ∈N. The language
L= {w∈
∗ | ∃1; 2 ∈N: (|w|a; |w|b) = 1(p1; q1) + 2(p2; q2)}
is context-free.
Proof. Let Ai = pi + qi, i = 1; 2. First notice that
L= {w∈
∗ | ∃¿ 0: (|w|a; |w|b) = (p1; q1)}
∪{w∈
∗ | ∃¿ 0: (|w|a; |w|b) = (p2; q2)}
∪{w∈
∗ | ∃1; 2¿ 0: (|w|a; |w|b) = 1(p1; q1) + 2(p2; q2)}:
Thanks to Proposition 5, the /rst two sets in this union are context-free. The union
of context-free languages being again context-free, we only have to show that the last
language in the union is context-free. So in this proof, we may assume that 1; 2¿ 0.
Otherwise stated, we assume in the following that for any word w in L there exist
1; 2¿ 0 such that |w|= 1A1 + 2A2 and |w|a = 1p1 + 2p2.
To apply Lemma 3, we have to show that N(L) is /nite. To that end, we prove
that there is a /nite number of words in L which do not contain a proper factor of
length A1, A2 or A1 + A2 belonging to L.
If a proper factor of a word w∈L has a length A1 (resp. A2, A1 + A2) and contains
exactly p1 (resp. p2, p1 + p2) letters a then w is L-factorizable into two words
belonging to L. With the same reasoning as in the proof of the previous proposition,
we can therefore assume that for all the factors f1 (resp. f2, f12) of length A1
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(resp. A2, A1 + A2), we have one the following situations
|f1|a |f2|a |f12|a
¿p1 ¡p2 ¿p1 + p2
¡p1 ¿p2 ¿p1 + p2
¿p1 ¡p2 ¡p1 + p2
¡p1 ¿p2 ¡p1 + p2
and we shall consider only the /rst one. Let w∈L be a word having these properties
about its factors. There exists at least a couple (m1; m2)∈N2 such that
|w|= m1A1 + m2A2 (1)
and
|w|a = m1p1 + m2p2: (2)
Observe that if there exists a couple (m1; m2) such that (1) and (2) are satis/ed and
m1¿m2 then w cannot belong to L. Indeed, we can write
|w|= m2 (A1 + A2) + (m1 − m2)A1
and this latter equality corresponds to a decomposition of w into m2 consecutive
factors of length A1 + A2 and m1 − m2 consecutive factors of length A1 all having
too many letters a (in the case we are considering: |f1|a ¿p1 and |f12|a ¿p1 +p2).
So |w|a ¿m1p1 + m2p2 which contradicts (2).
To conclude the proof, it is enough to show that there is a /nite number of non-
negative integers n having a decomposition of the form n = m1A1 + m2A2 with
06m1¡m2 and no decomposition with m1¿m2¿ 0. In other words, we have to
show that the set
F = {n∈N | (∀(m1; m2)∈N2)(m1A1 + m2A2 = n⇒ m1¡m2)}
is /nite. This latter result is generalized in the following lemma. This being the case,
Proposition 6 is proved here.
In the rest of this paper, we denote N (m1; : : : ; mk) =
∑k
i=1 miAi.
Lemma 7. Let A1; : : : ; Ak be positive integers and ’(m1; : : : ; mk) be a 5rst-order
formula of the Presburger arithmetic 〈N;+〉 of the form
’(m1; : : : ; mk) ≡
r∨
i=1

mi ¡ k∑
j=r+1
ci; jmj

 ;
where 16 r ¡k and the ci; j’s are constants of 〈N;+〉. Then the set
F = {n | (∀(m1; : : : ; mk)∈Nk)(N (m1; : : : ; mk) = n⇒ ’(m1; : : : ; mk))}
is 5nite.
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Proof. Let us introduce some notation, for i; j∈{1; : : : ; k},
Pi;j =
lcm (Ai; Aj)
Ai
; P = sup
i; j
Pi; j and C = sup
i; j
ci; j :
If (x1; : : : ; xr)∈Nr is such that there exist j∈{1; : : : ; r} and .¿ 0 such that
xj = .+ CP(k − r)
r∑
i=1
Pj; i; (3)
then for any br+1; : : : ; bk such that bi ¡Pi;j for r ¡ i6 k, the integer n= N (x1; : : : ; xr ;
br+1; : : : ; bk) does not belong to F . Indeed, assume for the sake of simplicity that j=1
and that there exists . such that x1 satis/es (3). By de/nition of the Pi;j’s, it is clear
that
n=N (x1; : : : ; xr ; br+1; : : : ; bk)
=N
(
.+ CP(k − r)
r∑
i=1
P1; i ; x2; : : : ; xr ; br+1; : : : ; bk
)
=N (.+ CP(k − r); x2 + CP(k − r)P2;1; : : : ; xr + CP(k − r)Pr;1; br+1; : : : ; bk):
The coeMcients appearing in the latter decomposition of n do not satisfy the formula
’. Indeed, for the /rst coeMcient,
k∑
i=r+1
c1; ibi6C
k∑
i=r+1
Pi;16CP(k − r)
and therefore
.+ CP(k − r)¿
k∑
i=r+1
c1; ibi:
For t ∈{2; : : : ; r}, since Pt;1¿ 1 we have with the same reasoning
CP(k − r)Pt;1¿
k∑
i=r+1
ct; ibi:
So such an integer n= N (x1; : : : ; xr ; br+1; : : : ; bk) does not belong to F .
Let (yr+1; : : : ; yk)∈Nk−r . For i= r+1; : : : ; k, we compute the Euclidian division of
yi by Pi;1,
∃ai; bi ∈N: yi = aiPi;1 + bi and bi ¡Pi;1:
For any (x1; : : : ; xr)∈Nr , by de/nition of the Pi;j’s we have
N (x1; : : : ; xr ; yr+1; : : : ; yk) = N
(
x1 +
k∑
i=r+1
aiP1; i ; x2; : : : ; xr ; br+1; : : : ; bk
)
:
In view of the /rst part of this proof N (x1; : : : ; xr ; yr+1; : : : ; yk) does not belong to F
for x1 large enough. Consequently, N (m1; : : : ; mk) belongs to F only if m1 is bounded.
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With the same arguments m2; : : : ; mk have also to be bounded. To conclude the proof,
we show that mr+1; : : : ; mk must also be bounded. Let (x1; : : : ; xk)∈Nk and assume that
there exists ‘∈{r + 1; : : : ; k} such that
x‘ = .+ P‘;1 CP(k − r)
r∑
i=1
P1; i
for some .¿ 0. Then N (x1; : : : ; xk) is equal to
N (x1 + P1; ‘ CP(k − r)
r∑
i=1
P1; i ; x2; : : : ; x‘−1; .; x‘+1; : : : ; xk)
because P‘;1A‘ =P1; ‘A1. The /rst component in this latter decomposition satis/es (3),
we can again compute the division of xi by Pi;1 for i = r + 1; : : : ; k and conclude that
N (x1; : : : ; xk) does not belong to F .
Remark 8. Using the generalized version of Lemma 7 with k ¿ 2, we can obtain
directly an analogous of Proposition 6 for k periods instead of 2.
Using Proposition 6, we are now able to obtain the expected result about a linear
set with a constant and two periods.
Corollary 9. Let pi; qi ∈N, i = 0; 1; 2. The language
L= {w∈
∗ | ∃1; 2 ∈N: (|w|a; |w|b) = (p0; q0) + 1(p1; q1) + 2(p2; q2)}
is context-free.
Proof. Consider the alphabet 0= {a1; a2; b1; b2} and the homomorphisms
h : 0∗ → 
∗ = {a; b}∗ :
{
a1; a2 	→ a
b1; b2 	→ b
:
h1 : 0∗ → 
∗ :


a1 	→ a
b1 	→ b
a2; b2 	→ 
h2 : 0∗ → 
∗ :


a2 	→ a
b2 	→ b
a1; b1 	→ 
:
By Proposition 6, the language
C = {w∈
∗ | ∃1; 2 ∈N: (|w|a; |w|b) = 1(p1; q1) + 2(p2; q2)}
is context-free and therefore h−11 (C) is also context free. The language
D = {w∈
∗: (|w|a; |w|b) = (p0; q0)}
is /nite and therefore h−12 (D) is regular. The intersection of a regular language and a
context-free language being context-free, it is clear that
L= h(h−11 (C) ∩ h−12 (D))
is context-free.
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5. Examples
In this small section, we give some examples illustrating the results of this note.
We also show on an example that the commutative closure of a slip-language over an
alphabet of size greater than two is not necessarily context-free.
Example 10. The language {w∈{a; b}∗: |w|a = 2|w|b} is generated by the grammar
S → |SaSaSbS|SaSbSaS|SbSaSaS:
It is a consequence of Proposition 5.
Example 11. Consider the notation occurring in Proposition 6 and its proof. We have
proved that the set of words in L which do not contain a proper factor belonging to
L and of length A1, A2 or A1 + A2 is /nite. This set is not necessarily empty. We can
exhibit a word in a speci/c language L which is not L-factorizable. Let (p1; q1)=(3; 0)
and (p2; q2) = (2; 5). The word
w = baabaabaabaab
belongs to L but does not contain any proper factor of L. Indeed, the words of length
less than 13 in L belong to the commutative closure of the set
E = {a3; a6; a9; a12; a2b5; a5b5}:
Computer experiments show that #N(L)= 164. This set contains , a3, all the permu-
tations of a2b5, 102 permutations of (a2b)2ab3 and 39 permutations of (a2b)4b.
Example 12. Let p; q; r ∈N \ {0} and
L= {w∈{a; b; c}∗ | ∃∈N: (|w|a; |w|b; |w|c) = (p; q; r)}:
The commutative closure −1((L)) is equal to L but an application of the pumping
lemma shows that L is not context-free. Notice in particular that N(L) is an in/nite
subset of L.
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