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Variational quantum eigensolver (VQE) optimizes parameterized eigenstates of a Hamiltonian on
a quantum processor by updating parameters with a classical computer. Such a hybrid quantum-
classical optimization serves as a practical way to leverage up classical algorithms to exploit the
power of near-term quantum computing. Here, we develop a hybrid algorithm for VQE, emphasizing
the classical side, that can solve a group of related Hamiltonians simultaneously. The algorithm
incorporates a snake algorithm into many VQE tasks to collectively optimize variational parameters
of different Hamiltonians. Such so-called collective VQEs (cVQEs) is applied for solving molecules
with varied bond length, which is a standard problem in quantum chemistry. Numeral simulations
show that cVQE is not only more efficient in convergence, but also trends to avoid single VQE task
to be trapped in local minimums. The collective optimization utilizes intrinsic relations between
related tasks and may inspire advanced hybrid quantum-classical algorithms for solving practical
problems.
I. INTRODUCTION
Quantum computing exploits intrinsic quantum prop-
erties for computing. It promises to solve some outstand-
ing problems with quantum advantages[1–6], and is influ-
encing a broad of computational intensive areas, such as
quantum simulation [1, 7–9] and machine learning [10].
A variational approach for quantum computing sets pa-
rameters in a quantum circuit, and learn those parame-
ters through hybrid quantum-classical optimization [11–
27]. Such an approach is well suited for near-term quan-
tum processor, and receives lots of attention in recent
years [28]. Among them, variational quantum eigensolver
(VQE) aims to solve eigenvalues and eigenstates for quan-
tum systems [11, 13, 18, 19, 29]. The power of represent-
ing exponentially large wavefunction on quantum proces-
sors and effective hybrid quantum-classical optimization
of VQE enhances the ability to solve hard quantum prob-
lems.
In many practical problems, a group of related Hamil-
tonians needs to be solved. For instance, molecule elec-
tronic Hamiltonians under different bond lengths or an-
gles, or quantum many-body systems with different inter-
acting strengths. VQE can solve such a group of Hamil-
tonians one by one independently, without taking advan-
tage of previous results. However, those tasks are mostly
similar and related to each other, such that one can ex-
ploit intrinsic relations for more efficient optimization
that can require less quantum resources or avoid local
minimums for single tasks. This is also related to meta
learning that draws prior experience for new tasks [30–
32].
In this paper, we propose a hybrid quantum-classical
algorithm that can provide a collective optimization for
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VQE to solve a group of related Hamiltonians simulta-
neously. It evaluates gradients on the quantum proces-
sor and updates variational parameters on the classical
computer. Remarkably, the updating process general-
izes typically gradient descent into a collective version,
which updates variational parameters of different Hamil-
tonians simultaneously. This is achieved by a snake al-
gorithm [33, 34], originally developed in computer vi-
sion [33], which enforces a smooth condition on varia-
tional parameters of different Hamiltonians. We call this
collective VQE or cVQE. As demonstrations, we use the
cVQE to solve ground-state energies for several molecules
at different bond lengths. The advantages of collective
optimization are investigated and shown through the flow
of variational parameters. Remarkably, the snake algo-
rithm is revealed as a global optimizer, as collective mo-
tion of parameters for different tasks can pull a point of
parameters for a single Hamiltonian out of traps of local
minimums.
The paper is organized as follows. In Sec. II, we re-
view variational quantum eigensolver, and then propose
cVQE using the snake algorithm. In Sec. III, we present
results of several representative molecules using cVQE. In
Sec. IV, we investigate the snake algorithm as a global
optimizer. Finally, we give some further discussions and
a brief summary.
II. OPTIMIZATION FOR VARIATIONAL
QUANTUM EIGENSOLVERS
Solving eigenvalues and eigenstates for a given Hamil-
tonian is a basic task. Quantum computers provide
an avenue for solving eigenstate problems of quantum
systems effectively. Different quantum algorithms have
been developed for tracking this hard problem, such
as quantum phase estimation [35], variational quantum
eigensolver [11, 13], simulating resonance transition of
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2molecules on quantum processors [36, 37]. The VQE ap-
proach uses a parameterized quantum circuit to prepare
a wavefunction. The parameters are obtained by opti-
mizing the energy with the hybrid quantum-classical al-
gorithm.
To solve quantum systems on a quantum computer,
it is necessary to firstly map the original Hamiltonian
in a qubit (spin-half) Hamiltonian. For electronic sys-
tems, a nonlocal transformation such as Jordan-Wigner
transformation [38] or Bravyi-Kitaev transformation [39],
is required to firstly transform fermionic operators into
Pauli operators. For a quantum system of interest (e.g.,
molecules), the resulting qubit Hamiltonian typically has
many terms,
H =
∑
i
ciHi, (1)
where Hi can be written as a tensor product of Pauli ma-
trices, Hi = ⊗kσαkk . Here αk = x, y, z and k the index of
qubits. We now discuss how to solve a single Hamiltonian
and a group of related Hamiltonians, respectively.
A. Optimization by gradient descent
To find the eigenstate for a single H, one can use
an ansatz |ψ(θ)〉 = U(θ)|ψ0〉 to represent a candidate
ground state. Here |ψ0〉 is an initial state as a good
classical approximation as the ground state of H. For
instance, |ψ0〉 can be chosen as a Hartee-Fock state in
quantum chemistry. U(θ) is an unitary operator pa-
rameterized with θ, which can take quantum correlation
into consideration. As a variational method, the essential
task is to find parameters θ0 that minimizes the energy
E(θ) = 〈ψ(θ)|H|ψ(θ)〉. The optimization is a hybrid
quantum-classical one: the quantum processor runs the
quantum circuit and performs measurements to evaluate
E(θ); the classical computer updates parameters θ ac-
cording to received data from the quantum processor. To
obtain a quantum average of H, one can perform mea-
surements for each term Hi, as it is a tensor product
of Pauli matrices thus corresponds to a joint measure-
ment on multi-qubits. Measurements of all terms then
are added,
E(θ) =
∑
i
ci〈ψ(θ)|Hi|ψ(θ)〉. (2)
Optimization methods for updating parameters θ in gen-
eral can be categorized as gradient free [19, 23], such as
Nelder-Mead method, and gradient descent [18, 27, 29].
Gradient descent methods update parameters using in-
formation of gradients. On a quantum processor, cal-
culating gradient with respect to a target cost function
(here is E(θ)) can be obtained with the same quantum
circuit, using the shift rule [40, 41] or numeral differential.
Then parameters θ are updated with gradient descent as
θt = θt−1 − η ∂
∂θ
E(θt−1), (3)
where η is the learning rate or step size.
B. Collective optimization
In the above, variational quantum eigensolver solves
the eigenvalue problem for a single Hamiltonian. In prac-
tice, there may be a group of Hamiltonians to be solved.
For instance, what is needed in quantum chemistry usu-
ally is a potential surface, corresponding to ground state
energies for a molecule at different bond lengths or bond
angles. Of course, one can use VQE to solve Hamiltoni-
ans one by one. However, this does not exploit relations
between Hamiltonians. Here, we develop a more efficient
method that can collectively optimize all variational gate
parameters for different Hamiltonians at the same time.
The motivation behind collective optimization can be
presented as follows. Consider quantum chemistry prob-
lems. Two Hamiltonians should be close to each other if
their underlying molecules are the same and bond lengths
vary a little. In such a case, the same ansatz can be ap-
plied, and it is expected that optimized parameters of
wavefunction should be very close to each other. De-
noted θ0(λ) as the optimized parameter for Hamiltonian
H(λ), then θ0(λ) ∼ λ should form a continuous curve in
the space of θ and λ, which we call as enlarged parameter
space. We expect that the optimization of one Hamilto-
nian can help optimize other Hamiltonians with nearby
system parameters λ. We use gradient descent for the
optimization. Instead of updating a single point in the
parameter space, the optimization updates a sequence of
points in the enlarged parameter space, each point corre-
sponding to a Hamiltonian. At the continuous limit, this
is an optimization of a string.
Now let us elaborate on a concrete algorithm. To in-
corporate a snake algorithm, the cost function should
consider energy of the snake itself, and can be written as
follows:
L[θ(λ)] =
∫ λT
λ0
(L(θ(λ)) + E(θ(λ))) (4)
Here E(θ(λ)) = 〈ψ(θ(λ))|Hλ|ψ(θ(λ))〉 is the local poten-
tial the snake feels and the internal property is
L(θ(λ)) = α|∂θ(λ)
∂λ
|2 + β|∂
2θ(λ)
∂2λ
|2, (5)
where α and β terms make the snake stretchable and
bendable [33, 34], respectively.
Solving the snake can be achieved by minimizing Eq. 4,
which can converted to solve a differential equation(see
Eq. A1 in the Appendix). For this we discrete the snake
as a sequence of parameters at different bond lengths ri =
(θi(λ1),θi(λ2), ...,θi(λM )), where i is the i-th component
3for each θi(λm). Then, the discrete snake can be solved
iteratively as
rti = (ηA+ I)
−1
(
rt−1i − η
dE(rt−1)
dri
)
(6)
where E(r) =
∑
m E(θλm), and A is a pentadiagonal
banded matrix with nonzero elements depending on α
and β. Details can be found in the Appendix A. Com-
pared with Eq. (3), Eq. (6) can be viewed as a collective
gradient descent, as the later is reduced to the former at
α = β = 0.
There is an issue for incorporating the snake algorithm
into optimizing variational quantum eigensolver. The
equilibrium condition Eq. (A2) (or Eq. (A1)) is actually
not the original one dE(θ(λi))dθ(λi) = 0, as there are interac-
tions between neighbor θ(λi). As a result, optimization
with a gradient flow using Eq. (6) may not give the re-
quired optimal results. In practice, nevertheless, this is-
sue may be largely ignored, as explained in the following.
For neighbor λi, it can expected that θ(λi+1)+θ(λi−1) ≈
2θ(λi)) and θ(λi+2) + θ(λi−2) ≈ 2θ(λi)) once the op-
timization is good enough and M is large enough. It
can be checked that the first term of Eq. A2 can be ap-
proximated as zero, which is consist with the equilibrium
condition for VQE, namely by omitting the first term.
In practice, we can introduce a decaying matrixA(t) =
A0 exp(−tΓ) in the optimization process. For large t
limit, this become the gradient descent of Eq. 3. An
analog may be made with the annealing methods widely
applied for optimization. Internal forces play the role
of temperature. Initially, internal forces are large and
parameters for different Hamiltonians flow in the space
collectively. With decaying internal forces flows of dif-
ferent parameters become more independent. This may
inspire us that the snake algorithm may help avoid the
optimization to be trapped in a local minimum for a sin-
gle VQE, which will be investigated at Sec. IV.
III. APPLICATION OF CVQE FOR
MOLECULES
In this section, we apply cVQE for several represen-
tative molecules, including molecular hydrogen, Lithium
hydride and Helium hydride cation and present their re-
sults. The numerical simulations are performed by us-
ing Huawei HiQsimulator framework [42]. It is shown
that ground state energies are obtained with great ac-
curacy compared with results using variational quantum
eigensolver for Hamiltonian at each bond length alone.
Remarkably, variational parameters for ground states of
Hamiltonians at different bond lengths collectively flow
to optimal values. We present the main results and de-
tails of the calculation of Hamiltonians for all molecules
at different bond lengths as well as their wavefunction
ansatz are put in Appendix. B.
A. Molecular hydrogen
For H2, we consider an effective qubit Hamiltonian in-
volves two qubits, following Ref. [19]. The unitary cou-
pled cluster (UCC) ansatz is used, with unitary operator
U(θ) = exp(−iθσx0σy1 )
performing on Hartree-Fock reference state is |01〉. We
chose 54 points uniformly from bond lengths ranging
from 0.25 a.u. to 2.85 a.u. Effective Hamiltonians corre-
sponding to those bond lengths are obtained with Open-
Fermion [43] Variational parameters are randomly ini-
tialized. We set α = 0.1, β = 3, η = 0.5 in the Eq. (6)
(note that A depends on α and β). Ground state en-
ergies at different bond lengths fit perfectly with ideal
results. Remarkably, variational parameters for different
bond lengths, while initialized randomly, quickly form a
smooth curve and evolve to the target optimal values, as
shown in Fig. (1). This can be understood as a collective
optimization process that exploits intricate relations be-
tween VQE tasks for Hamiltonians with different bond
lengths.
B. Lithium hydride
For LiH, STO-6G basis is used to construct the elec-
tronic Hamiltonian, which is mapped into a qubit Hamil-
tonian with BK transformation. Following Ref. [19],
three orbitals are chosen that the final qubit Hamilto-
nian evolves three qubits. The UCC operator U(θ1, θ2) =
exp(−iθ1σx0σy1 ) exp(−iθ2σx0σy2 ) performs on an initial
state |111〉. The operator can be taken as two UCCs,
and each can be decomposed as in the Eq.(5). Effective
Hamiltonians are calculated with OpenFermion from 50
bond lengths, uniformly chosen from 0.3 a.u. to 5.0 a.u.
Variational parameters are randomly initialized. We set
α = 0.1, β = 3, η = 0.2 in the Eq. (6). It can be seen
in Fig. (1) that potential surface fit well with ideal re-
sults. Evolution of variational parameters turns to be
rather impressive. Unlike the case of molecular Hydro-
gen, there are two parameters for each VQE, and thus all
points form a curve in the parameter space. The initial
curve is random (due to random initialization) and is far
away from the target. Nevertheless, the curve flows to
the target curve by both shifting and changing its shape.
Such a collective optimization process strikingly reminds
of the behavior of a crawling snake.
C. Helium hydride cation
We now turn to consider Helium hydride cation, which
is a more complicated molecular carrying one positive
charge. Under STO-3G basis, four qubits are required
to describe the Hamiltonian [17]. To capture essen-
tial quantum correlation, the UCC ansatz should in-
clude a two-particle scattering component [17]. The
4FIG. 1. Collective optimization with the snake algorithm for molecules at different bond lengths. The first row shows the target
energies and optimization results for the cVQE algorithm, and the second row presents optimization process of variational
parameters. The left, the middle and the right columns correspond molecules H2, LiH and HeH
+, with one, two, and three
variational parameters, respectively.
unitary operator can be written as U(θ1, θ2, θ3) =
exp(−iθ3σx0σx1σx2σy3 ) exp(−iθ2σx1σy3 ) exp(−iθ1σx0σy2 ). Ef-
fective Hamiltonians are calculated with OpenFermion
from 30 bond lengths, ranging from 0.25 a.u. to 2.5 a.u.
Hyper parameters for the snake are set as α = 0.1, β =
3, η = 0.2 in the Eq. (6). As there are three variational
parameters, their evolution can be visualized as a crawl-
ing snake in a three dimensional space. Although ini-
tialized randomly, the snake becomes more smooth and
moves to the target position. This again demonstrates
the feature of the snake algorithm as a collective opti-
mization process.
IV. NONCONVEX OPTIMIZATION OF CVQE
In the above, we have applied cVQE for solving
ground-state energies of several molecules at different
bond lengths. The process of optimization shows that pa-
rameters for different bond lengths evolve more smoothly,
a remarkable feature of the snake algorithm for collective
optimization. In this section, we further reveal that the
snake algorithm trends for a global optimization, avoid-
ing to be trapped at local minimums.
A. Snake algorithm for nonconvex function
We first use a toy example to illustrate how a collec-
tive optimization with the snake algorithm can avoid an
FIG. 2. Optimization for a group of Styblinski-Tang functions
parameterized with t (0 ≤ t ≤ 6). f(x; t) = 1
2
(x4−16x2 + tx).
(a). The landscape for a ST function has two minimums for
fixed t. (b). Optimizations with gradient descent and the
snake algorithm. It is shown that local minimums are often
achieved by gradient descent why the snake algorithm can
mostly achieve global minimums.
optimization process to be trapped in local minimums.
We consider to minimize the Styblinski-Tang (ST) func-
tion [44], a nonconvex function used to benchmark op-
timization algorithms, defined as f(x) = 12
∑N
i=1 x
4
i −
16x2i + tixi. To illustrate the mechanism of the snake al-
gorithm for nonconvex optimization, we take N = 1 and
consider a group of ST functions, parameterized with t as
f(x; t) = 12 (x
4−16x2+tx), where t ≥ 0. For fixed t, there
are two minimums locating at ±x0(t) and the global one
locates at −x0(t) (assuming x0(t) > 0). However, those
traps are deep that a optimizer may be easily trapped
at local minimums, especially for optimizers based on
5FIG. 3. Optimization processes for nonconvex function. (a).
Optimization by gradient descent. The flow of x at fixed t
depends on the sign of initial value x0, and if x0 is positive
then the optimization goes to the local minimum. (b). Opti-
mization by the snake algorithm. It can be seen that almost
all x flow to global minimums collectively, even if they are
initialized as positive and negative randomly.
FIG. 4. Nonconvex optimization for hydrogen molecule with
the cVQE algorithm. (a). Optimization results using both
the cVQE algorithm (marked as cVQE) and gradient de-
scent (marked as GD).(b). Evolving of parameters θ1 for the
optimization process using the cVQE algorithm (greed line)
and gradient descent(red triangular).(c). The landscape for
VQE of hydrogen molecule has several different minimums.
The random initial point flows to global minimum in cVQE
metheod and to a local minimum in gradient descent.
gradient descents. The snake algorithm, although using
gradient descent, can avoid this issue. As seen in Fig. (2),
most optimal points for different TS functions locate at
global minimums. This is because all points are intercon-
nected and can be optimized collectively. Initially, there
are some points located at traps of global minimums with
random initialization. Then, those points will pull other
point out of traps of local minimums, as seen in Fig. (3)b.
Such a mechanism can explain why the snake algorithm
can be used as an optimizer for nonconvex function.
B. Nonconvex optimization for VQE
For variational quantum eigensolver, an expectation of
Hamiltonian with regard to the variational wavefunction
ansatz is in general a nonconvex function of variational
parameters. As for illustration, we still consider the hy-
drogen molecule with the same Hamiltonian as Eq.(B1),
but the wavefunction ansatz is changed to
U(θ1, θ2) = exp(−iθ2(aσx0 + bσx1 )) exp(−iθ1σx0σy1 ).
Here a and b are fixed and we set a = 2, b = 1.5 for
instance. Compared to the origin unitary coupled clus-
ter ansatz, there is an extra term exp(−iθ2(aσx0 + bσx1 )).
As seen in Fig. (4)b, the landscape has several different
minimums. The global one locates at the center, corre-
sponding to θ2 = 0. This is expected as the case of θ2 = 0
the wavefunction respects particle conservation, which is
required for the system of hydrogen molecule. A simple
gradient descent as Eq. (3) may lead to local minimums,
once initially parameters of (θ1, θ2) are in traps of local
minimums (Fig. (4)a). In fact, θ2 corresponding to those
local minimums are far from zero, as seen in Fig. (4)c.
However, the snake algorithm can perfectly overcome the
issue of local minimums for optimizing VQE. During the
optimization process, θ1 at different bond lengths evolve
collectively. The curve connecting different θ2 becomes
more smooth when approaching the target. Meanwhile,
and all θ1 shrink to zero. Those present nice feature for
nonconvex optimizations that are often met in VQE for
quantum chemistry problems.
V. DISCUSSION AND SUMMARY
Optimization is a key component for variational quan-
tum eigensolvers. Here we have incorporated the snake
algorithm for optimization of a group of VQE to find
ground state energies for a molecular at different bond
lengths. As the first step for collective optimization for
quantum chemistry/many-body problems, it is expected
that cVQE can be tested on more general wavefunction
ansatzes. We have applied the unitary coupled cluster
ansatz for quantum chemistry problem, and only con-
sider a small number of variational parameters. For many
quantum chemistry/many-body problems, more varia-
tional parameters are required and also other wavefunc-
tion ansatzes may be more suitable [29]. The snake algo-
rithm can be studied for such high dimensional optimiza-
tion problem. It is expected that the snake algorithm
can help to escape local minimums that often appear in
a high-dimensional landscape.
In summary, we have incorporated the snake algo-
rithm to optimize variational quantum eigensolvers for
a group of Hamiltonians. The cVQE has been used to
solve ground states of molecules at different bond lengths
simultaneously, which is enhanced by the collective op-
timization. Remarkably, we have demonstrated that the
6snake algorithm is a global optimizer, as the collective
motion of variational parameters for different tasks can
help pull parameters out of traps of local minimums.
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Appendix A: Collective gradient descent
In this section, we give details of deriving Eq. (6). The
snake is determined from the least action principal. This
is achieved by minimizing L[θ(λ)]. By Euler-Lagrange
equation, this leads to a fourth-order differential equa-
tion,
α
∂2θ(λ)
∂2λ
+ β
∂4θ(λ)
∂4λ
+
dE
dθ(λ)
= 0. (A1)
Here E =
∫ λT
λ0
E(θ(λ)). The last term of Eq.(A1) should
be evaluated on a quantum processor, which makes
Eq. (A1) rather special and it is expected a solution with
a hybrid quantum-classical algorithm.
The Eq. (A1) should be solved numerally in a discrete
version. M different parameters are chosen uniformly
from [λ0, λT ] as {λ1, λ2, ..., λM}, and λT − λ0 = Mδ.
Using finite difference, the second and forth orders of
differentials turns to be Eq. (A1),
[θ(λi+1)− 2θ(λi) + θ(λi−1)] /δ2,
[θ(λi−2)− 4θ(λi−1) + 6θ(λi)− 4θ(λi+1) + θ(λi+2)] /δ4
respectively. Then we have
Ari +
dE(r)
dri
= 0, i = 1, 2, ..., N. (A2)
For convenience we also introduce ri =
(θi(λ1),θi(λ2), ...,θi(λM )), and denote E(r) =∑
i E(θλi). A is a pentadiagonal banded matrix
with nonzero elements (under the periodic condition),
Ai−2,i = Ai,i−2 = β, Ai−1,i = Ai,i−1 = −α − 4β,Ai,i =
2α+ 6β, where δ2 and δ4 are absorbed accordingly.
Following Ref.[33], the equation Eq. (A2) can be solved
by introducing gradient flow (with an explicit Euler step,
so it uses Arti instead of Ar
t−1
i ),
−r
t
i − rt−1i
η
= Arti +
dE(rt−1)
dri
, (A3)
which leads to Eq. (6).
Appendix B: Hamiltonians and unitary cluster
ansatz
Solving eigenvalues of electronic structures of
molecules is the central problem for quantum chemistry.
The ground-state energy is especially important as it
largely determines the chemical properties of molecules.
The electronic Hamiltonian for a molecule consists of
nuclear charges and electrons with Coulomb interac-
tions. By Born-Oppenheimer approximation locations of
nuclear are fixed. The electronic Hamiltonian is usually
reformulated in the second quantized formulation,
with a basis of N molecular orbitals that are a linear
combination of atomic orbitals. This can reduce the
infinite dimension space of the original real space into a
finite Hilbert space. Solving eigenvalues and eigenstates
can be done in this subspace. The dimensionality N can
be adjusted for the sake of precision demanded.
In the second quantization, the Hilbert space still
grows exponentially with the number of orbitals N . It is
important to only consider orbitals that contribute signif-
icantly to the low state energy. In practices, only active
orbitals are considered, and inactive ones, such as occu-
pied orbitals very close to the nuclear, or outside empty
orbitals are ignored. This leads to an effective electronic
Hamiltonian that allows for feasible solutions.
The electronic Hamiltonian is fermionic and still can
not be solved on a quantum processor. To map fermionic
operators into qubit operators, one can refer to Jordan-
Wigner transformation or Bravyi-Kitaev transformation.
Those transformations are nonlocal and may introduce a
tensor product of a string of Pauli matrices in the qubit
Hamiltonian.
We consider three kinds of molecules, molecular hy-
drogen and Lithium hydride, and helium hydride cation.
Their qubit Hamiltonians with varying bond lengths
are calculated with the open source software Open-
Fermion [43], following setups in Ref.[19] for hydrogen
and Lithium hydride, and Ref.[17] for helium hydride
cation.
For H2, and STO-3G minimal basis are adopted, the
final effective qubit Hamiltonian involves two qubits,
which can be written as
HH2(λ) = c0(λ)I + c1(λ)σz0 + c2(λ)σz1 + c3(λ)σz0σz1
+ c4(λ)σ
x
0σ
x
1 + c5(λ)σ
y
0σ
y
1 . (B1)
Here, coefficients ci(λ) depend on the bond length λ and
their values can be found in the code. The Hartree-Fock
reference state is |01〉.
For LiH, STO-6G basis is used to construct the elec-
tronic Hamiltonian, which is mapped into a qubit Hamil-
tonian with BK transformation. Following ref.cite, three
orbitals are chosen that the final qubit Hamiltonian
7evolves three qubits,
HLiH(λ)
= c0(λ)I + c1(λ)σz0 + c2(λ)σz1 + c3(λ)σz2 + c4(λ)σz0σz1
+c5(λ)σ
z
0σ
z
2 + c6(λ)σ
z
1σ
z
2 + c7(λ)σ
x
0σ
x
1 + c8(λ)σ
x
0σ
x
2
+c9(λ)σ
x
1σ
x
2 + c10(λ)σ
y
0σ
y
1 + c10(λ)σ
y
0σ
y
2 + c11(λ)σ
y
1σ
y
2
(B2)
The reference state is |001〉.
For the above two effective qubit Hamiltonians, we
adopt simple unitary coupled cluster ansatz [11, 17, 19,
45, 46], which can establish entanglement between dif-
ferent qubits and thus take quantum correlations into
account. For H2, the unitary operator is
U(θ) = exp(−iθσx0σy1 )
and the wavefunciton ansatz is U(θ)|01〉. The parameter
θ can character the degree of entanglement the electron
and the hole. For LiH, the UCC ansatz is
U(θ1, θ2) = exp(−iθ2σx0σy2 ) exp(−iθ1σx0σy1 ),
and the wavefunciton ansatz is U(θ1, θ2)|111〉. U(θ1, θ2)
can be decoupled as two entanglers that establish an en-
tanglement of the zeroth and the first orbitals, the zeroth
and the second orbitals, respectively. Two parameters θ1
and θ2 characterize the degrees of entanglement, corre-
spondingly.
We also consider helium hydride cation (HeH+). Un-
der STO-3G basis, its qubit Hamiltonian includes both
two, three and four spin interactions.
HHeH+(λ) = c0I +
3∑
i=0
ciZi +
3∑
i,j=0
(zijZiZj + xijXiXj + yijYiYj) +
1∑
i=0
t3(XiZi+1Xi+2 + YiZi+1Yi+2)
+f0X0X1Y2Y3 + f1Y0Y1X2X3 + f2X0Y1Y2X3 + f3Y0X1X2Y3
+f4X0Z1X2Z3 + f5Z0X1Z2X3 + f6Y0Z1Y2Z3 + f7Z0Y1Z2Y3.
(B3)
An UCC ansatz for HHeH+(λ) should consider both first
and second excitation. Following ref. [17], we use
U(θ1, θ2, θ3) =
exp(−iθ3σx0σx1σx2σy3 ) exp(−iθ2σx1σy3 ) exp(−iθ1σx0σy2 ).
(B4)
The wavefunciton ansatz is U(θ1, θ2, θ3)|0011〉.
To implement the above ansatzes on quantum proces-
sors, we need to decompose Hamiltonian evolution of
one-particle transition and two-particle transition into
a set of universal quantum gates involving single-qubit
rotations and two-qubit CNOT gate, as can be seen in
Fig (5) The decomposition makes the UCC operator im-
plementable on quantum chips. Moreover, variational
parameters only appear in a single-qubit rotation Rz(θ).
Thus, an analytic gradient can be evaluated using the
shift rule.
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