mixing distribution for each time period are different.
48
Some previous studies use non-parametric modelling techniques to predict 49 warranty claims. Wasserman and Sudjianto (1996) use the multi-layer per- vector regression to build time series models and regression models to predict 57 warranty claims and conclude that these models outperform MLP and RBF 58 neural networks. It is known that, when the form of the failure rate is known,
59
that is, the underlying failure generating process is known, the parametric 60 methods can outperform the non-parametric methods. We will consider such 61 a comparison in our future work.
62
In this study, we focus only on Poisson processes, which are often used as fore-63 casting tools in applications such as forecasting demand for inventory control 64 of spare parts (Kennedy et al., 2002; Lindsey and Pavur, 2009; Syntetos et al., its extensions. The NHPP models are widely used in reliability and warranty claim data analysis (see Kalbfleisch et al. (1991) ; Lawless (1998) 
70
The remainder of this paper is structured as follows. Section 2 discusses the 71 over-dispersion phenomenon in warranty claims data and presents a brief re-72 view of literature concerned with modelling warranty data considering this 73 phenomenon. Section 3 presents models that can deal with over-dispersion, 74 namely, mixed non-homogeneous Poisson process and Cox process models.
75
Section 4 presents case studies based on warranty claims data collected from 76 an electronics manufacturer. Section 5 discusses the strengths and weaknesses 77 of the models presented in Section 3. Section 6 draws conclusions from this 78 study.
79 Table 1 Notation t months since the date of manufacture.
d i,t number of warranty claims in month t from production batch of month i. The warranty data used for the case study in this paper are collected from 81 a leading electronics manufacturer and consist of two parts, see 
insurance data and warranty data might exhibit over-dispersion (Kalbfleisch 92 et al., 1991) , where the variance to mean ratio is larger than 1.
93
Warranty data, as shown in 
112
This is due to the fact that shipment amounts do not accurately represent 113 manufactured amounts, and thus introduce additional variation into the data.
114
Similar results were obtained for other products.
115 Figure 2 shows the variance to mean ratio for Product 2. It is clear from the 116 figure that the variance is larger than the mean at any given month t. Kalbfleisch et al. (1991) and Kalbfleisch and Lawless (1996) on a product unit level. tically distributed (iid) according to the same probability distribution G(·).
164
They consider an intensity function conditioned on Z i given by λ( 
202
The variance of M t is larger than its mean as long as Var(µ t ) > 0. When
203
Var(µ t ) = 0 for all t, we have a conventional non-homogeneous Poisson process. 
210
The increments of the NHPP are independent from each other. Let the inten-211 sity function of the NHPP be µ t = S t t−1 h(x)dx, where S is the total number 212 of products shipped out. The probability of observing n claims in any given 213 month is given by:
215
The mean of the NHPP is variable with time as opposed to a constant mean 216 of the homogenous Poisson process. The expected value and the variance of 217 M t are equal, E(M t ) = Var(M t ) = µ t , that is, the variance to mean ratio is 1 218 for any given t. is justified by its flexibility and the resulting mathematical tractability. Then, 227 the probability of observing n claims in any given month is given by (see
228
Appendix A for derivation):
The expected value of M t is given by
231 which can be derived based on µ t = αS t t−1 h(x)dx as given above and the 232 law of total expectation. And the variance is given by
which can be derived using Eq. (4) and the law of total variance.
234
We can therefore obtain the variance to mean ratio, which is given by
236
It is clear that the variance to mean ratio is larger than 1 for b > 0 and that the variance resulting from such heterogeneity be variable with time.
251
The increments of the Cox process are independent from each other. Let
then the probability of observing n claims in interval (t − 1, t] is given by:
257
and the variance is given by
259
The variance to mean ratio is given by
261
It is clear that this ratio is dynamic and depends on both b t and h(x). 
271
The distribution of D K is estimated based on the available data. Therefore,
272
the uncertainty of D K should also reflect the uncertainty of the parameter 273 estimates. However, when the available data is large enough, we can assume 274 that the uncertainty of the parameter estimates is negligible. In this paper,
275
we assume that the uncertainty of the parameter estimates is negligible and 276 that the estimated parameters are the "true" parameters.
277
In the case of NHPP, D K is distributed according to a Poisson distribution 
285
Prediction intervals can be estimated by obtaining the appropriate percentiles 286 of the cdf, and its corresponding pdf (probability density function) is given by
287
Eq. (17). This can be done by evaluating the cdf using Monte Carlo simulation.
288
That is, 
Since, E(M t ) is a gamma random variable for 297 all t, E(D K ) is the sum of independent gamma random variables. The ana-298 lytical form of the pdf of the sum of independent gamma random variables is 299 given in (Sim, 1992) . As the case with the mixed Poisson process, the quantiles 300 of the F D K (·) can be found using Monte Carlo simulation.
301
5 Case studies
302
We consider five products from the same manufacturer. These products are the prediction accuracy, we use data of the next 12 months.
310
We compare the forecasting performance of the following models:
311
• Non-homogeneous Poisson process (NHPP).
312
• Mixed non-homogeneous Poisson process (MPP) with E(α) = 1.
313
• Cox process (CP) with E(α t ) = 1 for all t, and Var(α t ) = 1/c t , where 314 c t = a t = b t . For the models considered here we assume that c t = γt. The 315 main reason for this is that we expect the variance of α t to decrease with 316 time, which leads to decreasing over-dispersion over time, as observed in the 317 warranty claim dataset we have.
318
For products considered in this study, the claim rate increases in the first 319 several months and then starts to drop off. As a result we have a unimodal 320 curve for the claim rates. Such a curve can be modelled by several different 321 functions including some probability density functions. However, after some 
325
For all of the above models, the h(x) is chosen to be the hazard rate function of the inverse Weibull distribution and given by:
328
The claim rates for the products considered in this paper are shown in Figure   329 4. Thus, the NHPP model has two parameters, whereas the MPP and CP 330 models have three parameters, respectively.
331
The log-likelihood functions for the above models are the logarithm of the 332 corresponding likelihood functions given by L =
The model performance is assessed with both the log-likelihood value and the 334 commonly used Akaike information criterion (AIC). The prediction accuracy 335 is measured in terms of normalised rooted mean squared error (NRMSE). as the models that take into account the dynamic over-dispersion.
Results of model fitting
345 Table 3 Log-likelihood and Akaike information criterion (AIC) estimated using non- We can draw the following conclusions from this study.
376
• Over-dispersion in warranty data can often have a dynamic nature with a 377 possible trend.
378
• The over-dispersed data can be modelled with both mixed Poisson processes 379 and Cox processes. The Cox processes offer more flexibility and allow to set 380 a certain functional structure on the dynamic over-dispersion.
381
• The case study shows that models specifically tailored for dealing with over-382 dispersion fit the data better and have better prediction accuracy than the 383 models based on NHPP.
384
In our future studies we will consider the forecasting performance of Pois- 
Using the Bayes' theorem we can derive the probability of observing n events 477 in (t, t + ∆t] given N (t) = N . g(α|N (t) = N ) is proportional to: 
H(t)).

480
Thus, the probability of observing n claims in (t, t + ∆t] is given by 
