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Résumé et mots clés
Grâce à une analyse asymptotique, l’optimisation d'un récepteur utilisant un décodage source-canal
conjoint (DSCC) impliquant un code LDPC est considérée pour les systèmes itératifs suivant : 
(a) récepteur source-canal conjoint optimisé,
(b) récepteurs compatibles avec des applications non conjointes,
(c) le récepteur tandem optimal supposant une compression de source parfaite,
(d) le récepteur tandem classique.
Des résultats d’optimisation et de simulation sont proposés pour différents rendements et longueurs de
mots de code.
Décodage source-canal conjoint, codes LDPC, EXIT charts, systèmes itératifs.
Abstract and key words
Using an asymptotic analysis, the optimization of a receiver using joint source-channel decoding involving LDPC codes
is performed for the following iterative systems:
(a) optimized joint source-channel receiver,
(b) backward compatible iterative receiver,
(c) optimal tandem receiver assuming a perfect source compression,
(d) classical tandem receiver.
Optimization and simulation results are provided for different code rates and codeword lengths.
Joint source-channel decoding, LDPC codes, EXIT charts, iterative receiver.
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1. Introduction
Le récepteur optimal associé à un décodeur conjoint source-
canal pouvant être trop complexe, on s’intéresse à des récep-
teurs sous-optimaux de type itératifs. Les récepteurs source-
canal conjoints itératifs sont des récepteurs de type « turbo » où
les itérations ne sont plus concentrées dans le décodeur de canal
mais se font entre un décodeur de source et un décodeur de
canal à entrées et sorties souples. Le but est alors d’exploiter au
mieux la redondance résiduelle et la structure de la source afin
d’améliorer les performances en réception. On trouve ainsi, par
exemple, un codeur source concaténé avec un code convolutif
dans [3] et un système doublement itératif mettant en jeu des
turbo-codes comme codeur de canal dans [9]. Dans [12], un
code LDPC (Low Density Parity Check) est utilisé comme code
correcteur, ce choix étant motivé par la facilité d’optimisation
de la structure du code LDPC, ce qui a permis d’obtenir un
récepteur asymptotiquement optimisé pour une source et un
code source associé donnés. Ainsi les auteurs proposent-ils une
méthode d’analyse et d’optimisation pour obtenir la structure du
récepteur, optimisée sous approximation gaussienne.
Cependant, les codes obtenus par cette méthode, si ils permet-
tent d’atteindre de bonnes performances pour le système
conjoint, n’offrent pas nécessairement des performances satis-
faisantes lorsqu’ils ne sont plus considérés conjointement. Il est
pourtant intéressant en pratique d’avoir des systèmes qui offrent
de bonnes performances à la fois dans un cadre source-canal
conjoint et dans un cadre tandem. La question est alors de savoir
quels peuvent être ces récepteurs et si ils offrent un bon com-
promis de performances sur les deux types d’applications ? Il
est donc proposé ici de considérer cette optimisation du récep-
teur source-canal conjoint pour les systèmes itératifs suivant :
(a) récepteur source-canal conjoint optimisé, (b) récepteurs
compatibles avec des applications non conjointes, (c) le récep-
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teur tandem « optimal » supposant une compression de source
parfaite, (d) le récepteur tandem classique. 
L’article est organisé comme suit : le paragraphe 2 présente le
système itératif et les hypothèses considérées. L’analyse asymp-
totique de convergence du récepteur conjoint est alors briève-
ment décrite au paragraphe 3. L’optimisation du récepteur
conjoint dans les différents cas d’application précités est ensuite
discutée au paragraphe 4. Enfin, des résultats d’optimisation et
de simulations sont fournis au paragraphe 5 et les conclusions et




Dans la suite de l’article, le canal de propagation considéré est
le canal sans mémoire à Bruit Additif Blanc Gaussien (BABG)
et la modulation considérée est de type MDP-2 (modulation de
phase à 2 états). Pour des raisons pratiques d’implantation, nous
supposons le code LDPC systématique. Une itération globale de
décodage est composée d’une itération de décodeur LDPC 
suivie d’une itération du décodeur source. Comme dans de 
nombreux travaux, nous supposerons ici la synchronisation des
données effective au niveau paquet (mot de code). Le graphe
factoriel correspondant au système proposé est représenté en
figure 1. 
L’algorithme de propagation de croyances (BP) [13] est utilisé
pour le décodage itératif du code LDPC et un Maximum 
A Posteriori (MAP) [1] pour le décodeur de source. Pour les
besoins de l’optimisation nous considérons une approche
Figure 1. Représentation graphique du récepteur conjoint.
asymptotique, supposant des mots de code de taille infinie et un
nombre infini d’itérations. Ceci permet alors de considérer tous
les messages transitant dans le graphe comme étant indépen-
dants. Cependant, des résultats de simulations seront fournis
dans le cas de mots de code de tailles longues et moyennes. 
Une des originalités de notre système est, contrairement aux
approches classiques, de ne pas considérer d’entrelaceur entre le
décodeur LDPC et le décodeur de source souple, et ceci pour
deux raisons principales. Premièrement, la présence de l’entre-
laceur est généralement requise du fait de la corrélation engen-
drée par le décodeur MAP sur le treillis du code canal (pour des
approches turbo classique) et du code source de type Huffman
[3]. Dans le cas d’un couplage de code de type Huffman avec un
code LDPC, l’entrelaceur interne du LDPC permet à lui seul de
garantir l’indépendance des messages transitant dans le graphe.
La deuxième raison est une raison fonctionnelle liée à l’optimi-
sation : celle-ci repose en effet sur l’hypothèse que le décodeur
source a connaissance du type de degré auquel il est connecté.
Cette hypothèse permet alors de considérer la réponse du déco-
deur source comme stationnaire pour des nœuds consécutifs de
même degré de connexion. C’est une hypothèse qui nous per-
met d’écrire de manière semi-analytique l’évolution de l’infor-
mation mutuelle dans tout le graphe sous approximation gaus-
sienne des messages transitant dans le graphe. Notons que, du
fait du caractère systématique du code, nous aurons à différen-
cier bits d’information et de redondance, ce qui supposera une




Pour mener une analyse asymptotique de convergence, c’est-à-
dire établir les conditions de convergence à taille de mot de code
infinie, il faut pouvoir suivre au cours des itérations des para-
mètres caractérisant l’évolution des quantités d’information
transitant dans le graphe du récepteur turbo. Dans le cas de
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récepteurs utilisant des codes LDPC, il est possible [5] [6] de
relier ces paramètres d’évolution à la structure même du code à
faible densité, qui est définie ici spécifiquement dans le cadre de
l’application au décodage source-canal conjoint en introduisant
la distinction entre nœuds de données d’information et nœuds
de données de redondance. On obtient alors une formule analy-
tique d’évolution de l’information mutuelle sous approximation
gaussienne dépendant de la fonction EXIT chart du codeur
source [4], de la variance du bruit sur le canal et de la structure
du codeur LDPC, de laquelle on peut dériver la condition de sta-
bilité assurant la convergence du système. 
3.1. Paramétrisation
Le paramètre monodimentionnel considéré pour l’analyse
asymptotique est l’information mutuelle associée à chaque mes-
sage rapport logarithmique de vraisemblance (Log-Likelihood
ratio, LLR) transitant dans le graphe associé au récepteur [4] [5]
[6]. Le décodeur source ne fournissant une information extrin-
sèque que sur les bits d’information, on distinguera, parmi les
nœuds de données du codes LDPC, les nœuds de données asso-
ciés aux bits d’information et ceux associés aux bits de redon-
dance (voir Figure 2). À l’itération de décodage , on note x ()cv ,
x
I ()
vc (i), x R()vc (i) , x ()vs (i) et x ()sv (i) respectivement l’information
mutuelle en sortie des nœuds de parité, l’information mutuelle
associée aux messages entre les nœuds de données associés aux
bits d’information (I) de degré i et les nœuds de parité, l’infor-
mation mutuelle associée aux messages entre les nœuds de don-
nées associés aux bits de redondance (R) de degré i et les nœuds
de parité, l’information mutuelle associée aux messages entre
les nœuds de données de degré i et le décodeur source et enfin
l’information mutuelle en sortie de décodeur source. On définit
x
()
vc comme l’information mutuelle à l’entrée des nœuds de
parité (après l’entrelaceur π). On a donc un mélange de x I ()vc (i)
et x R()vc (i) . En figure 2 sont représentées les différentes quanti-
tés d’information mises en jeu au niveau des nœuds de données
et la manière dont elles transitent dans le graphe. 
Dans le cadre d’une approximation gaussienne [5], l’informa-
tion mutuelle est une fonction de la moyenne des messages LLR
Figure 2. Messages transitant dans les différents nœuds de données. À gauche sont représentés les messages transitant
par les nœuds associés aux bits d’information, et à droite ceux transitant par les nœuds associés aux bits de redondance.
associés et est donnée par la fonction J (.) [4] :




log2 (1 + e−v)exp




Pour le code LDPC, ρ = [ρ2,. . . ,ρtrmax ] , λI = [λI2,
. . . , λItcmax ] et λR = [λR2 , . . . , λRtcmax ] représentent respecti-
vement la proportion de branches du graphe connectées avec
des nœuds de parité de degré de connexion { j, j = 2,
. . . , trmax } , la proportion de branches du graphe connectées
avec des nœuds de données d’information de degré de
connexion {i,i = 2, . . . ,tcmax } et la proportion de branches du
graphe connectées avec des nœuds de données de redondance
de degré de connexion {r,r = 2, . . . ,tcmax } . trmax (resp. tcmax)
est le degré de connexion maximum pour un nœud de parité
(resp. pour un nœud de données). On définit également les vec-
teurs associés λ = [λI ,λR], 1/tc = [1/2,. . . ,1/tcmax ] et
1/tr = [1/2,. . . ,1/trmax ] . Dans la suite, les quantités
{λ˜Ii , i = 2 . . . tcmax } et {λ˜Rr , r = 2 . . . tcmax } désigneront respec-
tivement les proportions de nœuds de données associés à des
bits d’information et les proportions de nœuds de données asso-
ciés à des bits de redondance. La relation de passage entre les



















Le canal de propagation étant le canal BABG, la moyenne des
messages LLR associés aux observations du canal est donnée
par µ0 = J−1(x0) = 2/σ 2 avec σ 2 la variance du bruit du canal. 
3.2. Évolution de l’information mutuelle
Dans le cadre d’une approximation gaussienne de la densité des
messages pour le décodeur LDPC et le décodeur source, les
équations décrivant l’évolution de l’information mutuelle au
sein du récepteur conjoint sont les suivantes [11] [12] :
• Mise à jour des messages pour les nœuds de données :
x I ()vc (i) = J(µ0 + (i − 1)J−1(x (−1)cv ) + J−1(x (−1)sv (i)))













• Mise à jour des messages pour les nœuds de parité :
x ()cv = 1 −
trmax∑
j=2
ρj J(( j − 1)J−1(1 − x ()vc )) (2)
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• Mise à jour des messages du décodeur LDPC vers le décodeur
source :
x ()vs (i) = J (µ0 + i J−1(x ()cv )), ∀i = 2,. . . ,tcmax (3)
• Mise à jour des messages en sortie de décodeur source :
x ()sv (i) = T(x ()vs (i)), ∀i = 2,. . . ,tcmax (4)
où T(.) est la fonction EXIT chart associée au décodeur source,
généralement obtenue par méthode de Monte Carlo comme
dans [7] en utilisant une approximation gaussienne. La combi-
naison des équations (1), (2), (3) et (4) donne l’évolution com-
plète de l’information mutuelle
x (+1)vc = F([λI ,λR],x ()vc ,µ0) (5)
pour laquelle les conditions à l’initialisation sont
∀i = 2 . . . tcmax, x (0)sv (i) = 0 and x (0)cv = 0. 
Les équations (1) et (2) sont les équations standards de l’évolu-
tion de l’information mutuelle [6] [11] pour un code LDPC avec
une prise en compte (dépendante du degré de connexion) de la
moyenne des messages provenant du décodeur source.
L’équation (3) traduit le transfert d’information entre le décodeur
canal et le décodeur source (somme des messages LLR entrant à
la sortie du nœud). Et enfin, l’équation (4) s’appuie sur l’hypo-
thèse de stationnarité de la réponse du décodeur source souple. 
Remarque : le cas considéré étant celui d’une concaténation
série avec le décodeur source comme décodeur externe, sa fonc-
tion de transfert T (.) est indépendante du rapport signal à bruit
du canal. L’estimation par Monte-Carlo de T (.) est alors réali-
sée une seule fois, et une approximation fonctionnelle de T (.)
est utilisée pour l’optimisation.
3.3. Condition de stabilité
La condition F([λI ,λR],x,µ0) > x , ∀x ∈ [0,1] assure la
convergence au point fixe x = 1 de l’équation (5), correspon-
dant à une probabilité d’erreur nulle. Cette condition est alors
donnée par F ′([λI ,λR],1,µ0) < 1. 
Utilisant les résultats fournis par [14] sur la dérivée de la fonc-
tion J (.), la condition de stabilité est donnée par la proposition
suivante :
Proposition 1. Sous approximation gaussienne et évolution de
l’information mutuelle, la condition de stabilité au point fixe est
donnée par






ρj ( j − 1)
(ii) Si T (1) < 1 :
λI2e





ρj ( j − 1)
avec M = J−1(T(1)).
Remarque : Notons que si T (1) → 1, M → +∞ , et ainsi que
la condition (i i) conduit à la condition (i).
La condition de stabilité n’est plus comme sur les canaux stan-
dards [13] une condition ne dépendant que du canal, mais elle
dépend aussi de la fonction de transfert T(.) du décodeur source
(décodeur externe). La condition de stabilité est en effet fonc-
tion de la réponse de la fonction de transfert au point T(1) . 
On peut aussi tenter de rapprocher l’expression obtenue à la
condition de stabilité pour un canal gaussien sans mémoire.
Sous évolution de densité [13], cette condition de stabilité est




j ρj ( j − 1), où λ2 est la proportion
totale de branches connectées à des nœuds de données de degrés
2 (condition que l’on retrouve si l’on considère l’évolution de
l’information mutuelle sous approximation gaussienne pour ce
canal [11]). On peut alors donner une interprétation sur la
condition liée aux degrés 2 dans le cas source-canal conjoint.
Quand T (1) = 1, la condition de stabilité est identique à celle
du canal gaussien en restreignant la condition aux nœuds de
données associés à la parité. On peut en effet interpréter la
branche de retour du décodeur source vers le décodeur LDPC
comme une branche virtuelle supplémentaire au graphe. Ainsi
tous les nœuds d’information sont virtuellement connectés à
i + 1 branches, mais ceci n’est pas vrai pour les nœuds associés
à la redondance. Les seuls nœuds de degrés 2 seront donc ceux
de la redondance, et sont donc les seuls à être contraints pour la
stabilité asymptotique, car ils ne bénéficient pas de la diversité
supplémentaire qu’apporte finalement le décodeur source aux
bits d’information. Quand T (1) < 1, cela signifie que l’en-
semble du décodeur source sature en une valeur seuil : cette
valeur seuil n’est limitante que pour les nœuds de degré deux
(d’après les équations), on n’a alors pas complètement le béné-
fice de la branche « virtuelle » évoquée précédemment, d’où
une condition portant sur la redondance et l’information (le
terme λI2 étant pondéré par un terme reflétant la qualité asymp-
totique du canal de retour du décodeur source). 
4. Optimisation 
du récepteur joint
Dans cette section sont décrites différentes stratégies d’optimi-
sation : le récepteur conjoint optimisé (optimisation DSCC) et
les récepteurs compatibles avec des applications non conjointes
(optimisation compatible non-DSCC). 
4.1. Optimisation DSCC
Selon les équations (1) et (5), nous pouvons voir que l’évolution
de l’information mutuelle est une fonction linéaire des para-
mètres λIi , i = 2 . . . tcmax et λRr , r = 2 . . . tcmax. Et elle ne néces-
site que de connaître la fonction de transfert du code source.
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Comme nous nous intéressons à l’optimisation du code LDPC,
il a été proposé de minimiser le seuil de convergence du système
complet [12]. De manière analogue au canal BABG, cela sup-
pose de passer par deux étapes : la première étape consiste en la
maximisation du rendement, puis vient la minimisation du seuil
de convergence à proprement parlé. 
4.1.1. Maximisation du rendement
Comme indiqué dans [5], maximiser le rendement R est équi-








De plus, nous avons une contrainte sur les proportions, due au
fait que les codes LDPC considérés sont systématiques, qui
implique la relation suivante sur les proportions de nœuds











Comme nous le voyons, contraintes et fonction de coût sont
linéaires en λ pour ρ et σ 2 fixés. L’optimisation des paramètres
du code LDPC irrégulier peut s’écrire sous la forme d’un pro-
blème d’optimisation que l’on peut résoudre par programmation
linéaire lorsque l’on considère le rendement comme fonction de
coût à maximiser [12]. Pour ρ(x) (polynôme associé au vecteur




avec les contraintes 
[C1] proportions : 1λ = 1 et 1/tcλR = 1/trρ ,





[C3] condition de stabilité : λI2e−
M








ρj ( j − 1)
4.1.2. Minimisation du seuil
En utilisant l’étape précédente, on recherche pour ρ(x) fixé, la
valeur maximale σ 2 pour laquelle on atteint le rendement cible
R qui nous donne alors la valeur de seuil δρ = 1/(2Rσ 2) . Il
reste maintenant à réaliser cette optimisation pour différentes
valeurs de ρ et choisir le couple solution (λ,ρ) qui minimise la
valeur du seuil δρ. Une façon pertinente de fixer ρ(x) est de
réduire le polynôme à un polynôme défini avec deux degrés voi-
sins ρ(x) = ρj x j−1 + (1 − ρj )x j [5]. Le paramètre d’optimisa-
tion sur ρ(x) est alors réduit au degré moyen des nœuds de
parité ρ . 
Ainsi, pour un rendement de codage cible R, par recherche suc-
cessive sur σ 2 et ρ(x) , on obtient les paramètres optimaux
(λ,ρ) , donnant le meilleur seuil de convergence
δ∗ = (Eb/N0)opt sous approximation gaussienne. 
4.2. Optimisation compatible non-DSCC
En pratique, les contraintes système font qu’il est souvent sou-
haité que le codeur canal conçu puisse offrir de bonnes perfor-
mances sur un canal donné avec ou sans interactions avec le
décodeur source. Pour un canal de transmission donné standard
(BABG par exemple), il est possible de déterminer les para-
mètres du code LDPC permettant d’approcher le plus proche
possible de la capacité du canal. Ce code est alors un candidat
naturel pour notre récepteur compatible. D’un point de vue
théorique (approche asymptotique utilisant le seuil de conver-
gence comme critère de performance), tous les mappings d’in-
formation sont équivalents. D’un point de vue pratique cepen-
dant, le mapping d’information consistant à allouer les bits d’in-
formation aux nœuds les plus connectés permet de minimiser la
probabilité d’erreur bit moyenne à nombre d’itérations fini.
Nous notons ce mapping M0. Compte tenu de la dissymétrie
information/redondance dans le cadre source-canal conjoint,
différents mappings conduisent à des seuils de convergence dif-
férents et donc rien ne garantie que le mapping M0 soit optimal
du point de vue asymptotique pour des applications compa-
tibles. La question est alors : quel est le mapping optimal M∗?
Quels sont ses performances ? 
En considérant la méthode d’optimisation (7), le mapping opti-
mal M∗ en terme de seuil de convergence est obtenu simple-
ment par ajout de la contrainte suivante :
[C4] ∀k = 2...tcmax ,λIk + λRk = λ(a)k
λ
(a)
k est la proportion de branches connectées à des nœuds de
données de degré k pour le code optimisé sur le canal considéré
(ici le canal BABG). 
5. Résultats
Sans perte de généralités, le décodeur source considéré est un
décodeur de codes source de type Huffman à entrées et sorties
souples (Variable Length Code, SISO-VLC). Le code de source
considéré en exemple et la source de symboles correspondante
sont issus de [3] : on considérera donc dans la suite le code
C = (00,11,010,101,0110) . Les probabilités associées sont
P = (0.33,0.30,0.18,0.10,0.09) . L’entropie associée et la lon-
gueur moyenne d’un mot de code source sont données respecti-
vement par H = 2.14 et l = 2.46 bits/symboles. La redon-
dance résiduelle est alors Rs = H/l = 0.86992. Le décodeur
de source SISO-VLC est un décodeur MAP sur le treillis bit du
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code [2]. La fonction de transfert T (.) du décodeur source est
estimée par méthode de Monte Carlo [7]. Pour le code source
utilisé, l’EXIT chart simulée donne T (1)  1. On considérera
par ailleurs des degrés concentrés pour ρ(x) [5]. L’optimisation
pour différentes valeurs de ρ = ρ j + (1 − ρ)( j + 1) est réali-
sée pour obtenir le code avec le meilleur seuil de convergence
pour tcmax = 30 , R = 1/2 et R = 2/3. Le rendement global est
RT = Rs R = 0.43496 pour le système avec un code de rende-
ment R = 1/2 et RT = 0.5799 pour celui avec le code de ren-
dement R = 2/3. Pour une modulation de type MDP-2, la
limite de Shannon pour le canal BABG donne les rapports
signal à bruit théoriques optimaux Eb/N0 = −0.0957 dB et
Eb/N0 = 0.5734 dB pour RT = 0.43496 et RT = 0.5799 res-
pectivement. 
5.1. Résultats d’optimisation
Dans le cadre de l’optimisation DSCC, le seuil de convergence
théorique δ∗ = 1/(2 ∗ RT ∗ σ 2) du récepteur conjoint global
est une fonction de ρ . Par optimisation successive, on peut mon-
trer qu’il existe, à la fois pour les rendements R = 1/2 et
R = 2/3, une valeur minimal δ∗ qui nous donne alors les para-
mètres optimaux (λ,ρ) pour le récepteur conjoint. Ceci est
illustré à la figure 3 où sont également reportés les seuils théo-
riques de Shannon (traits horizontaux). Pour R = 1/2 et
R = 2/3, les valeurs optimales de ρ minimisant le seuil de
convergence sont respectivement ρ = 7.91 et ρ = 12.46 . Pour
ces mêmes rendements, en utilisant une représentation polyno-
miale [5], le profile du code pour les distributions des branches
connectées à des nœuds de données est donné par
λ(x) = λI (x) + λR(x) détaillé Table 1. 
Notons que ces seuils de convergence théoriques sont ceux obte-
nus dans le cadre d’une approximation gaussienne en utilisant
l’évolution de l’information mutuelle. L’obtention des seuils
asymptotiques exacts n’est accessible que par évolution de den-
sité [13], qui dans le cadre d’applications source-canal pourrait
être développée en suivant le modèle de [10] pour la turbo-éga-
lisation (la caractérisation de la fonction de transfert de l’égali-
seur est elle aussi obtenue par Monte-Carlo). On peut également
remarquer que contrairement au cas classique d’optimisation de
code pour le canal BABG où l’on sait les seuils optimistes (les
seuils trouvés par cette méthode peuvent « surpasser » la capa-
cité [6]), les seuils obtenus semblent être pessimistes (On n’at-
teint jamais la limite théorique dans l’exemple traité). 
Dans le cadre de l’optimisation compatible non DSCC, l’opti-
misation des profiles des codes est réalisée tout d’abord pour le
canal BABG pour tcmax = 30 , R = 1/2 et R = 2/3 sous
approximation gaussienne [5] en utilisant l’évolution de l’infor-
mation mutuelle [14]. Pour chaque rendement de codage, les
mappings M0 et M∗ sont ensuite déterminés, en utilisant pour
M∗ la méthode d’optimisation (7) avec la contrainte addition-
nelle C4 . Les résultats sont donnés Table 2. Il s’avère que, en
fonction du rendement considéré, il est possible de trouver un
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5.2. Résultats de simulation
Pour le décodage itératif, la règle suivante est adoptée : le déco-
dage itératif est arrêté si l’on trouve un mot de code valide (cal-
cul du syndrome après chaque itération) ou le nombre maxi-
mum d’itérations autorisé est atteint (contrainte de délai). Pour
nos simulations, le nombre d’itérations maximum est fixé arbi-
trairement à 150. Examinons maintenant les résultats obtenus
pour des tailles de mots de code longues et moyennes. Dans les
deux cas, la longueur des mots de codes est choisie de façon à
avoir le même nombre de symboles sources par trame. Cela
nous permet alors de comparer le taux d’erreur paquet (TEP),
ainsi que le taux d’erreur bit (TEB) pour les différents rende-
ments et récepteurs considérés. Principalement, cinq systèmes
pour deux rendements différents seront comparés :
(i) le récepteur optimisé source canal conjoint (DSCC-opt). 
(i i) le récepteur source-canal conjoint utilisant un code opti-
misé pour le canal BABG et utilisant le mapping M0 (BABG-
opt M0). 
(i i i) le récepteur source-canal conjoint utilisant un code opti-
misé pour le canal BABG et utilisant le mapping M∗ (BABG-
opt M∗) (seulement pour RT = 0.43496). 
(iv) le schéma tandem optimal (T-opt) : la source est supposée
parfaitement compressée et codée avec un code de rendement
RT optimisé sur le canal BABG.
(v) le schéma tandem « classique » (TD): la source est supposée
codée avec le code VLC considéré, puis le train binaire obtenu est
codé avec un code de rendement R optimisé sur le canal BABG.
Figure 3. Seuil de convergence optimal δ∗ en fonction de ρm = ρ . 
Les lignes en pointillés donnent le seuil optimal au sens de Shannon pour le rendement global RT.
Table 1. Distributions associés aux nœuds 
de variables pour les codes optimisé source-canal.
λ(x) R = 1/2 R = 2/3
I  R  I  R
λ2 0.1130  0.2216  0.1896  0.1608 
λ3 /  0.0475 /  / 
λ4 0.0830  /  /  /
λ5 0.1201  /  0.1837  / 
λ7 /  /  0.0635  / 
λ9 0.0588  /  0.0306  / 
λ10 0.1044 /  0.0145  / 
λ11 /  /  0.0587  / 
λ30 0.2516 /  0.2986  /
mapping M∗ différent de M0 donnant le meilleur seuil de
convergence pour un système compatible. Cependant, la diffé-
rence semble localisée sur les degrés les plus bas, comme on
peut le voir Table 2 pour R = 1/2. On peut également remar-
quer que pour le rendement R = 2/3, les mappings M0 et M∗
sont équivalents. 
Le décodage est alors réalisé en utilisant un décodage itératif du
code LDPC suivi d’un décodage souple du code VLC. 
Par comparaison des courbes de TEP et TEB des figures 4 et 5,
le récepteur DSCC-opt présente de meilleures performances
que les récepteurs BABG-opt M∗ et BABG-opt M0. Pour les
deux rendements, le seuil de convergence (zone d’avalanche)
est amélioré de 0.4 dB. Les récepteurs BABG-opt M∗ et
BABG-opt M0 ont des performances finalement assez proches.
Pour le TEP, le récepteur DSCC-opt est à moins de 0.1 dB du
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récepteur T-opt pour RT = 0.43496, et à 0.15 dB pour
RT = 0.5799 : le but de notre récepteur source-canal conjoint
semble atteint, i.e. avoir une exploitation efficace de la redon-
dance résiduelle pour s’approcher le plus près possible de la
limite donnée par T-opt. De plus, pour RT = 0.43496 (resp.
RT = 0.5799), le gain obtenu est de 0.4 dB (resp. 0.5 dB) entre
le système turbo LDPC-décodeur source souple et le décodeur
tandem classique, et atteint presque 0.8 dB (resp. 0.9 dB) pour
le décodeur source canal optimisé.
Table 2. Mappings avec optimisation compatible non-DSCC. 
Notons que pour R = 2/3 , les mappings M0 et M∗ sont équivalents.
R = 1/2 R = 1/2 R = 2/3
λ(x) M∗ M0 M0 =M∗
I  R  I  R  I  R 
λ2 0.0080  0.2022 /  0.2102  0.0348 0.1345 
λ3 0.1641  0.0301  0.1777  0.0165  0.2011  / 
λ5 0.0435  /  0.0435 / 0.0008 / 
λ7 0.1400 /  0.1400 / 0.1964  /
λ8 0.1044 /  0.1044 / 0.0926 /
λ30 0.3036 /  0.3036 / 0.3388  /
Figure 4. TEB (haut) et TEP (bas) en fonction de Eb/N0 pour N = 30000, R = 1/2 .
Les mêmes observations que pour les tailles de mots de code
longs peuvent être faites pour les figure 6 et 7. Cependant,
contrairement à ce que l’on peut observer sur les courbes précé-
dentes, un plancher d’erreur intervient aux alentours de 10−3
pour les courbes de TEP, et une réduction de la pente pour les
courbes de TEB. Une étude des profiles des codes montre que
la présence de nœuds de données de degrés 2 semble pénaliser
la partie informative pour les schémas DSCC (faible robustesse)
car des nœuds de données de degrés 2 sont possibles pour la
partie informative (dus au gain symptotique d’une branche vir-
tuelle provenant du décodeur source, ce qui est discutable à
taille finie). 
Pour vérifier cette hypothèse, l’optimisation DSCC pour
R = 1/2 a été réalisée en imposant des degrés strictement supé-
rieurs à 2 sur la partie informative. L’analyse de ce nouveau
schéma DSCC-2 sur les figures 4 à 7 montre une perte sur le
seuil de convergence (degrés de liberté supprimés à l’optimisa-
tion), mais semble donner une amélioration du plancher d’er-
reur à taille moyenne. Il apparaît donc que la complexité de
mise en œuvre de ce type de systèmes réside dans la capacité à
construire un turbo-récepteur pour lequel on soit capable de
réduire l’influence des degrés 2 sur le plancher d’erreur. La
construction de matrices maximisant la taille des cycles mini-
maux (algorithme PEG [8]) et/ou réduisant l’influence des
nœuds degrés 2 sur la partie informative (algorithme ACE [15])
est alors à considérer pour des mots de code de petite et
moyenne taille. Cependant compte tenu de l’aspect conjoint du
récepteur source-canal, cette construction devrait être réalisée
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en considérant le graphe joint décodeur source-décodeur LDPC,
ce qui suppose une possible extension des algorithmes existants
et qui dépassent les objectifs de cet article. On envisagera donc
l’optimisation conjointe spécifique pour les tailles finies comme
une perspective à ces travaux.
6. Conclusion
Dans cet article, différents schémas de décodage source-canal-
conjoint impliquant un décodeur LDPC comme codeur canal
sont comparés pour des tailles de mots de code et rendements
différents. L’analyse des résultats montre que le récepteur opti-
mal permet d’accroître les performances vis-à-vis des autres
schémas. Pour les systèmes compatibles avec des applications
non conjointes, le mapping naturel généralement utilisé semble
offrir d’aussi bonnes performances que le mapping optimal.
L’apparition de planchers d’erreur à taille moyenne incite à
développer des études pour une optimisation spécifique à taille
finie. Une future étude possible concerne l’allocation de la
redondance entre source et code de canal de manière optimale. 
Au-delà de l’application source-canal, cette méthode d’analyse
et d’optimisation peut s’appliquer directement à tout système
itératif impliquant un code LDPC en tant que code interne. On
peut aussi montrer que l’on peut généraliser cela à une structure
où le code LDPC est en code externe (de type turbo-égalisation
par exemple).
Figure 5. TEB (haut) et TEP pour (bas) en fonction de Eb/N0 pour N = 22500, R = 2/3 .
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Figure 7. TEB (haut) et TEP pour (bas) en fonction de Eb/N0 N = 3072, R = 2/3 .
Figure 6. TEB (haut) et TEP pour (bas) en fonction de Eb/N0 N = 4096, R = 1/2 .
Annexe
Utilisant l’expression développée de l’équation (5), nous pou-
vons écrire
F (x) = FI (x) + FR (x)
où FI (.) et FR(.) sont associées respectivement à l’évolution de
l’information mutuelle sur les nœuds associés aux bits d’infor-
mation et à l’évolution de l’information mutuelle sur les nœuds
associés aux bits de redondance. 
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avec 
µ = J−1(1 −
trmax∑
j=2
ρj J(( j − 1)J−1(1 − x))).
Utilisant un résultat de [14], pour µ grand, nous avons
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Ce qui nous donne l’expression finale de la dérivée de FR(.) au
point x = 1 :
dFR
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1
2σ 2 . (9)
• En supposant que la fonction de transfert T(.) admet une déri-
vée à gauche au point x = 1 (limx→1− T′(x) = L , i.e. il n’existe
pas d’asymptote verticale pour le graphe de T (.) au point x = 1.
c’est une hypothèse naturelle si on considère que le point x = 1
est toujours défini pour un décodeur souple réel), la dérivée de
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avec η(µ) = J−1(T(J(µ0 + iµ))) .
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µ0 + (i − 1)µ + η(µ)
Comme limµ→+∞ η(µ) = limµ→+∞ J−1(T(J(µ0 + iµ)))
= J−1(T(1)), deux cas sont à distinguer :
(i) T (1) < 1 : cela implique que limµ→+∞ η(µ) = M avec M











− (µ0+M)4 , i = 2
0 , i ≥ 3
(i i) T (1) = 1 : nous supposerons alors valable l’équivalence
suivante η(µ) ∼ µ0 + iµ pour µ suffisamment grand : cette
hypothèse est l’écriture directe de η(µ), en considérant que
pour x → 1, T (x) ∼ x (on est, rappelons-le, dans le cas
T (1) = 1). En reportant cette équivalence dans l’expression de







J′(µ0 + (i − 1)µ + η(µ))
J′(µ) = 0
Finalement, la condition de stabilité peut s’exprimer de la façon
suivante :
(i) T (1) < 1 :
λI2e
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