ABSTRACT. We complete our investigations of mean convergence of Lagrange interpolation at the zeros of orthogonal polynomials p"(W it is necessary and sufficient that a > \/p. This is, essentially, an extension of the Erdos-Turan theorem on Li convergence. In an earlier paper, we analyzed convergence for all/? > 1, showing the necessity and sufficiency of using the weighting factor 1 + Q for all p > 4. Our proofs of convergence are based on converse quadrature sum estimates, that are established using methods of H. Konig.
1. Introduction and results. In this paper, we continue our investigation from [2] of mean convergence of Lagrange interpolation at zeros of orthogonal polynomials for Erdos weights. Recall that Erdos weights have the form W 1 = e~2 Q , where Q: R -* IR is even and of faster than polynomial growth at infinity. The archetypal example is Here exp^ = expf exp(exp(-• •))) denotes the A>th iterated exponential.
Given a weight W: R -> R such as those above, we can define orthonormal polynomials
Pn(x) = Pn(W\x) = l nX " + • • • , 7" = 7"(^2) > 0, satisfying
J-oo
We denote the zeros of p n by -00 < X nn < Xn-l,n < Xn-2,n < < X 2n < X\ n < OO.
The Lagrange interpolation polynomial to a function/: R -• R at {xjn}j = i is denoted by L n [f] . Thus if (P m denotes the class of polynomials of degree < m, and £j" G tP n -\, 1 < j < n, are the fundamental polynomials of Lagrange interpolation at {XJ"}J =1 , satisfying then ( 
1-3)
Lnm(x) = tA*Jn)tj*{x).
7=1
In [2] , we investigated mean convergence of L" [-] for the following class of Erdos weights: DEFINITION T
(x):=l+xQ"(x)/Q'(x)
is increasing in (0, oo), with (1.5) lim T(x) = oo; 7(0+) := lim T(x) > 1.
x->oo x-v0+
Moreover, we assume that for some C\, C2, C3 > 0, (1.6) C, < 7Xr) / (^^) < C 2 , *>C 3 , and for every e > 0, (1.7) r(*) = o(<2(*) £ ), JC-OO.
Then we write W G £1. The principal example of fT = e~® G *£i is W k^a = exp(-(?£,«) given by (1.2) with a > 1. Another (more slowly decaying) example of W = e~Q G £1 is given by Q{x) := exp[(log(4 + x 2 ))^], (3>l,A large enough.
The behaviour of T(x), efc., for these weights is discussed in greater detail in [2] , [7] . The first results for mean convergence of Lagrange interpolation for a class of Erdos weights appeared in [9] , and the first "sharp" results appeared in [2] . Following is the main result of [2] It was also shown in [2] that even iff vanishes outside a fixed finite interval, we need a factor like (1 + Q)~A with A large enough in (1.8), if p > 4. We remarked there that for p < 4, the weighting factor 1 + Q is unnecessarily strong. After all, Q grows faster than any polynomial. Let us recall the Erdos-Turan theorem, as extended by Shohat (see [3, Ch. 2, p. 97]). Iff: R --> R is Riemann integrable in each finite interval, and there exists an even entire function G with all non-negative Maclaurin series coefficients such that
For the nice weights in 5>i, a result of Clunie and Kovari [1, Thm. 4, p. 19 ] allows us to choose G with
Here and in the sequel, the notation involving ~ means that the ratio of the two sides is bounded above and below by positive constants independent of x. (Later on, the dependence will be on n and possibly other parameters). Thus we can ensure that ( [4] , [5] , we use also estimates and results from [7] , [8] . However the reader need only have a copy of [2] available for reading this paper.
This paper is organized as follows: In Section 2, we gather technical estimates from other papers. In Section 3, we prove a converse quadrature sum inequality using the same methods as H. Konig used in [4] , [5] . In Section 4, we prove the sufficiency conditions of Theorem 1.3 and 1.4, and in Section 5, we prove the necessity conditions of Theorems 1.3,1.4, and also prove Theorem 1.5. At a first reading, it is best to skip the technical Section 2, and concentrate on Section 3. Then read Sections 4 and 5, and finally return to Section 2.
We close this section by introducing more notation. Given Q as above, the MhaskarRahmanov-Saff number a u is the positive root of the equation
For the example Q = Q^a of (1.2), a u ~ (log^ u)
x l a (see [2] , [7] ). To the unfamiliar, one of the uses of a u is in the identity [10] (i-19) ll^kw = ll^lw-**.]. P e %• (Recall that % denotes the polynomials of degree < n).
In the sequel, C, C\, C2,... denote constants independent of n, x and P G (P n . The same symbol does not necessarily denote the same constant in different occurrences.
The H-th Christoffel function for a weight W 2 is
The Christoffel numbers are
The fundamental polynomials £j" of (1.3) admit the representation
We define the Hilbert transform of g E L\(R) by
V ^ e-^-J\x-t\>e X -t (this exists a.e. [12] ).
Finally, we define some auxiliary quantities:
(1.24) S H :=(nT(a n ))~2 , \n>l.
This quantity is useful in describing the behaviour ofp n (e~2 Q , •) near x\ n . For example, (1.25) \x ln /a n (Q)-l\<-6 n .
Here L is independent of n. We often use the fact that S n is much smaller than any power of 1 / T{a n \ see Section 2. We also use the function (with the same L as in (1.25) above)
(1.26) ¥»(*) = maxj. a"
and set
T(a n )Jl-&+L8 n \x\ < a n ,
This function is used in describing spacing of zeros ofp n , behaviour of Christoffel functions, and so on. Finally, we set Define the characteristic function of /,",
(1-31) X*.W==X/,W:={J; \%\ .
2. Technical estimates. In this section, we gather technical estimates from various sources. We begin by recalling some results from [7] , [8] , in the form recorded in [2] . Throughout, we assume that W \-e~@ G *Ei. sup|p"^(x)~a; 1/2 («r(a n )) 
Jn-l
In ~ a n (f) Uniformly for n>2and0 <j <n-1, (2.9) 1 -\x jn \/a n +L6 n ~ 1 -\x j+hn \/a n +L6 n , and (2. 10) [(nT(a n j) iih >\ p>4.
PROOF. This is Lemma 2.2 in [2] .
• Ci<rw('--)<C2iog-.
V a n ) s PROOF. This is Lemma 2.4 in [2] .
• Next, we present a lemma from Konig [5] : Recall the notation for \x measurable functions g on a measure space (Q, /x). LEMMA 2.5. Let 1 < p < oo and q := p/(p-I). Let (Q, /x) be a measure space, k, r: Q 2 -> R and
PROOF. We sketch this, as no proof is given in [5] , though such lemmas are standard. 
can be used to show that T k is bounded from L P (R) to L p (R). Comparison of T k and the bounded operator H show that
is bounded from L P (R) to Zp(R). Replacing w by a n ± w, and v by a n ± v, easily gives the result.
• Our final lemma in this section concerns bounds on the difference between 1 / (x-xj n ) and the Hilbert transform of a weighted characteristic function. Recall the notation (1. 
< Cf jn {x).
PROOF. The idea already appears in [5] . Note first that (2.31) fl[x>](*) = log:
We consider two ranges: Next, the bounds (2.4), (2.5) show that uniformly in n andx, (2.32) a n /2 \p n W\(x)<c\\l-^+L6 n \ LI a n \ J
1/4
So we obtain the result for this range of x.
CASE II. \x -x jn \ < 2 \I jn |. From the identity a n % n W)(x) = (tjnW)(x)Wl (x Jn )(x -x jn )a\ l2 {p' n W)(x jn \ (for bothy andy-1) and from (2.3), (2.9), (2.11), (2.14), we obtain for \x-x jn \ < 2\I jn \, 2 <j < n, (See (2.2), (2.3), (1.28), (1.29)). Then instead of (2.34), we obtain Tm(x)<CfUx) 1+Ci |*~"*l«||i |C -Xi" a"8 n logo--a n K
where a ~ 1 independently of jc,y, n. As \x-x\ n \ < C2a w <5 n ,theboundednessofw|log«| in any finite interval in (0, oo) again gives our result. (See (2.1) and (2.3)).
STEP 1: EXPRESS PW AS A SUM OF TWO TERMS. Let P e %-\. We write 
(x)=:Ji(x)+J 2 (x).
yjn := a n 1/2 (PW)(Xjn) (p'nW)(XjnY Note that in view of the behavior of the smallest and largest zeros (see (2.2)) and in view of the infinite-finite range inequality (2.6), it suffices to estimate ll^^ll^t^^^] in terms of the right-hand side of (3.1). To deal with Si, we use Lemma 2.5 with a discrete measure space. Using (3.5) and (3.2), we see that So the result follows if we can show that independently of n, (3.8) 11*11^; <C 9 .
STEP 4: WE PROVE (3.8) . This is far more complicated than the analogous proof for the Hermite weight [5] because of the more complicated behavior of the spacing of the zeros of the orthogonal polynomials. We apply Lemma 2.5 with the discrete measure space Q := {1,2,...,«}, and /x({/}) = 1J = 1,2,..., n. Moreover, we set there 
(See (2.3) and (1.26)). To take account of this dual behavior of |/^w|, we consider three ranges of JC/", x^. It is not difficult to see that we may consider only Xj", x^ > 0.
RANGE I: 0 <Xj",Xkn < #3,1/4 • Using (3.11), we see that if we restrict summation in the sum in (3.9) toy': \XJ" \ < a$ n u, then the resulting sum is bounded by a constant times •dt.
We make the substitution 1 The same substitution as before withy replacing k shows that I\ 2 has a similar upper bound to that for In, and hence is bounded independently of/, n.
RANGE II: JC,", x^ > a"/ 2 . Using (3.12), we see that after restricting summation in the sum in (3.9) toy: \XJ" | > a"/ 2 > the resulting sum is bounded by a constant times After swapping the indicesy and &, we see that this is the same as the sum just estimated.
RANGE III: x jn < a n / 2 ANDX^ > a 3n / 4 ; ORXj n > a 3n / 4 ANDX^ < a n / 2 . Here \Xjn -Xk"\> «3/i/4 ~ «n/2 > C\ 9 a n /T(a n ).
(See (2.21)). Also, given fixed small e > 0, we see that a n I J Then we see after suitably restricting the range of summation in (3.9), we obtain a sum bounded above by C 22 «-'/ 2+2f a-2 r(a n ) 2 EI^I < C 2i n-^2 +2 <T(a n )W = <*l).
J
Similarly the sum arising from (3.10) is o(\). So we have completed the proof of (3.8).
• 4. Proof of the sufficiency conditions. We begin with the 4. (Compare [6] ). Then for n large enough
The first norm in the right-hand side of (4.1) is of course finite as ap > 1. Next, Theorem 3.1 shows that for large enough n,
Substituting into (4.1), and noting that the various constants are independent of 6, gives the result.
• 4.2 Proof of the sufficiency part of Theorem 1.4. As (1 + \x\f < 1 if A < 0, the limit (1.14) follows from (1.13).
•
5.
Proof of the necessary conditions. We begin with LEMMA 5.1. Let 0 < p < oo. Let 0 < A < B < oo and £: R -* (0,oo) be a continuous function such that for 1 < s, t < oo with ^ < y < 2, we have
A<Z{a,)lZ(a t )<B.
while our spacing (2.3) gives
Xjn/x J+u -1 < C^H(x Jn )/x M/l '< C 9^n (a n ) < C l0 a n (nT(a n )y 2/ \ But (2.23) shows that T(a n )~l is much larger than any negative power of «, for n large, and we have a contradiction. So (5.3) and the result follow.
• We can now proceed with the 5.1 Proof of the necessity parts of Theorems 1.3 and 1.4. Fix a, A G R and 1 < p < 4. Assume moreover that we have the convergence (1.14) for every continuous/ satisfying (1.12). Let r\\ R -> (0, oo) be a positive even continuous function, decreasing in (0, oo) with limit 0 at oo. We shall assume it decays very slowly later on. Let by Lemma 5.1. We may assume that 77 decays so slowly to 0 that r](a n )>(\og\oga n )~\ (Note that we could have imposed this condition on 77 at the start, but delayed this for clarity). Suppose now that A -a > -1 //?. Then we obtain 2C>C 6 (logloga w r 1 loga w .
Then for large «, we obtain a contradiction. So we deduce A -a < -1 jp is necessary. Consequently if for a given A £ IR, we have the convergence (1.14) for every continuous / satisfying (1.12) and for every a > l/p then we must have A < 0. The necessity part of Theorem 1.4 is proved. We let Fbe the space of all measurable/: R -» R with ll/1|r:=||/»T/|| i4(R) <cx>.
