An asymptotic estimate is given for the coe cients of products of large powers of generating functions. This theorem and another local limit theorem which is useful for conditioning are applied to various combinatorial enumeration problems that involve m ultivariate Lagrange inversion.
Introduction
If f0 6 = 0 has a possibly formal power series expansion at 0, the equation w = xfw determines the power series wx. Two forms of the Lagrange inversion formula are g n = x n g w = x n g x f x n f 1 , xf 0 x=fxg 1 = 1 =n x n , xg 0 xfx n ; 2 where x n hx denotes the coe cient of the monomial x n in the power series hx. We obtained asymptotics for g n from 2 for some types of formal power series 6 . When f has a nonzero radius of convergence, various authors have studied the asymptotics of x n gw using three basic approaches: Exact Formula. Using 2, obtain an exact formula g n . This is often either a simple expression or a summation with alternating signs. Obtain asymptotics from the exact formula. This has been used only sporadically. Singularity Analysis. Determine the nature of the singularities of w by looking at xfw , w = 0 . They are usually square root branch points due to the vanishing of @xfw , w=@w.
Obtain asymptotics by what is essentially Darboux's Theorem. For a systematic discussion of this approach, see Sprugnoli and Verri 24 . Contour Integration. Using the Cauchy Residue Theorem, one can estimate g n from 2. Since fx n leads to an integral with a simple dominant term it su ces to use a circle. For a systematic discussion of this approach, see Gardy 13 . One can easily include other variables in 2 by simply thinking of the coe cients of f, g, and w as involving the new variables. Furthermore, there are extensions of Lagrange inversion to several functions and other variables can be included in these as well.
Recently Drmota 12 treated a system of functional equations using singularity analysis. His results can be applied to multifunction Lagrange inversion when gw 1 ; w 2 ; : : : ; w d = w i for some i. Not all cases of interest have this form, a prime example being map enumeration. The asymptotics of rooted convex polyhedra by faces and vertices two equations with no extra variables were studied by u s 7 using singularity analysis and later by Bender and Wormald 11 using an exact formula. Rooted maps on general surfaces were dealt with in a similar manner by us and Can eld 4 .
In this paper, we are concerned with the asymptotic behavior of the coe cients of large powers of multivariate generating functions and their application to multivariate Lagrange inversion. In Theorem 2 of 5 we studied coe cients of large powers of a single multivariate function using a contour integration approach. In Theorem 2.1 below, we extend this to products of powers of several functions when the exponents tend to in nity in such a w a y that their ratios are bounded. When there is only one power, Theorem 2.1 is essentially contained in Theorem 2 of 5 , but we believe the conditions here are more easily veri ed than those in 5 . From a probabilistic viewpoint, our concern is with local limit theorems estimates of coefcients rather than central limit theorems estimates for averages of coe cients. One could certainly obtain a central limit theorem extending Theorem 1 of 5 ; however, more general central limit theorems have been obtained by H w ang 17 in the case of two v ariables. Hwang also studies the rate of convergence which w e d o not and points out that the central limit theorem we w ould derive w ould have a convergence rate of On ,1=2 .
In the next section we state and prove Theorem 2.1, our theorem for products of powers. In Section 3 we explain how the theorem applies to Lagrange inversion of a single function and discuss the problem of conditioning on some of the indices. This is useful when one wishes to study combinatorial objects conditioned on things such as size" or number of components." Section 4 illustrates applies these ideas to speci c enumeration problems. Since neither conditioning nor Lagrange inversion applications were discussed in 5 , the material in Sections 3 and 4 is new even though Theorem 2.1 follows from Theorem 2 of 5 in this case. In Section 5, we recall Lagrange inversion formulas for several functions and show h o w the product of powers theorem can be applied to these formulas. We also prove a local limit theorem that is needed to continue the discussion of conditioning. Section 6 contains examples of speci c applications. Although Theorem 2.1 leads to Langrange inversion asymptotics for many functions g; maps present a di culty which w e can resolve only in the single variable situation. This is explained in Section 6. In the nal section, we indicate some research problems suggested by the limitations of our approach.
We thank Donatella Merlini and Renzo Sprugnoli for helpful conversations.
A Limit Theorem for Products of Powers
Let ZZ denote the integers. For a set V of vectors, let AV be the additive abelian group generated by V . Bold face letters denote vectors, x n = x n 1 1 x n 2 2 ,j x jdenotes the vector whose components are jx i j, and kxk denotes the length of x. As already noted x n hx denotes the coe cient o f x n in the power series hx.
Let mfz and Bfz be the vector and matrix given by mfz i = @log f @log z i and Bfz i;j = @ 2 log f @log z i @log z j :
In all cases, the logarithms are real for real positive z. This is possible since our functions are positive reals for such z. Note that mf n = P n i m f i and Bf n = P n i B f i : 3 Bf n = n Bf 1 + X n i , nBf i ; n2 n ; n= d , and the Bf i are positive semide nite, it follows that tBf n t 0 n tBf 1 t 0 :
Since the domain of r is compact and Bf 1 is positive de nite, it follows that Bf n =n is positive de nite in a uniform sense; that is, there is a constant C such that tBfr n t 0 nCtt 0 for all r 2 R, all n 2 n ; n= d , and all t. We n o w prove the claims concerning 5. Since f j has a power series with nonnegative coe cients: i The rst part of c holds.
ii By R enyi's number 2 on p.341 of 23 , the rst part of b holds. For Theorem 2.1 to give more than an asymptotic upper bound, the exponential in 4 must not be o1. In other words, we m ust have jtj = On 1=2 . Thus the domain of useful k is asymptotically the same as the domain of i. The latter depends on the problem and becomes evident only by calculation; however, we can describe the typical situation. Let Zn be the set of j such that u j , hufu n = 0 . I t usually su ces to require that i be at least n from Zn, where 0 is an arbitrary constant. In particular, all components of i will be at least n.
Theorem 2.1 can be strengthened in at least two w a ys:
a The function h can depend on n so long as its partials through second order are uniformly on. b It may happen that the lattice f in 5 is a proper sublattice of ZZ l rather than all of ZZ l . A theorem still exists, but it requires multisection as discussed in 10 . We h a v e omitted these from the theorem because they are relatively rare and add complications.
Lagrange Inversion of One Function
How does Theorem 2.1 apply to Lagrange inversion of a single function? Since 1 and 2 deal with formal power series over a commutative ring of characteristic zero, we are free to include extra variables y in the coe cients of g, f and w. T h us, if wx; y = xfwx; y;y with f0; y 6 = 0 ; w e h a v e x n y j g w x; y;y = y j g n where g n as in 1. Apply Theorem 2.1 with d = 1 ;n = n ;f = f ;u = x; y; k = n; j;
and h the remaining factors in 1 or 2 after f n is removed. We start the indexing of k, i, and t at zero so that k s = j s for s 0. For greatest accuracy in estimating the coe cient o f u k , one would normally set t = 0, that is, i = k. x n y j gw;y = x n y j x @gx; y @x fx; y n :
Conditioning. In addition to providing asymptotics, 4 provides a local limit theorem for j as n ! 1 One can condition on a set of variables that includes n. In this case, we set r i = 1 if we are not conditioning on j i . The remaining components of the equation n; j = m r , including the zeroth, are used to solve for r 0 and the remaining r i . Again the indices of the variables being conditioned on are dropped from t and B ,1 . Equation 7 still applies, but B 1;1 is no longer 1 1 since it is indexed by all the variables on which w e are conditioning. Since the asymptotics obtained from 4 is uniform, so are the asymptotics for limiting distributions, provided r 0 ; r 2 R and all components of j lie in n ; n= . Of course r 0 ; r v aries as n ! 1 unless the conditioned components grow at a rate proportional to n.
It is possible to condition on a set of variables that does not contain n. This is more complex. Rather than discuss it here, we treat the general case in the context of multiple Lagrange inversion in Section 5.
Summing over variables, which is roughly the complement of conditioning, is also discussed in Section 5.
Examples of Inversion of One Function
We n o w turn to examples of single function inversion. 5 at x; y 1 ; y 2 = r :
These equations can be used in the theorem to obtain asymptotics.
With k 1 the number of singleton blocks and k 2 the number of other blocks, we can get a local limit theorem for the distribution of k 1 ; k 2 a s n ! 1 when noncrossing partitions of n are selected at random. To do this, we set r 1 = r 2 = 1 and use 7 to obtain the covariance matrix. It follows that the joint distribution of k 1 , n 1 p n and k 2 We can use the theorem to obtain either asymptotics or a local limit theorem.
To obtain asymptotics, we w ant m to give the number of vertices of each t ype so that then t = 0 in 4, which will give the greatest accuracy. The values of r 0 and r k are given by setting x = r 0 and y k = r k and then combining 10, 11, Noting that r 0 = 1 and putting all this in the theorem we nd that the number of rooted 3-connected maps with n edges is asymptotic to 2 2n+1 3 5 p n n 2 . ; where E is the edge set of D.
Lagrange Inversion of Several Functions
To apply the theorem, we let u = x ; y , k = i = n ; j We n o w turn our attention to conditioning. Since the discussion is somewhat involved, you may wish to read Example 6.1 beforehand.
To discuss conditioning, we rst need an appropriate local limit theorem. It will be simpler not to distinguish between the variables x and y. This can be done by supplementing 14 with the additional equations w i = y i , which means f i = 1 .
In this way, w e eliminate references to y and incorporate j in n. Since We n o w assume that ktLk n 3 = 5 . In this case, the exponential in 19 is o1. Thus, it su ces to prove that 22 tends to 1 with n. The compactness of R and the nonsingularity o f B assure us that hr=hr and the ratios of the square roots in 22 are bounded away from 0 and 1. Thus it su ces to consider the ratio Fs=Fs where Fu = f x k = x k ;u i = log x i ; and x 2 R: We m a y assume that the region R, viewed in s coordinates is convex: Other than the compactness requirement, the main restriction on R was that the various power series converge. If P a n expn s and P a n expn s converge absolutely, then so does P a n exp , n s + 1 , s because, for series with nonnegative terms, X A n B 1, n X maxA n ; B n maxA n ; B n 1 , = X maxA n ; B n X A n + X B n : Conditioning and Summing. Let C be the indices of variables on which w e are conditioning and N the remaining indices. One uses the equation iL = 0 to determine r j for j 2 C and i j for j 2 N . In addition, one has the equations f j r=r j = 1 for j 2 N . The latter equations guarantee that i j will be chosen to be at the peak of the distribution when j 2 N . One extracts the diagonal submatrix of LB ,1 L 0 that is indexed by N. I f w e condition on all the original x, then r j = 1 for j 2 N since f j = 1 and the relevant portion of L is the identity matrix so we are just extracting a diagonal submatrix of B ,1 ; all of which is as described in Section 3 for the single Lagrange equation. In particular, 7 applies with B 1;1 indexed by C and B 2;2 and C indexed by N.
The theorem can also be used for summing over variables. Suppose we h a v e a formula as in 19 and want to sum over certain components of t. Let the set of indices be S The corresponding i components must be chosen so that we are the peak; that is, f j r=r j = 1 for j 2 S . P artition M = LB ,1 L 0 int o a 2 2 block matrix where the subscript 1 refers to elements of S. In summing 19, the tail will be negligible because of the convexity discussed in the last paragraph of the theorem's proof. which is still singular if M is singular. If M is not singular, the above matrix is the inverse of the lower righthand block o f M , 1 . In this case, an alternative proof can be found in Section 3.4 of Press 22 . Conditioning, before or after summing, will normally make the matrix nonsingular. Before conditioning and or summing, one may wish to make a linear change of variables. For example, if m k is the number of vertices of type k, one might introduce the coordinate n = P m k , the total number of vertices, and condition on it. After changing coordinates, the rules for selecting r and i di er somewhat, but the underlying principles are the same: If n = mA gives the old coordinates n in terms of the new coordinates m, then fr n r n = f r m r m ;
where log f = log fA and log r = log rA. The earlier rules now apply with f r, r , and iA ,1 in place of fr, r, and i. This is illustrated in the next example.
Examples of Inversion of Several Functions
We n o w turn to examples of inversion of more than one function. Because of the intimate connection between Lagrange inversion and tree enumeration, it is not surprising that Lagrange inversion is often ideal for studying tree enumeration questions. For a single function, this can be seen in the examples of the Section 4. Good 14 may h a v e been the rst to point this out for inversion of several functions. In this connection, see also Goulden and Jackson 15 . As the examples in this section illustrate, Lagrange inversion of several functions leads to more complicated calculations than occur for a single function. Thus one should reduce the inversion problem to a single function when possible.
Example 6.1. Plane Rooted Colored Trees As usual, the set of colors is nite.
We consider situations in which local conditions determine the possible colors of a vertex. Similar methods apply to rooted labeled colored trees no longer planar. Examples of situations that can be dealt with in this manner are: A v ertex must have a di erent color from its children proper coloring. The children of a vertex must have distinct colors. A v ertex with grandchildren must have the same color as a grandchild. The more complex the conditions and the greater the number of colors, the greater the number of equations that must be inverted, and so the more complicated the calculations.
We begin by considering trees with green and red vertices. Our local condition will be that a nonleaf green vertex must have exactly one red child and two green children, while a nonleaf red vertex must have exactly one child of each color with the left one being red. Associate the subscript 1 with green and 2 with red. Let t i keep track o f n umber of vertices of color i and let w i be the generating function for trees by root color. The conditions translate to w 1 x = x 1 f 1 w ;where f 1 w = 1 + 3 w 1 x 2 w 2 x ; w 2 x = x 2 f 2 w ;where f 2 w = 1 + w 1 x w 2 x :
Lagrange inversion gives us ck, the number of trees with k 1 green and k 2 One can eliminate r from 27 by using 28, and k by using k = n +1 ; 1
+1
. We n o w obtain a local limit theorem for the number of red vertices in trees having a xed number of vertices. To do so, we use 19, change coordinates from k to n; k 2 , choose i 1 =i 2 so that we are at a peak, and condition on n. Since the change of coordinates is given by To be a peak as a function of k 2 , the last factor must be 1; that is f 1 =r 1 = f 2 =r 2 . With Maple's help we found that = 1 : 73473. Using this in the preceding formula, we obtain cn; k 2 = C 1 C n 2 exp,k 2 , n 2 =2n 2 + o 1 2n 2 C 3 ;
where C 1 = 1 : 00829, C 2 = 2 : 55726, C 3 = 0 : 105061, = 0 : 36567, and = 0 : 110205. The extra factor of n in the denominator is due to hr. Of course, since the local limit theorem states that k 2 is normally distributed with mean n and variance n 2 , it does not require the various C i values.
We n o w turn our attention to the last problem raised at the start of this example, namely, a v ertex with grandchildren must have the same color as a grandchild. We w ant to count trees according to the number of vertices of each color. This problem has a new feature: with each v ertex we m ust keep track of its color and the set of colors of its children, with the empty set arising when a vertex has no children. As a result, we consider generating functions T c;S x for trees where c is the root color and S is the set of children's colors. This leads to functional equations of the form T c;S = x c f c;S T; which are inappropriate for Lagrange inversion. Consider instead T c;S = x c;S f c;S T:
We m a y think of x c;S as keeping track o f k c;S , the number of vertices of color c whose children's colors are S. After applying 19 to obtain asymptotics, we c hange coordinates to k c = P T k c;T and k c;S with S 6 = ;, then we sum over all values of k c;S with S 6 = ; to obtain a result in terms of just the k c . The change of coordinates is done as in 29. The method for summation is described at the end of Section 5.
After changing coordinates, the condition for setting the components of r becomes f c;S r=r c;S must be independent o f S ." We omit the details. If we w ant to get a distribution by conditioning on P k i = n, then, as in the previous example, we w ant r j =f j r to be independent o f j . This together with 32 gives us dim r equations in the same number of unknowns; however, that does not seem to be as easily solved as 31. We m ust sum over 3 trees, namely those in 25. The tree with E 3 produces a term that is smaller by a factor on the order of n than those for E 1 and E 2 . The sum over the trees with E 1 and E 2 lead to a term which v anishes when we set x to the r according to Theorem 2.1. Paralleling Example 4.4, we could write this sum S as S=D D, where D is the determinant in 15, and then use the fact that 15 equals 16 to get a more tractable formula. This approach requires that S=D be well behaved as we approach r. In Example 4.4, this was the case since we had cancellation between S and D. In this case there is no such cancellation and, based on Maple calculations, the limit of S=D as we approach r depends on how r is approached. Consequently, w e are unable to proceed.
Unsolved Problems
Examples 4.4 and 6.3 raise the issue that the function gw can cause problems. We w ere able to avoid them in the rst example but not in the second. If one attempts to enumerate all rooted maps a similar problem arises. There is also a new problem in that case: One can enumerate all maps on general surfaces 1, 4 and the vanishing determinant problem causes di culty on the projective plane even in the one variable case because of a branch point. Can the approach in this paper be extended to such situations or must one use singularity analysis? If the latter, is there a useful general formulation that will deal with problems of this sort?
Suppose additional variables appear in g but not in h. In particular, suppose h = hw and g = gw;y and g does not have a singularity a t w = r . I f g r ; y has nite radius of convergence and has nice singularities there, then the arguments in 10 may be usable. If gr; y i s e n tire, this approach breaks down. For example, if w = xfw is the functional equation for the exponential generating function of a regular family of labelled trees, then 1 , wx ,y is the enumerator for functional digraphs such that removal of cyclic edges results in a forest of trees enumerated by w and y keeps track of the number of cycles. When wr 1, 1 , wr ,y is a H a yman admissible function 16 . We are not aware of any m ultivariate singularity analysis that combines algebraic singularities and Hayman-admissibility. W e discussed multivariate Hayman admissibility in 8 .
We believe it should be possible to extend Drmota's functional equation results 12 to remove the limitation that gw b e w i for some i.. Also, one should be able to eliminate the conditioning on n in his Theorem 1, thereby obtaining a result like our Theorem 5.1, probably with his I , F y and F y;y playing a role akin to our L and B. W e h a v e not attempted to develop these ideas and currently have no plans to do so.
