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Measurement of CP violation in B0s → ϕϕ decays
R. Aaij et al.*
(LHCb Collaboration)
(Received 8 July 2014; published 30 September 2014)
A measurement of the decay time-dependent CP-violating asymmetry in B0s → ϕϕ decays is presented,
along with measurements of the T-odd triple-product asymmetries. In this decay channel, the CP-violating
weak phase arises from the interference between B0s -B¯0s mixing and the loop-induced decay amplitude.
Using a sample of proton-proton collision data corresponding to an integrated luminosity of 3.0 fb−1
collected with the LHCb detector, a signal yield of approximately 4000 B0s → ϕϕ decays is obtained.
The CP-violating phase is measured to be ϕs ¼ −0.17 0.15ðstatÞ  0.03ðsystÞ rad. The triple-
product asymmetries are measured to be AU ¼ −0.003 0.017ðstatÞ  0.006ðsystÞ and AV ¼ −0.017
0.017ðstatÞ  0.006ðsystÞ. Results are consistent with the hypothesis of CP conservation.
DOI: 10.1103/PhysRevD.90.052011 PACS numbers: 13.25.Hw, 11.30.Er, 12.15.Hh, 14.40.Nd
I. INTRODUCTION
The B0s → ϕϕ decay is forbidden at tree level in the
Standard Model (SM) and proceeds predominantly via a
gluonic b¯ → s¯ss¯ loop (penguin) process. Hence, this
channel provides an excellent probe of new heavy particles
entering the penguin quantum loops [1–3]. In the SM, CP
violation is governed by a single phase in the Cabibbo–
Kobayashi–Maskawa quark mixing matrix [4]. Interference
between the B0s-B¯0s oscillation and decay amplitudes leads
to a CP asymmetry in the decay time distributions of B0s
and B¯0s mesons, which is characterized by a CP-violating
weak phase. Because of different decay amplitudes the
actual value of the weak phase is dependent on the B0s decay
channel. For B0s → J=ψKþK− and B0s → J=ψπþπ− decays,
which proceed via b¯ → s¯cc¯ transitions, the SM prediction
of the weak phase is given by −2 argð−VtsVtb=VcsVcbÞ ¼−0.0364 0.0016 rad [5]. The LHCb collaboration
has measured the weak phase in the combination of
B0s → J=ψKþK− and B0s → J=ψπþπ− decays to be
0.07 0.09ðstatÞ  0.01ðsystÞ rad [6]. A recent analysis
of B0s → J=ψπþπ− decays using the full LHCb run I data
set of 3.0 fb−1 has measured the CP-violating phase to be
0.070 0.068ðstatÞ  0.008ðsystÞ rad [7]. These measure-
ments are consistent with the SM and place stringent
constraints on CP violation in B0s-B¯0s oscillations [8].
The CP-violating phase, ϕs, in the B0s → ϕϕ decay is
expected to be small in the SM. Calculations using
quantum chromodynamics factorization (QCDf) provide
an upper limit of 0.02 rad for jϕsj [1–3].
Triple-product asymmetries are formed from T-odd
combinations of the momenta of the final-state particles.
Such asymmetries provide a method of measuring CP
violation in a decay time integrated method that comple-
ments the decay time-dependent measurement [9]. These
asymmetries are calculated from functions of the angular
observables and are expected to be close to zero in the
SM [10]. Particle-antiparticle oscillations reduce nonzero
triple-product asymmetries due to CP-conserving strong
phases, known as “fake” triple-product asymmetries by a
factor Γ=ðΔmÞ, where Γ and Δm are the decay rates and
oscillation frequencies of the neutral meson system in
question. Since one has Γs=ðΔmsÞ ≈ 0.04 for the B0s
system, fake triple-product asymmetries are strongly sup-
pressed, allowing for “true” CP-violating triple-product
asymmetries to be calculated without the need to measure
the initial flavor of the B0s meson [9].
Theoretical calculations can be tested further with
measurements of the polarization fractions, where the
longitudinal and transverse polarization fractions are
denoted by fL and fT , respectively. In the heavy quark
limit, fL is expected to be the dominant polarization due to
the vector-axial structure of charged weak currents [2]. This
is found to be the case for tree-level B decays measured at
the B factories [11–16]. However, the dynamics of penguin
transitions are more complicated. In the context of QCDf,
fL is predicted to be 0.36
þ0.23
−0.18 for the B
0
s → ϕϕ decay [3].
In this paper, a measurement of the CP-violating phase
in B0s → ϕð→ KþK−Þϕð→ KþK−Þ decays, along with a
measurement of the T-odd triple-product asymmetries, is
presented. The results are based on pp collision data
corresponding to an integrated luminosity of 1.0 fb−1
and 2.0 fb−1 collected by the LHCb experiment at
center-of-mass energies
ﬃﬃ
s
p ¼ 7 TeV in 2011 and 8 TeV
in 2012, respectively. Previous measurements of the triple-
product asymmetries from the LHCb [17] and CDF [18]
collaborations, together with the first measurement of the
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CP-violating phase in B0s → ϕϕ decays [17], have shown
no evidence of deviations from the SM. The decay time-
dependent measurement improves on the previous analysis
[17] through the use of a more efficient candidate selection
and improved knowledge of the B0s flavor at production, in
addition to a data-driven determination of the efficiency as
a function of decay time.
The results presented in this paper supersede previous
measurements of the CP-violating phase [17] and T-odd
triple-product asymmetries [19], made using 1.0 fb−1 of
data collected at a
ﬃﬃ
s
p ¼ 7 TeV.
II. DETECTOR DESCRIPTION
The LHCb detector [20] is a single-arm forward spec-
trometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or c quarks.
The detector includes a high-precision tracking system
consisting of a silicon-strip vertex detector surrounding the
pp interaction region, a large-area silicon-strip detector
located upstream of a dipole magnet with a bending power
of about 4 Tm, and three stations of silicon-strip detectors
and straw drift tubes [21] placed downstream. The com-
bined tracking system provides a momentum measurement
with relative uncertainty that varies from 0.4% at low
momentum to 0.6% at 100 GeV=c and impact parameter
resolution of 20 μm for tracks with large transverse
momentum, pT. Different types of charged hadrons are
distinguished using information from two ring-imaging
Cherenkov (RICH) detectors [22]. Photon, electron, and
hadron candidates are identified by a calorimeter system
consisting of scintillating-pad and preshower detectors, an
electromagnetic calorimeter, and a hadronic calorimeter.
The trigger [23] consists of a hardware stage, based on
information from the calorimeter and muon systems,
followed by a software stage, which applies a full event
reconstruction. The hardware trigger selects B0s → ϕϕ
candidates by requiring large transverse energy deposits
in the calorimeters from at least one of the final-state
particles. In the software trigger, B0s → ϕϕ candidates are
selected either by identifying events containing a pair of
oppositely charged kaons with an invariant mass close to
that of the ϕ meson or by using a topological b-hadron
trigger. The topological software trigger requires a two-,
three-, or four-track secondary vertex with a large sum of
the pT of the charged particles and a significant displace-
ment from the primary pp interaction vertices (PVs). At
least one charged particle should have pT > 1.7 GeV=c
and χ2IP with respect to any primary interaction greater
than 16, where χ2IP is defined as the difference in χ
2 of a
given PV fitted with and without the considered track. A
multivariate algorithm [24] is used for the identification of
secondary vertices consistent with the decay of a b-hadron.
In the simulation, pp collisions are generated using
PYTHIA [25] with a specific LHCb configuration [26].
Decays of hadronic particles are described by EVTGEN
[27], in which final-state radiation is generated using
PHOTOS [28]. The interaction of the generated particles
with the detector and its response are implemented using
the GEANT4 toolkit [29] as described in Ref. [30].
III. SELECTION AND MASS MODEL
Events passing the trigger are initially required to pass
loose requirements on the fit quality of the four-kaon vertex
fit, the χ2IP of each track, the transverse momentum of each
particle, and the product of the transverse momenta of the
two ϕ candidates. In addition, the reconstructed mass of ϕ
meson candidates is required to be within 25 MeV=c2 of
the known ϕ mass [31].
To further separate the B0s → ϕϕ signal from the back-
ground, a boosted decision tree (BDT) is implemented
[32,33]. To train the BDT, simulated B0s → ϕϕ events
passing the same loose requirements as the data events
are used as signal, whereas events in the four-kaon invariant
mass sidebands from data are used as background. The
signal mass region is defined to be less than 120 MeV=c2
from the known B0s mass, mB0s [31]. The invariant mass
sidebands are defined to be inside the region 120 <
jmKþK−KþK− −mB0s j < 300 MeV=c2, where mKþK−KþK− is
the four-kaon invariant mass. Separate BDTs are trained for
data samples collected in 2011 and 2012, due to different
data taking conditions in the different years. Variables used
in the BDT consist of the minimum and maximum kaon pT
and η, the minimum and the maximum pT and η of the ϕ
candidates, the pT and η of the B0s candidate, the minimum
probability of the kaon mass hypothesis using information
from the RICH detectors, the quality of the four-kaon
vertex fit, and the χ2IP of the B
0
s candidate. The BDT also
includes kaon isolation asymmetries. The isolation variable
is calculated as the scalar sum of the pT of charged particles
inside a region defined as
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Δφ2 þ Δη2
p
< 1, where
ΔφðΔηÞ is the difference in azimuthal angle (pseudorapid-
ity), not including the signal kaon from the B0s decay. The
asymmetry is then calculated as the difference between the
isolation variable and the pT of the signal kaon, divided by
the sum. After the BDT is trained, the optimum requirement
on each BDT is chosen to maximize NS=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
NS þ NB
p
, where
NSðNBÞ represent the expected number of signal (back-
ground) events in the signal region of the data sample.
The presence of peaking backgrounds is extensively
studied. The decay modes considered include Bþ → ϕKþ,
B0 → ϕπþπ−, B0 → ϕK0, and Λ0b → ϕpK
−, of which
only the last two are found to contribute and are the result
of a misidentification of a pion or proton as a kaon,
respectively. The number of B0 → ϕK0 events present
in the data sample is determined from scaling the number
of B0 → ϕK0 events seen in data through a different
dedicated selection with the relative efficiencies between
the two selections found from simulated events. This
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method yields values of 7.3 0.4 and 17.8 0.9 events in
the 2011 and 2012 data sets, respectively. The amount of
Λ0b → ϕpK
− decays is estimated directly from data by
changing the mass hypothesis of the final-state particle
most likely to have the mass of the proton from RICH
detector information. This method yields 52 19 and
51 29 Λ0b → ϕpK− events in the 2011 and 2012 data
sets, respectively.
To correctly determine the number of B0s → ϕϕ events in
the final data sample, the four-kaon invariant mass dis-
tributions are fitted with the B0s → ϕϕ signal described by a
double Gaussian model and the combinatorial background
component described using an exponential function. The
peaking background contributions are fixed to the shapes
found in simulated events. The yields of the peaking
background contributions are fixed to the numbers pre-
viously stated. This consists of the sum of a Crystal Ball
function [34] and a Gaussian to describe the B0 → ϕK0
reflection and a Crystal Ball function to describe the
Λ0b → ϕpK
− reflection. Once the BDT requirements are
imposed, an unbinned extended maximum likelihood fit
to the four-kaon invariant mass yields 1185 35 and
2765 57 B0s → ϕϕ events in the 2011 and 2012 data
sets, respectively. The combinatorial background yield is
found to be 76 17 and 477 32 in the 2011 and 2012
data sets, respectively. The fits to the four-kaon invariant
mass are shown in Fig. 1.
The use of the four-kaon invariant mass to assign signal
weights allows for a decay time-dependent fit to be
performed with only the signal distribution explicitly
described. The method for assigning the signal weights
is described in greater detail in Sec. VIII A.
IV. PHENOMENOLOGY
The B0s → ϕϕ decay is composed of a mixture of CP
eigenstates, that are disentangled by means of an angular
analysis in the helicity basis, defined in Fig. 2.
FIG. 1 (color online). Four-kaon invariant mass distributions for the (left) 2011 and (right) 2012 data sets. The data points are
represented by the black markers. Superimposed are the results of the total fit (red solid line), the B0s → ϕϕ (red long dashed), the
B0 → ϕK0 (blue dotted), the Λ0b → ϕpK
− (green short-dashed), and the combinatoric (purple dotted) fit components.
FIG. 2. Decay angles for the B0s → ϕϕ decay, where the Kþ momentum in the ϕ1;2 rest frame and the parent ϕ1;2 momentum in the rest
frame of the B0s meson span the two ϕ meson decay planes, θ1;2 is the angle between the Kþ track momentum in the ϕ1;2 meson rest
frame and the parent ϕ1;2 momentum in the B0s rest frame, Φ is the angle between the two ϕ meson decay planes, and nˆV1;2 is the unit
vector normal to the decay plane of the ϕ1;2 meson.
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A. Decay time-dependent model
The B0s → ϕϕ decay is a P → VV decay, where P
denotes a pseudoscalar and V a vector meson. However,
due to the proximity of the ϕ resonance to that of the
f0ð980Þ, there will also be contributions from S-wave
(P → VS) and double S-wave (P → SS) processes, where S
denotes a spin-0 meson or a pair of nonresonant kaons.
Thus, the total amplitude is a coherent sum of P-, S-, and
double S-wave processes and is accounted for during fitting
by making use of the different functions of the helicity
angles associated with these terms. The choice of which ϕ
meson is used to determine θ1 and which is used to
determine θ2 is randomized. The total amplitude (A)
containing the P-, S-, and double S-wave components as
a function of decay time, t, can be written as [35]
Aðt; θ1; θ2;ΦÞ ¼ A0ðtÞ cos θ1 cos θ2
þ A∥ðtÞﬃﬃﬃ
2
p sin θ1 sin θ2 cosΦ
þ i A⊥ðtÞﬃﬃﬃ
2
p sin θ1 sin θ2 sinΦ
þ ASðtÞﬃﬃﬃ
3
p ðcos θ1 þ cos θ2Þ þ
ASSðtÞ
3
; ð1Þ
where A0, A∥, and A⊥ are the CP-even longitudinal, CP-
even parallel, and CP-odd perpendicular polarizations of
the B0s → ϕϕ decay. The P → VS and P→ SS processes
are described by the AS and ASS amplitudes, respectively.
The differential decay rate may be found through the square
of the total amplitude leading to the 15 terms [35]
dΓ
dtd cos θ1d cos θ2dΦ
∝ 4jAðt; θ1; θ2;ΦÞj2
¼
X15
i¼1
KiðtÞfiðθ1; θ2;ΦÞ: ð2Þ
The KiðtÞ term can be written as
KiðtÞ ¼ Nie−Γst

ci cosðΔmstÞ þ di sinðΔmstÞ
þ ai cosh

1
2
ΔΓst

þ bi sinh

1
2
ΔΓst

; ð3Þ
where the coefficients are shown in Table I,ΔΓs ≡ ΓL − ΓH
is the decay width difference between the light and heavy
B0s mass eigenstates, Γs ≡ ðΓL þ ΓHÞ=2 is the average
decay width, and Δms is the B0s-B¯0s oscillation frequency.
The differential decay rate for a B¯0s meson produced at
t ¼ 0 is obtained by changing the sign of the ci and di
coefficients.
The three CP-violating terms introduced in Table I are
defined as
C≡ 1 − jλj
2
1þ jλj2 ; ð4Þ
S≡ − 2jλj sinϕs
1þ jλj2 ; ð5Þ
D≡ − 2jλj cosϕs
1þ jλj2 ; ð6Þ
TABLE I. Coefficients of the time-dependent terms and angular functions used in Eq. (2). Amplitudes are defined at t ¼ 0.
i Ni ai bi ci di fi
1 jA0j2 1 D C −S 4cos2θ1cos2θ2
2 jA∥j2 1 D C −S sin2 θ1 sin2 θ2ð1þ cos 2ΦÞ
3 jA⊥j2 1 −D C S sin2θ1sin2θ2ð1 − cos 2ΦÞ
4 jA∥jjA⊥j C sin δ1 S cos δ1 sin δ1 D cos δ1 −2sin2θ1sin2θ2 sin 2Φ
5 jA∥jjA0j cosðδ2;1Þ D cosðδ2;1Þ C cos δ2;1 −S cosðδ2;1Þ
ﬃﬃﬃ
2
p
sin 2θ1 sin 2θ2 cosΦ
6 jA0jjA⊥j C sin δ2 S cos δ2 sin δ2 D cos δ2 −
ﬃﬃﬃ
2
p
sin 2θ1 sin 2θ2 sinΦ
7 jASSj2 1 D C −S 49
8 jASj2 1 −D C S 43 ðcos θ1 þ cos θ2Þ2
9 jASjjASSj C cosðδS − δSSÞ S sinðδS − δSSÞ cosðδSS − δSÞ D sinðδSS − δSÞ 83 ﬃﬃ3p ðcos θ1 þ cos θ2Þ
10 jA0jjASSj cos δSS D cos δSS C cos δSS −S cos δSS 83 cos θ1 cos θ2
11 jA∥jjASSj cosðδ2;1 − δSSÞ D cosðδ2;1 − δSSÞ C cosðδ2;1 − δSSÞ −S cosðδ2;1 − δSSÞ 4
ﬃﬃ
2
p
3
sin θ1 sin θ2 cosΦ
12 jA⊥jjASSj C sinðδ2 − δSSÞ S cosðδ2 − δSSÞ sinðδ2 − δSSÞ D cosðδ2 − δSSÞ − 4
ﬃﬃ
2
p
3
sin θ1 sin θ2 sinΦ
13 jA0jjASj C cos δS −S sin δS cos δS −D sin δS 8ﬃﬃ3p cos θ1 cos θ2 × ðcos θ1 þ cos θ2Þ
14 jA∥jjASj C cosðδ2;1 − δSÞ S sinðδ2;1 − δSÞ cosðδ2;1 − δSÞ D sinðδ2;1 − δSÞ 4
ﬃﬃ
2
pﬃﬃ
3
p sin θ1 sin θ2 × ðcos θ1 þ cos θ2Þ cosΦ
15 jA⊥jjASj sinðδ2 − δSÞ −D sinðδ2 − δSÞ C sinðδ2 − δSÞ S sinðδ2 − δSÞ − 4
ﬃﬃ
2
pﬃﬃ
3
p sin θ1 sin θ2 × ðcos θ1 þ cos θ2Þ sinΦ
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where ϕs measures CP violation in the interference
between the direct decay amplitude and that via mixing,
λ≡ ðq=pÞðA¯=AÞ, q and p are the complex parameters
relating the B0s flavor and mass eigenstates, and AðA¯Þ is the
decay amplitude (CP conjugate decay amplitude). Under
the assumption that jq=pj ¼ 1, jλj measures direct CP
violation. The CP violation parameters are assumed to be
helicity independent. The association of ϕs and jλj with
S-wave and double S-wave terms implies that these consist
solely of contributions with the same flavor content as the ϕ
meson, i.e. an ss¯ resonance.
In Table I, δS and δSS are the strong phases of the
P → VS and P → SS processes, respectively. The P-wave
strong phases are defined to be δ1 ≡ δ⊥ − δ∥ and
δ2 ≡ δ⊥ − δ0, with the notation δ2;1 ≡ δ2 − δ1.
B. Triple-product asymmetries
Scalar triple products of three momentum or spin vectors
are odd under time reversal, T. Nonzero asymmetries for
these observables can either be due to a CP-violating phase
or a CP-conserving phase and final-state interactions.
Four-body final states give rise to three independent
momentum vectors in the rest frame of the decaying B0s
meson. For a detailed review of the phenomenology the
reader is referred to Ref. [9].
The two independent terms in the time-dependent decay
rate that contribute to a T-odd asymmetry are the K4ðtÞ and
K6ðtÞ terms, defined in Eq. (3). The triple products that
allow access to these terms are
sinΦ ¼ ðnˆV1 × nˆV2Þ · pˆV1 ; ð7Þ
sin 2Φ ¼ 2ðnˆV1 · nˆV2ÞðnˆV1 × nˆV2Þ · pˆV1 ; ð8Þ
where nˆVi (i ¼ 1; 2) is a unit vector perpendicular to the Vi
decay plane and pˆV1 is a unit vector in the direction of V1 in
the B0s rest frame, defined in Fig. 2. This then provides a
method of probing CP violation without the need to
measure the decay time or the initial flavor of the B0s
meson. It should be noted that, while the observation
of nonzero triple-product asymmetries implies CP viola-
tion or final-state interactions (in the case of B0s meson
decays), the measurements of triple-product asymmetries
consistent with zero do not rule out the presence of CP-
violating effects, as strong phase differences can cause
suppression [9].
In the B0s → ϕϕ decay, two triple products are defined as
U≡ sinΦ cosΦ and V ≡ sinðΦÞ where the positive sign
is taken if cos θ1 cos θ2 ≥ 0 and negative sign otherwise.
The T-odd asymmetry corresponding to the U observ-
able, AU, is defined as the normalized difference between
the number of decays with positive and negative values of
sinΦ cosΦ,
AU ≡ ΓðU > 0Þ − ΓðU < 0ÞΓðU > 0Þ þ ΓðU < 0Þ
∝
Z
∞
0
ℑðA⊥ðtÞA∥ðtÞ þ A¯⊥ðtÞA¯∥ðtÞÞdt: ð9Þ
Similarly AV is defined as
AV ≡ ΓðV > 0Þ − ΓðV < 0ÞΓðV > 0Þ þ ΓðV < 0Þ
∝
Z
∞
0
ℑðA⊥ðtÞA0ðtÞ þ A¯⊥ðtÞA¯0ðtÞÞdt: ð10Þ
Extraction of the triple-product asymmetries is then
reduced to a simple counting exercise.
V. DECAY TIME RESOLUTION
The sensitivity to ϕs is affected by the accuracy of the
measured decay time. To resolve the fast B0s-B¯0s oscillation
period of approximately 355 fs, it is necessary to have a
decay time resolution that is much smaller than this. To
account for decay time resolution, all decay time-dependent
terms are convolved with a Gaussian function, with width
σti that is estimated for each event, i, based upon the
uncertainty obtained from the vertex and kinematic fit. To
apply an event-dependent resolution model during fitting,
the estimated per-event decay time uncertainty must be
calibrated. This is done using simulated events that are
divided into bins of σti. For each bin, a Gaussian function is
fitted to the difference between reconstructed decay time
and the true decay time to determine the resolution σttrue.
A first-order polynomial is then fitted to the distribution
of σti vs σ
t
true, with parameters denoted by q0 and q1.
The calibrated per-event decay time uncertainty used
in the decay time-dependent fit is then calculated as
σcali ¼ q0 þ q1σti. Gaussian constraints are used to account
for the uncertainties on the calibration parameters in the
decay time-dependent fit. Cross-checks, consisting of the
variation of an effective single Gaussian resolution far
beyond the observed differences in data and simulated
events yield negligible modifications to results; hence, no
systematic uncertainty is assigned. The results are verified
to be largely insensitive to the details of the resolution
model, as supported by tests on data and observed in similar
measurements [6].
The effective single Gaussian resolution is found from
simulated data sets to be 41.4 0.5 and 43.9 0.5 fs for
the 2011 and 2012 data sets, respectively. Differences in the
resolutions from 2011 and 2012 data sets are expected due
to the independent selection requirements.
VI. ACCEPTANCES
The four observables used to analyze B0s → ϕϕ events
consist of the decay time and the three helicity angles,
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which require a good understanding of efficiencies in these
variables. It is assumed that the decay time and angular
acceptances factorize.
A. Angular acceptance
The geometry of the LHCb detector and the momentum
requirements imposed on the final-state particles introduce
efficiencies that vary as functions of the helicity angles.
Simulated events with the same selection criteria as those
applied to B0s → ϕϕ data events are used to determine this
efficiency correction. Efficiencies as a function of the three
helicity angles are shown in Fig. 3.
Acceptance functions are included in the decay time-
dependent fit through the 15 integrals
R
ϵðΩÞfkðΩÞdΩ,
where fk are the angular functions given in Table I and
ϵðΩÞ is the efficiency as a function of the set of helicity
angles, Ω. The inclusion of the integrals in the normali-
zation of the probability density function (PDF) is sufficient
to describe the angular acceptance as the acceptance
factors for each event appear as a constant in the log
likelihood, the construction of which is described in detail
in Sec. VIII A, and therefore do not affect the fitted
parameters. The method for the calculation of the integrals
is described in detail in Ref. [36]. The integrals are
calculated correcting for the differences between data
and simulated events. This includes differences in the
BDT training variables that can affect acceptance correc-
tions through correlations with the helicity angles.
The fit to determine the triple-product asymmetries
assumes that the U and V observables are symmetric
in the acceptance corrections. Simulated events are then
used to assign a systematic uncertainty related to this
assumption.
B. Decay time acceptance
The impact parameter requirements on the final-state
particles efficiently suppress the background from numer-
ous pions and kaons originating from the PV but introduce
a decay time dependence in the selection efficiency.
The efficiency as a function of the decay time is taken
from B0s → D−s ð→ KþK−π−Þπþ data events, with an upper
limit of 1 ps applied to the D−s decay time to ensure
topological similarity to the B0s → ϕϕ decay. After the
same decay time-biasing selections are applied to the
B0s → D−s πþ decay as used in the B0s → ϕϕ decay,
B0s → D−s πþ events are reweighted according to the mini-
mum track transverse momentum to ensure the closest
agreement between the time acceptances of B0s → ϕϕ and
B0s → D−s πþ simulated events. The denominator used to
calculate the decay time acceptance in B0s → D−s πþ data is
taken from a simulated data set, generated with the B0s
lifetime taken from the value measured by the LHCb
experiment [37].
For the case of the decay time-dependent fit, the
efficiency as a function of the decay time is modelled as
a histogram, with systematic uncertainties arising from the
differences in B0s → ϕϕ and B0s → D−s πþ simulated events.
Figure 4 shows the comparison of the efficiency as a
function of decay time calculated using B0s → D−s πþ data in
2011 and 2012. Also shown is the comparison between
B0s → ϕϕ and B0s → D−s πþ simulated events.
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FIG. 3. Angular acceptance found from simulated B0s → ϕϕ events (top-left) integrated over cos θ2 and Φ as a function of cos θ1,
(top-right) integrated over cos θ1 and Φ as a function of cos θ2, and (bottom) integrated over cos θ1 and cos θ2 as a function of Φ.
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In the fit to determine the triple-product asymmetries,
the decay time acceptance is treated only as a systematic
uncertainty, which is based on the acceptance found from
B0s → D−s πþ data events.
VII. FLAVOR TAGGING
To maximize the sensitivity on ϕs, the determination of
the initial flavor of the B0s meson is necessary. This results
from the terms in the differential decay rate with the largest
sensitivity to ϕs requiring the identification (tagging) of the
flavor at production. At the LHCb, tagging is achieved
through the use of different algorithms described in
Refs. [6,38]. This analysis uses both the opposite side
(OS) and same side kaon (SSK) flavor taggers.
The OS flavor tagging algorithm [39] makes use of the
b¯ðbÞ-quark produced in association with the signal bðb¯Þ
quark. In this analysis, the predicted probability of an
incorrect flavor assignment, ω, is determined for each event
by a neural network that is calibrated using Bþ → J=ψKþ,
Bþ → D¯0πþ, B0 → J=ψK0, B0 → D−μþνμ, and B0s →
D−s πþ data as control modes. Details of the calibration
procedure can be found in Ref. [6].
When a signal B0s meson is formed, there is an associated
s¯ quark formed in the first branches of the fragmentation
that about 50% of the time forms a charged kaon, which is
likely to originate close to the B0s meson production point.
The kaon charge therefore allows for the identification
of the flavor of the signal B0s meson. This principle is
exploited by the SSK flavor tagging algorithm [38]. The
SSK tagger is calibrated with the B0s → Dþs π− decay mode.
A neural network is used to select fragmentation particles,
improving the flavor tagging power quoted in the previous
decay time-dependent measurement [17,40].
Flavor tagging power is defined as ϵtagD2, where ϵtag is
the flavor tagging efficiency and D≡ ð1 − 2ωÞ is the
dilution. Table II shows the tagging power for the events
tagged by only one of the algorithms and those tagged by
both, estimated from 2011 and 2012 B0s → ϕϕ data events
separately. Uncertainties due to the calibration of the flavor
tagging algorithms are applied as Gaussian constraints in
the decay time-dependent fit. The dependence of the flavor
tagging initial flavor of the B0s meson is accounted for
during fitting.
VIII. DECAY TIME-DEPENDENT MEASUREMENT
A. Likelihood
The parameters of interest are the CP-violation param-
eters (ϕs and jλj), the polarization amplitudes (jA0j2, jA⊥j2,
jASj2, and jASSj2), and the strong phases (δ1, δ2, δS, and
δSS), as defined in Sec. IVA. The P-wave amplitudes are
defined such that jA0j2 þ jA⊥j2 þ jA∥j2 ¼ 1; hence, only
two are free parameters.
Parameter estimation is achieved from a minimization of
the negative log likelihood. The likelihood, L, is weighted
using the sPlot method [41,42], with the signal weight of
an event e calculated from the equation
TABLE II. Tagging efficiency (ϵtag), effective dilution (D), and
tagging power (ϵD2), as estimated from the data for events tagged
containing information from OS algorithms only, SSK algorithms
only, and information from both algorithms. Quoted uncertainties
include both statistical and systematic contributions.
Data set ϵtagð%Þ Dð%Þ ϵD2ð%Þ
2011 OS 12.3 1.0 31.6 0.2 1.23 0.10
2012 OS 14.5 0.7 32.7 0.3 1.55 0.08
2011 SSK 40.2 1.4 15.2 2.0 0.93 0.25
2012 SSK 33.1 0.9 16.0 1.6 0.85 0.17
2011 both 26.0 1.3 34.9 1.1 3.17 0.26
2012 both 27.5 0.9 33.2 1.2 3.04 0.24
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FIG. 4 (color online). Decay time acceptance (left) calculated using B0s → D−s πþ data events and (right) comparing B0s → ϕϕ and
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WeðmKþK−KþK−Þ ¼
P
jVsjFjðmKþK−KþK−ÞP
jNjFjðmKþK−KþK−Þ
; ð11Þ
where j sums over the number of fit components to the
four-kaon invariant mass, with PDFs F, associated yields
N, and Vsj is the covariance between the signal yield and
the yield associated with the jth fit component. The log
likelihood then takes the form
− lnL ¼ −α
X
events e
We lnðSeTDÞ; ð12Þ
where α ¼PeWe=PeW2e is used to account for the
weights in the determination of the statistical uncertainties,
and STD is the signal model of Eq. (2), accounting also
for the effects of decay time and angular acceptance, in
addition to the probability of an incorrect flavor tag.
Explicitly, this can be written as
SeTD ¼
P
is
e
i ðteÞfiðΩeÞϵðteÞP
kζk
R
skðtÞfkðΩÞϵðtÞdtdΩ
; ð13Þ
where ζk are the normalization integrals used to describe
the angular acceptance described in Sec. VI A and
sei ðtÞ ¼ Nie−Γste

ciqeð1 − 2ωeÞ cosðΔmsteÞ
þ diqeð1 − 2ωeÞ sinðΔmsteÞ þ ai cosh

1
2
ΔΓste

þbi sinh

1
2
ΔΓste

⊗ Rðσcale ; teÞ; ð14Þ
where ωe is the calibrated probability of an incorrect flavor
assignment and R denotes the Gaussian resolution function.
In Eq. (14), qe ¼ 1ð−1Þ for a B0s (B¯0s) meson at t ¼ 0 in
event e or qe ¼ 0 if no flavor tagging information exists.
The 2011 and 2012 data samples are assigned independent
signal weights, decay time and angular acceptances, in
addition to separate Gaussian constraints to the decay time
resolution parameters as defined in Sec. V. The value of
the B0s-B¯0s oscillation frequency is constrained to the
LHCb measured value of Δms ¼ 17.768 0.023ðstatÞ 
0.006ðsystÞ ps−1 [43]. The values of the decay width
and decay width difference are constrained to the
LHCb measured values of Γs ¼ 0.661 0.004ðstatÞ
0.006ðsystÞ ps−1 and ΔΓs ¼ 0.106 0.011ðstatÞ
0.007ðsystÞ ps−1, respectively [6]. The Gaussian con-
straints applied to the Γs and ΔΓs parameters use the
combination of the measured values from B0s → J=ψKþK−
and B0s → J=ψπþπ− decays. Constraints are therefore
applied taking into account a correlation of 0.1 for the
statistical uncertainties [6]. The systematic uncertainties are
taken to be uncorrelated between the B0s → J=ψKþK− and
B0s → J=ψπþπ− decay modes.
The events selected in this analysis are within the
two-kaon invariant mass range 994.5 < mKþK− <
1044.5 MeV=c2 and are divided into three regions.
These correspond to both ϕ candidates with invariant
masses smaller than the known ϕ mass, one ϕ candidate
with an invariant mass smaller than the known ϕ mass and
one larger, and a third region in which both ϕ candidates
have invariant masses larger than the known ϕ mass.
Binning the data in this way allows the analysis to become
insensitive to correction factors that must be applied to
each of the S-wave and double S-wave interference terms in
the differential cross section. These factors modulate the
contributions of the interference terms in the angular PDF
due to the different line shapes of kaon pairs originating
from spin-1 and spin-0 configurations. Their parametriza-
tions are denoted by gðmKþK−Þ and hðmKþK−Þ, respectively.
The spin-1 configuration is described by a Breit–Wigner
function, and the spin-0 configuration is assumed to be
approximately uniform. The correction factors, denoted by
CSP, are defined from the relation [6]
CSPeiθSP ¼
Z
mh
ml
gðmKþK−ÞhðmKþK−ÞdmKþK− ; ð15Þ
where mh and ml are the upper and lower edges of a given
mKþK− bin, respectively. Alternative assumptions on the
P-wave and S-wave line shapes are found to have a
negligible effect on the parameter estimation.
A simultaneous fit is then performed in the three mKþK−
invariant mass regions, with all parameters shared except
for the fractions and strong phases associated with the S
wave and double S wave, which are allowed to vary
independently in each region. The correction factors are
calculated as described in Ref. [6]. The correction factor
used for each region is calculated to be 0.69.
B. RESULTS
The results of the fit to the parameters of interest are
given in Table III. The S-wave and double S-wave
parameter estimations for the three regions defined in
Sec. VIII A are given in Table IV. The fraction of the S
TABLE III. Results of the decay time-dependent fit.
Parameter Best fit value
ϕs (rad) −0.17 0.15
jλj 1.04 0.07
jA⊥j2 0.305 0.013
jA0j2 0.364 0.012
δ1 (rad) 0.13 0.23
δ2 (rad) 2.67 0.23
Γs (ps−1) 0.662 0.006
ΔΓs (ps−1) 0.102 0.012
Δms (ps−1) 17.774 0.024
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wave is found to be consistent with zero in all three
mass regions.
The correlation matrix is shown in Table V. The largest
correlations are found to be between the amplitudes them-
selves and theCP-conserving strong phases themselves. The
observed correlations have been verified with simulated data
sets. Cross-checks are performed on simulated data sets
generated with the same number of events as observed in
data, and with the same physics parameters, to ensure that
generation values are recovered with negligible biases.
Figure 5 shows the distributions of the B0s decay time and
the three helicity angles. Superimposed are the projections
of the fit result. The projections are event weighted to yield
the signal distribution and include acceptance effects.
The scan of the natural logarithm of the likelihood for the
ϕs parameter is shown in Fig. 6. At each point in the scan,
all other parameters are reminimized. A parabolic mini-
mum is observed and a point estimate provided. The shape
of the profile log likelihood is replicated in simplified
simulations as a cross-check.
C. Systematic uncertainties
The most significant systematic effects arise from the
angular and decay time acceptances. Minor contributions
are also found from the mass model used to construct the
event weights, the uncertainty on the peaking background
contributions, and the fit bias.
An uncertainty due to the angular acceptance arises from
the limited number of simulated events used to determine
the acceptance correction. This is accounted for by varying
the normalization weights within their statistical uncertain-
ties accounting for correlations. The varied weights are
then used to fit simulated data sets. This process is repeated,
and the width of the Gaussian distribution is used as
the uncertainty. A further uncertainty arises from the
assumption that the angular acceptance does not depend
on the algorithm used for the initial flavor assignment.
Such a dependence can be expected due to the kinematic
correlations of the tagging particles with the signal par-
ticles. This introduces a tagging efficiency based on the
kinematics of the signal particles. The difference between
the nominal data result and the result with angular
acceptances calculated independently for the different
flavor tagging algorithms leads to a non-negligible uncer-
tainty on the polarization amplitudes. Further checks are
performed to verify that the angular acceptance does not
depend on the way in which the event was triggered.
The systematic uncertainty on the decay time acceptance
is evaluated from the difference in the decay time accep-
tance evaluated from B0s → ϕϕ and B0s → D−s πþ simulated
events. The simulated data sets are generated with the decay
time acceptance of B0s → ϕϕ simulation and then fitted
with the B0s → D−s πþ decay time acceptance. This process
is repeated, and the resulting bias on the fitted parameters is
used as an estimate of the systematic uncertainty.
The uncertainty on the mass model is found by refitting
the data with signal weights derived from a single Gaussian
B0s → ϕϕ model, rather than the nominal double Gaussian.
The uncertainty due to peaking background contributions is
found through the recalculation of the signal weights with
TABLE IV. S-wave and double S-wave results of the decay time-dependent fit for the three regions identified in
Sec. VIII A, where M−− indicates the region with both two-kaon invariant masses smaller than the known ϕ mass,
M−þ indicates the region with one smaller and one larger, and Mþþ indicates the region with both two-kaon
invariant masses larger than the known ϕ mass.
Region jASj2 δS (rad) jASSj2 δSS (rad)
M−− 0.006 0.012 −0.40 0.53 0.009 0.016 −2.99 1.27
M−þ 0.006 0.010 2.76 0.39 0.004 0.011 −2.17 0.72
Mþþ 0.001 0.003 −2.58 2.08 0.020 0.022 0.53 0.55
TABLE V. Correlation matrix associated with the result of the decay time-dependent fit. Correlations with a
magnitude greater than 0.5 are shown in bold.
jA⊥j2 jA0j2 jASSj2 jASj2 δSS δS δ1 δ2 ϕs jλj
jA⊥j2 1.00 −0.48 0.01 0.07 0.00 0.01 −0.04 0.01 −0.13 −0.01
jA0j2 1.00 −0.02 −0.14 −0.03 0.01 0.05 0.02 0.07 0.03
jASSj2 1.00 0.18 0.59 0.01 0.04 0.07 −0.03 −0.18
jASj2 1.00 0.21 0.01 0.01 0.06 −0.03 −0.25
δSS 1.00 −0.02 0.03 0.06 −0.06 −0.21
δS 1.00 0.40 0.42 −0.07 −0.16
δ1 1.00 0.95 −0.20 −0.27
δ2 1.00 −0.20 −0.28
ϕs 1.00 0.12
jλj 1.00
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peaking background contributions varied according to the
statistical uncertainties on the yields of the Λ0b → ϕpK
−
and B0 → ϕK0 contributions. Fit bias arises in likelihood
fits when the number of events used to determine the free
parameters is not sufficient to achieve the Gaussian limit.
This uncertainty is evaluated by generating and fitting
simulated data sets and taking the resulting bias as the
uncertainty.
Uncertainties due to flavor tagging are included in the
statistical uncertainty through Gaussian constraints on the
calibration parameters and amount to 10% of the statistical
uncertainty on the CP-violating phase.
A summary of the systematic uncertainties is given in
Table VI.
IX. TRIPLE-PRODUCT ASYMMETRIES
A. Likelihood
To determine the triple-product asymmetries, a separate
likelihood fit is performed. This is based around the
simultaneous fitting of separate data sets to the four-kaon
invariant mass, which are split according to the sign of U
and V observables. Simultaneous mass fits are performed
for the U and V observables separately. The set of free
parameters in fits to determine the U and V observables
consist of the asymmetries of the B0s → ϕϕ signal and
combinatoric background (AUðVÞ and ABUðVÞ), along with
their associated total yields (NS and NB). The mass model
is the same as that described in Sec. III. The total PDF, STP,
is then of the form
STP ¼
X
i∈fþ;−g

fSi G
SðmKþK−KþK−Þ
þ
X
j
fjiP
jðmKþK−KþK−Þ

; ð16Þ
where j indicates the sum over the background components
with corresponding PDFs, Pj, and GS is the double
Gaussian signal PDF as described in Sec. III. The param-
eters fki found in Eq. (16) are related to the asymmetry,
AkUðVÞ, through
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fkþ ¼
1
2
ðAkUðVÞ þ 1Þ; ð17Þ
fk− ¼
1
2
ð1 − AkUðVÞÞ; ð18Þ
where k denotes a four-kaon mass fit component, as
described in Sec. III. Peaking backgrounds are assumed
to be symmetric in U and V.
B. Results
The background-subtracted distributions of the U
and V observables are shown in Fig. 7 for the mass range
5246.8 < mKþK−KþK− < 5486.8 MeV=c2. Distributions
are found to agree between 2011 and 2012 data sets and
show qualitatively symmetric distributions. The triple-
product asymmetries found from the simultaneous fit
described in Sec. IX A are measured to be
AU ¼ − 0.003  0.017;
AV ¼ − 0.017  0.017:
Statistical uncertainties are therefore to have approxi-
mately halved with respect to the previous LHCb
measurements [19], due to more efficient selection require-
ments and a larger data sample, and are verified through
fits to simulated data sets. No evidence for CP violation
is found.
C. Systematic uncertainties
As for the case of the decay time-dependent fit, the
largest contributions to the systematic uncertainty arise
from the decay time and angular acceptances. Minor
uncertainties also result from the mass model and peaking
background knowledge.
The effect of the decay time acceptance is determined
through the generation of simulated samples including the
decay time acceptance obtained from B0s → D−s πþ data and
fitted with the method described in Sec. IX A. The resulting
bias is used to assign a systematic uncertainty.
The effect of the angular acceptance is evaluated by
generating simulated data sets with and without the
inclusion of the angular acceptance. The resulting bias
found on the fit results of the triple-product asymmetries is
then used as a systematic uncertainty.
Uncertainties related to the mass model are evaluated by
taking the difference between the nominal fit results and
U
-0.4 -0.2 0 0.2 0.4
Sc
al
ed
 N
um
be
r o
f E
ve
nt
s
0
100
200
300
400
500
2011
2012
LHCb
V
-1 -0.5 0 0.5 1
Sc
al
ed
 N
um
be
r o
f E
ve
nt
s
0
100
200
300
400
500
LHCb
2011
2012
FIG. 7 (color online). Background-subtracted distributions of the (left)U and (right) V observables for the 2011 and 2012 data sets and
restricted to the mass range 5246.8 < mKþK−KþK− < 5486.8 MeV=c2. The 2011 distributions are scaled to have the same area as the
2012 distributions.
TABLE VI. Summary of systematic uncertainties for physics parameters in the decay time-dependent
measurement, where AA denotes angular acceptance.
Parameter jA0j2 jA⊥j2 δ1 (rad) δ2 (rad) ϕs (rad) jλj
Mass model – – 0.03 0.04 – 0.02
AA (statistical) 0.003 0.004 0.02 0.02 0.02 0.02
AA (tagging) 0.006 0.002 – 0.01 – 0.01
Fit bias – – 0.02 – – –
Time acceptance 0.005 0.003 0.02 0.05 0.02 –
Peaking background – – 0.01 0.01 – 0.01
Total 0.009 0.005 0.05 0.07 0.03 0.03
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those using a single Gaussian function to model the
B0s → ϕϕ decay. The effect of the peaking background is
evaluated by taking the largest difference between the
nominal fit results and the fit results with the peaking
background yields varied according to their uncertainties,
as given in Sec. III.
The total systematic uncertainty is estimated by choosing
the larger of the two individual systematic uncertainties on
AU and AV . The contributions are combined in quadrature
to determine the total systematic uncertainty.
Systematic uncertainties due to the residual effect of the
decay time, geometrical acceptance, and the signal and
background fit models are summarized in Table VII.
X. SUMMARY AND CONCLUSIONS
Measurements ofCP violation in the B0s → ϕϕ decay are
presented, based on the full LHCb run 1 data set of
3.0 fb−1. The CP-violating phase, ϕs, and CP-violation
parameter, jλj, are determined to be
ϕs ¼ −0.17 0.15ðstatÞ  0.03ðstatÞ rad;
jλj ¼ 1.04 0.07ðstatÞ  0.03ðsystÞ:
Results are found to agree with the theoretical predictions
[1–3]. When compared with the CP-violating phase mea-
sured in B0s → J=ψKþK− and B0s → J=ψπþπ− decays [6],
these results show that no large CP violation is present
either in B0s-B¯0s mixing or in the b¯ → s¯ss¯ decay amplitude.
The polarization amplitudes and strong phases are
measured to be
jA0j2 ¼ 0.364 0.012ðstatÞ  0.009ðsystÞ;
jA⊥j2 ¼ 0.305 0.013ðstatÞ  0.005ðsystÞ;
δ1 ¼ 0.13 0.23ðstatÞ  0.05ðsystÞ rad;
δ2 ¼ 2.67 0.23ðstatÞ  0.07ðsystÞ rad:
Values of the polarization amplitudes are found to
agree well with the previous measurements [17–19].
Measurements in other B → VV penguin transitions at
the B factories generally give higher values of fL ≡ jA0j2
[11–16]. The value of fL found in the B0s → ϕϕ channel is
almost equal to that in the B0s → K0K¯0 decay [44]. As
reported in Ref. [19], the results are in agreement with QCD
factorization predictions [2,3] but disfavor the perturbative
QCD estimate given in Ref. [45]. The fractions of S wave
and double S wave are found to be consistent with zero in
all three regions of mKþK− mass.
The triple-product asymmetries are determined from a
separate decay time integrated fit to be
AU ¼ −0.003 0.017ðstatÞ  0.006ðsystÞ;
AV ¼ −0.017 0.017ðstatÞ  0.006ðsystÞ;
in agreement with previous measurements [18,19].
The results of the polarization amplitudes, strong phases,
and triple-product asymmetries presented in this paper
supersede the previous LHCb measurements [17,19].
The measured values of the CP-violating phase and
triple-product asymmetries are consistent with the hypoth-
esis of CP conservation.
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TABLE VII. Systematic uncertainties on the triple-product
asymmetries AU and AV . The total uncertainty is the sum in
quadrature of the larger of the two components for each source.
Source AU AV Uncertainty
Angular acceptance 0.001 0.003 0.003
Time acceptance 0.005 0.003 0.005
Mass model 0.002 0.002 0.002
Peaking background – 0.001 0.001
Total 0.006 0.005 0.006
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