and its rating scale version (Muraki, 1990a) , or the partial credit model (PCM) (Masters, 1982) and its rating scale version (Andrich, 1978). For a test item in which the response options are not necessarily ordered, Bock (1972) (1968) and Lord (1980) , the basic difference between the Rasch and the other models is the introduction of the assumption about the discriminating power of test items. These models share the following common form: which expresses the probability of person i, whose ability is parameterized by latent trait 0, correctly responding to an itern j (Uj = 1). The parameter bj usually refers to item difficulty. If the Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the
The separability of the model parameters and the existence of the minimal sufficient statistics of the column-wise and row-wise analyses of the response data matrix (Wright & Stone, 1979) are distinct mathematical properties of the Rasch model. These features permit a specialized parameter estimation procedure-conditional maximum likelihood estimation. If the model is viewed as a latent trait model with latent trait variable 0, the conditional likelihood of bj, given the scores of examinee i (r;), is independent of 0. Therefore, the parameters bj can be estimated from the conditional likelihood involving no person parameters. From (Wright & Stone, 1979) .
The notable distinction between the Rasch polytomous item response models (Andrich, 1978; Masters, 1982) and the GRM (Muraki, 1990a; Samejima, 1969) is not the number of parameters but the difference in terms of the operating characteristic function (OCF) (Samejima, 1972) . The OCF is central to the polytomous item response models. This function expresses how the probability of a specific categorical response is formulated according to the law of probability, as well as psychological assumptions about item response behavior. Masters (1982) formulated his PCM by using the Rasch dichotomous model; therefore, it is legitimate to construct the PCM based on the two-parameter logistic response model following the same OCF Masters employed. Because the essential mechanism for constructing a general model is shared with Masters' PCM, the model constructed here can be called the generalized partial credit model (GPCM).
The Generalized Partial Credit Model
The GPCM is formulated based on the assumption that the probability of selecting the kth category over the k minus first (k -1) category is governed by the dichotomous response model. To develop the PCM, denote lJk(8) as the specific probability of selecting the kth category from mj possible categories of item j.
For each of the adjacent categories, the probability of the specific categorical response k over k -1 is given by the conditional probability, which is the same as (Muraki, 1985 (Muraki, , 1990b (Birnbaum, 1968) (Stroud & Secrest, 1966 Bock and Aitkin (1981) applied the EM algorithm (Dempster, Laird, & Rubin, 1977) (1978, 1982, 1988) (Muraki & Bock, 1991) . PARSCALE also can estimate the parameters of the GRM. Data analyses by this model were presented by Muraki (1990a (Masters, 1982) . The slope parameters of all items were 1.0. Masters' item step parameters, b,k, varied (see Table 1 ). The RESGEN computer program (Muraki, 1990b) was used Table 1 Original and Estimated Item
Step Parameters for Analysis 1 to generate the simulated dataset. These data were then analyzed four times under various constraints. 10 quadrature points were used, and the precision level .0001 was set for all estimations. In Analysis 1, the simulated data were analyzed based on Masters' (1982) PCM. Slope parameters were kept constant during the estimation process. The location constraint was not applied to the estimation. Analysis 2 was identical to Analysis 1, except that the location constraint was applied.
The item step parameters, b~k, were computed from bj and d~k. Original and estimated item step Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ parameter values are presented in Table 1 . As shown in Table 1 , the EM algorithm successfully recovered original parameter values.
Although the location estimates, bj, were different between the results of Analyses 1 and 2, as shown in Table 2 , the values of b~k were computed from bj and d;k of Analysis 1, and they were found to be indistinguishable from the estimated values of Analysis 2. Their -2 log likelihood statistics were almost identical. In other words, these two models were essentially the same. However, Analysis 2 needed fewer iterations to reach the convergence criterion because the indeterminacy was eliminated. In addition, the location estimates of Analysis 2 can be compared with each other because of the location constraint. Figure 3a shows the ~c~~'s of Item 13, and Figure 3b Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ has begun only recently on polytomous item response models. Some of the knowledge acquired through research about the dichotomous item response models can be applied directly to the polytomous item response models, but the basic properties of the model parameters also need to be studied.
