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MO¨BIUS DISJOINTNESS FOR NON-UNIQUELY ERGODIC
SKEW PRODUCTS
ZHIREN WANG
Abstract. For τ > 2, let T be a Cτ skew product map of the form
(x + α, y + h(x)) on T2 over a rotation of the circle. We show that
if T preserves a measurable section, then it is disjoint to the Mo¨bius
sequence. This in particular implies that any non-uniquely ergodic Cτ
skew product map on T2 has a finite index factor that is disjoint to the
Mo¨bius sequence.
Contents
1. Introduction 1
2. Elimination of non-resonant frequencies 4
3. Approximation of trajectories: non-zero frequencies 7
4. Diophantine relation between rotation numbers 14
5. Trajectories as sums of random variables 15
6. Independence between digits in Ostrowski numerations 18
7. Invariant section and bounded variance 20
8. Reduction to finitely many scales 24
9. Proof of the main theorem 27
References 30
1. Introduction
Let T be a skew product map on T2 over a rotation of the circle T1. That
is,
T (x, y) = (x+ α, y + h(x)), (1.1)
where h : T1 7→ T1 is continuous, and α ∈ [0, 1).
A measurable invariant section of T is a graph (x, g(x)) where g : T1 7→ T1
is measurable, such that T (x, g(x)) is still in the graph for Lebesgue almost
every x.
Our main result is the following Mobius disjointness property:
Theorem 1.1. Suppose h is Cτ for some real value τ > 2 and T preserves
a measurable invariant section. Then for all (x, y) ∈ T2, and all continuous
functions f ∈ C(T2),
1
N
∑
n≤N
µ(n)f(T n(x, y))→ 0 as N →∞. (1.2)
1
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One important feature of the theorem is that it holds for all α, without
assuming any Diophantine condition.
By a dichotomy of Furstenberg [Fur61, Lemma 2.1], if a map T of the
form (1.1) is not uniquely ergodic, then for some positive integer ξ, the
solution g(x + α) − g(x) = ξh(x) has a measurable solution g : T1 7→ T1.
Let πξ : T
2 7→ T2 be the ξ-to-one projection π(x, y) = π(x, ξy). Then the
transform Tξ(x, y) = (x+α, y+ξh(x)) is a topological factor of T through π,
in other words, πξ◦T = Tξ◦πξ. One can easily check that the graph (x, g(x))
is a measurable invariant section for Tξ. Hence Theorem 1.1 implies:
Corollary 1.2. Suppose h is Cτ for some real value τ > 2 and T is not
uniquely ergodic. Then there exists ξ ∈ N, such that the ξ-to-one topological
factor Tξ of T via the projection πξ satisfies
1
N
∑
n≤N
µ(n)f(T nξ (x, y))→ 0 as N →∞.
The Mo¨bius function is the multiplicative function
µ(n) =
{
(−1)# of prime factors of n, if n is square free
0, otherwise.
It is expected that the Mo¨bius function captures much of the randomness
in the distribution of prime numbers. This is characertized by Sarnak’s
Mobius Disjointness Conjecture, which has been the focus of much research
in number theory and dynamical systems in recent years.
Conjecture 1.3. (Mo¨bius Disjointness Conjecture, [Sar09]) For a contin-
uous transformation T : X 7→ X with zero topological entropy, where X is a
compact metric space and T is continuous, then for all continuous f ∈ C(X)
and all x ∈ X, 1N
∑
n≤N µ(n)f(T
n(x))→ 0.
It should be emphasized the conjecture addresses all points x ∈ X, instead
of almost every x with respect to a measure.
WhenX is a single point, Conjecture 1.3 gives the prime number theorem.
The prime number theorem in arithmetic progressions corresponds to the
case of a rotation on the finite abelian group Z/qZ. Davenport’s classic
theorem [Dav37] that 1N
∑
n≤N µ(n)e(αn) → 0 is the case of a rotation of
the circle.
Researches during the last a few years confirmed numerous cases of Con-
jecture 1.3. To list a few: [MR10, Gre12, GT12, Bou13a, Bou13b, BSZ13,
KPL15, EALdlR14,MMR14, Pec15, FKPLM15]. Most of these results use
Vinogradov’s bilinear method, or its modern variant due to Vaughan [Vau77].
The Bourgain-Sarnak-Ziegler criterion, developed in [BSZ13], offers a differ-
ent variant that allows to interprete bilinear averages in as ergodic averages
in joinings of dynamical systems.
All the special case listed above are regular dynamical systems. A system
(X,T ) is regular if the ergodic average 1N
∑
n≤N f(T
n(x)) converges for every
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x ∈ X and every continuous function f . In particular, all uniquely ergodic
systems are regular by Birkhoff’s ergodic theorem.
The only irregular dynamical systems for which Mo¨bius disjointness has
been studied come from the family (1.1). In this family, for generic choices
of α that satisfy certain diophantine conditions, a C1+ǫ-differentiable T is
still regular, as well as the joinings needed for applying the Bourgain-Sarnak-
Ziegler criterion. For such α, Conjecture 1.3 was proved by Ku laga-Przymus
and Leman´czyk [KPL15].
On the other hand, for Liouville choices of α, the map T can be irregu-
lar. Such a counterexample was first constructed by Furstenberg in [Fur61].
Furstenberg’s example is real analytic, but it is not hard to modify it to get
a counterexample of finite differentiability.
Irregular transformation from the family 1.1 were first studied in [LS15]
by Liu and Sarnak. They proved Conjecture 1.3 for a class of analytic
skew products of the form (1.1) under an additional assumption that hˆ(m)
decays not too fast. In [Wan15], the author proved Conjecture 1.3 for all real
analytic maps of the form (1.1). One main ingredient from [Wan15] was the
use of the estimate of averages of non-pretentious multiplicative functions on
typical short intervals by Matoma¨ki, Radziw l l and Tao [MRT15]. The use in
[Wan15] of this new tool was quantitative, and as a consequence analyticity,
or at least the weaker condition that |hˆ(m)| ≪ e−τ |m|
1
2+ǫ , had to be assumed
to control the estimates from [MRT15].
The main aim of Theorem 1.1 is to prove Conjecture 1.3 for some irregular
dynamical systems of finite differentiability.
Our proof of Theorem 1.1, except for a few standard reductions at the be-
ginning, doesn’t use bilinear method. Instead, as in [Wan15], the endgame
of the proof relies on the theorem of Matoma¨ki-Radziw l l-Tao. To be accu-
rate, we use an application that Matoma¨ki-Radziw l l-Tao derived from their
theorem, saying that when R is sufficiently large and N is sufficiently large
compared to R, for most 1 ≤ L ≤ N , the correlation between µ(n) and
e(αn) on the short interval [L,L + R] is small (see Proposition 9.3). How-
ever, unlike in [Wan15], the use of [MRT15] in this paper is only qualitative,
eliminating the need of analyticity.
The dynamical analysis in this paper is quite different from that in [Wan15].
The main strategy in [Wan15] was to prove that the dynamics is almost pe-
riodic at a single step length for a very long time. In contrast, to prove
Theorem 1.2, we analyse the trajectory at multiple scales and show that
it has a structure that looks like a sum of independent random variables
at different scales. These scales are determined by the continued fraction
expansion of α. Thanks to the mutual independence, in order to have a
measurable invariant section, the total variance of these random variables
have to be bounded. This allows to study the dynamics only on the first
finitely many scales. After such a reduction, the dynamics resembles a linear
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flow when n is restricted to a short interval of given length. At this stage,
[MRT15] can be applied.
Notations.
• mTd = the Lebesgue probability measure on T
d;
• e(θ) = e2πiθ;
• ‖θ‖ = dist(θ,Z) for θ ∈ R. Remark that ‖θ‖ ≪ e(θ)− 1≪ ‖θ‖;
• EF , VarF , PF respectively stand for the expectation, variance and
probability of a function/event defined on a finite set F with respect
to the uniform probability measure on F .
Acknowledgments. I am grateful to Jean Bourgain, Jon Chaika and Peter
Sarnak for helpful discussions. This work was done when the author was
a member at the Institute for Advanced Study, and I would like to thank
the IAS for its support. The author was also supported by NSF grants
DMS-1451247 and DMS-1501295.
2. Elimination of non-resonant frequencies
In the remainder of the paper, we will assume that T is given by (1.1)
where h : T1 → T1 is Cτ regular with τ ∈ (2,∞).
Liu and Sarnak [LS15] showed that if α is rational, then Conjecture 1.3
holds for T . So we will always assume α is irrational.
Since T has a measurable invariant section, by a result of Furstenberg
[Fur61, Lemma 2.2] h is homotopically trivial. Under this restriction, h can
be realized as a Cτ function from T1 to R and be written as
h(x) =
∑
m∈Z
hˆ(m)e(mx), (2.1)
where the convergence is uniform and the equality holds pointwise for all
x ∈ T1. Moreover, as h is Cτ , we have
|hˆ(m)| ≪ |m|−τ ,∀m ∈ Z\{0}. (2.2)
Take the continued fraction expansion
α = [0; a1, a2, · · · ] =
1
a1 +
1
a2 +
1
a3 + · · ·
and let pkqk = [0; a1, · · · , ak−1] be the corresponding convergents
1. Because α
is irrational, the expansion is infinite. Denote θk = qkα− pk.
Remark 2.1. The following standard facts can be found in [Khi97]:
(1) p1 = 0, q1 = 1; p2 = 1, q2 = a1; pk+1 = akpk + pk−1 and qk+1 =
akqk + qk−1 for k ≥ 2;
(2) pk is coprime to qk;
1It should be noted that our enumeration here differs from the more commonly used
one in the literature, namely pk
qk
= [0; a1, · · · , ak].
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(3) 1qk+1+qk < ‖qkα‖ <
1
qk+1
;
(4) If |α− pq | <
1
2q2
for p, q ∈ Z, then pq coincides with one of the
pk
qk
’s.
(5) The sequence {θk} has alternating signs and ‖qkα‖ = |θk|.
One consequence to Remark 2.1.(1) is that qk+2 ≥ qk+1 + qk ≥ 2qk. In
particular, qk grows exponentially:
qk ≫ 2
k
2 and qk+j ≫ 2
j
2 qk. (2.3)
Set
M =
⋃
k:qk+1>q
τ
2
k
{±mkqk : mk = 1, · · · , ak} (2.4)
What we prove next is essentially [LS15, Lemma 4.1], with slightly finer
estimates.
Lemma 2.2. If (2.2) holds, then
∑
m/∈M
hˆ(m)
1
e(mα) − 1
e(mx)
converges uniformly to a continuous function ψ(x).
Proof. If m /∈M , then we are in at least one of the three situations below:
(1) m = 0. Since this involves only one frequecy, we can ignore this case
in the study of convergence.
(2) For some k, qk ≤ |m| < qk+1 but qk ∤ |m|. Then ‖mα‖ ≥
1
2|m| . This
is because otherwise, by Remark 2.1, |m| = aqj and ‖mα‖ = |mα− apj| for
some index j ≤ k and a ∈ Z. Since qk ∤ |m|, j < k. Hence we have
‖mα‖ = |a| · ‖qjα‖ >
|a|
qj+1 + qj
≥
1
2qk
≥
1
2m
anyway in this case.
Therefore for any given k
∑
qk≤|m|<qk+1
qk∤m
∣∣∣∣hˆ(m) 1e(mα) − 1e(mx)
∣∣∣∣
≪
∑
qk≤|m|<qk+1
qk∤m
(|m|−τ · |m| · 1)≪
qk+1∑
m=qk
m−(τ−1)
≪q
−(τ−2)
k − q
−(τ−2)
k+1 .
(2.5)
(3)m = ±mkqk wheremk ∈ {1, · · · , ak} but qk+1 ≤ q
τ
2
k . Sincemk‖qkα‖ ≤
ak
1
qk+1
< 1qk , ‖mα‖ is given by mk‖qkα‖ for k ≥ 2. Thus, we have for all
k ≥ 2 that
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∑
qk≤|m|<qk+1
qk|m
∣∣∣∣hˆ(m) 1e(mα) − 1e(mx)
∣∣∣∣
≪2
ak∑
mk=1
(
(mkqk)
−τ ·
1
mk ·
1
qk+1+qk
· 1
)
≪
ak∑
mk=1
m
−(τ+1)
k qk+1q
−τ
k ≪
∞∑
mk=1
m
−(τ+1)
k q
− τ
2
k
≪q
− τ
2
k .
(2.6)
The last inequality here is because τ − 1 > 1.
We sum both estimates (2.5) and (2.6) over all k ≥ 2. Since only finitely
many terms are neglected in doing this, and the estimates are independent
of x, to prove the lemma it suffices to know that both the resulting series
are convergent. This is indeed the case, respectively because τ − 2 > 0 and
τ
2 > 1. 
Corollary 2.3. Assuming (2.2), Conjecture 1.3 holds for T if and only it
holds for the map T1(x, y) = (x+ α, y + h1(x)) on T
2, where
h1(x) =
∑
m∈M∪{0}
hˆ(m)e(mx).
In other words, in order to prove Theorem 1.1, one may assume that hˆ
is supported on M ∪ {0}. The proof of the corollary is the same as that of
[Wan15, Corollary 3.3]. In fact, it suffices to notice that T is continously
conjugate to T1 by the map (x, y) 7→ (x, y + ψ(x)).
In the same spirit, one may assume that M is infinite. In fact, if M is
finite then ∑
m6=0
hˆ(m)
1
e(mα) − 1
e(mx)
differs from the series in Lemma 2.2 by only finitely many terms and hence
also defines a continuous function ψ˜. And T is continously conjugate to the
Kronecker flow (x, y) 7→ (x + α, y + hˆ(0)) by (x, y) 7→ (x, y + ψ˜(x)). So it
suffices to show (1.2) for this linear flow, which is known by the work of
Davenport [Dav37].
To summarize the reductions above, in order to prove Theorem 1.1, we
may assume the following:
Hypothesis 2.4. T = (x+α, y+h(x)) with α irrational and h ∈ Cτ where
τ > 2. Moreover,
(1) h is homotopically trivial;
(2) The subset M ⊂ Z defined by (2.4) is infinite and hˆ is supported on
M ;
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(3) The map T preserves a measurable section (x, g(x)).
We will always work under Hypothesis 2.4 hereafter.
3. Approximation of trajectories: non-zero frequencies
For n ∈ Z, write the n-th iterate of T as
T n(x, y) =
(
x+ nα, y +Hn(x)
)
. (3.1)
Then for n ≥ 0,
Hn(x) =
n−1∑
l=0
h(x+ lα) =
n−1∑
l=0
∑
m∈Z
hˆ(m)e(mx)e(lmα).
By exchanging the order of sums, we get
Hn(x) =
∑
m∈Z
hˆ(m)
( n−1∑
l=0
e(lmα)
)
e(mx)
=nhˆ(0) +
∑
m∈Z\{0}
hˆ(m)
e(nmα) − 1
e(mα)− 1
e(mx).
(3.2)
When n < 0,
Hn(x) =
−1∑
l=n
−h(x+ lα) =
−1∑
l=n
∑
m∈Z
−hˆ(m)e(mx)e(lmα).
In this case, one can easily check that (3.2) remains true. Thus (3.2) holds
for all n ∈ Z.
Given x ∈ T1, we shall choose its unique representative from [−α, 1−α),
which we denote by x indifferently. To better approximate the series (3.2)
we expand n and x in their Ostrowski numerations [Ost22] with respect to
α, the definitions of which we now recall.
Definition 3.1. (Ostrowski numeration for integers) Every non-negative
integer n can be uniquely written as a sum
∑
k≥1 nkqk, where:
(1) nk is an integer, 0 ≤ nk ≤ ak. When k = 1, 0 ≤ n1 ≤ a1 − 1;
(2) nk = 0 if nk+1 = ak+1;
(3) nk = 0 for all but finitely many k’s.
Definition 3.2. (Ostrowski numeration for real values) Every value x ∈
[−α, 1−α) can be uniquely written as a convergent series
∑
k≥1 x˜kθk, where:
(1) x˜k is an integer, 0 ≤ x˜k ≤ ak in general, but 0 ≤ x˜1 ≤ a1 − 1;
(2) x˜k = 0 if x˜k+1 = ak+1;
(3) x˜k < ak infinitely often.
We denote xk = x˜kθk.
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For an introduction to Ostrowski numerations, see the survey [Ber01].
Given positive integers 2 ≤ k− ≤ k+, we are interested in estimating
(3.2) for positive integers n whose Ostrowski numerations have the form
n =
∑k+
k=k−
nkqk.
More generally, we may assume
n =
k+∑
k=k−
nkqk, nk ∈ Z, |nk| ≪ ak, (3.3)
without requiring the decomposition to be an Ostrowski numeration.
With (3.3), we will denote partial sums by
n¯k =
k∑
j=k−
njqj. (3.4)
The main idea of this section is that the interaction between the com-
ponent nkqk of n and the Fourier component at frequency mjqj of h really
matters for the dynamics of T only when k = j.
Lemma 3.3. For k−, k+, n as in (3.3) and any x ∈ T
1, Hn(x) is approxi-
mated by the sum
H(1)n (x) = nhˆ(0)+
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
hˆ(mkqk)
e(nkmkq
2
kα)− 1
e(mkqkα)− 1
e(mkqk(x+n¯k−1α)),
with an error term of order O(2−
k
−
4 ).
Proof. By definition Hn(x) =
∑k+
k=k−
Hnkqk(x + n¯k−1α). Since we are as-
suming Hypothesis 2.4, it follows that
Hn(x)
=nhˆ(0) +
k+∑
k=k−
∞∑
j=1
∑
−aj≤mj≤aj
mj 6=0
hˆ(mjqj)
e(nkqkmjqjα)− 1
e(mjqjα)− 1
e(mjqj(x+ n¯k−1α)).
(3.5)
So Hn(x)−H
(1)
n (x) is equal to
k+∑
k=k−
∑
j≥1
j 6=k
∑
−aj≤mj≤aj
mj 6=0
hˆ(mjqj)
e(nkqkmjqjα) − 1
e(mjqjα)− 1
e(mjqj(x+ n¯k−1α)).
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Therefore
|Hn(x)−H
(1)
n (x)|
≤
k+∑
k=k−
∑
j≥1
j 6=k
∣∣∣∣∣∣∣∣
∑
−aj≤mj≤aj
mj 6=0
hˆ(mjqj)
e(nkqkmjqjα)− 1
e(mjqjα) − 1
e(mjqj(x+ n¯k−1α))
∣∣∣∣∣∣∣∣
≪
k+∑
k=k−
∑
j≥1
j 6=k
∑
−aj≤mj≤aj
mj 6=0
|hˆ(mjqj)|
‖nkqkmjqjα‖
‖mjqjα‖
(3.6)
We distinguish between the cases j < k and j > k.
When j < k,
∑
−aj≤mj≤aj
mj 6=0
|hˆ(mjqj)|
‖nkqkmjqjα‖
‖mjqjα‖
≪
∑
−aj≤mj≤aj
mj 6=0
|mj|
−τ q−τj
|nk| · |mj | · qj · |θk|
|mj| · |θj |
≪
∑
−aj≤mj≤aj
mj 6=0
|mj|
−τ q−τj
|nk|qjqj+1
qk+1
≪ q
−(τ−1)
j
qj+1
qk
(3.7)
Here we used q−1j+1 ≪ |θj | ≪ q
−1
j+1, which is guaranteed by Remark 2.1, and
that |nk|qk+1 ≪
ak
qk+1
< 1qk .
One can further bound the estimate above using the exponential growth
rate from (2.3). If 1 ≤ j < k2 , then (3.7) ≪
qj+1
qk
≪ 2−
k−j−1
2 . If k2 ≤ j < k,
then (3.7)≪ q
−(τ−1)
j ≪ 2
− j(τ−1)
2 by (2.3). It follows that
k+∑
k=k−
k−1∑
j=1
∑
−aj≤mj≤aj
mj 6=0
|hˆ(mjqj)|
‖nkqkmjqjα‖
‖mjqjα‖
≪
k+∑
k=k−


⌈k
2
⌉−1∑
j=1
2−
k−j−1
2 +
k−1∑
j=⌈k
2
⌉
2−
j(τ−1)
2


≪
k+∑
k=k−
(2−
k
4 + 2−
(τ−1)k
4 )≪
k+∑
k=k−
2−
k
4 ≪ 2−
k
−
4 .
(3.8)
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And when j > k, ∑
−aj≤mj≤aj
mj 6=0
|hˆ(mjqj)|
‖nkqkmjqjα‖
‖mjqjα‖
≪
∑
−aj≤mj≤aj
mj 6=0
|mj |
−τq−τj nkqk ≪ q
−τ
j qk+1
≪q−τj qj = q
−(τ−1)
j .
(3.9)
Thus, once again thanks to the exponential growth of {qk},
k+∑
k=k−
∞∑
j=k+1
∑
−aj≤mj≤aj
mj 6=0
|hˆ(mjqj)|
‖nkqkmjqjα‖
‖mjqjα‖
≪
k+∑
k=k−
∞∑
j=k+1
q
−(τ−1)
j ≪
k+∑
k=k−
q
−(τ−1)
k+1
≪q
−(τ−1)
k−+1
.
(3.10)
Because qk−+1 ≫ 2
k
−
2 and τ − 1 > 1, (3.10) is dominated by (3.8).
By feeding both of them into (3.6), we obtain that |Hn(x) − H
(1)
n (x)| ≪
2−
k
−
4 . 
From (3.9) we deduce an approximation by truncated Fourier series, that
will become useful in a later part of this paper.
Lemma 3.4. Suppose n =
∑k+
k=k−
nkqk where |nk| ≪ ak, define a truncac-
tion of h(x) by h∗(x) = hˆ(0) +
∑k+
j=1
∑
−ak≤mk≤ak
mk 6=0
hˆ(mkqk)e(mkqkx). Also
define H∗n(x) in the same way as Hn(x) using h
∗(x) instead of h(x), then
‖H∗n(x)−Hn(x)‖ ≪ q
−(τ−1)
k++1
.
Proof. The difference between Hn(x) and H
∗
n(x) is the sum of all terms in
(3.2) involving frequencies mjqj , j > k+, or
k+∑
k=k−
∞∑
j=k++1
∑
−aj≤mj≤aj
mj 6=0
hˆ(mjqj)
e(nkqkmjqjα)− 1
e(mjqjα)− 1
e(mjqj(x+ n¯k−1α)).
By the second line in (3.9),
‖H∗n(x)−Hn(x)‖ ≪
k+∑
k=k−
∞∑
j=k++1
q−τj qk+1 ≪
k+∑
k=k−
q−τk++1qk+1
≪q−τk++1qk++1 = q
−(τ−1)
k++1
.
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
The approximation H
(1)
n (x) can be further refined by exploiting the Os-
trowski numeration of x.
Lemma 3.5. For k−, k+, and n as in (3.3), Hn(x) is approximated by the
sum
H(2)n (x) = nhˆ(0)+
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
hˆ(mkqk)
e((nk + x˜k)mkq
2
kα)− e(x˜kmkq
2
kα)
e(mkqkα)− 1
,
with an error term of order O(2−
k
−
4 ). Here {x˜k} is the Ostrowski numera-
tion of x.
Proof. The proof is in a sense symmetric to that of Lemma 3.5, by inter-
changing perspectives of the variables n and x.
Write first
x+ n¯k−1α =
∞∑
j=1
x˜jθj +
k−1∑
j=1
njqjα
≡x˜kqkα+
k−1∑
j=1
(nj + x˜j)qjα+
∞∑
j=k+1
x˜jqjα (mod 1).
(3.11)
For simplicity, write
x˜′j = x˜j + 1j≤knj,
and
zj = x˜kqkα+
min(j,k−1)∑
l=1
x˜′lqlα+
j∑
l=k+1
x˜′lqlα.
Then z0 = x˜kqkα; and zj → x+n¯k−1α as j →∞ in T
1; and zj−zj−1 = x˜
′
jqjα
except when j = k, for which zk = zk−1. Also notice that |x˜
′
j | ≪ 2aj .
Therefore we have a decomposition
e(mkqk(xk + n¯k−1α))
=e(mkqkx˜kqkα) +
∑
j≥1
j 6=k
e(mkqkzj)
(
e(mkqkx˜
′
jqjα)− 1
)
. (3.12)
This series converges uniformly as with k fixed, the j-th term is of the same
order as ‖x˜′jqjα‖ ≪ ajθj ≪ ajq
−1
j+1 ≪ q
−1
j and decays exponentially fast.
After plugging (3.12) into the expression of H
(1)
n (x) and comparing with
H
(2)
n (x), we see that
12 Z. WANG
|H(1)n (x)−H
(2)
n (x)|
≤
∣∣∣∣∣
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
(
hˆ(mkqk)
e(nkmkq
2
kα)− 1
e(mkqkα)− 1
·
∑
j≥1
j 6=k
e(mkqkzj)
(
e(mkqkx˜
′
jqjα)− 1
))∣∣∣∣∣
≪
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
∑
j≥1
j 6=k
|hˆ(mkqk)| ·
∣∣∣e(mkqkx˜
′
jqjα)− 1
e(mkqkα)− 1
∣∣∣
≪
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
∑
j≥1
j 6=k
|hˆ(mkqk)|
‖mkqkx˜
′
jqjα‖
‖mkqkα‖
.
(3.13)
We again distinguish the cases j < k and j > k.
Suppose first j < k. Similar to (3.9) we have
∑
−ak≤mk≤ak
mk 6=0
|hˆ(mkqk)|
‖mkqkx˜
′
jqjα‖
‖mkqkα‖
≪
∑
−ak≤mk≤ak
mk 6=0
|mk|
−τq−τk · |x˜
′
j|qj ≪ q
−τ
k qj+1.
(3.14)
Here we used that |x˜′j |qj ≪ ajqj < qj+1.
Because qk has exponential growth, it follows that
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
k−1∑
j=1
|hˆ(mkqk)|
‖mkqkx˜
′
jqjα‖
‖mkqkα‖
≪
k+∑
k=k−
q−τk qk =
k+∑
k=k−
q
−(τ−1)
k ≪ q
−(τ−1)
k−
.
(3.15)
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Assume now j > k. Because |x˜′j | ≪ aj , similar to (3.7) we have
∑
−ak≤mk≤ak
mk 6=0
|hˆ(mkqk)|
‖mkqkx˜
′
jqjα‖
‖mkqkα‖
≪
∑
−ak≤mk≤ak
mk 6=0
|mk|
−τq−τk
aj|mk|qk · |θj |
|mk| · |θk|
≪
∑
−ak≤mk≤ak
mk 6=0
|mk|
−τq−τk
ajqkqk+1
qj+1
≪ q
−(τ−1)
k
qk+1
qj
.
(3.16)
Hence
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
∞∑
j=k+1
|hˆ(mkqk)|
‖mkqkx˜
′
jqjα‖
‖mkqkα‖
≪
k+∑
k=k−
∞∑
j=k+1
q
−(τ−1)
k qk+1q
−1
j ≪
k+∑
k=k−
q
−(τ−1)
k qk+1q
−1
k+1
≪q
−(τ−1)
k−
.
(3.17)
By adding (3.15) and (3.17) and comparing with (3.13), we know that
|H(1)n (x)−H
(2)
n (x)| ≪ q
−(τ−1)
k−
. (3.18)
Because τ − 1 > 1 and qk− ≫ 2
k
−
2 , q
−(τ−1)
k−
≪ 2−
k
−
4 . The lemma is
verified by combining (3.18) with Lemma 3.3. 
When |nk| is small enough, Hn can be approximated directly by nhˆ(0).
Lemma 3.6. For k−, k+, n and {nk} as in (3.3),∣∣∣∣∣∣∣∣
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
hˆ(mkqk)
e(nkmkq
2
kα)− 1
e(mkqkα)− 1
∣∣∣∣∣∣∣∣
≪
k+∑
k=k−
|nk|q
−(τ−1)
k .
and for all x ∈ T1,
|Hn(x)− nhˆ(0)| ≪
k+∑
k=k−
|nk|q
−(τ−1)
k + 2
−
k
−
4 .
Proof. The first quantity is bounded by
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
|mk|
−τq−τk · |nk|qk ≪
k+∑
k=k−
|nk|q
−(τ−1)
k .
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For the second inquality, it suffices to note
|H(1)n − nhˆ(0)| ≤
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
∣∣∣hˆ(mkqk)e(nkmkq
2
kα)− 1
e(mkqkα)− 1
∣∣∣
and combine with Lemma 3.3. 
4. Diophantine relation between rotation numbers
The map T has horizontal rotation number x and vertical rotation number
hˆ(0). The main result of this part, Proposition 4.2, shows that these two
numbers have similar Diophantine profile under our assumption that T has
a measurable invariant section.
Assume for a measurable function g : T1 7→ T1,
g(x+ α)− g(x) = h(x), a.e. x ∈ T1. (4.1)
Lemma 4.1. There is ξ1 ∈ Z, such that for the function e(ξ1,1)(x, y) =
e(ξ1x+ y), for mT1-a.e. x and all y,
N
E
n=1
(e(ξ1,1) ◦ T
n)(x, y) 6→ 0, as N →∞.
Proof. Notice that measurable function f(x, y) = e(−g(x) + y) satisfies
|f(x, y)| = 1 and f ◦ T = f for almost every x and all y. Decompose
e(g(x)) as
∑
ξ1∈Z
cξ1e(ξ1x) in L
2. Then f =
∑
ξ1∈Z
cξ1e(ξ1,1) in L
2(mT2).
It follows that for at least one ξ1, E
N
n=1 e(ξ1,1)◦T
n does not converge to 0 in
L2. Otherwise, ENn=1 f ◦T
n would converge to 0 in L2 as well, contradicting
the fact that it is always equal to f .
Remark that for the same x, and different y, y′,
N
E
n=1
(e(ξ1,1) ◦ T
n)(x, y) = e(y − y′) ·
N
E
n=1
(e(ξ1,1) ◦ T
n)(x, y′).
In other words, given x, whether the ergodic average converges to 0 is inde-
pendent of y. Denote by Ω the set of x for which the averages converge to
0. Then Ω is invariant under x 7→ x + α, and have Lebesgue measure 0 or
1 by ergodicity. Assume mT1(Ω) = 1, then E
N
n=1 e(ξ1,1) ◦ T
n converges to 0
pointwisely, and hence also in L2 by dominated convergence theorem. This
contradicts the choice of x. Hence mT1(Ω) = 0. The lemma is proved. 
Proposition 4.2. For all δ > 0, there exists k0 = k0(δ) ∈ N with the
following property:
If k0 ≤ k− ≤ k+, n is as in (3.3), and |nk| ≤ min(q
τ−1
2
k , ak) for all
k− ≤ k ≤ k+, then ‖nhˆ(0)‖ < δ.
The proof follows a similar approach as [Wan15, Lemma 4.1].
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Proof. By Luzin’s theorem, there is a compact subset Ω ⊂ T1 with mT1(Ω) >
1
2 , on which g is continuous. There is an ǫ > 0, such that if x, x
′ ∈ Ω satisfies
‖x− x′‖ < ǫ, then ‖g(x) − g(x′)‖ < δ2 .
We claim that when k− is sufficiently large, ‖nα‖ < ǫ. This is because
‖nα‖ =
∥∥∥∥∥∥
k+∑
k=k−
nkqkα
∥∥∥∥∥∥ ≤
k+∑
k=k−
|nk| · |θk| <
k+∑
k=k−
akq
−1
k+1 <
k+∑
k=k−
q−1k
≪q−1k .
Now assume k− is large enough and thus ‖nα‖ < ǫ. The set {x ∈ T
1 :
x, x+nα ∈ Ω} at least has Lebesgue measure 1−2mT1(Ω
c) > 0, and is thus
non-empty. Fix a point x from this set, then ‖g(x+nα)− g(x)‖ < δ2 by the
choice of ǫ.
Since g(x+nα) = g(x)+Hn(x) is true almost everywhere, we can assume
it is satisfied by the chosen x. Therefore, ‖Hn(x)‖ <
δ
2 .
On the other hand, by Lemma 3.5 and Lemma 3.6,
|Hn(x)− nhˆ(0)|
≪

 k+∑
k=k−
q
τ−1
2
k q
−(τ−1)
k + 2
−
k
−
4

 =

 k+∑
k=k−
q
− τ−1
2
k + 2
−
k
−
4


≪(q
− τ−1
2
k−
+ 2−
k
−
4 )
is less than δ2 when k− is sufficiently large.
By adding the two estimates above, we see that, given δ,
‖nhˆ(x)‖ ≤ ‖Hn(x)‖ + |Hn(x)− nhˆ(0)| <
δ
2
+
δ
2
= δ
when k− is sufficiently large. This completes the proof. 
5. Trajectories as sums of random variables
Lemma 3.5 provides an approximation H
(2)
n to Hn(x). Next, we examine
H
(2)
n more carefully and show that it is approximately the sum of a sequence
of independent random variables:
H(2)n (x) =
k+∑
k=k−
(
φ˜k(nk + x˜k)− φ˜k(x˜k)
)
, (5.1)
where
φ˜k(l) = lqkhˆ(0) +
∑
−ak≤mk≤ak
mk 6=0
hˆ(mkqk)
e(lmkq
2
kα)− 1
e(mkqkα)− 1
. (5.2)
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Lemma 5.1. For all δ > 0, there exists k1 ∈ N with the following property:
Suppose k1 ≤ k− ≤ k+; n =
∑k+
k=k−
nkqk, n
′ =
∑k+
k=k−
n′kqk where nk, n
′
k
are integers of absolute value bounded by 4ak, and nk ≡ n
′
k(mod ak) for all
k− ≤ k ≤ k, then ∥∥∥∥∥∥
k+∑
k=k−
(
φ˜k(nk)− φ˜k(n
′
k)
)
∥∥∥∥∥∥ ≤
3δ
8
.
Proof. Let nk − n
′
k = bkak with |bk| ≤ 8. Then
(nk − n
′
k) = bkakqk = bkqk+1 − bkqk−1. (5.3)
Decompose
k+∑
k=k−
(
φ˜k(n)− φ˜k(n
′) =
k+∑
k=k−
(nk − n
′
k)qkhˆ(0)+
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
hˆ(mkqk)
e((nk − n
′
k)mkq
2
kα)− 1
e(mkqkα)− 1
e(n′kmkq
2
kα).
(5.4)
The absolute value of the second term in (5.4) is bounded by
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
∣∣∣∣hˆ(mkqk)e((nk − n
′
k)mkq
2
kα)− 1
e(mkqkα)− 1
∣∣∣∣
=
k+∑
k=k−
∑
−ak≤mk≤ak
mk 6=0
∣∣∣∣hˆ(mkqk)e((bkqk+1 − bkqk−1)mkqkα)− 1e(mkqkα)− 1
∣∣∣∣
≤
k++1∑
k=k−+1
∑
−ak−1≤mk−1≤ak−1
mk−1 6=0
∣∣∣∣hˆ(mk−1qk−1)e(bk−1qkmk−1qk−1α)− 1e(mk−1qk−1α)− 1
∣∣∣∣
+
k+−1∑
k=k−−1
∑
−ak+1≤mk+1≤ak+1
mk+1 6=0
∣∣∣∣hˆ(mk+1qk+1)e(bk+1qkmk+1qk+1α)− 1e(mk+1qk+1α)− 1
∣∣∣∣ .
(5.5)
Here in the last inequality we used the basic fact that |e(s1 + s2) − 1| ≤
|e(s1)− 1|+ |e(s2)− 1|.
Because |bk−1|, |bk+1| ≤ 8 ≪ ak, both terms in (5.5) are bounded by the
estimate (3.6), respectively after replacing the interval of indices [k−, k+]
with [k− + 1, k+ + 1] and with [k− − 1, k− − 1]. From the bound on (3.6) in
the proof of Lemma 3.3, we get
(5.5)≪ 2−
k
−
−1
4 + 2−
k+−1
4 ≪ 2−
k
−
4 <
δ
8
, (5.6)
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when k1 is sufficiently large.
We now focus on the first term from the right hand side in (5.4), which
is equal to
k+∑
k=k−
(bkqk+1 − bkqk−1)hˆ(0)
=
( k+−1∑
k=k−−1
bk−1qk
)
hˆ(0) +
( k+−1∑
k=k−−1
bk−1qk
)
hˆ(0).
(5.7)
If k1 is large enough, then Proposition 4.2 applies to both terms since
k− − 1 ≥ k1. In consequence,
‖(5.7)‖ ≤
δ
8
+
δ
8
=
δ
4
. (5.8)
The lemma follows by adding (5.6) to (5.8). 
Lemma 5.1 says the projection of the function φ˜k to R 7→ Z is almost
periodic with period ak.
Definition 5.2. Define a function φk : Z/akZ 7→ T
1 by
φk(l mod ak) = φ˜k(l) mod Z, for l = 0, · · · , ak − 1.
We shall identify φk with an ak-periodic function on Z without further
notice. No confusion should arise from doing so.
Then Lemma 5.1 actually asserts that
Corollary 5.3. In the settings of Lemma 5.1,
∥∥∥∑k+k=k−
(
φ˜k(n)−φk(n)
)∥∥∥ ≤
3δ
8 .
We will view the digits nk from the Ostrowski numeration of an integer
as random variables, and φk(nk) another sequence of random variables de-
cided by nk. It will be shown in the next section that these variables are
approximately independent of each other when k varies.
Proposition 5.4. Assume Hypothesis 2.4 holds. For all δ > 0, there exists
k1 = k1(δ) ≥ 10, such that:
If k1 ≤ k− < k+, then for:
• all integer sequences {x˜k} such that |x˜k| ≤ 2ak and
∑∞
k=1 x˜kθk con-
verges to a real value x;
• all integers n =
∑k+
k=k−
nkqk where |nk| ≤ ak,
we have ∥∥∥∥∥∥Hn(x)−
k+∑
k=k−
(
φk(nk + x˜k)− φk(x˜k)
)
∥∥∥∥∥∥ < δ.
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Proof. By (5.1), the left hand sided is at most
∥∥∥Hn(x)−H(2)n (x)
∥∥∥+
∥∥∥∥∥∥
k+∑
k=k−
(
φ˜k(nk + x˜k)− φk(nk + x˜k)
)
∥∥∥∥∥∥
+
∥∥∥∥∥∥
k+∑
k=k−
(
φ˜k(x˜k)− φk(x˜k)
)
∥∥∥∥∥∥
(5.9)
The first term is bounded by O(2−
k
−
4 ) by Lemma 3.5. Because |x˜k| ≤ 2ak
and |nk+ x˜k| ≤ 3ak, the second term and third terms are bounded by
3δ
8 by
Corollary 5.3. The proposition follows, as for sufficiently large k1, one can
make the O(2−
k
−
4 ) less than δ4 . 
6. Independence between digits in Ostrowski numerations
In this section, we take a brief detour to show that the digits nk, for
indices k at which ak is large, are distributed in an almost independent way
for randomly chosen n.
Definition 6.1. Let I
k+
k−
denote the set of integers n ≥ 0 whose Ostrowski
numeration {nk} is supported on k− ≤ k ≤ k+.
Remark that
Ik1 = {0, · · · , qk − 1}. (6.1)
Lemma 6.2. Without loss of generality we can assume k− ≥ 2. For all
pairs k− ≤ k+ and for all ψ : N 7→ C with absolute value bounded by 1,∣∣∣∣∣∣ En∈Ik+
k
−
ψ(nk−)−
ak
−
−1
E
l=0
ψ(l)
∣∣∣∣∣∣≪
1
ak−
.
The implied constant is absolute.
Proof. The lemma is obvious when k− = k+, in which case nk− is uniformly
distributed on {0, · · · , ak−}. We shall assume k− < k+ below.
Write Jl = {n ∈ I
k+
k−
: nk− = l} for l = 0, · · · , ak− . And further decompose
J0 as the union of J
′
0 = {n ∈ J0 : nk−+1 6= ak−+1} and J
′′
0 = {n ∈ J0 :
nk−+1 = ak−+1}. Recall that if a finitely supported sequence {nk} is known
to satisfy 0 ≤ nk ≤ ak and 1 ≤ n1 ≤ a1 − 1, the only restriction for it to be
an Ostrowski numeration is that nk = 0 if nk+1 = ak+1. This fact yields a
few observations:
(1) If 1 ≤ l, l′ ≤ ak, then the operation of replacing nk− with l
′ in the
Ostrowski numeration is a bijection from Jl to Jl′ ;
(2) If 1 ≤ l ≤ ak, then the operation of replacing nk− with l in the
Ostrowski numeration is an injection from J ′0 to Jl.
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(3) If 1 ≤ l ≤ ak, then the operation of replacing nk− with l and nk−+1
with 0 in the Ostrowski numeration is an injection from J ′′0 to Jl.
So |J ′0|, |J
′′
0 | ≤ |J1| = |J2| = · · · = |Jak
−
|. Since I
k+
k−
is the disjoint union
of J ′0, J
′′
0 , J1, · · · , Jak
−
, the lemma follows. 
For r = (r0, · · · , rT ) ∈
∏T
t=0 I
kt+1−1
kt
, denote the concatenation of the
Ostrowski numerations of the rt’s by
r˜ =
(
(r0)k0 , · · · , (r0)k2−1, (r1)k2 , · · · , (r1)k3−1, · · · , (rT )kT , · · · , (rT )kT+1−1
)
.
Lemma 6.3. Suppose k− = k0 < k2 < · · · < kT+1 = k+ + 1. If ψ :
Nk++1−k− 7→ C is of absolute value bounded by 1, then∣∣∣∣∣∣ E
r∈
∏T
t=0 I
kt+1−1
kt
ψ(r˜)− E
n∈I
k+
k
−
ψ(nk− , · · · , nk+)
∣∣∣∣∣∣≪
T∑
t=1
1
akt
.
The implied constant is absolute.
Proof. Define a map S :
∏T
t=0 I
kt+1−1
kt
7→ N and by S(r0, · · · , rT ) =
∑T
t=0 rt.
Also define P = (P0, · · · , PT ) : N 7→
∏T
t=0 I
kt+1−1
kt
by Pt(n) =
∑kt+1−1
k=kt
nkqk.
Then the restriction of S ◦P to I
k+
k−
is the identity map. Therefore, to prove
the proposition, it suffices to show that the complement
( T∏
t=0
I
kt+1−1
kt
)
\P (I
k+
k−
) (6.2)
at most occupies an O(
∑T
t=1
1
akt
)-portion in
∏T
t=0 I
kt+1−1
kt
.
Remark that (r0, · · · , rT ) ∈
∏T
t=0 I
kt+1−1
kt
is in the set (6.2) if and only if
the concatenation r˜ fails to be an Ostrowski numeration. This can happen
only if for some 1 ≤ t ≤ T , (rt−1)kt−1 6= 0 but (rt)kt = akt . Hence
(6.2) ⊂
T⋃
t=1
(
J
kt+1−1
kt
×
∏
0≤t′≤T
t′ 6=T
I
kt′+1−1
kt′
)
, (6.3)
where
J
kt+1−1
kt
=
{
rt ∈ I
kt+1−1
kt
: (rt)kt 6= akt
}
.
Hence to establish the claim, one only needs to show for all 1 ≤ t ≤ T
that ∣∣∣Ikt+1−1kt \Jkt+1−1kt
∣∣∣∣∣∣Ikt+1−1kt
∣∣∣ ≪
1
akt
. (6.4)
This is guaranteed by the previous lemma. 
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Proposition 6.4. For all sequences k− ≤ k2 < · · · < kT ≤ k+, and all
functions ψ : NT 7→ C with |ψ| ≤ 1,∣∣∣∣∣∣∣ E0≤lt≤akt−1
t=1,··· ,T
ψ(l1, · · · , lT )− E
n∈I
k+
k
−
ψ(nk2 , · · · , nkT )
∣∣∣∣∣∣∣
≪
T∑
t=1
1
akt
,
where {nk} is the Ostrowski numeration of n. The implied constant is ab-
solute.
Proof. By Lemma 6.3,∣∣∣∣∣∣∣∣∣
E
rt∈I
kt+1−1
kt
t=1,··· ,T
ψ
(
(r1)k2 , · · · , (rT )kT )− E
n∈I
k+
k
−
ψ(nk2 , · · · , nkT )
∣∣∣∣∣∣∣∣∣
≪
T∑
t=1
1
akt
. (6.5)
For each given s, by Lemma 6.2,∣∣∣∣∣ E
rt∈I
kt+1−1
kt
t=0,··· ,s
E
0≤lt≤akt−1
t=s+1,··· ,T
ψ
(
(r1)k2 , · · · , (rs−1)ks−1 , (rs)ks , ls+1, · · · , lT )
− E
rt∈I
kt+1−1
kt
t=0,··· ,s−1
E
0≤lt≤akt−1
t=s,··· ,T
ψ
(
(r1)k2 , · · · , (rs−1)ks−1 , ls, ls+1, · · · , lT )
∣∣∣∣∣
≪
1
aks
.
(6.6)
The proposition is proved by summing (6.6) over s = 1, · · · , T and adding
(6.5). 
7. Invariant section and bounded variance
Recall that Hypothesis 2.4 is assumed throughout, and T has a measurable
invariant section. We will see that in consequence, the L2-variances of the
variables φk : Z/akZ 7→ T
1 are summable over k.
Definition 7.1. Denote by B
k+
k−
the set of finitely supported integer se-
quences n = {nk} such that 0 ≤ nk ≤ ak − 1 if k− ≤ k ≤ k+ and qk+1 > q
τ
2
k ,
and nk = 0 otherwise.
The symbol [n] will denote n =
∑
k nkqk for a finitely supported sequence
n = {nk}.
Lemma 7.2. For k− sufficiently large, the infinite product∏
k≥k−
qk+1>q
τ
2
k
∣∣∣∣ak−1E
l=0
e
(
φk(l)
)∣∣∣∣
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converges to a non-zero value.
Proof. Fix an x ∈ [−α, 1 − α) and ξ1 for which Lemma 4.1 holds. In par-
ticular, the conclusion holds for the point (x, 0), i.e. the ergodic average
ENn=1(e(ξ1,1) ◦ T
n)(x, 0) does not converge to 0. To be precise, for some
c > 0, there is a subsequence Ni →∞, such that∣∣∣∣ NiE
n=1
(e(ξ1,1) ◦ T
n)(x, 0)
∣∣∣∣ > c. (7.1)
For a choice of k′0 = k
′
0(c) ∈ N that will be specified later and k
′
0 ≤ k− ≤
k+, choose N = Ni from the subsequence above, such that
qk++1
N
<
c
8
. (7.2)
Use ensembles of the form {L + [n] : n ∈ B
k+
k−
}, L = 1, · · · , N to cover
{1, · · · , N}. Here elements in the ensemble are counted with multiplicity.
Each 1 ≤ l ≤ N are covered exactly |B
k+
k−
| times, except for those numbers
of distance less than or equal to max
n∈B
k+
k
−
[n] from either 1 or N . The
number of such exceptions is bounded by
2
k+∑
k=1
(ak − 1)qk = 2
k+∑
k=1
(qk+1 − qk−1 − qk) ≤ 2qk++1.
Therefore ENn=1
(
e(ξ1,1) ◦ T
n)(x, 0) is approximated by the decomposed
average ENL=1 E
n∈B
k+
k
−
(
e(ξ1,1) ◦ T
L+[n]
)
(x, 0) up to an error term that is at
most
2qk++1
N <
c
4 . Hence by (7.1),
N
E
L=1
∣∣∣∣∣∣ E
n∈B
k+
k
−
(
e(ξ1,1) ◦ T
L+[n]
)
(x, 0)
∣∣∣∣∣∣ ≥
∣∣∣∣ NiE
n=1
(e(ξ1,1) ◦ T
n)(x, 0)
∣∣∣∣ − c4 >
3c
4
.
In particular, there is some L ∈ {1, · · · , N} for which∣∣∣∣∣∣ E
n∈B
k+
k
−
(
e(ξ1,1) ◦ T
L+[n]
)
(x, 0)
∣∣∣∣∣∣ >
3c
4
. (7.3)
Write TL(x, 0) = (x+ Lα, y). For n ∈ B
k+
k−
,
(e(ξ1,1) ◦ T
L+[n])(x, 0) =e(ξ1,1)(x+ (L+ [n])α, y +H[n](x+ Lα))
=e(ξ1(x+ Lα) + y)e(ξ1[n]α+H[n](x+ Lα)).
So (7.3) is equivalent to∣∣∣∣∣∣ E
n∈B
k+
k
−
e(ξ1[n]α +H[n](x+ Lα))
∣∣∣∣∣∣ >
3c
4
. (7.4)
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We will choose k′0 to be greater than k0(
c
16π ) where k0 is as in Proposition
5.4. Then with {x˜′k} denoting the Ostrowski numeration of x+ Lα,∥∥∥∥∥∥H[n](x+ Lα)−
k+∑
k=k−
(
φk(nk + x˜
′
k)− φk(x˜
′
k)
)
∥∥∥∥∥∥ <
c
16π
. (7.5)
In addition, for ξ1 is fixed,
‖ξ1[n]α‖ =
∥∥∥∥∥∥ξ1
k+∑
k=k−
nkqkα
∥∥∥∥∥∥ ≤ ξ1
k+∑
k=k−
ak|θk| < ξ1
k+∑
k=k−
q−1k ≪ q
−1
k−
.
So for sufficiently large k′0,
‖ξ1[n]α‖ <
c
16π
. (7.6)
Using that s 7→ e(s) is 2π-Lipschitz, we deduce from (7.4), (7.5), (7.6)
that∣∣∣∣∣∣ E
n∈B
k+
k
−
e
( k+∑
k=k−
(
φk(nk + x˜
′
k)− φk(x˜
′
k)
))
∣∣∣∣∣∣ >
3c
4
− 2π(
c
16π
+
c
16π
) =
c
2
.
By construction of B
k+
k−, the left hand side is equal to
∏
k−≤k≤k+
qk+1>q
τ
2
k
∣∣∣∣ak−1E
l=0
e
((
φk(l + x˜
′
k)− φk(x˜
′
k)
))∣∣∣∣
=
∏
k−≤k≤k+
qk+1>q
τ
2
k
∣∣∣∣ak−1E
l=0
e
(
φk(l + x˜
′
k)
)∣∣∣∣
=
∏
k−≤k≤k+
qk+1>q
τ
2
k
∣∣∣∣ak−1E
l=0
e
(
φk(l)
)∣∣∣∣ ,
where the last step is because φk is defined on Z/akZ. Hence
∏
k−≤k≤k+
qk+1>q
τ
2
k
∣∣∣∣ak−1E
l=0
e
(
φk(l)
)∣∣∣∣ > c2 . (7.7)
This is true for all k′0 ≤ k− ≤ k+.
Given that c2 > 0 and
∣∣∣Eak−1l=0 e(φk(l))
∣∣∣ ≤ 1, the lemma follows. 
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Corollary 7.3. For all δ > 0, there exists k′1 = k
′
1(δ) ∈ N such that for all
k+ ≥ k− ≥ k
′
1, there exists a constant z with |z| ≤ 1, such that
P
n∈B
k+
k
−


∣∣∣∣∣∣e
( k+∑
k=k−
φk(nk)
)
− z
∣∣∣∣∣∣ ≥ δ

 < δ.
Proof. It follows directly from Lemma 7.2 that, when k− is sufficiently large,
for all k+ ≥ k−,
E
n∈B
k+
k
−
∣∣∣∣∣∣e
( k+∑
k=k−
φk(nk)
)∣∣∣∣∣∣ >
√
1− δ3.
Recall the variance for a random variable X is
Var(X) = E|X|2 − |EX|2 = E|X − EX|2.
Since the random variable X = e
(∑k+
k=k−
φk(nk)
)
with respect to the uni-
form probability on B
k+
k−
always has absolute value 1, its variance is less than
δ3. Thus
P(|X − EX| ≥ δ) ≤
E|X − EX|2
δ2
< δ. (7.8)
This proves the Proposition with z = EX, which satisfies |EX| ≤ 1. 
The next step is to replace the ensemble B
k+
k−
with the natural subset I
k+
k−
of N without heavily distorting the probability distribution.
Proposition 7.4. For all δ > 0, there exists k2 = k2(δ) ∈ N such that for
all k3 ≤ k− ≤ k+, there exists a constant z with |z| ≤ 1, such that
P
n∈I
k+
k
−
(∣∣∣e( ∑
k−≤k≤k+
qk+1>q
τ
2
k
φk(nk)
)
− z
∣∣∣ ≥ δ) < δ.
Proof. By Corollary 7.3 and Proposition 6.4, for sufficiently large k2 and all
k+ ≥ k− ≥ k2, there exists z with |z| ≤ 1 such that
P
n∈I
k+
k
−
(∣∣∣e( ∑
k−≤k≤k+
qk+1>q
τ
2
k
φk(nk)
)
− z
∣∣∣ ≥ δ
4
)
<
δ
4
+O(
∑
k−≤k≤k+
qk+1>q
τ
2
k
1
ak
). (7.9)
We can choose the lower bound k2 such that the term O(
∑
k−≤k≤k+
qk+1>q
τ
2
k
1
ak
) is
less than δ4 for all k+ ≥ k− ≥ k2. This is because for the indices k involved,
ak =
qk+1 − qk−1
qk
≥
qk+1
qk
− 1≫ q
τ
2
−1
k , (7.10)
which implies ak has exponential growth with respect to k. Therefore (7.9)
is bounded by δ2 .
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When qk+1 ≤ q
τ
2
k , by Hypothesis 2.4 and the definition of φk, φk(nk) =
φ˜k(nk) = nkqkhˆ(0), thus∑
k−≤k≤k+
qk+1≤q
τ
2
k
φk(nk) =
( ∑
k−≤k≤k+
qk+1≤q
τ
2
k
nkqk
)
hˆ(0).
Note 0 ≤ nk ≤ ak ≤ qk+1q
−1
k ≤ q
τ
2
−1
k if qk+1 ≤ q
τ
2
k . So by Proposition 4.2,
if k− is sufficiently large, then for all n ∈ I
k+
k−
,
∣∣∣ ∑
k−≤k≤k+
qk+1≤q
τ
2
k
φk(nk)
∣∣∣ < δ
4π
,
which yields that
∣∣∣e( ∑
k−≤k≤k+
qk+1>q
τ
2
k
φk(nk)
)
− e
( k+∑
k=k−
φk(nk)
)∣∣∣ < 2π · δ
4π
=
δ
2
. (7.11)
The statement of the proposition follows by adding this bound to the in-
equaltiy (7.9) < δ2 . 
8. Reduction to finitely many scales
In order to show for the map T on T2, it suffices to consider test functions
e(ζ1,ζ2)(x, y) = e(ζ1x+ ζ2y), ζ1, ζ2 ∈ Z, since they span a dense subspace in
C0(T2). By taking complex conjugate, we can also assume ζ2 ≥ 0. From
now on, fix such a function f(x, y) = e(ζ1,ζ2)(x, y).
The aim is to show that for any given δ > 0, for suffciently large N ,∣∣∣∣N−1E
n=0
µ(n)(f ◦ T n)(x, y)
∣∣∣∣ (8.1)
is bounded by δ for all x and y.
Define I
k+
1 according to Definition 6.1 and notice that it coincides with
{0, · · · , qk++1− 1}. We decompose the correlation average between f and µ
into short averages along intervals of length qk++1 − 1. In fact,∣∣∣∣∣
N−1
E
n=0
µ(n)(f ◦ T n)(x, y)−
N−1
E
L=0
qk++1−1
E
n=1
µ(L+ n)(f ◦ TL+n)(x, y)
∣∣∣∣∣≪
qk++1
N
,
(8.2)
since the two averages only differ at worst by an O(
qk++1
N )-portion of ele-
ments.
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Together with (8.2), Lemma 6.3 shows
(8.1) ≤
N−1
E
L=0
∣∣∣∣∣∣ Er∈Ik−−11
E
s∈I
k+
k
−
µ(L+ r + s)(f ◦ TL+r+s)(x, y)
∣∣∣∣∣∣
+O
(qk++1
N
+
1
ak−
)
.
(8.3)
One can write (f ◦ TL+r+s)(x, y) as
e(ζ1,ζ2)
(
x+ (L+ r + s)α,
y +HL(x) +Hr(x+ Lα) +Hs(x+ (L+ r)α)
)
=e
(
ζ1(r + s)α+ ζ2Hr(x+ Lα) + ζ2Hn(x+ (L+ r)α)
)
· e(βx,L),
(8.4)
where βx,L is independent of n and r. Therefore∣∣∣∣∣∣ Er∈Ik−−11
E
s∈I
k+
k
−
µ(L+ r + s)(f ◦ TL+r+s)(x, y)
∣∣∣∣∣∣
=
∣∣∣∣∣ E
r∈I
k
−
−1
1
E
s∈I
k+
k
−
µ(L+ r + s)
· e
(
ζ1(r + s)α+ ζ2Hr(x+ Lα) + ζ2Hn(x+ (L+ r)α
)∣∣∣∣∣
(8.5)
Lemma 8.1. For all δ > 0, if k− is large enough, then for all k+ ≥ k− and
all x ∈ T1, L ∈ N,∣∣∣∣∣∣ Er∈Ik−−11
E
s∈I
k+
k
−
µ(L+ r + s)(f ◦ TL+r+s)(x, y)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣ Er∈Ik−−11
E
s∈I
k+
k
−
µ(L+ r + s)e
(
ζ1(r + s)α+ ζ2Hr(x+ Lα)
)∣∣∣∣∣∣+
δ
8
.
Proof. By Proposition 7.4, when k3 ≥ k2(
δ
16ζ2+16
), there is a constant z1 that
is independent of x, L, r and s, such that |z1| ≤ 1, and with probability
1− δ16 or higher for a randomly chosen s ∈ I
k+
k−
,∣∣∣∣∣∣e
( k+∑
k=k−
φk(sk)
)
− z1
∣∣∣∣∣∣ <
δ
16ζ2 + 16
. (8.6)
We write x + (L + r)α ∈ T1 as
∑∞
k=1(x˜k + Lk + rk)θk. Remark that
by construction, rk = 0 for k ≥ k−. Then, again with probability at least
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1− δ16 ,∣∣∣∣∣∣e
( k+∑
k=k−
φk
(
sk + (x˜k + Lk)
)
− φk(x˜k + Lk)
)
− z2
∣∣∣∣∣∣ <
δ
16ζ2 + 16
, (8.7)
where z2 = z1e(−φk(x˜k + Lk)) depends on x and L but not on r and n.
Here we used the fact that φk is a function defined on Z/akZ.
By Proposition 5.4, (8.7) becomes
∣∣e(Hs(x+ (L+ r)α)) − z2∣∣ < δ
16ζ2 + 16
+
δ
16ζ2 + 16
=
δ
16ζ2 + 16
,
(8.8)
if we choose k3 ≥ k0(
1
2π ·
δ
16ζ2+16
). Note that Proposition 5.4 applies because
{nk} is an Ostrowski numeration, and |x˜k + Lk + rk| ≤ 3|ak| for all k.
Remark a simple fact: if |w1|, |w2| ≤ 1, then
|wζ21 − w
ζ2
2 | = |w1 − w2| ·
∣∣ ζ2∑
j=0
wj1w
ζ2−j
2
∣∣ ≤ (ζ2 + 1) · |w1 − w2|.
So ∣∣∣e(ζ2Hs(x+ (L+ r)α)) − zζ22
∣∣∣ < (ζ2 + 1) · δ
16ζ2 + 16
<
δ
16
. (8.9)
Remember that this does not necessarily hold always, but with a probability
higher than 1− δ16ζ2+16 with respect to s ∈ I
k+
k−
.
Plugging this estimate into (8.5), we see that, thanks to the fact that zζ22
doesn’t depend on r or n,∣∣∣∣∣ E
r∈I
k
−
−1
1
E
s∈I
k+
k
−
µ(L+ r + s)(f ◦ TL+r+s)(x, y)
− zζ22 E
r∈I
k
−
−1
1
E
s∈I
k+
k
−
µ(L+ r + s)e
(
ζ1(r + s)α+ ζ2Hr(x+ Lα)
)∣∣∣∣∣
<
δ
16ζ2 + 16
+
δ
16
<
δ
8
.
(8.10)
We obtain the lemma because |z2| ≤ 1 and ζ2 ≥ 0. 
For each n ≥ 0, truncate its Ostrowski numeration before the k−-th digit,
defining a function r = r(n) =
∑k−−1
k=1 nkqk ∈ I
k−−1
1 .
Corollary 8.2. For all δ > 0, there exists k3 = k3(α, δ, ζ1, ζ2) ∈ N, such
that:
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For all k+ ≥ k− ≥ k3, and all x ∈ T
1,
N−1
E
n=0
µ(n)(f ◦ T n)(x, y)
≤
N−1
E
L=0
∣∣∣∣∣∣ En∈Ik+1
µ(L+ n)e
(
ζ1nα+ ζ2Hr(n)(x+ Lα)
)
∣∣∣∣∣∣+
δ
8
+O
(qk++1
N
+
1
ak−
)
Proof. This follows from the inequality (8.3), Lemma 8.1, and one more
application of Lemma 6.3. 
9. Proof of the main theorem
We can think of r(n) as a quasi-periodic residue of n. Indeed, from the
construction of the Ostrowski numeration, one can easily see the following
fact.
Lemma 9.1. For each r ∈ I
k−−1
1 = {0, · · · , qk− − 1}, there is an arc
2
Dr ⊂ T
1 such that:
(1) T1 decomposes as a disjoint union
⊔qk
−
−1
r=0 Dr;
(2) For n ≥ 0, r(n) = r if and only if nα ∈ Dr modulo Z.
The lemma allows to interprete e
(
ζ1nα+ ζ2Hr(n)(x+ Lα)
)
as a function
of nα.
Proposition 9.2. For all δ > 0 and f(x, y) = e(ζ1,ζ2)(x, y) , there exists
k3 = k3(α, δ, ζ1, ζ2) ∈ N, such that:
For all k− ≥ k3 , there exist A = A(α, δ, k−), B = B(α, δ, k−)and k4 =
k4(α, δ, k−), such that for all (x, y) ∈ T
2 and k+ ≥ k4,∣∣∣∣N−1E
n=0
µ(n)(f ◦ T n)(x, y)
∣∣∣∣
≤B ·
A
max
ξ=−A
N−1
E
L=0
∣∣∣∣∣
qk+−1
E
n=0
µ(L+ n)e
(
(ζ1 + ξ)nα
)∣∣∣∣∣+
δ
4
+O
(qk++1
N
+
1
ak−
)
.
Proof. Suppose k− is fixed, for every r = 0, · · · , qk−−1, choose a continuous
function ψr : T
1 7→ [0, 1] approximating 1Dr in the sense that ψr = 1Dr
except in two short arcs U−r and U
+
r respectively around both ends of Dr
with total length |U−r |+ |U
+
r | <
δ
32qk
−
.
Furthermore, because trigonometric polynomials are dense in C0(T1), one
can find Ar ∈ N such that ψr(w) is approximated by a trigonometric polyno-
mial
∑Ar
ξ=−Ar
θr,ξe(ξw) up to error
δ
16qk
−
in C0 norm. By taking maximum
over all r, we can make Ar = A a constant that is determined by α, δ and
k−.
2Here an arc can be either open or closed at each of its endpoints.
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When L and x are given, the function
qk
−
−1∑
r=0
e(ζ2Hr(x+ Lα))1Dr (w) (9.1)
is approximated by
A∑
ξ=−A
cξ,L,xe(ξw) :=
qk
−
−1∑
r=0
e(ζ2Hr(x+ Lα))
A∑
ξ=−A
θr,ξe(ξw) (9.2)
up to an error of qk− ·
δ
16qk
−
= δ16 , unless w lies in the exceptional set
U =
⋃qk
−
−1
r=0 (U
−
r ∪ U
+
r ).
Let B0 = max
A
ξ=−A
∑qk
−
−1
r=0 |θr,ξ|, then B0 is determined by α, δ and k−,
and satisfies
A
max
ξ=−A
|cξ,L,x| ≤ B0,∀L ≥ 0,∀x ∈ T
1. (9.3)
By Lemma 9.1, e(ζ2Hr(n)(x + Lα)) =
∑qk
−
−1
r=0 e(ζ2Hr(x + Lα))1Dr (nα).
Therefore,
∣∣∣∣∣∣µ(L+ n)e
(
ζ1nα+ ζ2Hr(n)(x+ Lα)
)
−
A∑
ξ=−A
cξ,L,xµ(L+ n)e
(
(ζ1 + ξ)nα
)
∣∣∣∣∣∣
≤
δ
16
unless nα ∈ U .
Because |U | = δ32 and the sequence {nα} is equidistributed in T
1, for some
Q0 that depends on U , P0≤n≤Q−1(nα ∈ U) ≤
δ
16 for all Q ≥ Q0. Choose the
smallest k4 such that qk4 > Q0, then k4 is determined by α, δ and the choice
of U , which in turn depends on k−. Therefore, for all L, x and k+ ≥ k4,
∣∣∣∣∣
qk+−1
E
n=0
µ(L+ n)e
(
ζ1nα+ ζ2Hr(n)(x+ Lα)
)
−
qk+−1
E
n=0
A∑
ξ=−A
cξ,L,xµ(L+ n)e
(
(ζ1 + ξ)nα
)
∣∣∣∣∣∣
≤
δ
16
+
δ
16
=
δ
8
.
(9.4)
Plugging (9.4) into the inequality in Corollary 8.2 yields that
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N−1
E
n=0
µ(n)(f ◦ T n)(x, y)
≤
N−1
E
L=0
∣∣∣∣∣∣
qk+−1
E
n=0
A∑
ξ=−A
cξ,L,xµ(L+ n)e
(
(ζ1 + ξ)nα
)
∣∣∣∣∣∣+
δ
4
+O
(qk++1
N
+
1
ak−
)
≤
N−1
E
L=0
A∑
ξ=−A
|cξ,L,x| ·
∣∣∣∣∣
qk+−1
E
n=0
µ(L+ n)e
(
(ζ1 + ξ)nα
)∣∣∣∣∣+
δ
4
+O
(qk++1
N
+
1
ak−
)
≤B0 ·
A∑
ξ=−A
N−1
E
L=0
∣∣∣∣∣
qk+−1
E
n=0
µ(L+ n)e
(
(ζ1 + ξ)nα
)∣∣∣∣∣+
δ
4
+O
(qk++1
N
+
1
ak−
)
.
The proposition follows by setting B = B0 · (2A+ 1). 
The proof of Theorem 1.1 relies on the recent theorem of Matoma¨ki,
Radziwi l l, and Tao [MRT15] on averages of non-pretentious multiplicative
functions in short intervals, or more precisely the following corollary of it:
Proposition 9.3. [MRT15] For some constant c, for all N ≥ R ≥ 10 and
β ∈ R,
N−1
E
L=0
∣∣∣∣ RE
n=1
µ(L+ n)e(βn)
∣∣∣∣≪ (logN)−c + log logRlogR .
The implied constant does not depend on β.
This is [MRT15, Theorem 1.7], applied to µ in light of the paragraph
before the theorem in that paper, which asserts that µ is sufficiently non-
pretentious.
Proof of Theorem 1.1. We now give the proof of our main result. Recall
that it suffices to work under Hypothesis 2.4 and assume that f(x, y) =
e(ζ1,ζ2)(x, y). In this case Proposition 9.2 applies.
Using Proposition 9.3, the inequality in Proposition 9.2 becomes∣∣∣∣N−1E
n=0
µ(n)(f ◦ T n)(x, y)
∣∣∣∣
≤O
(
B(logN)−c +B ·
log log qk++1
log qk++1
)
+
δ
4
+O
(qk++1
N
+
1
ak−
)
.
(9.5)
Given α, δ, ζ1, ζ2, we can first choose a large k− ≥ k3(α, δ, ζ1, ζ2) which
satisfies the extra condition that qk−+1 > q
τ
2
k−
. Recall that there are infin-
itely many such k− under Hypothesis 2.4. Then by (7.10), one may fix a
sufficiently large k− for which the O(
1
ak
−
) term is bounded by δ8 . Note B
is determined once k− is fixed. One can then pick a large k+ ≥ k4(α, δ, k−)
such that the O
(
B ·
log log qk++1
log qk++1
) part is bounded by δ8 . Finally, in order to
make the entire sum in (9.5) less than δ, it suffices to make N much larger
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compared with qk+ and B to make the two other terms arbitrarily small.
Since δ is arbitrary, the proof is completed. 
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