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Zusammenfassung Die systemseitige Unterstu¨tzung von
Periodizita¨t bzw. periodischen Spezifikationen weist An-
forderungen auf, die weit u¨ber die temporalen Fa¨higkeiten
heutiger Informationssysteme hinausgehen. Im Allgemei-
nen charakterisieren periodische Spezifikationen Vorga¨nge,
die aus regelma¨ßig wiederkehrenden Aktivita¨ten bestehen.
Neben der Ausdruckssta¨rke ist die gro¨ßte Herausforde-
rung periodische Spezifikationen miteinander vergleichen
zu ko¨nnen. Diese Vergleichbarkeit ist ein wichtiger Aspekt
in einer Vielzahl von Anwendungen, etwa um vorausschau-
end sich eventuell ergebende potentielle Ressourcen- oder
Terminkonflikte erkennen zu ko¨nnen. Erschwert wird die-
ses durch unterschiedliche (zeitliche) Granularita¨ten sowie
Ausnahmen in entsprechenden Spezifikationen. Fu¨r den
praktischen Einsatz ist es daru¨ber hinaus unumga¨nglich, pe-
riodische Zusammenha¨nge auch im Kontext einer großen
(umfangreichen) Menge periodischer Daten effizient ver-
walten und auswerten zu ko¨nnen. Der vorliegende Bei-
trag gibt einen Einblick in die Herausforderungen sowie
einen ¨Uberblick zu in der aktuellen Literatur vorliegenden
Lo¨sungsansa¨tzen einer systemseitigen Unterstu¨tzung von
periodischen Spezifikationen.
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Abstract The requirements of a system side support of pe-
riodicity or rather periodic specifications are far beyond the
temporal capabilities of current information systems. Gen-
erally, periodic specifications characterize activities, which
consist of regularly recurrent elements. Beside the expres-
siveness, the challenge is the ability to compare periodic
specifications among each other. Such comparability is an
important issue in many applications. Examples are the
identification of (potential) upcoming conflicts between dif-
ferent periodic specifications, like conflicts in resource or
time schedules. An aggravating factor here is the use of dif-
ferent temporal granularities as well as the occurrence of
exceptions in periodic specifications. In addition, real world
scenarios typically have to deal with a high number of pe-
riodic specifications. Thus, comparisons between periodic
specifications must retain their efficiency also in case of
large data sets. This paper provides a detailed overview of
the challenges of an integrated support of periodic specifica-
tions as well as of the current approaches in literature.
Keywords Periodicity · Temporal Granularities · Temporal
Data Modells · Temporal Queries
CR subject classification A.1 · H.1 · H.3 · I.1 · I.2.4 · F.4
1 Einleitung
Die systemseitige Unterstu¨tzung von temporalen Aspekten
ist ein wichtiger Aspekt in vielen Applikationen. Durch im-
mer anspruchsvollere Einsatzgebiete fu¨r Informationssys-
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teme, wie etwa im klinischen Bereich, sind die Anfor-
derung an eine temporale Unterstu¨tzung jedoch stark ge-
stiegen. Besonders deutlich wird dies im Kontext von
prozessorientierten Informationssystemen, wo zunehmend
temporale Fa¨higkeiten gefordert werden, die bislang nur
in Projektmanagement- bzw. speziellen Planungssystemen
realisiert waren, wie z.B. Scheduling, die ¨Uberwachung
von zeitlichen Minimal- und Maximalabsta¨nden zwischen
Aktivita¨ten, die Berechnung von Pufferzeiten und die
¨Uberwachung von Deadlines.
In diesem Zusammenhang ist das Fehlen einer ada¨quaten
systemseitigen Unterstu¨tzung periodischer Zusammenha¨nge
(Periodizita¨t) fu¨r viele Anwendungen ein großes Manko.
Periodizita¨t ist ein weit verbreitetes Pha¨nomen der realen
Welt und allta¨glich in vielen unterschiedlichen Anwen-
dungsgebieten (z.B. Finanzsektor, klinischen bzw. medizi-
nischen Anwendungssektor). Periodizita¨t bzw. periodische
Spezifikationen charakterisieren einen Vorgang, der aus
regelma¨ßig (periodisch) wiederkehrenden Aktivita¨ten be-
steht. So enthalten medizinisch-organisatorische Abla¨ufe
und Therapieprozesse ha¨ufig Aktivita¨ten oder Abfolgen von
Aktivita¨ten, die periodisch wiederholt werden mu¨ssen, wie
z.B. einfache Angaben ,,Alle 4 Stunden Gabe von Medika-
ment X“ oder komplexe Therapieschema ,,Eine Chemothe-
rapie besteht aus Zyklen zu je 28 Tagen, wobei vom 1.–14.
Tag Medikament A sowie am 1. und 8. Tag Medikament B
verabreicht wird. Nach der letzten Gabe von Medikament A
findet eine 14-ta¨gige Pause statt. Es finden insgesamt 6 Zy-
klen statt.“.
Periodische Angaben wie etwa ,,jeden 3. Tag“ oder ,,jede
4. Stunde“ geho¨ren einer einfachen Klasse von periodischen
Spezifikationen an. In dieser Klasse der a¨quidistanten peri-
odischen Spezifikationen bleibt der Abstand zwischen den
einzelnen wiederkehrenden Elementen stets gleich. Im Ge-
gensatz dazu variiert in der Klasse der nicht-a¨quidistanten
Spezifikationen der Abstand zwischen den Elementen, wie
etwa in dem obigen Beispiel der Chemotherapie. Solche
Fluktuationen ko¨nnen auch durch die Verwendung von Gra-
nularita¨ten wie Monat oder Jahr (z.B. ,,jeden ersten Tag im
Monat“) oder auch durch Ausnahmen in den periodischen
Spezifikationen (z.B. ,,Gabe von Medikament B entfa¨llt in
jedem 3. Zyklus“) hervorgerufen werden. Auch wenn ent-
sprechende Fluktuationen sehr komplex werden ko¨nnen, so
ist ihr grundsa¨tzliches Verhalten wohl bekannt (z.B. De-
finition der Schaltjahresregel). Im Gegensatz dazu stehen
unscharfe periodische Spezifikationen. Die Absta¨nde zwi-
schen den Elementen entsprechen hier einer Menge von
mo¨glichen Absta¨nden. Beispielsweise fu¨hrt die zusa¨tzliche
Bedingung ,,Je nach Verfassung des Patienten wird zwi-
schen jeden Zyklus eine Pause von 0–5 Tagen eingera¨umt.“
zu Unscha¨rfen im Verlauf der Therapie.
In Hinblick auf die beno¨tigten (erweiterten) temporalen
Fa¨higkeiten heutiger Informationssysteme reicht die einfa-
che Bereitstellung ausdrucksstarker Spezifikationsformalis-
men fu¨r periodische Zusammenha¨nge alleine jedoch nicht
aus. Stattdessen wird gleichzeitig auch eine angemessene
operationale Unterstu¨tzung beno¨tigt, die einen effizienten
Umgang mit periodischen Spezifikationen ermo¨glicht. Die
gro¨ßte Herausforderung in diesem Zusammenhang bilden
generische Vergleichsoperationen, die es erlauben, das Zu-
sammenwirken periodischer Spezifikationen untereinander
zu bewerten. So mu¨ssen unter anderem Aussagen zu Kon-
gruenz, ¨Uberlappung oder Disjunktheit periodischer An-
gaben getroffen werden ko¨nnen, um z.B. vorausschauend
(potentielle) Ressourcen- oder Terminkonflikte zu erken-
nen. Beispielsweise kann die zusa¨tzliche Bedingung (siehe
obige Chemotherapie) ,,Medikament B muss von einem Spe-
zialisten gegeben werden, der aber jeden ersten Mittwoch
im Monat dienstfrei hat“ zu einem Konflikt zwischen dem
Dienstplan des Spezialisten und der Gabe von Medika-
ment B fu¨hren. Das heißt, in Abha¨ngigkeit vom Startpunkt
der Therapie ko¨nnen ¨Uberlappungen zwischen den dienst-
freien Tagen und den Medikamentengaben auftreten.
Fu¨r die zur Realisierung von Vergleichen verwendeten
Formalismen bzw. logischen Modelle reicht die Eigen-
schaft der Vergleichbarkeit alleine jedoch nicht aus. So
ermo¨glichen etwa heutige Kalender- und Zeitplanungssys-
teme bereits eine Unterstu¨tzung von (einfachen) periodi-
schen Spezifikationen. Allerdings ist ihre grundsa¨tzliche
Vorgehensweise dadurch gepra¨gt, dass ihre Einsatzszena-
rien meist nur eine geringe Anzahl an periodischen Spezifi-
kationen aufweisen. Zur Konflikterkennung bedarf es somit
lediglich einiger weniger Einzelvergleiche, wobei beste-
hende Konflikte meist interaktiv durch den Anwender selber
aufgelo¨st werden ko¨nnen bzw. mu¨ssen.
Im Umfeld etwa von prozessorientierten Informations-
systemen mit einer Vielzahl an Prozess-Typen und mo¨g-
licherweise vielen tausend Prozess-Instanzen sto¨ßt die obige
Vorgehensweise jedoch rasch an seine Grenzen. Im Zusam-
menhang etwa mit Resourcenzuweisungen und damit ver-
bundenen (vorausschauenden) Konflikterkennungen mu¨ssen
umfangreiche Mengen an periodischen Spezifikationen
repra¨sentiert und miteinander verglichen werden ko¨nnen. In
einem solchen Umfeld ist es daru¨ber hinaus unumga¨nglich,
dass bestehende Konflikte weitestgehend automatisch auf-
gelo¨st werden ko¨nnen. Hieraus erwa¨chst die Forderung nach
ada¨quaten Repra¨sentationsformen, die neben einer kom-
pakten speichereffizienten Darstellung zusa¨tzlich auch eine
effiziente Operationsrealisierung ermo¨glichen.
In der Literatur ist die Bedeutung einer integrierten Un-
terstu¨tzung von Periodizita¨t in den letzten Jahren zuneh-
mend erkannt worden. So finden sich viele Ansa¨tze mit
interessanten, teilweise jedoch sehr unterschiedlichen lo-
gischen Modellen und Realisierungsansa¨tzen fu¨r die ope-
rationale Unterstu¨tzung. Ziel dieses Beitrages ist, einen
¨Uberblick u¨ber aktuell in der Literatur vorliegende For-
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schungsansa¨tze zu geben sowie diese bezu¨glich ihrer Aus-
druckssta¨rke und operationalen Unterstu¨tzung zu untersu-
chen. Wir gehen im Folgenden von einem logisch zentralen
System mit ,,einer“ Uhr bzw. von einem verteilten System
aus, bei dem die lokalen Uhren hinsichtlich der betrachteten
Granularita¨t ausreichend gut synchronisiert sind.
Der Beitrag ist wie folgt gegliedert: In Abschn. 2 wer-
den die allgemeinen Anforderungen und Problemstellung
an die integrierte Unterstu¨tzung von Periodizita¨t im Detail
vorgestellt. Anschließend werden in Abschn. 3 vorliegende
Formalismen zur logischen Beschreibung von periodischen
Spezifikationen bezu¨glich ihrer Ausdruckssta¨rke untersucht.
Im Anschluss daran werden in Abschn. 4 die verschiedenen
Ansa¨tze zur Realisierung der operationalen Unterstu¨tzung
in ihren grundsa¨tzlichen Eigenschaften vorgestellt und be-
wertet. Eine Zusammenfassung in Abschn. 5 schließt diesen
Beitrag ab.
2 Anforderungen und Problemstellungen
Im folgenden Abschnitt werden zuna¨chst grundlegende Be-
griffe definiert. Im Anschluss werden die konkreten An-
forderungen an die Ausdruckssta¨rke und operationale Un-
terstu¨tzung vorgestellt.
2.1 Motivation und grundlegende Begriffe
Periodische Spezifikationen beschreiben Vorga¨nge oder Ak-
tivita¨ten, die sich regelma¨ßig wiederholen. Ein typisches
Beispiel fu¨r periodische Spezifikationen, etwa im klinischen
Umfeld, stellen die bereits in der Einleitung erwa¨hnten Che-
motherapien dar. Ein anderes Beispiel bilden Fahrpla¨ne
fu¨r Zu¨ge oder Busse mit ihren stu¨ndlichen oder ta¨glichen
Ankunfts- bzw. Abfahrtszeiten. Sehr ha¨ufig variieren diese
stu¨ndlichen oder ta¨glichen Zyklen. So gelten etwa am
Abend oder am Wochenende andere Abfahrtszeiten als
wa¨hrend des Tages oder an Wochentagen. Kennzeichnend
fu¨r solche zyklen-orientierten Angaben ist die Verwendung
eines Zyklus bestimmter La¨nge, der sich aus Zykluselemen-
ten zusammensetzt, z.B. 1. und 8. Tag einer Chemotherapie
oder die 15. und 45. Minute in einer Stunde bei Fahrpla¨nen.
Neben zyklen-orientierten Angaben stellen kalender-
orientierte Angaben eine weitere Form von periodischen
Spezifikationen dar, wie etwa ,,Jeder 1. Tag im Monat“,
,,Jeden Montag“ oder die folgende Beschreibung von re-
gelma¨ßigen Projekttreffen: ,,Wa¨hrend des Projektes finden
Treffen jeden Mittwoch statt sowie zusa¨tzlich jeden ersten
Montag im Monat. Falls entsprechende Treffen auf einen
Feiertag fallen, werden diese auf den na¨chsten Arbeitstag
verschoben.“.
Auch wenn die obigen Beispiele fu¨r periodische Spezi-
fikationen aus sehr unterschiedlichen Anwendungsgebieten
stammen, so weisen sie doch immer die gleichen ,,Kom-
ponenten“ auf. Zum einen ein Periodizita¨tsschema, wel-
ches das periodische Verhalten der Spezifikation festlegt
und zum anderen einen Instanziierungszeitpunkt, der an-
gibt, ab welchem Zeitpunkt dieses Schema gestartet bzw.
instantiiert werden soll. In Abha¨ngigkeit von der Anwen-
dung kann die periodische Spezifikation zusa¨tzlich noch in
ihrem zeitlichen Gu¨ltigkeitsbereich bzw. in ihrer Wiederho-
lungszahl eingeschra¨nkt sein.
Das Periodizita¨tsschema beschreibt die gewu¨nschte Ab-
folge von Zeitwerten in einem zugrunde liegenden Werte-
bereich. Zusammen mit der Angabe des Instanziierungszeit-
punktes kann das Schema ,,ausgefu¨hrt“ bzw. angewendet
werden und so eine Menge an konkreten Zeitwerten ab-
geleitet werden. Generell ko¨nnen zwei Formen von Peri-
odizita¨tsschemas unterschieden werden: a¨quidistante und
nicht-a¨quidistante Periodizita¨tsschemas. Im a¨quidistanten
Fall bleibt der Abstand zwischen den einzelnen Zeitwer-
ten stets konstant, wie etwa Angaben ,,Jeden 2. Tag“ oder
,,Jede 3. Stunde“. Im Gegensatz dazu stehen die nicht-
a¨quidistanten Periodizita¨tsschemas, in denen der Abstand
zwischen den einzelnen Zeitwerten variiert, wie beispiels-
weise in den obigen zyklen-orientierten Angaben oder in
den Beispielen fu¨r kalender-orientierte Angaben.
Allerdings kann das nicht-a¨quidistante Verhalten eines
Schemas unterschiedliche ,,Ursachen“ haben, was letztlich
zu verschiedenen Formen von Periodizita¨tsschemas fu¨hrt.
Im folgenden Abschnitt werden diese Formen von nicht-
a¨quidistanten Periodizita¨tsschemas im Detail vorgestellt
und klassifiziert.
2.2 Nicht-a¨quidistante Periodizita¨tsschemas
Die einfachste Form von nicht-a¨quidistanten Periodizita¨ts-
schemas bilden Angaben, in denen die Reihenfolge der vari-
ierenden Absta¨nde einfach vorgegeben sind. Beispielsweise
fu¨hrt in der Chemotherapie (Zyklusla¨nge = 28 Tage) die
Gabe von Medikament B am 1. und 8. Tag zu den variie-
renden Absta¨nden von 8 bzw. 20 Tagen und somit zu einem
nicht-a¨quidistanten Verhalten.
Komplexere Formen von nicht-a¨quidistantem Verhalten
entstehen in Verbindung mit Ausnahmen sowie der Verwen-
dung von Granularita¨ten unterschiedlicher Dauer in Periodi-
zita¨tsschemas.
2.2.1 Beru¨cksichtigung von Ausnahmen
Eine Ausnahme in einem Periodizita¨tsschema entspricht ei-
ner zeitweisen Abweichung bzw. ¨Anderung von einem vor-
gegebenen Grundschema. Von der ¨Anderung ko¨nnen so-
wohl eine periodische als auch nicht-periodische Auswahl
an Elementen des Grundschemas betroffen sein. Diese Aus-
wahl entspricht entweder einer Menge an Zyklen (Zyklus-
13
Kalb und Dadam
auswahl) oder einer Menge von Werten des Grundsche-
mas unabha¨ngig von ihrer Zugeho¨rigkeit zu einem Zyklus
(Mengenauswahl).
Die Angabe ,,Jeden 2. Zyklus erfolgt am 10. Tag eine
zusa¨tzliche Gabe von Medikament B“ oder die Angabe ,,Je-
den 2. Zyklus wird ein Bluttest nach der Gabe von Medi-
kament A beno¨tigt“ entsprechen periodischen Ausnahmen,
von der die Zyklusauswahl ,,Jeden 2. Zyklus“ betroffen ist.
Die periodische Ausnahme ,,Nach jeder 10. Gabe von Medi-
kament B wird eine Laboruntersuchung beno¨tigt“ hingegen
entspricht einer Mengenauswahl (,,Jeder 10.Wert von Me-
dikament B“). Die einzelnen Medikamentengaben werden
lediglich als Menge betrachtet.
Periodizita¨tsschemas weisen ha¨ufig nicht nur eine ein-
zelne Ausnahme auf. Somit kann die Auswahl von Zy-
klen oder Elementen auch mehrfach pro Schema erfolgen.
Bezu¨glich der Ausdruckssta¨rke der periodischen Auswahl
bestehen die gleichen Anforderungen wie im allgemeinen
Fall von Periodizita¨tsschemas. Beispielweise kann bei ei-
ner Chemotherapie eine Ausnahme auf Basis eines peri-
odischen Feiertags definiert sein. Das Auswahlschema, d.h.
das Periodizita¨tsschema fu¨r den Feiertag, kann wiederum
nicht-a¨quidistantes Verhalten aufweisen und Ausnahmen
beinhalten.
Im Gegensatz zu periodischen Ausnahmen entsprechen
beispielsweise Projekttreffen, die an bestimmten Tagen an-
nulliert werden oder auch einzelne Verla¨ngerungen von
Therapiezyklen, nicht-periodischen Ausnahmen. Bei sol-
chen Ausnahmen ist lediglich eine endliche Menge an ein-
zelnen Werten oder Zyklen von einer ¨Anderung betroffen.
In Hinblick auf die konkrete ¨Anderung an der periodi-
schen oder nicht-periodischen Auswahl ko¨nnen drei Aus-
nahmeklassen unterschieden werden:
• Lo¨schung/Einfu¨gung: Das Lo¨schen oder Einfu¨gen von
Zykluselementen in bestimmte Zyklen (bei Zyklusaus-
wahl) oder von Werten in der Wertemenge (bei Mengen-
auswahl) sind ¨Anderungen, die in diese Ausnahmeklasse
fallen. Typische Beispiele hierfu¨r sind etwa die vorheri-
gen Angaben mit dem Einfu¨gen von zusa¨tzlichen Medi-
kamentengaben oder weiteren Untersuchungen (Bluttest)
sowie das Annullieren bzw. Lo¨schen von Projekttreffen.
• Selektive Verschiebung: Das selektive Verschieben ein-
zelner Zykluselemente oder einzelner Werte ohne Beein-
flussung nachfolgender Werte fa¨llt in diese Ausnahme-
klasse. Beispiele hierfu¨r bilden die Angabe ,,Projekttref-
fen an Feiertagen werden auf den na¨chsten Arbeitstag
verschoben“ sowie das Verschieben der Gabe von Medi-
kament B in bestimmten Zyklen.
• Zusammenha¨ngende Verschiebung: Die ¨Anderungen
fu¨hren zu einem zusammenha¨ngenden Verschieben al-
ler nachfolgenden Zyklen oder Werte. Beispielsweise
fu¨hrt die ¨Anderung von Zyklusla¨ngen zu einer Verschie-
bung aller nachfolgenden Zyklen inklusive ihrer Zyklus-
elemente. Ein weiteres Beispiel bildet die Anpassung
von Projekttreffen an die Sommer- bzw. Winterzeit. Die
Beru¨cksichtigung der Umstellung um eine Stunde fu¨hrt
zu einem zusammenha¨ngenden Verschieben aller nach-
folgenden Werte bzw. Projekttreffen. Die gleiche Situa-
tion ergibt sich bei der Beru¨cksichtigung der Schaltjah-
resproblematik, d.h. die ¨Anderung der Dauer des Monats
Februars.
In den ersten beiden Klassen fu¨hren Ausnahmen lediglich
zu ,,lokalen“ Auswirkungen in der Wertemenge eines Pe-
riodizita¨tsschemas. In der letzten Klasse hingegen fu¨hren
Ausnahmen zu ,,globalen“ Auswirkungen in der Werte-
menge, was den wesentlichen Unterschied zwischen den
Ausnahmeklassen darstellt.
Die Beru¨cksichtigung von Ausnahmen in Periodizita¨ts-
schemas fu¨hrt, je nach Ausnahmeklasse bzw. Kombina-
tionen der Klassen, zu komplexem nicht-a¨quidistantem
Verhalten. Allerdings bilden Ausnahmen nur eine Ursa-
che fu¨r nicht-a¨quidistante Periodizita¨tsschemas. Auch die
Verwendung bestimmter Granularita¨ten kann diesen Effekt
hervorrufen.
2.2.2 Verwendung von Granularita¨ten
Granularita¨ten (Zeiteinheiten) entsprechen unterschiedli-
chen Abstraktionsebenen zur Beschreibung von zeitlichen
Zusammenha¨ngen. So sind beispielsweise in Chemothera-
pien Angaben in Tagesabsta¨nden ausreichend, wa¨hrend an-
dere Therapien stu¨ndliche Angaben beno¨tigen. Im Finanz-
sektor wiederum sind monatliche oder ja¨hrliche periodische
Aussagen typisch. Welche Granularita¨t bzw. Granularita¨ten
im Einzelnen verwendet werden, ist anwendungsabha¨ngig.
Allerdings mu¨ssen grundsa¨tzlich zwei Verwendungsformen
von Granularita¨ten innerhalb von Periodizita¨tsschemas un-
terschieden werden: relative und absolute Verwendung.
In der relativen Verwendung dienen Granularita¨ten
lediglich als unterschiedliche Maßeinheiten fu¨r die An-
gabe von Absta¨nden. Beispielsweise entspricht die Angabe
der La¨nge einer Chemotherapie in Tagen oder die An-
gabe ,,jede dritte Stunde“ einer relativen Verwendung von
Granularita¨ten.
In der absoluten Verwendung hingegen, wie etwa in
dem Beispiel ,,Jeden 1.Tag im Monat“, u¨bernehmen die
Granules1 der Granularita¨t Monate die Rolle von Zyklen
und die Granules der Granularita¨t Tage die Rolle von Zy-
kluselementen. Kennzeichnend ist hierbei, dass sich das
periodische Verhalten der Granularita¨ten auf das Peri-
odizita¨tsschema ,,u¨bertra¨gt“. Im gegebenen Beispiel etwa
1 Ein Granule (engl.) bezeichnet die einzelnen Einheiten einer Gra-
nularita¨t, d.h. ein einzelner Tag ist ein Granule der Granularita¨t Tage
bzw. der Monat Januar ein Granule der Granularita¨t Monate [3].
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mu¨ssen die jeweiligen Monatsla¨ngen sowie die Schaltjah-
resregel fu¨r Februar im Schema beru¨cksichtigt werden.
Nur so sind die korrekten Monatsla¨ngen und somit die
Absta¨nde zwischen den einzelnen Werten sichergestellt.
Allerdings zeigt die na¨here Betrachtung, dass es sich bei
der Schaltjahresregel um das bereits beschriebene zusam-
menha¨ngende Verschieben handelt. Das heißt, ,,Jedes 4.
Jahr, nicht jedes 100. Jahr und jedes 400. Jahr“ ent-
spricht einem periodischen Auswahlschema fu¨r Februar
zur Verla¨ngerung der Monatsla¨nge bzw. der Zyklen um
einen Tag. In der absoluten Verwendung ko¨nnen Granu-
larita¨ten somit als ein vom Kalender vorgegebenes Peri-
odizita¨tsschema mit Ausnahmen verstanden werden. Die
Ursache fu¨r das nicht-a¨quidistante Verhalten eines entspre-
chenden Periodizita¨tsschemas bildet somit der verwendete
Kalender sowie die verwendete Granularita¨t.
Die in Abschn. 2.1 vorgestellten kalender-orientierten
Spezifikationen, wie etwa ,,Jeden Montag“ oder ,,Jeden
ersten Mittwoch im Monat“, entsprechen in ihrer Seman-
tik der absoluten Verwendung von Granularita¨ten. Die
Beru¨cksichtigung von Ausnahmen, wie zuvor dargestellt,
ermo¨glicht daher eine einheitliche Unterstu¨tzung von Pe-
riodizita¨tsschemas sowohl fu¨r kalender-orientierte als auch
fu¨r zyklen-orientierte Spezifikationen.
Allerdings gilt es, einen wesentlichen Unterschied zwi-
schen beiden Spezifikationsformen zu beachten: Die Be-
schreibung der in kalender-orientierten Spezifikationen ver-
wendeten Granularita¨ten erfolgt stets in Abha¨ngigkeit vom
Startpunkt des verwendeten Kalenders. Dieser Startpunkt
ist fu¨r einen Kalender bzw. eine Granularita¨t jedoch fest
vorgegeben und darf nicht (beliebig) gea¨ndert werden.
Fu¨r kalender-orientierte Spezifikationen bedeutet dies, dass
diese zwar einen eigenen Instanziierungspunkt aufweisen
ko¨nnen, ,,intern“ jedoch stets den festen Startpunkt des Ka-
lenders verwenden mu¨ssen. Im Gegensatz dazu wird bei
zyklen-orientierten Angaben stets der vorgegebene Instanzi-
ierungspunkt verwendet.
Die vorgestellten verschiedenen Formen von Periodizi-
ta¨tsschemas geben einen ersten ¨Uberblick u¨ber die beno¨tigte
Ausdrucksta¨rke von Beschreibungsformalismen und erhebt
keinen Anspruch auf Vollsta¨ndigkeit. Allerdings stellt die
ausdrucksstarke Beschreibung von periodischen Spezifika-
tionen lediglich einen, jedoch wichtigen Aspekt der system-
seitigen Unterstu¨tzung dar. Der zweite Aspekt und gro¨ßere
Herausforderung ist die im Folgenden vorgestellte operatio-
nale Unterstu¨tzung von periodischen Spezifikationen.
2.3 Operationale Unterstu¨tzung
Die operationale Unterstu¨tzung umfasst eine Menge von
Operationen, die den grundsa¨tzlichen Umgang mit periodi-
schen Spezifikationen ermo¨glichen. Hierzu za¨hlen Opera-
tionen, die z.B. konkrete Zeitwerte fu¨r eine Spezifikation
erzeugen oder auch u¨berpru¨fen, ob eine Spezifikation ein-
zelne Werte bzw. eine Wertemenge beinhaltet.
Die gro¨ßte Herausforderung bilden Operationen zum
Vergleich periodischer Spezifikationen. In vielen Anwen-
dungen ist es unumga¨nglich, Aussagen zu ¨Uberlappungen,
Kongruenz oder Disjunktheit von Werten zwischen periodi-
schen Spezifikationen zu treffen, etwa in Hinblick auf eine
vorausschauende Konflikterkennung.
Im Allgemeinen ko¨nnen die folgenden drei Klassen von
Operationen unterschieden werden:
• Ableitungsoperationen dienen zur Ableitung konkreter
Zeitwerte einer periodischen Spezifikation. Diese Ope-
rationen ko¨nnen sowohl Formen von ,,Za¨hlern“ (z.B.
3. Wert einer Spezifikation oder alle Werte des 4. Zy-
klus) aufweisen als auch Semantiken der Form ,,na¨chster
Wert der Spezifikation“ bzgl. eines gegebenen Zeitpunk-
tes (mit vorgegebener Granularita¨t).
• ¨Uberpru¨fungsoperationen dienen dem Testen von ge-
gebenen Werten bzw. Mengen von Werten, ob diese
in einer periodischen Spezifikation enthalten sind oder
durch diese erzeugt werden ko¨nnen. Beispielsweise wird
dies beno¨tigt, um (vorausschauend) festzustellen, ob be-
stimme Zeitpunkte bzw. feste Termine in einer Spe-
zifikation enthalten sind. Daru¨ber hinaus dienen diese
auch dazu, die Ausfu¨hrungshistorie einer Spezifikationen
nachtra¨glich auf ihre Korrektheit zu testen bzw. diese zu
besta¨tigen.
• Vergleichsoperationen dienen der Bestimmung von ge-
meinsamen oder verschiedenen Werten von periodischen
Spezifikationen mit gleichen oder verschiedenen Peri-
odizita¨tsschema. Diese Operationen werden beno¨tigt, um
Aussagen zu Konflikten in entsprechenden Anwendun-
gen treffen zu ko¨nnen, wie etwa im einleitenden Beispiel
der Chemotherapie und dem Dienstplan bzw. dienstfrei
des Arztes.
Wie erwa¨hnt, stellt die Realisierung von Vergleichsopera-
tionen die gro¨ßere Herausforderung dar und wird deshalb
einen Schwerpunkt in diesem Beitrag bilden. Im Folgenden
werden hierzu weitere Anforderungen an diese Operations-
klasse aufgezeigt.
Vergleichsoperationen zwischen periodischen Spezifika-
tionen realisieren – sofern keine Schranken explizit ange-
geben werden – einen Vergleich zwischen zwei (theore-
tisch unendlich großen) Wertemengen. Das heißt es werden
bestimmte Mengenbeziehungen zwischen den Spezifikatio-
nen u¨berpru¨ft. Beispielsweise entspricht die Teilmengenbe-
ziehung Dienstfrei ⊂ Chemotherapie u¨berlappenden Werte-
mengen zwischen den beiden Spezifikationen, d.h. einige
Termine der Chemotherapie stehen mit dienstfreien Tagen
des Arztes in Konflikt.
Das Auswertungsergebnis eines Vergleichs bildet einen
wichtigen Aspekt entsprechender Operationen. Im einfach-
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sten Fall ist dies lediglich eine boolesche Auswertung, die
u¨berpru¨ft, ob entsprechende Beziehungen vorliegen oder
nicht. Allerdings trifft eine solche Auswertung keine Aus-
sage, welche konkreten Werte die entsprechende Mengen-
beziehung erfu¨llen bzw. nicht erfu¨llen. Bezogen auf das
obige Beispiel bedeutet das, dass die konkreten Ereig-
nisse, die den Konflikt verursachen, nicht lokalisiert werden
ko¨nnen. Im Allgemeinen ist eine solche Lokalisierung je-
doch unabdingbar, etwa um im Konfliktfall alternative Per-
sonen bzw. Ressourcen zu finden und zuteilen zu ko¨nnen.
Eine quantitative Vergleichsauswertung, welche die kon-
kreten erfu¨llenden bzw. nicht erfu¨llenden Werte einer Men-
genbeziehung identifiziert, stellt das in der Regel beno¨tigte
Auswertungsergebnis dar.
Neben dem Auswertungsergebnis ist auch der Aus-
wertungszeitraum von Vergleichen ein weiterer wichtiger
Aspekt. Wie bereits erwa¨hnt, werden bei einem Vergleich
zwei mo¨glicherweise unendlich große Wertemengen mit-
einander verglichen. Somit ko¨nnen entsprechende Konflikte
zwischen periodischen Spezifikationen erst ,,sehr spa¨t“ in
deren Verlauf auftreten. In der Praxis sind solche ,,spa¨ten“
Konfliktaussagen meist nicht relevant. Beispielsweise ist die
Erkennung eines Konflikts in einer Chemotherapie, der sich
etwa erst in 10 Jahren etabliert, im Normalfall uninteressant.
Im Gegensatz zu einer solchen unbeschra¨nkten Auswertung
ist es ha¨ufig ausreichend und sinnvoller, den Auswertungs-
zeitraum eines Vergleichs einzuschra¨nken. Grundlage fu¨r
eine solche eingeschra¨nkte Auswertung bildet ein Ereignis-
horizont, der anwendungsabha¨ngig den Gu¨ltigkeitszeitraum
einer Konfliktaussage festlegt. Der Ereignishorizont kann
konstant sein oder von Vergleich zu Vergleich variieren.
Es reicht allerdings nicht aus, lediglich die prinzipi-
elle Realisierbarkeit von Vergleichsoperationen bezogen auf
einen bestimmten Spezifikationsformalismus zu betrach-
ten. Auch die Effizienz der resultierenden Implementie-
rungen ist sehr wichtig und diese ist wiederum sehr stark
abha¨ngig von der physischen Repra¨sentation von periodi-
schen Spezifikationen. Neben einem mo¨glichst kompakten
Speicherverhalten, muss diese auch eine mo¨glichst effiziente
Ausfu¨hrung der Operationen (Speicher- und Laufzeitverhal-
ten) gewa¨hrleisten ko¨nnen. Insbesondere gilt es, aufwendige
Transformationen zum Vergleichs- bzw. Anfragezeitpunkt
zu vermeiden.
3 Beschreibung von Periodizita¨tsschemas
In der Literatur findet sich eine Vielzahl an Ansa¨tzen zur lo-
gischen Beschreibung von Periodizita¨tsschemas. Im Folgen-
den nicht vertieft werden Ansa¨tze, die ausschließlich qua-
litative periodische Zusammenha¨nge beru¨cksichtigen, wie
etwa ,,Aktivita¨t A regelma¨ßig vor Aktivita¨t B ausfu¨hren“
(z.B. [13, 14, 27]).
Im Folgenden liegt der Schwerpunkt auf Ansa¨tzen mit
quantitativem Charakter, d.h. Ansa¨tzen, die periodische Zu-
sammenha¨nge u¨ber Wertemengen betrachten. Allerdings
werden ,,unscharfe“ quantitiative Periodizita¨tsschemas, wie
etwa ,,an einem beliebigen Montag innerhalb von jedem
Monat“, nicht beru¨cksichtigt. Hierzu za¨hlen auch Periodi-
zita¨tschemas, in denen Aktivita¨ten zusa¨tzlich bestimmte
Durchfu¨hrungsdauern aufweisen. Die alleinige Angabe ei-
ner Durchfu¨hrungsdauer etwa bei der Chemotherapie ,,Die
Gabe von Medikament B an jedem 1. und 8. Tag eines
Zyklus beno¨tigt 6 Stunden“, ohne Aussage, wann genau
diese Aktivita¨t innerhalb der einzelnen Tage staffinden
wird, fu¨hrt zu einer Unscha¨rfe. Allerdings weisen ent-
sprechende Periodizita¨tschemas ohne Beru¨cksichtigung der
Durchfu¨hrungsdauern wieder ein exaktes quantitatives peri-
odisches Verhalten auf, was im Folgenden im Vordergrund
stehen wird.
Viele der im Folgenden erwa¨hnten Ansa¨tze stammen aus
dem Umfeld der Beschreibung von Granularita¨ten bzw. Ka-
lendern. Dies ist dadurch bedingt, wie auch in Abschn. 2.2
gezeigt, dass Granularita¨ten und Periodizita¨tsschemas, lo-
gisch betrachtet, lediglich zwei Seiten derselben Medaille
darstellen. Auch wenn an periodische Spezifikationen ope-
rationale und interne Anforderungen bestehen, die weit u¨ber
die von Granularita¨ten hinausgehen, ko¨nnen sie auf Ebene
der formalen Beschreibung als gleich betrachtet werden.
Bezu¨glich des verwendeten Beschreibungsparadigmas
ko¨nnen algebraische und constraint-basierte Ansa¨tze unter-
schieden werden. Im Folgenden steht hierbei die generelle
Vorgehensweise entsprechender Ansa¨tze im Vordergrund.
3.1 Algebraische Ansa¨tze
Kennzeichnend fu¨r diese Form des Beschreibungspara-
digmas sind formale Operationen, deren sukzessive An-
wendung die periodischen Eigenschaften eines Periodi-
zita¨tsschemas schrittweise konstruieren. Vertreter dieser
Kategorie von Ansa¨tzen sind z.B. der Collection-Forma-
lismus [22] (bzw. erweiterte oder angepasste Varianten [6,
8, 9, 12, 18, 29]), der Slice-Formalismus [2, 20, 21, 24] sowie
die Calendar-Algebra [3, 25].
Im Allgemeinen ko¨nnen bei diesen Ansa¨tzen zwei
Grundformen von Operationen unterschieden werden:
Gruppierungs- und Selektionsoperationen. In Bezug auf
Granularita¨ten dienen Gruppierungsoperationen der Bil-
dung neuer Granularita¨ten durch ,,Zusammenfassen“ bzw.
,,Gruppieren“ einer bestimmten Anzahl von aufeinander-
folgenden Granules aus einer bestehenden Granularita¨t.
Der Ausdruck Tage = Group24(Stunden) beispielsweise be-
schreibt die Granularita¨t Tage durch Gruppieren von jeweils
24 Stunden. Im Zusammenhang mit Periodizita¨tsschemas
dienen diese Operationen der Beschreibung von Zyklus-
la¨ngen, wie etwa bei der Chemotherapie durch das Grup-
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pieren von 28 Tagen zu einem Zyklus, d.h. Chemo =
Group28(Tage).
Fu¨r die Unterstu¨tzung von nicht-a¨quidistanten Granu-
larita¨ten bzw. Zyklen finden sich spezielle Gruppierungs-
operationen. Beispielsweise werden bei der Operation
Altermp1 ...pn ,k(G, G2) die Granules von G jeweils in Gruppen
zu je m Granules (logisch) zusammengefasst und die Granu-
les an Position p1, ..., pn um den Wert k von G2 verkleinert
bzw. vergro¨ßert [3]. Das nachfolgende Beispiel zeigt eine
mo¨gliche Beschreibung der Granularita¨t Monate. Hierbei
werden in M1 zuna¨chst Granules durch Gruppieren von je-
weils 30 Tagen gebildet und anschließend die Granules bzw.
Monate mit 31 Tagen mit der Operation Alter entsprechend
verla¨ngert. Im Anschluss wird in M2 der Monat Februar auf
28 Tage verku¨rzt. Im letzten Schritt wird in der Granularita¨t
Monate basierend auf einer vereinfachten Schaltjahrregel
(,,jedes 4.Jahr“) die La¨nge der Februare in Schaltjahren an-
gepasst, d.h auf 29 Tage verla¨ngert.
M1 = Alter12(1,3,5,7,8,10,12),+1 (Group30(Tage), Tage)
M2 = Alter122,−2 (M1, Tage)
Monate = Alter12∗42∗4,+1 (M2, Tage)
Die zweite Grundform von Operationen, die Selektionsope-
rationen, erzeugen neue Granularita¨ten durch ,,Selektieren“
bestimmter Granules aus bestehenden Granularita¨ten. Die
Operation Selectp1,...,p2(G, G2) etwa, wa¨hlt die Granules an
Positionen p1, ..., p2 der Granularita¨t G2 aus, die in einem
Granule der Granularita¨t G zusammengefasst sind. So be-
schreibt zum Beispiel der Ausdruck Select1−5(Woche, Tage)
die Granularita¨t Arbeitswoche durch Selektieren der Gra-
nules Montag (1.)–Freitag (5.) aus der Granularita¨t Woche.
In Bezug auf Periodizita¨tsschemas ermo¨glichen Selekti-
onsoperationen die Auswahl bestimmter Zykluselemente
aus einem Zyklus. So entspricht etwa die Gabe von Medi-
kament B einer Chemotherapie (Chemo = Group28(Tage))
am 1. und 8. Tag eines jeden Zyklus dem Ausdruck
Select1,8(Chemo, Tage) oder die Angabe ,,Jeden 1. Tag im
Monat“ dem Ausdruck Select1(Monate, Tage).
In den Arbeiten zur algebraischen Beschreibung finden
sich die oben dargestellen Grundoperationen Selektion und
Gruppierung in unterschiedlichster Form wieder. In der
Calendar-Algebra entsprechen diese Operationen den oben
dargestellten Grundoperationen [3, 25]. Zusa¨tzlich finden
sich weitere spezialisierte Gruppierungs- und Selektierungs-
operationen, wie etwa zur Beru¨cksichtigung von Zeitver-
schiebungen.
Im Slice-Formalismus (z.B. [6, 24]) wiederum finden
sich die Grundoperationen in Form eines normierten Ope-
rationsausdruck u¨ber mehrere Granularita¨tsebenen wie-
der. Ein solcher Ausdruck, d.h. ein Slice, hat die Form
On .Gn + ...+ O1.G1 wobei der einzelne Ausdruck Oi .Gi
jeweils eine Selektionsoperation fu¨r die Granularita¨t Gi
beschreibt, d.h. Oi .Gi ≡ selectOi (Gi+1, Gi). Es werden je-
weils alle Granules der Granularita¨t Gi selektiert, die in
Bezug auf die Granularita¨t Gi+1 an den relativen, in Oi
angegebenen Positionen stehen. Eine Granularita¨t Gi wird
als Menge von Intervallen verstanden, die durch verschie-
dene Gruppierungsoperationen gebildet werden ko¨nnen.
Diese sind in ihrer Semantik identisch zu den Gruppie-
rungsoperationen der Calendar-Algebra [3, 6]. Die Gra-
nularita¨ten des Ausdrucks sind geordnet und jede Gra-
nularita¨t Gi besteht jeweils aus ganzzahligen Granules
der Granularita¨t Gi−1, wobei die Anzahl variieren kann
(siehe Monate). Die einzelnen Ausdru¨cke sind hierbei stets
,,Und“-verknu¨pft. Der Ausdruck ∗.Jahre+{1, 2}.Monate+
{1}.Tage etwa entspricht der Angabe ,,an jedem 1. Tag
des 1. und 2. Monats (Jan, Feb) eines jeden Jahres“.
Einen umfassenden ¨Uberblick sowie Vergleich der Aus-
drucksta¨rke des Slice-Formalismus als auch des Collection-
Formalismus gegenu¨ber der Calendar-Algebra (welche
die beiden anderen subsumiert) findet sich in Bettini
et al. [3].
Grundsa¨tzlich ermo¨glicht das auf Gruppierungs- und Se-
lektierungsoperationen basierende Vorgehen a¨quidistante
und nicht-a¨quidistante Granularita¨ten bzw. Periodizita¨ts-
schemas zu beschreiben. Allerdings weisen die vorlie-
genden Vorschla¨ge Schwa¨chen im Umgang mit Ausnah-
men in Periodizita¨tsschemas auf. So entspricht etwa die
oben verwendete Operation Alter() lediglich Ausnahmen
mit a¨quidistanter Elementauswahl. Ausnahmen mit nicht-
a¨quidistanten Auswahlschema oder Zyklusauswahl werden
jedoch nicht beru¨cksichtigt, wie etwa bei der Angabe ,,An
jedem 3. Zyklus erfolgt am letzten Tag sowie an den ers-
ten drei Tagen des darauffolgenden Zyklus eine zusa¨tzliche
Vitamingabe“. Dies stellt jedoch kein Problem des einzel-
nen Ansatzes dar, sondern ist eine inha¨rente Schwa¨che aller
vorliegenden algebraischen Ansa¨tze.
Bei der Erweiterung entsprechender Formalismen um
weitere, nicht unterstu¨tzte Formen von Ausnahmen, er-
weist sich daru¨ber hinaus die dargestellte Spezifikations-
logik als hinderlich. Kennzeichnend fu¨r diese Logik ist,
dass bei Ausnahmen sowohl die Art und Form des Aus-
wahlschemas als auch die konkrete ¨Anderungsoperation
in einer einzelnen Operation ,,verschmolzen“ wird, wie
etwa bei Alter() mit a¨quidistanter Elementauswahl und
Vergro¨ßern/Verkleinern von Granules. Das allgemeine Vor-
gehen bei Ausnahmen, auf Basis eines Auswahlschemas
bestimmte Elemente bzw. Zyklen zu ,,markieren“ und ge-
zielt mit ¨Anderungsoperationen zu manipulieren, ist ledig-
lich implizit in der Semantik der Operation hinterlegt. Eine
Erweiterung entsprechender Formalismen unter Beibehal-
tung dieser ,,versteckten“ Spezifikationslogik fu¨hrt durch
die mo¨glichen Kombinationen von ¨Anderungsoperationen,
Auswahlschema und Auswahlart zu einer Vielzahl an Ein-
zeloperationen. Neben dem Problem der Benutzerfreund-
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lichkeit erweist sich die Vielzahl an Einzeloperationen,
insbesondere bei einigen relevanten Realisierungsstrategien
fu¨r Operationen, als hinderlich (siehe spa¨ter). Eine explizite
und generische Unterstu¨tzung von Ausnahmen wa¨re deshalb
wu¨nschenswert.
3.2 Constraint-basierte Ansa¨tze
Die Beschreibung periodischer Zusammenha¨nge erfolgt
bei dieser Klasse von Ansa¨tzen durch logisch verknu¨pfte
Terme (Pra¨dikate, Constraints), die deklarativ die Eigen-
schaften eines Periodizita¨tsschemas festlegen. In der Li-
teratur finden sich constraint-basierte Ansa¨tze auf Ba-
sis Logiken erster Ordnung (z.B. [19, 33, 34]), tempora-
ler Logiken (z.B. [10, 11, 17, 23]) und deduktiver Logiken
(z.B. [35, 37]).
In einfachen Ansa¨tzen beziehen sich die Terme unmittel-
bar auf einen zugrunde liegenden Wertebereich einer Gra-
nularita¨t bzw. eines Periodizita¨tsschemas. Beispielsweise
beschreibt das einstellige Pra¨dikat periodicm,p(x) bzw. der
Ausdruck periodic28,1(x)∨ periodic28,8(x) die Gabe von
Medikament B der Chemotherapie am 1. und 8. Tag ei-
nes Zyklus. Die Semantik solcher Constraints ist mit ei-
ner Menge linearer Geradengleichungen m ∗ x + p iden-
tisch. Das obige Beispiel kann somit als die Gleichungen
x = 28 ∗ i + 1 und x = 28 ∗ i + 8, i = 0, 1, 2, . . . verstan-
den werden. Die erfu¨llenden Belegungen des Pra¨dikats
bzw. der Variable x – in diesem Fall {1, 8, 29, 36, . . . } –
bilden die entsprechende Wertemenge der Granularita¨t
oder des Schemas. Kennzeichnend fu¨r diese Ansa¨tze ist
die ausschließliche Verwendung einer einzigen Granula-
rita¨t, na¨mlich die, welche mit dem zugrunde liegenden
Wertebereich korrespondiert. Die Verwendung unterschied-
licher Granularita¨ten ist nur durch das explizite ,,Aus-
rechnen“ der La¨ngen von (a¨quidistanten) Granularita¨ten
mo¨glich. Die Gabe von Medikament B etwa kann in ei-
nem mit Stunden korrespondierenden Wertebereich durch
den Ausdruck beschrieben werden: periodic(24Stunden∗28),1∨
periodic(24Stunden∗28),8.
Zur impliziten Beschreibung von Granularita¨ten sowie
deren hierarchischen Abha¨ngigkeiten werden Pra¨dikate in
Bezug auf eine zugrunde liegende abstrakte Struktur de-
finiert. Die gewu¨nschte Granularita¨t entspricht genau der
Struktur, die diese Pra¨dikate erfu¨llt. Beispielsweise bildet
eine solche Struktur die beiden (logischen) Mengen von
Start- und Endpunkten der Granules einer Granularita¨t [11].
Auf Basis der Pra¨dikate werden implizit Eigenschaften
zwischen Start- und Endpunkten bzw. Abha¨ngigkeiten zwi-
schen Granules unterschiedlicher Strukturen beschrieben.
So beschreibt etwa das Pra¨dikat Groupp(G1, G2) eine Gra-
nularita¨t G2, in der jedes Granule aus einer Menge auf-
einander folgender Granules aus der Granularita¨t G1 be-
steht. Das Pra¨dikat entspricht lediglich einer Abku¨rzung
fu¨r die konkreten logischen Formeln, die dessen for-
male Semantik auf Basis einer geeigneten Logik festle-
gen. Die Granularita¨t Tage kann etwa durch den Ausdruck
Tage(x) = Group24(Stunden(y), x) und die Granularita¨t
Woche mit Woche(z) = Group7(Tage(x), z) beschrieben
werden. Der erste Ausdruck Tage(x) ist ein Pra¨dikat, das
genau dann erfu¨llt ist, wenn eine Belegung der Variable x
das Pra¨dikat Group24(y, x) mit einer zweiten Struktur y
erfu¨llt. Diese Struktur y wiederum muss zusa¨tzlich das
Pra¨dikat Stunden(y) erfu¨llen, d.h. y entspricht der Granu-
larita¨t Stunden. Die gleiche Semantik findet sich bei dem
zweiten Audruck zur Beschreibung der Granularita¨t Woche.
Die erfu¨llenden Belegungen fu¨r die Variablen x und z bzw.
die jeweiligen Strukturen entsprechen den Granularita¨ten
Tage und Woche.
Die Semantik eines solchen Pra¨dikats ist vergleichbar
mit der Semantik der zuvor vorgestellten Gruppierungs-
operation in algebraischen Ansa¨tzen. Ein anderes Pra¨dikat
wiederum, na¨mlich GrouppSkipq(G1, G2), ist mit Selekti-
onsoperationen vergleichbar. Es ist genau dann erfu¨llt, falls
jedes Granule von G2 aus genau p aufeinander folgenden
Granules von G1 besteht und bis zum na¨chsten Granule
jeweils q Granules von G1 ausgelassen werden. Die Granu-
larita¨t Arbeitswoche entspricht einer erfu¨llenden Belegung
des Ausdrucks Arbeitswoche(x) = Group5Skip2(Tage(y), x)
bzw. die Gabe von Medikament A in einer Chemotherapie,
d.h. in den ersten 14 Tagen eines jeden Zyklus, des Aus-
druck Chemo(x) = Group14Skip14(Tage(y), x).
Allerdings weisen vorliegende Vorschla¨ge constraint-
basierte Beschreibungen Schwa¨chen im Umgang mit nicht-
a¨quidistanten Granularita¨ten, wie etwa Monate bzw. bei
Ausnahmen in Periodizita¨tsschemas, auf. Insbesondere
die Anzahl der notwendigen Pra¨dikate im Falle komple-
xer periodischer Spezifikationen bildet hier ein Problem.
Zum Beispiel wird der Schaltmonat Februar durch expli-
zite Auflistung aller Monatsla¨ngen innerhalb der Periode
von 400 Jahren beschrieben [11]. Hierzu werden etwa
im obigen Beispiel die Monatsla¨ngen, d.h. die Absta¨nde
zwischen den Start- und Endpunkten der Granules durch
das Pra¨dikat Mn(x) beschrieben. Somit entspricht die
Kette von 400 Pra¨dikaten, d.h. Monate(x) = M31(M28 . . .
(M31(M29 . . . (x)))), der Granularita¨t Monate.
Diese Vorgehensweise zur Beschreibung nicht-a¨quidi-
stanter Granularita¨ten ist kein Einzelfall, sondern findet
sich in a¨hnlicher Form in allen vorliegenden constraint-
basierten Ansa¨tzen. Im Zusammenhang mit Ausnahmen in
Periodizita¨tsschemas fu¨hrt dieses Vorgehen dazu, dass das
,,Resultat“ einer Ausnahme, d.h. die Menge der variieren-
den Absta¨nde einer Periode, zuna¨chst explizit ,,ausgerech-
net“ und dann deklarativ mit Pra¨dikate beschrieben werden
muss. Ein kompaktes Vorgehen im Sinne einer deklarati-
ven Beschreibung der ¨Anderungen fu¨r ,,ausgewa¨hlte“ Zy-
klen, ohne eine damit verbundene explizite Auflistung des
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Resultats bzw. entsprechender Pra¨dikate, wird bisher nicht
unterstu¨tzt.
Zusammenfassend betrachtet sind die vorliegenden al-
gebraischen und constraint-basierten Vorschla¨ge zur Be-
schreibung von Periodizita¨tsschemas nur sehr eingeschra¨nkt
tauglich. In keinem der Vorschla¨ge findet sich eine ada¨quate
und generische Unterstu¨tzung von Ausnahmen in Peri-
odizita¨tsschemas. Das heißt, es fehlt sowohl eine einheit-
liche Beschreibung von a¨quidistanten und nicht-a¨quidis-
tanten Auswahlschemas, die Unterstu¨tzung von Zyklen-
bzw. Elementauswahl sowie die Bereitstellung generischer
¨Anderungsoperationen.
Allerdings bildet die Erweiterung dieser Vorschla¨ge, etwa
um neue Operationen oder ada¨quate Pra¨dikate, nicht das
Hauptproblem. Das wahre Problem ist eine geeignete ope-
rationale Unterstu¨tzung fu¨r Periodizita¨tsschemas. Es werden
Algorithmen beno¨tigt, die effizient algebraische bzw. logi-
sche Ausdru¨cke evaluieren ko¨nnen. Entsprechende Algorith-
men auch bei vollsta¨ndiger Ausdruckssta¨rke von Schemas zur
Verfu¨gung zu stellen, entspricht jedoch keiner trivialen Er-
weiterung, wie im nachfolgendenKapitel noch gezeigt wird.
4 Realisierungsstrategien fu¨r die operationale
Unterstu¨tzung
Die Realisierung einer geeigneten operationalen Unter-
stu¨tzung fu¨r periodische Spezifikationen bildet eine der
gro¨ßten Herausforderungen. Wie in Abschn. 2.3 gezeigt,
ko¨nnen die drei wesentlichen Klassen Ableitungs-, ¨Uber-
pru¨fungs- und Vergleichsoperationen unterschieden wer-
den. Im folgenden Abschnitt werden verschiedene generelle
Mo¨glichkeiten der Realisierung dieser Operationsklassen
vorgestellt sowie Vor- und Nachteile diskutiert.
4.1 Teilmaterialisierung
Eine Basisstrategie zur Realisierung von ¨Uberpru¨fungs- und
Vergleichsoperationen stellt die Teilmaterialisierung einer
periodischen Spezifikationen dar. Fu¨r einen vorgegeben be-
grenzten Zeitbereich, etwa dem Ereignishorizont bei Ver-
gleichsoperationen (siehe Abschn. 2.3), werden hierzu kon-
krete zeitliche Werte der Spezifikation erzeugt. Diese ex-
pliziten Wertemengen werden dann gema¨ß der Operations-
semantik entweder auf einzelne Werte u¨berpru¨ft oder auf
Gleichheit, Ungleichheit oder sonstige Eigenschaften ver-
glichen. Vorraussetzung fu¨r eine solche Strategie ist eine
ada¨quate Realisierung von Ableitungsoperationen zur Er-
zeugung der Wertemengen ausgehend von der logischen
Beschreibung (siehe spa¨ter). Die Teilmaterialisierung ent-
spricht im wesentlichen dem Vorgehen wie es etwa in heuti-
gen Kalender- bzw. Zeitplanungssystemen u¨berwiegend an-
zutreffen ist.
Bei einer Teilmaterialisierung ist es allerdings nicht sinn-
voll, speziell bei großer Anzahl an Spezifikationen, fu¨r
jeden einzelnen Vergleich eine ,,on-demand“ Materialisie-
rung zum Vergleichszeitpunkt vorzunehmen. Ein solches
Vorgehen wu¨rde zu einem sehr hohen Aufwand pro Ver-
gleich fu¨hren und erweist sich daru¨ber hinaus fu¨r spa¨ter
noch beno¨tigte Zugriffs- und Indexstrukturen als hinder-
lich. Stattdessen gilt es, die fu¨r einen begrenzten Zeit-
bereich relevanten Spezifikationen ,,vorzumaterialisieren“.
Zum Vergleichszeitpunkt mu¨ssen dann lediglich die vorma-
terialisierten Wertemengen verglichen werden. Grundvor-
aussetzung fu¨r diese Teilmaterialisierungstrategie ist aber
eine (zeitliche) Synchronisation des aktuell gu¨ltigen (be-
grenzten) Zeitbereichs mit den im Zeitbereich relevanten
periodischen Spezifikationen und ihren Wertemengen. Al-
lerdings bedarf es aufgrund des Fortschreitens der Zeit
und die damit verbundene ,,Verschiebung“ des (begrenz-
ten) Zeitbereichs einer kontinuierlichen Synchronisation.
Das heißt, es mu¨ssen kontinuierlich ,,Nachmaterialisie-
rung“ und Lo¨schungen von Werten vorgenommen werden,
um die entsprechenden Wertemengen der (relevanten) pe-
riodischen Spezifikationen auf dem aktuellen Stand zu
halten.
Die Teilmaterialisierung kann grundsa¨tzlich die Rea-
lisierung von ¨Uberpru¨fungs- und Vergleichsoperationen
gewa¨hrleisten. Allerdings weist die Teilmaterialisierung
a priori verschiedene Nachteile und Einschra¨nkungen auf:
1. Der bei einer kontinuierlichen Synchronisation anfal-
lende Verwaltungsaufwand, entweder auf Seiten des In-
formationssystems oder in den zugrunde liegenden Da-
tenbanken ist sehr hoch und aufgrund des Fortschreitens
der Zeit besta¨ndig vorhanden. ¨Ahnlich verha¨lt es sich
auch bei nachtra¨glichen ¨Anderungen an entsprechenden
Spezifikationen (Updateproblem). Insbesondere im Zu-
sammenhang mit einer umfangreichen Menge an peri-
odischen Spezifikationen, wie etwa in prozessorientierten
Informationssystemen, stellt dieser Verwaltungsaufwand
eine kritische Gro¨ße dar.
2. Eine Teilmaterialisierung erlaubt es kaum, vorkommen-
den individuellen Abweichungen in der Gro¨ße des Zeit-
bereichs bzw. Ereignishorizonts zu begegnen. Einzelne
u¨ber den Horizont hinausreichende Konfliktpru¨fungen,
etwa bei wichtigen ,,VIP-Prozessen“, ko¨nnen somit le-
diglich durch eine Nachmaterialisierung realisiert wer-
den. Dies fu¨hrt erneut zu einem sehr hohen Aufwand pro
Vergleich.
3. Das Laufzeit- und Speicherverhalten dieser Realisie-
rungsstrategie ist ummittelbar von der Gro¨ße der zeit-
lichen Begrenzung sowie der Anzahl enthaltener Werte
abha¨ngig. Je nach Anwendung, Art der periodischen
Spezifikation sowie Gro¨ße der Begrenzung kann dieses
Verhalten bereits schon fu¨r die einzelne Spezifikation,
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insbesondere jedoch fu¨r die Gesamtheit an periodischen
Spezifikationen kritische Werte erreichen.
Im Gegensatz zur Teilmaterialisierung, d.h. die zeitab-
ha¨ngige Repra¨sentation der periodischen Spezifikation
durch dynamische Wertemengen, stellt eine ,,statische“
Repra¨sentation eine wu¨nschenswertere Alternative dar. Das
heißt die periodischen Spezifikationen werden zeitunab-
ha¨ngig repra¨sentiert, ko¨nnen jedoch zeitabha¨ngig bezu¨glich
eines Vergleichs abgefragt werden. Bei dieser Repra¨senta-
tionsalternative entfa¨llt somit der hohe Verwaltungsaufwand
fu¨r dynamische Wertemengen und die weiteren damit ver-
bundenen Probleme.
Im Folgenden werden zwei Ansatzklassen von zeit-
unabha¨ngigen Repra¨sentationsformen und entsprechende
Operationsrealisierungen vorgestellt: die Verwendung der
formalen Beschreibung und die Verwendung von Wiederho-
lungsmustern.
4.2 Verwendung der formalen Beschreibung
Die Grundlage der folgenden Realisierungsstrategien bildet
die logische Beschreibung der periodischen Spezifikatio-
nen, d.h. die temporalen Operationen beziehen sich direkt
auf die algebraischen Operationsketten oder logischen For-
meln eines Periodizita¨tsschemas. Allerdings bedarf es fu¨r
die algebraischen und constraint-basierten Beschreibungen
geeigneter Evaluationsstrategien, so dass die verschiedenen
Operationsklassen auch effizient realisiert werden ko¨nnen.
4.2.1 Algebra- bzw. symbolbasierte Realisierung
Diese Realisierung basiert auf der Auswertung von Ope-
rationsketten der algebraischen Beschreibung von Periodi-
zita¨tsschemas.
Ableitungs- und ¨Uberpru¨fungsoperationen: Die Grundidee
ist, ,,Umrechnungsoperationen“ fu¨r jede einzelne Beschrei-
bungsoperation bereitzustellen. Diese definieren explizit,
wie Angaben von Zyklenelementen des ,,Ausgabeschemas“
in Werte des zugrunde liegenden ,,Eingabeschemas“ ei-
ner Beschreibungsoperation umgerechnet werden ko¨nnen
und umgekehrt. Diese Umrechnungen der einzelnen Be-
schreibungsoperationen bilden die Grundlage entsprechen-
der Operationen u¨ber dem gesamten algebraischen Aus-
druck eines Periodizita¨tsschemas.
Bei Ableitungsoperationen gilt es zum Beispiel fu¨r Grup-
pierungsoperation wie etwa G = Groupm(H), das Intervall
von Werten aus H zu ermitteln, aus dem sich ein gege-
bener Wert in G zusammensetzt. Bei der ,,Umrechnung“
G(i) = [Hfirst, Hlast], d.h. von einem Wert i aus G, er-
gibt sich fu¨r das Intervall in H als erster Wert Hfirst = i ∗
m bzw. als letzter Wert Hlast = Hfirst + (m − 1). So ent-
spricht der 3.Tag der Granularita¨t Tage = Group24(Stunden)
dem Intervall Tage(3) = [72, 95] in Stunden. Fu¨r die wei-
teren Gruppierungs- und Selektierungsoperationen ko¨nnen
vergleichbare, wenn auch komplexere Umrechnungen ge-
funden werden. Ausgehend von einer konkreten Angabe
zu einem Zykluslelement bzw. Granule ko¨nnen entspre-
chende Umrechnungen rekursiv fu¨r alle Beschreibungsope-
rationen durchgefu¨hrt werden, solange bis die ,,tiefste“ mit
dem Wertebereich korrespondierende Ebene erreicht ist.
Auf dieser Ebene, d.h. auf Basis der Umrechnung der ,,tief-
sten“ bzw. ,,ersten“ Beschreibungsoperation, ko¨nnen kon-
krete Werte aus dem zeitlichen Wertebereich abgeleitet wer-
den. Im Fall von Stunden als tiefste Ebene ergibt sich fu¨r das
Beispiel Woche(3) mit Woche = Group7(Tage) das Intervall
[Tage(21), Tage(27)] auf Stundenebene bzw. im Wertebe-
reich der Intervall [504, 671].
Bei ¨Uberpru¨fungsoperationen wird das gleiche Vorgehen
verwendet, jedoch in Gegenrichtung, d.h. ausgehend von An-
gaben des ,,Eingabeschemas“ inAngabendes ,,Ausgabesche-
mas“ einer Beschreibungsoperation. Allerdings ist bei Peri-
odizita¨tsschemasbzw.beiGranularita¨tenmit ,,Lo¨chern“nicht
jederWertdesWertebereichseinemZykluselementbzw.Gra-
nule der Granularita¨t zuordenbar. Beispielsweise sind zeitli-
che Werte, die mit Samstag oder Sonntag korrelieren, nicht
in der Granularita¨t Arbeitswoche enthalten. In solchen Fa¨llen
schla¨gt die Umwandlung an einer Stelle in der algebraischen
Operationskette fehl.Nurwennbiszur ,,oberstenEbene“bzw.
letzten Beschreibungsoperation stets eine Umwandlung des
Wertes gefunden werden kann, bedeutet dies, dass der Wert in
dem Periodizita¨tsschema bzw. Granularita¨t enthalten und die
¨Uberpru¨fungsoperation erfolgreich ist.
Die symbol-basierte Realisierung bildet eine ada¨quate
Strategie fu¨r Ableitungs- und ¨Uberpru¨fungsoperationen von
periodischen Spezifikationen. Auch wenn diese ausschließ-
lich auf dem algebraisch beschriebenen Periodizita¨tsschema
basiert, ko¨nnen die zusa¨tzlichen Aspekte einer Spezifika-
tion, d.h. Gu¨ltigkeitszeitraum und individuelle Instanziie-
rungszeitpunkte, durch entsprechende Vor- bzw. Nachberei-
tungsschritte beru¨cksichtigt werden.
Allerdings sind bei einer symbol-basierten Realisie-
rung im Fall großer Mengen periodischer Spezifikationen
mo¨glichst effiziente Einzelumrechnungen zwingend not-
wendig. Des Weiteren mu¨ssen hierbei auch eventuell be-
stehende a¨quivalente oder redundante Umrechnungen in
Bezug auf den gesamten algebraischen Ausdruck erkannt
und eingespart werden ko¨nnen. Die in der Literatur vor-
liegenden Vorschla¨ge zur symbol-basierten Realisierung
von algebraischen Beschreibungen (z.B. [3, 25, 26]) wei-
sen in diesem Zusammenhang Schwa¨chen auf. Aufgrund
der ,,semantisch reichhaltigen“ Beschreibungsoperationen
(siehe Abschn. 3.1), d.h. der ,,implizit“ in der Operation
angenommenen Schritte zur Bildung des Ausgabeschemas,
ergeben sich ebenfalls komplexe Umrechnungen. So ba-
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siert etwa in der Operation Alter() die Umrechnung auf
einem Na¨herungsverfahren, das zwar korrekt, jedoch sehr
aufwendig in seiner Ausfu¨hrung ist (z.B. [3, 25]). Daru¨ber
hinaus liegt ha¨ufig eine Vielzahl an einzelnen Beschrei-
bungsoperationen mit vergleichbarer bzw. a¨hnlicher Se-
mantik, jedoch jeweils eigenen Einzelumrechnungen, vor.
In Bezug auf den gesamten algebraischen Ausdrucks ei-
nes Periodizita¨tsschemas ermo¨glichen einzelne komplexe
Umrechungen oder eine Vielzahl separater Einzelumrech-
nungen es kaum, a¨quivalente oder redundante Schritte bzw.
Umrechnungen zu erkennen und einzusparen.
Vergleichsoperationen: Ein algebraischer Realisierungs-
ansatz fu¨r Vergleichs- bzw. Mengenoperationen ist ver-
gleichbar mit dem vorherigen Vorgehen bei Ableitungs-
und ¨Uberpru¨fungsoperationen (z.B. [29, 32]). Es werden
fu¨r jede Beschreibungsoperation formale qualitative Be-
ziehungen zwischen dem ,,Ein-“ und ,,Ausgabeschema“
angegeben. So fu¨hrt die Selektionsoperation Select zu
einer Teilmengenbeziehung des Ein- und Ausgabesche-
mas, wie beispielsweise der Ausdruck Arbeitswoche =
Select1−5(Woche, Tage) zur Beziehung Arbeitswoche ⊆
Woche. Ein weiteres Beispiel bilden die Angaben ,,Jeden
Montag“ (Mo = select1(Woche, Tage)) und ,,Jeden 2. Mon-
tag“ (2tenMo = select1(Group2(Mo), Tage)) mit der Bezie-
hung 2tenMo ⊆ Mo.
Bei einer Mengenoperation zwischen zwei Schemas wer-
den deren unmittelbar oder transitiv ableitbaren Beziehun-
gen ermittelt. Fu¨r jede Mengenoperation sind Regeln hin-
terlegt, wie basierend auf den qualitativen Beziehungen der
Operanden das Ergebnis der Operation unmittelbar abgeleitet
werden kann. Beispielsweise kann bei einer Schnittoperation
und einer Teilmengenbeziehung beider Operanden G1, G2
das Ergebnis durch die Regel G1 ⊆ G2 ⇒ G1 ∩G2 = G2 ab-
geleitet werden bzw. bei einer Vereinigungsoperation durch
G1 ∪G2 = G2. So fu¨hrt im oberen Beispiel eine Mengenope-
ration zwischen ,,Jeden Montag“ und ,,Jeden 2. Montag“ auf-
grund der Teilmengenbeziehung 2tenMo ⊆ Mo zu dem Er-
gebnis Mo∩2tenMo = 2tenMo bzw. Mo∪2tenMo = Mo.
Allerdings ist dieses Vorgehen nicht in jedem Fall an-
wendbar, da sich nicht in jedem Fall geeignete Bezie-
hungen zwischen algebraischen Ausdru¨cken herleiten las-
sen. Insbesondere gilt dies bei Ausdru¨cken mit teilweise
,,u¨berlappenden“ Wertemengen, wie etwa zwischen der An-
gabe ,,Jeden Montag“ und ,,Jeden 1. Tag im Monat“. In
solchen Fa¨llen reichen qualitative ,,Vereinfachungsregeln“
nicht aus, um das konkrete Ergebnis einer Mengeoperation
der beiden u¨berlappenden Wertemengen anzugeben. Ge-
nauer gesagt, es mu¨sste jede mo¨gliche ¨Uberlappung zweier
Mengen durch eine entsprechende qualitative Beziehung be-
schrieben werden, was jedoch kaum realisierbar ist.
Daru¨ber hinaus erlaubt diese Realisierungsmo¨glichkeit
lediglich kalender-orientierte Spezifikationen zu verglei-
chen. Aufgrund der individuellen Instanziierungszeitpunkte
zyklen-orientierter Spezifikationen ko¨nnen identische Ope-
rationsketten sowohl gleiche, disjunkte oder u¨berlappende
Wertemengen bilden. Dies jedoch alleine anhand der Ope-
rationsketten erkennen zu ko¨nnen, ist nicht mo¨glich. Fu¨r
zyklen-orientierte Spezifikationen ist eine solche Vorge-
hensweise deshalb nicht anwendbar.
Eine alternative Mo¨glichkeit der algebraischen Reali-
sierung von Vergleichsoperationen basiert auf dem Slice-
Formalismus (siehe Abschn. 3.1). Ein Slice ist ein Aus-
druck der Form On .Gn + ...+ O1.G1 wobei Oi .Gi jeweils
eine Selektionsoperation fu¨r die Granularita¨t Gi beschreibt.
Der Ausdruck ∗.Jahre+{1, 2}.Monate+{1}.Tage etwa ent-
spricht der Angabe ,,an jeden 1. Tag des 1. und 2. Monats
(Jan, Feb) eines jeden Jahres“.
Die Realisierung von Mengenoperationen zwischen zwei
Sliceausdru¨cken basiert auf Mengenoperationen zwischen
den Mengen Oi , Ok identischer Teilausdru¨cke Oi .Gj und
Ok.Gj . Das Ergebnis einer Schnittoperation etwa zwischen
∗.Monate+{1, 8, 10}.Tage und ∗.Monate +{3, 8, 9}.Tage
ist der Ausdruck ∗.Monate+{8}.Tage. Bei Ausdru¨cken in
denen die jeweiligen Granularita¨tsreihenfolgen nicht zuein-
ander ,,kompatibel“ sind, bedarf es zusa¨tzlicher Umwand-
lungen, wie zum Beispiel bei den Ausdru¨cken Monate+
5.Tage und Monate+Woche+1.Tage. Der erste Ausdruck
beschreibt die Angabe ,,jeden 5. Tag eines Monat“ und
der zweite Ausdruck die Angabe ,,jeden Montag“. Die
Wertemengen beider Ausdru¨cke u¨berlappen sich teilweise.
Zur Erkennung der gemeinsamen Werte muss die Be-
ziehung zwischen Wochen und Monaten explizit durch
eine entsprechende Umwandlung bzw. Erweiterung von
einem der beiden Ausdru¨cke realisiert werden. Im obi-
gen Beispiel kann der zweite Ausdruck umgewandelt
werden in Monate+{}.Tage und innerhalb der Periode
von Wochen und Monaten (28 Jahre) erweitert bzw. ex-
plizit aufgefu¨hrt. Es wird eine Menge von Ausdru¨cken
der Form: 1.Monate +3.Tage∪2.Monate+ 6.Tage∪ · · · ∪
336.Monate+ 6.Tage erzeugt. Dieser erweiterte Ausdruck
wird dann mit dem ersten Ausdruck Monate+ 5.Tage
geschnitten.
Die Realisierung von Vergleichsoperationen basierend
auf normierten Ausdru¨cken fu¨r Selektionsoperationen ist
bei kalender-orientierten Spezifikationen grundsa¨tzlich
mo¨glich. Allerdings kann dabei (wie oben gezeigt) eine sehr
umfangreiche Anzahl an Ausdru¨cken entstehen, was sich
bezu¨glich der Effizienz des Verfahrens als großer Nachteil
erweist. Allerdings bildet das Kernproblem dieser Vorge-
hensweise erneut die Tatsache, dass lediglich kalender-
orientierte Spezifikationen unterstu¨tzt werden ko¨nnen. Die
individuellen Instanziierungszeitpunkte von zyklen-orien-
tierten Spezifikationen bzw. die resultierenden Probleme
(siehe oben) ko¨nnen auch mit dieser algebraischen Reali-
sierungsmo¨glichkeit nicht begegnet werden. Die praktische
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Anwendbarkeit der vorliegenden Vorschla¨ge (z.B. [6, 24])
ist daher stark beschra¨nkt.
4.2.2 Constraint-basierte Realisierung
Eine Realisierung von Operationen auf Basis der cons-
traint-basierten Beschreibung von periodischen Spezifika-
tionen basiert im Wesentlichen auf der ¨Uberpru¨fung der
Erfu¨llbarkeit entsprechender logischer Ausdru¨cke.
¨Uberpru¨fungsoperationen: Zur Realisierung dieser Ope-
ration gilt es fu¨r einen gegebenen zeitlichen Wert zu
u¨berpru¨fen, ob dieser eine erfu¨llende Belegung fu¨r den lo-
gischen Ausdruck der periodischen Spezifikation darstellt.
Es ha¨ngt von der Art der logischen Terme bzw. der verwen-
deten Logik ab, ob eine solche ¨Uberpru¨fung grundsa¨tzlich
effizient erfolgen kann.
Bei der Verwendung einfacher logischer Terme kann
die ¨Uberpru¨fung auf Basis der semantischen ¨Aquivalenz
zu linearen Geradengleichungen erfolgen. Ein gegebener
Wert x fu¨r den Ausdruck periodic28,1(x)∨ periodic28,8(x)
muss eine Lo¨sung der Gleichungen x = 28∗ i +1 oder x =
28 ∗ i + 8 darstellen. Bei entsprechender Umstellung der
Gleichungen ist dies effizient u¨berpru¨fbar. Daru¨ber hinaus
ermo¨glichen die Gleichungen es auch, konkrete Werte ei-
ner periodischen Spezifikation abzuleiten. Im Gegensatz zur
allgemeinen Realisierung von Ableitungsoperationen (siehe
unten) ist dies bei einfachen logischen Ausdru¨cken somit
grundsa¨tzlich mo¨glich.
Allerdings, wie bereits in Abschn. 3.2 erwa¨hnt, reichen
einfache logische Ausdru¨cke nicht aus, unterschiedliche
Granularita¨ten ada¨quat zu unterstu¨tzen. Zur (impliziten) Un-
terstu¨tzung unterschiedlicher Granularita¨ten werden erwei-
terte Logiken verwendet. Im Gegensatz zu den oberen ,,ein-
fachen“ Logiken, weist jedoch die ¨Uberpru¨fung erfu¨llender
Belegungen in den erweiterten Logiken grundsa¨tzlich nicht
triviale Komplexita¨ten auf, wie z.B. PSPACE [11].
Eine Realisierung von ¨Uberpru¨fungsoperationen ist le-
diglich fu¨r ,,einfache“ constraint-basierte Beschreibungen,
d.h. Ansa¨tze mit expliziter Unterstu¨tzung von Granula-
rita¨ten, grundsa¨tzlich mo¨glich (z.B. [33, 34]). Erweiterte
Logiken, d.h. Ansa¨tze mit impliziter Granularita¨tsunterstu¨t-
zung, sind aufgrund der Komplexita¨t der Realisierung nicht
geeignet (z.B. [10, 11, 17]).
Ableitungs- und Vergleichsoperationen: Bei diesen Opera-
tionen basiert die Realisierung auf dem Finden erfu¨llender
Belegungen fu¨r die logischen Ausdru¨cke periodischer Spe-
zifikationen. So entspricht beispielweise die Vergleichs-
bzw. Schnittoperation (Konjunktion) der ,,Gabe von Medi-
kament B“ und ,,Jede 5. Tag“ dem Finden von Werten x,
welche den logischen Ausdruck erfu¨llen: (periodic28,1(x)∨
periodic28,8(x))∧periodic5,1(x).
Im Allgemeinen sind fu¨r das Finden erfu¨llender Be-
legungen (Erfu¨llbarkeitsproblem) lediglich Verfahren mit
nicht-polynomialen Komplexita¨ten bekannt, die fu¨r den
praktischen Einsatz nicht geeignet sind. Jedoch ermo¨glichen
spezielle Verfahren wie etwa Temporal Constraint Net-
works (TCN) fu¨r bestimmte Formen von (zeitlichen) Con-
traints, die Erfu¨llbarkeit effektiver zu entscheiden sowie
eine Lo¨sungsmenge anzugeben. In diesem Zusammen-
hang finden sich in der Literatur Vorschla¨ge zur Auswer-
tung contraint-basierter Beschreibungen von periodischen
Spezifikationen bzw. Granularita¨ten auf Basis von TCN
(z.B. [1, 3, 28, 30–32]).
Allerdings weist die Vorgehensweise bei allen vorliegen-
den Vorschla¨gen ein grundsa¨tzliches Problem auf. In diesen
Arbeiten werden die ,,periodischen“ Constraints wie etwa
periodic28,1(x) nicht unmittelbar ausgewertet. Stattdessen
werden solche Constraints lediglich fu¨r einen begrenzten
Zeitbereich in ,,klassische“ Zeitconstraints (Abstandscons-
traints) ,,umgewandelt“ bzw. expandiert. Dieses Vorgehen
entspricht jedoch dem Vorgehen der Strategie der Teilmate-
rialisierung von Werten. Anstelle konkreter Werte wird eine
Menge an Abstandsconstraints in einem bestimmten Zeit-
bereich materialisiert. Somit weist ein solches Vorgehen die
gleichen Probleme wie eine Teilmaterialisierung auf.
4.3 Musterbasierte Realisierungsformen
Die Grundlage dieser Realisierungsform bilden Wiederho-
lungsmuster, die auf Basis der logischen Beschreibung von
periodischen Spezifikationen erzeugt werden (z.B. in [4, 5]
am Beispiel der Calender Algebra [25] gezeigt). Ein Wie-
derholungsmuster repra¨sentiert die kleinste Periode einer
Spezifikation, d.h. den kleinsten Zeitraum der Spezifikation,
nach dem sich die mo¨glichen Absta¨nde zwischen Werten so-
wie deren Reihenfolgen wiederholen.
Ein Wiederholungsmuster ,,verla¨uft“ u¨ber einen (diskre-
ten) Wertebereich, wobei die Positionen des Musters mit
den Werten des Wertebereichs korrespondieren. Die kon-
kreten Belegungen der Positionen, d.h. die Stu¨tzstellen des
Musters, treffen Aussagen, ob der zur Position korrespon-
dierende Wert in der Spezifikation enthalten ist (oder nicht).
Die La¨nge des Musters, d.h. die Periodenla¨nge, entspricht
der kleinsten Periode der Spezifikation. Beispielsweise ist
in Abb. 1a eine Bitvektordarstellung der Wiederholungsmu-
ster fu¨r die Beispiele ,,Gabe vom Medikament B (SMed_B)“
(Periodenla¨nge = 28, Instanziierungspkt. = 1) und ,,Jeden
3. Wert (S3.Tag)“ (Periodenla¨nge = 3, Instanziierungspkt.
= 2) dargestellt.
Ein Vorteil muster-basierter Realisierungen, insbeson-
dere in Hinblick auf Vergleichsoperationen, bildet die
Mo¨glichkeit unterschiedliche Instanziierungszeitpunkte der
Spezifikationen ,,herauszurechnen“ bzw. zu vereinheitli-
chen. Ermo¨glicht wird dies durch eine Verschiebung auf
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Abb. 1 Bitvektordarstellung
zweier Wiederholungsmuster
einen gewu¨nschten einheitlichen Instanziierungszeitpunkt
bei gleichzeitiger zyklischen Rotation des Musters (jeder
Wert der rechts ,,heraus fa¨llt“, wird links wieder eingefu¨gt).
Die Rotation ist wertea¨quivalent, d.h. die Wertemenge des
rotierten Musters ausgehend von dem vereinheitlichten In-
stanziierungspunkt ist identisch zur urspru¨nglichen Wer-
temenge. Der urspru¨ngliche Instanziierungszeitpunkt dient
spa¨ter lediglich als untere Schranke beispielsweise fu¨r Ab-
leitungsoperationen. In Abb. 1b ist die Vereinheitlichung auf
den Instanziierungspkt = 0 fu¨r die vorherigen Beispiele aus
Abb. 1a dargestellt.
Allerdings ko¨nnen lediglich Spezifikationen mit periodi-
schen Ausnahmen durch Wiederholungsmuster repra¨sen-
tiert werden. Spezifikationen mit nicht-periodischen Aus-
nahmen, d.h. Ausnahmen, bei denen nur eine bestimmte
endliche Menge an Zyklen oder Elemente betroffen sind,
ko¨nnen mit Wiederholungsmustern nicht dargestellt wer-
den. Entsprechende Spezifikationen weisen keine kleinste
Periode auf, d.h. es kann kein konstantes einzelnes Mus-
ter angeben werden, das sich u¨ber den gesamte Zeitbereich
wiederholt. Nicht-periodische Ausnahmen erfordern in die-
sem Fall eine andere Repra¨sentation bzw. eine separate
Behandlung.
Die Realisierung von Operationen ist abha¨ngig von der
konkreten Repra¨sentation des Musters. In der Literatur fin-
den sich zwei grundsa¨tzliche Repra¨sentationsformen, die im
Folgenden vorgestellt werden.
4.3.1 Lineare Musterrepra¨sentation
Bei dieser Repra¨sentationsform wird ein Wiederholungsmu-
ster explizit durch seine erste Periode dargestellt. So fin-
den sich Vorschla¨ge zur Repra¨sentation des Wiederholungs-
muster als einfache (a¨quidistante) lineare Geradengleichun-
gen (z.B. [2, 19–21, 26, 33]) oder als Bit- bzw. Stringvektor
(z.B. [4, 5, 36]).
Ableitungs- und ¨Uberpru¨fungsoperationen: Unabha¨ngig
von der konkreten Repra¨sentation im Einzelnen, kann auf-
grund der ¨Aquivalenz zu einfachen mathematischen Struk-
turen die Realisierung solcher Operationen stets als ,,Be-
rechnung“ zum Beispiel einer Menge linearer Gleichun-
gen verstanden werden. So kann das Wiederholungsmus-
ter I ′Med_B aus Abb. 1b durch die linearen Gleichungen
g1 : x = 28∗ i +2 und g2 : x = 28∗ i +9 repra¨sentiert wer-
den (siehe Abschn. 4.2.2). Neben der Ableitungsoperation
auf Basis der Indexvariable i kann bei entsprechender Um-
stellung der Gleichungen auch die ¨Uberpru¨fungsoperation
effizient realisiert werden.
Vergleichsoperationen: Generell gilt es beim Vergleich von
Wiederholungsmustern zwei Fa¨lle zu unterscheiden: Mus-
tern mit identischer und mit unterschiedlicher Periodenla¨nge.
Bei identischer bzw. vielfacher Periodenla¨nge ko¨nnen
die beiden bezu¨glich des Instanziierungszeitpunkts verein-
heitlichten Wiederholungsmuster unmittelbar miteinander
verglichen werden. Das heißt die jeweiligen Stu¨tzstellen
des Wiederholungsmusters werden gema¨ß der Semantik
des Vergleichs direkt miteinander verglichen. Hierbei kann
ebenfalls leicht ein Ergebnismuster fu¨r die quantitative Ver-
gleichsauswertung angegeben werden.
Fu¨r Wiederholungsmuster mit unterschiedlicher Pe-
riodenla¨nge findet sich, unabha¨ngig von der konkreten
Repra¨sentation, stets das gleiche Vorgehen. Es wird die
kleinste gemeinsame Periodenla¨nge (least common period –
LCP) der beiden Wiederholungsmuster gebildet. Das LCP
entspricht dem kleinsten gemeinsamen Vielfachen der Pe-
riodenla¨ngen der Muster und ist der Zeitbereich, den beide
Muster nach ganzzahliger Anzahl von Wiederholungen
durchlaufen haben. Die Muster werden innerhalb des LCP
erweitert bzw. explizit aufgefu¨hrt. Ziel des Vorgehens ist
es, die unterschiedlichen Periodenla¨ngen so zu verla¨ngern,
dass erneut identische Periodenla¨ngen entstehen. Nach der
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Abb. 2 Schnittoperation von Wiederholungsmustern mit unterschied-
licher Periodenla¨nge
Verla¨ngerung kann die gleiche Realisierung wie im ersten
trivialen Fall verwendet werden. In Abb. 2b sind zwei Mus-
ter mit Periodenla¨nge 3 bzw. La¨nge 2 dargestellt, sowie
das Ergebnismuster der Schnittoperation mit Periodenla¨nge
6 = LCP(2, 3).
Das Vorgehen linearer Musterrepra¨sentationen gewa¨hr-
leistet es grundsa¨tzlich, sowohl Ableitungs- und ¨Uberpru¨-
fungsoperationen als auch Vergleiche zu realisieren.
Allerdings ha¨ngt es von der Art der periodischen Spe-
zifikation ab, ob die Realisierung im Einzelfall effizient
erfolgen kann. Bei linearen Musterrepra¨sentationen ist die
Effizienz der operationalen Unterstu¨tzung unmittelbar von
der Gro¨ße des Musters abha¨ngig, d.h. von der Periodenla¨nge
und der Anzahl an Stu¨tzstellen. Bereits bei einfachen jedoch
praxisrelevanten Beispielen ergeben sich Gro¨ßenordnungen,
die eine effiziente Auswertung kaum ermo¨glichen. Bei-
spielsweise betra¨gt die Periodenla¨nge der Angabe ,,Jeden 1.
Tag im Monat“ 400 Jahre (146097 Tage). Die Anzahl kon-
kret belegter Stu¨tzstellen betra¨gt 4800 Werte (12 pro Jahr
× 400 Jahre). Diese Einzelangabe entspricht einer Menge
von 4800 linearen Gleichungen bzw. einem Bitvektor der
La¨nge 146097 Bits (≈ 4500 Integerwerte mit 32 Bit). Bei
einem Vergleich der oberen Angabe mit einer Chemothera-
pie der La¨nge von 28 Tagen betra¨gt das LCP(28, 146097)=
584.388 Tage, d.h. das Ergebnismuster weist eine Peri-
odenla¨nge von ca. 2000 Jahren auf.
4.3.2 Automaten-basierte Repra¨sentation
Die Realisierung von Operationen wird in diesen Ansa¨tzen
auf die Theorien formaler Sprachen und Automaten zuru¨ck-
gefu¨hrt. Ein Muster wird als ein Wort einer Sprache verstan-
den, welche durch den Automaten repra¨sentiert wird. Die
Automatendarstellung des Musters bildet die Grundlage fu¨r
die Operationsrealisierung.
In der Literatur finden sich Ansa¨tze, die ein Wie-
derholungsmuster bzw. jede Position des Muster durch
einen entsprechenden Zustand im Automaten repra¨sentieren
(z.B. [7, 15]). Die Anzahl der Zusta¨nde korreliert hierbei mit
der Periodenla¨nge des Musters. Die Symbole des Musters
bilden die Zustandsu¨bergangsfunktion.
Allerdings finden sich auch Vorschla¨ge, die eine kompak-
tere Darstellung des Wiederholungsmusters ermo¨glichen
(z.B. [15, 16]). Hierbei werden unterschiedlich priorisierte
Zustandsu¨bergangsfunktionen verwendet, die Regelma¨ßig-
keiten innerhalb des Wiederholungsmuster ausnutzen und
deshalb mit wenigeren Zusta¨nden auskommen. Die Seman-
tik dieser ¨Ubergangsfunktionen ist mit Za¨hlern der Art ,,5
mal Symbol 0; 2 mal Symbol 1“ vergleichbar, d.h. ent-
spricht einem automaten-basierten ,,run length encoding“
des Musters.
Ableitungs- und ¨Uberpru¨fungsoperationen: Die Realisie-
rung solcher Operationen basiert auf dem Simulieren des
Automaten. Ausgehend von dem Instanziierungspunkt einer
periodischen Spezifikation wird das Muster auf Basis des
Automaten ,,durchlaufen“. Hierbei werden entweder kon-
krete Werte abgeleitet oder u¨berpru¨ft, ob sich ein entspre-
chender Wert ergibt.
Grundsa¨tzlich ermo¨glicht eine Simulation des Automa-
ten die Realisierung entsprechender Operationen. Aller-
dings handelt es sich um ein sehr aufwendiges Vorgehen,
das bereits bei einer einzelnen Angabe Effizienzprobleme
aufweist. Daru¨ber hinaus entsprechen nicht-kompakte Au-
tomatendarstellungen einer Form der linearen Muster-
repra¨sentationen und weisen die gleichen Probleme wie im
vorherigen Abschnitt besprochen auf.
Vergleichsoperationen: Im Fall von nicht-kompakten Auto-
matendarstellung und ihrer ¨Aquivalenz zu endlichen Auto-
maten ko¨nnen grundsa¨tzlich Algorithmen zur Realisierung
von Vergleichs- bzw. Mengenoperationen angeben werden.
Zur Konstruktion des Ergebnisautomaten fu¨r den Schnitt
bzw. die Vereinigung zweier Automaten wird zuna¨chst der
Kreuzproduktautomat gebildet, d.h. das Kreuzprodukt der
beiden Zustandsmengen. Anschließend werden, je nach Se-
mantik der Operation, die Endzusta¨nde angepasst. Aller-
dings fehlen entsprechende Betrachtungen bzw. Aussagen
zur Realisierbarkeit solcher Operationen in Bezug auf kom-
pakte Automatendarstellungen.
Die automaten-basierte Realisierung von Vergleichsope-
rationen ist mit existierenden Vorschla¨gen nur im Fall nicht-
kompakter Automatendarstellung mo¨glich. Allerdings sind
der Umfang der Darstellung sowie das Vorgehen bei Ver-
gleichsoperationen vergleichbar mit linearen Musterrepra¨-
sentationen. So entspricht die Bildung des Kreuzproduktau-
tomaten im Kern der Bildung des LCP zweier Muster. Das
heißt, die resultierende Anzahl von Zusta¨ndendes Produktau-
tomaten ist identisch mit dem Produkt bzw. LCP der beiden
Periodenla¨ngen des Musters. Jede der Aussagen zu linea-
ren Musterrepra¨sentationen gilt deshalb mindestens genauso
stark fu¨r eine entsprechende Automatendarstellung. Auf-
grund der aufwendigeren Graphdarstellung der Automaten
sind entsprechende Aussagen eher noch schwerwiegender.
Die vollsta¨ndige operationale Unterstu¨tzung von periodi-
schen Spezifikationen kann durch eine musterbasierte Reali-
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sierung grundsa¨tzlich gewa¨hrleistet werden. Allerdings fehlt
es an ada¨quaten Ansa¨tzen im Zusammenhang mit Wieder-
holungsmustern mit sehr langen Periodenla¨ngen. Aufgrund
des Repra¨sentationsumfangs und den damit verbundenen
operationalen Aufwand sind vorliegende Vorschla¨ge nicht
geeignet.
In Hinblick auf die Praxis erweist sich dieses Ergebnis
als kritisch, da Muster mit sehr langen Periodenla¨ngen im
Allgemeinen nicht die Ausnahme sondern vielmehr die Re-
gel bilden. Periodische Angaben auf Basis der Granularita¨t
Monat sind ha¨ufig und u¨beraus gebra¨uchlich in der Praxis.
Daru¨ber hinaus ko¨nnen Muster mit langen Periodenla¨ngen
relativ leicht auch durch die Beru¨cksichtigung von Ausnah-
men in eigentlich ,,kurzen“ Mustern wie der Chemotherapie
entstehen. Das Vorgehen zur Bildung des Wiederholungs-
musters bei periodischen Spezifikationen mit Ausnahmen
ist vergleichbar mit der Bildung des LCP bei Vergleichsope-
rationen. Beispielsweise fu¨hrt die Ausnahme ,,Zusa¨tzlicher
Labortest nach jedem 3. Zyklus“ zu einem Wiederholungs-
muster der La¨nge 84 (3 × 28 Tage = 84 Tage). Eine weitere
zusa¨tzliche Ausnahme, wie etwa das ,,Einfu¨gen einer Pause
von 5 Tagen nach jedem 2. Zyklus“, fu¨hrt bereits zu ei-
nem Muster der La¨nge 178 (2 × 84 + 2 × 5 Pause = 178
Tage). Weitere Ausnahmen an anderen Zyklen oder komple-
xere Auswahlschemas fu¨hren zu weiteren Verla¨ngerungen
der Periodenla¨nge, so dass auch in diesem Fall extrem lange
Periodenla¨ngen entstehen ko¨nnen.
5 Zusammenfassung
Wir haben in diesem Beitrag einen detaillierten Einblick in
die Herausforderungen sowie einen ¨Uberblick u¨ber die in
der aktuellen Literatur vorliegenden Lo¨sungsansa¨tze einer
systemseitigen Unterstu¨tzung von periodischen Spezifika-
tionen gegeben.
In Hinblick auf die beno¨tigte Ausdruckssta¨rke zeigte
sich, dass die generische Unterstu¨tzung von Ausnahmen
in periodischen Spezifikationen eine der wichtigsten An-
forderungen darstellt. Erst die umfassende Beschreibung
periodischer oder nicht-periodischer Abweichungen bzw.
¨Anderungen von einem vorgegebenen Grundschema ermo¨g-
licht es, praxisrelevante Anforderungen zu erfu¨llen. Daru¨ber
hinaus bilden Ausnahmen die Grundvorraussetzung fu¨r die
Verwendung unterschiedlicher Granularita¨ten und damit
verbundene Kalenderpha¨nomene (z.B. Sommer-/Winterzeit
bei Fahrpla¨nen).
Allerdings stellt die ada¨quate und generische Unterstu¨t-
zung von Ausnahmen ein großes Manko vorliegender Vor-
schla¨ge fu¨r Beschreibungsformalismen dar. In keinem der in
derLiteraturvorliegendenAnsa¨tzefindensichada¨quateMo¨g-
lichkeiten, einheitlich periodische oder nicht-periodische
Ausnahmen zu beschreiben. Entweder sind in den entspre-
chenden Formalismen Ausnahmen grundsa¨tzlich nicht be-
ru¨cksichtigt oder aber nur in sehr einfachen Auspra¨gungen.
Ein weiterer wichtiger Aspekt und der Schwerpunkt
des Beitrages bildete die operationale Unterstu¨tzung von
periodischen Spezifikationen. Neben den Ableitungs- und
¨Uberpru¨fungsoperationen erwiesen sich hier insbesondere
die Vergleichsoperationen als eine der gro¨ßten Herausfor-
derungen. Neben der Basisstrategie der Teilmaterialisierung
von periodischen Spezifikationen wurden zwei alternative
Ansatzklassen von Realisierungsstrategien fu¨r Operatio-
nen vorgestellt. Im Gegensatz zur Teilmaterialisierung sind
die alternativen Ansatzklassen a priori nicht bzw. nicht im
gleichen Maße durch einen hohen Verwaltungsaufwand auf-
grund umfangreicher dynamischer Wertemengen oder bei
Updates gekennzeichnet.
Die alternative Ansatzklasse, basierend auf der logischen
Beschreibung von Spezifikationen, konnte allerdings nur bei
Ableitungs- und ¨Uberpru¨fungsoperationen den Anforderun-
gen der operationalen Unterstu¨tzung begegnen. Fu¨r Ver-
gleichsoperationen hingegen stellt diese Ansatzklasse auf-
grund ihrer sehr eingeschra¨nkten Unterstu¨tzung einiger we-
niger Formen von periodischen Spezifikationen keine prak-
tisch anwendbare Realisierungsalternative dar. Lediglich die
dritte Ansatzklasse, d.h. die musterbasierte Realisierung,
konnte den Anforderungen der operationalen Unterstu¨tzung
grundsa¨tzlich begegnen. Die Verwendung von Wiederho-
lungsmustern als Repra¨sentant der (theoretisch) unendli-
chen Wertemenge einer periodischen Spezifikation stellte
eine alternative Mo¨glichkeit fu¨r die Realisierung sowohl
von Ableitungs- und ¨Uberpru¨fungsoperationen als auch von
Vergleichsoperationen dar.
Die prinzipielle Realisierbarkeit von Operationen al-
leine reicht jedoch nicht aus. Insbesondere im Fall ei-
ner großen Menge an periodischen Spezifikationen muss
auch die Effizienz der resultierenden Implementierung
beru¨cksichtigt werden. Wie gezeigt wurde, kann hier we-
der eine Teilmaterialisierung noch die vorliegenden Vor-
schla¨ge zur musterbasierten Realisierung den Anforderun-
gen im vollen Umfang begegnen. Das Laufzeit- und Spei-
cherverhalten einer Teilmaterialisierung kann je nach An-
wendung, Art der periodischen Spezifikation sowie Gro¨ße
der Begrenzung sowohl fu¨r die Einzelne als auch fu¨r die
Gesamtheit an Spezifikationen kritische Werte aufwei-
sen. Im Gegensatz dazu fehlt es bei der musterbasierten
Realisierung an ada¨quaten Ansa¨tzen fu¨r Wiederholungs-
mustern mit sehr langen Periodenla¨ngen. Aufgrund des
Repra¨sentationsumfangs und dem damit verbundenen ope-
rationalen Aufwand sind die vorliegenden Vorschla¨ge nicht
geeignet. Kompaktere Repra¨sentationen – unter Beibehal-
tung der Vergleichbarkeit – sind sowohl bezu¨glich des
Speicherbedarfs des Einzelmusters als auch bezu¨glich der
Effizienz der operationalen Unterstu¨tzung fu¨r den prakti-
schen Einsatz unverzichtbar.
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In der Literatur ist die Bedeutung einer integrierten
Unterstu¨tzung von Periodizita¨t in Informationssystemen
grundsa¨tzlich erkannt worden. Allerdings bedarf es noch
weiterer intensiver Forschungsarbeit, bei der sowohl um-
fassende Beschreibungsmo¨glichkeiten als auch die Ef-
fizienz der operationalen Unterstu¨tzung wichtige offene
Punkte darstellen. Erst die Addressierung dieser entschei-
denden Punkte ermo¨glicht es, periodische Spezifikationen
grundsa¨tzlich aber auch im Kontext einer großen Menge an
Daten effizient verwalten und auswerten zu ko¨nnen.
Danksagung Wir mo¨chten uns an dieser Stelle bei den anonymen
Gutachtern fu¨r die sehr wertvollen Hinweise zur Verbesserung dieses
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