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ABSTRACT
TREE-BASED METHODS
AND A MIXED RIDGE ESTIMATOR
FOR ANALYZING LONGITUDINAL DATA WITH
CORRELATED PREDICTORS
SEPTEMBER 2011
MELISSA ELIOT
B.S., CARNEGIE MELLON UNIVERSITY
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Andrea S. Foulkes
Due to recent advances in technology that facilitate acquisition of multi-parameter
defined phenotypes, new opportunities have arisen for predicting patient outcomes
based on individual specific cell subset changes. The data resulting from these trials
can be a challenge to analyze, as predictors may be highly correlated with each
other or related to outcome within levels of other predictor variables. As a result,
applying traditional methods like simple linear models and univariate approaches such
as odds ratios may be insufficient. In this dissertation, we describe potential solutions
including tree-based methods, ridge regression, mixed modeling, and a new estimator
called a mixed ridge estimator with expectation-maximization (EM) algorithm. Data
examples are provided.
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In particular, flow cytometry is a method of measuring a large number of particle
counts at once by suspending them in a fluid and shining a beam of light onto the
fluid. This is specifically relevant in the context of studying human immunodeficiency
virus (HIV), where there exists a great potential to draw from the rich array of data on
host cell-mediated response to infection and drug exposures, to inform and discover
patient level determinants of disease progression and/or response to anti-retroviral
therapy (ART). The data sets collected are often high dimensional with correlated
columns, which can be challenging to analyze. We demonstrate the application and
comparative interpretations of three tr ee-based algorithms for the analysis of data
arising from flow cytometry in the first chapter of this manuscript. Specifically, we
consider the question of what best predicts CD4 T-cell recovery in HIV-1 infected
persons starting antiretroviral therapy with CD4 count between 200-350 cell/µl. The
tree-based approaches, namely, classification and regression trees (CART), random
forests (RF) and logic regression (LR), were designed specifically to uncover complex
structure in high dimensional data settings. While contingency table analysis and RFs
provide information on the importance of each potential predictor variable, CART
and LR offer additional insight into the combinations of variables that together are
predictive of the outcome. Specifically, application of tree-based methods to our
data suggest that a combination of baseline immune activation states, with emphasis
on CD8 T cell activation, may be a better predictor than any single T cell/innate
cell subset analyzed. In the following chapter, tree-based methods are compared to
each other via a simulation study. Each has its merits in particular circumstances;
for example, RF is able to identify the order of importance of predictors regardless
of whether there is a tree-like structure. It is able to adjust for correlation among
predictors by using a machine learning algorithm, analyzing subsets of predictors and
subjects over a number of iterations. CART is useful when variables are predictive
of outcome within levels of other variables, and is able to find the most parsimonious
viii
model using pruning. LR also identifies structure within the set of predictor variables,
and nicely illustrates relationship among variables. However, due to the vast number
of combinations of predictor variables that would need to be analyzed in order to
find the single best LR tree, an algorithm is used that only searches a subset of
potential combinations of predictors. Therefore, results may be different each time
the algorithm is used on the same data set.
Next we use a regression approach to analyzing data with correlated predictors.
Ridge regression is a method of accounting for correlated data by adding a shrinkage
component to the estimators for a linear model. We perform a simulation study to
compare ridge regression to linear regression over various correlation coefficients and
find that ridge regression outperforms linear regression as correlation increases. To
account for collinearity among the predictors along with longitudinal data, a new
estimator that combines the applicability of ridge regression and mixed models using
an EM algorithm is developed and compared to the mixed model. We find from a
simulation study comparing our mixed ridge (MR) approach with a traditional mixed
model that our new mixed ridge estimator is able to handle collinearity of predictor
variables better than the mixed model, while accounting for random within-subject
effects that regular ridge regression does not take into account. As correlation among
predictors increases, power decreases more quickly for the mixed model than MR.
Additionally, type I error rate is not significantly elevated when the MR approach is
taken. The MR estimator gives us new insight into flow cytometry data and other
data sets with correlated predictor variables that our tree-based methods could not
give us. These methods all provide unique insight into our data that more traditional
methods of analysis do not offer.
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CHAPTER 1
TREE-BASED METHODS FOR DISCOVERY OF
ASSOCIATION BETWEEN FLOW CYTOMETRY DATA
AND CLINICAL ENDPOINTS
1.1 Introduction
Advances in flow cytometry, and particularly technological developments that fa-
cilitate acquisition of multi-parameter defined phenotypes, present new and exciting
opportunities for predicting patient outcomes based on individual specific cell subset
changes. This is specifically relevant in the context of studying human immunodefi-
ciency virus (HIV), where there exists a great potential to draw from the rich array
of data on host cell-mediated response to infection and drug exposures, to inform
and discover patient level determinants of disease progression and/or response to
anti-retroviral therapy (ART).
The data motivating our research were collected during the pre-randomization
stage of the South Africa Structured Treatment Interruption (SASTI) trial, an on-
going non-inferiority trial that aims to determine whether patients whose ART is
interrupted after achieving immune control on therapy will continue to retain the im-
mune reconstitution benefits of therapy. Data on multiple immunological parameters
were collected, by way of flow cytometry, on all study participants at start of ART
and periodically over the course of the trial. The aim of our present investigation is
to characterize the predictive capacity of a large number of immunological variables,
collected at therapy initiation, with regard to a single, clinically relevant measure
of immune reconstitution at a fixed time point on continuous therapy and prior to
randomization.
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Earlier studies from our group have demonstrated that pre-ART CD95 expres-
sion on CD8+ T cells is negatively associated with the frequency of plasmacytoid
Dendritic Cells (PDCs) after 52 weeks of treatment (Chehimi, 2007). Other studies
have suggested that baseline CD4 count may predict the degree of post-ART immune
reconstitution (Nash, 2008). However, the selection of immunological reconstitution
has so far been based on known biologic associations between variables (e.g., asso-
ciation of certain variables with disease stages, etc.), and data-mining methods for
automated unbiased selection from a large number of variables remain underutilized.
We describe several existing analytic approaches, designed specifically for uncovering
complex structure, and their applications to high density multi-parameter cell subset
data arising from the use of flow cytometry technology. We demonstrate the useful-
ness of each approach for novel discovery in this context, as well as the contrasting
clinical associations that each approach is tailored to address.
We begin by presenting briefly a commonly applied, univariate analysis approach
for testing association between each immunological parameter, individually, and the
outcome of interest. We then present three tree-based methods that are designed
for discovery of complex structures of association in high-dimensional data settings:
(1) classification and regression trees (CART) (Breiman, 1984); (2) random forests
(RFs) (Breiman, 2001); and (3) logic regression (LR)(Kooperberg, 2001; Ruczin-
ski, 2003). These methods have been described recently for many high-throughput
data settings, including most notably gene chip arrays (see for example, Bureau
(2005); Foulkes (2004); Ickstadt (2008); Kooperberg and Ruczinski (2005); Kooper-
berg (2007); Schwender and Ickstadt. (2008); Segal (2004)); however, to our knowl-
edge, the application of these analytic approaches to discover predictors of clinical
outcomes based on data arising from flow cytometry technologies has not been re-
ported previously.
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Notably, the usefulness of CART for immuno-phenotyping is discussed in Beck-
man (1995), with a review in Boddy (2001). In our setting, the underlying goal differs
in that we aim to explore the clinical utility of a large number of a priori defined phe-
notypes, rather than identify new phenotypes based on a comparatively small number
of measurements. Also of note, in an earlier manuscript, Ganju (1994) apply CART
to identify predictors of censored survival time among patients with cerebral gliomas.
Inputs in the analysis include five flow cytometry variables, as well as cytogenetic,
molecular and clinical markers. Our investigation extends this research, through con-
sideration of a large number of multi-parameter subsets, and by offering a discussion
of multiple tree-based approaches, as well as their comparative interpretations, for
discovery of associations between these subsets and a clinical endpoint.
1.2 Data
The SASTI trial began in 2006 and led to the successful recruitment of n = 127
HIV-1 infected individuals, of whom n = 78 individuals completed the 36 week pre-
randomization phase of the trial. Eligibility criteria for the study included docu-
mented HIV-1 infection, 18 years of age or older, and a CD4+ count between 200 and
350 cells/µl in the absence of therapy and within 60 days of the start of the study. All
individuals in the trial received a similar ART regimen for the first 36 weeks, and then
were randomized to either multiple short-term treatment interruptions or continuous
therapy. The present investigation focuses only on pre-randomization data, when all
subjects are still on ART, as the trial is still on-going.
Flow cytometry is a method of gathering large amounts of cell count data by
reflecting light beams off a stream of particles. The raw data has four measurements
for each cell type, or one measurement of cells per quadrant. These measures can be
used as predictors for such outcomes as immune reconstitution. For each cell type,
3
the four associated variables will sum to one across a subject at one time. Therefore,
predictor variables are highly correlated by design.
An example of a flow cytometry plot (for a different data set than ours is given
in FIgure 1.1. Each dot on the two-dimensional histogram represents a cell count,
and the numbers on the x and y axes represent the fluorescence values of the cells.
The fluorescence values of two cell types are plotted against each other, for exampl
CD10 on the y-axis and CD19 on the x-axis. High concentration of low fluorescence
values of CD10 and CD19 will result in a high percentage of CD10-CD19- cells in the
data set. This is observed as a cluster of points in the lower left quadrant of the plot.
Similarly, low concentration of high fluorescence values of CD10 and low fluorescence
values of CD19 will result in a low percentage of CD10+CD19- cells in the data set.
Information from the plot is converted to percentage of cells in each quadrant, so that
CD10+CD19+, CD10+CD19-, CD10-CD19+, and CD10-CD19- will sum to 1.
Figure 1.1. Example of flow cytometry plot (courtesy of http://path.upmc.edu)
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Cellular immunophenotypes were studied using flow cytometry. Briefly, whole
blood samples were stained for surface marker detection using fluorochrome-labeled
monoclonal antibodies (mAbs) lyophilized on 96-well plates (Lyoplates, BD Bio-
sciences, San Jose, CA). Fluorochrome binding was detected using a 4-color FacsCal-
ibur flow cytometer (BD Biosciences). Cellular subests were analysed using propri-
etary software (CellQuest, BD Biosciences). Percent of positive cells were calculated
based on isotype-matched control mAb binding. Based on the gating procedures,
CD3+/CD8- cells are interpreted as being CD4+ T cells.
Flow cytometry stainings were performed on fresh whole blood at the Department
of Hematology and Molecular Medicine, National Health Laboratory Service and
University of the Witwatersrand, Johannesburg, South Africa. Whole blood samples
were stained with the following monoclonal antibody (mAb) combinations (Table
1.1) for 30 min, followed by lysis and analysis on a FACScaliber flow cytometer (BD
Biosciances, Palo Alto, CA).
Table 1.1. 4 Color-stainings employed for flow cytometric analysis
Staining no. FITC PE PerCP
cy5.5
APC
1 Ig Ig Ig Ig
2 CD45RA CD62L CD3 CD8
3 CD38 CD28 CD3 CD8
4 HLA-DR CD95 CD3 CD8
5 CD56 CD16 CD3 HLA-DR
6 CD7 CD154 CD3 CD8
7 CD8 CD4 CD45 CD3
8 Lin-1 CD123 HLA-DR CD11c
Presently, we are interested specifically in assessing the relationships among multi-
ple baseline flow cytometry variables collected at initiation of ART and the variability
in achieving a robust CD4+ T-cell count rise on ART, in the context of restricting the
range of starting CD4 count between 200-350 cells/µl. A complete listing of the base-
line flow variables is given in the first column of Table 1.2. These are fluoresence-based
cell phenotypes following intensity threshold gates using two to four fluorochromes.
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Four replicates, based on independent data acquisitions, were recorded for each of the
phenotypes, CD3-CD8-, CD3+CD8-, CD3-CD8+, and CD3+CD8+ and averaged for
the analysis. After combining these data, there are a total of 63 flow variables. All
variables are measured as a percent of gated at baseline, with the exception of CD4+
which is a cell count. CD4+ T-cells, which are targeted in the viral replication cycle,
play an important role in the functioning of the host immune system and are a well-
described marker for disease progression when decreasing and as a response to ART
based on its inverse relation to viral replication. (Harrington, 2005). A CD4+ cell
count of greater than 450 cells/µl is considered a positive response to ART within
this study and serves as the outcome in our present investigation. Notably, while this
dichotomized version of CD4+ cell count is used in our study, the analytic methods
we present are equally applicable to both binary and quantitative outcomes.
1.3 Methods
In this section we present a univariate analysis and three tree-based algorithms,
that involve recursive splitting of the data, based on the value of predictor variables,
in a manner that broadly captures the variability in a single outcome. All three ap-
proaches are non-parametric and can be applied in the context of a large number of
predictors and a single binary or quantitive trait. Both CART and RFs can han-
dle both quantitative and binary predictor variables, while logic regression requires
dichotomous inputs. For clarity of presentation, we dichotomize all of the potential
predictors a priori. Further discussion of this, including model sensitivity to choice
of inputs, is given in Section 1.5. We begin by briefly defining our notation.
1.3.1 Notation and univariate analysis
Suppose we have p predictor variables based on the outcome of flow cytometry at
a single time point. We denote these with the vector xi = (xi1, . . . , xip) for individual
6
Table 1.2. Univariate associations with CD4+ count at 36 weeks on ART
Predictor Odds Ratio p-value
CD3-DR-CD56+CD16+ 0.183 0.008
Lin-DR- 0.228 0.018
CD45+CD3+ 0.274 0.035
CD3+CD8+CD38+CD28+ 0.281 0.047
CD3-CD8+ 0.323 0.084
CD3-DR+CD56+CD16+ 0.339 0.087
CD3+CD8-CD7+CD154+ 0.339 0.087
CD3-DR-CD56-CD16- 0.364 0.113
CD3+CD8+CD7+CD154+ 0.388 0.463
CD3+CD8-CD7+CD154- 0.389 0.146
CD3+CD8-DR+CD95- 0.429 0.189
CD3+DR- 0.460 0.236
CD3+CD8-CD45RA+CD62L+ 0.477 0.283
CD3+CD8-DR+CD95+ 0.477 0.283
CD45-CD3+ 0.494 0.632
CD3+CD8- 0.494 0.632
Lin-DR+CD123+CD11c+ 0.564 0.424
CD3+CD8+DR+CD95+ 0.628 0.571
CD3-DR+ 0.646 0.586
CD3+CD8-DR-CD95- 0.646 0.586
CD45+CD3+CD8-CD4- 0.703 0.690
CD3+CD8+CD38-CD28+ 0.709 0.699
CD3+CD8-CD7-CD154- 0.740 0.774
CD3+CD8+ 0.752 0.786
CD3+CD8-CD38+CD28+ 0.759 0.797
CD3+CD8+CD38+CD28- 0.760 0.812
CD3-DR+CD56-CD16- 0.805 0.887
CD3-DR+CD56+CD16- 0.805 0.887
CD3+CD8+CD38-CD28- 0.813 0.898
CD45-CD3- 0.862 0.989
Lin-DR+CD123+CD11c- 0.913 0.917
CD3+CD8+CD45RA+CD62L- 0.923 0.908
CD3+CD8+CD45RA-CD62L 0.931 0.898
CD45+CD3+CD8-CD4+ 0.931 0.898
CD3+CD8+DR+CD95- 0.938 0.887
CD3+CD8-CD7-CD154+ 0.962 0.696
CD3+CD8-CD38+CD28- 0.996 0.797
CD3+CD8+DR-CD95- 1.004 0.797
Lin+DR+ 1.074 0.898
CD3-DR-CD56-CD16+ 1.074 0.898
CD3-CD8- 1.074 0.898
Lin+DR- 1.149 1.000
CD45+CD3- 1.160 0.989
CD3+CD8-CD38-CD28- 1.160 0.989
CD3+CD8-CD45RA+CD62L- 1.230 0.898
CD45+CD3+CD8+CD4- 1.317 0.797
CD3+DR+ 1.329 0.786
Lin-DR+CD123-CD11c- 1.329 0.786
CD3+CD8-DR-CD95+ 1.329 0.786
CD3+CD8+DR-CD95+ 1.410 0.699
CD45+CD3+CD8+CD4+ 1.410 0.699
CD3+CD8+CD45RA-CD62L+ 1.422 0.690
CD3-DR- 1.446 0.677
CD3-DR+CD56-CD16+ 1.486 0.661
Lin-DR+ 1.511 0.605
CD4+ 1.522 0.598
Lin-DR+CD123-CD11c+ 1.522 0.598
CD3+CD8-CD45RA-CD62L+ 1.630 0.512
CD3-DR-CD56+CD16- 1.630 0.512
CD3+CD8+CD7+CD154- 1.657 0.502
CD3+CD8+CD7-CD154- 1.707 0.487
CD3+CD8-CD38-CD28+ 1.898 0.354
CD3+CD8-CD45RA-CD62L 2.011 0.294
CD3+CD8+CD45RA+CD62L+ 2.152 0.238
7
i, where i = 1, . . . , n. The n×p matrix X is used to denote the full data design matrix
with (i, j)-element corresponding to the value of variable j for individual i. Subjects
are assumed to be independent, though we expect correlation among the predictors.
Interest lies in characterizing the association between X and a measured trait, which
we denote with the vector y = (y1, y2, . . . , yn) for the n individuals in our study. In
our setting, each of the columns of X, denoted Xj, is a measure of the flow variables
and the outcome of interest is a binary indicator for CD4+ cell count > 450cells/µl.
We define each Xj as an indicator for being above or below the sample median value
for that variable.
Measuring and testing association between a single categorical predictor and a
binary outcome is typically achieved through a contingency table analysis. The odds
ratio, defined as the odds of disease given exposure, divided by the odds of disease
given no exposure, is a well-described measure of association in the this context and
is given formally by
OR =
Pr(D+|E+)/[1− Pr(D+|E+)]
Pr(D+|E−)/[1− Pr(D+|E−)] (1.1)
In our setting, we report the odds of having a CD4+ cell count of more than 450
(D+) given that a specific baseline flow variable is in the upper 50th percentile of its
distribution (E+), over the odds of having a CD4+ cell count > 450 given that this
flow variable is in the lower 50th percentile (E−). Pearson’s χ2-test can be applied as
a test of the null hypothesis of no association between exposure and disease for each
flow variable independently. An adjustment of the resulting p-values, that accounts
for the number of tests performed, is needed in this setting for assessing statistical
significance. We report the q-value which is based on a positive false discovery rate
adjustment (Storey, 2003, 2002).
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1.3.2 Classification and Regression Trees (CART)
Classification and Regression Trees (CART) is an alternative, nonparametric ap-
proach that allows us to model simultaneously the relationship between an outcome
and multiple potential predictor variables. This approach provides us with informa-
tion on variable importance as well as the structure of association. Classification trees
are constructed for binary outcomes while regression trees apply to continuous traits.
Both binary and continuous predictor variables are acceptable inputs, though trees
are constructed based on binary splits of these data. The first step in generating a
tree is to determine the most predictive variable of the trait, which we denote X(1),
based on a pre-specified splitting rule. Secondly, we divide individuals into groups
based on the value of X(1) and determine the most predictive variable of the outcome
within each of these groups. This process is repeatedly recursively until a stopping
criterion is met and then the resulting tree is pruned back to avoid over-fitting. Tree
construction is sensitive to the choice of splitting rule, and ultimately, we want to
define such a rule so that we partition our data in a manner that minimizes the within
group heterogeneity in the outcome. Here we describe the CART methodology gen-
erally, though in the example we present a classification tree since we are considering
a binary outcome.
Formally, let the node Ω represent the full set of data and suppose after split-
ting the data based on one of the predictor variables, we have two groups, ΩL and
ΩR, called the left and right daughter nodes, respectively. If the node impurity, or
heterogeneity, for Ω is denoted I(Ω), then we aim to identify the split that maximizes
φ = I(Ω)− I(ΩL)− I(ΩR) (1.2)
That is, we want to choose a split that maximizes the reduction in node impurity. In
the context of a binary outcome (y = 0 or 1), we let I(Ω) = pi(Ω)i(Ω) where pi is the
probability of belonging to Ω, so that Equation 1.2 reduces to
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φ = i(Ω)− piLi(ΩL)− piRi(ΩR) (1.3)
The impurity, i(Ω), is commonly measured using the Gini index (Foulkes, 2009),
defined as
i(Ω) = 2pΩ(1− pΩ) (1.4)
where pΩ = Pr(y = 1|Ω) is the conditional probability that y is equal to 1 within the
node Ω.
Once a tree is constructed, as shown in Figure 1.2, we prune it to ensure its
applicability to external datasets. Importantly, increasing the number of splits in a
tree will inevitably decrease the prediction error for the data used to generate the
tree. However, a smaller tree may better describe the underlying structure in the
population at large. Therefore, after we build a tree, as described above, we prune it
in order to get an optimal subtree, using cost-complexity pruning. Briefly, for tree T
of size |T | and complexity parameter α ≥ 0, the cost complexity is given by
Rα = R(T ) + α|T | (1.5)
where
R(T ) =
∑
τ∈T˜
Pr(τ)r(τ) (1.6)
and T˜ is the set of terminal nodes in tree T and r(τ) is the measure of error for the
node τ . In the case of a binary outcome, we let r(τ) equal the misclassification rate
(Breiman, 1984; Foulkes, 2009).
1.3.3 Random Forests (RF)
Random Forest (RF), originally proposed by Breiman (2001), is an alternative
approach that involves generating a collection of trees. Since this approach results
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in an ensemble of trees, which tend to vary in structure, RFs serve to quantify the
importance of variables, rather than depicting the specific structure of association
among variables. A primary advantage of RFs is that, through sampling a subset
of variables at each split, it offers a natural approach to handling collinearity among
the predictors. In this manuscript, we demonstrate the application of RFs as an
exploratory tool, although methods for determining statistical significance based on
variable importance scores have been described recently (Strobl, 2008; van der Laan,
2006).
The RF algorithm is summarized by the following step-by-step procedure: (1)
Generate a learning sample by sampling n1 individuals with replacement from our
data (usually about two-thirds of the data). We call the remaining n2 ≈ n− n1 data
the out-of-bag (OOB) data; (2) Using the learning sample data, generate an unpruned
tree by randomly sampling a subset of the predictors at that node. These predictors
will be used as our variables on which our splitting decisions are based; (3) Based on
the OOB data, find the overall tree impurity, and call this pib. Permute the predictor
Xj and record the overall tree impurity for each j = 1, . . . , p. Call tree impurity for
the jth predictor pibj and call variable importance for this predictor δbj = pibj − pib;
and (4) Repeat steps (1)-(3) for b = 2, . . . , B in order to obtain δ1j, ..., δBj for each j.
For each predictor, j, the overall variable importance score is given by the average
importance over the B trees (we will use B = 500). Formally, we write:
θˆj =
1
B
B∑
b=1
δbj (1.7)
Notably, for each tree, a learning sample is used in the tree construction, while an
independent test sample, called the OOB data, is used to evaluation variable impor-
tance.
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1.3.4 Logic Regression (LR)
Logic regression (LR) is another tree-based approach that is increasingly popular
for the analysis of high dimensional data. LR searches specifically for models that
are comprised of combinations of Boolean expressions of the predictors (Kooperberg,
2001; Ruczinski, 2003). Boolean expressions take on the value of either 0 or 1, and
are themselves functions of binary variables, related to each other by “and”, “or” and
“complement” statements. Formally, LR models are of the form:
g(E[Y ]) = β0 +
t∑
j=1
βjLj (1.8)
where Lj is a Boolean combination of the binary predictors. Suppose we have binary
predictor variables X1, X2, ..., Xp which we want to use to predict some outcome. An
example of a Boolean expression in terms of our group of predictors is (X1 ∧ X2) ∨
(X3 ∧Xc4), which represents “both X1 = 1 and X2 = 1 or both X3 = 1 and X4 = 0”.
The best model is chosen based on its score; for example, if a logistic link is used
the score of each model is given by the deviance function. It is often too compu-
tationally intensive to fit every possible model. Therefore, we will use a simulated
annealing algorithm to search for locally optimal trees. Because of this, it is possible
to get different results each time the algorithm runs for the same data set.
1.4 Example
We report the results of applying a univariate analysis and each of the tree-based
methods described above to data arising from the SASTI trial detailed in Section 1.2.
In total, p = 63 flow cytometry variables, measured at baseline, are used as potential
predictors. Each variable is dichotomized to indicate whether the value is above or
below the median of the observed values for that predictor. That is, an observation
is set equal to 1 if it is greater than the median value for all observations in our
sample of that predictor and 0 otherwise. The outcome of our analysis is an indica-
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tor for whether CD4+ cell count is greater than 450 at 36 weeks after initiation of
ART, which represents the last time point prior to randomization. The predictors are
dichotomized because LR requires that they be. CART and RF do not require pre-
dictors to be dichotomized; however, to compare these methods with LR, predictors
are dichotomized for all methods. In this case, CART and RF fit classification trees.
If predictors were continuous, CART and RF would fit regression trees.
The univariate analysis results are provided in Table 1.2. Here the OR is reported
as a measure of association between each flow variable at baseline and CD4+ cell count
at 36 weeks on ART. The P -value corresponds to Pearson’s χ2-test of association.
Based on this test, we see that CD3-DR-CD56+CD16+ is the most predictive variable
with an odds ratio of 0.183 and an unadjusted P-value of 0.008. This suggests that the
odds of having a CD4+ cell count ≥ 450 cells/µL while on therapy is higher among
individuals with a baseline observed CD3-DR-CD56+CD16+ that is in the lower half
of our sample. Lin-DR- is the next most predictive variable with an OR of 0.23
and an unadjusted P-value of 0.018. After adjusting for multiple testing (Benjamini
and Hochberg, 1995), we cannot conclude that any of the flow variables alone are
significantly predictive of CD4+ count at 36 weeks. The repeated ORs in the table
are likely due to the limited sample size in our study, as clear relationships among
these pairs and triplets of variables are not generally well-established.
An unpruned classification tree, based on a stopping rule of n = 5 individuals per
node, is illustrated in Figure 1.2. This model yields four terminal nodes, indicated
by the shaded circles, resulting from splits based on CD3-DR-CD56+CD16+ Lin-
DR-, and CD3+CD8-DR+CD95+,respectively. The first split indicates, for example,
that for high CD3-DR-CD56+CD16+ (i.e., CD3-DR-CD56+CD16+ greater than the
median), only pΩ = 4/39 = 10.3% of the subjects in our sample have an observed
CD4+ count that is greater than 450 cell/µL, while for low CD3-DR-CD56+CD16+
(i.e., CD3-DR-CD56+CD16+ less than the median), pΩ = 15/39 = 38.5% have a
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CD4+ cell count that is greater than 450 cells/µL. Among those individuals who
fall to the right daughter node (i.e. low CD3-DR-CD56+CD16+), the next most
important predictor is Lin-DR-. When CD3-DR-CD56+CD16+ is low and Lin-DR- is
high, pΩ = 2/16 = 12.5% of the subjects in our sample have an observed CD4+ count
that is greater than 450. On the other hand, when both CD3-DR-CD56+CD16+
and Lin-DR- are low, pΩ = 13/23 = 56.5% of individuals have a CD4+ count greater
than 450. Application of cost-complexity pruning resulted in a tree with no splits,
suggesting that these findings may not be reproducible for an independent sample.
This may be a consequence of limited power in our small sample setting.
The results of applying the RF algorithm to these data are given in Figure 1.3.
Here we see that the most important baseline predictor of CD4+ count on ART is
again CD3-DR-CD56+CD16+, with a mean decrease in node impurity of 1.26. The
next most important variable is Lin-DR- (also the second split in our decision tree),
with a corresponding mean decrease in node impurity of 1.05. These results are gen-
erally consistent with the univariate analysis of Table 1.2 and to some extent with
the classification tree of Figure 1.2; however, some notable difference are apparent.
First, the RF analysis places more emphasis on CD45+CD3+ as an important pre-
dictor than the CART analysis. Interestingly, CD45+CD3+ is also the third most
important predictor in the univariate analysis. Since the classification trees consid-
ers a series of conditional analyses, this difference may be a result of CD45+CD3+
not having a strong association within levels of the first splitting variable, CD3-DR-
CD56+CD16+. Secondly, the classification tree analysis places greater emphasis
on CD3+CD8-DR+CD95+ than either the RF or the univariate approach. This
specifically lends some insight into a potential effect of the combination of CD3-DR-
CD56+CD16+, Lin-DR-, and CD3+CD8-DR+CD95+.
Finally, we fitted an LR tree to the data and the resulting trees is presented
in Figure 1.4. Here we applied a logit link function, specified that we wanted two
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trees, and restricted the total number of “leaves” across both trees to 6 for ease of
interpretation. The coefficient estimates for the trees in Figure 1.4 are βˆ1 = −4.96
and βˆ2 = −3.79, respectively. In this case, the variable CD3-DR-CD56-CD16- is
an important predictor of CD4+ count on therapy. Notably, this variable is highly
negatively correlated with the variable CD3-DR-CD56+CD16+, which was identi-
fied as the most important predictor of immune reconstitution based on the other
approaches described above. In addition to CD3-DR-CD56-CD16- being an impor-
tant predictor of immune reconstitution, we have, for example, based on the second
tree, that when CD3+CD8-CD7+CD154+ is low (less than the median), and either
CD45+CD3+CD8+CD4- or Lin-DR+CD123-CD11c+ is high (greater than the me-
dian), the log odds that CD4+ count is greater than 450 cells/µL decreases by 3.79,
compared to when this does not hold.
1.5 Discussion
This study, which was published in Advances in Bioinformatics (Eliot, 2009) com-
pared three tree-based methods as well as a univariate approach for their capability to
select immunological predictors of CD4 reconstitution in HIV-infected patients initi-
ating antiretroviral therapy. Each of these methods was applied for the analysis of the
association between a single trait and multiple variables arising from flow cytometric
analysis.
Interestingly, for our data example, the univariate contingency table analysis and
RFs resulted in similar findings in terms of variable importance ranking. This may
not always be the case, as described in section 3.5, because the variable importance
scores derived within the context of RFs are based on the individual effects of vari-
ables as well as their effects within levels of other variables. In the example, CART
and LR provided complementary information about the structure of association, par-
ticularly the combinations of variables that are informative. Specifically, while all
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approaches suggest that CD3-DR-CD56+CD16+ is an important predictor of CD4+
count on therapy, the CART model further suggests that among individuals for whom
CD3-DR-CD56+CD16+ is in the lower half of our sample, Lin-DR- is an important
predictor in differentiating between responders and nonresponders. Similarly, the LR
analysis revealed several combinations of variables that lend further insight into de-
termining individual-level characteristics that together are predictive of response to
ART in this population. The added information on variables that are predictive of
outcome, beyond those identified by univariate analysis, provides greater understand-
ing of multiple combinations among variables that may equally predict an outcome,
reflecting the potential complexity of responses among human study groups.
Note that a high degree of correlation is intrinsic to the variables included in
our analysis of flow cytometry data. Specifically, events passing a certain logical
gate are assessed for co-expression of two fluorochromes, and separated in quadrants
based on the intensity (above or below a certain level) of each fluorochrome. Thus,
any increase in events falling in one quadrant must correspond to a decrease in the
percent of events falling in one or more other quandrants. For example, the variables
CD3+CD8+, CD3+CD8-, CD3-CD8+, and CD3-CD8- arise from four quadrants on
the same plate for each individual, and thus always sum to 100%. While each variable
represents a distinct cell subset, and the application of the described approaches
to data with such a correlation structure is reasonable, further extensions of these
methods that account for correlation structure may offer new incite. In the next
chapter we will describe a method of mixed ridge regression for accounting not only
for the correlation structure just described, but for longitudinal data. Therefore, we
will be able to study cell counts for each subject over multiple time points and effect
on immune reconstitution.
Differences in the insights offered by each of the approaches presented are a reflec-
tion of the specific algorithms employed and not result of one approach being more or
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less correct than another. The univariate analysis, while methodologically sound, only
considers associations that exist between single variables and the outcome. Univariate
analyses are not designed to discover variables that are only important conditional on
the level of another variable. The CART and RF algorithms, on the other hand, are
specifically searching for conditional associations, i.e. associations of variables with
the outcome within levels of other variables. Finally, logic regression trees allow for
discovery of combinations of variables that are predictive, even in the setting in which
no single element of the combination is important on its own. That is, both CART
and RF split initially on the single most important variable; however, if a combina-
tion of two or more variables is important, none of which are predictive individually,
then both CART and RF may not find this association (Foulkes, 2004, 2009). The
LR algorithm, on the other hand, is designed specifically to capture this information.
In summary, each of the tree-based approaches described herein complement uni-
variate analyses of multi-parameter defined flow cytometry subsets. These methods
are designed specifically to uncover complex structure, and as demonstrated in the
example above, allow for discovery of combinations of variables that are together pre-
dictive of an outcome. While extensions of these methods, including for example the
recently proposed approach of van der Laan (2006), would allow for measuring statis-
tical significance of variable importance scores, their strength lies in the discovery of
combinations of variables that are potentially associated with the outcome. In all of
the approaches presented, a type of cross-validation algorithm is applied, which ren-
ders the results theoretically applicable to independent samples. However, as with all
exploratory analyses, further hypothesis driven research will enable further validation
of true underlying associations.
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Figure 1.2. Tree for Categorical Data
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Figure 1.3. Variable importance scores from application of a RF
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Figure 1.4. Logic Regression
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CHAPTER 2
SIMULATION STUDY TO COMPARE TREE-BASED
METHODS
2.1 Purpose of a simulation study
In the previous section we studied three tree-based methods, CART, random for-
est, and logic regression. In this section we will compare the performances of these
three methods based on different metrics how well each is able to select important
variables for a model, the order of these variables, and the selection of non-predictive
variables in the models. Simulation studies that compared random forest and CART
were conducted, for example, by Strobl (2007) and Austerlitz (2009). The former
first generated predictors that were unrelated to the outcome to test for false positive
results, and then generated another group of predictors in which some were associated
with the outcome. Ruczinski (2004) discusses the difficulty of performing a simulation
study to compare CART to LR because of the lack of importance measures to com-
pare between the two methods. The purpose of the simulation study will therefore
be to compare how the methods perform for different structures of predictors. For
informative variables, a low misclassification rate is desired; it is also important that
our methods are able to avoid classifying uninformative predictor variables as infor-
mative. We will simulate data with some predictors related in a tree-like structure to
outcome, as well as data in which some predictors are related to outcome, but not in
a hierarchical manner.
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2.2 Methods
Recall that in the previous chapter describing a study of tree-based methods, flow
cytometry data served as an example. The data were originally continuous but were
converted into binary because logic regression can only be applied to binary predictor
variables. Additionally, the original continuous flow data had highly correlated pre-
dictors. We will try to replicate this setting in our simulation study, using different
correlation coefficients among predictors. We plan to run two separate simulation
studies. In the first, some variables will predict outcome, but will not predict out-
come in a tree-like structure. In this case, the purpose is to find out which tree-based
method is best able to identify important predictors. In the second simulation study,
variables will predict outcome in a tree-like structure. The purpose is to discover
which method not only picks out important predictors, but also is able to determine
structure.
We first describe the simulation study to compare RF, CART, and LR for data in
which some variables are related to outcome and are related to each other, but not
in a tree-like structure. We are interested in studying how well our different methods
can select the most important variables over different levels of correlation.
To do this we let N = 500 observations across k = 5 predictor variables. Let three
of these variables be correlated with different values of ρ, the correlation coefficient.
Recall that
ρx,y =
Cov(x, y)
σxσy
(2.1)
For the jth predictor variable, we let Xj ∼ Normal(450,Σ), where Σ is the
variance-covariance matrix. We let σ2 = 5 for all predictors. For the first three
variables, X1, X2, and X3, we set correlation equal to ρ, so for variables Xi and Xi′
where i, i′ ∈ 1, 2, 3 and i 6= i′, Cov(Xi, Xi′) = 5ρ. Variables X4 and X5 are not cor-
related with the other three variables or each other. Note that we are using a large
22
N with respect to p; if we were estimating a proportion, the width of our confidence
interval would be no more than 4
√
.25/500 = 0.089.
Next we set variables X1, X2, X3 to be predictive of Y . Let β = (.9, .5, .3, 0, 0)
and Y = Xβ +  where  ∼ Normal(0, 1). We then dichotomize our predictors and
outcome so that a predictor variable will equal 1 if its value is above the mean of
450 and 0 otherwise, and our outcome will equal 1 if its value is above the median
outcome value, and 0 otherwise. We expect variable X1 to be most predictive of Y ,
followed by X2 and X3. We expect variables X4 and X5 to be not predictive of Y .
We run the simulation 1000 times for each ρ and record results.
For each run of the simulation, we generate a new data set. First we run CART
and prune the tree to find a more parsimonious tree based on the cp, as described
earlier. The tree returned tells us which variables have importance within levels
of other variables. We record how many times each variable is found to be most
important and how many times it is found to be important within some other level.
However, we cannot rank variables from most to least important with CART as we
can with RF; all variables will not necessarily be included in the model. For RF, all
five variables are ranked in importance, using the Gini index. We expect variable 1
to be found to be most important most often, and variables 4 and 5 to be found to be
4th or 5th most important. Finally, for LR, there is no order of importance at all. We
simply record whether, for each run of our simulation, a particular variable was in the
model at all. We choose a logistic link for our logic regression, and specify one tree
with a maximum of five leaves. Note that it is possible to use cross validation (CV)
to find the optimal number of leaves and trees. The algorithm looks at a variety of
combinations of numbers of trees and leaves and combinations of predictor variables,
and selects the model with the best (lowest) cross-validated score (Foulkes, 2011).
For the purpose of this study, we just specify an exact number of trees and leaves.
Results are given in the tables below for different levels of correlation.
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Next we perform a similar simulation study in which will again compare CART,
RF, and LR. In this simulation, we will generate data for which one variable is
predictive of an outcome within a level of another variable. This is the sort of data
for which tree based models are especially appropriate, and we will run the simulation
to study how each of the three methods performs.
We generate the data for each simulation in a similar manner to the way we did
in the previous study, but now we let X2 be predictive of Y only within a level of
X1. When X1 is greater than the mean of 450, we let X2 be predictive of Y , but
otherwise X2 is not predictive. We again set σ
2 = 5. Additionally, we will use only
three predictor variables, one of which is not predictive.We generate Y = Xβ + 
where β = (.4, .6, 0), but only for values of X2 such that the corresponding value of
X1 is greater than 450. That is, for subject i, Yi = 0.4 ∗X1i + 0.6 ∗ (X2i|X1i = 1) + i.
We again run this simulation 1000 times for different values of ρ, such that only X1
and X2 are correlated. For LR, we specify a logistic link with one tree and up to
three leaves.
2.3 Results
We begin with the simulation study in which the outcome is related to the three
predictor variables by β = (.9, .5, .3, 0, 0), so that X1 is most predictive of Y , followed
by X2 and X3, and these three predictive variables are related to each with correlation
coefficient ρ. Results are given in Table 2.1 and Table 2.2.
We find that as the correlation among predictive variables increases, there is a
higher error rate overall in finding the order of importance of the variables. Variable
X1 is set to be most important, and when ρ = 0 CART and RF both select it as the
most important variable 100% of the time, and LR includes it in the tree 100% of the
time. Additionally, the second most important variable, X2 is found to be the second
most important variable for RF 96.7% of the time, but for CART only 18.8% of the
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time. The reason for this is that X2 is not predictive within a level of X1; therefore,
when variables are predictive but not related to one another in a tree structure, we
may not find them to be predictive using CART alone. An example of a pruned tree
when ρ = 0 is:
Example of pruned tree (CART), ρ = 0
Node N split % Y = 0, 1
1) root 500 245 (1) (0.4900000 0.5100000)
2) X1= 0 246 52 (0) (0.7886179 0.2113821)*
3) X1= 1 254 51 (1) (0.2007874 0.7992126)*
∗ terminal node
LR selects X2 for the tree 96.1% of the time when ρ = 0, indicating that if we are
interested in both structure of the predictors and simply discovering any predictive
variables, LR can be used.
However, a problem with LR is that it may result in a higher rate of Type I
errors, that is, concluding the non-predictive variables are predictive. An example of
a typical LR model when ρ = 0 is Y = 3.24 ∗ ((X3 ∧X2) ∨X2). The non-predictive
X4 and X5 are included in the LR model 27.6% and 29.2% of the times, respectively.
CART only includes one of these variables in a model 0.2% of the time, and RF
ranks them either fourth or fifth most important 93% of the time. Recall that when
performing logic regression, one must first specify the maximum number of trees and
number of leaves per tree. In order to avoid making too many Type I errors, we may
want to specify a smaller number of leaves.
At ρ = 0.5, all methods are able to discover that X1 is most predictive. RF is
able to correctly order the variables, while CART includes X2 in a tree about 50% of
the time, usually within a level of X1, even though the variables are not structured
this way. Still, because X2 is predictive but not as predictive as X1, it may turn
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up in trees within a level of the most predictive variable. Predictive variable X3 is
included in 20.9% of the pruned trees. Two examples of trees generated by CART
when ρ = 0.5 are:
Example of pruned tree (CART), ρ = 0.5 (2 terminal nodes)
Node N split % Y = 0, 1
1) root 500 243 (1) (0.4860000 0.5140000)
2) X1= 0 252 45 (0) (0.8214286 0.1785714)*
3) X1= 1 248 36 (1) (0.1451613 0.8548387)*
∗ terminal node
Example of pruned tree (CART), ρ = 0.5 (4 terminal nodes)
Node N split % Y = 0, 1
1) root 500 245 (1) (0.4900000 0.5100000)
2) X1= 0 252 45 (0) (0.8214286 0.1785714)*
4) X2=0 166 11 (0) (0.93373494 0.06626506)*
5) X2 = 1 100 49 (0) (0.51000000 0.49000000)
10) X3= 0 50 16(0) (0.68000000 0.32000000)*
11) X3= 1 50 17 (1) (0.34000000 0.66000000)*
3) X1= 1 234 39 (1) (0.16666667 0.83333333)*
∗ terminal node
LR includes the three predictive variables in the model 98.2% of the time, but
also erroneously includes the non-predictive variables X4 and X5 20.8% and 21.5%,
respectively. For example, an LR model found is Y = −3.88∗ ((Xc2 ∨Xc3)∧Xc1) which
includes only the three predictive variables, but during another run of the simulation
we find Y = 3.62 ∗ (((X4 ∨X1) ∨X3) ∧ (X1 ∨X2)).
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At ρ = 0.9, CART selects X1 as most important 94.2% of the time compared to
RF which selects X1 as most important only 79.9% of the time. RF and CART both
do not find the non-predictive variables to be important; CART actually improves
in this respect when the predictive variables are more highly correlated. However,
CART will still occasionally find structure when there is none, for example:
Example of pruned tree (CART), ρ = 0.9
Node N split % Y = 0, 1
1) root 500 249 (1) (0.49800000 0.50200000)
2) X1= 0 237 21 (0) (0.91139241 0.08860759)*
3) X1= 1 263 33 (1) (0.12547529 0.87452471)
4) X3 = 0 29 10 (0) (0.65517241 0.34482759)*
5) X3 = 1 234 14 (1) (0.05982906 0.94017094)*
∗ terminal node
Although variables X1 and X3 are both predictive, they are not related to each other
in the way described by the tree above.
LR is includes X1 in the model 100% of the time, but returns false positives more
than 50% of the time. This indicates that performance of LR becomes worse as
correlation among predictive variables increases. An example of an LR model when
ρ = 0.9 is Y = (((Xc4 ∧Xc5)∨ (X1 ∨X2)∧X3). All five variables are included, despite
X4 and X5 being non-predictive.
As ρ approaches 1, the tree-based methods become less able to find important
variables, although CART and LR seem to be better than RF at selecting the most
important variable. At ρ = 0.9, CART selects X1 as most important 94.2% of the
time compared to RF which selects X1 as most important only 79.9% of the time.
LR is includes X1 in the model 100% of the time. When ρ = 0.99, CART does not
include the two non-predictive variables in any tree, while RF always finds them to
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be fourth or fifth most predictive, indicating that these methods effectively have low
type-I error rates even when correlation among predictors is very high. On the other
hand, LR includes the two non-predictive variables in trees 69.1% and 67.4% of the
time, respectively, indicating that false positives become more of a problem for LR
as correlation among the predictors increases.
We conclude that RF performs the best of the three tree-based methods for data
which is not necessarily structured. As correlation among predictive variables in-
crease, LR selects more non-predictive variables for the model. Performance of LR
could be improved if we did not allow the model to contain so many variables. It
may be better to limit the size of LR models in order to reduce the false discovery
rate. One can use the cross-validation method to optimize the number of trees and
leaves in the logic regression model. As correlation increases, RF is somewhat less
able to determine the order of importance of the variables; however, it is still able to
determine which variables are not predictive.
All results are included below in Table 7.3 from ρ = 0 to ρ = 0.99. In our
second simulation study, we will compare how our tree-based methods perform when
predictors are arranged in a tree-like structure.
Next we perform a similar simulation study in which will again compare CART,
RF, and LR. In this simulation, we will generate data for which one variable is
predictive of an outcome within a level of another variable. This is the sort of data
for which tree based models are especially appropriate, and we will run the simulation
to study how each of the three methods performs. Recall that our data generating
function for subject i is Yi = 0.4 ∗ X1i + 0.6 ∗ (X2i|X1i = 1) + i, with X1i and X2i
correlated with coefficient ρ. Results are in Table 2.3 and Table 2.4.
We find that when X1 and X2 are not correlated, CART find X1 to be most
predictive 99.9% of the time, with X2 predictive within a level of X1 14.8% of the
time. An example of a tree is:
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Example of pruned tree (CART), ρ = 0
Node N split % Y = 0, 1
1) root 500 248 (0) (0.5040000 0.4960000)
2) X1= 0 263 102 (0) (0.6121673 0.3878327)*
3) X1= 1 237 91 (1) (0.3839662 0.6160338)
4) X2 = 0 122 59 (0) (0.5163934 0.4836066)*
5) X2 = 1 115 28 (1) (0.2434783 0.7565217)*
In this case, X2 is only predictive when X1 is equal to 1, or greater than 450.
When X1 = 1 and X2 is equal to 1, Y equals 1 about 76% of the time. We find that
the unpredictive variable X3 is in a pruned tree only 1.4% of the time, either within a
level of X1 or X2 (or both). RF ranks X1 as the most important variable almost 100%
of the time, but we do not get the information that X2 is predictive within a level
of X1. Instead, we would conclude from RF that X2 is the second most important
variable. For LR, we find that X1 is always in the model and X2 is in the model 80%
of the time. We do get a sense of the structure of our variables. An example of a logic
regression tree we find is Y = 1.36 ∗ (X1 ∧ X2). This indicates that Y is related to
X1 and X2 when both variables equal 1; however, we do not know that X2 is related
to Y within a level of X1 specifically.
When we set ρ = 0.5 for X1 and X2 we again find from CART that X1 is the
most important variable, and that X2 is predictive within a level of X1 22.5% of the
time after pruning (more often than when there was no correlation between the two
variables). X3 is rarely found to be predictive at all. An example of a typical tree
when ρ = 0.5 is:
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Example of pruned tree (CART), ρ = 0.5
Node N split % Y = 0, 1
1) root 500 247 (0) (0.5060000 0.4940000)
2) X1= 0 249 78 (0) (0.6867470 0.3132530)*
3) X1= 1 251 82 (1) (0.3266932 0.6733068)*
∗ terminal node
Again, for RF, the order of importance is found to be X1, X2, X3, while for LR,
variables X1 and X2 are found to be important together 84.9% of the time. The
non-predictive variable X3 is found in about 30% of LR models both when ρ = 0 and
ρ = 0.5, which might be a concern to us because we want to avoid such a high rate of
false positives. An example of a typical LR model when ρ = 0.5 is Y = 1.65∗(X1∧X2),
which includes only the two predictive variables. However, another example of an LR
model is Y = −1.85 ∗ (Xc1 ∨ (Xc2 ∧Xc3)) which includes an non-predictive variable.
When we increase ρ = 0.9, LR gives us an even higher rate of false positives at
about 50%. However, CART and RF do not perform worse; we find that for CART,
X2 is predictive within X1 = 1 20.2% of the time, and RF most often ranks X1 as
most predictive, followed by X2. X3 is found to be least predictive in 100% of our
RF simulations. LR often finds both X1 and X2 to be part of the model, but X3 is
also often included. For example, a model is 1.47 ∗ (((Xc3) ∨X2) ∧X1).
Finally, we look at ρ = 0.99. At this high correlation, we find that LR finds false
positives 61.7% of the time. Compare this to CART and LR which never find the non-
predictive variable to be predictive: the non-predictive variable X3 is never included
in a tree generated by CART, and X3 is found by RF to be least predictive 100% of
the time. However, LR does include X1 and X2 in its model 98.3 and 88.1% of the
time, respectively. CART gives the most insight into the structure of the variables;
in 73.3% of the pruned trees, it finds X2 to be predictive within a level of X1, that
is, it is able to correctly identify the structure of our variables. Note that as X1 and
X2 become more correlated, CART is better able to identify this structure.
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Example of pruned tree (CART), ρ = 0.99
Node N split % Y = 0, 1
1) root 500 224 (0) (0.5520000 0.4480000)
2) X1 = 0 257 66 (0) (0.7431907 0.2568093) *
3) X1 = 1 243 85 (1) (0.3497942 0.6502058)
6) X2 = 0 15 4 (0) (0.7333333 0.2666667) *
7) X2 = 1 228 74 (1) (0.3245614 0.6754386) *
∗ terminal node
We conclude that when predictors are related to outcome within levels of other
variables, CART and LR describe the date better than RF. However, LR has a high
Type I error rate if CV is not used to find the optimal number of leaves and trees.
CART has low power, that is, predictive variables are often not included in the model.
Power actually improves for CART as correlation increases, but type I error rate for
LR increases as correlation increases. For correlated predictors that are predictive of
outcome in a tree-like structure, CART appears to perform best of the three methods.
For lower levels of correlation, RF and LR are better at identifying predictive vari-
ables. If the number of predictive variables is known, LR can be useful in identifying
the structure of these predictive variables, but if the number of important predictors
is overestimated, this may result in a high rate of false positives. CART is much more
conservative than LR, especially after pruning. Therefore, important variables may
go undetected.
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Table 2.1. Simulation study results comparing tree-based methods over different
correlation coefficients when β = (.9, .5, .3, 0, 0)
Simulation results for ρ = 0.0
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 100% 1st 100 % 1st 100%
X2 (β2 = 0.5) 18.8% (18% 2nd, 0.8% 3rd) 97.9% 2nd, 2.1% 3rd 96.1%
X3 (β3 = 0.3) 4.3% (5% 2nd, 3.8% 3rd) 2.1% 2nd, 97.1% 3rd, .8% 4th 93.9%
X4 (β4 = 0.0) 0.2% 4th 0.1% 3rd, 52.3% 4th, 47.6% 5th 27.6%
X5 (β5 = 0.0) 0% 7% 3rd, 46.9% 4th, 52.4% 5th 29.2%
Simulation results for ρ = 0.1
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 100% 1st 100 % 1st 100%
X2 (β2 = 0.5) 24.4% (24% 2nd, 0.4% 3rd) 96.7% 2nd, 3.3% 3rd 98.7%
X3 (β3 = 0.1) 6.42% (1.2% 2nd, 6.3% 3rd) 3.3% 2nd, 96.6% 3rd, .1% 4th 97.2%
X4 (β4 = 0.0) 0.1% 4th 0.1% 3rd, 49.5% 4th, 50.4% 5th 22.5%
X5(β5 = 0.0) 0.1% 4th 50.4% 4th, 49.6% 5th 22.7%
Simulation results for ρ = 0.2
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 100% 1st 100 % 1st 100%
X2 (β2 = 0.5) 38.4% (37.3% 2nd, 1.1% 3rd) 94.7% 2nd, 5.3% 3rd 99.1%
X3 (β3 = 0.3) 11.6% (2.5% 2nd, 9.1% 3rd) 5.3% 2nd, 94.7% 3rd, .1% 4th 98.2%
X4 (β4 = 0.0) 0.5% 4th 54.2% 4th, 45.8% 5th 22.0%
X5 (β5 = 0.0) 0.4% 4th 45.8% 4th, 54.2% 5th 23.1%
Simulation results for ρ = 0.3
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 100% 1st 100 % 1st 100%
X2 (β2 = 0.5) 44% (43.2% 2nd, 0.8% 3rd) 93.2% 2nd, 6.8% 3rd 99.5%
X3 (β3 = 0.3) 15.6% (3.4% 2nd, 12.2% 3rd) 6.8% 2nd, 93.2% 3rd 98.1%
X4 (β4 = 0.0) 0.8% 4th 51.2% 4th, 48.8% 5th 21.3%
X5 (β5 = 0.0) 0.1% 4th 48.8% 4th, 51.2% 5th 19.7%
Simulation results for ρ = 0.4
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 100% 1st 99.8 % 1st, 0.2% 2nd 100%
X2 (β2 = 0.5) 50.2% (48.3% 2nd, 1.9% 3rd) 0.2% 1st, 89.1% 2nd, 10.4% 3rd 100%
X3 (β3 = 0.3) 20.9% (6.3% 2nd, 14.6% 3rd) 10.7% 2nd, 89.3% 3rd 98.2%
X4 (β4 = 0.0) 0.8% (0.7% 4th, 0.1% 5th) 49.3% 4th, 50.7% 5th 20.8%
X5 (β5 = 0.0) 0.5% 4th 50.7% 4th, 49.3% 5th 21.5%
Simulation results for ρ = 0.5
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 100% 1st 99.8% 1st, 0.2% 2nd 100%
X2 (β2 = 0.5) 48% (46.5% 2nd, 15% 3rd) 0.2% 1st, 88% 2nd, 11.8% 3rd 99.6%
X3 (β3 = 0.3) 19.8% (6.1% 2nd, 13.7% 3rd) 11.8% 2nd, 88.2% 3rd 98.3%
X4 (β4 = 0.0) 0.3% 4th 48.5% 4th, 51.5% 5th 20%
X5 (β5 = 0.0) 0.2% 4th 51.5% 4th, 48.5% 5th 19%
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Table 2.2. Simulation study results continued
Simulation study for ρ = 0.6
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 100% (99.8% 1st, 0.2% 2nd) 99.5% 1st, 0.5% 2nd 100%
X2 (β2 = 0.5) 51.1% (0.2% 1st, 48.6% 2nd, 2.3% 3rd) 0.5% 1st, 85.9% 2nd, 13.6% 3rd 99.8%
X3(β3 = 0.3) 21.3% (8.3% 2nd, 13.0% 3rd) 13.6% 2nd, 86.4% 3rd 97.7%
X4 (β4 = 0.0) 0.3% 4th 49.2% 4th, 50.8% 5th 22.9%
X5 (β5 = 0.0) 0.2% 4th 50.8% 4th, 49.2% 5th 22.3%
Simulation results for ρ = 0.7
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 99.9% (99.2% 1st, 0.7% 2nd) 97.8% 1st, 2.2% 2nd 100%
X2 (β2 = 0.5) 44.5% (0.8% 1st, 41.0% 2nd, 2.7% 3rd) 2.2% 1st, 78.7% 2nd, 19.1% 3rd 99.4%
X3 (β3 = 0.3) 20.1% (7.7% 2nd, 12.4% 3rd) 19.1% 2nd, 80.9% 3rd 96.7%
X4 (β4 = 0.0) 0.4% 4th 49.6% 4th, 50.4% 5th 30.0%
X5 (β5 = 0.0) 0% 50.4% 4th, 49.6% 5th 27.5%
Simulation results for ρ = 0.8
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 99.6% (96.3% 1st, 3.3% 2nd) 92.9% 1st, 6.9% 2nd, 0.2% 3rd 100%
X2 (β2 = 0.5) 37.1% (3.3% 1st, 31.6% 2nd, 2.2% 3rd) 6.1% 1st, 68.6% 2nd, 25.3% 3rd 99.4%
X3 (β3 = 0.3) 17.9% (0.4% 1st, 8.3% 2nd, 9.2% 3rd) 1.0% 1st, 24.5% 2nd, 74.5% 3rd 96.7%
X4 (β4 = 0.0) 0.7% 4th 51.5% 4th, 48.5% 5th 30.0%
X5 (β5 = 0.0) 0.2% 4th 48.5% 4th, 51.5% 5th 27.5%
Simulation results for ρ = 0.9
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 94.2% (87.9% 1st, 61% 2nd, 0.2% 3rd) 79.9% 1st, 16.2% 2nd, 3.9% 3rd 100%
X2 (β2 = 0.5) 28.4% (9.7% 1st, 16.7% 2nd 2% 3rd) 15.4% 1st, 53% 2nd, 31.6% 3rd 95.6%
X3 (β3 = 0.3) 15.6% (2.4% 1st, 9% 2nd, 4.2% 3rd) 4.7% 1st, 30.8% 2nd, 64.5% 3rd 89.7%
X4 (β4 = 0.0) 0% 50% 4th, 50% 5th 52.7%
X5 (β5 = 0.0) 0% 50% 4th, 50% 5th 54.4%
Simulation results for ρ = 0.99
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.9) 54.5% (50.7% 1st, 3.7% 2nd, 0.1% 3rd) 38.9% 1st, 34.4% 2nd, 26.7% 3rd 94.8%
X2 (β2 = 0.5) 34.6% (29.7% 1st, 4.9% 2nd) 33.6% 1st, 35.3% 2nd, 30.3% 3rd 91.3%
X3 (β3 = 0.3) 22.5% (19.6% 1st, 2.9% 2nd) 27.5% 1st, 30.3% 2nd, 42.2% 3rd 88.0%
X4 (β4 = 0.0) 0% 50.1% 4th, 49.9% 5th 69.1%
X5 (β5 = 0.0) 0% 49.9% 4th, 50.1% 5th 67.4%
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Table 2.3. Simulation study results comparing tree-based methods over multiple
correlations when X2 is predictive of outcome within level of X1
Simulation results for ρ = 0
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 99.9% 1st 99.9% 1st, 1% 2nd 100%
X2 (β2 = 0.6) 14.9% (0.1% 1st, 14.8% 2nd) 0.1% 1st, 97.9% 2nd, 2.0% 3rd 80.3%
X3 (β3 = 0.0) 1.4% (0.3% 2nd, 1.1% 3rd) 2.0% 2nd, 98.0% 3rd 30.8%
Simulation results for ρ = 0.1
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 99.7% (99.5% 1st, 0.2% 2nd) 99.5% 1st, 0.5% 2nd 100%
X2 (β2 = 0.6) 16.9% (0.4% 1st, 16.5% 2nd) 0.5% 1st, 97.8% 2nd, 1.7% 3rd 80.1%
X3 (β3 = 0.0) 1.7% (0.2% 2nd, 1.5% 3rd) 1.7% 2nd, 98.3% 3rd 31.2%
Simulation results for ρ = 0.2
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 99.9% (99.0% 1st, 0.9% 2nd) 99.0% 1st, 1.0% 2nd 100%
X2 (β2 = 0.6) 17.3% (1.0% 1st, 16.3% 2nd) 1.0% 1st, 98.0% 2nd, 1.0% 3rd 84.8%
X3 (β3 = 0.0) 1.6% (0.1% 2nd, 1.5% 3rd) 1.0% 2nd, 99.0% 3rd 34.4%
Simulation results for ρ = 0.3
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 99.7% (98.6% 1st, 1.1% 2nd) 98.6% 1st, 1.4% 2nd 100%
X2 (β2 = 0.6) 22.0% (1.4% 1st, 18.6% 2nd) 1.4% 1st, 97.3% 2nd, 1.3% 3rd 85.5%
X3 (β3 = 0.0) 1.9% (0.1% 2nd, 1.8% 3rd) 1.3% 2nd, 98.7% 3rd 32.3%
Simulation results for ρ = 0.4
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 99.7% (98.3% 1st, 1.4% 2nd) 98.1% 1st, 1.9% 2nd 100%
X2 (β2 = 0.6) 19.9% (1.7% 1st, 18.2% 2nd) 1.9% 1st, 97.9% 2nd, 0.2% 3rd 84.6%
X3 (β3 = 0.0) 1.6% 3rd 0.2% 2nd, 99.8% 3rd 35.3%
Simulation results for ρ = 0.5
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 99.8% (98.2% 1st, 1.6% 2nd) 98.4% 1st, 1.6% 2nd 100%
X2 (β2 = 0.6) 24.3% (1.8% 1st, 22.5% 2nd) 1.6% 1st, 98.3% 2nd, 1.0% 3rd 84.9%
X3 (β3 = 0.0) 1.5% (0.1% 2nd, 1.4% 3rd) 1.0% 2nd, 99.9% 3rd 38.1%
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Table 2.4. Simulation study results continued
Simulation results for ρ = 0.6
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 98.1% (95.9% 1st, 3.2% 2nd) 95.8% 1st, 4.2% 2nd 100%
X2 (β2 = 0.6) 26.5% (4.1% 1st, 22.4% 2nd) 4.2% 1st, 95.7% 2nd, 1.0% 3rd 85.4%
X3 (β3 = 0.0) 2.1% (0.1% 2nd, 2.0% 3rd) 1.0% 2nd, 99.9% 3rd 38.1%
Simulation results for ρ = 0.7
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 99.2% (95.6% 1st, 3.6% 2nd) 94.7% 1st, 5.3% 2nd 100%
X2 (β2 = 0.6) 26.3% (4.4% 1st, 21.8% 2nd, 0.1% 3rd) 5.3% 1st, 94.7% 2nd 84.4%
X3 (β3 = 0.0) 1.6% 3rd 100% 3rd 40.5%
Simulation results for ρ = 0.8
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 98.4% (94.4% 1st, 4.0% 2nd) 94.6% 1st, 5.4% 2nd 100%
X2 (β2 = 0.6) 28.6% (5.6% 1st, 23.0% 2nd) 5.4% 1st, 94.6% 2nd 86.0%
X3 (β3 = 0.0) 2.4% 3rd 100% 3rd 48.1%
Simulation results for ρ = 0.9
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 95.8% (90.4% 1st, 5.4% 2nd) 88.1% 1st, 11.9% 2nd 100%
X2 (β2 = 0.6) 29.8% (9.6% 1st, 20.2% 2nd) 11.9% 1st, 88.1% 2nd 85.7%
X3 (β3 = 0.0) 1.0% 3rd 100% 3rd 50.2%
Simulation results for ρ = 0.99
Variable CART (% predictive) RF (% predictive) LR (% predictive)
X1 (β1 = 0.4) 81.4% (73.3% 1st, 26.7% 2nd) 88.1% 1st, 11.9% 2nd 98.3%
X2 (β2 = 0.6) 31.6% (26.7% 1st, 73.3% 2nd) 11.9% 1st, 88.1% 2nd 88.1%
X3 (β3 = 0.0) 0.0% 100% 3rd 61.7%
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CHAPTER 3
A MIXED RIDGE ESTIMATOR FOR HANDLING
LONGITUDINAL DATA AND COLINEARITY AMONG
PREDICTORS IN A FLOW CYTOMETRY SETTING
3.1 Introduction
In Chapter 1, tree-based methods were presented as potential solutions to analyz-
ing data with correlated predictor variables. The flow cytometry data in our example
are longitudinal with correlated columns; the original data are measured continuously
and were dichotomized for the purpose of analysis. Additionally, although blood sam-
ples were taken multiple times per subject over the 36 week pre-randomization period,
we only used samples taken at the beginning as predictors and CD4+ measurements
taken at the end as outcome for simplification. We are now interested in subjects who
had measurements taken at least two times. How can we best analyze longitudinal
data with highly correlated predictors?
One method that is commonly used to account for multicolinearity among pre-
dictors is ridge regression (Hoerl and Kennard, 1970). Ridge regression, also known
as Tikhonov regularization (Tikhonov, 1943), is a well-described penalized regression
approach to handling multiple co-linear predictor variables that involves adding a reg-
ularization term to the least squares equation in order to derive parameter estimates
in the context of an ill-conditioned or singular design matrix (Tibshirani, 1996; Zou
and Hastie, 2005). The resulting shrinkage estimates, while biased, offer improved
prediction accuracy — i.e. reduced prediction variance — and thus may be preferable
in settings with a large number of highly correlated independent variables, in which
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unique least squares solutions are not tenable. Recent applications of ridge regression
in the genetics setting include Malo (2008); Zhang and Horvath (2006).
In this section we extend RR to the correlated response setting in which a single
outcome of interest is measured repeatedly over time at potentially unevenly spaced
time intervals. We return to our flow data from the first section, but now we can
use longitudinal and continuous measurements while still using our flow variables
as predictors and CD4+ count as outcome. We will study how values of our flow
variables over time predict immune reconstitution over time, and include random
within-subject effects. Our mixed ridge model may be appropriate for this data set
which contains longitudinal measurements and correlated predictors.
Notably, the approach we describe differs from the weighted least squares approach
for clustered data proposed by Holland (1973) in which the same number of observa-
tions are assumed for each cluster. In the longitudinal data setting described herein,
the number of observations potentially varies over individual and further, observa-
tions may be recorded at different time intervals for each of these individuals. Mixed
effects models with person-specific random intercept and slopes terms are typically
applied to this setting — in the case of uncorrelated or minimally-correlated predictor
variables — to account for the within person correlation (Fitzmaurice, 2004). Here
we integrate the RR approach into the mixed effects modeling framework in order
to account both for the correlation induced by repeatedly measuring the outcome
on each individual over time, as well the potential high degree of correlation among
potential predictor variables.
We begin by briefly reviewing previously described methods of handling correlated
data with potentially longitudinal predictors. Next, we provide a brief background
on RR and mixed effects modeling while defining the notation that will be used
throughout this section. Next, we will run a simulation study comparing RR with
simple linear regression for correlated data. We will then introduce a new estimator,
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which we term the mixed ridge (MR) estimator for longitudinal data, and related
properties. We then perform a simulation study comparing our new MR estimator to
a mixed model, for correlated, longitudinal data. In the next chapter, we will explain
the need for an EM algorithm when performing MR estimation while variance param-
eters are unknown. We will then perform MR estimation on our flow cytometry data,
as well as two other data sets with different levels of correlation among predictors.
3.2 Methods previously described
In this section we briefly discuss other possible estimation methods for handling
correlation among predictor variables. The lasso (least absolute shrinkage and se-
lection operator) is an alternative to ridge regression for estimating parameters in
the correlated predictor setting. The lasso was first described by Tibshirani (1996)
as a way to both increase prediction accuracy by increasing the bias but decreasing
the variance, as is done in ridge regression, and as a way to decrease the number of
predictors that are found to be significant, thereby increasing interpretability. We
solve for min
β
||Y −Xβ||2, but unlike with ridge regression, the lasso sets coefficients
equal to zero that would otherwise be very small by subjecting coefficients, β to the
condition that
∑
j |βj| ≤ t, where t is a tuning parameter. Because of this condition,
parameter estimation is not straight forward. The LARS package in R fits a lasso, but
is limited to linear models. Additionally, Tibshirani (1996) showed that in the case
of very high correlations among predictors, simple ridge regression performs better
than the lasso.
The elastic net, proposed by Zou and Hastie (2005), is considered to be a gen-
eralization of the lasso. The elastic net uses two shrinkage parameters so that βˆ =
arg min
β
||y−Xβ||2+λ2||β||2+λ1||β||1 where ||β||2 =
∑p
j=1 β
2
j and ||β||1 =
∑p
j=1 ||βj||.
Zou and Hastie showed that the elastic net out-preforms the lasso in simulation stud-
ies, specifically for cases in which there are many more predictor variables than ob-
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servations on each predictor variable (p >> n). However, this presents the same
computational problems as the lasso does.
A mixed ridge model had been noted before, most prominently in Holland (1973).
Holland proposed a form of ridge regression for which each observation is associated
with a weight wi. Using a prior mean for β, denoted by δ, his mixed ridge estimator
is given by:
βˆR = δ + (X
′WX + λS2)−1X ′W (Y −Xδ) (3.1)
where Sj =
√∑n
i=1wiX
2
ij. An empirical Bayes choice of λ is found; the GCV method
of selecting λ, in Equation 3.4 (Craven and Wahba, 1979) was not described until
after this paper was written. Holland’s estimate was used by Xu (2007) for coding
medical records; the estimator used is similar to the one we derive, but uses prior
distributions on the parameters.
Another method similar to our was described by Lee and Oh (2007). The p-spline
method (Eilers and Marx, 1999) is applied to mixed modeling and altered to make it
more robust. The data they use in their example is longitudinal, with 79 trees over
two growing seasons. They fit the model Yij = Ui + β(treati) + f(timeij) + ij where
yij is the outcome for the j
th measurement of the ith tree, Ui is the random intercept
for the ith tree, treati is an indicator denoting which environment tree i was grown
in, timeij is the time at which the j
th measurement of the ith tree was taken, and
ij ∼ N(0, σ2). Next, an algorithm is performed in which a robust estimate for σ is
obtained using the residuals. A model is fitted using restricted maximum likelihood
(REML) and estimates of β and f are found after they have converged. Note that
this paper concentrates mainly on making a more robust model, and not on fitting
mixed models.
One other method previously described is a stochastic mixed ridge estimator for
linear regression (Li and Yang, 2008). This method combines the biased-estimator
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approach (as is used in ridge regression) with the stochastic restriction approach
in correcting for multicollinearity. Li and Yang call their estimator the stochastic
ordinary mixed ridge estimator (OMRE). The ordinary mixed estimator (OME) is
defined as βˆOME = (X
′X + R′W−1R)−1(X ′Y + R′W−1r) where r = Rβ + e, e ∼
N(0, σ2W ), R is a jxp matrix with rank j, and W is positive definite (Theil, 1963).
The ordinary ridge estimator (ORE) is βˆORE = (X
′X+λI)−1X ′Y , where λ, as defined
above, is a shrinkage parameter. These methods are combined so that βˆOMRE =
(I + k(X ′X)−1)−1(X ′X +R′W 1R)−1(X ′Y +R′W−1r). However, this method is only
applied to one predictor variable, and is not quite appropriate for our data with many
predictor variables.
3.3 Background and Notation
3.3.1 Ridge Regression
Consider the simple linear regression model given by:
Yn×1 = Xn×pβ +  (3.2)
where Yn×1 = (Y1, Y2, . . . , Yn) is a vector of responses, Xn×p is a design matrix com-
prised of p columns each representing one of the potential predictor variables, n is
the number of individuals in our sample and  ∼ MVN(0, σ2In×n) is a vector of in-
dependent errors. It is straightforward to show that the least squares and maximum
likelihood solutions to this equation are given by βˆ = (X ′X)−1X ′Y (Christensen,
2002). Notably, for the case in which the columns of X are highly correlated, X ′X
will be singular and we replace (X ′X)−1 with (X ′X)− where ‘−’ denotes general-
ized inverse, and a unique solution to Equation 3.2 does not exist. Further, in the
case in which the variables are highly correlated but X ′X is invertible, the resulting
coefficient estimates will have largely inflated variances. In turn, this results in low
predictive precision.
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Ridge regression involves introducing a shrinkage penalty λ to the least squares
equation, and subsequently solving for the value of β̂ that minimizes the objective
function L such that:
β̂R = arg minβ{L} = arg minβ
{
(Y −Xβ)′ (Y −Xβ) + λ2β′β} (3.3)
It has been shown that the solution to Equation 3.3 is given by β̂R = (X
′X+λI)−1X ′Y
and V ar(βˆR) = [(X
′X + λI)−1X ′] [(X ′X + λI)−1X ′]′. Further, dividing β̂ by root n
times the square root of its variance has a Student’s t distribution with “effective”
degrees of freedom given by EDF = tr
(
[X ′X + λI]−1X ′X
)
(Malo, 2008). Letting
S = X(X ′X +λI)−1X ′ and applying the generalized cross validation (GCV) method
(Craven and Wahba, 1979), we can replace λ of Equation 3.3 with:
λ̂ = arg min
λ
GCV (λ) = arg min
λ
{
n−1(Y − Yˆ )′(Y − Yˆ )/(1− tr(S)/n)2
}
(3.4)
Note that if tr(S)/n is small, Equation 3.4 can be approximated by
λ̂ = arg min
λ
GCV (λ) ≈ arg min
λ
{
n−1(Y − Yˆ )′(Y − Yˆ ) + 2n−2tr(S)(Y − Yˆ )′(Y − Yˆ )
}
(3.5)
(Gentle, Hardle, Mori, 2004)
3.3.2 Linear mixed effects model
Now consider the setting in which multiple measurements are observed on each
individual over time. In this case, we apply a mixed effects model given by:
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Yi = Xiβ + Zibi + i (3.6)
where Yi = (Yi1, Yi2, . . . , Yini) is a vector of the ni observations for individual i, i =
1, . . . , n and N =
∑n
i=1 ni. In this case, Xi is an N ×p matrix of potential predictors,
Zi is the random effects design matrix, i ∼ MVN(0, σ2eIni×ni), bi ∼ MVN(0, D)
are the person-specific random effects and i ⊥ bi. Finally, we let Y , X and Z be
appropriately defined matrices representing the concatenation of the corresponding
variables over all individuals i.
Recall that the probability density function (pdf) for a variable with mean µ and
variance σ2 is given by f(y) = 1√
2piσ2
exp(−(y−µ)
2
2σ2
). With marginally independent Yis,
the likelihood function based on this model is
L(β, V |Y1, ...Yn) =
n∏
i=1
f(Yi) =
1
(2pi)n/2
n∏
i=1
V
− 1
2
i exp(−
n∑
i=1
(Yi −Xiβ)2
2Vi
) (3.7)
and the log-likelihood function of Y based on this model is given by:
l(Y ) = −n
2
log(2pi)− 1
2
n∑
i=1
log(Vi)− 1
2
[
n∑
i=1
(Yi −Xiβ)′V −1i (Yi −Xiβ)] (3.8)
where V = V ar(Y ) = ZDZ ′ + σ2eI and Vi is component corresponding to individual
i. Maximizing this function as a function of the fixed effects parameter vector, β,
in the non-penalized setting is equivalent to minimizing the least squares objective
function:
β̂ = arg min
β
{
(Y −Xβ)′V −1(Y −Xβ)} (3.9)
It is straightforward to show that the resultant estimate of β is given by β̂ =
(X ′V −1X)−1X ′V −1Y . Further, the best unbiased predictor (BLUP) of the ran-
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dom effects, b, is given by b̂ = DZ ′V −1(Y − Xβ̂), var(β̂) = (X ′V −1X)−1 and
var(̂b) = DZ ′[V −1 − V −1X(X ′V −1X)−1X ′V −1]ZD.
3.4 Simulation study to compare LR and RR
3.4.1 Background and Methods
In this section we perform a simulation study to compare ridge regression to simple
linear regression. The purpose of the simulation study is to discover the benefits and
weaknesses of using ridge regression before developing a mixed ridge model for data
with correlated columns and multiple observations per subject. As mentioned earlier,
ridge regression is a method of estimating coefficients and their variances for data
with correlated predictors. A benefit of ridge regression is a reduction in variance
of the estimated coefficients, but ridge regression will also result in biased estimates
for all λ > 0. By comparing ridge regression to simple linear regression, we aim to
discover whether the variances of the coefficients are indeed smaller, and whether the
biases of the coefficients are very large.
A simple linear model is of the form Y = Xβ +  where Yn×1 is a vector of
outcomes, Xn×p is a matrix of predictors, and n×1 is a vector of errors where i ∼
N(0, σ2) for observations i = 1, ...n. The estimates of the coefficients are given by
βˆ = (X ′X)−1X ′Y A t-test can be performed to test the hypothesis that βj = 0 for
each βj, j = 1, ..., p. We do this by letting finding the t-statistic βˆj/
√
V ar(βj) and
finding the p-value for the t-distribution with n − p − 1 degrees of freedom (it is a
two-sided test, so the p-value is doubled).
For ridge regression, we are adding a shrinkage component called λ to our estimates
of the coefficients, to correct for potentially singular matrices X ′X. When predictors
are correlated, we will either be unable to invert X ′X or we will have highly inflated
variances. The shrinkage component in ridge regression corrects this problem while
biasing our estimates. We estimate our coefficients by βˆRidge = (X
′X + λI)−1X ′Y .
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Recall that find λˆ by minimizing the GCV with respect to λ which is given by
GCV (λ) ≈ 1
n
(Y −Yˆ )′(Y −Yˆ )+ 2
n2
tr(S)(Y −Yˆ )′(Y −Yˆ ) where S = X(X ′X+λI)−1X ′.
We can use this approximation for GCV when tr(S)/n is small (Gentle, Hardle, Mori,
2004).
The simulation study will be performed by letting predictor variables Xij ∼
MVN(5,Σ) where Σ is the variance-covariance matrix with correlation between the
three important predictors. Our coefficients will be β = (0, 0, .2, .4, .6), and only our
three predictive variables will be related to each other with Pearson correlation coef-
ficient ρ, so that if ρ is the Pearson correlation coefficient for variables x and y, it is
given by
ρx,y =
Cov(x, y)
σxσy
(3.10)
We let ij ∼ N(0, 1). We set N = 1000 rows, and set Y = Xβ + . This simulation
will be performed for values of ρ from 0 to .9 by .1 and .99, 1000 times each. Each
time, we will fit a simple linear model and a ridge regression model. We will then
compare these models based on bias, power, and type I error. Results are given in
Table 3.1.
For all of our coefficients, and over all correlations, standard error is lower for ridge
regression than for linear regression. This results in ridge regression having greater
power, particularly when β = 0.2. A plot of power for β = 0.2 is in Figure 3.1. We
see that as ρ increases, power under linear regression decreases more quickly than it
does under ridge regression, so that when ρ = 0.9 power for β = 0.2 is 0.674 for linear
regression and 0.788 for ridge regression, and when ρ = 0.99 power goes to 0.122 for
linear regression and 0.736 for linear regression. Additionally, when ρ = 0.99 power
for β = 0.4 is 0.342 for linear regression compared with 0.876 for ridge regression,
and power for β = 0.6 is 0.606 versus 0.962, respectively.
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Table 3.1. Results from simulation study comparing linear and ridge regression
Linear regression (Avg. type I error = 0.049) Ridge regression (Avg. type I error = 0.051)
ρ Parameter true value Estimate (SE) Power Estimate (SE) Power
0.0 0.0 0.00002 (0.032) -0.00002 (0.028)
0.0 0.00236 (0.032) 0.00239 (0.028)
0.2 0.199 (0.032) 1.0 0.198 (0.029) 1.0
0.4 0.399 (0.032) 1.0 0.395 (0.029) 1.0
0.6 0.601 (0.032) 1.0 0.595 (0.029) 1.0
0.1 0.0 0.0020 (0.032) 0.0020 (0.028)
0.0 0.0012 (0.032) 0.0013 (0.028)
0.2 0.200 (0.032) 1.0 0.199 (0.029) 1.0
0.4 0.398 (0.032) 1.0 0.395 (0.029) 1.0
0.6 0.598 (0.032) 1.0 0.592 (0.029) 1.0
0.2 0.0 0.0020 (0.032) 0.0019 (0.027)
0.0 0.0009 (0.032) 0.0009 (0.027)
0.2 0.202 (0.033) 1.0 0.201 (0.030) 1.0
0.4 0.396 (0.033) 1.0 0.392 (0.030) 1.0
0.6 0.602 (0.033) 1.0 0.596 (0.030) 1.0
0.3 0.0 0.0001 (0.032) 0.00001 (0.027)
0.0 -0.0010 (0.032) 0.00097 (0.027)
0.2 0.203 (0.034) 1.0 0.203 (0.032) 1.0
0.4 0.397 (0.034) 1.0 0.393 (0.032) 1.0
0.6 0.599 (0.034) 1.0 0.591 (0.032) 1.0
0.4 0.0 0.0029 (0.032) 0.0029 (0.027)
0.0 0.0029 (0.032) 0.0015 (0.027)
0.2 0.202 (0.036) 1.0 0.203 (0.034) 1.0
0.4 0.399 (0.036) 1.0 0.396 (0.034) 1.0
0.6 0.599 (0.036) 1.0 0.590 (0.034) 1.0
0.5 0.0 0.0008 (0.32) 0.0008 (0.026)
0.0 -0.0015 (0.32) -0.0015 (0.026)
0.2 0.200 (0.039) 1.0 0.203 (0.037) 1.0
0.4 0.402 (0.039) 1.0 0.399 (0.037) 1.0
0.6 0.601 (0.039) 1.0 0.592 (0.037) 1.0
0.6 0.0 0.0028 (0.032) 0.0035 (0.026)
0.0 -0.0035 (0.032) -0.0034 (0.026)
0.2 0.199 (0.43) 0.998 0.204 (0.040) 0.998
0.4 0.403 (0.043) 1.0 0.399 (0.040) 1.0
0.6 0.598 (0.43) 1.0 0.586 (0.040) 1.0
0.7 0.0 -0.0010 (0.032) -0.0012 (0.026)
0.0 0.0003 (0.032) 0.0003 (0.026)
0.2 0.203 (0.049) 0.978 0.211 (0.045) 0.978
0.4 0.397 (0.049) 1.0 0.394 (0.045) 1.0
0.6 0.601 (0.049) 1.0 0.586 (0.045) 1.0
0.8 0.0 -0.0004 (0.032) -0.00035 (0.026)
0.0 0.0014 (0.032) 0.00146 (0.026)
0.2 0.201 (0.059) 0.914 0.216 (0.053) 0.934
0.4 0.398 (0.059) 1.0 0.395 (0.053) 1.0
0.6 0.603 (0.050) 1.0 0.580 (0.053) 1.0
0.9 0.0 -0.0023 (0.032) -0.00035 (0.026)
0.0 0.0058 (0.032) 0.00146 (0.026)
0.2 0.199 (0.083) 0.674 0.230 (0.066) 0.788
0.4 0.406 (0.083) 0.998 0.400 (0.066) 1.0
0.6 0.598 (0.083) 1.0 0.558 (0.066) 1.0
0.99 0.0 -0.0013 (0.032) -0.0013 (0.025)
0.0 0.00054 (0.032) 0.0005 (0.025)
0.2 0.203 (0.259) 0.122 0.304 (0.086) 0.736
0.4 0.419 (0.259) 0.342 0.407 (0.086) 0.876
0.6 0.579 (0.259) 0.606 0.477 (0.086) 0.962
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Figure 3.1. Power for β = 0.2, Linear Model vs. Ridge Regression
One downside to adding a ridge component is that it results in bias, and therefore
a higher type I error rate. In this example, our average type I error rate for ridge
regression is 0.051 compared to 0.049 for linear regression. The difference appears to
be negligible in this case, but in other cases ridge regression may result in a larger
estimate of λ and a higher type I error rate. Overall, our simulation study demon-
strates that ridge regression performs better than linear regression when correlations
among variables are high. When variables are not highly correlated, the methods
have approximately the same performance.
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3.5 Mixed ridge regression with known variance
We begin by considering the known variance setting and the model of Equation 3.6.
Adding a penalization term, as with λ in the ridge regression setting, to Equation 3.9
we want to solve: min
β
[(Y −Xβ)′V −1(Y −Xβ) + λβ′β]. Differentiating the objective
function in Equation 3.9 and setting this equal to 0, we have:
0 =
d
dβ
[
(Y −Xβ)′V −1(Y −Xβ) + λβ′β]
=
d
dβ
[
Y ′V −1Y − Y ′V −1Xβ − (Xβ)′V −1Y +Xβ)′V −1(Xβ) + λβ′β]
=
d
dβ
[
Y ′V −1Y − 2Y ′V −1Xβ + (Xβ)′V −1(Xβ) + λβ′β]
= −2Y ′V −1X + 2β′X ′V −1X + 2λβ′
(3.11)
Solving for β we find
βˆMRE = (X
′V −1X + λI)−1X ′V −1Y (3.12)
Additionally, it can be shown that V ar(βˆMRE) = (X
′V −1X+λI)−1X ′V −1X(X ′V −1X+
λI)−1 and the Empirical Bayes Estimate of b is given by b̂ = E[b|Y ] = DZ ′V −1(Y −
Xβ̂MR). To estimate λ we use the GCV approach described in Equation 3.4.
If variance parameters are known, we can easily proceed from here. If not, we will
need to find Vˆ = Rˆ + ZDˆZ ′ where Rˆ = ˆV ar() and Dˆ = ˆV ar(b). To do this, we
will use an EM algorithm similar to that suggested by Laird and Ware (1982). In the
next chapter, we will take Laird and Ware’s EM algorithm and modify it to suit our
mixed ridge model by estimating λˆ in addition to the variance parameters. We will
perform a simulation study to compare our mixed ridge model to a mixed model, and
then provide a data example.
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CHAPTER 4
AN EM ALGORITHM FOR MISSING AND
UNBALANCED DATA FOR MIXED RIDGE
ESTIMATION
In this section we will run a conditional EM algorithm similar to the one presented
in Laird and Ware (1982) but adjusted to find the optimal value of λ by minimizing the
GCV in each iteration. First we will discuss our methods, then we will compare our
mixed ridge model with EM algorithm to a mixed model via a simulation study, and
then we will provide three data examples, one of which involves the flow cytometry
data used in previous sections.
4.1 Methods
Consider the setting in which the variance parameters, given by θ = [σ2, D], are
unknown. We propose an extension of the expectation-maximization (EM) algorithm
described by Laird and Ware (1982), that includes an additional step for estimation
of the ridge component and proceeds as follows:
1. (E-step) Initialize θ̂ = θ̂(t) and solve for the sufficient statistics t̂1 and t̂2:
t̂
(t)
1 = E
(
n∑
i=1
Ti i|Yi, β̂(t), θ̂(t)
)
(4.1)
t̂
(t)
2 = E
(
n∑
i=1
bi b
T
i |Yi, β̂(t), θ̂(t)
)
(4.2)
Solve for θ̂(t+1) =
[
σ̂2(t+1), D̂(t+1)
]
where σ̂2(t+1) = t̂1/
∑n
i=1 ni = t̂1/N and
D̂(t+1) = t̂2/n.
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2. Solve for λˆ(t+1) using the GCV approach described by Equation 3.4.
3. (M-Step) Solve for βˆMRE using the updated parameters
4. Repeat Steps 1− 3 a large number of times and until a convergence criterion is
met.
Step 1 (4.1 and 4.2) is called the E (Expectation) step and Step 2, in which we find
the maximum likelihood estimates of our parameters θ which can be represented by
the mapping θˆ = M(t) assuming t is observed, is called the M (Maximization) step.
We add the additional step (3) to estimate λ for the mixed ridge model.
Note that tˆ1 and tˆ2 are called sufficient statistics. A sufficient statistic contains
information about parameters such that no other statistic can be more informative.
For Yi ∼ N(µ, σ2), i = 1, ..., n, a sufficient statistic for µ is given by 1n
∑n
i=1 Yi = Y¯ and
a sufficient statistic for σ2 is given by
∑n
i=1 Y
2
i . Both b and  are Normally distributed,
as shown above. Solving for tˆ1 and tˆ2 will provide us with the information to solve
for Rˆ and Dˆ.
Genetic data sets are often quite large, so we may run into computational problems
due to high dimensional data. In an example below, we have a data set containing
about 12000 rows. Inverting the matrix V may not be possible on a typical personal
computer. To get around this problem, we use a Schur complement (Zhang, F., 2005).
This involves partitioning a matrix called M as follows:
M =
 A B
C D

where if M is N × N , A is n × n and D is (N − n) × (N − n). Using the Schur
complement which we denote Ma = A−BD−1C, we have
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M−1 =
 M−1a −M−1a BD−1
−D−1CM−1a D−1 +D−1CM−1a BD−1

Implementing this in R on a 64-bit operating system, the partitioning and invert-
ing process will use less than 1 Gb of memory; much less than inverting the original
matrix directly.
An additional way to improve computation ability is to store matrics Z, R, and
D as sparse matrices (Tewarson, 1973) by using the SparseM package in R. A sparse
matrix is one for which most of its elements are 0.
4.1.1 Testing
In order to determine the significance of each of the predictor variables, we begin
by calculating Wald test statistics. These are denoted Zk for each k =, 1, . . . , p, and
given by the corresponding value of β̂MR divided by the square root of its variance.
Since an EM algorithm is employed to estimate β, we use Louis’ formula (Louis, 1982)
to determine the corresponding variance. Let x = (x1, ..., xn)
′ represent the complete
data and Y (x) represent the observed data. f(x|θ) is the probability density function
and θ is the p-dimensional set of parameters. The log-likelihood function for the
complete data is l(x, θ) = log[f(x|θ)], and the log-likelihood function for the observed
data is denoted l∗(y, θ) = log[fY (y|θ)]. We cannot maximize l∗ directly, so we proceed
by using an initial estimate of the parameters, θ(0) and solve the following:
max
θ
Eθ(0) [l(X, θ)|X ∈ R] (4.3)
where R = x : y(x) = y. The iteration continues until a convergence criterion is
met. Let S(x, θ) and S∗(y, θ) be the gradient (first derivative) vectors of l and l∗,
andB(x, θ) and B∗(y, θ) be the negatives of the second derivative matrices. Then
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S∗(y, θ) = Eθ[S(X, θ)|X ∈ R] (4.4)
where we note that S∗(y, θˆ) = 0, and the information matrix is given by
IY (θ) = Eθ[B(X, θ)|X ∈ R]− Eθ[S(X, θ)S(X, θ)′|X ∈ R] + S∗(y, θ)S∗′(y, θ) (4.5)
Noting that S∗ = 0 at the final iteration, and simplifying the above to IY = I(θˆ) =
IX − IX|Y , we can estimate V ar(βˆ) ≈ − 1I(θˆ) for large sample sizes using the Cramer-
Rao bound (Shao, 2003).
Westfall and Young’s free step-down resampling approach (Westfall and Young,
1993), also known as the maxT procedure, is applied to adjust for multiple testing.
This method proceeds by resampling from observed data in order to approximate the
complete null distribution of the test statistics. The complete null hypothesis refers
to all null hypotheses being true (for each parameter). Once we have approximated
the distribution of the test statistics under the complete null, we can compare them to
our sample test statistics and determine significance. The steps to this method for our
purposes are as follows: from our EM algorithm, we find the observed test statistics.
We then approximate the distribution under the complete null by using the residuals
(rˆi) from our model and sampling these with replacement to generate a new data set
which we will call y∗, where y∗ = rˆ∗i and rˆ
∗
i are the sampled residuals. Using this new
data we refit a linear model and find new test statistics. Finally, we estimate p-values
after adjusting for monotonicity. More thorough information about this method can
be found in Foulkes (2009). Other ways of correcting for multiple testing might
include using a method such as that proposed by Benjamini and Hochberg (1995) or
the Bonferroni correction, which tends to be more conservative.
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4.2 Data Examples
4.2.1 Simulation Study
In this section we compare the new mixed ridge regression to a mixed model
without ridge component. We expect that as correlation among predictors increases,
MR will outperform the mixed model in that the variances of the coefficients will be
lower. We are also interested in how biased MR estimates are compared with those
from the mixed model.
The simulation study will be performed using repeated measures for outcome, but
only baseline predictors. That is, we will have ni = 4 measurements for each subject
i for the outcome Yi, and n = 500 subjects, but only one associated value for each
predictor Xij. So if we look at repeated measures k and k
′ for variable j, subject i,
Xijk = Xijk′ for all k = 1, 2, 3, 4. However, when k 6= k′, Yik does not necessarily
equal Yik′ . We let Yik = Xijβ + Zikbi + ijk where β = (.4, .6, .2, 0, 0), bi ∼ N(0, .6),
and ijk ∼ N(0, 1). X ∼ MVN(5,Σ), where Σ is the variance-covariance matrix
with correlation between the three important predictors equal to ρ, where if ρ is the
Pearson correlation coefficient for variables x and y, it is given by
ρx,y =
Cov(x, y)
σxσy
(4.6)
We find starting values for our variance components D and V in our EM algo-
rithm by fitting a simple mixed model and a simple ridge model, respectively. Each
simulation is run 100 times with varying values of ρ. We give results for ρ = 0 to .90
by .10, and also for ρ = 0.99 and show a plot of power for β = 0.2 over these values of
ρ. A bootstrap is used to approximate the distribution of the mixed ridge estimates
(Delaney, 1986) so that we can find the power and type I error rate.
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4.2.1.1 Simulation study results
Results are given in Table 4.1 and the plot of power for β = 0.2 is Figure 4.1. We
find that Type I error rate on average is 0.050 for the mixed model, and 0.054 for the
mixed ridge regression, indicating that MR is slightly more likely than the regular
mixed model to find a non-predicitive variable to be significant. This is related to the
tendency of the ridge parameter to bias the estimates toward their mean. As seen
in the table, mixed ridge estimates are more biased than mixed estimates, but they
have smaller variances. This results in higher power of the mixed ridge model. The
difference in power between the two models when β = 0.2 diverges around ρ = 0.7;
when ρ > 0.8 the power for the mixed model drops below 80% but the power for the
mixed ridge model stays above this cut-off. When ρ = 0.99, the power for the mixed
model when β = 0.2 goes to 0.160 compared to a power of 0.610 for the mixed ridge
model. The difference in power is more extreme for smaller values of β.
We conclude that for highly correlated data, the mixed ridge model performs
significantly better than the mixed model without a ridge component. The differ-
ence becomes more pronounced for higher correlations and smaller true values of the
parameters we are estimating.
4.2.2 Data Example: ACTG data
The ACTG (AIDS Clinical Trial Group), sponsored by the National Institute of
Allergy and Infectious Diseases (NIAID) is composed of many research groups dedi-
cated to researching HIV and AIDS. The ACTG 384 study was a multi-national, six-
arm randomized trial designed to determine optimal sequencing and combinations of
anti-retroviral therapies. Complete details on the study cohort are provided in (Rob-
bins, 2003; Shafer, 2003). The data are publicly available, and include patient-level
demographic and clinical information as well as viral sequences at time of random-
ization and follow-up. Individuals are followed for a median of 142 weeks (about 32
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Table 4.1. Results from simulation study comparing mixed and mixed ridge models
Mixed (Avg. type I error = 0.050) Mixed Ridge (Avg. type I error = 0.054)
ρ Parameter true value Estimate (SE) Power Estimate (SE) Power
0.0 0.0 0.002 (0.031) 0.005 (0.023)
0.0 -0.001 (0.031) 0.002 (0.023)
0.2 0.196 (0.031) 1.0 0.197 (0.023) 1.0
0.4 0.399 (0.031) 1.0 0.397 (0.023) 1.0
0.6 0.602 (0.031) 1.0 0.597 (0.023) 1.0
0.1 0.0 0.002 (0.031) 0.005 (0.023)
0.0 -0.003 (0.031) 0.005 (0.023)
0.2 0.202 (0.033) 1.0 0.203 (0.024) 1.0
0.4 0.398 (0.033) 1.0 0.396 (0.024) 1.0
0.6 0.600 (0.033) 1.0 0.595 (0.024) 1.0
0.2 0.0 -0.004 (0.031) 0.003 (0.023)
0.0 -0.004 (0.031) 0.002 (0.023)
0.2 0.197 (0.034) 1.0 0.203 (0.025) 1.0
0.4 0.402 (0.034) 1.0 0.398 (0.025) 1.0
0.6 0.601 (0.035) 1.0 0.595 (0.025) 1.0
0.3 0.0 -0.004 (0.030) -0.001 (0.022)
0.0 0.004 (0.030) 0.006 (0.022)
0.2 0.197 (0.036) 1.0 0.199 (0.027) 1.0
0.4 0.402 (0.036) 1.0 0.400 (0.027) 1.0
0.6 0.601 (0.037) 1.0 0.596 (0.027) 1.0
0.4 0.0 -0.004 (0.030) -0.002 (0.022)
0.0 0.004 (0.030) 0.006 (0.022)
0.2 0.199 (0.039) 1.0 0.200 (0.029) 1.0
0.4 0.402 (0.039) 1.0 0.400 (0.029) 1.0
0.6 0.602 (0.039) 1.0 0.595 (0.029) 1.0
0.5 0.0 0.002 (0.03) 0.005 (0.022)
0.0 -0.003 (0.03) -0.001 (0.022)
0.2 0.202 (0.042) 0.99 0.206 (0.031) 1.0
0.4 0.399 (0.042) 1.0 0.398 (0.031) 1.0
0.6 0.600 (0.042) 1.0 0.592 (0.031) 1.0
0.6 0.0 0.004 (0.029) 0.005 (0.022)
0.0 -0.001 (0.030) -0.001 (0.022)
0.2 0.191 (0.047) 0.98 0.206 (0.031) 1.0
0.4 0.401 (0.047) 1.0 0.398 (0.031) 1.0
0.6 0.603 (0.046) 1.0 0.592 (0.031) 1.0
0.7 0.0 0.003 (0.029) 0.005 (0.022)
0.0 -0.003 (0.029) -0.000 (0.022)
0.2 0.202 (0.053) 0.94 0.210 (0.039) 0.97
0.4 0.399 (0.053) 1.0 0.397 (0.039) 1.0
0.6 0.598 (0.053) 1.0 0.587 (0.039) 1.0
0.8 0.0 0.003 (0.029) 0.005 (0.022)
0.0 -0.002 (0.029) 0.000 (0.022)
0.2 0.198 (0.065) 0.85 0.211 (0.047) 0.90
0.4 0.394 (0.065) 1.0 0.393 (0.046) 1.0
0.6 0.607 (0.064) 1.0 0.591 (0.046) 1.0
0.9 0.0 0.003 (0.029) 0.005 (0.021)
0.0 -0.002 (0.029) 0.000 (0.021)
0.2 0.204 (0.091) 0.52 0.227 (0.062) 0.74
0.4 0.399 (0.091) 0.99 0.399 (0.062) 1.0
0.6 0.596 (0.091) 1.0 0.568 (0.062) 1.0
0.99 0.0 0.003 (0.029) 0.005 (0.021)
0.0 -0.002 (0.029) 0.000 (0.021)
0.2 0.210 (0.288) 0.16 0.254 (0.143) 0.61
0.4 0.402 (0.288) 0.28 0.404 (0.143) 0.73
0.6 0.587 (0.286) 0.51 0.536 (0.142) 0.90
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Figure 4.1. Power for detecting significance of β = 0.20 for different levels of
correlation, mixed model versus mixed ridge
months), range=(0,294). In our analysis, we consider baseline mutations at 99 amino
acid sites within the Protease region of the viral genome as potential predictors of
CD4+ cell count over time. In total, there are n=893 unique subjects, measured at a
total of 12780 time points and each individual is measured at between 1 and 26 time
points.
Viral mutations are represented by indictor variables for the presence of a vari-
ant amino acid (i.e. non-wildtype/consensus) at the corresponding site at baseline.
Analysis is limited to p = 24 potential predictor variables with a mutation in at least
5% of the study sample. Other independent variables included in our analysis are
time (in weeks) and drug group indicators (A= Efavirenz (EFV), Didanosine (DDI),
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and Stavudine (D4T); B = Nelfinavir (NFV), DDI, and D4T; C = EFV and a com-
bination of Zidovudine and Lamivudine (AZT); D= NFV and AZT ; E=EFV, NFV,
DDI, and D4T; F= EFV, NFV, and AZT), where group A is treated as the refer-
ence group. 9 subjects who were not on any drug were removed from our analysis.
Random intercepts and slopes for time are also included in the model. Inversion of
the covariance matrix V is achieved in R using the Schur complement as previously
discussed (Zhang, F., 2005), and the matrices R and D are stored as sparse matrices
(Tewarson, 1973) using the SparseM package in R.
We are interested in predicting CD4+ count over time by using an indicator for
mutation at certain sites at baseline and drug group. We have shown in the simulation
study that MR performs significantly better than the regular mixed model when
predictor variables are highly correlated. There is some correlation among mutations
at different sites. Sites P60 and P61 have ρ = 0.26, P63 and P64 have ρ = −0.135,
P77 and P36 have ρ = −0.225, P71 and P72 have ρ = 0.13, P71 and P93 have
ρ = 0.30, and P93 and P77 have ρ = 0.33. Judging by our simulation study, these
correlations may not be large enough to result in significant improvement in power of
the MR model compared with the mixed model. Correlations are reported in Table
4.2.
In addition to looking at pairwise correlations, we can also judge predictor vari-
ables’ collinearity by using a measure called the variance inflation factor (VIF). If we
have a linear model of the form Y = β0 + β1X1 + ... + βkXk + , we may want to
know how each predictor is related to linear combinations of the other predictors. For
predictor Xj being regressed on the other predictor variables in the original model,
let the coefficient of determination R2j = 1 − SSEjSSTj , where SSE is the sum of squares
of the residuals and SST is the sum of squares total (SSE + SSR, where SSR is the
regression sum of squares). Then for each predictor variable
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Table 4.2. Table of correlations for ACTG data
groupB groupC groupD groupE groupF 1 10 12 13 14
Arm B 1.00 -0.18 -0.19 -0.21 -0.21 -0.04 0.02 -0.00 -0.07 -0.04
Arm C -0.18 1.00 -0.18 -0.20 -0.20 0.01 0.01 0.06 0.05 0.03
Arm D -0.19 -0.18 1.00 -0.21 -0.21 0.02 0.00 -0.02 0.04 -0.04
Arm E -0.21 -0.20 -0.21 1.00 -0.23 -0.01 0.00 -0.03 0.02 0.03
Arm F -0.21 -0.20 -0.21 -0.23 1.00 -0.01 -0.04 -0.01 -0.03 -0.05
1 -0.04 0.01 0.02 -0.01 -0.01 1.00 -0.04 -0.04 -0.01 -0.01
10 0.02 0.01 0.00 0.00 -0.04 -0.04 1.00 -0.02 0.16 -0.03
12 -0.00 0.06 -0.02 -0.03 -0.01 -0.04 -0.02 1.00 -0.03 0.14
13 -0.07 0.05 0.04 0.02 -0.03 -0.01 0.16 -0.03 1.00 0.07
14 -0.04 0.03 -0.04 0.03 -0.05 -0.01 -0.03 0.14 0.07 1.00
15 0.07 0.00 -0.04 -0.02 -0.04 -0.03 0.00 0.12 -0.05 0.07
19 -0.01 0.03 -0.02 -0.04 0.02 0.07 -0.05 0.22 -0.04 0.02
35 -0.00 0.00 0.01 0.02 -0.00 -0.03 0.04 -0.05 0.03 0.00
36 -0.01 0.02 0.00 0.00 0.03 -0.02 -0.03 0.09 0.03 0.00
37 0.01 0.05 -0.00 0.01 -0.06 -0.00 0.05 0.01 -0.02 -0.03
41 -0.03 0.02 0.05 -0.01 -0.03 -0.01 0.07 0.04 -0.03 0.07
57 0.03 0.03 -0.02 0.02 -0.01 -0.01 0.03 -0.01 -0.05 -0.04
60 0.01 0.03 -0.00 -0.04 0.01 0.02 0.08 0.02 0.03 -0.04
61 0.05 -0.00 -0.01 -0.01 -0.04 0.06 0.01 -0.00 0.01 -0.02
62 -0.03 0.02 -0.01 0.01 -0.03 0.06 0.08 0.01 -0.02 -0.00
63 -0.02 -0.07 0.01 -0.05 0.04 -0.03 0.02 0.01 0.04 -0.03
64 -0.02 -0.03 -0.01 0.03 0.01 0.06 0.07 -0.03 0.10 -0.03
69 -0.08 0.01 0.03 -0.01 0.03 0.02 -0.02 0.07 0.03 0.09
70 -0.00 0.01 0.11 -0.05 -0.02 0.02 -0.00 -0.02 -0.10 -0.05
71 -0.03 0.06 -0.06 -0.01 0.02 -0.02 0.07 -0.02 -0.08 -0.05
72 -0.03 0.03 -0.03 0.02 -0.01 -0.02 0.04 -0.09 0.03 -0.01
77 -0.02 -0.04 0.02 0.06 0.02 0.05 -0.01 0.02 -0.10 -0.03
93 0.01 0.05 -0.02 -0.02 -0.00 0.01 0.07 0.11 -0.20 -0.03
V IF =
1
1−R2j
(4.7)
(Kutner, Nachtsheim, 2004) The VIF can be interpreted as follows: if VIF = 100 for
a certain variable, then the square root of the VIF, 10, is the number of times as large
the standard error of that variable is compared to what the standard error would be
if that variable was uncorrelated with the other predictors. Thus, if VIF = 1, the
variable is uncorrelated with the other predictors. However, note that in the case of
errors that are not independently identically distributed, as is the case with repeated
measures on subjects, the VIF is not exactly the amount that the variance is inflated
by because the error structure is different. But the VIF will still give us a concise
idea as to how correlated variables are, as will be shown in the case of flow variables,
where VIFs are on an order of magnitude of 109. Compare this to the ACTG example
in which VIFs are all approximately 1. In Table 4.3 the VIF for each predictor for
the ACTG data is given.
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Table 4.3. Variance inflation factors for ACTG data
Predictor VIF
Time 1.003
Arm B 1.726
Arm C 1.679
Arm D 1.726
Arm E 1.796
Arm F 1.796
P1 1.032
P10 1.072
P12 1.127
P13 1.132
P14 1.065
P15 1.113
P19 1.163
P35 1.110
P36 1.145
P37 1.054
P41 1.093
P57 1.067
P60 1.142
P61 1.112
P62 1.088
P63 1.125
P64 1.080
P69 1.115
P70 1.087
P71 1.252
P72 1.088
P77 1.291
P93 1.342
For each variable in the ACTG data set, VIF is close to 1. This indicates that
there is not a high degree of collinearity among the predictors, and thus the ridge
component may not be necessary. We will run the MR regression anyway and compare
results to the regular mixed model.
Our mixed ridge model will include random intercept and time for each subject.
We have 29 predictor variables including time, treatment group at baseline, and
mutation at each of 24 sites. We run the mixed ridge regression with an EM algorithm
for this data as we did with our simulations. In order to approximate the distribution
of the test statistics and find adjusted p-values from our mixed ridge model under the
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complete null hypothesis we use the free step-down resampling adjustment described
by Westfall and Young (1993).
Note that our data set is quite large and therefore we run into some computational
difficulties. In order to invert the covariance matrix V we use a Schur complement on
a partitioned matrix, as further described in the previous section (Zhang, F., 2005).
Additionally, we use less memory by storing the variance matrices R and D as sparse
matrices (Tewarson, 1973) by using the SparseM package in R.
Results are in Table 4.4. After adjusting for multiple testing, our mixed ridge
model finds three variables to be significantly predictive of CD4+ count at the α =
0.05 level; the same number found by the traditional mixed model. These variables
are time and mutations at P36 and P57. This indicates that MR performs as well
as the mixed model but not better, likely because correlations are less than 0.80,
as demonstrated in the simulation study. MR finds three variables to be significant
at the .10 level that the mixed model does not find. The mixed model, however,
finds one variable to be significant at the .10 level that MR does not find. Therefore
we cannot conclude that MR is any better than the mixed model in this case. We
estimate λˆ ≈ 0.001; although the estimate is small, it results in noticeable shrinkage of
estimates compared with the mixed model. The addition of this shrinkage parameter
results in smaller standard errors over all, can result in a higher rate of discovery.
Additionally, see the QQ-normal plot for the t-statistics of the mutation site vari-
ables in Figure 4.2. This plot compares the distributions of the observed test statistics
versus the expected test statistics. On the x-axis are the theoretical quantiles for the
standard normal distribution, and on the y-axis are the sample quantiles. We expect
our points to approximately follow the y = x line, which they do.
In this example, MR performs just as well but not better than the mixed model
in detecting significance. In the next two examples, we will present data with very
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Table 4.4. Results from data example, Mixed Ridge (MR) vs. Mixed Model
Mixed Mixed Ridge
Variable name Estimate (SE) t-statistic (p-value) Estimate (SE) t-statistic (p-value)
Time 1.67 (0.05) 32.25 (0.000) 1.71 (0.04) 45.86 (0.000)
Arm B 13.76 (28.05) 0.49 (0.624) 25.93 (37.74) 0.69 (0.298)
Arm C -20.77 (28.61) -0.73 (0.468) 3.85 (39.60) 0.10 (0.194)
Arm D 26.22 (28.24) 0.93 (0.353) 48.54 (38.51) 1.26 (0.142)
Arm E -15.35 (27.16) -0.57 (0.572) 19.17 (35.26) 0.54 (0.412)
Arm F -16.48 (26.90) -0.61 (0.540) 13.47 (35.15) 0.38 (0.536)
P10 -41.73 (26.33) -1.59 (0.113) -62.35 (34.14) -1.83 (0.070)
P12 -4.05 (23.17) -0.17 (0.861) -6.29 (25.46) -0.25 (0.620)
P13 -10.00 (21.27) -0.47 (0.638) -5.49 (22.46) -0.24 (0.620)
P14 10.67 (25.38) 0.42 (0.674) 29.71 (31.35) 0.95 (0.214)
P15 5.79 (21.78) 0.27 (0.790) 7.80 (23.62) 0.33 (0.546)
P19 -0.27 (24.37) -0.01 (0.991) -5.02 (28.90) -0.17 (0.620)
P35 24.03 (18.59) 1.29 (0.197) 17.40 (16.60) 1.05 (0.176)
P36 -49.98 (20.85) -2.40 (0.017) -52.43 (20.55) -2.55 (0.016)
P37 -13.37 (16.52) -0.81 (0.418) -16.77 (13.35) -1.26 (0.142)
P41 -20.27 (18.08) -1.12 (0.263) -19.91 (15.49) -1.29 (0.130)
P57 51.74 (23.97) 2.16 (0.031) 62.4 (28.00) 2.23 (0.032)
P60 -16.23 (29.56) -0.55 (0.583) -20.53 (42.14) -0.49 (0.462)
P61 -66.01 (37.63) -1.75 (0.080) -52.15 (66.70) -0.78 (0.256)
P62 18.90 (18.82) 1.00 (0.316) 26.45 (16.59) 1.59 (0.098)
P63 4.62 (20.27) 0.23 (0.820) 9.40 (19.30) 0.49 (0.462)
P64 -28.75 (18.96) -1.52 (0.130) -21.11 (17.41) -1.21 (0.148)
P69 -0.26 (27.06) -0.01 (0.992) 8.69 (35.22) 0.25 (0.620)
P70 -9.19 (33.34) -0.28 (0.783) 26.38 (52.61) 0.50 (0.454)
P71 -22.03 (30.81) -0.72 (0.475) -8.25 (43.82) -0.19 (0.620)
P72 19.80 (23.08) 0.86 (0.391) 26.40 (26.47) 1.00 (0.194)
P77 -30.63 (19.08) -1.61 (0.109) -32.79 (17.68) -1.85 (0.068)
P93 24.01 (19.97) 1.20 (0.230) 23.79 (18.97) 1.25 (0.144)
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Figure 4.2. Red circle indicates that variable was found to be significant at α = 0.05
for mixed-ridge; grey circle indicates significant variable at α = 0.05 for mixed model
highly correlated variables, for which MR shows significant improvement over mixed
modeling.
4.2.3 Data example: flow cytometry
Next we use mixed ridge regression to estimate parameters for our flow cytometry
data. Recall that our data set includes 64 flow cytometry variables which are highly
correlated with each other. As noted above, our flow variables, by design, are highly
correlated. Measures taken on the four quandrants from one plate are highly cor-
related with each other because the four quandrants sum to 100%, and additionally
measures across multiple plates will be correlated because they are measuring some
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of the same cell counts. Because of this, we expect that a mixed model without ridge
component will result in inflated variances and therefore low power. The mixed ridge
method should be very appropriate for analyzing this data, because it includes ran-
dom components for subject and time and corrects for correlated variables by adding
the ridge component. In fact, a mixed model (or mixed ridge with ridge compo-
nent set to zero) is unable to estimate parameters at all due to the almost perfect
correlation of some flow variables.
We have 127 unique individuals measured a total of 236 times; subjects are mea-
sured between 2 and 4 times, with most subjects measured 2 or 3 times. Time of
measurement varies from 0 to 36 weeks, where 0 weeks represents baseline. All of
our data is pre-randomization, as mentioned earlier, meaning that subjects are not
yet assigned to treatment-interruption groups. Our outcome, Y , is CD4+ count, a
measure of immune-reconstitution. Both predictors and outcome are measured over
subject and time.
In addition to our fixed predictors, we include a random component for each sub-
ject for intercept and time. For subjects who are only measured once, time component
should be 0. Our variance components for our fixed β and our random b are estimated
by an EM algorithm, in which we also estimate our ridge component λ.
Unlike our analysis using tree-based methods in which we used all binary data, we
can use continuous predictors and outcome for mixed ridge regression. For our tree-
based analyses, we had converted our flow data and CD4+ measurements into binary
data because logic regression cannot be performed on continuous data. Additionally,
we used only baseline predictors when we performed tree-based analyses, but now we
can use predictors measured over multiple time points.
We again use Westfall and Young’s method for adjusting p-values due to multiple
testing. Results are below in Table 4.7. We estimate λˆ = 1.4. A QQ-plot of the
t-statistics for the flow variables is in Figure 4.3. The test statistics in this case do
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appear to somewhat deviate from the y = x line, particularly the three points in the
lower quantiles which represent significant predictors under mixed ridge estimation,
as well as the points in the upper quantile range, some of which are not associated
with significant predictors. Additionally. most of the observations fall above the
y = x line.
Because there are so many variables in the flow cytometry data, it may be more
clear to look at a table of VIFs (Table 4.6). Because of the extremely high degree of
collinearity, some VIFs are on the order of 109, indicating an enormous inflation of
variance. This is expected, as variables are actually linear combinations of each other
by design.
-2 -1 0 1 2
-4
-3
-2
-1
0
1
2
3
Theoretical Quantiles
S
am
pl
e 
Q
ua
nt
ile
s
Normal Q-Q for t-statistics of flow variables for mixed-ridge estimation
p-value < .05
Figure 4.3. Red circle indicates that variable was found to be significant at α = .05
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Table 4.5. Correlation among predictor variables for flow cytometry data (not all
variables included)
CD45-CD3+ CD45+CD3+ Lin-DR- Lin+DR- Lin-DR+ Lin+DR+
CD3-CD8- 0.17 1.00 0.86 0.95 0.90 1.00
CD3+CD8- 0.15 0.98 0.85 0.96 0.95 0.98
CD3-CD8+ 0.16 0.99 0.84 0.97 0.94 0.98
CD3+CD8+ 0.21 0.99 0.78 0.96 0.82 0.99
CD3-DR- 0.18 1.00 0.85 0.96 0.90 1.00
CD3+DR- 0.19 1.00 0.82 0.96 0.87 1.00
CD3-DR+ 0.20 1.00 0.79 0.97 0.85 1.00
CD3+DR+ 0.22 0.97 0.74 0.94 0.76 0.98
CD45-CD3- 0.24 0.73 0.68 0.70 0.71 0.73
CD45+CD3- 0.14 0.99 0.91 0.93 0.95 0.98
CD45-CD3+ 1.00 0.18 0.05 0.20 0.07 0.19
CD45+CD3+ 0.18 1.00 0.84 0.96 0.89 1.00
Lin-DR- 0.05 0.84 1.00 0.69 0.92 0.81
Lin+DR- 0.20 0.96 0.69 1.00 0.84 0.97
Lin-DR+ 0.07 0.89 0.92 0.84 1.00 0.88
Lin+DR+ 0.19 1.00 0.81 0.97 0.88 1.00
CD3+CD8+CD45RA-CD62L 0.25 0.93 0.60 0.94 0.67 0.94
CD3+CD8+CD45RA+CD62L- 0.19 0.99 0.83 0.93 0.84 0.99
CD3+CD8+CD45RA-CD62L+ 0.25 0.93 0.60 0.94 0.67 0.94
CD3+CD8+CD45RA+CD62L+ 0.08 0.92 0.94 0.85 1.00 0.90
CD3+CD8+CD38-CD28- 0.15 0.93 0.92 0.82 0.87 0.92
CD3+CD8+CD38+CD28- 0.24 0.95 0.67 0.93 0.71 0.96
CD3+CD8+CD38-CD28+ 0.12 0.90 0.94 0.78 0.88 0.88
CD3+CD8+CD38+CD28+ 0.16 0.99 0.90 0.93 0.93 0.99
CD3+CD8+DR-CD95- 0.28 0.76 0.33 0.82 0.41 0.79
CD3+CD8+DR+CD95- -0.00 0.74 0.98 0.58 0.90 0.71
CD3+CD8+DR-CD95+ 0.28 0.73 0.27 0.79 0.36 0.76
CD3+CD8+DR+CD95+ 0.03 0.82 0.97 0.71 0.97 0.80
CD3-DR+CD56-CD16- 0.15 0.98 0.83 0.95 0.91 0.98
CD3-DR+CD56+CD16- 0.22 0.98 0.77 0.95 0.81 0.99
CD3-DR+CD56-CD16+ 0.11 0.56 0.35 0.57 0.39 0.57
CD3-DR+CD56+CD16+ 0.22 0.92 0.69 0.88 0.69 0.92
CD3+CD8+CD7-CD154- 0.01 0.75 0.99 0.57 0.88 0.71
CD3+CD8+CD7+CD154- 0.21 0.99 0.77 0.96 0.82 0.99
CD3+CD8+CD7-CD154+ -0.04 -0.04 -0.03 -0.04 -0.04 -0.04
CD3+CD8+CD7+CD154+ 0.06 0.50 0.37 0.59 0.58 0.51
CD45+CD3+CD8-CD4- 0.15 0.97 0.83 0.96 0.95 0.97
CD45+CD3+CD8+CD4- 0.19 1.00 0.82 0.95 0.85 1.00
CD45+CD3+CD8-CD4+ 0.14 0.98 0.88 0.95 0.96 0.97
CD45+CD3+CD8+CD4+ 0.08 0.90 0.90 0.86 1.00 0.88
Lin-DR+CD123-CD11c- -0.07 -0.10 -0.07 -0.10 -0.10 -0.10
Lin-DR+CD123+CD11c- -0.06 -0.11 -0.10 -0.12 -0.12 -0.11
Lin-DR+CD123-CD11c+ -0.03 -0.06 -0.05 -0.07 -0.07 -0.06
Lin-DR+CD123+CD11c+ 0.06 0.18 0.25 0.15 0.25 0.18
CD3+CD8-CD45RA-CD62L 0.15 0.99 0.86 0.96 0.93 0.98
CD3+CD8-CD45RA+CD62L- 0.07 0.90 0.94 0.81 0.96 0.88
CD3+CD8-CD45RA-CD62L+ 0.21 0.96 0.68 1.00 0.83 0.97
CD3+CD8-CD45RA+CD62L+ 0.05 0.84 0.85 0.82 0.98 0.83
CD3+CD8-CD38-CD28- 0.00 0.46 0.49 0.42 0.50 0.45
CD3+CD8-CD38+CD28- 0.19 0.86 0.51 0.96 0.72 0.88
CD3+CD8-CD38-CD28+ 0.07 0.88 0.95 0.79 0.95 0.86
CD3+CD8-CD38+CD28+ 0.15 0.99 0.88 0.95 0.95 0.98
CD3+CD8-DR-CD95- 0.25 0.92 0.57 0.97 0.71 0.94
CD3+CD8-DR+CD95- -0.00 0.75 0.92 0.66 0.96 0.73
CD3+CD8-DR-CD95+ 0.27 0.76 0.32 0.83 0.42 0.79
CD3+CD8-DR+CD95+ 0.03 0.84 0.95 0.76 0.99 0.82
CD3-DR-CD56-CD16- 0.07 0.62 0.56 0.55 0.52 0.61
CD3-DR-CD56+CD16- 0.10 0.90 0.96 0.80 0.96 0.88
CD3-DR-CD56-CD16+ 0.09 0.76 0.68 0.72 0.72 0.76
CD3-DR-CD56+CD16+ 0.20 0.99 0.79 0.97 0.85 0.99
CD3+CD8-CD7-CD154- 0.16 0.99 0.88 0.92 0.89 0.99
CD3+CD8-CD7+CD154- 0.14 0.97 0.86 0.95 0.97 0.96
CD3+CD8-CD7-CD154+ 0.07 0.60 0.49 0.58 0.54 0.60
CD3+CD8-CD7+CD154+ 0.10 0.58 0.34 0.71 0.59 0.60
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We find that 10 variables are significant at the α = .05 level (including 4 at the
.01 level) after adjusting for multiple testing using Westfall and Young’s free step-
down resampling, as previously mentioned. These variables include time, Lin+DR-,
CD45+CD3+CD8+CD4-. CD3+CD8-DR-CD95-, CD45+CD3-, CD3+CD8-CD38-
CD28+, CD3-DR-CD56+CD16+, Lin-DR+CD123-CD11c+, CD3-CD8-, and Lin-
DR+CD123+CD11c-. Note that one of these variables, CD3-DR-CD56+CD16+,
was found to be the most significant variable from our tree-based analyses as well
as the univariate analysis. Another highly predictive variable discovered in the tree-
based analyses was Lin-DR-, which is highly correlated with the most predictive flow
variable in this analysis, Lin+DR- with ρ = 0.69.
Some of the variables found to be significant are highly correlated with each other,
as shown in Table 4.5 which gives an example of several predictors and their pairwise
correlation with all other predictors in the flow data (the full chart is not given because
the data set is quite large). For example, CD45+CD3+ is correlated with ρ ≈ 1.00
with several predictors including CD3-CD8- and CD3+DR- (in the table ρ is rounded
to two decimal places; the actual correlations are slightly less than 1.00); Lin+DR+
is also correlated with ρ ≈ 1.00 with CD3-DR+ and CD3+DR-. Because of such
high correlations, the mixed model without ridge component is unable to estimate
coefficients. Mixed ridge regression is able to estimate coefficients and find significant
predictors that are highly correlated.
4.2.4 Data example: the GENE study
The Genetics of Evoked-Responses to Niacin and Endotoxemia (GENE) study is
an ongoing trial designed to characterize the effects of genetic factors on the response
to niacin therapy and endotoxin. Healthy volunteers were given endotoxin, which
produces a mild-inflammatory response that can last from 6-8 hours. At certain
time points during a 24-hour period, vital signs such as blood pressure and temper-
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ature were measured, as well as Tumor necrosis factor-alpha (TNF), Apolipoprotein
A1 (Apo-A1), Apolipoprotein B (Apo-B), Cholesterol (Chol) High-density lipopro-
tein (HDL), Low-density lipoprotein (cLDL), Phospholipids (Phos), and Triglycerides
(Tri). The data arising from this study is longitudinal with predictors having corre-
lation coefficients of up to 0.95, which indicates that MR regression is appropriate.
We perform the analysis using the lipid measurements at times 0, 6, 12, and 24 hours
as predictors and systolic blood pressure over time as outcome. A plot of systolic
blood pressure over time is in Figure 4.4. Because we suspect that change in systolic
blood pressure between times 0-6, 6-12, and 12-24 hours is piecewise-linear, we use
linear splines (Fitzmaurice, 2004) with knots or change points at times 6 and 12. In
general, if the knot are at times t∗1 and t
∗
2 and Xk is covariate k, k = 1, ..., p
E(Yij) = β1 + β2Timeij + β3(Timeij − t∗1)+ + β4(Timeij − t∗2)+ +
p∑
k=5
βkXijk (4.8)
where (Timeij − t∗)+ = (Timeij − t∗) when Timeij > t∗, and 0 otherwise.
Also included in the model are random within-subject effects for intercept and
slope. We have n = 189 unique subjects, measured a total of N = 733 times. The
mixed ridge regression is compared to a mixed model, and p-values are adjusted for
multiple testing using the Westfall and Young approach. Variances for the mixed
ridge regression are computed using Louis’ method. For the mixed model, two p-
values are given for each coefficient- the first is the raw p-value and the second is
adjusted for multiple testing using the Westfall and Young approach. A table of
correlations among the predictor variables is included in Table 4.8.
The VIF for most of the GENE variables is quite high (see Table 4.9). We can
conclude that there is a high degree of collinearity among predictors from both this
analysis and the table of pairwise correlations.
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Figure 4.4. Plot of blood pressure over time for GENE study
The coefficient estimates, standard errors and corresponding observed test statis-
tics for the mixed ridge and mixed modeling approaches are given in Table 4.10 and
illustrated in Figure 4.5. After adjusting for multiple testing, the MR approach iden-
tifies APOb as significantly associated with systolic blood pressure over time, while
the usual mixed modeling approach is unable to detect this association. As seen
from the table of correlations, APOb is correlated with cLDL with ρ = 0.95 and
with Chol with ρ = 0.88. These high correlations result in the inflation of variances
for the mixed model; the added ridge component results in reduced variance and an
additional finding.
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Figure 4.5. Red circle indicates that variable was found to be significant at α = .05
4.3 Discussion
In this section we have presented an EM algorithm to estimate the shrinkage
parameter and variance components of our mixed ridge model, and therefore enables
us to estimate parameters for this model when variance parameters are unknown. A
simulation study shows that the mixed ridge regression results in smaller estimated
variances of our coefficients compared with the mixed model without ridge component.
Additionally, the ridge component does not result in a much higher type I error rate
(0.050 versus 0.054). The power of the mixed ridge regression when β = 0.2 becomes
much greater than the power for the same parameter in the mixed model as the
correlation among predictors, ρ, increases. As the ρ approaches 1, power decreases
much more quickly for the mixed model. This suggests that when predictors are
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highly correlated, the mixed ridge model shows marked improvement over the mixed
model without ridge component.
Two data examples were given to demonstrate the applications of mixed ridge
regression. The first was the ACTG data. Predictors included mutation variables at
different sites which were somewhat correlated with each other. We used longitudinal
outcome and predictors at baseline in the model, and included a random intercept and
time component. We compared the results from the mixed ridge regression to a mixed
model. Although our estimated ridge component was small, there was a good deal
of bias in our parameter estimates compared to the estimates from the mixed model,
due to the large number of predictors. Estimated variances for the components in
the mixed ridge regression, however, were smaller than those from the mixed model,
so the rate of discovery for the mixed ridge regression was higher. If we are more
interested in reducing the type I error rate than increasing the power, the regular
mixed model may be better for this data, which is not very highly correlated. If we
are more interested in potential discoveries, the mixed ridge regression is preferred.
The second data set we used as an example was the flow cytometry data that
has been used in previous sections. The predictors in this data set are extremely
highly correlated, with some variables having correlation coefficients of more than
0.99. In fact, we are unable to perform mixed modeling without ridge component on
this data because the correlation results in singular matrices. In this case, a ridge
component is necessary. The estimates are probably quite biased, but we are able to
make discoveries about which predictors are significant. Some of the variables found
to be significant were also found significant by our tree-based methods.
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Table 4.6. Variance inflation factors for flow data
Predictor VIF
Time 3.91
CD3-CD8- 50446934464.35
CD3+CD8- 49248463608.45
CD3-CD8+ 743794036.51
CD3+CD8+ 320415469202.13
CD3-DR- 3996063587.22
CD3+DR- 214161378447.41
CD3-DR+ 7093115062.11
CD3+DR+ 6134933717.17
CD45-CD3- 7142193.94
CD45+CD3- 16799618123.01
CD45-CD3+ 20753.74
CD45+CD3+ 205002600421.99
Lin-DR- 89084327.08
Lin+DR- 21447346594.84
Lin-DR+ 132349.21
Lin+DR+ 1038649098.17
CD3+CD8+CD45RA-CD62L 15990625008.42
CD3+CD8+CD45RA+CD62L- 2073070077.00
CD3+CD8+CD45RA-CD62L+ 5404072046.34
CD3+CD8+CD45RA+CD62L+ 4847644208.30
CD3+CD8+CD38-CD28- 104861527.05
CD3+CD8+CD38+CD28- 45879958103.01
CD3+CD8+CD38-CD28+ 40757299.64
CD3+CD8+CD38+CD28+ 30063781920.54
CD3+CD8+DR-CD95- 17618889674.08
CD3+CD8+DR+CD95- 8169209874.98
CD3+CD8+DR-CD95+ 17476540499.08
CD3+CD8+DR+CD95+ 12984080192.96
CD3-DR+CD56-CD16- 675296347.83
CD3-DR+CD56+CD16- 1325941170.67
CD3-DR+CD56-CD16+ 9185768.59
CD3-DR+CD56+CD16+ 81091693.27
CD3+CD8+CD7-CD154- 717312112.88
CD3+CD8+CD7+CD154- 185684820127.42
CD3+CD8+CD7-CD154+ 9.95
CD3+CD8+CD7+CD154+ 161273.45
CD45+CD3+CD8-CD4- 330261614.61
CD45+CD3+CD8+CD4- 139113769823.17
CD45+CD3+CD8-CD4+ 17637830821.44
CD45+CD3+CD8+CD4+ 3424861.01
Lin-DR+CD123-CD11c- 3049054.67
Lin-DR+CD123+CD11c- 2015105.86
Lin-DR+CD123-CD11c+ 5307784.70
Lin-DR+CD123+CD11c+ 9366706.59
CD3+CD8-CD45RA-CD62L 461034525.63
CD3+CD8-CD45RA+CD62L- 34542207.22
CD3+CD8-CD45RA-CD62L+ 4727287794.89
CD3+CD8-CD45RA+CD62L+ 1832794194.35
CD3+CD8-CD38-CD28- 1899017.71
CD3+CD8-CD38+CD28- 130294258.95
CD3+CD8-CD38-CD28+ 106622150.35
CD3+CD8-CD38+CD28+ 15927315005.76
CD3+CD8-DR-CD95- 453936391.38
CD3+CD8-DR+CD95- 1477689103.31
CD3+CD8-DR-CD95+ 3084270688.93
CD3+CD8-DR+CD95+ 3793955438.43
CD3-DR-CD56-CD16- 44993647.58
CD3-DR-CD56+CD16- 109925636.47
CD3-DR-CD56-CD16+ 12311617.04
CD3-DR-CD56+CD16+ 2077481939.72
CD3+CD8-CD7-CD154- 296536149.69
CD3+CD8-CD7+CD154- 18529137962.07
CD3+CD8-CD7-CD154+ 3328.42
CD3+CD8-CD7+CD154+ 1184629.95
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Table 4.7. Results from mixed ridge model for flow cytometry data, p-values ad-
justed for multiple testing using the Westfall and Young approach
Predictor Estimate (SE) t-statistic (p-value)
Time 2.58 (0.33) 7.76 (0.000)
Lin+DR- -0.32 (0.08) -4.05 (0.000)
Lin-DR+CD123+CD11c- 1.05 (0.37) 2.84 (0.016)
CD45+CD3- -1.19 (0.42) -2.82 (0.016)
CD3+CD8-DR-CD95- 1.09 (0.41) 2.66 (0.028)
Lin-DR+CD123-CD11c+ 0.79 (0.31) 2.56 (0.032)
CD3+CD8-CD38-CD28+ 1.09 (0.43) 2.54 (0.032)
CD45+CD3+CD8+CD4- -1.16 (0.47) -2.49 (0.038)
CD3-DR-CD56+CD16+ 0.79 (0.34) 2.32 (0.058)
CD3-CD8- -0.98 (0.46) -2.11 (0.112)
CD3-DR-CD56-CD16+ 0.74 (0.40) 1.85 (0.280)
CD3+CD8-CD45RA+CD62L+ 0.77 (0.42) 1.84 (0.284)
CD3+CD8+DR-CD95+ 0.55 (0.33) 1.68 (0.418)
CD45+CD3+CD8-CD4+ 0.79 (0.48) 1.66 (0.420)
CD3-DR-CD56-CD16- 0.54 (0.33) 1.63 (0.436)
Lin-DR+CD123+CD11c+ 0.48 (0.30) 1.59 (0.468)
CD3+CD8-CD45RA-CD62L 0.65 (0.42) 1.52 (0.524)
CD3-DR+CD56-CD16+ 0.56 (0.37) 1.51 (0.524)
CD3+CD8- 0.78 (0.52) 1.49 (0.536)
Lin-DR+CD123-CD11c- 0.51 (0.35) 1.46 (0.570)
CD3-DR+CD56+CD16- 0.51 (0.35) 1.44 (0.584)
CD3+CD8+CD38-CD28- 0.59 (0.43) 1.39 (0.662)
CD3-DR-CD56+CD16- -0.54 (0.43) -1.26 (0.758)
CD3+CD8-DR-CD95+ -0.48 (0.40) -1.20 (0.802)
CD45+CD3+ 0.46 (0.40) 1.16 (0.820)
CD3+CD8+CD7+CD154- 0.54 (0.47) 1.14 (0.830)
CD3+CD8+CD45RA+CD62L+ 0.51 (0.46) 1.11 (0.846)
Lin-DR- -0.38 (0.41) -0.93 (0.948)
CD3-DR+CD56-CD16- 0.29 (0.31) 0.92 (0.950)
CD3+DR- 0.31 (0.41) 0.74 (0.992)
CD3+CD8+CD45RA+CD62L- 0.28 (0.42) 0.65 (0.998)
CD3+CD8-CD38+CD28+ 0.24 (0.38) 0.63 (1.000)
CD3+CD8+CD38-CD28+ 0.31 (0.49) 0.63 (1.000)
CD3+CD8+CD7-CD154- -0.35 (0.56) -0.62 (1.000)
CD3+CD8-CD45RA+CD62L- -0.29 (0.48) -0.61 (1.000)
CD3+CD8-CD7+CD154+ 0.33 (0.55) 0.60 (1.000)
CD3+CD8+CD38+CD28- 0.22 (0.36) 0.59 (1.000)
CD3+CD8-CD7+CD154- 0.22 (0.42) 0.54 (1.000)
CD3+CD8-DR+CD95+ 0.25 (0.47) 0.53 (1.000)
CD3+CD8-CD7-CD154- 0.25 (0.48) 0.52 (1.000)
CD3+CD8+DR-CD95- 0.16 (0.33) 0.49 (1.000)
CD3-DR- -0.23 (0.46) -0.49 (1.000)
CD3+CD8-CD45RA-CD62L+ -0.18 (0.40) -0.45 (1.000)
CD3+CD8+CD45RA-CD62L 0.16 (0.39) 0.41 (1.000)
CD3+CD8+CD38+CD28+ -0.17 (0.42) -0.40 (1.000)
CD45+CD3+CD8-CD4- 0.22 (0.57) 0.38 (1.000)
CD3-DR+CD56+CD16+ -0.13 (0.39) -0.32 (1.000)
Lin+DR+ 0.12 (0.41) 0.29 (1.000)
CD45-CD3+ 0.16 (0.59) 0.27 (1.000)
CD3+DR+ -0.12 (0.47) -0.26 (1.000)
CD3-DR+ -0.14 (0.53) -0.26 (1.000)
CD45-CD3- 0.11 (0.45) 0.25 (1.000)
CD3+CD8+CD45RA-CD62L+ -0.11 (0.46) -0.25 (1.000)
CD3+CD8+ -0.10 (0.48) -0.21 (1.000)
CD3-CD8+ 0.12 (0.56) 0.21 (1.000)
CD3+CD8-CD38-CD28- -0.08 (0.50) -0.17 (1.000)
CD3+CD8+CD7+CD154+ 0.10 (0.59) 0.16 (1.000)
CD3+CD8-DR+CD95- 0.07 (0.58) 0.12 (1.000)
CD3+CD8+DR+CD95+ 0.04 (0.37) 0.10 (1.000)
CD3+CD8-CD38+CD28- -0.03 (0.46) -0.07 (1.000)
CD3+CD8-CD7-CD154+ 0.04 (0.60) 0.07 (1.000)
CD45+CD3+CD8+CD4+ 0.03 (0.60) 0.04 (1.000)
Lin-DR+ -0.02 (0.60) -0.04 (1.000)
CD3+CD8+DR+CD95- 0.01 (0.42) 0.02 (1.000)
CD3+CD8+CD7-CD154+ 0.00 (0.60) 0.00 (1.000)
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Table 4.8. Correlation matrix for variables in GENE study
Time t∗1 t
∗
2 TNF APOa APOb Chol HDL Trig Phos cLDL
Time 1.00 0.97 0.88 0.01 0.01 -0.01 -0.01 0.01 -0.05 -0.00 -0.01
t∗1 0.97 1.00 0.94 0.00 0.00 -0.01 -0.01 0.01 -0.04 -0.01 -0.01
t∗2 0.88 0.94 1.00 0.00 0.00 -0.01 -0.01 0.01 -0.04 -0.01 -0.01
TNF 0.01 0.00 0.00 1.00 0.13 0.04 0.04 0.07 -0.05 0.02 0.03
APOa 0.01 0.00 0.00 0.13 1.00 0.07 0.40 0.87 0.01 0.66 0.01
APOb -0.01 -0.01 -0.01 0.04 0.07 1.00 0.88 -0.12 0.40 0.56 0.95
Chol -0.01 -0.01 -0.01 0.04 0.40 0.88 1.00 0.29 0.31 0.79 0.90
HDL 0.01 0.01 0.01 0.07 0.87 -0.12 0.29 1.00 -0.32 0.46 -0.11
Trig -0.05 -0.04 -0.04 -0.05 0.01 0.40 0.31 -0.32 1.00 0.42 0.27
Phos -0.00 -0.01 -0.01 0.02 0.66 0.56 0.79 0.46 0.42 1.00 0.55
cLDL -0.01 -0.01 -0.01 0.03 0.01 0.95 0.90 -0.11 0.27 0.55 1.00
Table 4.9. Variance Inflation Factors for GENE data
Predictor VIF
Time 2.00
t∗1 4.19
t∗2 4.15
TNF 1.09
APOa 9.10
APOb 20.40
Chol 11836.56
HDL 2562.44
Trig 601.91
Phos 7.01
cLDL 9353.65
Table 4.10. Results from data example, Mixed Ridge (MR) vs. Mixed Model
Mixed Mixed Ridge
Variable name Estimate (SE) t-statistic (p-val raw, p-val adj) Estimate (SE) t-statistic (p-value)
Time 0.46 (0.16) 2.90 (0.004, 0.043) 0.47 (0.12) 3.99 (0.006)
APOb -0.18 (0.09) -1.94 (0.053, 0.271) -0.24 (0.07) -3.59 (0.018)
Phos -0.05 (0.03) -1.35 (0.176, 0.336) -0.06 (0.02) -2.67 (0.104)
t∗1 Spline -0.40 (0.26) -1.55 (0.122, 0.387) -0.40 (0.20) -2.00 (0.366)
APOa 0.08 (0.05) 1.79 (0.079, 0.271) 0.07 (0.04) 1.96 (0.366)
Chol 0.49 (1.20) 0.41 (0.684, 0.769) 1.16 (0.94) 1.23 (0.696)
HDL -0.55 (1.20) -0.46 (0.646, 0.769) -1.16 (0.94) -1.23 (0.696)
t∗2 Spline -0.17 (0.18) -0.93 (0.354, 0.649) -0.18 (0.15) -1.15 (0.696)
Trig -0.08 (0.24) -0.34 (0.733, 0.769) -0.21 (0.19) -1.09 (0.696)
cLDL -0.35 (1.20) -0.29 (0.769, 0.769) -0.98 (0.94) -1.04 (0.696)
TNF 0.15 (0.20) 0.75 (0.452, 0.712) 0.11 (0.13) 0.84 (0.696)
72
CHAPTER 5
COMMENTS ON METHODOLOGY AND RESULTS
We have described and demonstrated a number of methods that may be useful in
the analysis of large data sets with correlated predictors with potentially longitudinal
measurements; particularly we are interested in the analysis of the huge quantities
of genomic data that have recently become available. The goal of the first part of
our study was to compare a number of tree based methods for their capability to
select immunological predictors of CD4 reconstitution in HIV infected subjects. As
described in Section 1.5, all of our tree-based methods as well as the univariate ap-
proach suggested that CD3-DR-CD56+CD16+ was an important predictor of CD4+
count on therapy. Each of the tree-based methods gave us further intuition as to the
associations. CART and LR specifically gave a structure among predictor variables in
their relation to immune reconstitution, and Random Forest accounted for correlated
predictor variables and gave us a variable ranking.
Next we performed a simulation study to compare the tree-based methods. We
generated two types of data sets to evaluate how our methods work; one contained
correlated predictor variables which were predictive of outcome with coefficient vector
β. In this case, there was no structure among the predictive variables. In the second
case, we allowed structure such that one variable was only predictive of outcome
within a level of another variable. In both cases, predictors were generated so that
they were correlated with each other with correlation coefficient ρ, which ranged
from 0 to 0.99. We found that random forest was best at finding the order of variable
importance, while CART and sometimes LR were able to discern potential structure
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among variables. As ρ increased, however, RF was less able to determine the most
predictive variable, while LR almost always included the most predictive variables
in the model. The downside to this was a high Type I error rate: as ρ approached
1, LR included non-predictive variables in the model more than two-thirds of the
time. A solution is to use cross-validation to select the optimal number of trees and
leaves in a model. CART and RF were less likely to make type I errors, and LR may
be said to have greater power. Another downside to using LR is that we have to
dichotomize our variables before running the model, whereas CART and RF can be
used for continuous values of predictors. Our conclusion overall is that each method
may be best for different types of data. Using all three methods can give us additional
insight.
Although the tree-based methods account for correlated predictor variables, they
do not take into account correlation within subjects. Specifically, we want to account
for the longitudinal nature of our data and study the relation of flow variables over
time to immune reconstitution. We next proposed a mixed ridge estimator with EM
algorithm for estimating unknown variance parameters. A simulation study showed
that our mixed ridge estimation resulted in higher power and only slightly higher
type I error rate when compared with a mixed model.
In order to analyze data sets for which subjects are measured longitudinally at
potentially different numbers of times and at different time points, and for which
predictor variables are correlated, we developed a new method called mixed ridge
regression. This method combines a mixed model with ridge regression, which is
used when predictors are correlated in order to reduce variances of coefficients. A
simulation study was performed to show that as correlation among predictive variables
increases, ridge regression outperforms simple linear regression in that its power is
higher while type I error rate is not significantly inflated.
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Next we developed an EM algorithm for our MR regression by including an extra
step in the EM algorithm described by Laird and Ware (1982) for mixed modeling.
The EM algorithm is necessary because we will often have unknown variance com-
ponents on which parameters are dependent, and therefore we will need to estimate
them before estimating parameters. A simulation study showed that as correlation
among predictive variables increases, MR outperforms the mixed model by again re-
sulting in lower variances of coefficients, and therefore greater power. Again, type I
error is not significantly inflated.
The mixed ridge estimation was applied to three data set: flow cytometry data,
the GENE study on the effects of genetic factors on the response to niacin therapy and
endotoxin, and the ACTG data, on which we study the effects of SNPs at different
locations on CD4+ count for HIV patients. Each of these data sets has a different
correlation structure, with flow cytometry predictors being so correlated that we were
unable to fit a mixed model at all. On the other hand, the ACTG predictors only
had correlations of at most 0.30, while the GENE data had some variables that were
correlated with about ρ = 0.99.
Our results for mixed ridge regression using flow cytometry data were quite dif-
ferent from the results for tree-based methods. However, this should be expected as
the data used for the two sections were quite different. For instance, logic regression
can only be used for binary variables, we used only dichotomized data for all of our
tree-based methods for the sake of easy comparison. For mixed ridge regression, we
were able to use continuous data, which we expect will give a better idea of the ef-
fects of the predictors on immune reconstitution. Additionally, we used data over all
time point from weeks 0 to 36 for the mixed ridge regression, whereas we only used
predictors at baseline and CD4+ count at endpoint for our tree-based methods.
In the flow cytometry example, the most important variables according to our
mixed ridge model were time, Lin+DR-, CD45+CD3+CD8+CD4-. CD3+CD8-DR-
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CD95-, CD45+CD3-, CD3+CD8-CD38-CD28+, CD3-DR-CD56+CD16+, Lin-DR+CD123-
CD11c+, CD3-CD8-, and Lin-DR+CD123+CD11c-. The variable CD3-DR-CD56+CD16+
was found by our tree-based methods to be the most significant. Additionally,
Lin+DR- is highly correlated with Lin-DR-, a variable which was also found to be
significant by our tree-based methods. As we were unable to run a mixed model
without ridge component on this data, we cannot make direct comparisons between
the two methods. However, we conclude that MR is very useful for this type of data
because regular regression and mixed modeling cannot even be used due to the high
correlation.
The predictors in the ACTG data were less correlated than those from the flow
cytometry data, so we were able to perform mixed ridge regression and compare
these results with those from a mixed model without ridge component. In this case,
MR performed just as well as the mixed model, but not better. We conclude that
when correlations among predictors are lower than about ρ = 0.80 (as shown in the
simulation study), there is not much difference between MR and the mixed model.
Note that with large data sets we are often unable to perform regular matrix
manipulations due to the lack of memory available on the computer. This was the
case for our ACTG data, for which we would have had to invert a square matrix
with about 13000 rows and columns. We went about the inversion in a different
manner, using the Schur complement mentioned in Section 4.1. Additionally, we
stored variance matrices as sparse matrices, which take up much less room than a
regular matrix would. A matrix can be considered sparse if many of its elements are
0, as is the case with variance matrices R and D, as well as design matrix Z.
Finally, the GENE data contained predictors that were highly correlated, but we
were still able to fit a mixed model and compare it with MR. One variable, APO-b,
was found to be significant by MR and not by the mixed model.
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The methods described above are all potentially useful for the vast number of high
dimensional, correlated genetic data sets currently available. As shown above, each
is recommended in different circumstances.
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