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Basic results on stochastic differential equations in Hilbert and Banach space, 
linear stochastic evolution equations and some classes of nonlinear stochastic 
evolution equations are reviewed. The emphasis is on equations relevant to the 
study of spacetime stochastic processes. In particular the class of measure 
processes, the continuous analogs of spacetime population processes, is studied 
in detail. 
1. INTRODUCTION 
The study of Markov diffusion processes has played an important role in the 
development of stochastic processes both from the theoretical as well as the 
applied points of view. One of the earliest applications was to the study of the 
fluctuations of macroscopic physical variables due to thermal noise (see 
Uhlenbeck and Ornstein [5.34] and Uhlenbeck and Wang [5.35]). Central to this 
study was the Langevin equation which is a linear stochastic differential equation. 
At the second Berkeley Symposium, Feller [5.8] initiated the systematic applica- 
tion of diffusion processes to population biology. In that study, Feller considered 
diffusion processes as approximations to stochastic population models such as 
Branching processes and birth and death processes. The diision approximation 
is obtained by allowing parameters such as birth rate, death rate, and the mass 
attributed to each individual to go to zero or infinity. Feller observed that there 
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are essentially two situations in which a nondegenerate diffusion process is 
obtained. In the first fluctuations converge to zero in the real world scale and the 
limit process is obtained by amplifying the fluctuations by an appropriate 
factor. In this case the limit process is of the Ornstein Uhlenbeck (Gaussian) 
type. A system of this type is said to have microscopic$uctuations. The second 
situation is that in which the fluctuation process converges in the real world scale 
to a nondegenerate diffusion process. In this case the diffusion process satisfies 
a stochastic differential equation with nonconstant coefficients and is a mass 
process in the sense that the state space is R f. A system of this type is said to have 
macroscopic fluctuations. 
In recent years these studies have been carried a step further to include 
fluctuations in space as well as in time. For example, in the study of spacetime 
fluctuations of macroscopic physical variables van Vliet [5.36] has introduced a 
linear stochastic evolution equation which is the space time analog of the 
Langevin equation. In the study of stochastic population models, examples are 
the theory of branching diffusions in P (see Skorohod [5.31] ; Sevast’yanov 
[X29]; Davis [5.5], [5.6]; and Ikeda et al. [5.14]), birth, death, and migration 
models for spatially distributed populations (see Bailey [5.1]), spacetime epi- 
demic models (see Bartlett [5.2]) and stochastic population genetics models for 
geographically structured populations (see Fleming [5.9]; Malecot [5.22]). 
The dichotomy pointed out by Feller is even more pronounced in the case of 
spacetime models. For systems with microscopic fluctuations one obtains a 
linear stochastic evolution equation whose solution is usually a generalized (in 
the sense of Gel’fand and Vilenkin [4.6]) G au&an random function over space- 
time. For example, A. Martin-Lof and F. Spitzer [5.23] have pointed out that 
such a model would be expected as the approximation process to a conservative 
population of particles, performing independent Brownian motions with 
reflecting boundary in a compact domain in Rn ; n > 1. On the other 
hand systems with macroscopic fluctuations are described by nonlinear stochastic 
evolution equations whose solutions should be nonnegative generalized functions, 
i.e., measures. For example, such a model would be expected as an approximation 
process to branching diffusion process (with reflecting boundary) in a compact 
domain in Rn, n > 1. However, in this case certain mathematical difficulties 
arise. For example, no really satisfactory spacetime models of epidemics or 
stochastic population genetic models for geographically structured populations 
are available (see Fleming [5.9] f or a discussion of the difficulties in the latter 
case). This is the problem which we consider in this paper. 
One of the most useful tools in a constructive approach to Markov diffisions 
processes is Ito’s theory of stochastic differential equations. In this paper we 
attempt to apply these ideas to spacetime problems which leads to the study of 
nonlinear stochastic evolution equations. 
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The generic family of stochastic evolution equations can be described formally 
by the following symbolic expression: 
&/at = A(t)u + B(t, u) + C(t, u) + D(t)W + E(t, u, W), 
where 
(i) u(t) is a random function of t with values in a function space or 
generalized function space B over a Euclidean space Rd. 
(ii) W is an appropriate spacetime Gaussian white noise. 
(iii) A(t) is a family of unbounded linear operators which generate a 
propagator, 
(iv) B(t, U) is a “regular” nonlinear term, that is, it involves bounded but 
nonlinear operators, 
(v) C(t, U) is a “singular” nonlinear term, that is, it involves unbounded 
nonlinear operators, 
(vi) o(t) is a linear operator independent of U, and 
(vii) E(t, u, W) is a nonlinear transformation of a white noise process. 
If A(t) = B(t, 21) = 0, (1.1) is called a stochastic differential equation in B. 
The case in which B is a Hilbert space or scale of Hilbert spaces has been con- 
sidered by Daletskii [2.12] and Yor [2.33] and the case in which B is an abstract 
Wiener space has been considered by Kuo [3.21], and Kuo and Piech [3.23]. 
When one of A(*), B(*, *) or C(*, a) is nontrivial we refer to (1.1) as a stochastic 
evolution equation. The case in which A generates the evolution operator for the 
vibrating string and B(*, *) = C(*, *) = E(., ., 9) = 0 was considered by Cabana 
[3.9]. This is an example of a stochastic hyperbolic partial differential equation. 
The linear case [B(*, a) = C(., *) = E(., ., .) z 0] in which au/i% = A(t)u is 
a parabolic partial differential equation was considered by Bensoussan [5.3], 
Curtain and Falb [3.11], and Dawson [3.17]. The nonlinear case in which both 
A(.) and C(., 0) are nontrivial but E( *, *, *, *) = 0 was considered by Bensoussan 
and Teman [3.3], [3.4]. Th eir study of a stochastic Navier Stokes equation was 
motivated by the study of a Markovian random coupling model of turbulence. 
The case in which A is an elliptic partial differential operator and both E(*, *, *) 
and C(., .) are nontrivial would be the natural family arising in the study of 
stochastic population models with macroscopic fluctuations. However, for 
systems in which the local dispersal is population independent, we can assume 
C(., .) 3 0. The latter family of nonlinear stochastic evolution equations was 
studied by Dawson [3.1], Pardoux [3.29], and Viot I-3.331. 
In this paper we give a brief review of stochastic differential equations in 
abstract Wiener space, and linear stochastic evolution equations and give an 
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introduction to the theory of nonlinear stochastic evolution equations of the type 
arising in the study of stochastic population models having macroscopic fluctua- 
tions. We then give an introduction to the theory of measure processes which 
are motivated by this class of nonlinear stochastic evolution equations but which 
avoids certain difficulties encountered in their study. The basic idea is that the 
study of spatially distributed populations can be viewed as the study of evolving 
random measures and that the natural state space for the Markov process is the 
space &+(Rd), of nonnegative Bore1 measures on Rd. 
2. WHITE NOISE AND STOCHASTIC INTEGRALS 
Let .% be a separable real Hilbert space with inner product (e, *) and 
norm II . IIS - 
A Gaussian distribution on S is a Gaussian random linear functional @ on .%’ 
such that (2.1) f or each Q E SF, G(q) is a Gaussian random variable with mean 
zero and defined on a probability measure space (0, F, P) and (2.2) the 
covariance functional 
is a bilinear positive definite functional on SE” @ 2. Q defined above is a positive 
self-adjoint operator on &‘. 
A white noise Won 3? is a Gaussian distribution on ti such that 
or equivalently, 
Let 93 denote the space of infinitely differentiable functions with compact 
support in Ra. Ageneralized random field X, on 9 is a linear mapping from 9 into 
the space of random variables on a probability measure space (G, St, P) which 
satisfies 
if p*-+O in9, then X(9)J + 0 (2.4) 
in probability. A generalized random field X is said to have independent values 
(at every point) if the random variables X(q) and X($) are mutually independent 
random variables whenever SPT(~J) n SPT(#) = 0. 
The charactt=Gstic functional of a generalized random field X is defined by 
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The characteristic functional is positive definite. For a Gaussian random field 
having correlation functional I’(*, e), 
Lb) = RxP(-(l/2) P(v, 9)). 
THEOREM 2.1. In order that the functional defined by 
Lb) = EXP 1)" f b(xl ,..., 4) 4 ..* &jr (2.6) 
where f is a continuous function such that f (0) = 0 be the characteristic functional 
of somegewalized random field with independent values it is necessary and sufjcient 
that the function e f(s) be the characteristic function of some inf%zitely divisible 
random variable. 
Proof. See Gel’fand and Vilenkin [4.6, p. 2831. A more general characteriza- 
tion of local functionals was given by M.M. Rao [4.20] and [4.21]. 
Let J&H,) denote the family of (finite) positive Radon measures on Rd and 
let CJRe)(C,,(Re)) denote the family of continuous functions with compact 
support (vanishing at infinity). 
The weakest topology on A(.,& F) that makes the maps 
f, : J-&@F) + 4 
with f,(P) = P(9)) continuous for q~ E: Cc(Rd)(C,,(Rd)) is called the vague (weak*) 
topology. 
THEOREM 2.2. 
(i) JY and JtF are Polish spaces. 
(ii) The sets (CL : p(Rd) < a} are compact. 
Let g> denote the smallest a-algebra in & which makes p -+ p(B) measurable for 
each B E W where 9 is the a-algebra of Bore1 subsets of Rd. By a random measure is 
meant a measurable mapping of some probability space (Q, 9, P) into (.M, 9i). 
Let 
JV-E(/LEE::(B)EZ+;BES?}. 
A random measure X is a point process if X EN a.s. (Refer to D. J. Daley and D. 
Verre-Jones [5.4] for a recent exposition of the theory of point processes.) 
A generalized random field is positive if with probability 1 
X(v) > 0 for all q~ such that 9 >, 0. 
THEOREM 2.3. A positive generalized random field is a random measure. 
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Proof. See Schwartz [4.25, p. 291. 
Hence (2.6) yields a random measure with independent values if .z@ is the 
characteristic function of an infinitely divisible nonnegative random variable. 
Note that for a (finite) random measure the domain of definition of the charac- 
teristic functional can be extended, by continuity to Co(Rd)(C,,(Rd)). 
Let X1 and 3$ be Hilbert spaces and A E ..Y(Xr , ZJ, the space of bounded 
linear operators from J& to Xa . If A is a compact operator then it has a polar 
decomposition A = UT where T E -r;P(#r , Xs) is compact, symmetric and 
positive and U is an isometry from T.& to #a . The operator T has spectral 
decomposition of the form 
Tf = c Uf, ek> ek I 
k 
(2.7) 
where h, >, 0 and {e,J form a complete orthonormal basis of Hr. A is said to be 
HiZbert-Schmidt if 11 A 11: zz ck Aka < 0~). A is said to be nuclear (trace class) if 
11 A l]r z Ck 1 hk 1 < 03. Let Pr(til, .%$) denote the Banach space of nuclear 
operators and 5$(&r, &J denote the Banach space of Hilbert-Schmidt 
operators. 
THEOREM 2.4 (Minlos-Sazanov). Let se1 and &’ be two Hilbert spaces and 
i E 2@?, X1). Let @ be a Gaussian distribution on .% such that 
Then i(p) is a Radon measure on X1 where p is the cylinder measure induced by @. 
Proof. See Gel’fand and Vilenkin [4.6]. 
Consider a Hilbert space X and a cylinder measure pw induced by a Gaussian 
white noise W on &‘. A measurable norm on .#, )I * I( is a norm such that for 
every E > 0 there exists a finite dimensional projection P,, such that 
whenever P is a finite dimensional projection orthogonal to P,, . Denote by B 
the completion of .% with respect to 11 * 11 and let i be the inclusion mapping of 
&@ in B. If we make the identification &‘* = Z and let B* denote the restriction 
of members of the dual of B to .W, we have 
B* ASf-B. 
The triple (i, .#, B) is called Abstract Wiener space. 
STOCHASTIC EVOLUTION EQUATIONS 7 
THEOREM 2.5. Let (i, .#, B) be M abstract Wiener space. Then ibw) is a 
Radon measure on B. 
Proof. See Gross [4.7]. 
Let W be a white noise on .x?. Then a Brownian motion B(t) on ti is a B-valued 
(or $+&-valued) stochastic process defined on (9, S, P) with independent 
increments B(t + s) - B(s) whose distribution is the same as that of d/t W. 
Given a Brownian motion B(t), let St = o{B(s) : s < t}. Let K denote the class 
of functions f (a, *): [0, co) @ Sz -+ SF which satisfy 
f (t, w) is jointly measurable in t and w, (2.9) 
f(*, *) is nonanticipating, that is, (2.10) 
for each t > 0, f (t, *) is Ft-measurable, 
E o= IIf@, w)ll>dt < EJ I for each T > 0. (2.11) 
Let K* denote the class of B(B, B*)(or ~(STr , S))-valued functions 
F(-, *) : [0, co) @ Q--f B(B, B*)(9(KI , 2)) 
which satisfy 
F(t, w) is jointly measurable in t and w, 
F(., *) is nonanticipating, that is, for each t > 0, 
F(t, a) is &-measurable, 
(2.12) 
(2.13) 
E (J’,’ II W, ~)ll!m.~s dt) -C ~0, or 
E (s,’ II W 4ll%w~, m dt) < 00 for each T > 0. (2.14) 
THEOREM 2.6. If f (*, *) E K, then we can de$ne the stochastic integraZ 
W, 4 = L* <f (s, w), dB(s)) 
uniquely (up to equivalence) such that 
if f (m, a) is simple Be-valued (or &‘I-valued where #I is the dual of XI) 
with jumps at {tl ,..., t,)whereO=to~ttl<..‘<tf~t<t5,,, 
5-l 
then W, w) = C <f (tk , 4, W,,, , 4 - B(tk , 4) 
k-0 
+ <f (4 , w), B(t, w) - qtj 5 w)>, (2.15) 
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.It(t, w) is continuous in t for almost every w, 
I af1+8fe = Jf, + lgIf, , 
I,(t, -) is SQmeasurable for each t, 
E(4) = 0, E(I:,2) = E j-‘llf(s, 411% ds, 
0 
I, is a martingale with respect to (S$ : t > 0}, 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
If F(*, .) E K*, then we can define the stochastic integral 
It(t, w) = 1’ F(s, w) dB(s, w) 
0 
uniquely (upto equivalence) such that, 
zfF(*, a) is a simple function with jumps at {tl ,..., t,} where 
0 = to < t, < t, -*a < tj < t ,< tj+l , then 
i-l 
I&, w> = c F(tk , w)(W,+, , 4 - B(tk , 4) * 
k=O 
+ F(tj , w)W, 4 - B(tj , w)>, (2.22) 
IF(t, w) is continuous in t for almost every w, (2.23) 
I aF1+BFZ - - a1Fl + flIF2 > (2.24) 
Ir(t, *) is 2+measurable for each t, (2.25) 
WI,) = 0, E(llIF(t, w)ll%) = E (Lt II% 41; ds) 9 (2.26) 
I, is an X-valued martingale with respect to {Ft : t > 0}, (2.27) 
p’z;r /I IF@, w)/iX > a> < (lb”) E{/l JF(T~ w)&}> (2.28) 
WP~ II IF& W%e) < 4E(11 IF(~)&)- (2.29) 
Proof. See Daletskii [3.12] and Kuo [3.21]. 
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3. STOCHASTIC DIFFERENTIAL EQUATIONS AND ITUS LEMMA 
There are several possible versions of existence and uniqueness theorems for 
stochastic differential equations in Hilbert or Banach space. The one we present 
below is due to Kuo, for others refer to Daletskii [3.12] and Yor [3.33]. 
THEOREM 3.1. Consider the stochastic integral equation 
qt, w) = x,(w) + Jt)+> x(s, w)) W, WI + Jt$ -w WI) 6 (3.1) 
where X0 , F and f satisfy the following: 
X,, is ~~O-measurabZe and E(\\ X0 11”) < CO (where \I * 1) refers to the B-norm), (3.2) 
F(t, x) - I is continuous in t from [to, co) into 9(B, B*) JOY ellch x E B and 
f(t, X) is continuous in t from [t, , CO) into .%? for each x E B (3.3) 
there is a constant K such that for all t > t, and, x, y E B, 
II F(t, 4 - W r)llz < K II x -Y IL 
llfk 4 -f(t,Y)ll.w < KII x -Y IL 
IIF(t, 4 - Ill”2 < KU + II x IO, 
llf(4 x>llf G w + II x II”). (3.4) 
Then (3.1) has a unique nonanticipating solution which is a Markovprocess. 
Proof. Let A denote the Banach space of all nonanticipating B-valued 
stochastic processes X(t, w) with state space B and norm 
Note that B(t) the Brownian motion, belongs to A and 
Jjj I!(*)\\\ = yT1j2 where y is a constant. 
We now define the mapping @ on A by 
qx)(t, w) = X0(w) + j-)Q, X(s, 4) dQ> w) + stf ($3 x6, wu)) ds. (3.6) 
to 
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Note that Q(X) is both nonanticipating and almost surely continuous in t. Using 
the inequality II&, ai [I2 < 5 &I) ai II2 and Theorem 2.6 we obtain 
Ill @W)lll G 5PN 4, II”) + 2V2 + c2K2(1 + T - h)(T - GN + III Xlll”)l, 
(3.7) 
where c is a constant such that II x 11 < c 11 x I(* for all x E SF. Hence CD maps 
A into itself. 
If X, YE A, then 
E II(@(X) - @( y))(t, 412 < 2c2E j-1 II F(s, X(s, w)) - F(s, Y(s, w))ll; ds 
+ 2c2(t - 4JE I Ilf(d-(~> wu>> -fb VP wo))ll?P tJ3 
< a: t: E II -Q, w> - J’(s, w)ll” ds, J (34 
where 01 = 2c2K2(1 + T - to). Hence 
III @(-V - W)lll G 4T - W2111 X - Y III, (3.9 
and by iteration 
Ill @YX) - @V’)III < (a”(T - Q%!)1’2111 X - Y III. 
Given 0 < 6 < 1 choose N such that (a(T - t0)~/m!)r~2 < 6 for all m > N. 
Then for all m > N 
Ill @“(X) - @mw>lll < 8 Ill x - y Ill. (3.10) 
In other words @” is a contraction mapping on A if m > N. The contraction 
mapping theorem implies that there exists a fixed point X0 such that 
Ill -&I - @GG)lll = 09 
and that X0 is unique up to 111 . 111 e q uivalence. To prove the uniform convergence 
on [t, , T] consider 
+ c j-1 II f(~, @‘VW, 4 - fb, @n-l(W(s, 411~ ds. 
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Using (2.39) and (3.4) we obtain 
Jv& II @““Gw, 4 - w-w> 4ll”) 0 
f 2(T - to) SK2 Jr E 11 @(X)(s, w) - @‘@(X)(s, w)jl” ds 
to 
+ 8K2c2 /’ E 11 @(X)(s, w) - @-l(X)(s, w)ll” ds 
tn 
< K’a”(T - top/n!. 
From the convergence of 
g JJ pJII @p”+lGw, 4 - @VW, w)ll > 4) e i K’dyT - top ?P/n! 
n-l 
follows the almost sure uniform convergence of @a(X) to X0 . 
Hence X,, is almost surely continuous and unique in the sense that if Y, is also 
a continuous solution of 3.1, then X,,(t) = Y,,(t) for all to < t < T with pro- 
bability one. The proof of the Markov property follows in the same way as for the 
finite dimensional case (refer to Skorohod [2.8]). 
Before stating Ito’s lemma we must briefly review the basic notions of calculus 
in Banach spaces (for a more detailed description refer to J. T. Schwartz [4.27J). 
Let B, and B2 denote normed linear spaces and let y = F(x) be a mapping from 
B, to B, which is defined in a neighborhood NzO of a point x,, E B, . 
The strong jirst (Frtkhet) derivative, F’, if it exists, is a linear operator 
F’ E Z(B, , B,) such that 
F(x,, + h) - F(x,) = F’h + B(h), 
for x0 + h in some neighborhood U of x0 where jl B(h)l\& h Ill + 0 as )I h )I1 + 0. 
F is said to be of class Cl if F’(x) exists for every x E U andF’ is continuous from 
U into 64(B, , B,). 
If (i, &‘, B) is an abstract Wiener space and if F is a mapping from B to R1 
which is defined in a neighborhood Nz, of x,, , then F is said to be Frkchet d”ifer- 
entiable in S-directions if there exists an element b(x) E .z? such that 
I F(x + h) - F(x) - W9, h)l = 41 h II.w) 
for small h E 2. b(x) is unique and is denoted by DF(x). The existence of F’(x) 
implies the existence of DF(x) and F’(x) = DF(x) but the existence of DF(x) 
does not imply the continuity of F at x in the B-topology. 
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The second strong derivative, F”, if it exists belongs to -E”(B, , Z’(B, , B,)) 
and hence yields a bilinear function b(xO , h, , /~a) = (F’(x,,), h,) h, such that 
The second FrCchet derivative in the X-directions is defined in an analagous 
manner. We now describe an infinite dimensional version of the fundamental 
formula of It6 concerning stochastic differentials, due to Kuo [3.21]. 
THEOREM 3.2. Let f (t, x) denote a real valued continuous function on 
[0, a~) x B. Suppose that 
for each x E B, f( *, x) is of class C’ and af/las is continuous on [0, co) x B, (3.11) 
for each t > 0, f(t, *) is twice differentiable in .#-directions with 
D”f(t, x) E =!3$+P, .%) for all x E B, (3.12) 
Df is continuous from [0, CO) x B into S and D”f (3.13) 
is continuous from [0, co) x B in ?Z$%‘, X). 
-W, w) = xo + j-’ 5(s, w) dB(s) + jot a(~, w) ds (3.14) 
0 
where 5 is a nonanticipating transformation and u is a nonanticipating vector, then 
f (t, -V> w)) = f (0, xo) + 1” (5*(s, w) Df (s, -W, w)), dB(s)) 
0 
+ 6 [g 6, xts, 4) + (Df ts, J+, w>>, 6 WI> 
+ l/2 trace {5*(s, w)D2f 6, -W w))5(s, w)}] ds, (3.15) 
where * denotes the adjoint of an operator when it is restricted to X’. 
Proof. For the finite dimensional case see It6 [2.3], for the infinite dimen- 
sional version see Kuo [3.2]. For other infinite dimensional versions refer to 
Daletskii [3.12], and Curtain and Falb [3.10]. 
4. LINEAR STOCHASTIC EVOLUTION EQUATIONS 
In this section we present a brief review of the theory of linear stochastic 
evolution equations. Because we intend it as an introduction rather than a 
comprehensive survey, we restrict our attention to a special class which is of 
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interest for the study of spatially distributed population processes. A more 
general discussion can be found in Bensoussan [5.3]. 
Let A be a positive, self-adjoint operator on a separable Hilbert space S 
with A-l compact. Then 
U(t) 3 e--At (4.1) 
forms a strongly continuous semigroup of bounded operators on &‘. By our 
assumption, A has a complete orthonormal family of eigenvectors (vk} corre- 
sponding to a set of positive eigenvalues 0 < h, < h, < X, < . . . such that 
THEOREM 4.1. If A-l is nuclear, then the linear stochastic evolution equation 
LX/at = -AX + (B(t)/&), X(0) = 0 (4.3) 
has a weak solution given by 
X(t) = J-at U(t - s) dB(s), (44 
where {U(t)} is the semigroup generated by -A. 
Proof. Note that 
11 U(t)$j = f emzAkt, 
k=O 
and hence 
St (I U(t - s)lli ds = l’ (I U(s)1122 ds = i. $ (1 - emzAkt). 
0 0 
Therefore the stochastic integral (4.4) is well defined and can be rewritten as 
x(t> = f Irk@) 9)k Y  
k=O 
(4.5) 
where Vk(t) = Ji e+Jt-@dbK(s), where blc(*) = (B(s), plk). 
To show that X(t) is a weak solution we must show that for any f E:~(A), 
(f> -W> + j-’ <Afs X(s)> ds - j-” (f, dW) = 0. 
0 0 
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The left hand side of (4.6) can be rewritten using the representation (4.5) as 
Since V&) is the solution of the stochastic differential equation 
dV,(t) = -&V,(t) dt + db,(t), V,(O) = 0, (4.7) 
we have for each k, 
Vk(t) + Ak /et V,(s) ds - b*(s) = 0. 
Hence (4.6) is verified and the proof is complete. 
Remark 4.1. Note that 
E(ll AX(t)&-) = 1 A,[1 - exp(2@)1 = 00. 
k 
It follows that X(t) $.9(A) with probability one and hence X(a) is not a strong 
solution of (4.3). Curtain and Falb have obtained the following theorem which 
gives a sufficient condition for the existence of a strong solution. 
THEOREM 4.2. Consider the linear stochastic evolution equation 
ax/at = -A(t) X(t) + @(t)(aB/at), 40) = XJ , (4.8) 
where -A(t) generates a propagator U(t, s) and that B(t) is an .%?-valued Wiener 
process with representation B(t) = cf,, hi(t) pi , where {q~} is an orthonormal 
basis of a?, b,(a) are independent Brownian motions with Var(b,(t)) = h,tllz with 
Cy, & < co. It is assumed the propagator U(t, s) and @(a) satisfy the following. 
II 40 W 411~ < 711/l t - s 1, 
for 0 < s < t < T, Q is a constant and 11 *jIK is a Hilbert space norm. 
U(t, s) = Eq(-(t - s) A(t)) + W, 4, 
for 0 < s < t < T, whe W(t, s) E L?‘(K, K) is strongly co&uwu.c in t and 
exp( --7A(t)) is the analytic sem&roup generated by -A(t) and 
II Ev(-(t - 4 AWllx G 712 9 
II 44 Wt, 4~ < rldl t - s I’, 
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where r], , r], , and t7 are constants and 0 < 8 < l/2. 
@(*) E q*, K) with s I- II @(s)l12 ds < 00, 0 
a.s. and G(s) ‘pi E .9(A(t)), as. for all s < t and all i, and 
s ’ II 40 Wept II; ds -=c 00 for all t and i, 0 
o,“.yp,r S;P {II 4) W) w lld G c a.s. 
Let 
II @(aI s c for 0 <t < T. 
X(t) = U(t, 0) X0 + Jot U(t, s) G(s) dB(s). 
Then X(t) is a strong solution of (4.8), that is, X(t) is almost surely continuous, 
X(t) ~9(A(t)) for 0 < t < T and X(t) satisfies the following equation a.s. for 
O<t<T 
X(t) = x0 - lot 4) X(s) ds + lt @(s) dB(s). (4.9) 
Proof. See Curtain and Falb [3.11]. 
A useful tool in the study of strong solutions is the energy equality due to 
Bensoussan [5.3]. 
THEOREM 4.3. Assume that X(t) is a strong solution of (4.8). Then 
WI -Wll? + 2 1’ WW X(4, X(s)) ds = 3 Xo II”) + jot II Wll”, ds. (4JQj 
0 
Proof. Let Z(t) = X(t) - JL D(s) dB(s) = X0 - J: A(s) X(s) ds so that 
dZ(t)/dt = -A(t) X(t), 
and d.Z/dt E 9’((0, T); L2(s2, 9, P, 2’)) CI L2((0, T); L2(Q, 9, P, .%)), where 
L2(s2, 9, P, .#) refers to the set of s-valued random variables Y with 
By integration by parts 
W(ll -Wl12> - &WI WOl12> = s,” E (W q) d.v. 
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and therefore we have 
But 
4-U x(t)ll”> + S s” II @(s>ll; cki + s,’ &A(s) X(s), X(s)) ds 
= WI, Xo II’; + E ((W,, 1; %I WI)) 
+ Es” (J” Q(r) d&r), A(s) X(s)) ds. 
0 0 
(4.11) 
E (( Lt W dJ+h x(t))) 
Z-Y= jot II @(s)ll; ds - E Iot ( jos o(r) W), A(4 X(4) & 
since X(s) is nonanticipating. Combining (4.11) and (4.12) we obtain 
(4.12) 
Wll W>l12) + 1” WW x(s), -W> ds = WI xo II”) + B I” II Wll; ds> 
0 0 
and the proof is complete. 
In view of the strong assumptions required to guarantee the existence of a 
strong solution, it appears that weak solutions rather than strong solutions are to 
be expected for most spacetime population models. 
Remark 4.2. Note that if the linear evolution equation 
ax/at = -AX, X(0) = 0 
has a unique solution, then it is easy to prove by linearity that the solutions to the 
linear stochastic evolution equation (4.3) are also unique. 
Remark 4.3. The continuity of the solution of a linear stochastic evolution 
equation may be inferred from the following results. 
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THEOREM 4.4. Let X(t) be an Z-valued Gaussian stochastic process such that 
X(t + T) - X(t) h as covariance operator Q(t, T). If 1) Q(t, T)I~ satisfies 
II Q(t, ~)I11 < v- for 0 < t < T, 
then there is a modi$cation of X( t) which has almost surely continuous sample paths. 
Proof. See Bensoussan [5.3]. 
THEOREM 4.5. Let X(t) be the solution of the linear stochastic evolution equation 
(4.3). If for large k, dk l+& > h, > ck1+8 for some c > 0, d > 0 and 6 > 0, then 
X(t) has almost surely continuous sample paths from [0, co) into SF. 
Proof. See Dawson [3.17]. 
We now wish to consider the covariance functional I’(~J, I,!J; s, t) and covariance 
operator A(s, t) defined by 
WP, 1cI; s, t) = Cov(<-w, VP>, Gw, $>), 
MS, 4% $> = mfJ> $6 s, 0. 
Q(s) = A(s, s). (4213) 
Note that both A(s, t) and Q( s are self-adjoint operators. Let )
X(t) = U(t) X0 + Iot U(t - s) Q(s) dB(s), 
G(s) FE a(s) D*(s) where U(t) is a semigroup with generator --A. (4.14) 
THEOREM 4.6. Assume that A is self-adjoint and that AG = GA. Then 
A(*, *) and Q(.) satisfy the following equations. 
&l(s, t)/& + A& t) = 0 for s > t, (4.15) 
(dQ(t)/dt) + AQ + QA = G(t). If G(s) = G for all s, then (4.16) 
a2A(s, t)/M = A2A(s, t) - S(t - s)G. (4.17) 
Proof. If s > t, we can show by a straightforward calculation that 
A(s, t) = U(s) Q(0) U(t) + j” U(s - Y) G(Y) U(t - Y) dr. 
0 
Hence 
Ifs = t, then 
&l(s, t)/as = -AA(s, t). 
A(t, t) = U(t)Q(O) U(t) + s,’ U(t - r) G(Y) U(t - Y) dr, 
(4.18) 
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and hence 
dQ(t)/dt = -AQ(t) - Q(t)A + G(t). 
Ifs < t 
A(s, t) = U(s) Q(0) U(t) + j-’ U(s - Y) G(Y) U(t - Y) dr, 
0 
and hence 
aA(s, t)/as = -AA(s, t) + G(s) U(t - s). 
From (4.18) and (4.19) and if G(s) = G, then 
cM(s, t)/h = -AA@, t) + xrt,m,(s) GU(t - s). 
Hence 
PA(s, t)/S = A+, t) - 6(s - t)G, 
and the proof is complete. 
(4.19) 
Remark 4.4. If A-l is nuclear and if X(t) is defined by (4.14) then X(t) 
converges in distribution as t -+ co to a steady state Gaussian distribution whose 
covariance function satisfies the equation 
AQ+QA = G. (4.20) 
EXAMPLE 4.1. Consider the heat equation on [0, L] forced by white noise 
ax/at = (a2xpx2) + (aBlat), (4.21) 
with boundary conditions 
X(0, t) = X(L, t) = 0. 
The solution of (4.21) is given by 
X( y, t) = 2 Vk(t) sin 9, 
k=l 
(4.22) 
where V*(t) = si Exp( -kV(t - s)/L2) db,(s). 
EXAMPLE 4.2. Consider the heat equation on a rectangle forced by white 
noise: 
ax a2x a2x aB -= -- 
at ax2 + ay2 +at’ (4.22) 
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with boundary conditions 
X(0, y; t) = X(L, ) y; t) = 0 for all y, t, 
X(x, 0; t) = X(x, L, ; t) = 0 for all x, t. 
Note that according to Weyl’s lemma A, N yk as K -+ cc so that A-l is not 
nuclear where A = (-82/&x2) - (a2/ay2). However, 
X(t) =jot U(t - s) dB(s), 
where 
U(t) u(x, y) E C Exp [ -(-$ + 6) M] . a,,= sin y sin y , 
n.m 
where 
an.m = ( 
u(x, y), sin n!!Y sin m=Y - 
Ll L2. > 
is in fact well defined and is a generalized solution of (4.22) in the sense of 
Schwartz distributions (see Lions [4.16]). We now proceed to show that this 
generalized solution is not measure valued so that the generalized nature of the 
solution is essential. The following theorem is a generalization of the Paley- 
Zygmund-Kahane theorem [4.10] for random Fourier series to random double 
Fourier series. Before stating and proving the theorem (Theorem 4.11) we now 
state four results needed in the proof. 
THEOREM 4.7 (Zygmund [4.29, Chap. 17, Theor. 3.211). Consider the 
multiple Fourier series 
c c,eia’g. The Abel sums of (4.23) are given by 
72 
(4.23) 
f (r, x) s C c,, *** ,,rF’ -.* r~'ei('+)O < ri < 1. 
The condition 
I 
I f(r, x)1 dx d m < co 
is both necessary and sufficient for 
c cd+ “” 
to be the Fourier series of a Bore1 measure. 
(4.24) 
(4.25) 
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THEOREM 4.8 (Kahane [4.10]). Let U, ALL, U, 2 0, and {U,) be a 
sequence of independent random oariables such that 
SUP&q G&2)/-v Un)l < co- (4.26) 
Then Clt U, converges OY diverges a.s. if and only if C E(U,J < co, or = co, 
respectively. 
THEOREM 4.9 (Kahane [4.10]). Consider a series En (X,) of independent 
Hilbert-space valued random variables. Suppose that Jj X, 1) EL*(Q), E(X,) = 0 
and that E(ll X, 114) < cV2(X,J = cE2(1j X,, jIz) for each n. Giwen a summation 
matrix S, suppose that the series C X, is a.s. S-bounded. Then C,, V(X,) < co. 
In pa&&r if En c,U,, is a.s. S-bounded where {en} are independent &l-coin 
tossing random variables, then En 11 U, lj2 < co. 
THEOREM 4.10. If C 2 m,n %?a,, = co, then 
c d,n COS~(WU + pm) cos2(nt + &) = co for almost every (s, t). (4.27) 
Proof. If the conclusion is false, then there exists a set E of (Lebesgue) posi- 
tive measure / E 1 on which the series is bounded, say 
c XL cos2(m + q+,J cos2(nt + $3 < b for (s, t) E E. 
ma 
But then integrating, 
C xLn /Ecosz(ms + 94 cos’(nt + +,J ds dt < b ] E 1. 
m.12 
By the Riemann-Lebesgue lemma, 
s 
cos2(ms + v,J coG(nt + z,b,J = l/4 1 E I + o(l) as m, n --f co. 
E 
Therefore 
s cosz(ms + q,J cos2(nt + &J ds dt > l/3 I E I if m, n > N, E 
and therefore 
C &a < % 
?n.n 
which yields a contradiction. 
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THEOREM 4.11. Assume that {X,, : m, n E Z+} is a family of independent and 
symmetric random variables with 
sup E(X~n)/Ez(X$J’< 00. (4.28) 
?f Cm,n w%z) = co, then the Fourier series 
1 X,,, cos(m + cpm) co+ + ICIJ (4.29) 
man 
diverges almost surely almost everywhere and is almost surely not the Fourier series 
of a measure. 
Proof. If Cm,* E(X&,J = 00, then C,,,n Xi, = CO as. by Theorem 4.8. 
But then L,n Xi,, coG(ms + pm) cos2(nt + $,J = co for a.e. (s, t) a.s. by 
Theorem 4.10. But then by Theorem 4.9 
c ~,,X,, cos(ms + 9~~) co@ + &J, (4.30) 
m.n 
where (E~,J are +l coin tossing random variables fails to be Abel summable 
a.s. ({cmn}) a.s. for a.e. (s, t). But then by Theorem 4.7 
c hJ&, cos(ms + vm) co@ + AJ m,n 
as. fails to be the Fourier Series of a measure. The result follows by noting that 
(4.29) and (4.30) are identical in law. 
COROLLARY. If A-1 is not nuclear, then 
X(t) = JOt U(t - s) dB(s) 
is almost surely not measure-valued. 
Proof. The proof follows immediately from Theorem 4.11 since the Gaussian 
random variables satisfy (4.28). 
EXAMPLE 4.3. Consider the generalized solution of the stochastic evolution 
equation on R1, 
aX(t)/at = -([(-a2/ax2) + m2)1112) X(t) + (LB(t)/&). (4.31) 
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If the system is in steady state and A(r) E A(r + s, s), then we have from Eq. 
(4.17), 
-(a%l/ar2) - (au/ax2) + m2fl = @)I, (4.32) 
or letting/T denote the space time covariance functional Cov((X, Q), (X, $)) = 
(#,L@ where +,$ cL2(Rs), we have 
-(aqar2) - (a2A/ax2) + m%i = 1, 
where f is the identity operator on L2(Ra). In other words (4.25) A = 
(-.4 + tna)-l where A denotes the Laplacian operator. E. Nelson [5.27] has 
shown that X is invariant under the Euclidean group and.is a Marhov random 
fieZd. The importance of this fact comes from the correspondence, discovered by 
Nelson, between Euclidean Markov random fields and quantum fields. The 
Markov random field with covariance operator (-A + m2)-l corresponds to the 
free boson quantum field (see Nelson [5.27j). In addition to the free field with 
covariance operator (--A + ma)-1 it is possible to construct from it a family of 
non-Gaussian Markov random fields via the introduction of multiplicative 
density functionals with respect to the free field measure (see Nelson [5.27]; 
Newman [5.28]). The latter Markov random fields can be considered to be 
associated with the symbolic nonlinear stochastic evolution equations 
ax(t)/& = -([(-a2/ax2) + m2)]1/2) X(t) + : P(X(t)) : + (aB(t)la (4.33) 
where : P(e) : denotes a Wick polynomial (see Newman [5.28]). 
THEOREM 4.12 (Ito’s Lemma). Let A be a positive, self&joint linear 
operator on a separable Hilbert space .8 with A-1 a nuclear operator and let 
{U(t) : t 3 0) denote the semigroup generated by -A. Let f  (t, x) denote a real 
valued continuous function on [0, KI) x &‘. Suppose that 
for each x E 2’, f  (., x) is of class Cl and af/Lk is 
continuous on [0, co) X Z, (4.34) 
for each t > 0, f  (t, a) is twice Frkchet differentiable with 
f  “(t, x) e L$(H, 2%) for all x E S, (4.35) 
f’(x) ELS(A)foraZZx, Af’( x is continuousfrom [0, Co) X # into Z ) 
and f “(x) is continuous from [0, c0) X .% into Z&V, JE”). (4.36) 
If 
X(t) = X,, + I” U(t - s) dB(s) 
0 
(4.37) 
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and #X(t) is almost surely continuous from [0, 00) into J?, and if f(t, X(t, w)) 
possesses a stochastic d&%ential, then 
f(4 X(4 w)) = f(O, x0> + jy z (s, X(s, 4) d-9 
+ lot (f ‘(s, X(s> w>>> W)) 
+ + /st Trace(f “(s, X(s, w)) a? 
+ Jot <4’(s, X(4 w>), -w> 4) ds. (4.38) 
Proof. Let II,, be the projection onto the subspace spanned by 
{cpt : i = l,..., n}. 
Using Ito’s finite dimensional lemma we obtain 
f(4 al-q4 w)) = f&4 G&l) + jot g (4 GFW, 4) 03 
+ f < f’b KJ(s> 4)s dn,B(sD 
+ $ f,st Trace( f”(s, D,,X(s, w)) ds 
(4.39) 
Because of the continuity assumption &X(s, w) is almost surely uniformly 
convergent to X(s, w) for 0 < s < T. Since 
1 
(j &X(s, w) u X(s, w): 0 < s < T 
n-1 1 
is almost surely compact this implies that the integrands on the right hand sides 
of (4.39) a.s. converge uniformly in s to the integrands on the right hand side of 
(4.38). The result then follows since both sides of (4.39) converge to the corre- 
sponding sides of (4.38) as n + co. 
5. NONLINEAR STOCHASTIC EVOLUTION EQUATIONS 
In this section we consider the existence and uniqueness of solutions of non- 
linear stochastic evolution equations. 
24 D. A. DAWSON 
Consider the nonlinear stochastic evolution equation on a separable Hilbert 
space SP : 
~-qWt = AX(t) + g(t, X(t)) + (cc4 X(t)) + w) @(wqW), 
X(0) = x, E 2, O,(t<T. (5-l) 
We assume that A is a positive, self adjoint operator such that A-l is nuclear and 
let {U(t) : t > 0} be the semigroup of operators generated by --A. Let {hk}, {vk} 
denote the eigenvalues and orthonormal family of eigenfunctions of A, respec- 
tively. 
The following are relevant hypotheses concerning g(., .), C (*, *) and a(*). 
g(*, .) is a continuous mapping from [0, T] x .# into &‘, (5.2) 
a(*) is a continuous real-valued function on [0, T], (5.3) 
C (., *) is a mapping from [0, T] x 2 into the space of linear operators on 
&’ such that C( *, .) l7,, is continuous for every finite dimensional projection li’, . 
(5.4) 
II g(4 4 - g(t, v)ll” < K II 11 - v 112, (5.5) 
II At, 4ll d K + K II u 112> (5-b) 
a(*) is a continuous mapping from [0, T] into 9&Z?, A?), (5.7a) 
(5.7b) 
(5.7c) 
< K + K 11 x 11 for each normalized eigenfunction vk , (5.8a) 
II@ (s, Xl> - c 62 4) @% I/ < K/lx, - xzll for each normalized eigenfunction P)& 
(5.8b) 
lim sup X,/K1+s = c < cc for some S > 0. (5.h) 
THEOREM 5.1. 
Case 1. Assume (5.1)-(5.7). 
Case 2. Assume (5.1)-(5.6) and (5.8). Then the stochustti evohtion equation 
X(t) = 7qt) x0 + f w - 4 (c (5 X(s)) + 4Y) @(s) W) 
+ lt, U(t - s) g(s, X(S)) ds (5.9) 
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has a uniqzte solution whose sample paths are almost sure& continuous from [0, co) 
into 8 and SupO~s~~ WI X(s)ll”) < co. 
Proof. We will show that there exists a unique solution such that for a fixed 
t Eq. (5.9) is satisfied with probability one. We omit the proof that X(t) is a.s. 
continuous and that (5.9) is satisfied simultaneously for all t with probability one. 
The proof of the latter is found in Dawson [3.17]. 
Let A denote the Banach space of all nonanticipating %‘-valued stochastic 
processes Y(., *) defined on [0, T) x 52, with norm 
Ill Y(*>lll = wPT WI -wl12>1’2~ 
Case 1. Define the mapping Y on A by 
Y(X)(t, 4 = U(t) X(0, 4 + jot U(t - 4 (c (s, X(s, 4) + +v) @(s) W) 
+ 1’ u(t - s) g(s, x(s, 4) & for 0 < t < T. (5.10) 
0 
It is easy to verify that Y maps A into itself. If X, Y E A, then 
E II WW) - W’N)l12 
G 2E (11 lot W - 4 [c (~3 -W) - c WW)] W d%f) 
+ 225 (11 Jot W - s>k(s, x(4) - g(s> WI ds II”) 
-G 2E 1” K2 II @Wll~ II W - ~)11211 X(4 - Y(s)112 ds 
0 
+ 2TE’Jot II U(t - s)l12 K2 /I X(s) - Y(s)l12 ds 
< y2 s t E II X(s) - W)l12 ds, 0 
where y is a constant. 
Hence 111 Y(X) - Y(Y)lll < y112T1i2 111 X - Y jll and by iteration 
Ill YYX> - YV’)lll < (ymTm/m!)1~2111 X - Y Ill. (5.11) 
Hence Ym is a contraction mapping on A for sufficiently large m. The contraction 
mapping theorem implies that these exists a fixed point X0(*) such that 
Ill x0 - ~~~o~lll = 09 
and X0 is unique up to \I/ * Ill-equivalence. 
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Case 2. We proceed by successive approximation. Let 
X0(t) f U(t) x0. (5.12) 
-c+&> = w> x0 + lt qt - 4 (z ($9 -L(s)) + w) @(s) dWs) 
+ j t W - 3) ids, -G(s)) ds for 0 < t < T. (5.13) 
Let ha+&) = E(ll Xl+&) - Xn(t)l12), n 2 0. 
Then 
< 2 I t II W - 4lt (W + K II &(411)2 + I W2) II @ II2 ds 0 
+2t j” II u(t - s>lli(K + KII XoW2 02 since II UN2 d II U II: 
= WI t-OK,4 q * ((K + K II Xo(.)102 + I 4*)l”) xro,m,(.>> 
where x[,,,~)(*) is the indicator function of [0, co), where 
P(S) = Ko II Wll~ if s > 0, !a = 0 if s < 0, 
and where K, is chosen so that S,” q(s) ds = 1. 
Similarly, for 72 2 1, 
L(t) < 213 (11 jot u(t - 4 [c (~2 -G(s)) - c 0, G-IN)] @(4 dB(sll~2) 
+ 2E /I jot u(t - MS, -G(s)) - As, -LdsNl ds iI2 
d 233 I t II W - 41; K2 II J&d4 - -Lilly II @Ml” ds 0 
+ 2tE jt II u(t - 41; K2 II X&> - Xz-,(d”ll ds 
< (KS + L4T)(q * &J(t) for 0 Q t < T (‘r’ denotes convolution). 
Hence for 0 < t < T 
k(t) < 6 + WY’ q*n * xco,m)(*)- (5.14) 
Under assumption (5.8c), 
(q*xro.m,)(t) = Ko 5 (1 - e-WLtY2& - 
k=O 
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But if Al, N ck’ where I = 1 + 6, then for 7 > 0 there exists q’ > 0 such that 
< ,@-l/p + v’(h’l’/c,#-’ = MhS/l+S 
for some M > 0. 
That is 
(a*xro,m,)(t> B Mt8”‘+sr. (5.15) 
But then (q’s * ~t~,~o))(t) < (Mt”/‘1+8))2 and by induction 
(q*n * ~~~,~,)(t) < (MW+*))n+l. (5.16) 
We now proceed to show that q** is a bounded density for all suffi- 
ciently large n. If 9 represents the Laplace transform, then (4.16) together with 
the Tauberian theorem [1.7, Chap. 13, Theor. 5.31 implies that there exists 
M’ > 0 and n,, such that for n 2 n, , 
8(q*“)(s) < M’/s’.+~, 
for sufficiently large s where d > 0. This implies there exists a constant Q’ 
such that 
s~(q*“%) < Q’ for all s > 0. 
But 
=qp)(s) = c [(s + 2hc,) . *-* * (s + ~hzp)l-1, 
where the sum is over all n,,-tuples (A, ,..., &). If 2X, > 1, then it is easy to 
verify that 
J s”“(d”/ds”)(~(q*““>(s))j < (2A,Jn(n, + n)! Q’/n,, !. 
Hence there exists a constant Q such that 
I(sn+l/n!)(~~/~sn>(~EP(q*no)o)l B Q for all n and s > 0. 
But then according to a corollary of the inversion formula for Laplace trans- 
forms (see [1.7, Chap. 13, Sect. 4]), 
q*‘V) < Q for all x > 0. (5.17) 
If U, < 1, we can obtain (5.17) by first choosing K, such that Wk. > 1 and 
exploiting the decomposition 
;. e-2&t = ‘5’ e--Wkt + 
k=O 
k$ e-2Akt. 
II 
28 D. A. DAWSON 
Then we have 
q*kno(t) < Qk+ltk/k! for t 3 0. 
Henceforn 2 l,andforO < t < T 
h,(t) < Q’n+‘t’““(Ks + K4T)n/k, !, (5.18) 
where K, is the greatest integer in n/no. Then for appropriate constants 
m’, m”, m”, 
2% ii1 h.(s)lipj 
< m’ + m” f Q(kfl+1)‘2Tkm’2(K3 + &T>“‘“/(k, !)1’2 = rn”’ < co. 
n=ng 
Therefore {X,( *)} is a Cauchy sequence in A. Let (5.19) J&,(t) E limPI+, XJt) 
(L2-limit for each t). Therefore Xm(t) is a solution of Eq. (5.9) for fixed t with 
probability one. 
If X and Y are two solutions of (5.9) such that E(j] X(s)j12) and E(/l Y(s)(/~) are 
uniformly bounded for 0 < s < T, then for 0 < s < T, 
-73 X(s) - Wl12) = (Ks + KJ)” q*” * E(llX(*> - Y(*)Il”). 
But from (5.18) 
(KS + K,T)” qtn * E(lj X(e) - Y(*)lj2) -+ 0 as n + co. 
Hence we must have /II X(s) - Y(*)IlI = 0 so that the solution is unique and the 
proof is complete. 
Remark 5.1. In [3.17] it is shown that the sequence {X,} converges uni- 
formly with probability one thus guaranteeing that the solution is almost surely 
continuous and pathwise unique. The method of proof utilizes asymptotic 
results on the distribution of SupoGsGt V,(S) to replace the martingale inequality 
argument used in the proof of Theorem 3.1. 
THEOREM 5.2. Let S? be a Hilbert subspace of L2(Rd), let 
C (*, *) : [0, co) x R -+ R 
and let C (s, X(s)) denote the multiplication operator defined by 
(C (s, X(s))h) (4 = C 6, x(s, -4) 44. 
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Let X(t) be an Z-valued solution of the stochastic evolution equation 
x(t) = u(t) Xo + s” u(t - s) 1 (s, X(s)) dB(s) 
0 
(5.20) 
and assume that 
$(s> x, Y> = E [C (s, x6, 4) * c (s> -W Y))] (5.21) 
is a continuous function of x andy for each s. Let 
m(t) z E(X(t)). (5.22) 
Then m(t) satis$es the evolution equation 
hi@ = Am. (5.23) 
Let V(x, y, t) E Cov(X(t, x), X(t, y)). Then V(x, y, t) satisfies the evolution 
equation 
Wat = &W, Y, t) + A,+, Y, t) + W, x, Y) S(x, Y), (5.24) 
where A, and A, denote the operator A applied to the x andy variables, respectively, 
where S can be viewed as a distribution on Ra x Rd defined on test functions as follows: 
Proof. Refer to [3.17, Prop. 81. 
EXAMPLE 5.1. Let C (s, x) = 01x. Then 
$(t, x, x) = o12E(X(t, x) . X(t, x)) = a2V(x, x, t) + cl12m2(t, x).
Then V(*, -, -) satisfies the equation 
i?V/at = A,V + A,V + (o12V(x, x, t) + a2m2(t, x)) 6(x - y). (5.25) 
Remark 5.2. Recently certain classes of nonlinear stochastic evolution 
equations have been studied by Bensoussan and Teman [3.3, 3.41 and Pardoux 
[3.29, 3.301. 
Bensoussan and Teman in [3.3] considered equations of the type 
dX(t) + A(t) X(t) dt = g(t, .) dt + dB(t), 
where B(t) is a Gaussian process with independent increments in which the 
increment distribution is spatially correlated and in which A(t) is a family of 
monotone operators. 
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Pardoux [3.29, 3.301 has considered equations of the form 
dX(t) + A(t) X(t) dt + C(t) X(t) dI?(t) = 0, X(0) = X0 . (5.26) 
where the pair (A(t), C(t)) satisfies a monotonicity condition and B(t) is again a 
Brownian motion with spatially correlated increments with covariance operator 
Q(x, r). The method involved makes use of a generalization of the energy equality 
(4.3). Fleming [5.9] has pointed out that if A(t) = (A + K) and C(t) = u so 
that C(t) X(t) is the multiplication by uX(t, .) operator, then the covariance 
equation becomes 
W/at = (A, + A,)V + 2kV + h2u2Q(M(t, x) * M(t, y) + V). (5.27) 
6. INTRODUCTION TO MEASURE PROCESSES 
6.0. Introduction 
Several authors have shown that the continuous limit of branching processes 
as the mass of each individual tends to zero is given by the solution of 
the stochastic differential equation 
dz(t) = -(Yz(t) dt + u(~(t))l/~ db(t) z(0) = z, > 0 (6.1) 
(see, for example, Bharucha-Reid [1.1, Sect. 3.51). We call the solution of (6.1) a 
continuous branching process. 
We can also consider a branching process in which each individual performs a 
Brownian motion or other diffusion process in Rd independently of all other 
individuals. Such a process is called a branching d$usion process [5.14, 5.31, 
5.33, 5.391. In this case the continuous analogue, the continuous branching 
difusion process should be the solution of the stochastic evolution equation 
dX(t) = --&Y(t) dt + AX(t) dt + u(X(t))li2 dB(t), (6.2) 
where A is the infinitesimal generator of the diffusion process on Rd. (See Dawson 
[3.17] and Fleming [5.9] for further comments regarding the appropriateness of 
this model.) However, certain mathematical difficulties arise in the study of this 
equation. For example, consider the continuous branching diffusion process in 
one and two dimensions 
dX(t) = --xX(t) dt + AX(t) dt + u(X(t))1/2 dB(t). (6.3) 
The first difficulty is that (X(t))i’s is not a Lipschitz function so that the hypo- 
thesis of Theorem 5.1 is not satisfied. However, we note that in the finite 
dimensional case a more sophisticated proof is required to establish the existence 
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of the solution of (6.1) than for the case of Lipschitz coefficients and it is 
reasonable to conjecture that the same is true in the present case. A more 
serious problem arises in R2 since we have seen in Example 4.2 that d on 
WW, &I 0 P, &I) d oes not have a nuclear inverse. We have also seen that the 
linear equation cannot have a measure valued solution so that Eq. (6.3) as it 
stands appears to have no solution. One way to modify Eq. (6.3) in order to obtain 
a solution is to replace B(t) by a Brownian motion with spatially correlated 
increments. However, in this case the solution may not be nonnegative and so 
cannot be interpreted as a mass distribution process. In this section we consider a 
new approach to Eq. (6.3). In this approach we reinterpret the last term of (6.3) 
in such a way that a measure valued solution can be associated with a modified 
equation. 
6.1. A Singular Stochastic Differential Equation 
Let v/iF denote the family of finite (nonnegative) Radon measures on Rd. 
Consider the stochastic differential equation 
dx, = f(A) + F(A) W), 4, E AF , (6.4) 
where B(t) is a Brownian motion whose increments are Euclidean white noise 
on Rd; f : [0, 00) -+ [0, oo), f is continuous, 
F : 10, co) - [O, co), 
F(0) = 0 and F is continuous. 
Further the operator F(X,) is intended to be a “Multiplication operator” if it 
makes sense. Equation (6.4) does not satisfy the requirements of Theorem 3.1 
and we will see below that it does not have a solution in the usual sense. Note 
that for the multiplication operator to make sense F(X,) must be an L2(Rd) 
function so that as it stands we are looking for a solution to (6.4) which is locally 
an L2-function which is impossible. However, Eq. (6.4) can be reinterpreted in 
such a way that with appropriate assumptions on f (*) and F(*) it has a solution 
which is a measure process, that is, a stochastic process with state space dF . 
Let @Cd, denote the subset of atomic measures. A measure process is 
said to have independent values (at every point) if A, B E 9 with A n B = +, 
the stochastic processes X,(A) and X,(B) are independent. 
First we construct a measure process solution to the intitial value problem 
(6.4) when X0 E GZ. Let X,, condist of atoms at the set 
{a,ERd:i=l,2,3 ,... >. 
Then the solution X, is an atomic measure process with atoms at {(II , a, , a, ,...I 
for all t > 0 and which has independent values at every point. More precisely, 
683/5/I-3 
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(X&z,) : i = 1, 2, 3,...} f orm an independent set of diffusion processes atisfying 
the ordinary stochastic differential equations 
where {b,*(t) : i = 1, 2, 3,...} are a family of independent one dimensional 
Brownian motions. We assume that the coefficients satisfy conditions in order to 
insure that (6.5) has a well defined solution. 
Recall that the set of atomic measures is dense in A!r. Let I’(&,) denote 
the set of all probability measures on u-algebra of Bore1 subsets of AF . For 
each t E [0, oc) the solution of (6.5) induces a mapping from QI to P(&r), 
namely, the probability transition measure of an r%valued stochastic process. 
Equation (6.5) is said to be solvable if the mapping from GZ to P(AF) can be 
extended by continuity to all of A!, . Given X0 E 0!, let Pxo(t) denote the pro- 
bability measure on JZ?~ which is induced by the solution constructed above. 
Hence we must show that if X,, E AF and X,,, --j X0 in A, with X,,,, E GZ, 
n = 1, 2, 3 ,..., then Px o .(t) -+ Px,(t) in P(A,)(with respect to the topology of 
weak convergence). To bring the notation more closely into line with the realities 
of measure processes we reunite Eq. (6.4) as 
LEMMA 6.1 (Prohorov [4.20]). Let {Y,} be a sequence of random measures 
on a compact set K. Then Y, a Y weakly 4 and only if Y,, 0 q~ * Y 0 v for all 
v E C(K)- 
THEOREM 6.1. The stochastic dz@rerential equation 
dX, = arX, + dBf2rX,,lla(t) is solvable if y > 0. (6.7) 
Proof. Consider the ordinary stochastic differential equation 
dZ(t) = c&-(t) + (2$(t))li2 db(t) (6.8) 
with initial condition Z(0) = 2,. It is known [2.6] that (6.8) has a unique 
solution which is a Markov diffusion process with Fokker-Planck equation 
m, o/at = -4a/w(m, t)) + Y(~2/~~2>(~f(~, t)). (6.9) 
Let A(0, t) denote the characteristic function 
A?(@, t) = Ezo(eiez(t)). 
It is easy to verify that A?(., *) must satisfy 
Ul(f?, t)/ib = e(a + i#)(iM(e, t)/a8), 
(6.10) 
(6.11) 
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with initial condition 
&X(0,0) = eMiezo . 
The first order partial differential equation (6.11) has the solution 
A?(e, t) = Exp[ic&,e~t/(ol - @(em” - l))]. (6.12) 
Note that this is the characteristic function of an infinitely divisible distribution. 
Further if we consider any X,, E a and A E 54?, then X,(A) is a Markov diffusion 
process which is also a solution of (6.8) with initial condition X,(A). Hence for 
any initial condition X0 E o;! with atoms at (ui : i = 1,2,...}, the churocteristic 
functional 
Lt,x,(tp) 3 Exo(eiJmb)Xt(dz)) = E, E xP (i 2 Y(4) X&i)) 
i=l 
= Exp [ f {+(a~ X,(uJ e”t/(~ - irs)(ur)(eat - I)))] . 
j=l 
dF But if ‘p E C,,(Rd) and X,,, --+ X0 , X,,, E GI, n = 1,2, 3 . . . . then 
lim L n-tm t,~,,.(~) = Exp [/ @cp($ eat/CCL - +&4(edt - 111) X,&9]. (6.13) 
But then according to Lemma 6.1, PI0 ,(t) converges in distribution to Px,(t), 
where Px,(t) is defined by the characteristic functional on the right hand side 
of (6.17). 
Remark 6.1. The suggestive notation 
dXt = &t + dB,2vxt, I/&) 
makes sense since for any initial measure X0 , X,(A) is a Markov diffusion process 
which is a solution of the stochastic differential equation 
dZ(t) = cxZ(t) + (2rZ(t))112 db(t) 
with initial condition Z(0) = X,(A). 
Remark 6.2. Note that regardless of the initial measure X0 , X,(a) is an atomic 
meusure for all t > 0. For example, if X0 is ordinary Lebesgue, then X,(.) is a 
generalized random field with characteristic functional 
-VP) = Exp [s g(&)) d”] 3 
whereg(8) = cA?/(~ - $9(& - 1)). Since ego’) is the characteristic function of 
an infinitely divisible nonnegative random variable, Theorem 2.1 implies that 
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L(v) is the characteristic functional of a random measure with independent 
values at every point. In the one dimensional case it corresponds to an infinitely 
divisible process which must be a pure jump process. The corresponding random 
measure has atoms at the location of each jump. 
Remark 6.3. We can now see why Eq. (6.4) as originally formulated does not 
have a solution. This is because the formulation of (6.4) is such that it restricts 
the search for solutions to the set of measures which are absolutely continuous 
and with square integrable densities whereas the natural solution is atomic 
measure valued. 
We now give a second example of a solvable stochastic differential equation. 
THEOREM 6.2. The stochastic d#erential equation 
dX, = dB,,(t) 
is solvable. If X0 is nonatomic, then X, = X0 for all t > 0. 
Proof. Consider the ordinary stochastic differential equation 
dZ(t) = Z(t) db(t) which has a solution Z(t) = Z, Exp(b(t) - t/2). 
Applying ItB’s lemma, we obtain 
WWW))) = -V2W, 
(6.14) 
(6.15) 
and hence E(Z2(t)) = Zo2et and Var(Z(t)) = Zo2(et - 1). Now assume that 
X,,(A) > 0 but that there are no atoms in A. Consider a sequence X,,, -+ X0 
in dF, We can assume without loss of generality that X,,, places n atoms of 
equal meaaure within A. But then 
Hence 
t-5 ~xo.nGw)) = &W 
and 
lim Var = 0. n-m xo*nM4) 
Hence X,(A) = X,(A) for all t > 0 and the proof is complete. 
Remark 6.4. In view of Theorems 1 and 2 it is reasonable to conjecture that 
Eq. (6.6) is solvable if F(x) = xoL with l/2 < a: < 1. 
6.2. Preliminary Remarks on Measure D@sion Processes 
In Section 6.1 we have introduced the notion of a measure process and then 
considered some examples of measure processes with independent values at every 
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point. In the next section we study the family of measure diffusion processes. 
Intuitively this family describes processes with creation and annihilation (birth 
and death) and simultaneously the measures are diffusing throughout space. 
Another way of visualizing such processes is to consider the continuous limit of 
a branching diffusion process. For this reason we now briefly review stochastic 
population processes with diffusion. Assume that the state space EC Rd and that 
at time 0 there are PZ individuals of equal mass located at the points y1 , ys ,..., yn 
of E. Each individual is assumed to have an exponential distributed lifetime with 
mean y-l and at the end of its lifetime it is replaced by r similar offspring with 
probability p, , all initially located at the final position of their parent. The 
generating function of the distribution { pr} is denoted by f (2) = C,"=,-, p ..?. 
The “motion” of each individual is determined by a temporally homogeneous 
Markov diffusion process with infinitesimal generator A. Let P(* 1 x, t) denote 
the probability transition kernel for this Markov diffusion process. Let 
~(*IYl,Y,>-,Yn; t) denote the induced point process conditioned on the 
initial condition ( yr ,..., y,,) described above and let,!& j yr , ys ,..., yn , t) denote 
the corresponding characteristic functional. Then it can be shown [5.5, 5.61 that 
L(- [ y, t) satisfies the following basic equation 
L(~I / y, t) = evt 1 e' t"(s)q~Iy,t) +vjt IfP(+,t -u))qdxIY,u) * e-vu du. 
0 
(6.16) 
Refer to [5.1, 5.5, 5.31, 5.33, 5.40, 5.141 f or a more detailed discussion of 
branching difIusions. 
If we now consider the continuous analog of this branching diffusion we are 
led to the stochastic evolution equation 
dX(t) = (A + a) X(t) dt + (2pX(t))l12 dB(t), (6.17) 
where (2yX( t)) l/2 is intended as a “multiplication operator” and B(t) is a 
Brownian motion as in Section 6.1. In the special case A = A and E is a compact 
subset of R’, then we have the type of equation discussed in Section 5 except for 
the fact that (2p)rla is not Lipschitz and therefore the hypotheses of the existence 
theorem (Theor. 5.1) are not satisfied. However, it is reasonable to conjecture 
that with a more sophisticated approach it is possible to prove existence and 
uniqueness in the (27~24) 112 case. If the solution does exist then the covariance 
function will satisfy the equation 
aV/at = A,V(x, y, t) + AyV(x, y, t) + 2pS(t, x) 8(x - y) (cf. Theor. 5.2). 
(6.18) 
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However in the case E C R2 we encounter a much more fundamental difficulty 
similar to the difficulty encountered in Section 5. The expression 
(2+Y(t))ll” dB(t) 
makes sense only in the case that X(t) is an integrable function. On the other 
hand we have seen in the Corollary to Theorem 4.11 that Ji U(t - s) dB(s) is 
almost surely not an integrable function in this case. Furthermore it then follows 
that if (2rX(t))( as a measure) has a positive density (with respect to Lebesgue 
measure) on a set of positive Lebesgue measure then ]i U(t - s)(2~X(s))‘/~ B(s) 
as a distribution (in the sense of Schwartz) cannot be represented by an integrable 
function. This contradiction leads us to believe that Eq. (6.17) does not have a 
solution in the usual sense if X(0) # 0 on an open set. One can also see that a 
solution to (6.17) would have to be a positive distribution, that is a measure, but 
a similar argument shows that (6.17) cannot have as a solution an absolutely 
continuous measure. On the other hand if X(t) is a singular measure then the 
right hand side of 6.17 is not well defined. In the next section we will mimic the 
development of Section 5 and redefine the right-hand side of (6.17) in the case in 
which X(t) is a singular measure. In particular we will construct a measure valued 
Markov process which can be associated with the formal expression (6.17). 
Mathematically such a process is described in terms of its infinitesimal generator 
and we will show that its infinitesimal generator is the same as that obtained by 
applying Ito’s lemma (cf. Theorems 3.2 and 4.12)(in a purely formal sense) 
to the “solution” of (6.17). Such a calculation leads to the following formal 
infinitesimal generator 
A+) = ((0 + a>F’(x), x> + r’k@“(+ (6.19) 
where we have considered (6.17) in the case A = 8. In the next section 
we discuss the meaning of (6.19) and describe in what sense a is the infinitesimal 
generator of a Markov process. 
6.3 Measure Dz$fusion Processes 
In this section we will construct a Markov process whose infinitesimal genera- 
tor is given by (6.19). The basic method employed is based on a theorem about 
semigroups which is due to Trotter and a modification of this theorem due to 
Marsden. We begin by describing these two results. 
THEOREM 6.3. (Trotter [4.28]). S pp u ose that the strongly continuous semi- 
groups (Tt> and {S,} on a Banach space C sattify 
II Tt II G Meart, II St II < Me@, 
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and that .9(AT) n B(A,) is d ense in C, where A, and As are the infinitesimal 
generators of {Tt} and {S,}, respectively. Then A, + As (OY its closure) generates 
a strongly continuous semigroup if and only if the range of (A - A, - As) is C 
(OY dense in C) for some h > 01~ + 01~ . If A, + As (or its closure) generates a 
strongly continuous semigroup, { LJ,>, then 
u, = 29 (T,$#t/hl, + (6.20) 
where [t/h] denotes the greatest integer in t/h. 
THEOREM 6.4. (Marsden [4.17]; Segal [4.24]). Let C be a Bunach space and 
let As be the infinitesimal generator of a strongly continuous semigroup with 
I)&‘,)/ < Meutforsomeol.LetA,: C + C be a vector$eld on C such thrzt A, is of 
class C’s with its first and second derivatives unaformly bounded on bounded subsets 
and let (Tt} be the JEow of A, . 
Then A, + A, has a unique flow which is Lipschitz for each t, 0 < t < r, and 
U,x = ;ir (St,,, - Ttila)nx (6.21) 
uniformly in t for each x on bounded sets of t. The mapping t * U,x is continuous. 
If x E &@(A, + AT) then 
(44 Utx = (A, + 4-I U,x 
on [0, T), where r is the “exit time from C”. 
Let C,,(&!r) denote the class of bounded real valued continuous functions (with 
respect to the weak * topology) on ..HF and let C&H,) denote the Banach space 
given by the closure of C&d,) in the norm 
where [I x I[ is the total variation norm, I[ x 11 = X(P). If Js F is the Bunuch space 
of signed measures with total variation norm, the$rst and second Frechet derivatives 
of an element of C,,(&s,) can be defined as in Section 3. Also note that C,,(&,) C 
C,,(J%,), the class of bounded continuous functions (with respect to (I * [I) on &r. 
We now state the main theorem of this section. 
THEOREM 6.5. There exists a unique A,-valued Markov process with in.ni- 
tessmal generator A which is characterized as follows. 
(i) There exists a dense linear subspace Sp C C&Yr), 
(ii) If F E g0 , then FE 9(A), and 
m(x) = ((A + OF’, x> + Y TrdF”(x)), (6.23) 
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where A denotes the Laplacian on Rd. (Given the bilinear form on A, , (q~, *>(a, +b>), 
where v, # E C,(Rd), then 
Before proving the result we must establish a number of preliminary results. 
Let {S, : t 3 0) denote the strongly continuous semigroup of contraction 
operators on C,,(Rd) which has for its infinitesimal generator the Laplacian and 
let (S,*: t > 0} denote its dual which acts on .&F(Rd). Now consider the 
characteristic functional of the induced MF(Rd)-valued degenerate stochastic 
process, Y(t), 
L%,(d = &de sytC)) = Exp [i 11 C&X) P(t, x0 , dx) Y,,(dxJ] 
ZZZ e~h~~~~oh(d~o) = L~,(Q,,), (6.24) 
where P(t, x,, ; dx) = (l/(2+“) e-(*-zo)a/at dx, Y, gJF(Rd), and where 
,ry,(+) ~ ,&(d y&d for $ E C,,(Rd). (6.25) 
Now consider the singular stochastic differential equation of Section 6.1, 
namely, 
dx, = ax, dt + d~c2vX,)i/s(t) (6.26) 
with (Y E R (our discussion is limited to the case OL # 0, minor modifications are 
required for the 01 = 0 case), y > 0 and initial condition A’,, E &iF(Rd). We have 
from Eq. (6.13) 
L&,(v) = EXP [I @d4 eat/la - ++Wt - 111) X,W] = Lx~(T~~, (6.27) 
where 
T&x) = q(x) emt/[a - irp)(x)(e”t - I)]. (6.28) 
Note that both {S, : t > 0} and {Tt : t > 0} can be extended to C,c(Rd), the 
space of continuous complex-valued functions on Rd which vanish at infinity as 
follows: if I&X) = q&) + z&(x) 
&p(x) = - 
(27& s 
e-(y-~)*&p(y) dy (6.29) 
T,$$) = [me%&) + &k4)1/[~ + y(@ - 1) ~~(4 - 4++ - 1) 9441~ 
(6.30) 
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LEMMA 6.2. {Tt : t > 0} is a strongly continuous sema@w.. of noniinem 
operators on C,c(Rd) with infinitesitd generator 
444 = 44 + iYv2(4 (6.31) 
Also if Im(q) > 0, then Im( Ttv) 3 0 for aR 2, 
II Ttcp II d eat II v IL (6.32) 
a?ld 
II Ttp, - Tt# II < eat II v - 9 II. (6.33) 
Proof. RecalI that 
T,g, G mp e”t/[m - iyv(emt - l)] 
so that 
Tt T,cp = LY[~+“/(LX - zycp(ea8 - l))] tit/(rx - iy[qe”“/(cd - ir(p(ee8 -Il))](f+ - 1)) 
= cqea(s+t)/(a - iyp(ea(8+t) - 1)) = Tt+sp 
Also T,,, = 9 and 
II Tt(p - v II < II 9 II II 41 + ir)(emt - 1)/b - iw(eMt - l))ll, 
and hence 11 Tt~ - ‘p II -F 0 as t JO. 
The infinitesimal generator is obtained as follows. 
4~ = (W4bwV(~ - irp)P - 1)11 I a4 
= (&pF + &+$ea8/(cx - iyv(eo8 - 1))2)19,0 . 
Hence Alp(x) = q(x) + iwz(x). 
Note that 
lm(Ttq) = 
cre"%p2(a + y(t+ - 1) ~2) + ~"t9~W+ - 1) 
(a + y(emt - 1) CJJ~)~ + (y(e+l - 1) 91)~ ’ 
(6.34) 
Hence if ‘pz > 0, then Im(Ttv) >, 0 for all t >, 0. Equation (6.32) is immediate 
and we obtain (6.33) in the case Im(cp) > 0 as follows: 
ll(aqe”t/(a - iyrp(eat - 1 1)) - (4@/(~ - kWt - l)))ll 
= [I a2eMt(q - #)/(a - iy&+ - l))(a - iY$(@ - l))ll < fF II ‘p - $ II. 
Remark 6.5. Consider the induced MFvalued stochastic process which is 
obtained by allowing the system to evolve via the X,-process during [0, tl] and 
the Yt process during (tl , t, + t.J. We then have 
~i$~.x&d = L,GG,Q+ 
The proof of Theorem 6.5 is now broken down into four steps. 
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Step 1. Subdivide the interval [0, t] into n equal parts and allow the system 
to evolve via the X, and Yt processes in alternate subintervals. The resultant 
process is denoted by {Zsn: 0 < s ,< t}. We then have 
Gb,(P) = 4r#L&a)$). (6.35) 
The conditions required by Theorem 6.4 are satisfied in this case and we have 
U&p) = ;+z (T%st~“)n(cp) (6.36) 
exists and generates a nonlinear semigroup on C’i+ = {v : q E Cot; Im(q) > 0} 
such that if (p, 4 E Ci+ then (noting that S, : Ct+ + Ci+), 
II utp, II < eat II v II, 
and 
Furthermore the infinitesimal generator of {U,} is d + A. 
Step 2. Let {ft} and {St} denote the semigroups induced on C,(A?,) by the 
X, and Yt processes, respectively. We now claim that (Iftl,&JnF + V,F, 
where V, is the Markov operator corresponding to the probability transition 
kernel on dF which corresponds to the characteristic functional 
LL&) = L,aP). (6.37) 
Note that V, can be defined on all of C&A,) since Ex& X, 11) < eat II X0 I/ for 
all t > 0. By (6.35) and (6.36), for q E CO(P) 
since Lxo(.) is continuous. 
Hence the corresponding probability measures on AF converge weakly. 
Hence if F E Cb(AIF), 
( f%%tlnP F(Xd = G$VL(O)) -+ VtWG). 
We now show that V, maps C&A’,) into itself. 
Consider 
VJW = -W(-W 
But if X,, -+ X0 in AF, then 
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Hence the corresponding probability measures on C&M,) converge weakly 
and hence 
VtWn) -+ vP(xJ~ as rz-+~. (6.38) 
Step 3. If F,(x) = ei<z,q>, then 
(6.39) 
Let Ya be the subalgebra of C,(&‘,) consisting of finite linear combinations of 
cos((*, cp)) and sin((*, cp)) with QJ E {C,,(Rd) n B(d)} u (1). Clearly 9s C C,(&‘,). 
Since V,(ei(q**)) = ei<“tm*‘>, and since U, : CO(Rd) n 9(d) -+ C,,(Ra) n 9(d), 
it follows that V,(y7,) C Y0 . 
LEMMA 6.3. Y. is dense in C,(d!,) C C,&S~!~). 
Proof. If F E C,(&,), then F IK C C(K) for each compact subset of Rd. 
Since Y0 separates points it follows from the Stone-Weierstrass theorem that 
9a lK is dense in C(K). Given E > 0 let rl be such that Sup 1 F(x)l/(l + rl) < e/3 
and let K1 = {x EJZ~ : 11 x jl < rl}, K, = {x ~.,&‘r : I/ x II 9 2r1j. Let f E Y0 be 
such that Sup,,, I F(x) - f ($I/(1 + II x II) < e/3. Let M = Sup If (x)1. Let g 
be a continuous :eal-valued function such that 
g(y) = 1 if y < rl , 
= 0 if y > 2r,, and 0 <g(y) < 1 for Yl B y < 25 - 
Choose r2 > 2r, such that (1 + M)/(l + rs) < e/3 and let us consider g* to be 
a trigonometric polynomial such that Period (g*) = 2r, and 
SUP I g(y) - g*(y)1 < d3(M - 1). 
OSYST~ 
Then g*((*, 1)) E Y. and f (*) * g*((*, 1)) satisfies (1 F(x) - g*((x, 1)) f (x)11 < E 
for all x and the proof is complete. 
Now let 
Cdor{F:F~Cd,~IV~f-ffll+Oast~O}. (6.40) 
According to the results of Dynkin [1.6] we have the following. 
(i) V,Cdo C Cdo. 
(ii) Cd0 is a closed linear subspace of Cd . 
(iii) if F E Cd’, V,F is strongly continuous for t >, 0. 
(iv) if a is the infinitesimal generator of (Vtj and if F ES&~), then 
& E Cd0 and V$‘is strongly differentiable and (d/dt) V$ = ifV$ = 
Ir,AF, and 
T/,F-F = 
s 
t VAFds. 
0 
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(v) B(A) is dense in Cdo. 
(vi) a is a closed operator, that is if F, E.~(A) and 11 F, -F II-+ 0 as 
~-+~0,~/&‘~--G~~-+Oasn-+co,thenG~9(~)and~=G. 
LEMMA 6.4. Cd0 3 C&M,) and V,(C,(.A,)) C Cb(.MF). 
Proof. Note that Y. C C&Y,) an is dense in C,(AR) and C,‘J is closed. d 
Hence it suffices to prove strong continuity on Y. . If Fkp = el(e**> E Y. , then 
vpv = eNw”>. 
Now on compact subsets of AF we have uniform convergence as t J 0. 
But noting that 1 F [ = 1 we can choose a compact set K such that 
I F(x)ll(l + II * II) < E if x$K. 
Hence 
II VP---II -+-0 as t-10. 
The fact that V, : C&M,) + C&A?,) follows since LK,@) is continuous in x0 
for each e, E CO(P) and the proof is complete. 
Hence V, forms a strongly continuous semigroup of bounded linear operators 
on C, . 
Step 4. Note that if F E Yo, then the domain can be extended to Banach 
space JZSp in a natural way. Let 
F,(X) E ei(X*@). (6.41) 
The first FrCchet derivative is given by 
F,‘(x) E 9(u#YsF , R) = ziW*@>(p, e), 
and the second FrCchet derivative is given by 
F,“(x) E ~(AsF, -EO(A,F, 9. 
(6.42) 
(6.43) 
LEMMA 6.5. Let FE Y. . Then FE 9(A) and 
dF(x) = ((4 + 4F’(x), x> + y R@“(x)). 
Proof. Let F,(x) be given by (6.41). Then 
(6.44) 
Hence 
(d/d) VtF,(x) = iei’zmvtm’((d + A) lJ,p, x>, 
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and 
AF&) = (dV,F,(x)/dt)jt, = ie-y(X, Ay + arp) + iy(x, $)). 
But from (6.42) and (6.43) we have 
(6.45) 
((A + a)Fi(x), x) + yTr#‘G(X)) =.iei’“P”[(x, Ap, + q~) + iy(x, (p’)] = &‘,Jx) , 
and hence the same fact is true for the real and imaginary parts of F, and the 
proof is complete. 
Hence we have seen that {V,} is a strongly continuous Feller semigroup on 
C,(,,&~) C Cd(AF) with infinitesimal generator A^ and whose domain 9(d) 3 Ya . 
Furthermore we have identified the action of 2 ly . Since Sp, is dense in 9(a), 
the semigroup is uniquely determined by its rest&ion to 9a . (This is because 
a is a closed operator and 9(a) is the closure of Sp, in the graph norm 
11 F 11 + 11 AF 11.) Furthermore, since I’, is strongly continuous on C&A!,), the 
probability transition kernel is stochastically continuous, that is, for any x E AF 
and open neighborhood U of x, 
hur$ P(t, x; U) = 1. 
But then according to a result of Dynkin [1.6], the Markov process with proba- 
bility transition kernels (P(t, 0; *)} is uniquely determined by the infinitesimal 
generator A. Hence there exists a unique &r-valued stochastically continuous 
Markov process whose infmitesimal generator satisfies Lemma 6.5. The proof 
of Theorem 6.5 is now complete. 
Remark 6.6. In view of the remarks of 6.3 it is reasonable to conjecture 
that the constructed process is singular measure valued if d > 2. 
6.4. The Limit of Branching Diflusions 
In this section we will show that the Markov process constructed in Section 
(6.3) is a limit of branching diffusions. We consider a linear birth and death 
process, however, the results can be generalized to more general branching 
mechanisms. 
Consider a linear birth and death process N(t) with birth rate h and death 
rate CL. If p # A, then (Bailey [l.O]) 
il!l,N,Je) = E,o(eieN(t)) 
= (p(e” - 1) eat - heie + p/(A(e”’ - 1) eat - A.$” + p)p, (6.46) 
where 01 = h - 1-1. We now consider the limiting behaviour of N(t) in the case 
a # 0. For each K = 1,2, 3 ,... we define 
N&) = W&W; AK , PK) with NK@) = WWG (6.47) 
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where N(t; AK , ,uK) is a linear birth and death process defined by (6.46) with 
parameters 
AK = KY + 42, 
PK = KY - 42, 
MK = l/K = “mass” of each particle. 
Let x(t) be the one dimensional Markov difIusion process which is the solution 
of the stochastic differential equation 
dx(t) = ax(t) + (2yz(t))‘l” db(t). 
x(0) = x, . (6.48) 
We have shown in Section 6.1 that the characteristic function of the solution 
is given by 
M;Je) = E~O(ei”z(t) ) = Exp[icuBz,e”t/(a - iye(e”” - I))]. (6.49) 
THEOREM 6.6. For each t > 0, NK(t) converges in distribution to x(t) as 
K+ co. 
Proof. It suffices to show that for each t t 0, 
MzP) - Mio, t(Q 
for 0 in some neighborhood of zero. But from (6.46) and (6.47), we have 
Mt$e) 
zzz 
1 
Ky(&3/K _ 1) eat _ “I &e/K - 1) eo’t - Ky(@/K - 1) - $&e/K $ 1) 
2( 
W/%1 
Ky(eie/K - 1) eat + $&‘/K - 1) & - Ky(,&elK - 1) - $&IK + 1) 
I 
Ky(eie/K - l)(& - 1) - i(eisP - 1) ,at _ ;(ei8/K + 1) 
Ky(eielK - l)(e”” - 1) + $e / a i0 K _ 1 eot _ ‘y ) 2(eie/K + 1) 
1 (iy8(eat - 1) - CX) + & (- 9 cot - &g - !2(emt _ 1)) + o(&) [Kzol = (iyO(emt - 1) - a) + .& (7 eat - if! - q (pt - 1)) + 0(-i) 1 
(6.50) 
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Hence 
Hence the proof is complete. 
Before stating the main result we must review some concepts concerning the 
convergence of semigroups (cf. Kurtz [4.14]). Let C be a Banach space and let 
C, be a sequence of Banach spaces that approximate C in the sense that for each 
n there exists a bounded linear operator Qp, that maps C into C,, and 
;i II @nfII = llfll for every fG C. 
We write lim,,, fn = f ;  fn E C, , f  E C if and only if 
$2 llfn - @,f II = 0. 
We define the limit of a sequence of operators A,, with domain .9(A,) and range 
W(A,) C C, by setting 
Af = li+% A,@,f (6.51) 
for all f  E C for which the limit exists. 
LEMMA 6.6. For each n, let T,(t) be a strongly continuous semigroup with 
11 T, 11 < B,e”8zt defined on C, with infinitesimal generator A,. Let A = 
lim ,,- A,, . I f  A determines a strongly continuous semigroup on C, then 
lim SUP II T,(s) @,f - @,T(s)f II = 0, 
n-m OS& 
(6.52) 
foreveryfECandtE[O,co). 
Proof. See T. Kurtz [4.14]. 
Let 
{Y&) : t > 01, K = 1, 2, 3,... 
denote a sequence of measure valued stochastic processes on Rd defined as 
follows. YK(*) is a branching diffusion in which the branching mechanism is a 
simple birth and death process with birth rate A,, death rate pK and particle 
mass MK as given in equation (6.46). Furthermore it is assumed that each 
particle undergoes an independent Brownian motion in R* with diffusion 
constant y. For a given Bore1 set B, YK(t, B) denotes the mass in the set B at 
time t. Let Z(t) denote the measure valued process in Rd whose construction 
was described in the proof of Theorem 6.5. We denote by {V,} the semigroup 
of operators on C&NF), which is associated with the process Z(t). Let JVK CA, 
denote the set of atomic measures uch that the measure of each atom is a multiple 
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of l/K. Clearly NK is the state space of the process YK(*). We denote by {V,K} 
the semigroup of operators on C&P) associated with the process YK(.). We 
define the mapping 
as the restriction mapping of a function in C&H,) to the domain xK. Further- 
more let AK denote the infinitesimal generator of the semigroup V,(e). 
THEOREM 6.7. The sem&oup {V,] is the limit of the semigroups (VtK) as 
K -+ co in the sense that 
lim sup /I vK(s) @Kf - !&v(s)f 11 = 0. 
K-m O&St 
(6.53) 
Proof. In view of Lemma 6.6 it suffices to show that for each f E Yo, 
. 
Af = 4% A&f, (6.54) 
that is, 
& 11 @KAf - AK@Kf 11 -+ 0. (6.55) 
Furthermore we can write 
/&-al+& 
AK = AK1 + AK2, 
(6.56) 
where the operators Al, Ad, refer to the creation-annihilation process and As, 
AK2, refer to the diffusion-Brownian motion processes, respectively. 
Using Eq. (6.50) we obtain by direct computation 
AK1(e”‘“*” 
)(x) = 1 iXj eicc,‘> (+ri> + iw”(ri>> + 41 x II/K) 
’ = ze i’plsz)(x, cq + iw2) + o(II x II/Q 
where x is an atomic measure with atoms of size xi at Y$ E {n/K : n = 1, 2,...}. 
Now consider AK2 the infinitesimal generator for the independent Brownian 
motion process. We compute AK2 as follows. For x E MK 
AK2(ei(“-‘>)(x) = (d/d) ExK(ei<wJt>) 
where now we can think of X, as a Brownian motion in Rn where n is the number 
of atoms of the measure x E ..HK . 
Then 
(d/tit) E3EK(ei’9)sXt’ )I&, = (d/&) fi Exp@cXj(t))‘K), 
J=l 
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where Xi(t) represents the position of the jth particle at time t. Hence if x has 
atoms at the points rj = (yjil P***P rjd)9 
Hence 
=f? i’w*2’[i(d~, x) - (1 grad v I’, x > (l/K)]. 
AK(ei<Q.*))(x) = iei(@S> [CT 4 + 9 + iw2”>1 + 4 x II/W. 
Recalling that 
A(ei’“.qx) = iei<@*z)(x, Atp + csp + iyp”) 
we obtain 
A(ei<m*“) = jii AK@K(ei’Q*v>). 
To complete the proof we must show that the semigroups {V,} satisfy the 
growth condition. Since 1 cp(x)l < [I v I](1 + I] x II) we have 
Hence 
(VtK9J)(x) = Kc((P, YtK>) G II 9J II -w + II YtK II)* 
II v&P II < SUP II v II J%!K1 + II YtK IIYU + II x 01 
< II i II (1 + II x II @)/Cl + II x II> < II v II eat, 
and the proof is complete. 
Remark 6.8. Theorem (6.7) and Prohorov’s theorem (Lemma 6.1) imply 
that the finite dimensional distributions of (Y,zr) converge weakly as K+ otr 
to the finite dimensional distributions of Z(t). 
Remwk 6.9. In fact in the proof of Theorem 6.7, we have proved all that 
is required to apply the results of Kurtz [4.14b] which imply that the stochastic 
processes YK(-) converge weakly ( on the space of right continuous functions 
from [0, T) into AF) to the Markov process X(t). 
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