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学習法 /Mｉ 脇 /Vｂ
SＧＮＴ 81.0％ 70.4％ 83.3％
LＶＱ 73.8％ 59.5％ 72.0％
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モリ不足になる可能性がある。より効率的なニューラル木を構成するために，木の最適化
や枝打ちなどが提案されている［ｌ]・
テストの段階においても,ＬＶＱは全コードブックベクトルに対して探索しなければなら
ないため，Ｏ(")なのだが，ＳＧＮＴは木構造なので探索するのにＯ(log〃)でよい。
ＳＧＮＴは自己生成特`性により，ニューロンを生成して複雑な問題に対応するネットワー
クを構成する｡我々が手作業で行っていたネットワークを設定するための苦労は減少する。
構成されたニューラル木は各問題に対し,常に優れた分類を行うことが可能である｡ＳＧＮＴ
の利点を用いて，様々な認識問題，情報圧縮，情報検索システムなどに利用可能であると
思われる。
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TheLearningPerformance
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Self-generatingneuralnetworks(SＧＮＮ）areproposedasoneoftheunsupervised
learningmethodswhichconceptisdevelopedfromself-organizingneuralnetwork
(ＳＯＮＮ)byKohonenSGNNconstructself-generatingneuraltrees(ＳＧＮＴ)automati‐
callybytrainingOntheotherhand,learningvectorquantization(LVQ)technique
ismostwidlyusedassupervisedlearningmethodandisgenerallyacceptedLVQis
alsoconsidereｄｔｏｂｅｔｈｅｅｘｔｅｎｓｉｏｎｏｆＳＯＮＮ，anditmustbeprovidedthecodebook
vectorintrainingsets
lnthispaper,ｗｅｍａｋｅａｃｏｍｐａｒｉｓｏｎｂｅｔｗｅｅｎＳＧＮＮｗｉthLVQInordertoevaluate
theperformanｃｅｏｆＳＧＮＮ,weadopttherecognitionrateasperformancecriteriafor
theMONK'sprobremswhichisgivenasstandardbenchmarkset・Ｔｈｅｒｅsultof
comparisonshowsthatSGNNiｓｓｕｐｅｒｉｏｒｔｏＬＶＱｉｎｖｉｅｗｐｏｉｎｔｓｏｆｔｈesimplicityof
networkdesign,andbetterclassification．
