Over recent years, Non-communicable Disease (NCDs) is the high mortality rate in worldwide likely diabetes mellitus, cardiovascular diseases, liver and cancers. NCDs prediction model have problems such as redundant data, missing data, imbalance dataset and irrelevant attribute. This paper proposes a novel NCDs prediction model to improve accuracy. Our model comprisesk-means as clustering technique, Weight by SVM as feature selection technique and Support Vector Machine as classifier technique. The result shows that k-means + weight SVM + SVM improved the classification accuracy on most of all NCDs dataset (accuracy; AUC), likely Pima Indian Dataset (99.52; 0.999), Breast Cancer Diagnosis Dataset (98.85; 1.000), Breast Cancer Biopsy Dataset (97.71; 0.998), Colon Cancer (99.41; 1.000), ECG (98.33; 1.000), Liver Disorder (99.13; 0.998).The significant different performed by k-means + weight by SVM + SVM. In the time to come, we are expecting to better accuracy rate with another classifier such as Neural Network.
INTRODUCTION

Overview
Over recent years, Non-communicable Diseases (NCDs) are leading causes of death and disability worldwide. NCDs also known as chronic diseases are a long-lasting condition that can be manipulated, but could not be healed immediately. Top three main types of NCDs are diabetes mellitus, cardiovascular diseases and cancers [1] . There are some aspect affects the quality of health care. Firstly, inequity of diagnosis of NCDs due to discrepancy numbers between patients and doctors [2] , [3] , [4] .
Related Work
Guyon has been reviewed feature selection [5] . Feature selection has been an active and fruitful field of research and development for decades in machine learning and data mining [6] . It has proven in both theory and effective practice in enhancing learning efficiency, increasing predictive accuracy, and reducing complexity of learning results. Noisy data detected in diabetes dataset, and most of NCDs dataset has irrelevant attribute.
Most of researchers used clustering, feature selection, or both of them for handling the NCDs problems. Patil used pre-processing technique to delete some instance and used K-means to handle the noisy class, the classification accuracy shown at 92.38 to predict PIMA dataset [7] . Gurbuz used adaptive SVM to classify Pima, Breast Cancer, Liver, and the accuracy shown 97.39, 99.51, 84.63, respectively [8] . Anirundha applied k-means as clustering technique and Genetic Algorithm as wrapper feature selection to predict PIMA dataset, the accuracy shown that 97.86 [9] . However, there is a chance to improve classification accuracy for NCDs dataset.
In this paper, we found the noisy problem and irrelevant attribute haven't handled yet while using SVM classifier in the same time. By other hand, the noisy problem is handled by clustering technique, kmeans. Secondly, irrelevant attribute is resolved by using a feature selection technique, attribute weighting by SVM. The classification section used SVM classifier. Finally, the hybrid methods using k-means, weight by SVM and SVM classifier will be expected able to improve classification accuracy. The propose model shown in section 2.
METHODOLOGY
A Propose NCDs Prediction Model
This section draw the propose model for NCDs prediction based on SVM classifier. The proposed model is indicated in Figure 1 . 
NCDs Dataset
NCDs datasets have been picked up from internet repositories, primarily from the UCI Machine Learning Repository. This research used 6 secondary datasets, that consist of diabetes, heart, and cancer datasets (Table 1) . 
Pima Indian Diabetes
This data set includes a total of 768 instances depicted by 8 attributes and a predictive class. Out of 768 instances, 268 instances belong to class '1' which indicate that diabetic cases and 500 instances belong to class '0' means non diabetic cases i.e. they are healthy persons. Most of the cases contain missing values [20] . Number of missing values corresponding to each attribute in the data set is shown in Table 9 .
Wisconsin Breast Cancer
The data set contains total 699 instances described by 9 attributes and a predictive class. The attribute values for all 9 attributes lie from 1 to 10. The class attribute has only two categories, namely benign and malignant. Class 'malignant' has 241 instances and class 'benign' consist of 458 instances. This data set consists of missing values [21] . The number of missing values with their attribute name is mentioned in Table  9 .
Echocardiogram (ECG)
All the patients suffered heart attacks at some point in the past.The patients are however alive and some are not. The survival variables and still-alive variables, when taken together, show whether a patient survived following the heart attack [22] . The past researchers addressed problem to predict from the other variables whether or not the patient will survive at least one year. The difficult part is correctly predicting that the patient will not survive.
BUPA Liver Disorder
The BUPA Liver Disorders dataset consists of 345 male samples, each with 6 features concerning with the patients' biological markers, the amount of daily alcoholic beverage consumption, and the class attribute (presence of liver disorders). Those biological markers include themean corpuscular erythrocyte 
Colon Cancer
The data collection from one of the first successful trials of adjuvant chemotherapy for colon cancer [23] . Levamisole is a low-toxicity compound previously used to treat worm infestations in animals; 5-FU is a moderately toxic chemotherapy agent. The output consists of two records per person, one record ofrecurring and one record for death.
Wisconsin Diagnostic Breast Cancer
Ten real-valued features are computed for each cell nucleus such as radius attribute, texture attributes, perimeter attributes, area attributes, compactness attributes, concavity attributes, concave points attribute, symmetry attributes, and fractal dimension attributes [21] . The mean, standard error, and "worst" or larger of these features were computed for each image, resulting in 30 features. The result is predicting diagnosis: B = benign or M = malignant and data sets are linearly separable using all 30 input features.
Data Preprocessing
Data processing is served as the raw dataset obtained may be noisy, irrelevant, incomplete and inconsistent. Initially, the dataset is preprocessed to remove noise points and missing values and then the data are normalized using z-score normalization. In order to improve the accuracy of classification, the data preprocessing is needed to be done.A preliminary analysis of Pima Dataset indicates missing data. The number of missing values for the feature serum-insulin and triceps skin fold are very high (374 and 227, respectively form 768 instances).
Data Cleansing
The missing values of the data set that are considered for the experiment are denoted with the value zero. All the tuples that result in the value zero are removed. For Type-2 diabetes Pima Indians dataset, it is noticed that some attributes like plasma glucose have a value as zero. As no human can have that low count, it is removed so as not to affect the quality of the result.
Data Transformation
Some algorithms are sensitive to the scale of data. If you have one attribute whose range spans millions (of dollars, for example) while another attribute is in a few tens, then the larger scale attribute will influence the outcome. In order to eliminate or minimize such bias, we must normalize the data. Normalization implies transforming all the attributes to a common range. This is easily achieved by dividing each attribute by its largest value, for instance. This is called Range Normalization. Another way to normalize is to calculate the difference between each attribute value and the mean value of the attribute and dividing by the standard deviation of the attribute. This is called a z-score normalization. In any such situations, data type transformations are required.The cleaned data are now normalized by using z-score normalization as given by Equation 1. This is done so that during classification or clustering the attributes may be scaled to fall within the given range of values and to generalize their values.
Where ′ is the normalized value, is the experimental value, µ is the mean and σ is the standard deviation [2] .
Data Clustering
The clustering technique is k-means clustering to remove the outliers. As the experimental datasets have two classes the number of clusters used in the proposed method is two (k=2). One of the most used clustering algorithms was first described by MacQueen (1967) [24] . It was designed to cluster numerical data in which each cluster has a center called the mean. Let D be a data set with n instances, and let C1, C2,..., Ck be the k disjoint clusters of D. Then the error function is defined as
where ( ) is the centroid of cluster , ( 1 ( )) denotes the distance between x and ( ), and a typical choice of which is the Euclidean distance. Where D represents the Data set, k is number of Clusters, d is the dimensions, and is the ith cluster. {Initialization Phase} 1: (C1, C2,..., Ck) = initial partition of D. {Iteration Phase} 2: repeat 3: dij = distance between case i and cluster j; 4: ni = arg min1 6 j 6 k dij; 5: Assign case i to cluster ni; 6: Recompute the cluster means of any changed clusters above; 7: until no further changes of cluster membership occur in a complete iteration. The k-means algorithm can be divided into two phases: the initialization phase and the iteration phase. In the initialization phase, the algorithm randomly assigns the cases into k clusters. In the iteration phase, the algorithm computes the distance between each case and each cluster and assigns the case to the nearest cluster.
Attribute Weighting by SVM
Feature selection plays a very significant role in the success of the system in fields like pattern recognition and data mining. Feature selection provides a small but more distinguishing subset compared to the starting data, selecting the distinguishing features from a set of features and eliminating the irrelevant ones. Our goal is to reduce the dimension of the data by finding a small set of important features that can give a good classification performance. This results in both reduced processing time and increased classification accuracy [25] . Feature selection algorithms are grouped into randomized, exponential and sequential algorithms.
Weight by SVM [24] has purpose for retaining the highest weighted features in the normal has been independently derived in a somewhat different context in [10] . The idea is to consider the feature important if it significantly influences the width of the margin of the resulting hyper-plane; this margin is inversely proportional to|| ||, the length of . (Of course this disregards the fact that if the training vectors change, the values of the multipliers would also change. Nevertheless, the approach seems appealing.) For the linear kernel, it turns out that
where the sum is over support vectors and is a constant independent of . Thus the features with higher | | are more influential in determining the width of the margin. The same reasoning applies when a non-linear kernel is used because || || 2 can still be expressed using only the training vectors and the kernel function.
Support Vector Machine Classifier
The well-known classification algorithm is Support vector machines (SVM). SVM is a new pattern recognition tool theoretically founded on Vapnik's statistical learning theory [26] . Support vector machines, originally designed for binary classification, employ supervised learning to find the optimal separating hyper plane between the two groups of data. Having found such a plane, support vector machines can then predict the classification of an unlabeled example by asking on which side of the separating plane the example lies. Support vector machine acts as a linear classifier in a high dimensional feature space originated by a projection of the original input space, the resulting classifier is in general non-linear in the input space and it achieves good generalization performances by maximizing the margin between the two classes. In the following, this research give a short outline of construction of support vector machine. Consider a set of training examples as follows:
where the are real n-dimensional pattern vectors and the are dichotomous labels. Support vector machine maps the pattern vectors ∈ into a possibly higher dimensional feature space ( = ∅( )) and construct an optimal hyperplane . + = 0 in feature space to separate examples from the two classes. For support vector machine with L1 softmargin formulation, this is done by solving the primal optimization problem as follows:
where C is a regularization parameter used to decide a tradeoff between the training error and the margin, and ( = 1,2, … , ) are slack variables. The above problem is computationally solved using the solution of its dual form:
where ( , ) = ∅( ). ∅( )is the kernel function that implicitly defines a mapping ∅. The resulting decision function is:
All kernel functions have to fulfill Mercer theorem, however, the most commonly used kernel functions are polynomial kernel and radial basis function kernel, respectively.
Support vector machines differ from discriminant analysis in two significant ways. First, the feature space of a classification problem is not assumed to be linearly separable. Rather, a nonlinear mapping function (also called a kernel function) is used to represent the data in higher dimensions where the boundary between classes is assumed to be linear [27] . Second, the boundary is represented by support vector machines instead of a single boundary. Support vectors run through the sample patterns which are the most difficult to classify, thus the sample patterns that are closest to the actual boundary [27] . Over fitting is prevented by specifying a maximum margin that separates the hyper plane from the classes. Samples which violate this margin are penalized. The size of the penalty is a parameter often referred to as C [28] , [29] .
Model Validation
This research use a stratified 10-fold cross-validation for learning and testing data. This means that it divides the training data into 10 equal parts and then perform the learning process 10 times. It takes another part of dataset for testing and used the remaining nine parts for learning.Then, it calculated the average values and the deviation values from the ten different testing results. Itemploys the stratified 10-fold cross validation, because this method has become the standard and state-of-the-art validation method in practical terms. Some tests have also shown that the use of stratification improves results slightly [30] .
Model Evaluation
The performance of classification accuracy is measured by confusion matrix, shown inEq.10.
This research applies Area Under Curve (AUC) as an accuracy indicator in our experiments to evaluate the performance of classification algorithm. AUC is area under ROC curve. In some research, Lessmann et al. [31] and Li et al. [17] stated the use of the AUC to improve cross study comparability. The AUC has benefit to improve convergence across empirical experiments significantly, because it separates predictive performance from operating conditions, and represents a general measure of predictive. A rough guide for classifying the accuracy of a diagnostic test using AUC is the traditional system, presented by Belle [32] . In the proposed framework, this research added the symbols for easier interpretation AUC (Table 2) . 
Model Comparison
In comparison test, there are three families of statistical tests that can be used for benchmarking two or more classifiers over multiple datasets: Let be the rank of the -th of algorithms on theth of datasets. The Friedman test has aim to compare the average ranks of algorithm = 1 ∑ −1 .
Under the null-hypothesis, which states that all the algorithms are equivalent and so their ranks should be fair. The statistic of Friedman is calculated as follows, and distributed according to 2 with − 1 degrees of freedom, when variable and are big enough.
If the null-hypothesis is rejected, it can be proceeded with a post-hoc test. When all classifiers are compared to each other, the Nemenyi test should be applied. Two classifiers have significantly different performance if the corresponding average ranks differ by at least the critical difference, shown by
where critical values are based on the studentized range statistic.
Experimental Setting
In this research, the experiment equipped with infrastructure consists RapidMiner Toolkit and XLSTAT.
Rapidminer is an open-source system consisting of a number of data mining algorithms to automatically analyze a large data collection and extract useful knowledge [33] , it can be used for analysis and modeling on diabetes prediction as well [34] . The XLSTAT statistical analysis add-in offers a wide variety of functions to enhance the analytical capabilities of Excel, making it the ideal tool for your everyday data analysis and statistics requirements [35] . The parameter should be adjusted to achieve the optimal performance and optimal accuracy for prediction model, rapidminer setting showed in Table 3 .The hardware used CPU: HP Z420 Workstation, Processor: Intel® Xeon® CPU E5-1603 @ 2.80 GHz, RAM: 8,00 GB, and OS: Windows 7 Professional 64-bit Service Pack 1. 
RESULTS AND DISCUSSION
In result section, we acknowledged the result of prediction model from 6 NCDs dataset, the detail shown at table 4-9. [7] k-means+C45 92.38 0.824 Zhu [13] MFWX+k-NN 93.50 0.880 Gurbuz [8] Adaptive SVM 97.39 0.972 Aninrudha [9] In discussion section, we conclude that most of NCDs dataset have accuracy more than 98% and AUC more than 0.99.Regarding model evaluation based on result of AUC, our proposed model improved AUC in Table 5 . Meanwhile, in Table 6 showed accuracy below 98%, it caused by more than 30 features as attributes. The one of contribution to data mining is hybrid techniques [38] , meanwhile the contribution of this work is hybrid between clustering, feature selection and classification technique using SVM for NCDs prediction model. The result showed that our proposed model improves the accuracy of the prediction model. The NCDs prediction model focused on high accuracy. The model has three steps, furthermore SVM classifier has less tedious because the number of attributes and missing value have been eliminated.
Statistical analysis should be performed to know whether the results are significant or not. The optimal prediction model on each dataset is black highlighted. The highest Friedman score (R) is kmeans + w-SVM + SVM (PM4), followed by kmeans + SVM (PM3), SVM (PM2), and other models (PM1). In statistical significance testing, the P-value is the probability of achieving a test statistic at least as extreme as the one that was actually observed, hence assuming that the null hypothesis is true. Usually, the research is used "rejects the null hypothesis" when the P-value is less than the predetermined significance level (α), showing the observed result would be highly unlikely under the null hypothesis. In this research, it set the statistical significance level (α) to be 0.05. It means that there is a statistically significant difference, if P-value < 0.05. From the result of experiment, P-value is 0.0001, this is lower than the significance level α=0.05, hence one should reject the null hypothesis, and there is a significant difference, statistically. For detecting particular classifiers differ significantly, it can be used a Nemenyi post hoc test. Nemenyi post hoc has ability to calculates all pairwise benchmarks between different prediction model and find which performance differences of models exceed the critical difference. The results of the pairwise benchmarks of prediction model are shown in Table 10 with critical difference: 2.3452. Table 11 . P-value < 0.05 results is highlighted with black print, furthermore there is a statistically significant difference between two classification algorithms, in a column and a row. As shown in Table 12 , PM4 outperforms other models in most NCDs datasets. In terms of R value ( Figure 2 ) and AUC mean (M) (Figure 3 ), PM4 also has the highest value, followed by PM1, PM2 and PM2.
From P-value analysis (Table 12) , there is a significant difference PM3 and PM4 compare to 6 datasets. Significant difference table resulted by Nemenyi post hoc test shown in Table 12 . 
