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Abstract
Fluid-structure interaction (FSI) is ubiquitous in both manufacturing and nature. At the
same time, models describing this phenomenon are highly sensitive and nonlinear. Providing an
analytical solution to these models for a realistic set of initial and boundary conditions has proven
to be intractable.
Within the domain of computational simulation, significant effort has been invested in de-
veloping numerical methods to approximate solutions using these models. Current efforts to date
have included monolithic and partitioned schemes.
In this dissertation, a novel partitioned approach is detailed in the context of Galerkin
finite elements using body fitted meshes. It capitalizes upon the continuity of traction force on
the interface shared between fluid and structure subdomains. Introducing a Neumann control in
lieu of this shared traction force, the problem is decoupled and permits solving fluid and structure
subproblems both independently and simultaneously.
Analytical results are provided which uniformly bound and demonstrate the existence of
an optimal virtual control for the decoupled weak form of the fluid-structure interaction model.
The existence of Lagrange multipliers is proven using the derivation of the Fre´chet derivative of the
operator occurring in the state equations. Discrete solutions to the resulting optimality system are
proven to converge over a single time step using the theory from Brezzi, Rappaz, and Raviart. A
steepest descent method is applied to the discrete system of equations and proven to converge under
certain conditions.
This work provides a theoretical foundation for the application of optimization-based decou-
pling to fluid-structure interaction. For problems with moderate domain deformation, this method
has been demonstrated to converge at optimal rates and to be competitive against state of the art
methods for numerically solving fluid-structure interaction.
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Chapter 1
INTRODUCTION
Modeling fluid-structure interaction (FSI) problems is of great practical importance
for many applications in manufacturing, energy, aeroelasticity, defense, and biology [10,16,
20,22,40,43,48,51,57,61,64]. A few concrete examples in which fluid-structure interactions
play an important role are piezoelastic print heads used in some models of inkjet printers,
the design of blades for wind turbines, wing design for airplanes, combustion chambers in
engines, offshore oil rigs, and blood flow through vessels or arteries.
Fluid-structure interaction problems are multiphysics problems with governing equa-
tions that are coupled through the condition of continuity of traction force and velocity on
the interface. For all but the strongest assumptions, namely negligible displacement, and
most basic initial and boundary conditions, the FSI operators are too complex to admit
tractable analytical solutions. However, in recent decades there has been success in simulat-
ing FSI numerically [11]. Numerical simulation of this phenomenon is not without difficulty.
There is a tight coupling between the fluid and structure subsystems, which makes numeri-
cal simulations difficult to perform. As the fluid exerts force onto the structure, the traction
forces must balance on the shared interface, which generally results in some movement of
the structure. Again, this exerts force on the fluid. The result is that the computational
domains are deforming in time and in a way that is implicitly determined by the fluid and
structure states.
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The limitations of computational simulation are most evident in the simulating of
the flow of blood through an artery. In order to correctly capture the flow, it is necessary
to use a patient’s own geometry, which requires three dimensional modeling. In order to
reduce the computational workload needed, it is of particular importance that methods for
solving FSI problems significantly reduce the number of iterations as well as the complexity
of solves at each time step.
There are a wide variety of methods for simulating the coupled FSI system, but
each is limited by factors including computational complexity and stability. One class of
approaches are monolithic formulations enforcing the interface conditions while simultane-
ously solving both subproblems in a single matrix system [6, 42, 45, 67]. The other class
of approaches are partitioned methods, solving each subproblem separately while finding
and transferring boundary conditions. Fluid-structure interaction is multidisciplinary in the
sense that the governing equations in the fluid subdomain involve the domain knowledge
of experts in computational fluid dynamics, while the governing equations in the structure
subdomain involve the domain knowledge of experts in continuum mechanics. Partitioned
approaches permit the use of specialized fluid and structure solvers utilizing domain specific
knowledge, which is attractive because they are generally easier to implement and allow the
use of legacy codes [21,25].
Solving an FSI problem using a monolithic formulation of the problem [67] is com-
putationally complex due to requiring many large matrix solves to converge on a solution
to the nonlinear system. Additional difficulties with this method include the development
of efficient and appropriate preconditioners for the matrix resulting from the discretized
system, although this is currently an active area of research [9, 33,68].
The most common approaches decouple the fluid and structure subsystems, which
allows for operations on a smaller matrix for each subsystem solve. In order to use existing
fluid or structure solvers as-is or slightly modified to solve each subproblem, an effective
approach must cleverly enforce the interface conditions so as to quickly converge upon
an accurate solution. How and which interface conditions are enforced will have wide-
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ranging effects on stability, speed, and accuracy of the algorithm. For a partitioned method,
there are many options for how to transmit boundary condition information back and forth
between the two subsystems. A strategy for the transmission of boundary conditions, such as
Dirichlet–Neumann [62] (see Figure 1.1), can be either explicit or implicit, depending on the
condition for proceeding to the next time step. If only a few iterations between subsystems
are allowed, then the method is explicit. If the approach iterates between subsystems until
the interface conditions are satisfied to within some tolerance, then the method is said
to be implicit. The Dirichlet–Neumann iterations [49] will be used for comparison in the
numerical results sections of this thesis.
Explicit decoupling approaches have the potential to be computationally efficient,
particularly in cases where the densities between the fluid and structure differ greatly. For
areas where there are large differences in densities of the subsystems, such as aerospace
engineering, there has been much success applying explicit methods to numerical simula-
tion of FSI. Two possible trade-offs are accuracy and stability. It has been shown that
when densities of the subsystems are close, explicit sequentially staggered approaches fail
outright and even implicit staggered methods may become unstable [54] due to the added
mass effect [21,30,34]. One stabilized explicit method uses a formulation based on Nitsche’s
method and penalizes spurious pressure oscillations through the time penalty term on the
fluid pressure fluctuations [19]. Counterintuitively, this added mass effect is only exacer-
bated by decreasing the time step size. For blood flow modeling, often the density of the
vessel and fluid are nearly identical and the added mass effect is significant.
Implicit decoupling approaches vary widely in how they attempt to enforce inter-
face conditions. The most common approaches are sequentially staggered in that they
pass boundary conditions back and forth between subproblems. Generally, many nonlinear
subsystem solves are required and even then stability can not be guaranteed [54]. By re-
laxing the update to the structure solve in each implicit iteration [21, 49], stability can be
achieved. There are methods for dynamically changing the relaxation parameter in order
to speed up convergence [34]. The largest problem with using relaxation schemes is that
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the closer the two densities are in magnitude, the greater the increase in computational
complexity because of the additional nonlinear subsystem solves needed. However, this is
still an improvement over the divergence of the algorithm.
As a strong competitor among implicit methods, modified Robin-type boundary
conditions have recently been used to increase stability and decrease iterations between
subsystems [5].
Structure
Fluid
Mesh Update
Dirichlet b.c.
Neumann b.c.
Figure 1.1: Dirichlet–Neumann coupling
All methods presented thus far were designed with finite elements in mind, although
there may be extensions to finite volume or finite difference methods possible. However, the
Immersed Boundary Method (IBM) [60], the Immersed Interface Method (IIM) [53], and
variants of these make use of finite differences for solving FSI problems on a fixed uniform
cartesian grid with an immersed interface that uses Dirac delta functions to integrate the
force exerted by the structure on the fluid. As this family of methods are based on finite
differences, their order of convergence is low. The IBM is first order accurate and the
IIM is second order accurate. Recently, an adaptation of the IBM has been made so that
finite elements may be used instead of finite differences [14]. These methods are not as
general, since both the IBM or IIM treat the immersed structure as a fiber, rather than
a multidimensional object. Advantages exist for these methods in applications where the
forcing terms are derived from particle methods, since the Cartesian fluid domain is fully
Eulerian and does not move, making the mapping of particles to cells particularly straight
forward.
We are additionally motivated to develop algorithms for finite elements since en-
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gineering disciplines are familiar with using finite element methods for solving structural
mechanics problems from a Lagrangian framework. This is largely due to its ability to
handle complex geometry with high order accuracy. Also, the finite element method lends
itself well to analyzing stability and convergence.
A partitioned approach based on optimization is introduced in this thesis that pro-
vides a stable, accurate, and efficient method for decoupling fluid-structure interaction
problems in the finite element setting. It is not specific to any particular fluid and struc-
ture combination, but will allow for solving the fluid and structure subproblems in parallel.
The algorithm will be presented in the context of solving a Newtonian incompressible fluid
coupled with a linear and nonlinear elastic solid.
The method works by treating the FSI system as a constrained optimal control
problem in which the objective is to minimize the difference between the fluid velocity and
the structure velocity on the interface. Minimizing the objective is equivalent to enforcing
continuity between these velocities. Two different definitions of this control will be used.
The definition used in Chapters 4–5 will nearly enforce continuity of stress along the inter-
face and will enforce it for an optimal solution but also will allow for additional analytic
properties needed to show the existence of an optimal solution. The one found in Chapter
3 and 6 will enforce continuity of stress for any choice of the control.
Although this method uses partitioned solves, it is implicit and stable. It avoids the
large number of iterations generally required in other partitioned methods, since a single
control is used for both subsystems simultaneously (see Figure 1.2), rather than iterating
back and forth between subsystems.
Our approach is inspired by domain decomposition methods that have been explored
by Gunzburger and Lee in [39] for solving the Navier–Stokes equations. In their approach,
the computational domain is split into two subdomains using an artificial interface and
a subproblem of the same governing equations is solved on each subdomain. The stress
between the two subsystems is prescribed and updated through Gauss–Newton iterations so
that it minimizes the discontinuity of the fluid velocity on the artificial interface. Similarly,
5
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Fluid
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Structure
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Structure
Figure 1.2: Optimization-based approach
in [28], this idea was used for the Stokes–Darcy equations. Because the stress is prescribed
for the fluid and structure subsystem as a Neumann boundary condition, both subsystem
solves may be made in parallel. In our adaptation of the algorithm, the interface will no
longer be artificial, but rather the natural interface between the two subdomains, each
having their own respective governing equations.
The use of constrained optimization for FSI has been implemented by Murea and
Sy [54] for both a linear and nonlinear elastic formulation for the structure. However, in
their approach for the linear formulation, they expand a function along the interface by its
eigenfunctions and solve for coefficients to the inner product by use of optimization. This
allows them to optimize a smaller number of unknowns. They use the stress on the interface
as a Neumann control for solving the structure subsystem. Then, enforcing continuity of
velocity through a Dirichlet boundary condition for the fluid subsystem, they update the
control and repeat the process until the stress discontinuity on the interface is sufficiently
small. This process requires that the subsystem solves must be made in serial and is still
sequentially staggered. In their implementation, the Broyden–Fletcher–Goldfarb–Shanno
(BFGS) algorithm is used to numerically optimize over the control space.
Our method differs from that of Murea and Sy in several important ways. First
and foremost, our method is not sequentially staggered and both of our subsystems may
be solved for simultaneously in the state, linearized, and adjoint equations. Second, we
use the analytically linearized form of the state subsystem operators that would appear in
solving the nonlinear state equations using Newton’s method, rather than building a Hessian
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numerically. This allows us to update our control by repeatedly solving linear problems.
Lastly, by using Gauss–Newton iterations, few nonlinear state solves are necessary at each
time step.
There is an impetus to provide a mathematical framework for non-Newtonian fluid
interaction with an elastic medium, both having domains of the same dimension. The
progress made in this thesis towards providing this framework for Newtonian fluids can be
used as a template for non-Newtonian fluids. We intend to use the approach by constrained
optimization to provide a robust foundation for numerical approximation of these problems.
Improved numerical algorithms with a firm mathematical basis will benefit biomedical and
polymer industries and help to improve health care outcomes.
This thesis is organized as follows. Part 1 deals with a fluid modeled by Navier–
Stokes in contact with a linear elastic structure. In Chapter 2, the FSI model equations for
a Newtonian fluid with linear elasticity are introduced in their strong form. After defining
the notation that will be used throughout the rest of this thesis as well as some impor-
tant properties of operators that are later referenced, the Arbitrary Lagrangian–Eulerian
framework is introduced. The fully continuous variational formulation of the FSI problem is
recast in the Arbitrary Lagrangian–Eulerian framework, and then discretized in time. This
chapter will provide a starting point for the application of an optimization-based decoupling
algorithm.
Chapter 3 begins by introducing a control into the semi-discretized weak form of
the FSI problem, and then reformulating the monolithic FSI as a constrained optimization
problem. The jump in velocities of the two substructures is minimized by a Neumann control
enforcing the continuity of stress on the interface. A decoupling optimization algorithm is
discussed, which requires few nonlinear solves at each time step. Numerical results are
presented for a haemodynamic problem with parameters congruous with blood flow in a
human artery. Additionally, results are given for a manufactured solution on a fixed domain
with nonnegligible velocities on the interface.
In Chapter 4, a control is again introduced to the semi-discretized weak form of the
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FSI problem, but two additional terms are absorbed by the control. Through the intro-
duction of the augmented control, stability analysis for the fluid and structure subproblems
becomes possible. Proofs for the stability and existence of optimal solutions for the previ-
ously presented functional minimizing the jump in velocities on the interface are given. A
proof is given showing that as the Tikhonov regularization parameter goes to zero, the se-
quence of optimal controls converge on a solution to the fully coupled problem with interface
conditions satisfied within a tolerance dependent on time step. Lagrange multipliers are
shown to exist and an optimality system is derived. Using the necessary condition from the
optimality system to update the control, the steepest descent approach is used to provide
numerical results using the augmented control.
The Brezzi–Rappaz–Raviart theorem is applied in Chapter 5 to prove the conver-
gence of solutions of the discrete optimality system to a solution of the continuous optimality
system over a single time step. The approximation error due to spatial discretization is rig-
orously proven. Attention is again focused on the steepest descent method, and a proof
is given outlining certain assumptions that must be satisfied to ensure convergence of the
algorithm. The manufactured solution from Chapter 3 is again revisited with a view to
demonstrating the theoretical convergence rate over a single time step. Next, the Gauss–
Newton with conjugate gradient algorithm described in Chapter 3 is applied to the same
problem over many time steps.
With a view to applying the optimization-based decoupling algorithm to more chal-
lenging and realistic applications, Part 2, Chapter 6 introduces the nonlinear elastic St.
Venant–Kirchhoff model for the structure in contact with a Newtonian fluid again modeled
by the Navier–Stokes equations. The strong form of the FSI equations are presented along
with a derivation of the nonlinear elastic operator on a fixed domain using the Piola trans-
form. The fluid is recast in the Arbitrary Lagrangian–Eulerian framework and discretized in
time. The semi-discretized weak form of the FSI problem is then linearized. This lineariza-
tion of the state operators are then applied to Gauss–Newton outer optimization loops with
BiCGstab and GMRES performing the inner optimization loops. Numerical solutions are
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presented to a haemodynamic problem having the same parameters as in Chapter 3, but
with more realistic physics modeling the structure. A conclusion is given summarizing the
results of this thesis and detailing areas that still need attention.
9
Part I
Navier–Stokes / Linear Elasticity
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Chapter 2
MODEL EQUATIONS,
NOTATION, AND
FRAMEWORK
2.1 Model Equations
2.1.1 Navier–Stokes / Linear Elastic Model
The fluid-structure interaction that we will consider in the first part of this work is
an incompressible Newtonian fluid and an isotropic linear elastic structure.
ΓfN
ΓfD
ΓsD Γ
s
D
ΓsN
Linear Elasti Struture Ωs
ΓIt
Inompressible Fluid Ωft
ΓfD
ΓIt0
Figure 2.1: Fluid-structure interaction domain
Let Ωft be a bounded moving fluid domain at time t in RI
2 with the boundary Γft
such that Γft = Γ
f
N ∪ ΓfD ∪ ΓIt , where ΓIt is a moving boundary. Also let Ωs be a fixed
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structure domain with the boundary Γs such that Γs = ΓsN ∪ ΓsD ∪ ΓIt0 , where ΓIt0 is the
movable fluid boundary at time t0. Consider the system of fluid and structure equations
ρf
[
∂u
∂t
+ u · ∇u
]
− 2νf ∇ ·D(u) +∇p = ff in Ωft , (2.1)
∇ · u = 0 in Ωft , (2.2)
ρs
∂2η
∂t2
− 2νs∇ ·D(η)− λ∇(∇ · η) = fs in Ωs , (2.3)
where u denotes the velocity vector of fluid, p the pressure of fluid, ρf the density of the
fluid, νf the fluid viscosity, η the displacement of structure, and ρs the structure density.
In (2.1) and (2.3), D(·) is the rate of the strain tensor, i.e., D(v) := (∇v +∇vT )/2. The
Lame´ parameters are denoted by νs and λ, and the body forces are denoted by ff and fs.
Initial and boundary conditions for u and η are given as follows:
2νfD(u)nf − pnf = uN on ΓfN , (2.4)
u = uD on Γ
f
D , (2.5)
2νsD(η)ns + λ(∇ · η)ns = ηN on ΓsN , (2.6)
η = 0 on ΓsD , (2.7)
u(x, t0) = u
0 in Ωft0 , (2.8)
η(x, t0) = η
0 in Ωs , (2.9)
ηt(x, t0) = η˙
0 in Ωs , (2.10)
where η˙0 = u0 on ΓIt0 . For brevity, we use u = 0 on Γ
f
D, but all of our results hold for
the case where u = uD 6= 0 on ΓfD with a simple modification. The moving boundary ΓIt
is determined by the displacement η at time t (Fig. 2.1). The interface conditions between
the fluid and the structure are obtained by enforcing continuity of the velocity and the
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stress force:
∂η
∂t
= u on ΓIt , (2.11)
[2νfD(u)− p I] · nf = −[2νsD(η) + λ(∇ · η)] · ns on ΓIt . (2.12)
2.2 Notation
We use the Sobolev spaces Wm,p(D) with norms ‖ · ‖m,p,D if p < ∞, ‖ · ‖m,∞,D if
p =∞. Denote the Sobolev space Wm,2 by Hm with the norm ‖ · ‖m,D. The corresponding
space of vector-valued or tensor-valued functions is denoted by Hm.
For the variational formulation of the flow equations (2.26)–(2.27) in the ALE frame-
work, described in section 2.3, we define the function space for the reference domain:
H1D(Ω
f
t0
) := {v ∈ H1(Ωft0) : v = 0 on ΓfD} .
The function spaces for Ωft are then defined as
H1D(Ω
f
t ) := {v : Ωft × [t0, T ]→ RI 2, v = v ◦Ψ−1t for v ∈H1D(Ωft0)} ,
L2(Ωft ) := {q : Ωft × [t0, T ]→ RI , q = q ◦Ψ−1t for p ∈ L2(Ωft0)} .
where Ψ−1t is the inverse ALE mapping described in section 2.3.
For the structure displacement η, define the function space
H1D(Ω
s) := {ξ ∈ H1(Ωs) : ξ = 0 on ΓsD} .
We use (·, ·)
Ωft
, (·, ·)ΓIt , (·, ·)Ωs , and (·, ·)ΓIt0 to denote the L
2 inner product over
Ωft , ΓIt , Ω
s, and ΓIt0 , respectively.
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In the moving fluid domain, we define the bilinear and trilinear forms
a(u,v)
Ωft
:=
1
4
∫
Ωft
(∇u + (∇u)T ) : (∇v + (∇v)T ) dΩft ∀ u,v ∈H1D(Ωft ),
b(v, q)
Ωft
:= −
∫
Ωft
q(∇ · v) dΩft ∀ v ∈H1D(Ωft ), q ∈ L2(Ωft ),
and
c(u,v,w)
Ωft
:=
1
2
∫
Ωft
u · ∇v ·w − u · ∇w · v dΩft .
For the stationary structure domain, we define the bilinear forms
d(η,γ)Ωs :=
1
4
∫
Ωs
(∇η + (∇η)T ) : (∇γ + (∇γ)T ) dΩs ∀ η,γ ∈H1D(Ωs),
and
e(η,γ)Ωs :=
∫
Ωs
(∇ · η)(∇ · γ) dΩs ∀ η,γ ∈H1D(Ωs).
It is noteworthy that
c(u,v,v)
Ωft
= 0 ∀u,v ∈H1D(Ωft ). (2.13)
Throughout this thesis, C represents a positive constant independent of time. As
is well known, a(·, ·), b(·, ·), c(·, ·, ·), and d(·, ·) are continuous and there exist constants
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C1, C2, C3, C4 and C5 such that
|a(u,v)
Ωft
| ≤ C1 ‖u‖1,Ωft ‖v‖1,Ωft ∀u,v ∈H
1
D(Ω
f
t ), (2.14)
|b(v, q)
Ωft
| ≤ C2 ‖v‖1,Ωft ‖q‖0,Ωft ∀v ∈H
1
D(Ω
f
t ), ∀q ∈ L2(Ωftn), (2.15)
|c(u,v,w)
Ωft
| ≤ C3 ‖u‖1,Ωft ‖v‖1,Ωft ‖w‖1,Ωft ∀u,v,w ∈H
1
D(Ω
f
t ), (2.16)
|d(η,γ)Ωs | ≤ C4 ‖η‖1,Ωs ‖γ‖1,Ωs ∀η,γ ∈H1D(Ωs), (2.17)
and
|e(η,γ)Ωs | ≤ C5 ‖η‖1,Ωs ‖γ‖1,Ωs ∀η,γ ∈H1D(Ωs). (2.18)
There exist positive coercivity constants C6 and C7 such that
a(u,u)
Ωft
≥ C6 ‖u‖21,Ωft ∀u ∈H
1
D(Ω
f
t ), (2.19)
d(η,η)Ωs ≥ C7 ‖η‖21,Ωs ∀η ∈H1D(Ωs), (2.20)
and b(·, ·) has the inf-sup condition
sup
0 6=v∈H1D(Ω
f
t )
b(v, q)
Ωft
‖v‖
1,Ωft
≥ C8 ‖q‖0,Ωft ∀q ∈ L
2(Ωft ) (2.21)
where C8 is a positive constant.
2.3 Arbitrary Lagrangian–Eulerian Framework
The Arbitrary Lagrangian–Eulerian (ALE) [26, 46] framework is the most widely
used description of the fluid subproblem in finite element FSI simulation. In the ALE
formulation, a one-to-one coordinate transformation is introduced for the fluid domain, and
the fluid equations can be rewritten with respect to a moving domain which is Lagrangian
on its boundaries and in between Lagrangian and Eulerian on its interior. Specifically, we
define the time-dependent bijective mapping Ψt which maps the reference domain Ω
f
t0
to
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the physical domain Ωft :
Ψt : Ω
f
t0
→ Ωft , Ψt(y) = x(y, t) , (2.22)
where y and x are the spatial coordinates in Ωft0 and Ω
f
t , respectively.
Ω
Ψt
Ψt
Ω t-1
Figure 2.2: ALE coordinate transformation
The coordinate y is often called the ALE coordinate. Using Ψt, the weak formulation
of the flow equations in Ωft can be recast into a weak formulation defined in the reference
domain Ωft0 . Thus, the model equations in the reference domain can be considered for
numerical simulation and the transformation function Ψt needs to be determined at each
time step as a part of computation.
For a function φ : Ωft × [t0, T ] → RI , its corresponding function φ = φ ◦ Ψt in the
ALE setting is defined as
φ : Ωft0 → RI , φ(y, t) = φ(Ψt(y), t). (2.23)
The time derivative in the ALE frame is also given as
∂φ
∂t
|y: Ωft × [t0, T ]→ RI ,
∂φ
∂t
|y (x, t) = ∂φ
∂t
(y, t). (2.24)
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Using the chain rule, we have
∂φ
∂t
|y= ∂φ
∂t
|x +z · ∇xφ, (2.25)
where z := ∂x∂t |y is the domain velocity. In (2.25) ∂φ∂t |y is the so-called ALE derivative of
φ. The flow equations (2.1)–(2.2) can then be written in ALE formulation as
ρf
[
∂u
∂t
|y +(u− z) · ∇xu
]
− 2νf ∇x ·Dx(u) +∇xp = ff in Ωft , (2.26)
∇x · u = 0 in Ωft , (2.27)
where Dx(u) = (∇xu+∇xuT )/2. Note that all spatial derivatives involved in (2.26)–(2.27),
including the divergence operator, are with respect to x. Throughout this thesis we will use
Dx(·) and ∇x only when they need to be clearly specified. Otherwise, D(·), ∇ will be used
as Dx(·), ∇x, respectively.
The variational formulation for (u, p,η) in ALE framework is given by: for almost
every t ∈ [t0, T ], find t → u(t) ∈ H1D(Ωft ), t → p(t) ∈ L2(Ωft ), and t → η(t) ∈ H1D(Ωs)
such that
ρf
(
∂u
∂t
|y + (u− z) · ∇u, v
)
Ωft
+ 2νfa(u,v)Ωft
+ b(v, p)
Ωft
− (2νfD(u) · nf − pnf ,v)ΓIt
= (ff ,v)Ωft
+ (uN ,v)ΓfN
∀v ∈H1D(Ωft ) , (2.28)
b(u, q)
Ωft
= 0 ∀q ∈ L2(Ωft ) . (2.29)
and
ρs
(
∂2η
∂t2
, ξ
)
Ωs
+ 2νsd(η, ξ)Ωs + λe(η, ξ)Ωs
− (2νsD(η) · ns + λ(∇ · η)ns, ξ)ΓIt0 = (fs, ξ)Ωs + (ηN , ξ)ΓsN ∀ξ ∈H
1
D(Ω
s) , (2.30)
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where the interface conditions (2.11)–(2.12) are imposed.
In order to define the ALE mapping Ψt, we consider the boundary position function
h : ΓIt0 × [t0, T ] → ΓIt . The ALE mapping can then determined by solving the Laplace
equation
∆yx(y) = 0 in Ω
f
t0
,
x(y) = h(y, t) on ΓIt0 ,
x(y) = 0 on Γft0/ΓIt0 . (2.31)
This method is called the harmonic extension technique, where the boundary position func-
tion h is extended onto the whole domain [56]. For a comparison of the harmonic extension
with other extensions of h onto Ωft0 , see [66].
The Reynolds Transport formula is given by
d
dt
∫
V (t)
φ(x, t) dV =
∫
V (t)
∂φ
∂t
|y +φ∇x · z dV (2.32)
for a function φ : V (t)→ R , where V (t) ⊂ Ωft such that V (t) = Ψt(V0) with V0 ⊂ Ωft0 [58].
Applying the Reynold’s Transport formula with φ = v, noting that v is a function from Ωft
to R, and v = v ◦Ψ−1t for v : Ωft0 → R, we have that ∂v∂t |y = 0 and therefore
d
dt
∫
Ωft
φv dΩ =
∫
Ωft
[
∂φ
∂t
|y +φ∇x · z
]
v dΩ. (2.33)
Using (2.33), (2.28)–(2.29) become
ρf
[
d
dt
(u, v)
Ωft
+ ((u− z) · ∇u, v)
Ωft
− ((∇ · z)u,v)
Ωft
]
+ 2νfa(u,v)Ωft
+ b(v, p)
Ωft
− (2νfD(u) · nf − pnf ,v)ΓIt
= (ff ,v)Ωft
+ (uN ,v)ΓfN
∀v ∈H1D(Ωft ) , (2.34)
b(u, q)
Ωft
= 0 ∀q ∈ L2(Ωft ) . (2.35)
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2.4 Semidiscrete Weak Formulations
We will implicitly define V(·) in the following way:
(f ,V(v))
Ωftj
= (f ,v ◦Ψti ◦Ψ−1tj )Ωftj , (f ,V(v))ΓItj = (f ,v ◦Ψti ◦Ψ
−1
tj
)ΓItj
,
where f is a function defined on the domain Ωftj (or ΓItj ) and v is a function defined on the
domain Ωfti (or ΓIti ).
ν(f)
Ψ
-1
Ψ
tt ji
Figure 2.3: Action of the V(·) operator
In order to semidiscretize the continuous weak form of the FSI problem, let us first
define
Ψt(y) =
t− tn−1
∆t
Ψtn(y) +
tn − t
∆t
Ψtn−1(y) ∀t ∈ [tn−1, tn]. (2.36)
as in [15], where Ψtn−1 and Ψtn are the harmonic extensions onto Ω
f
t0
of ηn−1|ΓIt0 and
ηn|ΓIt0 , respectively. Here, η
n−1 and ηn are the time discretized displacement solutions to
(2.38)–(2.41). Also, note that as a consequence of (2.36),
z :=
∂Ψt
∂t
◦Ψ−1t =
[
Ψtn −Ψtn−1
∆t
]
◦Ψ−1t ∀ t ∈ ]tn−1, tn]. (2.37)
In other words, zn = z(tn) is the mesh velocity at time step tn and for all times t ∈ ]tn−1, tn].
Let us denote Jt(y) := det[
∂
∂yΨt(y)]. In Chapter 4, we will make assumptions (4.14) and
(4.15), as in [15], that gives Jt bounded below by a positive constant κmin and above by
a constant κmax, for all t ∈ [t0, T ]. For further information on the mapping regularity
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condition, see [55, pp. 19–21].
The mesh velocity zn, the two domain displacements Ψtn and Ψtn−1 , and the de-
formation gradient of the moving fluid domain are all at least implicitly defined by ηn
and ηn−1. While ηn is an unknown we are solving for at time tn, we will treat all of its
descendants as fixed and known in order to make analysis of the problem tractable.
Temporal discretization of the fluid subsystem (2.34)–(2.35) by implicit Euler and of
the structure subsystem (2.30) by a second order midpoint scheme yields: find (un, pn,ηn, η˙n) ∈
H1D(Ω
f
tn)× L2(Ωftn)×H1D(Ωs)× L2(Ωs) such that
ρf
[
(un,v)
Ωftn
− (un−1,V(v))
Ωftn−1
]
+ ∆t ρf
[
((un − zn) · ∇un,v)
Ωftn
− ((∇ · zn)un,v)
Ωftn
]
+ ∆t
[
2νfa(u
n,v)
Ωftn
+ b(v, pn)
Ωftn
]
−∆t (2νfD(un) · nf − pnnf ,v)ΓIt
= ∆t
[
(fnf ,v)Ωftn
+ (unN ,v)ΓfN
]
∀v ∈H1D(Ωftn) ,
(2.38)
b(un, q)
Ωftn
= 0 ∀q ∈ L2(Ωftn) , (2.39)
and
ρs (η˙
n −η˙n−1, ξ)
Ωs
+ ∆t
[
νsd
(
ηn + ηn−1, ξ
)
Ωs
+
λ
2
e
(
ηn + ηn−1, ξ
)
Ωs
]
−∆t
(
νs
(
D(ηn + ηn−1) · ns
)
+
λ
2
(∇ · (ηn + ηn−1))ns, ξ)
ΓIt0
=
∆t
2
[(
fns + f
n−1
s , ξ
)
Ωs
+
(
ηnN + η
n−1
N , ξ
)
ΓsN
]
∀ξ ∈H1D(Ωs) , (2.40)
∆t
2
(
η˙n + η˙n−1,γ
)
Ωs
=
(
ηn − ηn−1,γ)
Ωs
∀γ ∈ L2(Ωs) . (2.41)
This formulation will be considered in Chapters 3, 4, and 5.
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Also, a first order time discretization of the structure problem is given by
ρs (η
n −2ηn−1 + ηn−2, ξ)
Ωs
+ ∆t2 [2νsd (η
n, ξ)Ωs + λe (η
n, ξ)Ωs ]
−∆t2 (2νsD(ηn) · ns + λ(∇ · ηn)ns, ξ)ΓI0
= ∆t2
[
(fns , ξ)Ωs + (η
n
N , ξ)ΓsN
]
∀ξ ∈H1D(Ωs) (2.42)
and will be considered in Chapter 3.
The overall order of the time discretization is only first order accurate because
of using implicit Euler for the fluid discretization. However, the analytical results can be
easily extended to use the Crank–Nicolson time discretization scheme for the fluid instead of
implicit Euler, but this was not done in order to keep the fluid equations simpler. Analysis
for the structure subsystem will be developed using the second order time discretization
due to a necessity for higher order accuracy, which will be needed later and is explained in
Remark 4.6.
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Chapter 3
OPTIMIZATION-BASED
DECOUPLING
3.1 Introduction
In this chapter, we introduce a control into the semi-discretized weak form of the
FSI equations which decouples the fluid and structure subproblems. The control that we
use enforces the continuity of traction force on the interfaces for every choice of control.
Our goal in optimization will be to find an optimal control which minimizes violations of
the continuity of velocity on the interface.
A nonlinear function is defined whose norm is equivalent with the penalized func-
tional which minimizes velocity mismatches between fluid and structure on the interface.
Using Gauss–Newton iterations based on a Taylor series truncation, updates to the control
can be performed by solving a linear least squares problem. The Fre´chet derivative of the
nonlinear function is presented for both first and second order time discretizations of the
structure that were given in Chapter 2. A proof is furnished to prove that the adjoint of
the linearized operators are correct as given.
A Newton–Krylov method is introduced to minimize the norm of the nonlinear
function describing the velocity jump on the interface. There are many solver choices
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available for minimizing the linear least squares problem occurring within each Gauss–
Newton iteration. We choose to present the conjugate gradient for least squares algorithm,
which does not require explicitly forming the normal equations in order to minimize the
linear least squares problem.
A numerical study is included for a haemodynamic problem having clamped artery
ends which was previously simulated by Murea and Sy [54]. Because the densities of the
fluid and structure are similar, this problem suffers from the added mass effect and is
too sensitive to be computed by iterative implicit partitioned schemes unless they contain
sufficient relaxation. First, progressively refined meshes are used to demonstrate that the
solution at the mesh resolution given in [54] is not mesh independent. Next, we compare
the solution using our optimization-based approach against the result in [54]. After this,
another series of tests were performed to compare the solutions gathered from an implicit
relaxed partitioned scheme against the solution provided by our method.
3.2 Substitution of Traction Terms with a Control
It is desirable that an algorithm for solving FSI problems be able to stably decouple
the subsystems and solve each subsystem in parallel. Stably decoupling the subsystems is
of particular importance in the case when the added mass effect is present. With this in
mind, we seek to exploit the shared traction (2.12) force between the coupled subsystems.
We set gn = 2νfD(u
n) · nf − pnf as our control for the stress on the interface
for the fluid subproblem. Therefore 2νsD(η
n) · ns + λ(∇ · ηn)ns|I0 can be replaced by
−(gn ◦Ψ−1n )Jtn in the structure subproblem because of interface condition (2.12), ensuring
continuity of stress along the interface between the two subsystems for any choice of gn.
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Making this substitution, the fluid subproblem (2.38)–(2.39) becomes
ρf
[
(un,v)
Ωftn
−(un−1,v)
Ωftn−1
]
+ ∆t ρf
[
((un − zn) · ∇un,v)
Ωftn
− (un(∇ · zn),v)
Ωftn
]
+ ∆t
[
2νfa(u
n,v)
Ωftn
+ b(v, pn)
Ωftn
]
= ∆t
[
(fnf ,v)Ωftn
+ (unN ,v)ΓfN
+ (gn,v)ΓItn
]
∀v ∈H1D(Ωftn) , (3.1)
b(un, q)
Ωftn
= 0 ∀q ∈ L2(Ωftn) , (3.2)
the first order structure subproblem (2.42) becomes
ρs (η
n −2ηn−1 + ηn−2, ξ)
Ωs
+ ∆t2 [2νsd (η
n, ξ)Ωs + λe (η
n, ξ)Ωs ]
= ∆t2
[
(fns , ξ)Ωs + (η
n
N , ξ)ΓsN
− (gn,V(ξ))ΓItn
]
∀ξ ∈H1D(Ωs), (3.3)
and the second order structure subproblem (2.40)–(2.41) becomes
ρs (η˙
n −η˙n−1, ξ)
Ωs
+ ∆t
[
2 νsd
(
ηn + ηn−1
2
, ξ
)
Ωs
+ λe
(
ηn + ηn−1
2
, ξ
)
Ωs
]
= ∆t
( fns + fn−1s
2
, ξ
)
Ωs
+
(
ηnN + η
n−1
N
2
, ξ
)
ΓsN
+ (gn,V(ξ))ΓItn
 ∀ξ ∈H1D(Ωs) ,
(3.4)
(ηn −ηn−1,γ)
Ωs
−∆t
(
η˙n + η˙n−1
2
,γ
)
Ωs
= 0 ∀γ ∈H1D(Ωs) . (3.5)
3.2.1 The Formal Optimization Problem
Now that we see a control can be introduced which will decouple the fluid and
structure subsystems, we shall proceed to define the formal optimization problem. We seek
a gn in (3.1) and (3.3) or (3.4) to be chosen as a control in each time step to enforce the
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continuity of velocity (2.11), i.e., we wish to minimize the penalized functional
Jn(un, η˙n,gn) = 1
2
∫
ΓItn
|un − V(η˙n)|2 dΓ + 
2
∫
ΓItn
|gn|2 dΓ , (3.6)
subject to (3.1)–(3.2) and (3.3) or (3.1)–(3.2) and (3.4)–(3.5), depending on the structure
formulation used. If using the first order discretization of the structure subsystem (3.3), η˙n
in (3.6) can be approximated by
η˙n ≈ η
n − ηn−1
∆t
.
In (3.6),  is the penalty parameter which gives relative weight to the latter term and ΓItn
denotes the interface at time step n, to be determined by the solution to (3.3) or (3.1)–
(3.2) using Gauss–Newton iterations described later in Algorithm 3.3. Our approach is an
implicit algorithm for the fluid-structure interaction problem.
We use nonlinear least squares to develop a computational algorithm for the con-
strained optimal control problem.
Define the nonlinear operator Nn : L
2(ΓItn )→ L2(ΓItn )× L2(ΓItn ) by
Nn(g
n) =
 (un − V(η˙n)) |ΓItn√
gn
 ,
where un, η˙n are the fluid and structure velocities satisfying (3.1)–(3.5) when gn is the
stress function on the interface. Then, (3.6) can be written as
Jn(gn) = 1
2
‖Nn(gn)‖2L2(ΓItn )×L2(ΓItn ) (3.7)
and the nonlinear least squares problem we consider is to
seek gn ∈ L2(ΓItn ) such that (3.7) is minimized. (3.8)
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We can linearize Nn(g
n) using the Fre´chet derivative of Nn(·) at gn, N ′n(gn), by
Nn(g) = Nn(g
n) +N ′(gn)(g
n − gn) +O(‖gn − gn‖2L2(ΓItn )×L2(ΓItn ))
so that solutions of the nonlinear least squares problem can be obtained by repeatedly
solving the linear least squares problem
min
hn∈L2(ΓItn )
1
2
‖N(gn) +N ′n(gn)hn‖2L2(ΓItn )×L2(ΓItn ) , (3.9)
where hn = gn − gn. Hence, starting with arbitrary gn(0), we can find a sequence {gn(k)}
obtained by gn(k) = g
n
(k−1) +h
n
(k), where h
n
(k) is a solution of the linear least squares problem
(3.9).
Following is the definition of the linearized and linear adjoint problems that are to
be solved in the use of the conjugate gradient algorithm and Algorithm 3.3. The linearized
and linear adjoint problems are presented along with a proof of the definition of the adjoint
for the first and second order structure formulations in sections 3.3 and 3.4, respectively.
3.3 First Order Time Discretization of the Structure Sub-
system
For gn ∈ L2(ΓItn ), the Fre´chet derivative N ′(gn)(·) : L2(ΓItn )→ L2(ΓItn )×L2(ΓItn )
is defined by
N ′n(g
n)(hn) =

(
wn − V(φ
n
)
∆t
)∣∣∣
ΓItn√
hn
 ,
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where wn, φn are the solutions of
ρf (w
n,v)
Ωftn
+ ∆t ρf
[
(wn · ∇un,v)
Ωftn
+ ((un − zn) · ∇wn,v)
Ωftn
−(wn(∇ · zn),v)
Ωftn
]
+ ∆t
[
2νfa(w
n,v)
Ωftn
+ b(v, ψn)
Ωftn
]
= ∆t (hn,v)ΓItn
∀v ∈H1D(Ωftn) , (3.10)
b(wn, q)
Ωftn
= 0 ∀q ∈ L2(Ωftn) , (3.11)
and
ρs (φ
n, ξ)Ωs + ∆t
2 [2 νsd (φ
n, ξ)Ωs + λe (φ
n, ξ)Ωs ]
= −∆t2(hn,V(ξ))ΓItn ∀ξ ∈H
1
D(Ω
s) , (3.12)
where un is the solution of (3.1)–(3.2) with gn replaced by gn.
It is necessary to define the adjoint operator of N ′n(gn) in order to solve the linear
least squares problem (3.9).
Theorem 3.1. The adjoint of (N ′n(gn))(·) is (N ′n(gn))∗(·) : L2(ΓItn )×L2(ΓItn )→ L2(ΓItn ),
given by
(N ′n(gn))
∗
 rn
sn
 = (βn − V(ϕn)
∆t
)∣∣∣∣
L2(ΓItn )
+
√
 sn ,
where βn, ϕn are the solutions of
ρf (β
n,v)
Ωftn
+ ∆t ρf
[
(v · ∇un,βn)
Ωftn
+ ((un − zn) · ∇v,βn)
Ωftn
−(βn(∇ · zn),v)
Ωftn
]
+ ∆t
[
2νfa(β
n,v)
Ωftn
+ b(v, αn)
Ωftn
]
= ∆t (rn,v)ΓItn
∀v ∈H1D(Ωftn) , (3.13)
b(βn, q)
Ωftn
= 0 ∀q ∈ L2(Ωftn) , (3.14)
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and
ρs (ϕ
n, ξ)Ωs + ∆t
2 [2 νsd (ϕ
n, ξ)Ωs + λe (ϕ
n, ξ)Ωs ]
= −∆t2 (rn,V(ξ))ΓItn ∀ξ ∈H
1
D(Ω
s) . (3.15)
Note that the linearized structure subsystem is self-adjoint. Again, un in (3.13) is
the solution of (3.1)–(3.2) with the replacement of gn by gn.
Proof. Let (v, q) = (βn, αn) and ξ = ϕn in (3.10)–(3.12). Also, let (v, q) = (wn, ψn) and
ξ = φn in (3.13)–(3.15). From this, we obtain that (hn,V(ϕn))ΓItn = (r
n,V(φn))ΓItn and
(hn,βn)ΓItn
= (rn,wn)ΓItn
. Therefore,
N ′n(gn)hn,
rn
sn

 = (wn − V(φn)
∆t
, rn)ΓItn
+
√
(hn, sn)ΓItn
= (hn,βn − V(ϕ
n)
∆t
)ΓItn
+
√
(hn, sn)ΓItn
=
hn, N ′n(gn)∗

rn
sn


 .
3.4 Second Order Time Discretization of the Structure Sub-
system
For gn ∈ L2(ΓItn ), the Fre´chet derivative N ′(gn)(·) : L2(ΓItn )→ L2(ΓItn )×L2(ΓItn )
is defined by
N ′n(g
n)(hn) =
 (wn − V(φ˙n)) |ΓItn√
hn
 ,
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where wn is the solution of (3.10)–(3.11), and φn is the solution of
ρs
(
φ˙
n
, ξ
)
Ωs
+ ∆t
[
νsd (φ
n, ξ)Ωs +
λ
2
e (φn, ξ)Ωs
]
= −∆t(hn,V(ξ))ΓItn ∀ξ ∈H
1
D(Ω
s) , (3.16)
(φn,γ)Ωs −
∆t
2
(
φ˙
n
,γ
)
Ωs
= 0 ∀γ ∈H1D(Ωs) . (3.17)
We now define the adjoint operator of N ′n(gn) needed in order to solve the linear
least squares problem (3.9).
Theorem 3.2. The adjoint of (N ′n(gn))(·) is (N ′n(gn))∗(·) : L2(ΓItn )×L2(ΓItn )→ L2(ΓItn ),
given by
(N ′n(gn))
∗
 rn
sn
 = (βn − V(ϕn))|L2(ΓItn ) +√ sn ,
where βn is the solution of (3.13)–(3.14) and ϕn is the solution of
(ϕ˙n, ξ)Ωs + ∆t
[
νsd (ϕ
n, ξ)Ωs +
λ
2
e (ϕn, ξ)Ωs
]
(3.18)
= 0 ∀ξ ∈H1D(Ωs) , (3.19)
ρs (ϕ
n,γ)Ωs −
∆t
2
(ϕ˙n,γ)Ωs = −∆t (rn,V(γ))ΓItn ∀γ ∈H
1
D(Ω
s) . (3.20)
Proof. Let (v, q) = (βn, αn) and (ξ,γ) = (ϕn, ϕ˙n) in (3.10)–(3.11) and (3.16)–(3.17). Also,
let (v, q) = (wn, ψn) and (ξ,γ) = (φn, φ˙n) in (3.13)–(3.14) and (3.19)–(3.20). From this,
we obtain that (hn,V(ϕn))ΓItn = (r
n,V(φ˙n))ΓItn and (h
n,βn)ΓItn
= (rn,wn)ΓItn
.
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Therefore,
N ′n(gn)hn,
rn
sn

 = (wn − V(φ˙n), rn)ΓItn +√(hn, sn)ΓItn
= (hn,βn − V(ϕn))ΓItn +
√
(hn, sn)ΓItn
=
hn, N ′n(gn)∗

rn
sn


 .
3.5 Gauss–Newton Algorithm
For problem (3.9), we adopt the conjugate gradient method for least squares (CGLS)
[59]. This method is mathematically equivalent to solving the normal equations, but does
not require explicitly forming them. This is a variant of the conjugate gradient method
which can be found in many references [37–39]. For the algorithm, we use the notation
A = N ′n(gn), A∗ = (N ′n(gn))
∗, b = −Nn(gn), and x = hn.
The nonlinear least squares problem (3.8) can be solved using the following Gauss–
Newton algorithm.
Algorithm 3.3.
1. Choose gn(0).
2. For k = 1, 2, 3, . . .,
a. computable in parallel:
i. find un(k) and p
n
(k) on Ω
f
tn,(k−1) using z
n
(k−1) and g
n
(k−1),
ii. find ηn(k) and η˙
n
(k) using g
n
(k−1),
b. update Γ
I
(k)
n
, zn(k), Ψ
(k)
n , and Ω
f
tn,(k)
using ηn(k),
c. if 12
∫
Γ
I
(k−1)
tn
|un(k) − V(η˙n(k))|2 dΓ < tol, break,
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d. compute hn(k) using CGLS to solve the least squares problem, minimizing
1
2 ‖Ax− b‖2,
e. set gn(k) = g
n
(k−1) + h
n
(k).
Remark 3.4. Our choice of gn(0) in step 1. of Algorithm 3.3 is the final value of g
n−1
determined in the previous time step.
Remark 3.5. In step 2.d. of Algorithm 3.3, determining hn(k) by means of the conjugate
gradient algorithm is accomplished on the moving fluid domain determined by the structure
problem using the control gn(k−1). Therefore, the moving fluid domain must only be updated
for each Gauss–Newton iteration of Algorithm 3.3.
3.6 Numerical Results
3.6.0.1 Haemodynamic Experiment
The first of two numerical tests is an FSI problem using the ALE formulation for
the moving fluid domain, reported in [54], using parameters that are consistent with blood
flow in a human body. The problem is heavily affected by the added mass effect, since
the densities of the fluid and structure are very close, and is therefore an excellent test
candidate. This effect causes explicit decoupling without relaxation to fail, as was observed
by experimentation and also reported in [54].
uN = 0
uD = 0
Ωs = [0, 6]× [1, 1.1] ηD = 0ηD = 0
ηN = 0
uN = b(t)
ΓI0
Ωf0 = [0, 6]× [0, 1]
Figure 3.1: Domain and boundary conditions for numerical experiment
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A force b(t) is applied to the left fluid boundary (Fig. 3.1) at t s where
b(t) =
(−10
3(1− cos 2pit.025), 0) dyne/cm2, t ≤ 0.025
(0, 0), 0.025 < t < T.
The function b(t) defines the stress on the inlet denoted by uN in (2.4). The volume force
for the fluid and structure are f(t) = (0, 0) dyne/cm2. The other boundary conditions
on the domain configuration are homogeneous Dirichlet or Neumann (Fig. 3.1), and the
simulation begins at rest.
The reference domain for the fluid subsystem has height 1 cm and length 6 cm. The
density of the fluid, ρf , is 1 g/cm
3 and the viscosity of the fluid, νf , is 0.035 g/cm·s. The
structure domain has height 0.1 cm and length 6 cm. The density of the structure, ρs, is
1.1 g/cm3. The Young’s Modulus of the structure, E, is 3× 106 dyne/cm2 and its Poisson
ratio, ν, is 0.3. The Lame´ parameters λ and νs are defined as follows:
λ =
νE
(1− 2ν)(1 + ν) dyne/cm
2, νs =
E
2(1 + ν)
dyne/cm2.
The fluid and structure reference domains were spatially discretized using a uni-
form mesh. Let hx and hy represent the spatial discretization in the x and y direction,
respectively. We used the triangular (P1 + bubble,P1) pair for the finite element solution
to (3.1)–(3.2) on the fluid domain and P1 finite elements for the solution to (3.3) or (3.4)–
(3.5) on the structure domain for all computations that will be presented. Additionally, all
computations performed used a time step of ∆t = 10−4 s and were from T = 0 s to T = 0.1
s. All computations were performed using FreeFEM++ [41].
The first sequence of simulations (Fig. 3.2) demonstrates the strong dependence
of the solution on the spatial discretization. The plots of the vertical displacement on
the interface are computed using Algorithm 3.3. It is worth noting that using a spatial
discretization with hx = 0.1 cm and allowing hy to range from 0.1 cm to
1
30 cm for both
computational domains gives significantly different results. There is much more agreement
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using the two finer spatial discretizations which indicates that the solution is sensitive to
having degrees of freedom on the interior of the structure FEM space.
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Figure 3.2: Vertical displacement at three points on the interface using the first order
structure formulation with: (1) hx = 0.1 cm, hy = 0.1 cm, (2) hx = 0.1 cm, hy = 0.05 cm,
and (3) hx = 0.1 cm, hy =
1
30 cm
The solution to the FSI problem computed by Murea and Sy [54] is on a mesh
with hx ≈ 0.2 cm and hy ≈ 0.1 cm for the structure domain, hx ≈ 0.1 cm and hy ≈ 0.1
cm for the fluid domain. We have seen that the solution depends heavily on the spatial
discretization with a mesh as coarse as is used for this comparison, so it is not reasonable
for us to expect an exact match with their results. Particularly because, in Murea and
Sy’s work, a truncated eigenfunction basis for the solution on the structure domain was
used. Additionally, the uniqueness of the optimal solution is not guaranteed theoretically
for Algorithm 3.3 in its continuous form, so the numerical solution may be determined by
the initial choice of the control. Regardless, we have compared our solution with Murea
and Sy’s (Fig. 3.3) and note that, while they differ in amplitude, they both have similar
wavelike features. Our computation was made using hx = 0.2 cm and hy = 0.1 cm for the
structure domain, hx = 0.1 cm and hy = 0.1 cm for the fluid domain,  = 0, and tol = 10
−6
for Algorithm 3.3.
Table 3.1 contains the norm of the jump in velocities on the interface at three time
steps for the computation made using hx = 0.05 cm and hy = 0.05 cm as the spatial
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Figure 3.3: Vertical displacement at three points on the interface using (1) Algorithm 3.3
with the first order formulation for the structure beside the vertical displacement from (2)
Murea and Sy
discretization,  = 0, and tol = 10
−6. Observe the fast convergence of the Gauss–Newton
iterations. Figure 3.4 contains pressure profiles of the same solution at the same three time
steps.
Interface Velocity Error Jn(·)
Time (s) Iter. 1 Iter. 2 Iter. 3
0.010 4.1781e-04 5.7408e-05 6.2945e-08
0.025 1.4958e-04 1.4712e-04 2.6601e-08
0.035 2.3213e-04 1.0033e-04 1.4864e-09
Table 3.1: Error in the continuity of velocity between subsystems for each Gauss–Newton
iteration at three representative time steps
We now verify that the solutions found by Algorithm 3.3 for the first and sec-
ond order formulations of the linear elastic structure closely match the solution found with
Aitken’s relaxation [21], using the same finite elements and with the same spatial discretiza-
tion. Aitken’s relaxation is an implicit scheme that is applied to the structure update. It
works by relaxing the update to ηn at each iteration of an implicit scheme. For instance,
suppose η˜n(k) is the solution to the structure subproblem for implicit iteration k. Then, η
n
(k)
is updated as
ηn(k) = ω η˜
n
(k) + (1− ω) ηn(k−1), ω ∈ ]0, 1]. (3.21)
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Figure 3.4: Fluid pressure profiles [dyne/cm2] at three time steps
See [21] for more details on Aitken’s relaxation.
While easy to implement, this is an incredibly expensive method to use because ω
must be very small in order the system to remain stable and converge. The smaller the
value of ω, the more iterations are needed at each time step, requiring many nonlinear
solves on the fluid domain. Using ω = 0.025, the result is reliable and useful as a reference
solution with which to compare (Fig. 3.5). Spatial discretization was made with hx = 0.2
cm and hy = 0.1 cm for both fluid and structure domains. The stopping criteria used for
Aitken’s relaxation was
(∫
ΓI0
(ηn(k) − ηn(k−1))2 dΓ
) 1
2
< 10−7, while  = 0 and tol = 10−6 for
Algorithm 3.3.
It was observed that the first and second order formulation for the structure made
no significant difference on the solution found. Both solutions matched well the reference
result using Aitken’s relaxation, and as expected, Algorithm 3.3 significantly reduced com-
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Figure 3.5: Vertical displacement at three points on the interface using (1) first and (2)
second order formulations with the optimal control algorithm beside vertical displacement
using (3) Aitken’s relaxation
putation times. The first order formulation using Algorithm 3.3 ran for 135 minutes before
completion, while the Aitken’s relaxation ran for 1,624 minutes with a tolerance of 10−6
on each time step and 2,701 minutes using a tolerance of 10−7 on each time step. We
do not expect a 90% reduction in run time compared with other state-of-the-art implicit
methods, but Aitken’s relaxation is a benchmark against which many implicit algorithms
can be compared.
3.6.0.2 Comparison with an Analytical Solution
In order to observe the convergence and accuracy of our method, we have compared
it with the analytical solution for the FSI problem presented by Astorino and Grandmont [3].
The fluid governing equations are for Stokes flow on a stationary fluid domain, but still have
the same challenge of solving an FSI problem with similar densities between the fluid and
structure [2,5,19]. This problem also provides support that our optimal control approach is
applicable for solving a broad range of FSI problems. Solving the Stokes flow on a stationary
domain means that when we solve (3.1)–(3.2), the equations will not have the nonlinear term
(un · ∇un,v)
Ωftn
and we will drop all terms including z, since z = 0 and ∇ · z = 0 in the
Eulerian framework. The corresponding terms are removed from the linearized and adjoint
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problems defined in sections 3.3 and 3.4.
ΓsD Γ
s
D
ΓI0
ΓsD
ΓfD
ΓfNΓ
f
N Ω
f
Ωs
Figure 3.6: Computational domain for a manufactured solution
Parameters for the problem are: ρf = 1.0 g/cm
3, νf = 0.0013 g/cm·s, ρs = 1.9
g/cm3, νs = 3 dyne/cm
2, and λ = 4.5 dyne/cm2. Initial conditions, body forces, and
boundary conditions are determined by the analytical solution according to the method of
manufactured solutions:
On Ωft = Ω
f = [0, 1]× [0, 1] and Ωs = [0, 1]× [1, 1.25] (Fig. 3.6),
u1 = cos(x+ t) sin(y + t) + sin(x+ t) cos(y + t),
u2 = − sin(x+ t) cos(y + t)− cos(x+ t) sin(y + t),
p = 2νf (sin(x+ t) sin(y + t)− cos(x+ t) cos(y + t)) + 2νs cos(x+ t) sin(y + t),
η1 = sin(x+ t) sin(y + t),
η2 = cos(x+ t) cos(y + t). (3.22)
As in [3], we used a uniform mesh with a spatial discretization of h = 0.05 cm.
The Taylor–Hood finite element pair, (P2,P1), were used for solutions on the fluid domain,
while P2 finite elements were used to approximate the structure displacement. The FSI
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problem was repeatedly solved by Algorithm 3.3 using decreasing time steps (∆t = 6.25 ·
10−2, 3.125 ·10−2, 1.5625 ·10−2, 7.8125 ·10−3 s) and compared with the exact solution (3.22).
For Algorithm 3.3,  = 0 and tol = 10
−6 were used. Norms used to compute the error
between the solution found by means of our optimal control algorithm and the exact solution
are as follows: for u and p, L∞(0.5, 1; L2(Ωf )); for η, L∞(0.5, 1; H1(Ωs)). Results are plotted
in logarithmic scale format as a function of ∆t in Figure 3.7 and are approximately linear.
The results indicate that our algorithm for solving the FSI problem converges upon the
exact solution. Providing error estimation for the optimal control algorithm will be the
focus of Chapter 5.
3.7 Conclusion
The monolithic fluid-structure interaction problem was reformulated as an optimal
control problem where violation of continuity of velocity on the interface of two subsystems
is minimized using a control on the interface representing the shared traction force. A non-
linear function was defined whose norm is the nonnegative Tikhonov regularized functional.
The Gauss–Newton outer optimization loop was detailed using the nonlinear function as
well as its Fre´chet derivative. Linearized versions for the fluid and both time discretized
versions of the structure along with their adjoints were derived in sections 3.3 and 3.4 and
proofs were furnished showing that the adjoint was as defined. Steps for the Gauss–Newton
algorithm were outlined along with the related roles of the Fre´chet derivative and adjoint
of the nonlinear function.
The problems described in 3.6.0.1 and 3.6.0.2 were implemented in FreeFEM++ us-
ing the optimal control algorithm described in section 3.5 and computations were performed
on the Palmetto cluster.
The presented algorithm successfully decoupled the FSI problem into two subprob-
lems. Very few nonlinear solves were needed for each time step because of the fast conver-
gence of the Gauss–Newton algorithm in determining the optimal virtual control. It was
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not necessary to introduce relaxation parameters for updating either the structure or fluid
subsystems. Additionally, all problems including the linearized and adjoint problems for
the fluid and structure subsystem can be solved in parallel, which is increasingly important
as more effort is being expended on building large computational clusters for distributed
computing.
Although Figure 3.2 indicates that the solution to the first FSI problem tested was
very sensitive to spatial discretization and finite element choice, our algorithm was able to
find solutions that enforced continuity of stress always and continuity of velocity within a
specified tolerance. Further, Figure 3.5 indicates that the solution of the optimization algo-
rithm matched the results of using a much more computationally expensive implicit method
and also shows very strong agreement between both first and second order formulations for
the structure subproblem. Computation time was reduced by over 90% when compared
with a naive but easy to implement Aitken’s relaxation method.
Using a Stokes-linear elastic structure FSI problem on a fixed domain with an an-
alytical solution, we were able to show nearly linear convergence in the very strict || · ||L∞
norm with respect to time. This gives us confidence that the algorithm by optimization is
converging upon the true solution.
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Figure 3.7: Convergence results for the analytic problem
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Chapter 4
EXISTENCE PROOFS
4.1 Introduction
A new and alternative implicit decoupling approach to recast the FSI problem as an
optimal control problem is presented in this chapter. It is similar in form to the approach
in Chapter 3, using each subsystem as a constraint. The control introduced in this chapter
differs in that it has additional terms included and approximately and progressively enforces
the continuity of stress on the interface while minimizing any violation of the continuity
of velocity on the interface. This is opposed to constantly enforcing continuity of traction
force for any choice of control, as was the case with the control from Chapter 3. The two
subsystems are again decoupled and this allows for them to be solved simultaneously and
independently, but also allows for additional analysis to be performed on the optimization
problem.
Using a penalized functional with Tikhonov regularization and some a priori stability
estimates proved in Section 4.4, the existence of an optimal solution is shown to exist. A
proof is given that with some strong assumptions on the regularity of the strong form of
the FSI problem, the limit of the sequence of optimal solutions formed by taking the limit
as the Tikhonov parameter approaches zero exists and satisfies the continuity of velocity
condition to within a specified tolerance. The existence of Lagrange multipliers, and the
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derivation of an optimality system are presented next.
A steepest descent algorithm is detailed in Section 4.9 followed by a numerical exper-
iment in Section 4.10. The algorithm is applied to a haemodynamic numerical experiment,
which demonstrates that the approach by optimization is faster than a Dirichlet–Neumann
implicit decoupled approach augmented by Aitken’s relaxation. A parameter study is also
included to show the effects of the Tikhonov regularization parameter on the optimal solu-
tion found.
4.2 Weak Formulation of the Constraints
Assuming fnf , f
n−1
s , f
n
s ∈ L2(Ωftn), gn ∈ L2(ΓItn ), unN ∈ L2(ΓfN ), ηnN ∈ L2(ΓsN ),
un−1 ∈H1D(Ωftn−1), and ηn−1 ∈H1D(Ωs), (2.38)–(2.39) can be rewritten as
ρf [(un,v)
Ωftn
− (un−1,V(v))
Ωftn−1
] + ∆t ρf [c(un,un,v)
Ωftn
+
1
2
((un · nf )un,v)ΓItn
+
1
2
((un · nf )un,v)ΓfN −
1
2
((zn · nf )un,v)ΓItn −
1
2
((∇ · zn)un,v)
Ωftn
− c(zn,un,v)
Ωftn
] + ∆t 2νfa(u
n,v)
Ωftn
+ ∆t b(v, pn)
Ωftn
= ∆t (fnf ,v)Ωftn
+ ∆t (unN ,v)ΓfN
(4.1)
+ ∆t (2νfD(u
n) · nf − pnf ,v)ΓItn ∀v ∈H
1
D(Ω
f
tn),
b(un, q)
Ωftn
= 0 q ∈ L2(Ωftn), (4.2)
using
(un · ∇un,v)
Ωftn
= −(un · ∇v,un)
Ωftn
− ((∇ · un)v,un)
Ωftn
+ ((un · nf )v,un)ΓItn∪ΓfN ,
(zn · ∇un,v)
Ωftn
= −(zn · ∇v,un)
Ωftn
− ((∇ · zn)v,un)
Ωftn
+ ((zn · nf )v,un)ΓItn∪ΓfN ,
by Green’s Theorem and ((zn · nf )v,un)ΓfN = 0 since z
n|
ΓfN
= 0 because ΓfN is fixed.
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On the interface, we replace
(2νfD(u
n) · nf − pnf − 1
2
((un − zn) · nf )un,v)ΓItn (4.3)
with (gn,v)ΓItn
where gn|ΓItn will become our control. We similarly replace
(2νsD(η
n) · ns + λ(∇ · ηn)ns, ξ) with−(V(gn)Jtn , ξ)ΓIt0 . The terms replaced by the control
differ from the terms selected in Chapter 3. The purpose in adding terms to the control
is to make analysis of the problem possible. A detailed explanation of the justification for
this substitution is given in Section 4.3.
Making these substitutions, (4.1) and (4.2) become
ρf [(un,v)
Ωftn
− (un−1,V(v))
Ωftn−1
] + ∆t ρf [c(un,un,v)
Ωftn
+
1
2
((un · nf )un,v)ΓfN
− 1
2
((∇ · zn)un,v)
Ωftn
− c(zn,un,v)
Ωftn
]
+ ∆t 2νfa(u
n,v)
Ωftn
+ ∆t b(v, pn)
Ωftn
= ∆t (fnf ,v)Ωftn
+ ∆t (unN ,v)ΓfN
+ ∆t (gn,v)ΓItn
∀v ∈H1D(Ωftn), (4.4)
b(un, q)
Ωftn
= 0 q ∈ L2(Ωftn). (4.5)
Also, (2.40) and (2.41) can be rewritten as
ρs[(η˙n, ξ)Ωs − (η˙n−1, ξ)Ωs ] + ∆t νsd(ηn + ηn−1, ξ)Ωs + ∆t
2
λe(ηn + ηn−1, ξ)Ωs
=
∆t
2
(fns + f
n−1
s , ξ)Ωs +
∆t
2
(ηnN + η
n−1
N , ξ)ΓsN
− ∆t
2
(V(gn)Jtn + V(gn−1)Jtn−1 , ξ)ΓIt0 ∀ξ ∈H
1
D(Ω
s), (4.6)
∆t
2
[(η˙n,γ)Ωs + (η˙
n−1,γ)Ωs ] = (ηn,γ)Ωs − (ηn−1,γ)Ωs ∀γ ∈ L2(Ωs). (4.7)
4.3 Description of the Optimization Problem
For any choice of gn, (4.4)–(4.5) and (4.6)–(4.7) can be solved independently. There-
fore, using gn as a control at each time step permits the fluid and structure subsystems to
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be solved simultaneously using partitioned solvers. For any gn chosen arbitrarily, we should
not expect that the solution will satisfy the interface conditions (2.11)–(2.12), which are
necessary to satisfy the system (2.38)–(2.39) and (2.40)–(2.41).
In order to attempt to enforce the continuity of velocity (2.11) and continuity of
stress (2.12) along the interface, we wish to minimize the penalized functional
J δn (un, pn,ηn, η˙n,gn) =
1
2
∫
ΓItn
|un − V(η˙n)|2 dΓItn +
δ
2
∫
ΓItn
|gn|2 dΓItn , (4.8)
subject to (4.4)–(4.5) and (4.6)–(4.7), where ΓItn denotes the interface in the n-th time step
and δ is a positive constant penalty parameter that is chosen to dictate the importance of
the last term in (4.8). This optimal control problem is to be solved at each time step.
We anticipate that it will not be possible to get a stability estimate for η˙n inH1D(Ω
s)
and the existence of an optimal ˆ˙ηn can be shown only in L2(Ωs). In this case, the functional
(4.8) is not well-defined since the trace of an optimal η˙n on ΓItn is not well-defined. In order
to avoid this difficulty, we will replace η˙n with its first order approximation,
ηn−ηn−1
∆t . As
will be seen in Remark 4.6, using a first order approximation in the functional will cause no
greater loss in accuracy than using a higher order approximation. With un−1, ηn−1, and
η˙n−1 as known data obtained at the previous time step, we wish to minimize
J δn (un, pn,ηn, η˙n,gn) =
1
2
∫
ΓItn
∣∣∣∣un − V(ηn)− V(ηn−1)∆t
∣∣∣∣2 dΓItn + δ2
∫
ΓItn
|gn|2 dΓItn ,
(4.9)
subject to (4.4)–(4.5) and (4.6)–(4.7), which will enforce continuity of velocity and stress
along the interface (2.11)–(2.12).
The optimization problem to be solved is
find un, pn,ηn, η˙n, and gn such that (4.9) is minimized
subject to (4.4)–(4.5) and (4.6)–(4.7) for a given un−1, ηn−1, and η˙n−1, (4.10)
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and our admissibility set is
S := {(un, pn,ηn, η˙n,gn) ∈H1D(Ωftn)× L2(Ωftn)×H1D(Ωs)×L2(Ωs)× L2(ΓItn ) :
J δn (un, pn,ηn, η˙n,gn) <∞ and (4.4)–(4.5) and (4.6)–(4.7) are satisfied.}
(4.11)
Then (uˆn, pˆn, ηˆn, ˆ˙ηn, gˆn) ∈ S is called an optimal solution if there exists  > 0 such
that
J δn (uˆn, pˆn, ηˆn, ˆ˙ηn, gˆn) ≤ J δn (un, pn,ηn, η˙n,gn)
∀(un, pn,ηn, η˙n,gn) ∈ S satisfying ‖gn − gˆn‖0,ΓItn ≤ . (4.12)
Now that we have an objective to minimize, we can explain the rationale for our
substitution of the control into the semidiscrete weak formulation of the FSI problem.
When replacing terms with the control in the fluid equations, 12((u
n − zn) · nf )un|ΓItn was
added to (4.3) in order to make a stability result for the resulting weak form of the partial
differential equation possible. If we choose a gn which results in a solution that satisfies
un|ΓItn ≈ (
ηn−ηn−1
∆t ) ◦ Ψ−1tn |ΓItn , then u
n|ΓItn ≈ z
n|ΓItn by the definition of z
n in (2.37).
This means that 12((u
n−zn)·nf )un|ΓItn will be almost zero and therefore the control g
n will
represent 2νfD(u
n) · nf − pnf |ΓItn in the fluid equations and −(g
n ◦Ψn)Jtn will represent
2νsD(η
n) ·ns+λ(∇·ηn)ns|ΓIt0 in the structure equations. Since g
n then holds the place of
the interfacial stress common to both subsystems, the continuity of stress on the interface
(2.12) will be satisfied. While many solutions may exist such that 12((u
n − zn) · nf )un|ΓItn
will be approximately zero, this will certainly be the case at an optimal solution.
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4.4 A Priori Estimates
We make the following assumptions to obtain a priori bounds for solutions to the
weak formulations (4.4)–(4.7) and for analysis throughout the rest of this chapter:
• the Neumann boundary ΓfN is an outflow boundary, (4.13)
• Ωft = Ψt(Ωft0) is a Lipschitz domain, (4.14)
• Ψt ∈W1,∞(Ωft0) and Ψ−1t ∈W1,∞(Ωft ) ∀t ∈ [t0, T ], (4.15)
• z, ∂z
∂t
∈W1,∞(Ωft ) ∀t ∈ [t0, T ]. (4.16)
Assumption (4.13) is necessary for stability of any Navier–Stokes flow with nonhomogeneous
Neumann boundary conditions. Assumptions (4.14)–(4.16) are reasonable for the movement
and shape of the moving domain [32,56].
As a result of (4.14) and (4.15), proposition 2.1 of [56] further gives
∃κmin, κmax ∈ R+ such that 0 < κmin ≤ Jt ≤ κmax <∞ ∀ t ∈ [t0, T ]. (4.17)
The following estimates will be used for analysis of the optimal control problem.
Theorem 4.1. Stability of un
If ∆t2 C9
∥∥∇ · zi∥∥
L∞,Ωfti
< 1 for i = 1, . . . , n where
C9 =
∥∥∇yV(zi)∥∥L∞,Ωft0 ‖∇yΨt‖L∞,Ωft0 , then
ρf ‖un‖2
0,Ωftn
+ 2∆t
n∑
i=1
νfC6
∥∥ui∥∥2
1,Ωfti
≤ C
[
∆t
n∑
i=0
[∥∥f if∥∥20,Ωfti + ∥∥uiN∥∥20,ΓfN + ∥∥gi∥∥20,ΓIti
]
+ ρf
∥∥u0∥∥2
0,Ωft0
]
. (4.18)
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Proof. Let (v, q) = (un, pn) in (4.4)–(4.5). From this,
ρf
[
‖un‖2
0,Ωftn
−(un−1,V(un))
Ωftn−1
]
+ ∆t ρf
[
c(un,un,un)
Ωftn
+
1
2
((un · nf ), |un|2)ΓfN −
1
2
((∇ · zn), |un|2)
Ωftn
− c(zn,un,un)
Ωftn
]
+ ∆t 2νfa(u
n,un)
Ωftn
+ ∆t b(un, pn)
Ωftn
= ∆t (fnf ,u
n)
Ωftn
+ ∆t (unN ,u
n)
ΓfN
+ ∆t (gn,un)ΓItn
, (4.19)
b(un, pn)
Ωftn
= 0. (4.20)
Using c(un,un,un)
Ωftn
= 0, c(zn,un,un)
Ωftn
= 0, dropping 12((u
n · nf ), |un|2)ΓfN by the
assumption un · nf > 0 (4.13), and also using b(un, pn)Ωftn = 0 in (4.19) gives
ρf ‖un‖2
0,Ωftn
−∆t ρ
f
2
((∇ · zn), |un|2)
Ωftn
+ ∆t 2νfa(u
n,un)
Ωftn
≤ ∆t (fnf ,un)Ωftn + ∆t (u
n
N ,u
n)
ΓfN
+ ∆t (gn,un)ΓItn
+ ρf (un−1,V(un))
Ωftn−1
.
(4.21)
Combining terms and using (2.19) and Cauchy-Schwarz inequality in (4.21) yields
ρf ‖un‖2
0,Ωftn
−∆t ρ
f
2
((∇ · zn), |un|2)
Ωftn
+ ∆t 2νfC6 ‖un‖21,Ωftn
≤ ∆t ∥∥fnf ∥∥−1,Ωftn ‖un‖1,Ωftn + ∆t ‖unN‖0,ΓfN ‖un‖0,ΓfN + ∆t ‖gn‖0,ΓItn ‖un‖0,ΓItn
+ ρf
∥∥un−1∥∥
0,Ωftn−1
‖V(un)‖
0,Ωftn−1
. (4.22)
The trace theorem followed by Young’s inequality with an appropriate choice of parameters
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gives
ρf ‖un‖2
0,Ωftn
−∆t ρ
f
2
((∇ · zn), |un|2)
Ωftn
+ ∆t 2νfC6 ‖un‖21,Ωftn
≤ C∆t
[∥∥fnf ∥∥2−1,Ωftn + ‖unN‖20,ΓfN + ‖gn‖20,ΓItn
]
+ ∆t νfC6 ‖un‖21,Ωftn
+ ρf
[
1
2
∥∥un−1∥∥2
0,Ωftn−1
+
1
2
‖V(un)‖2
0,Ωftn−1
]
. (4.23)
We rewrite and combine like terms in (4.23) to get
ρf
2
[
‖un‖2
0,Ωftn
−∥∥un−1∥∥2
0,Ωftn−1
]
+
ρf
2
[
‖un‖2
0,Ωftn
− ‖V(un)‖2
0,Ωftn−1
]
−∆t ρ
f
2
((∇ · zn), |un|2)
Ωftn
+ ∆t νfC6 ‖un‖21,Ωftn
≤ C∆t
[∥∥fnf ∥∥20,Ωftn + ‖unN‖20,ΓfN + ‖gn‖20,ΓItn
]
. (4.24)
Since un is not time dependent, we can integrate both sides of (2.32) from tn−1 to tn where
φ(x, t) = (un(x))2 as in [15], using
∫ tn
tn−1
d
dt
∫
Ωft
|un|2 dΩft dt =
∫ tn
tn−1
∫
Ωft
∂V((un)2)
∂t
|y + (∇x · z(x, t))|V(un)|2 dΩft dt
with z(x, t) = zn(x) ∀t ∈ [tn−1, tn] by (2.37) and ∂V((u
n)2)
∂t |y = 0, to get
‖un‖2
0,Ωftn
− ‖V(un)‖2
0,Ωftn−1
−∆t ((∇x · zn), |un|2)0,Ωftn
=
∫ tn
tn−1
((∇x · zn), |V(un)|2)0,Ωft dt−∆t ((∇x · z
n), |un|2)
0,Ωftn
.
Because un and V(un) have the same values for corresponding points on the moving domain,
and |Jt − Jtn | ≤ ∆t C9 where C9 = C ‖∇yV(zn)‖L∞,Ωft0 ‖∇yΨt‖L∞,Ωft0 and C is a positive
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constant that does not depend on ∆t or the ALE mapping (see [15]),
‖un‖2
0,Ωftn
− ‖V(un)‖2
0,Ωftn−1
−∆t ((∇x · zn), |un|2)0,Ωftn
≤
∫ tn
tn−1
((∇x · zn), |V(un)|2(Jt − Jtn))Ωft0 dt
≤ ∆t2 C9 (|∇ · zn|, |un|2)0,Ωftn
≤ ∆t2 C9 ‖∇ · zn‖L∞,Ωftn ‖u
n‖2
0,Ωftn
(4.25)
Substituting (4.25) into (4.24),
ρf
2
[
‖un‖2
0,Ωftn
− ∥∥un−1∥∥2
0,Ωftn−1
]
+ ∆t νfC6 ‖un‖21,Ωftn
≤ C∆t
[∥∥fnf ∥∥20,Ωftn + ‖unN‖20,ΓfN + ‖gn‖20,ΓItn
]
+ ∆t2
ρfC9
2
‖∇ · zn‖
L∞,Ωftn
‖un‖2
0,Ωftn
.
Observe that with ∇ · zn ∈ L∞(Ωftn), an implication of (4.16), we can derive two stability
results. The first is for boundedness at a single time step:
ρf
2
[
1 −∆t2 C9 ‖∇ · zn‖L∞,Ωftn
]
‖un‖2
0,Ωftn
+ ∆t νfC6 ‖un‖21,Ωftn
≤ C∆t
[∥∥fnf ∥∥20,Ωftn + ‖unN‖20,ΓfN + ‖gn‖20,ΓItn
]
+
∥∥un−1∥∥2
0,Ωftn−1
.
The second is for boundedness over all time steps using a discrete Gronwall lemma after
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first multiplying by 2 and summing over time steps.
ρf ‖un‖2
0,Ωftn
+ 2∆t
n∑
i=1
νfC6
∥∥ui∥∥2
1,Ωfti
≤ C∆t
n∑
i=0
[∥∥f if∥∥20,Ωfti + ∥∥uiN∥∥20,ΓfN + ∥∥gi∥∥20,ΓIti
]
+ ∆t
n∑
i=0
∆t C9
∥∥∇ · zi∥∥
L∞,Ωfti
ρf
∥∥ui∥∥2
0,Ωfti
+ ρf
∥∥u0∥∥2
0,Ωft0
.
This yields
ρf ‖un‖2
0,Ωftn
+ 2∆t
n∑
i=1
νfC6
∥∥ui∥∥2
1,Ωfti
≤ C
[
∆t
n∑
i=0
[∥∥f if∥∥20,Ωfti + ∥∥uiN∥∥20,ΓfN + ∥∥gi∥∥20,ΓIti
]
+ ρf
∥∥u0∥∥2
0,Ωft0
]
when ∆t2 C9
∥∥∇ · zi∥∥
L∞,Ωfti
< 1 for i = 1, . . . , n, according to the discrete Gronwall
lemma [44]. Therefore, ∆t must be chosen sufficiently small.
Theorem 4.2. Stability of pn
If ∆t2 C9
∥∥∇ · zi∥∥
L∞,Ωfti
< 1 for i = 1, . . . , n, then
‖pn‖
0,Ωftn
≤ C P (∥∥f0f ∥∥0,Ωft0 ,∥∥g0∥∥0,ΓIt0 ,∥∥u0N∥∥0,ΓfN , . . . ,∥∥fnf ∥∥0,Ωftn , ‖gn‖0,ΓItn , ‖unN‖0,ΓfN ),
(4.26)
where P (·, . . . , ·) is a quadratic polynomial.
Proof. Rearranging (4.4), we get
b(v, pn)
Ωftn
= − ρ
f
∆t
[
(un,v)
Ωftn
− (un−1,V(v))
Ωftn−1
]
+ ρf
[
−c(un,un,v)
Ωftn
+ c(zn,un,v)
Ωftn
+
1
2
((∇ · zn)un,v)
Ωftn
− 1
2
((un · nf )un,v)ΓfN
]
− 2νfa(un,v)Ωftn + (f
n
f ,v)Ωftn
+ (unN ,v)ΓfN
+ (gn,v)ΓItn
∀v ∈H1D(Ωftn). (4.27)
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In (4.27),
(un−1,V(v))
Ωftn−1
=
∫
Ωftn−1
un−1 · V(v) dΩftn−1
=
∫
Ωft0
Jtn−1V(un−1) · V(v) dΩft0
≤
∫
Ωft0
Jtn−1V(un−1) · V(v)
Jtn
κmin
dΩft0
≤ 1
κmin
∥∥∥∥J 12tn∥∥∥∥
L∞,Ωft0
∥∥∥∥J 12tn−1∥∥∥∥
L∞,Ωft0
∗
(∫
Ωft0
Jtn−1(V(un−1))2 dΩft0
) 1
2
(∫
Ωft0
JtnV(v)2 dΩft0
) 1
2
≤ 1
κmin
∥∥∥∥J 12tn∥∥∥∥
L∞,Ωft0
∥∥∥∥J 12tn−1∥∥∥∥
L∞,Ωft0
∥∥un−1∥∥
0,Ωftn−1
‖v‖
0,Ωftn
≤ κmax
κmin
∥∥un−1∥∥
0,Ωftn−1
‖v‖
1,Ωftn
≤ C ∥∥un−1∥∥
0,Ωftn−1
‖v‖
1,Ωftn
. (4.28)
Applying Ho¨lder’s inequality, the Sobolev imbedding of W
1
2
,2(ΓItn ) ⊆W0,4(ΓItn ) [1, p. 85],
and then the trace theorem,
((un · nf )un,v)ΓfN ≤ C ‖u
n‖
L4,ΓfN
‖un‖
0,ΓfN
‖v‖
L4,ΓfN
≤ C ‖un‖ 1
2
,ΓfN
‖un‖
0,ΓfN
‖v‖ 1
2
,ΓfN
≤ C ‖un‖
3
2
1,Ωftn
‖un‖
1
2
0,Ωftn
‖v‖
1,Ωftn
(4.29)
Applying Cauchy–Schwarz, using (2.14)–(2.16) and (4.28)–(4.29) in (4.27),
b(v, pn)
Ωftn
‖v‖
1,Ωftn
≤ C
∆t
[
‖un‖
1,Ωftn
+
∥∥un−1∥∥
0,Ωftn−1
]
+ ρf ‖un‖
1,Ωftn
[
C3 ‖un‖1,Ωftn + C3 ‖z
n‖
1,Ωftn
+
1
2
‖∇ · zn‖
L∞,Ωftn
+
C
2
‖un‖
1
2
0,Ωftn
‖un‖
1
2
1,Ωftn
]
+ 2νfC1 ‖un‖1,Ωftn +
∥∥fnf ∥∥0,Ωftn
+ ‖unN‖0,ΓfN + ‖g
n‖0,ΓItn ∀v ∈H
1
D(Ω
f
tn). (4.30)
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Therefore, using (4.18) with ∆t sufficiently small, the inf-sup condition (2.21), and zn ∈
H1D(Ω
f
tn) by (4.16),
‖pn‖
0,Ωftn
≤ sup
06=v∈Ωftn
b(v, pn)
‖v‖
1,Ωftn
≤ C P (∥∥f0f ∥∥0,Ωft0 ,∥∥g0∥∥0,ΓIt0 ,∥∥u0N∥∥0,ΓfN , . . . ,∥∥fnf ∥∥0,Ωftn , ‖gn‖0,ΓItn , ‖unN‖0,ΓfN ),
where P (·, . . . , ·) is a quadratic polynomial.
Theorem 4.3. Stability of ηn and η˙n
∥∥∥∥ η˙n + η˙n−12
∥∥∥∥2
0,Ωs
+
∥∥∥∥ηn + ηn−12
∥∥∥∥2
1,Ωs
≤ C
[(
‖fns ‖2−1,Ωs +
∥∥fn−1s ∥∥2−1,Ωs)+ (‖ηnN‖20,ΓsN + ∥∥ηn−1N ∥∥20,ΓsN)
+
(
‖gn‖20,ΓItn +
∥∥gn−1∥∥2
0,ΓItn−1
)
+
∥∥η˙0∥∥2
0,Ωs
+
∥∥η0∥∥2
1,Ωs
]
. (4.31)
Proof. Letting ξ =
ηn−ηn−1
∆t in (4.6), γ =
η˙n−η˙n−1
∆t in (4.7), and substituting,
ρs
(
η˙n − η˙n−1
∆t
,
η˙n + η˙n−1
2
)
Ωs
+ νsd
(
ηn + ηn−1,
ηn − ηn−1
∆t
)
Ωs
+
λ
2
e
(
ηn + ηn−1,
ηn − ηn−1
∆t
)
Ωs
=
1
2
(
fns + f
n−1
s ,
ηn − ηn−1
∆t
)
Ωs
+
1
2
(
ηnN + η
n−1
N ,
ηn − ηn−1
∆t
)
ΓsN
− 1
2
(
V(gn)Jtn + V(gn−1)Jtn−1 ,
ηn − ηn−1
∆t
)
ΓIt0
. (4.32)
Adding ρs
(
2η˙n−1
∆t ,
η˙n+η˙n−1
2
)
Ωs
, νsd(η
n + ηn−1, 2η
n−1
∆t )Ωs , and
λ
2 e(η
n + ηn−1, 2η
n−1
∆t )Ωs to
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both sides of the equation,
ρs
(
η˙n + η˙n−1
∆t
,
η˙n + η˙n−1
2
)
Ωs
+ νsd
(
ηn + ηn−1,
ηn + ηn−1
∆t
)
Ωs
+
λ
2
e
(
ηn + ηn−1,
ηn + ηn−1
∆t
)
Ωs
=
1
2
(
fns + f
n−1
s ,
ηn − ηn−1
∆t
)
Ωs
+
1
2
(
ηnN + η
n−1
N ,
ηn − ηn−1
∆t
)
ΓsN
− 1
2
(
V(gn)Jtn + V(gn−1)Jtn−1 ,
ηn − ηn−1
∆t
)
ΓIt0
+ ρs
(
2η˙n−1
∆t
,
η˙n + η˙n−1
2
)
Ωs
+ νsd
(
ηn + ηn−1,
2ηn−1
∆t
)
Ωs
+
λ
2
e
(
ηn + ηn−1,
2ηn−1
∆t
)
Ωs
. (4.33)
Using (2.20), dropping a positive term, multiplying by ∆t, and simplifying, (4.33) becomes
2ρs
∥∥∥∥ η˙n + η˙n−12
∥∥∥∥2
0,Ωs
+ 4νsC7
∥∥∥∥ηn + ηn−12
∥∥∥∥2
1,Ωs
=
1
2
[
(fns + f
n−1
s ,η
n − ηn−1)Ωs + (ηnN + ηn−1N ,ηn − ηn−1)ΓsN
− (V(gn)Jtn + V(gn−1)Jtn−1 ,ηn − ηn−1)ΓIt0
]
+ ρs
(
η˙n−1, η˙n + η˙n−1
)
Ωs
+ 2νsd(η
n + ηn−1,ηn−1)Ωs
+ λe(ηn + ηn−1,ηn−1)Ωs .
Applying Cauchy–Schwarz inequality, the trace theorem, 0 < Jt < κmax < ∞, and then
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Young’s inequality,
2ρs
∥∥∥∥ η˙n + η˙n−12
∥∥∥∥2
0,Ωs
+ 4νsC7
∥∥∥∥ηn + ηn−12
∥∥∥∥2
1,Ωs
≤ C
[(
‖fns ‖2−1,Ωs +
∥∥fn−1s ∥∥2−1,Ωs)+ (‖ηnN‖2− 12 ,ΓsN + ∥∥ηn−1N ∥∥2− 12 ,ΓsN)
+
(
‖gn‖2− 1
2
,ΓItn
+
∥∥gn−1∥∥2− 1
2
,ΓItn−1
)]
+
νsC7
4
∥∥∥∥ηn − ηn−12
∥∥∥∥2
1,Ωs
+ ρs
∥∥∥∥ η˙n + η˙n−12
∥∥∥∥2
0,Ωs
+ ρs
∥∥η˙n−1∥∥2
0,Ωs
+ 3νsC7
∥∥∥∥ηn + ηn−12
∥∥∥∥2
1,Ωs
+
[
2νsC
2
4
C7
+
λ2C25
νsC7
] ∥∥ηn−1∥∥2
1,Ωs
. (4.34)
Adding and subtracting terms with the triangle inequality for norms, Cauchy–Schwarz
inequality, and combining like terms,
ρs
∥∥∥∥ η˙n + η˙n−12
∥∥∥∥2
0,Ωs
+
νsC7
2
∥∥∥∥ηn + ηn−12
∥∥∥∥2
1,Ωs
≤ C
[(
‖fns ‖2−1,Ωs +
∥∥fn−1s ∥∥2−1,Ωs)+ (‖ηnN‖2− 12 ,ΓsN + ∥∥ηn−1N ∥∥2− 12 ,ΓsN)
+
(
‖gn‖2− 1
2
,ΓItn
+
∥∥gn−1∥∥2− 1
2
,ΓItn−1
)]
+ 4nρs
n−1∑
j=1
∥∥∥∥ η˙j + η˙j−12
∥∥∥∥2
0,Ωs
+ 4n
[
νsC7
2
+
2νsC
2
4
C7
+
λ2C25
νsC7
] n−1∑
j=1
∥∥∥∥ηj + ηj−12
∥∥∥∥2
1,Ωs
+ C
[∥∥η˙0∥∥2
0,Ωs
+
∥∥η0∥∥2
1,Ωs
]
. (4.35)
Let α = min {ρs, νsC72 } and β = max {ρs, νsC72 +
2νsC24
C7
+
λ2C25
νsC7
}. With the discrete Gronwall
lemma [44] and no restriction on ∆t, (4.35) is bounded by
∥∥∥∥ η˙n + η˙n−12
∥∥∥∥2
0,Ωs
+
∥∥∥∥ηn + ηn−12
∥∥∥∥2
1,Ωs
≤ C
α
exp
(
4n2β
α
)[(
‖fns ‖2−1,Ωs +
∥∥fn−1s ∥∥2−1,Ωs)+ (‖ηnN‖2− 12 ,ΓsN + ∥∥ηn−1N ∥∥2− 12 ,ΓsN)
+
(
‖gn‖2− 1
2
,ΓItn
+
∥∥gn−1∥∥2− 1
2
,ΓItn−1
)
+
∥∥η˙0∥∥2
0,Ωs
+
∥∥η0∥∥2
1,Ωs
]
.
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Multiplying by ∆t and summing (4.35) over time steps,
∆t
[
n∑
i=1
∥∥∥∥ η˙i + η˙i−12
∥∥∥∥2
0,Ωs
+
n∑
i=1
∥∥∥∥ηi + ηi−12
∥∥∥∥2
1,Ωs
]
≤ ∆t C
n∑
i=0
[ ∥∥f is∥∥2−1,Ωs + ∥∥ηiN∥∥2− 1
2
,ΓsN
+
∥∥gi∥∥2− 1
2
,ΓIti
+
∥∥η˙0∥∥2
0,Ωs
+
∥∥η0∥∥2
1,Ωs
]
.
4.5 The Existence of an Optimal Solution
Theorem 4.4. There exists a (uˆn, pˆn, ηˆn, ˆ˙ηn, gˆn) ∈ S such that (4.10) is minimized.
Proof. Clearly, the set S is nonempty. Let {(un(k), pn(k),ηn(k), η˙n(k),gn(k))} be a sequence in S
such that
lim
k→∞
J δn (un(k), pn(k),ηn(k), η˙n(k),gn(k)) = inf
(un,pn,ηn,η˙n,gn)∈S
J δn (un, pn,ηn, η˙n,gn).
By the definition of (4.11), gn(k) is uniformly bounded in L
2(ΓItn ).
From (4.18), (4.26), and (4.31), we have,
ρf
∥∥∥un(k)∥∥∥2
0,Ωftn
+ ∆t νfC6
[∥∥∥un(k)∥∥∥2
1,Ωftn
+
n−1∑
i=1
∥∥ui∥∥2
1,Ωftn
]
≤ C
[
∆t
[∥∥∥gn(k)∥∥∥2
0,ΓItn
+
n−1∑
i=0
∥∥gi∥∥2
0,ΓIti
+
n∑
i=0
[∥∥f if∥∥20,Ωftn + ∥∥uiN∥∥20,Γfi
]]
+ρf
∥∥u0∥∥2
0,Ωft0
]
,
‖pn‖
0,Ωftn
≤ C P (∥∥f0f ∥∥0,Ωft0 , ∥∥g0∥∥0,ΓIt0 ,∥∥u0N∥∥0,ΓfN , . . . ,∥∥fnf ∥∥0,Ωftn ,
∥∥∥gn(k)∥∥∥
0,ΓItn
, ‖unN‖0,ΓfN ),
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and
∥∥∥η˙n(k)∥∥∥2
0,Ωs
+
∥∥∥ηn(k)∥∥∥2
1,Ωs
≤ C
[(
‖fns ‖2−1,Ωs +
∥∥fn−1s ∥∥2−1,Ωs)+ (‖ηnN‖20,ΓsN + ∥∥ηn−1N ∥∥20,ΓsN)
+
(∥∥∥gn(k)∥∥∥2
0,ΓItn
+
∥∥gn−1∥∥2
0,ΓItn−1
)
+
∥∥η˙0∥∥2
0,Ωs
+
∥∥η0∥∥2
1,Ωs
+
∥∥η˙n−1∥∥2
0,Ωs
+
∥∥ηn−1∥∥2
1,Ωs
]
.
Therefore, (un(k), p
n
(k),η
n
(k), η˙
n
(k),g
n
(k)) ∈H1D(Ωftn)×L2(Ωftn)×H1D(Ωs)×L2(Ωs)×L2(ΓItn )
is uniformly bounded. Then, there must exist subsequences such that
un(kj) ⇀ uˆ
n in H1(Ωftn), η
n
(kj)
⇀ ηˆn in H1(Ωs),
pn(kj) ⇀ pˆ
n in L2(Ωftn), η˙
n
(kj)
⇀ ˆ˙ηn in L2(Ωs),
un(kj) → uˆn in L2(Ω
f
tn), g
n
(kj)
⇀ gˆn in L2(ΓItn ),
and un(kj)|ΓfN∪ΓItn → uˆ
n in L2(ΓfN ∪ ΓItn ),
for some (uˆn, pˆn, ηˆn, ˆ˙ηn, gˆn) ∈ S.
The last two statements with strong convergence are a result of the compact imbeddings
H1(Ωftn) ⊂ L2(Ωftn) and H
1
2 (ΓfN ∪ ΓItn ) ⊂ L2(ΓfN ∪ ΓItn ).
Now we wish to show that by passing to the limit, (uˆn, pˆn, ηˆn, ˆ˙ηn, gˆn) satisfies (4.4)–
(4.7). Equations (4.4)–(4.7) are linear with the exception of c(un(k),u
n
(k),v)Ωftn
and 12((u
n
(k) ·
nf )u
n
(k),v)ΓfN
in (4.4).
lim
k→∞
c(un(k),u
n
(k),v)Ωftn
+
1
2
((un(k) · nf )un(k),v)ΓfN
= lim
k→∞
−(un(k) · ∇v,un(k))Ωftn +
1
2
((un(k) · nf )un(k),v)ΓfN∪ΓItn +
1
2
((un(k) · nf )un(k),v)ΓfN
= −(uˆn · ∇v, uˆn)
Ωftn
+
1
2
((uˆn · nf )uˆn,v)ΓfN∪ΓItn +
1
2
((uˆn · nf )uˆn,v)ΓfN
= c(uˆn, uˆn,v)
Ωftn
+
1
2
((uˆn · nf )uˆn,v)ΓfN ∀v ∈ C
∞(Ωftn) (4.36)
since un(kj) → uˆ in L2(Ω
f
tn) and u
n
(kj)
→ uˆ|ΓItn in L
2(ΓItn ). Then, because C
∞(Ωftn) is dense
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in H1D(Ω
f
tn),
lim
k→∞
c(un(k),u
n
(k),v)Ωftn
+
1
2
((un(k) · nf )un(k),v)ΓfN
= c(uˆn, uˆn,v)
Ωftn
+
1
2
((uˆn · nf )uˆn,v)ΓfN ∀v ∈H
1
D(Ω
f
tn).
Additionally, since J δn is lower semicontinuous,
J δn (uˆn, pˆn, ηˆn, ˆ˙ηn, gˆn) = inf
(un,pn,ηn,η˙n,gn)∈S
J δn (un, pn,ηn, η˙n,gn),
so there exists a solution to the optimal control problem, although we can not show in
general that (uˆn, pˆn, ηˆn, ˆ˙ηn, gˆn) is unique.
4.6 Convergence of Vanishing Penalty Parameter
In this section, we show that as δ → 0, the optimal solution to (4.10) converges to a
solution that satisfies (2.38)–(2.39) and (2.40)–(2.41) and satisfies the interface conditions
(2.11)–(2.12) within a tolerance on the order of ∆t
3
2 .
In addition to (4.13)–(4.16), we make the following assumptions on regularity of
the strong solution satisfying (2.1)–(2.12) that are needed for the theorem that follows:
u, dudt |y∈ L2(t0, tn; H2(Ωft )), p, dpdt |y∈ L2(t0, tn; H1(Ωft )), η ∈ L2(t0, tn; H2(Ωs)), ηt ∈
L∞(t0, tn; H1(Ωs)), ηtt ∈ L∞(t0, tn; H1(Ωs)), the body forces and boundary conditions are
sufficiently smooth, and ∆t is sufficiently small.
We will assume no time discretization error of gn in the L2 sense. Future work will
provide a detailed proof using the entire derived optimality system.
Theorem 4.5. Let (unδ , p
n
δ ,η
n
δ , η˙
n
δ ,g
n
δ ) denote an optimal solution satisfying (4.4)–(4.5) and
(4.6)–(4.7) for δ > 0, where un−1 = u(tn−1) ∈ H1D(Ωftn−1), ηn−1 = η(tn−1) ∈ H1D(Ωs),
and u(tn−1) and η(tn−1) are solutions to (2.1)–(2.12) at t = tn−1.
Then, the solution (u˜n, p˜n, η˜n, ˜˙ηn) exists as a solution of (4.4)–(4.7) at t = tn such
that ‖unδ − u˜n‖1,Ωftn + ‖p
n
δ − p˜n‖0,Ωftn + ‖η
n
δ − η˜n‖1,Ωs +
∥∥η˙nδ − ˜˙ηn∥∥0,Ωs → 0 as δ → 0. Also,
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in the limit, Jn(u˜n, p˜n, η˜n, ˜˙ηn, g˜n) ≤ C∆t 32 .
Proof. Consider the solution to the semidiscrete weak formulations (2.38)–(2.39) and (2.40)–
(2.41) satisfying the boundary conditions (2.11)–(2.12), and denote this (unsd, p
n
sd,η
n
sd, η˙
n
sd).
Letting gnsd = [2νfD(u
n
sd) ·nf −pnsdnf − 12((unsd−znsd) ·nf )unsd]|ΓItn , we see that (u
n
sd, p
n
sd,η
n
sd,
η˙nsd,g
n
sd) is also a solution to (4.4)–(4.7). Also, u
n
sd, η
n
sd, and η
n−1 are bounded in H1D(Ω
f
tn),
H1D(Ω
s), and H1D(Ω
s), respectively, so
J δn (unsd, pnsd,ηnsd, η˙nsd,gn) =
1
2
∫
ΓItn
∣∣∣∣unsd − V(ηnsd)− V(ηn−1)∆t
∣∣∣∣2 dΓItn + δ2
∫
ΓItn
|gnsd|2 dΓItn
≤ C
[
‖unsd‖21,Ωftn + ‖η
n
sd‖21,Ωs +
∥∥ηn−1∥∥2
1,Ωs
+ δ ‖gnsd‖21,Ωftn
]
<∞.
Therefore, we can conclude that (unsd, p
n
sd,η
n
sd, η˙
n
sd,g
n
sd) ∈ S.
By the definition of an optimal solution in (4.12) and since (unsd, p
n
sd,η
n
sd, η˙
n
sd,g
n
sd) ∈
S,
J δn (unδ , pnδ ,ηnδ , η˙nδ ,gnδ ) = inf
(un,pn,ηn,η˙n,gn)∈S
J δn (un, pn,ηn, η˙n,gn)
≤ J δn (unsd, pnsd,ηnsd, η˙nsd,gnsd). (4.37)
In (4.37),
J δn (unsd, pnsd,ηnsd, η˙nsd,gnsd) =
1
2
∫
ΓItn
∣∣∣∣unsd − V(ηnsd)− V(ηn−1)∆t
∣∣∣∣2 dΓItn + δ2
∫
ΓItn
|gnsd|2 dΓItn
≤ C
[
‖unsd − u(tn)‖20,ΓItn + ‖u(tn)− V(ηt(tn))‖
2
0,ΓItn
+
∥∥∥∥ηt(tn)− ηnsd − ηn−1∆t
∥∥∥∥2
0,ΓIt0
+ δ
2
‖gnsd‖20,ΓItn (4.38)
where u(tn) and ηt(tn) are solutions to (2.1)–(2.12) at time t = tn. Since u(tn) and ηt(tn)
satisfy (2.11), ‖u(tn)− V(ηt(tn))‖20,ΓItn = 0.
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By adding and subtracting
η(tn)
∆t to
∥∥∥ηt(tn)− ηnsd−ηn−1∆t ∥∥∥20,ΓIt0 in (4.38), recognizing
that ηn−1 = η(tn−1), and using the triangle inequality for norms,
J δn (unsd, pnsd,ηnsd, η˙nsd,gnsd)
≤ δ
2
‖gnsd‖20,ΓItn + C
[
‖unsd − u(tn)‖20,ΓItn
+
∥∥∥∥ηt(tn)− η(tn)− η(tn−1)∆t
∥∥∥∥2
0,ΓIt0
+
∥∥∥∥η(tn)− ηnsd∆t
∥∥∥∥2
0,ΓIt0
 . (4.39)
Since Ωft is Lipschitz continuous by (4.14), we use the trace theorem to get
‖unsd − u(tn)‖20,ΓItn ≤ C ‖u
n
sd − u(tn)‖0,Ωftn ‖u
n
sd − u(tn)‖1,Ωftn . (4.40)
We use a result similar to the error estimate derived in [52], except in our case it is continuous
in space and has a constant viscosity. Along with this, we include the assumptions on u,
made in the statement of the theorem, to get
‖unsd − u(tn)‖20,ΓItn ≤ C∆t
3
2 . (4.41)
The second order time discretization [55, pp. 131–134] for the linear elasticity equations
along with the assumptions on η and ηt gives
‖η(tn)− ηnsd‖20,ΓIt0 ≤ C ‖η(tn)− η
n
sd‖0,Ωs ‖η(tn)− ηnsd‖1,Ωs ≤ C∆t
7
2 . (4.42)
Using (4.42), ∥∥∥∥η(tn)− ηnsd∆t
∥∥∥∥2
0,ΓIt0
≤ C∆t 32 . (4.43)
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Substituting (4.41) and (4.43) into (4.39) gives
J δn (unsd, pnsd,ηnsd,η˙nsd,gnsd) ≤
δ
2
‖gnsd‖20,ΓItn
+ C
∆t 32 + ∥∥∥∥ηt(tn)− η(tn)− η(tn−1)∆t
∥∥∥∥2
0,ΓIt0
 . (4.44)
Using Taylor series expansion along with ‖ηtt‖L∞(tn−1,tn;H1(Ωs)) <∞ gives
∥∥∥∥ηt(tn)− η(tn)− η(tn−1)∆t
∥∥∥∥2
0,ΓIt0
≤ C∆t2 ‖ηtt‖L∞(tn−1,tn;H1(Ωs)) ≤ C∆t2. (4.45)
We now substitute (4.45) into (4.44) and (4.44) into (4.37) to get
J δn (unδ , pnδ ,ηnδ , η˙nδ ,gnδ ) ≤ J δn (unsd, pnsd,ηnsd, η˙nsd,gnsd)
≤ C∆t 32 + δ
2
‖gnsd‖20,ΓItn . (4.46)
From (4.46), we can see that gnδ is uniformly bounded. Combining this with (4.18), (4.26),
and (4.31), we know that unδ , p
n
δ ,η
n
δ , and η˙
n
δ are uniformly bounded as well.
Then, there must exist subsequences such that
unδ ⇀ u˜
n in H1(Ωftn), η
n
δ ⇀ η˜
n in H1(Ωs),
pnδ ⇀ p˜
n in L2(Ωftn), η˙
n
δ ⇀
˜˙ηn in L2(Ωs),
unδ → u˜n in L2(Ωftn), gnδ ⇀ g˜n in L2(ΓItn ),
and unδ |ΓfN∪ΓItn → u˜
n in L2(ΓfN ∪ ΓItn ),
as δ → 0 for some (u˜n, p˜n, η˜n, ˜˙ηn, g˜n) ∈ S, such that
Jn(u˜n, p˜n, η˜n, ˜˙ηn, g˜n) =
∥∥∥∥u˜n − V(η˜n)− V(η(tn−1))∆t
∥∥∥∥2
0,ΓItn
≤ C∆t 32 . (4.47)
Remark 4.6. For any choice of finite difference formula in the functional, note from (4.43)
that we will lose two powers of ∆t from (4.42). This is the reason that, from an analytical
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perspective, we should choose to use a second order time discretization for the structure
despite only using a first order time-formula in the functional.
Additionally, with respect to (4.43), we see that by using a second order time dis-
cretization for the structure, there would be no improvement by increasing the order of the
finite difference formula used in the functional.
4.7 The Existence of Lagrange Multipliers
We desire to change the optimization problem from constrained to unconstrained.
This can be done by means of the Lagrange multiplier rule after proving the existence
of Lagrange multipliers. We use the same approach to show the existence of Lagrange
multipliers as was used in [27,31].
Lemma 4.7. Let X and Y be two real Banach spaces, J a functional on X, and M a
mapping from X to Y. Assume u is a solution of the following constrained minimization
problem:
find u ∈ X such that J (u) = inf{J (v)|v ∈ X, M(v) = y0},
where y0 is some fixed element of Y. Additionally, assume the following three conditions
are satisfied:
1. M is Fre´chet-differentiable in an open neighborhood of u and its Fre´chet derivative
M ′ is continuous at u.
2. J : Neighborhood(u) ⊂ X→ R is Fre´chet-differentiable at u with Fre´chet derivative
J ′.
3. M ′ : X→ Y is onto.
Then there exists a µ ∈ Y∗ satisfying
−J ′(u) · w + 〈µ,M ′(u) · w〉 = 0 ∀ w ∈ X.
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Proof. See [69].
In the following two theorems, we will verify the assumptions of Lemma 4.7. We begin by
verifying the first part of Assumption 1 of Lemma 4.7 in Theorem 4.8, namely that M is
Fre´chet-differentiable in an open neighborhood of u.
Let X = H1D(Ω
f
tn) × L2(Ωftn) ×H1D(Ωs) × L2(Ωs) × L2(ΓItn ), Y = H1D(Ωftn)∗ ×
L2(Ωftn) ×H1D(Ωs)∗ × L2(Ωs), J = J δn defined in (4.9), and M : X → Y be the non-
linear mapping representing the generalized constraint equations: M(un, pn,ηn, η˙n,gn) =
(fnf , φ1, f
n
s ,φ2) for (u
n, pn,ηn, η˙n,gn) ∈ X and (fnf , φ1, fns ,φ2) ∈ Y, if and only if,
ρf (un,v)
Ωftn
+∆t ρf [c(un,un,v)
Ωftn
+
1
2
((un · nf )un,v)ΓfN − c(z
n,un,v)
Ωftn
]
+ ∆t 2νfa(u
n,v)
Ωftn
+ ∆t b(v, pn)
Ωftn
−∆t (gn,v)ΓItn
= (fnf ,v)Ωftn
∀v ∈H1D(Ωftn), (4.48)
b(un, q)
Ωftn
= (φ1, q)Ωftn
q ∈ L2(Ωftn), (4.49)
ρs(η˙n, ξ)Ωs + ∆t νsd(η
n + ηn−1, ξ)Ωs +
∆t
2
λe(ηn + ηn−1, ξ)Ωs +
∆t
2
(V(gn)Jtn , ξ)ΓIt0
= (fns , ξ)Ωs ∀ξ ∈H1D(Ωs), (4.50)
∆t
2
(η˙n,γ)Ωs − (ηn,γ)Ωs = (φ2,γ)Ωs ∀γ ∈ L2(Ωs). (4.51)
Theorem 4.8. Let (un, pn,ηn, η˙n,gn) be an optimal solution to Problem (4.10) and M be
defined as in (4.48)–(4.51). The Fre´chet derivative of M , denoted M ′, exists in an open
neighborhood of (un, pn,ηn, η˙n,gn). M ′ is defined by
M ′(un, pn,ηn, η˙n,gn) · (wn, rn,θn,ϕn,hn) = (f¯nf , φ¯1, f¯ns , φ¯2) for (wn, rn,θn,ϕn,hn) ∈ X
and (f¯nf , φ¯
n
1 , f¯
n
s , φ¯
n
2 ) ∈ Y, if and only if
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ρf (wn,v)
Ωftn
+ ∆t ρf [c(un,wn,v)
Ωftn
+ c(wn,un,v)
Ωftn
+
1
2
((un · nf )wn,v)ΓfN
+
1
2
((wn · nf )un,v)ΓfN −
1
2
((∇ · zn)wn,v)
Ωftn
− c(zn,wn,v)
Ωftn
]
+ ∆t 2νfa(w
n,v)
Ωftn
+ ∆t b(v, rn)
Ωftn
−∆t (hn,v)ΓItn
= (f¯nf ,v)Ωftn
∀v ∈H1D(Ωftn), (4.52)
b(wn, q)
Ωftn
= (φ¯1, q)Ωftn
q ∈ L2(Ωftn), (4.53)
ρs(ϕn, ξ)Ωs + ∆t νsd(θ
n, ξ)Ωs +
∆t
2
λe(θn, ξ)Ωs +
∆t
2
(V(hn)Jtn , ξ)ΓIt0
= (f¯ns , ξ)Ωs ∀ξ ∈H1D(Ωs), (4.54)
∆t
2
(ϕn,γ)Ωs − (θn,γ)Ωs = (φ¯2,γ)Ωs ∀γ ∈ L2(Ωs). (4.55)
Proof. We begin by showing that for  > 0, ∃ δ > 0 such that if
‖(un1 − un2 , pn1 − pn2 ,ηn1 − ηn2 , η˙n1 − η˙n2 ,gn1 − gn2 )‖X < δ, then
‖M(un1 , pn1 ,ηn1 , η˙n1 ,gn1 )−M(un2 , pn2 ,ηn2 , η˙n2 ,gn2 )
−M ′(un, pn,ηn, η˙n,gn) · (un1 − un2 , pn1 − pn2 ,ηn1 − ηn2 , η˙n1 − η˙n2 ,gn1 − gn2 )‖Y ≤ .
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Let  > 0. For any (v, q, ξ,γ) ∈ Y∗,
〈M(un1 , pn1 ,ηn1 , η˙n1 ,gn1 )−M(un2 , pn2 ,ηn2 , η˙n2 ,gn2 )
−M ′(un, pn,ηn, η˙n,gn) · (un1 − un2 , pn1 − pn2 ,ηn1 − ηn2 , η˙n1 − η˙n2 ,gn1 − gn2 ), (v, q, ξ,γ)〉
= c(un1 ,u
n
1 ,v)Ωftn
+
1
2
((un1 · nf )un1 ,v)ΓfN − c(u
n
2 ,u
n
2 ,v)Ωftn
− 1
2
((un2 · nf )un2 ,v)ΓfN
− c(un,un1 − un2 ,v)Ωftn − c(u
n
1 − un2 ,un,v)Ωftn −
1
2
((un · nf )(un1 − un2 ),v)ΓfN
− 1
2
(((un1 − un2 ) · nf )un,v)ΓfN
= c(un1 − un2 ,un1 ,v)Ωftn +
1
2
(((un1 − un2 ) · nf )un1 ,v)ΓfN
+ c(un2 ,u
n
1 − un2 ,v)Ωftn +
1
2
((un2 · nf )(un1 − un2 ),v)ΓfN
− c(un,un1 − un2 ,v)Ωftn − c(u
n
1 − un2 ,un,v)Ωftn −
1
2
((un · nf )(un1 − un2 ),v)ΓfN
− 1
2
(((un1 − un2 ) · nf )un,v)ΓfN ≤ C ‖u
n
1 − un2‖1,Ωftn ‖v‖1,Ωftn .
Therefore, ‖M(un1 , pn1 ,ηn1 , η˙n1 ,gn1 )−M(un2 , pn2 ,ηn2 , η˙n2 ,gn2 )
−M ′(un, pn,ηn, η˙n,gn) ·(un1 −un2 , pn1 −pn2 ,ηn1 −ηn2 , η˙n1 − η˙n2 ,gn1 −gn2 )‖Y ≤ C ‖un1 − un2‖1,Ωftn
≤  when ‖(un1 − un2 , pn1 − pn2 ,ηn1 − ηn2 , η˙n1 − η˙n2 ,gn1 − gn2 )‖X is sufficiently small.
It is straight forward to verify Assumption 2 of Lemma 4.7, showing that J δn is
Fre´chet differentiable at (un, pn,ηn, η˙n,gn) with Fre´chet derivative (J δn )′. Next, we will
prove Assumption 3 and the second part of Assumption 1 of Lemma 4.7.
Theorem 4.9. The operator M ′ : X → Y is onto Y for a sufficiently small ∆t and∥∥u0∥∥
0,Ωftn
, and M ′ is continuous at (un, pn,ηn, η˙n,gn).
Proof. In Theorem 4.8, it was shown that M ′ exists and maps X → Y. With hn = 0
and v = wn, (4.52)–(4.53) is a time-discretized linearized Navier–Stokes operator with
four additional terms: c(wn,un,wn)
Ωftn
, ((∇ · zn)wn,wn)
Ωftn
, ((wn · nf )un,wn)ΓfN , and
((un · nf )wn,wn)ΓfN . Coercivity of the linearized Navier–Stokes operater can be proven
without a time step restriction [65, p. 334], i.e, we are left with proving that for any
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wn ∈H1D(Ωftn),
ρf
∆t
‖wn‖2
0,Ωftn
+ C9νf ‖wn‖21,Ωftn + ρ
fc(wn,un,wn)
Ωftn
− ρ
f
2
((∇ · zn)wn,wn)
Ωftn
+
ρf
2
((un · nf )wn,wn)ΓfN +
ρf
2
((wn · nf )un,wn)ΓfN ≥ C10 ‖w
n‖
1,Ωftn
,
where C9 and C10 are some positive constants.
Here, we show that ρfc(wn,un,wn)
Ωftn
≤ C11
ρf
4‖un‖4
1,Ω
f
tn
C39ν
3
f
‖wn‖2
0,Ωftn
+
C9νf
4 ‖wn‖21,Ωftn .
ρfc(wn,un,wn)
Ωftn
=
ρf
2
[
(wn · ∇un,wn)
Ωftn
− (wn · ∇wn,un)
Ωftn
]
≤ Cρ
f
2
[
‖wn‖
L4,Ωftn
‖∇un‖
0,Ωftn
‖wn‖
L4,Ωftn
+ ‖wn‖
L4,Ωftn
‖∇wn‖
0,Ωftn
‖un‖
L4,Ωftn
]
by applying Ho¨lder’s inequality with p=4, q=2, r=4,
≤ Cρf ‖wn‖
1
2
0,Ωftn
‖wn‖
3
2
1,Ωftn
‖un‖
1,Ωftn
since Ωftn ∈ R2 [50, p. 11],
≤ Cρ
f
4
‖wn‖2
0,Ωftn
‖un‖4
1,Ωftn
(3ρf )3
(C9νf )3
+
3C9νf
3 · 4 ‖w
n‖2
1,Ωftn
applying Young’s inequality with p=4 and q=43 . Therefore,
ρfc(wn,un,wn)
Ωftn
≤ C11
ρf
4 ‖un‖4
1,Ωftn
C39ν
3
f
‖wn‖2
0,Ωftn
+
C9νf
4
‖wn‖2
1,Ωftn
.
The term un is uniformly bounded by (4.18) independent of ∆t, if the additional assumption
is made that
∥∥u0∥∥
0,Ωftn
< ∆t4. This is a reasonable assumption to make if the simulation
begins at rest. Because zn ∈ W1,∞(Ωftn) by assumption (4.16), we can bound ρf ((∇ ·
zn)wn,wn)
Ωftn
≤ C12ρf ‖∇ · zn‖L∞,Ωftn ‖w
n‖2
0,Ωftn
using Ho¨lder’s inequality with p=∞, q=2,
and r=2. Applying the Sobolev imbedding of W
1
2
,2(ΓItn ) ⊆W0,4(ΓItn ) [1, p. 85] followed
by Ho¨lder’s inequality and the trace theorem along with the boundedness of un from (4.18),
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we get
ρf ((wn · nf )un,wn)ΓfN ≤ Cρ
f ‖nf‖L∞,ΓItn ‖w
n‖L4,ΓItn ‖u
n‖L4,ΓItn ‖w
n‖0,ΓItn
≤ Cρf ‖wn‖
W
1
2 ,2,ΓItn
‖un‖
W
1
2 ,2,ΓItn
‖wn‖
1
2
0,Ωftn
‖wn‖
1
2
1,Ωftn
≤ Cρf ‖wn‖
1
2
0,Ωftn
‖wn‖
3
2
1,Ωftn
‖un‖
1,Ωftn
≤ C13ρf ‖wn‖20,Ωftn ‖u
n‖4
1,Ωftn
ρf
3
C39ν
3
f
+
C9νf
2
‖wn‖2
1,Ωftn
≤ C13ρ
f 4
C39ν
3
f
‖un‖4
1,Ωftn
‖wn‖2
0,Ωftn
+
C9νf
2
‖wn‖2
1,Ωftn
.
We apply the inequalities and imbeddings in the same way for ρf ((un · nf )wn,wn)ΓfN .
Again, C11, C12, and C13 are positive constants. Now we have that
‖wn‖2
0,Ωftn
 1
∆t
− [C11 + C13]
ρf
4 ‖un‖4
1,Ωftn
C39ν
3
f
− ρ
f
2
‖∇ · zn‖
L∞,Ωftn

+
C9νf
4
‖wn‖2
1,Ωftn
≥ C10 ‖wn‖1,Ωftn ,
where C10 is a positive constant. This result yields the coercivity of (4.52)–(4.53) when ∆t
is sufficiently small.
The operator for (4.52)–(4.53) is a time-discretized linearized Navier–Stokes oper-
ator with five additional terms: c(wn,un,v)
Ωftn
, ((∇ · zn)wn,v)
Ωftn
, ((wn · nf )un,v)ΓfN ,
((un · nf )wn,v)ΓfN , and (h
n,v)ΓItn
. We begin by noting that the linearized Navier–Stokes
operator is continuous [65, p. 334] and now turn our attention to these five additional terms.
For the first term, apply Ho¨lder’s inequality and the regularity of un. For the second term,
apply Ho¨lder’s inequality and use the regularity of zn (see (4.16)). Then, apply the Sobolev
imbedding of W
1
2
,2(ΓItn ) ⊆ W0,4(ΓItn ) and Ho¨lder’s inequality followed by the trace the-
orem along with the boundedness of un to the third and fourth terms. For the fifth term,
apply Cauchy–Schwarz inequality. In this way, it can be shown that (4.52)–(4.53) is con-
tinuous at (un, pn,ηn, η˙n,gn). Since (4.54)–(4.55) is linear, it retains the same continuity
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as the system (4.6)–(4.7).
Using the Lax–Milgram theorem and the continuity, coercivity, and inf-sup condition
satisfied by the operator (4.52)–(4.53), for each element in Y, there is a unique solution
in X. Similarly, with hn = 0, (4.54)–(4.55) have the same properties of well-posedness as
(4.50)–(4.51).
Since a unique solution toM ′(un, pn,ηn, η˙n,gn)·(wn, rn,θn,ϕn,hn) = (f¯nf , φ¯1, f¯ns , φ¯2)
exists ∀(f¯nf , φ¯n1 , f¯ns , φ¯n2 ) ∈ Y, M ′(un, pn,ηn, η˙n,gn) is onto Y.
Theorem 4.10. Let (un, pn,ηn, η˙n,gn) ∈ X denote an optimal solution to Problem (4.10).
Then there exists a nonzero Lagrange multiplier (u¯n, p¯n, η¯n, ¯˙ηn) ∈ Y∗ such that
−(J δn )′(un, pn,ηn, η˙n,gn) · (wn, rn,θn,ϕn,hn)
+ 〈M ′(un, pn,ηn, η˙n,gn) · (wn, rn,θn,ϕn,hn), (u¯n, p¯n, η¯n, ¯˙ηn)〉 = 0
∀(wn, rn,θn,ϕn,hn) ∈ X, (4.56)
where Y∗ = H1D(Ω
f
tn)× L2(Ωftn)×H1D(Ωs)×L2(Ωs).
Proof. We have shown thatM ′ is onto Y, thatM ′ exists and is continuous in a neighborhood
about (un, pn,ηn, η˙n,gn) ∈ X, and we also know that J δn is Fre´chet differentiable. We
now apply Lemma 4.7 to see that there exists a solution (u¯n, p¯n, η¯n, ¯˙ηn) ∈ Y∗ satisfying
(4.56).
4.8 Lagrange Multiplier Rule
The optimality system will now be derived using the Lagrange multiplier rule.
Again, we treat the deformation and velocity of Ωft as known. For an example of per-
forming such a derivation with the deformation and velocity of Ωft treated as unknowns,
see [63], where optimization was applied to a fluid-structure interaction problem for the
purpose of parameter estimation.
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Let us begin by defining the Lagrangian
L(un, pn,ηn, η˙n,gn, u¯n, p¯n, η¯n, ¯˙ηn) =
− J δn (un, pn,ηn, η˙n,gn) + ρf [(un, u¯n)Ωftn − (u
n−1,V(u¯n))
Ωftn−1
]
+ ∆t ρf [c(un,un, u¯n)
Ωftn
+
1
2
((un · nf )un, u¯n)ΓfN −
1
2
((∇ · zn)un, u¯n)
Ωftn
− c(zn,un, u¯n)
Ωftn
] + ∆t 2νfa(u
n, u¯n)
Ωftn
+ ∆t b(u¯n, pn)
Ωftn
−∆t (fnf , u¯n)Ωftn
−∆t (unN , u¯n)ΓfN −∆t (g
n, u¯n)ΓItn
+ ∆t b(un, p¯n)
Ωftn
+ ρs[(η˙n, η¯n)Ωs − (η˙n−1, η¯n)Ωs ]
+ ∆t νsd(η
n + ηn−1, η¯n)Ωs +
∆t
2
λe(ηn + ηn−1, η¯n)Ωs − ∆t
2
(fns + f
n−1
s , η¯
n)Ωs
− ∆t
2
(ηnN + η
n−1
N , η¯
n)ΓsN +
∆t
2
(V(gn)Jtn + V(gn−1)Jtn−1 , η¯n)ΓIt0 +
∆t
2
[(η˙n, ¯˙ηn)Ωs
+ (η˙n−1, ¯˙ηn)Ωs ]− [(ηn, ¯˙ηn)Ωs − (ηn−1, ¯˙ηn)Ωs ]
for any (un, pn,ηn, η˙n,gn, u¯n, p¯n, η¯n, ¯˙ηn) ∈ X × Y∗. We will now seek to find stationary
points of L over the product space X×Y∗. Variations in the Lagrange multipliers u¯n, p¯n, η¯n,
and ¯˙ηn yield the state equations (4.4)–(4.7). Variations in the state variables un, pn,ηn,
and η˙n yield the adjoint equations
ρf (u¯n,v)
Ωftn
+ ∆t ρf [c(un,v, u¯n)
Ωftn
+ c(v,un, u¯n)
Ωftn
+
1
2
((un · nf )v, u¯n)ΓfN
+
1
2
((v · nf )un, u¯n)ΓfN −
1
2
((∇ · zn)v, u¯n)
Ωftn
− c(zn,v, u¯n)
Ωftn
] + ∆t 2νfa(u¯
n,v)
Ωftn
+ ∆t b(v, p¯n)
Ωftn
=
(
un − V(η
n)− V(ηn−1)
∆t
,v
)
ΓItn
∀v ∈H1D(Ωftn), (4.57)
b(u¯n, q)
Ωftn
= 0 q ∈ L2(Ωftn), (4.58)
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−(¯˙ηn, ξ)Ωs + ∆t νsd(η¯n, ξ)Ωs + ∆t
2
λe(η¯n, ξ)Ωs
= − 1
∆t
(
Jtn
[
V(un)− η
n − ηn−1
∆t
]
, ξ
)
ΓIt0
∀ξ ∈H1D(Ωs), (4.59)
∆t
2
(¯˙ηn,γ)Ωs + ρ
s(η¯n,γ)Ωs = 0 ∀γ ∈ L2(Ωs). (4.60)
Also, variations in the control gn yield the necessary condition
δ(gn, c)ΓItn
= −∆t (c, u¯n)ΓItn +
∆t
2
(V(c)Jtn , η¯n)ΓIt0 ∀c ∈ L
2(ΓItn ). (4.61)
The adjoint problem (4.57)–(4.60) is well-posed, similar to the linearized problem
(4.52)–(4.55). Also, (4.56) can be rewritten as the adjoint equations (4.57)–(4.60) and the
necessary condition (4.61). It is obvious that an optimal solution to (4.8) will satisfy the
state equations (4.48)–(4.51), and therefore we see that an optimal solution satisfies the
optimality system (4.4)–(4.7), (4.57)–(4.60), and (4.61).
4.9 Steepest Descent Approach
The optimality system is often large in practice, and so it is common practice to
decouple the state equations, adjoint equations, and the necessary condition. This is referred
to as a reduced space method [12]. As in [31], we will use a gradient method for minimizing
the penalized function (4.9).
Accordingly, gn(k) = g
n
(k−1) − ωk dJ
δ
n
dgn
(k)
, where ωk is a step-size appropriately chosen.
The necessary condition (4.61) allows us to solve for dJ
δ
n
dgn
(k)
, yielding [39]
dJ δn
dgn
(k)
= δgn + ∆tu¯n|ΓItn −
∆t
2 η¯
n ◦ (Ψn(k))−1|ΓItn .
Let ωk have the form
αk
δ , and now the algorithm has the form
gn(k+1) = (1− αk)gn(k) −
αk
δ
(∆tu¯n(k)|ΓItn −
∆t
2
η¯n(k) ◦ (Ψn(k))−1|ΓItn ). (4.62)
Algorithm 4.11. Steepest Descent Algorithm
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1. Choose an initial control gn(0)
2. For k = 0, 1, . . .
(a) Solve (4.4)–(4.7) for (un(k), p
n
(k),η
n
(k), η˙
n
(k))
(b) If
∫
ΓItn
∣∣∣un(k) − V(ηn)−V(ηn−1)∆t ∣∣∣2 dΓ < tol, then break
(c) Solve (4.57)–(4.60) for (u¯n(k), p¯
n
(k), η¯
n
(k),
¯˙ηn(k))
(d) Update the control using (4.62)
(e) Solve (2.31), and then update zn(k) and the mesh deformation gradient
4.10 Numerical Results
An FSI problem using the ALE formulation for the moving fluid domain, reported
in [54] and subsequently reproduced in Chapter 3, uses parameters that are consistent with
blood flow in a human body.
uN = 0
uD = 0
Ωs = [0, 6]× [1, 1.1] ηD = 0ηD = 0
ηN = 0
uN = b(t)
ΓI0
Ωf0 = [0, 6]× [0, 1]
Figure 4.1: Domain and boundary conditions for numerical experiment
A force b(t) is applied to the left fluid boundary (Fig. 4.1) at t s where
b(t) =
(−10
3(1− cos 2pit.025), 0) dyne/cm2, t ≤ 0.025
(0, 0), 0.025 < t < T.
The function b(t) defines the stress on the inlet denoted by uN in (2.4). For numerical tests,
we impose the Neumann condition on both the inflow and outflow boundaries in order to
use the same conditions and parameters as in the literature. The volume force for the fluid
and structure are f(t) = (0, 0) dyne/cm2. The other boundary conditions on the domain
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configuration are homogeneous Dirichlet or Neumann (Fig. 4.1), and the simulation begins
at rest.
The reference domain for the fluid subsystem has height 1 cm and length 6 cm. The
density of the fluid, ρf , is 1 g/cm
3 and the viscosity of the fluid, νf , is 0.035 g/cm·s. The
structure domain has height 0.1 cm and length 6 cm. The density of the structure, ρs, is
1.1 g/cm3. The Young’s Modulus of the structure, E, is 3× 106 dyne/cm2 and its Poisson
ratio, ν, is 0.3. The Lame´ parameters λ and νs are defined as follows:
λ =
νE
(1− 2ν)(1 + ν) dyne/cm
2, νs =
E
2(1 + ν)
dyne/cm2.
In Figure 4.2, we compare the vertical displacement over time of three points along
the interface. Comparison is made between the solution found using Aitken’s relaxation [21]
and the solution found using the optimization Algorithm 4.11. See Section 3.6.0.1 or [21]
for more details on Aitken’s relaxation.
The result using Aitken’s relaxation is reliable and useful as a reference solution
with which to compare. Spatial discretization was made in the x direction with hx = 0.2
cm and in the y direction with hy = 0.1 cm for both fluid and structure domains on a
uniform mesh. The simulation was performed with ∆t = 10−4 s from T = 0 s to T = 0.1
s. Computations were performed in FreeFEM++ [41] using the triangular (P1 + bubble,P1)
finite element pair for the fluid and triangular P1 elements for the structure. The stopping
criteria used for Aitken’s relaxation was
(∫
ΓIt0
(ηn(k) − ηn(k−1))2 dΓ
) 1
2
< 10−7, while δ =
10−15 and tol = 10−4 for Algorithm 4.11.
There is strong agreement between the solution computed by Aitken’s relaxation and
the two solutions computed using Algorithm 4.11. The optimization algorithm has been
implemented for both the first and second order formulations of the structure subsystem to
demonstrate the similarity in result and that requiring a second order structure subsystem
formulation is needed for analysis, but not necessarily for computation.
A study was also made of varying the Tikhonov regularization parameter δ in order
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Figure 4.2: Vertical displacement at three points on the interface using (1) first and (2)
second order formulations with the optimal control algorithm beside vertical displacement
using (3) Aitken’s relaxation
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Figure 4.3: Vertical displacement at three points on the interface using (1) δ = 10−5, (2)
δ = 10−6, (3) δ = 5e-7, and (4) δ = 10−10.
to see its effect on the solution. In Figure 4.3, the vertical displacement at three points
along the interface are shown for δ = {10−5, 10−6, 5e-7, 10−10}. It can be observed that
with a larger penalty parameter, the optimization focuses more on minimizing the stress on
the interface rather than minimizing the discontinuity of the velocities along the interface.
For δ < 10−10, the results were indistinguishable. The computation times were similar for
simulations made with δ < 10−6. For choices of δ larger than 10−6, the step size for the
steepest descent algorithm was required to be decreased in order for the algorithm not to
diverge. This results in a less aggressive optimization, requiring more time to reach an
optimal solution. When determining stopping criteria for each time step, it is obvious that
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one should stop if the objective value is smaller than tol. At an optimal solution for a larger
δ value, the objective may still be larger than tol. This requires an additional stopping
criteria. An example of such a criteria could be to stop when more than a predetermined
number of optimization iterations are executed without relative improvement of more than
1% in the objective.
4.11 Conclusion
We have introduced a control that has allowed the fluid-structure interaction prob-
lem to be decoupled into subsystems that may be solved in parallel. This control allowed us
to demonstrate the uniform boundedness of each optimization variable in order to show the
existence of an optimal solution for a given δ. Then, it was shown that as δ → 0, the optimal
solutions for each given δ converge to an optimal solution with no penalty parameter, and
that this optimal solution satisfies the constraint equations and minimizes the functional to
within a C∆t
3
2 target tolerance.
The existence of Lagrange multipliers was proved, allowing us to derive the opti-
mality system and to show that an optimal solution satisfies the optimality system. The
steepest descent algorithm was then introduced for updating the control in order to decouple
the optimality system.
The numerical results confirm that Algorithm 4.11 accurately simulates the fluid-
structure interaction for a blood flow problem of great computational difficulty, due to the
added mass effect. This computation was made over 1000 time steps while maintaining the
correct solution profile, despite the analysis supporting only a single time step. In future
work, we hope to provide an analytical framework for the optimal control problem over all
time steps and then to extend this work to other fluid-structure configurations.
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Chapter 5
THEORETICAL
CONVERGENCE RATES
5.1 Introduction
Building off of previous analytical results showing the existence of an optimal so-
lution and Lagrange multipliers in Chapter 4, an a priori error estimate is given for the
optimality system by means of Brezzi–Rappaz–Raviart (BRR) [18] theory. The conver-
gence of the steepest descent method is proven in a discrete setting for a sufficiently small
time step and mesh size. A numerical study is included supporting the theoretical rate
of convergence over a single time step. Additional numerical results demonstrate optimal
convergence in space and time over several time steps.
5.2 Description of the Optimization Problem
By applying Green’s theorem and replacing the term (2νfD(u
n) ·nf−pnf− 12((un−
zn)·nf )un,v)ΓItn with (g
n,v)ΓItn
and (2νsD(η
n) · ns + λ(∇ · ηn)ns, ξ) with−(V(gn)Jtn , ξ)ΓIt0
on the interface, we are left with seeking a gn that will minimize the velocity jump on the
interface between the fluid and structure subsystems. As explained in Chapter 3, the lack
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of a H1 bound for the structure velocity requires us to minimize an objective function which
uses some finite difference approximation of the structure velocity on the interface, e.g., we
seek to minimize
J δn (un, pn,ηn, η˙n,gn) =
1
2
∫
ΓItn
∣∣∣∣un − V(ηn)− V(ηn−1)∆t
∣∣∣∣2 dΓItn + δ2
∫
ΓItn
|gn|2 dΓItn ,
(5.1)
rather than
J δn (un, pn,ηn, η˙n,gn) =
1
2
∫
ΓItn
|un − V(η˙n)|2 dΓItn +
δ
2
∫
ΓItn
|gn|2 dΓItn . (5.2)
Therefore, we seek to
find un, pn,ηn, η˙n, and gn such that (5.1) is minimized
for a given un−1, ηn−1, and η˙n−1, subject to (5.3)
ρf [(un,v)
Ωftn
− (un−1,V(v))
Ωftn−1
] + ∆t ρf [c(un,un,v)
Ωftn
+
1
2
((un · nf )un,v)ΓfN
− 1
2
((∇ · zn)un,v)
Ωftn
− c(zn,un,v)
Ωftn
]
+ ∆t 2νfa(u
n,v)
Ωftn
+ ∆t b(v, pn)
Ωftn
= ∆t (fnf ,v)Ωftn
+ ∆t (unN ,v)ΓfN
+ ∆t (gn,v)ΓItn
∀v ∈H1D(Ωftn), (5.4)
b(un, q)
Ωftn
= 0 q ∈ L2(Ωftn), (5.5)
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and
ρs[(η˙n, ξ)Ωs − (η˙n−1, ξ)Ωs ] + ∆t νsd(ηn + ηn−1, ξ)Ωs + ∆t
2
λe(ηn + ηn−1, ξ)Ωs
=
∆t
2
(fns + f
n−1
s , ξ)Ωs +
∆t
2
(ηnN + η
n−1
N , ξ)ΓsN
− ∆t
2
(V(gn)Jtn + V(gn−1)Jtn−1 , ξ)ΓIt0 ∀ξ ∈H
1
D(Ω
s), (5.6)
∆t
2
[(η˙n,γ)Ωs + (η˙
n−1,γ)Ωs ] = (ηn,γ)Ωs − (ηn−1,γ)Ωs ∀γ ∈ L2(Ωs). (5.7)
For any choice of gn, (5.4)–(5.5) and (5.6)–(5.7) can be solved independently. There-
fore, using gn as a control at each time step permits the fluid and structure subsystems to
be solved simultaneously using partitioned solvers.
5.3 Lagrange Multiplier Rule
With the existence of an optimal solution and Lagrange multipliers proven in Chap-
ter 4, we may proceed in defining the Lagrangian and transforming our constrained opti-
mization problem into an unconstrained one. The optimality system below is derived using
the Lagrange multiplier rule, treating the deformation and velocity of Ωft as known. Again,
it should be noted that when the Fre´chet derivative was taken to form the linearized op-
erator in Theorem 4.8, the determinant of the deformation gradient and the deformation
gradient are all implicitly defined by ηn and ηn−1, but are treated as known.
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We now define the Lagrangian as
L(un, pn,ηn, η˙n,gn, u¯n, p¯n, η¯n, ¯˙ηn) =
− J δn (un, pn,ηn, η˙n,gn) + ρf [(un, u¯n)Ωftn − (u
n−1,V(u¯n))
Ωftn−1
]
+ ∆t ρf [c(un,un, u¯n)
Ωftn
+
1
2
((un · nf )un, u¯n)ΓfN −
1
2
((∇ · zn)un, u¯n)
Ωftn
− c(zn,un, u¯n)
Ωftn
] + ∆t 2νfa(u
n, u¯n)
Ωftn
+ ∆t b(u¯n, pn)
Ωftn
−∆t (fnf , u¯n)Ωftn
−∆t (unN , u¯n)ΓfN −∆t (g
n, u¯n)ΓItn
+ ∆t b(un, p¯n)
Ωftn
+ ρs[(η˙n, η¯n)Ωs − (η˙n−1, η¯n)Ωs ]
+ ∆t νsd(η
n + ηn−1, η¯n)Ωs +
∆t
2
λe(ηn + ηn−1, η¯n)Ωs − ∆t
2
(fns + f
n−1
s , η¯
n)Ωs
− ∆t
2
(ηnN + η
n−1
N , η¯
n)ΓsN +
∆t
2
(V(gn)Jtn + V(gn−1)Jtn−1 , η¯n)ΓIt0 +
∆t
2
[(η˙n, ¯˙ηn)Ωs
+ (η˙n−1, ¯˙ηn)Ωs ]− [(ηn, ¯˙ηn)Ωs − (ηn−1, ¯˙ηn)Ωs ]
for any (un, pn,ηn, η˙n,gn, u¯n, p¯n, η¯n, ¯˙ηn) ∈ H1D(Ωftn) × L2(Ωftn) × H1D(Ωs) × L2(Ωs) ×
L2(ΓItn ) ×H1D(Ωftn) × L2(Ωftn) ×H1D(Ωs) × L2(Ωs). We will now seek to find stationary
points of L over this product space.
Variations in the control gn yield the necessary condition,
δ(gn, c)ΓItn
= −∆t (c, u¯n)ΓItn +
∆t
2
(V(c)Jtn , η¯n)ΓIt0 ∀c ∈ L
2(ΓItn ). (5.8)
Since H1(Ωftn) is compactly embedded in L
2(ΓItn ) and H
1(Ωs) is compactly em-
bedded in L2(ΓItn ), we can substitute the necessary condition (5.8) into the state equation
(5.4) and (5.6) by considering c = v|ΓItn and c = ξ|ΓItn which can be substituted for any
v ∈ H1(Ωftn) and ξ ∈ H1(Ωs), respectively.
Variations in the state variables, Lagrange multipliers, and the control gn along
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with the substitution just described yield the optimality system:
ρf [(un,v)
Ωftn
− (un−1,V(v))
Ωftn−1
] + ∆t ρf [c(un,un,v)
Ωftn
+
1
2
((un · nf )un,v)ΓfN
− 1
2
((∇ · zn)un,v)
Ωftn
− c(zn,un,v)
Ωftn
]
+ ∆t 2νfa(u
n,v)
Ωftn
+ ∆t b(v, pn)
Ωftn
= ∆t (fnf ,v)Ωftn
+ ∆t (unN ,v)ΓfN
− ∆t
2
δ
(u¯n − V(η¯
n)
2
,v)ΓItn
∀v ∈H1D(Ωftn), (5.9)
b(un, q)
Ωftn
= 0 q ∈ L2(Ωftn), (5.10)
ρs[(η˙n, ξ)Ωs − (η˙n−1, ξ)Ωs ] + ∆t νsd(ηn + ηn−1, ξ)Ωs + ∆t
2
λe(ηn + ηn−1, ξ)Ωs
=
∆t
2
(fns + f
n−1
s , ξ)Ωs +
∆t
2
(ηnN + η
n−1
N , ξ)ΓsN
+
∆t2
2δ
(V(u¯n)Jtn −
1
2
η¯nJtn , ξ)ΓIt0
− ∆t
2
(V(gn−1)Jtn−1 , ξ)ΓIt0
∀ξ ∈H1D(Ωs), (5.11)
∆t
2
[(η˙n,γ)Ωs + (η˙
n−1,γ)Ωs ] = (ηn,γ)Ωs − (ηn−1,γ)Ωs ∀γ ∈ L2(Ωs), (5.12)
ρf (u¯n,w)
Ωftn
+ ∆t ρf [c(un,w, u¯n)
Ωftn
+ c(w,un, u¯n)
Ωftn
+
1
2
((un · nf )w, u¯n)ΓfN
+
1
2
((w · nf )un, u¯n)ΓfN −
1
2
((∇ · zn)w, u¯n)
Ωftn
− c(zn,w, u¯n)
Ωftn
] + ∆t 2νfa(u¯
n,w)
Ωftn
+ ∆t b(w, p¯n)
Ωftn
= (un − V(η
n)− V(ηn−1)
∆t
,w)ΓItn
∀w ∈H1D(Ωftn), (5.13)
b(u¯n, r)
Ωftn
= 0 r ∈ L2(Ωftn), (5.14)
−(¯˙ηn,φ)Ωs + ∆t νsd(η¯n,φ)Ωs + ∆t
2
λe(η¯n,φ)Ωs
= − 1
∆t
(Jtn
[
V(un)− η
n − ηn−1
∆t
]
,φ)ΓIt0
∀φ ∈H1D(Ωs), (5.15)
∆t
2
(¯˙ηn,θ)Ωs + ρ
s(η¯n,θ)Ωs = 0 ∀θ ∈ L2(Ωs), (5.16)
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5.4 Finite Element Approximations
We select finite element spaces Wh, Qh, Dh, and Vh such that Wh ⊂ H1D(Ωftn),
Qh ⊂ L2(Ωftn), Dh ⊂ H1D(Ωs), and Vh ⊂ H1(Ωs). We assume that the finite element
spaces satisfy the standard approximation properties, i.e., there exists an integer k and a
constant C such that
inf
vh∈Wh
||v − vh||
1,Ωftn
≤ Chm ‖v‖
m+1,Ωftn
∀v ∈H1D(Ωftn), 1 ≤ m ≤ k, (5.17)
inf
qh∈Qh
||q − qh||
0,Ωftn
≤ Chm ‖q‖
m,Ωftn
∀q ∈ L2(Ωftn), 1 ≤ m ≤ k, (5.18)
inf
ηh∈Dh
||η − ηh||
1,Ωft0
≤ Chm ‖η‖
m+1,Ωft0
∀η ∈H1D(Ωft0), 1 ≤ m ≤ k, (5.19)
and
inf
γh∈Vh
||γ − γh||
0,Ωft0
≤ Chm ‖γ‖
m,Ωft0
∀γ ∈H1D(Ωft0), 1 ≤ m ≤ k. (5.20)
Additionally, we assume that the inf-sup condition holds, i.e.,
inf
06=qh∈Qh
sup
06=vh∈Wh
(vh, qh)
Ωftn
‖vh‖
1,Ωftn
‖qh‖
0,Ωftn
≥ C, (5.21)
where C is a positive constant independent of h; see [4, 17,36,65].
The finite element approximations of solutions of the optimality system can now be
defined as: find (un,h, pn,h,ηn,h, η˙n,h, u¯n,h, p¯n,h, η¯n,h, ¯˙ηn,h) ∈Wh ×Qh ×Dh ×Vh ×Wh ×
Qh ×Dh ×VH) such that
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ρf [(un,h,vh)
Ωftn
− (un−1,h,V(vh))
Ωftn−1
]
+ ∆t ρf [c(un,h,un,h,vh)
Ωftn
+
1
2
((un,h · nf )un,h,vh)ΓfN
− 1
2
((∇ · zn,h)un,h,vh)
Ωftn
− c(zn,h,un,h,vh)
Ωftn
]
+ ∆t 2νfa(u
n,h,vh)
Ωftn
+ ∆t b(vh, pn,h)
Ωftn
= ∆t (fnf ,v
h)
Ωftn
+ ∆t (unN ,v
h)
ΓfN
− ∆t
2
δ
(u¯n,h − V(η¯
n,h)
2
,vh)ΓItn
∀vh ∈Wh, (5.22)
b(un,h, qh)
Ωftn
= 0 qh ∈ Qh, (5.23)
ρs[(η˙n,h, ξh)Ωs − (η˙n−1,h, ξh)Ωs ]
+ ∆t νsd(η
n,h + ηn−1,h, ξh)Ωs +
∆t
2
λe(ηn,h + ηn−1,h, ξh)Ωs
=
∆t
2
(fns + f
n−1
s , ξ
h)Ωs +
∆t
2
(ηnN + η
n−1
N , ξ
h)ΓsN +
∆t2
2δ
(V(u¯n,h)Jtn
− 1
2
η¯n,hJtn , ξ
h)ΓIt0
− ∆t
2
(V(gn−1,h)Jtn−1 , ξh)ΓIt0 ∀ξ
h ∈ Dh,
(5.24)
∆t
2
[(η˙n,h,γh)Ωs + (η˙
n−1,h,γh)Ωs ] = (ηn,h,γh)Ωs − (ηn−1,h,γh)Ωs ∀γh ∈ Vh, (5.25)
ρf (u¯n,h,wh)
Ωftn
+ ∆t ρf [c(un,h,wh, u¯n,h)
Ωftn
+ c(wh,un,h, u¯n,h)
Ωftn
+
1
2
((un,h · nf )wh, u¯n,h)ΓfN +
1
2
((wh · nf )un,h, u¯n,h)ΓfN
− 1
2
((∇ · zn,h)wh, u¯n,h)
Ωftn
− c(zn,h,wh, u¯n,h)
Ωftn
]
+ ∆t 2νfa(u¯
n,h,wh)
Ωftn
+ ∆t b(wh, p¯n,h)
Ωftn
= (un,h − V(η
n,h)− V(ηn−1,h)
∆t
,wh)ΓItn
∀wh ∈Wh, (5.26)
b(u¯n,h, rh)
Ωftn
= 0 rh ∈ Qh, (5.27)
−(¯˙ηn,h,φh)Ωs + ∆t νsd(η¯n,h,φh)Ωs + ∆t
2
λe(η¯n,h,φh)Ωs
= − 1
∆t
(Jtn
[
V(un,h)− η
n,h − ηn−1,h
∆t
]
,φh)ΓIt0
∀φh ∈ Dh, (5.28)
∆t
2
(¯˙ηn,h,θh)Ωs + ρ
s(η¯n,h,θh)Ωs = 0 ∀θh ∈ Vh. (5.29)
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We will now use BRR Theory to obtain error estimates for finite element approxi-
mation of the nonlinear optimality system [18].
Let X and Y denote Banach spaces and Λ a positive compact interval of R containing
λ, λ > 0. We consider a nonlinear problem of the type
F (λ, ψ) = ψ + TG(λ, ψ) = 0, (5.30)
where G is a C2 mapping from Λ×X to Y and T ∈ L(Y,X). If F (λ, ψ(λ)) = 0 for λ ∈ Λ
and the mapping λ→ ψ(λ) is a continuous function from Λ to X, then {(λ, ψ(λ)) : λ ∈ Λ} is
called a branch of solutions of (5.30). Additionally, if the Fre`chet derivative DψF (λ, ψ(λ)) is
an isomorphism from X into X for all λ ∈ Λ, then the branch of solutions {(λ, ψ(λ)) : λ ∈ Λ}
are called a regular branch.
Let Xh ∈ X be a finite element space and T h ∈ L(Y,Xh) be a discretization of the
operator T . The approximation problem for (5.30) seeks ψh ∈ Xh such that
F h(λ, ψh) = ψh + T hG(λ, ψh) = 0. (5.31)
Assume that there exists a Banach space Z continuously embedded in Y such that
DψG(λ, ψ(λ)) ∈ L(X,Z) ∀λ ∈ Λ, ψ ∈ X. (5.32)
We also assume the following approximation properties for the operator T h:
lim
h→0
∥∥∥(T h − T )r∥∥∥
X
= 0 ∀r ∈ Y (5.33)
and
lim
h→0
∥∥∥T h − T∥∥∥
L(Z,X)
= 0. (5.34)
Under these assumptions, we now quote the following theorem of [18]:
Theorem 5.1. Let X and Y be Banach spaces and Λ a compact interval of the real line R.
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Assume that G is a C2 mapping from Λ×X into Y and that D2G is bounded on all bounded
sets of Λ×X. Assume that (5.32)–(5.34) hold and that {(λ, ψ(λ)) : λ ∈ Λ} is a branch of
regular solutions of (5.30). Then, there exists a neighborhood O of the origin in X and, for
h ≤ h0 small enough, a unique C2 function λ→ ψ(λ) ∈ Xh such that {(λ, ψh(λ)) : λ ∈ Λ}
is a branch of regular solutions of (5.31) and ψh(λ)−ψ(λ) ∈ O for all λ ∈ Λ. Furthermore,
there exists a positive constant C, independent of h and λ, such that
∥∥∥ψ(λ)h − ψ(λ)∥∥∥
X
≤ C
∥∥∥(T h − T )G(λ, ψ(λ))∥∥∥
X
∀λ ∈ Λ. (5.35)
We will use Theorem 5.1 to in order to obtain error estimates between the optimality
system (5.9)–(5.16) and the discretized optimality system (5.22)–(5.29).
Let
X = (H1D(Ω
f
tn)× L2(Ωftn)×H1D(Ωs)×L2(Ωs))2,
Y = H1D(Ω
f
tn)
∗ ×H1/2(ΓfN )∗ ×H1/2(ΓItn )∗ ×H1D(Ωs)∗ ×H1/2(ΓsN )∗ ×H1/2(ΓIt0 )∗
×H1D(Ωs)∗ ×H1D(Ωftn)∗ ×H1/2(ΓItn )∗ ×H1D(Ωs)∗ ×H1/2(ΓIt0 )∗ ×H1D(Ωs)∗
Z = L3/2(Ωftn)× L2(ΓfN )× L2(ΓItn )× L3/2(Ωs)× L2(ΓsN )× L2(ΓIt0 )
× L3/2(Ωs)× L3/2(Ωftn)× L2(ΓfN )× L2(ΓItn )× L3/2(Ωs)× L2(ΓIt0 )× L3/2(Ωs)
Xh = (Wh ×Qh ×Dh ×Vh)2.
Define the operator T ∈ L(Y,X) by T (σ1, σ2, σ3,Φ1,Φ2,Φ3,Π, %1, %2, %3,Ξ1,Ξ2,Υ)
= (un, pn,ηn, η˙n, u¯n, p¯n, η¯n, ¯˙ηn) if and only if,
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2νfa(u
n,v)
Ωftn
+ b(v, pn)
Ωftn
= (σ1,v)Ωftn
+ (σ2,v)ΓfN
+ (σ3,v)ΓItn
∀v ∈H1D(Ωftn),
(5.36)
b(un, q)
Ωftn
= 0 q ∈ L2(Ωftn), (5.37)
νsd(η
n, ξ)Ωs = (Φ1, ξ)Ωs + (Φ2, ξ)ΓsN + (Φ3, ξ)ΓIt0
∀ξ ∈H1D(Ωs),
(5.38)
1
2
(η˙n,γ)Ωs = (Π,γ)Ωs ∀γ ∈ L2(Ωs), (5.39)
2νfa(u¯
n,w)
Ωftn
+ b(w, p¯n)
Ωftn
= (%1,w)Ωftn
+ (%2,w)ΓfN
+ (%3,w)ΓItn
∀w ∈H1D(Ωftn),
(5.40)
b(u¯n, r)
Ωftn
= 0 r ∈ L2(Ωftn), (5.41)
νsd(η¯
n,φ)Ωs = (Ξ1,φ)Ωs + (Ξ2,φ)ΓIt0
∀φ ∈H1D(Ωs), (5.42)
1
2
(¯˙ηn,θ)Ωs = (Υ,θ)Ωs ∀θ ∈ L2(Ωs). (5.43)
Likewise, the discrete operator T h ∈ L(Y,Xh) is defined by: for (σ1, σ2, σ3,Φ1,Φ2,Φ3,Π,
%1, %2, %3,Ξ1,Ξ2,Υ) ∈ Y and (un,h, pn,h,ηn,h, η˙n,h, u¯n,h, p¯n,h, η¯n,h, ¯˙ηn,h) ∈ Xh, T h(σ1, σ2,
σ3,Φ1,Φ2,Φ3,Π, %1, %2, %3,Ξ1,Ξ2,Υ)= (u
n,h, pn,h,ηn,h, η˙n,h, u¯n,h, p¯n,h, η¯n,h, ¯˙ηn,h) if and
only if,
2νfa(u
n,h,vh)
Ωftn
+ b(vh, pn,h)
Ωftn
= (σ1,v
h)
Ωftn
+ (σ2,v
h)
ΓfN
+ (σ3,v
h)ΓItn
∀vh ∈Wh,
(5.44)
b(un,h, qh)
Ωftn
= 0 qh ∈ Qh, (5.45)
νsd(η
n,h, ξh)Ωs = (Φ1, ξ
h)Ωs + (Φ2, ξ
h)ΓsN + (Φ3, ξ
h)ΓIt0
∀ξh ∈ Dh,
(5.46)
1
2
(η˙n,h,γh)Ωs = (Π,γ
h)Ωs ∀γh ∈ Vh, (5.47)
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2νfa(u¯
n,h,wh)
Ωftn
+ b(wh, p¯n)
Ωftn
= (%1,w
h)
Ωftn
+ (%2,w
h)
ΓfN
+ (%3,w
h)ΓItn
∀wh ∈Wh,
(5.48)
b(u¯n,h, rh)
Ωftn
= 0 rh ∈ Qh, (5.49)
νsd(η¯
n,h,φh)Ωs = (Ξ1,φ
h)Ωs + (Ξ2,φ
h)ΓIt0
∀φh ∈ Dh, (5.50)
1
2
(¯˙ηn,h,θh)Ωs = (Υ,θ
h)Ωs ∀θh ∈ Vh. (5.51)
Let Λ be a compact interval containing 1δ . Let us define the nonlinear opera-
tor G : Λ × X → Y by: for (σ1, σ2, σ3,Φ1,Φ2,Φ3,Π, %1, %2, %3,Ξ1,Ξ2,Υ) ∈ Y and
(1δ , (u
n, pn,ηn, η˙n, u¯n, p¯n, η¯n, ¯˙ηn)) ∈ Λ×X, G(1δ , (un, pn,ηn, η˙n, u¯n, p¯n, η¯n, ¯˙ηn))
= (σ1, σ2, σ3,Φ1,Φ2,Φ3,Π, %1, %2, %3,Ξ1,Ξ2,Υ) if and only if,
(σ1,v)Ωftn
= − ρ
f
∆t
[(un,v)
Ωftn
+ (un−1,V(v))
Ωftn−1
] + ρf [c(un,un,v)
Ωftn
+
1
2
((∇ · zn)un,v)
Ωftn
+ c(zn,un,v)
Ωftn
]− (fnf ,v)Ωftn ∀v ∈H
1
D(Ω
f
tn),
(σ2,v)ΓfN
= ρf
1
2
((un · nf )un,v)ΓfN − (u
n
N ,v)ΓfN
∀v ∈H1D(Ωftn),
(σ3,v)ΓItn
= −∆t
δ
(u¯n − V(η¯
n)
2
,v)ΓItn
∀v ∈H1D(Ωftn),
(Φ1, ξ)Ωs = − ρ
s
∆t
[(η˙n, ξ)Ωs + (η˙
n−1, ξ)Ωs ] + νsd(ηn−1, ξ)Ωs − 1
2
λe(ηn − ηn−1, ξ)Ωs
− 1
2
(fns + f
n−1
s , ξ)Ωs ∀ξ ∈H1D(Ωs),
(Φ2, ξ)ΓsN = −
1
2
(ηnN + η
n−1
N , ξ)ΓsN ∀ξ ∈H1D(Ωs),
(Φ3, ξ)ΓIt0
=
∆t
2δ
(V(u¯n)Jtn −
1
2
η¯nJtn , ξ)ΓIt0
+
1
2
(V(gn−1)Jtn−1 , ξ)ΓIt0 ∀ξ ∈H
1
D(Ω
s),
(Π,γ)Ωs =
1
2
(η˙n−1,γ)Ωs +
1
∆t
[
(ηn,γ)Ωs + (η
n−1,γ)Ωs
] ∀γ ∈ L2(Ωs),
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(%1,w)Ωftn
= − ρ
f
∆t
(u¯n,w)
Ωftn
+ ρf [c(un,w, u¯n)
Ωftn
+ c(w,un, u¯n)
Ωftn
+
1
2
((∇ · zn)w, u¯n)
Ωftn
+ c(zn,w, u¯n)
Ωftn
] ∀w ∈H1D(Ωftn),
(%2,w)ΓfN
= ρf [
1
2
((un · nf )w, u¯n)ΓfN +
1
2
((w · nf )un, u¯n)ΓfN ] ∀w ∈H
1
D(Ω
f
tn)
(%3,w)ΓItn
=
1
∆t
(
un − V(η
n) + V(ηn−1)
∆t
,w
)
ΓItn
∀w ∈H1D(Ωftn)
(Ξ1,φ)Ωs =
1
∆t
(¯˙ηn,φ)Ωs − 1
2
λe(η¯n,φ)Ωs ∀φ ∈H1D(Ωs),
(Ξ2,φ)ΓIt0
= − 1
∆t2
(
Jtn
[
V(un)− η
n + ηn−1
∆t
]
,φ
)
ΓIt0
∀φ ∈H1D(Ωs),
(Υ,θ)Ωs = − ρ
s
∆t
(η¯n,θ)Ωs ∀θ ∈ L2(Ωs).
Now, the optimality system (5.9)–(5.16) is equivalent to
(un, pn,ηn,η˙n, u¯n, p¯n, η¯n, ¯˙ηn)
+ TG(
1
δ
, (un, pn,ηn, η˙n, u¯n, p¯n, η¯n, ¯˙ηn)) = 0,
and the discrete optimality system (5.22)–(5.29) is equivalent to
(un,h, pn,h,ηn,h, η˙n,h, u¯n,h, p¯n,h, η¯n,h, ¯˙ηn,h)
+ T hG(
1
δ
, (un,h, pn,h,ηn,h, η˙n,h, u¯n,h, p¯n,h, η¯n,h, ¯˙ηn,h)) = 0.
Now the optimality system and the discrete optimality system have the form of (5.30) and
(5.31), respectively.
In the next theorem, we set λ = 1δ to simplify the notation.
Theorem 5.2. Assume that {(λ, ϕ(λ)) = (un, pn,ηn, η˙n, u¯n, p¯n, η¯n, ¯˙ηn) : λ ∈ Λ} is a
branch of regular solutions of the optimality system (5.9)–(5.16), where Λ is a compact
interval in R. Assume that Wh, Qh, Dh, and Vh satisfy (5.17)–(5.21). Then for h ≤ h0
small enough, there exists a unique branch of solutions of the discrete optimality system
(5.22)–(5.29), {(λ, ϕh(λ)) = (un,h, pn,h,ηn,h, η˙n,h, u¯n,h, p¯n,h, η¯n,h, ¯˙ηn,h) : λ ∈ Λ}, such that
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φ−φh ∈ O, a neighborhood about the origin in X. Additionally, as h→ 0 uniformly in X,
∥∥∥ϕ(λ)− ϕh(λ)∥∥∥
X
=
∥∥∥un(λ)− un,h(λ)∥∥∥
1,Ωftn
+
∥∥∥pn(λ)− pn,h(λ)∥∥∥
0,Ωftn
+
∥∥∥ηn(λ)− ηn,h(λ)∥∥∥
1,Ωs
+
∥∥∥η˙n(λ)− η˙n,h(λ)∥∥∥
0,Ωs
+
∥∥∥u¯n(λ)− u¯n,h(λ)∥∥∥
1,Ωftn
+
∥∥∥p¯n(λ)− p¯n,h(λ)∥∥∥
0,Ωftn
+
∥∥∥η¯n(λ)− η¯n,h(λ)∥∥∥
1,Ωs
+
∥∥∥¯˙ηn(λ)− ¯˙ηn,h(λ)∥∥∥
0,Ωs
→ 0. (5.52)
With the additional assumption that (un(λ), pn(λ),ηn(λ), η˙n(λ), u¯n(λ), p¯n(λ), η¯n(λ),
¯˙ηn(λ)) ∈ (Hm+1(Ωftn) ×Hm(Ωftn) ×Hm+1(Ωs) ×Hm(Ωs))2, there exists a constant C, in-
dependent of h, such that
∥∥∥un(λ)− un,h(λ)∥∥∥
1,Ωftn
+
∥∥∥pn(λ)− pn,h(λ)∥∥∥
0,Ωftn
+
∥∥∥ηn(λ)− ηn,h(λ)∥∥∥
1,Ωs
+
∥∥∥η˙n(λ)− η˙n,h(λ)∥∥∥
0,Ωs
+
∥∥∥u¯n(λ)− u¯n,h(λ)∥∥∥
1,Ωftn
+
∥∥∥p¯n(λ)− p¯n,h(λ)∥∥∥
0,Ωftn
+
∥∥∥η¯n(λ)− η¯n,h(λ)∥∥∥
1,Ωs
+
∥∥∥¯˙ηn(λ)− ¯˙ηn,h(λ)∥∥∥
0,Ωs
≤ Chm[‖un(λ)‖
m+1,Ωftn
+ ‖pn(λ)‖
m,Ωftn
+ ‖ηn(λ)‖m+1,Ωs + ‖η˙n(λ)‖m,Ωs
+ ‖u¯n(λ)‖
m+1,Ωftn
+ ‖p¯n(λ)‖
m,Ωftn
+ ‖η¯n(λ)‖m+1,Ωs + ‖¯˙ηn(λ)‖m,Ωs ] (5.53)
Proof. Λ is compact and G is a C∞ mapping from Λ×X into Y . Therefore D2G is bounded
on all bounded set of Λ×X by bound (2.16). Gϕ, the Fre´chet derivative of G, is defined by:
for (v˜, q˜, ξ˜, γ˜, w˜, r˜, φ˜, θ˜) ∈ X, Gϕ(λ, (un, pn,ηn, η˙n, u¯n, p¯n, η¯n, ¯˙ηn)) · (v˜, q˜, ξ˜, γ˜, w˜, r˜, φ˜, θ˜) =
(σ˜1, σ˜2, σ˜3, Φ˜1, Φ˜2, Φ˜3, Π˜, %˜1, %˜2, %˜3, Ξ˜1, Ξ˜2, Υ˜) if and only if,
(σ˜1,v)Ωftn
= − ρ
f
∆t
(v˜,v)
Ωftn
+ ρf [c(v˜,un,v)
Ωftn
+ c(un, v˜,v)
Ωftn
+
1
2
((∇ · zn)v˜,v)
Ωftn
+ c(zn, v˜,v)
Ωftn
] ∀v ∈H1D(Ωftn),
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(σ˜2,v)ΓfN
=
ρf
2
[((v˜ · nf )un,v)ΓfN + ((u
n · nf )v˜,v)ΓfN ] ∀v ∈H
1
D(Ω
f
tn),
(σ˜3,v)ΓItn
= −∆t
δ
(w˜ − V(φ˜)
2
,v)ΓItn
∀v ∈H1D(Ωftn),
(Φ˜1, ξ)Ωs = − ρ
s
∆t
(γ˜, ξ)Ωs − 1
2
λe(ξ˜, ξ)Ωs ∀ξ ∈H1D(Ωs),
(Φ˜2, ξ)ΓsN = 0 ∀ξ ∈H1D(Ωs),
(Φ˜3, ξ)ΓIt0
=
∆t
2δ
(V(w˜)Jtn −
1
2
φ˜Jtn , ξ)ΓIt0
∀ξ ∈H1D(Ωs),
(Π˜,γ)Ωs =
1
∆t
(ξ˜,γ)Ωs ∀γ ∈ L2(Ωs),
(%˜1,w)Ωftn
= − ρ
f
∆t
(w˜,w)
Ωftn
+ ρf [c(v˜,w, u¯n)
Ωftn
+ c(un,w, w˜)
Ωftn
+ c(w, v˜, u¯n)
Ωftn
+ c(w,un, w˜)
Ωftn
] +
1
2
((∇ · zn)w, w˜)
Ωftn
+ c(zn,w, w˜)
Ωftn
] ∀w ∈H1D(Ωftn),
(%˜2,w)ΓfN
=
ρf
2
[((v˜ · nf )w, u¯n)ΓfN + ((u
n · nf )w, w˜)ΓfN
+ ((w · nf )v˜, u¯n)ΓfN + ((w · nf )u
n, w˜)
ΓfN
] ∀w ∈H1D(Ωftn)
(%˜3,w)ΓItn
=
1
∆t
(
v˜ − V(ξ˜)
∆t
,w
)
ΓItn
∀w ∈H1D(Ωftn) ∀w ∈H1D(Ωftn)
(Ξ˜1,φ)Ωs =
1
∆t
(θ˜,φ)Ωs − 1
2
λe(φ˜,φ)Ωs ∀φ ∈H1D(Ωs),
(Ξ˜2,φ)ΓIt0
= − 1
∆t2
(
Jtn
[
V(v˜)− ξ˜
∆t
]
,φ
)
ΓIt0
∀φ ∈H1D(Ωs),
(Υ˜,θ)Ωs = − ρ
s
∆t
(φ˜,θ)Ωs ∀θ ∈ L2(Ωs).
Therefore, DϕG(λ, (u
n, pn,ηn, η˙n, u¯n, p¯n, η¯n, ¯˙ηn)) ∈ L(X,Y ). By the Sobolev em-
bedding theorem [1], un, u¯n, v˜, and w˜ ∈ L6(Ωftn), and un|ΓfN , u¯
n|
ΓfN
, v˜|
ΓfN
and w˜|
ΓfN
∈
L4(ΓfN ). Additionally, and ∇un, ∇u¯n, ∇v˜, and ∇w˜ ∈ L2(Ωftn). As a result of these em-
beddings, (σ˜1, σ˜2, σ˜3, Φ˜1, Φ˜2, Φ˜3, Π˜, %˜1, %˜2, %˜3, Ξ˜1, Ξ˜2, Υ˜) ∈ Z and therefore we can write
that DϕG(λ, (u
n, pn,ηn, η˙n, u¯n, p¯n, η¯n, ¯˙ηn)) ∈ L(X,Z). Also, note that Z ∈ Y is a
compact embedding.
Considering the operators T and T h, equations (5.36)–(5.37), (5.38), (5.39), (5.40)–
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(5.41), (5.42), and (5.43) are all uncoupled from one another. This is likewise the case for
(5.44)–(5.45), (5.46), (5.47), (5.48)–(5.49), (5.50), and (5.51). Using well known results for
Stokes flow, Poisson’s equation, and projections, the difference in solutions can be shown
to be
∥∥∥uˆn(λ)− uˆn,h(λ)∥∥∥
1,Ωftn
+
∥∥∥pˆn(λ)− pˆn,h(λ)∥∥∥
0,Ωftn
+
∥∥∥ηˆn(λ)− ηˆn,h(λ)∥∥∥
1,Ωs
+
∥∥∥ˆ˙ηn(λ)− ˆ˙ηn,h(λ)∥∥∥
0,Ωs
+
∥∥∥ˆ¯un(λ)− ˆ¯un,h(λ)∥∥∥
1,Ωftn
+
∥∥∥ ˆ¯pn(λ)− ˆ¯pn,h(λ)∥∥∥
0,Ωftn
+
∥∥∥ˆ¯ηn(λ)− ˆ¯ηn,h(λ)∥∥∥
1,Ωs
+
∥∥∥ˆ˙¯ηn(λ)− ˆ˙¯ηn,h(λ)∥∥∥
0,Ωs
→ 0
as h→ 0 uniformly, where (uˆn, pˆn, ηˆn, ˆ˙ηn, ˆ¯un, ˆ¯pn, ˆ¯ηn, ˆ˙¯ηn) is a solution to (5.36)–(5.43) and
(uˆn,h, pˆn,h, ηˆn,h, ˆ˙ηn,h, ˆ¯un,h, ˆ¯pn,h, ˆ¯ηn,h, ˆ˙¯ηn,h) is a solution to (5.44)–(5.51); see [65]. This means
that (5.33) holds and we have already seen that DϕG(λ, (u
n, pn,ηn, η˙n, u¯n, p¯n, η¯n, ¯˙ηn))
∈ L(X,Z) where Z ⊂ Y is compactly embedded, so (5.34) also holds. This satisfies all of
the assumptions of Theorem 5.1. Also, we have the approximation result for the Stokes
operator and projections, namely that
∥∥∥uˆn(λ)− uˆn,h(λ)∥∥∥
1,Ωftn
+
∥∥∥pˆn(λ)− pˆn,h(λ)∥∥∥
0,Ωftn
+
∥∥∥ηˆn(λ)− ηˆn,h(λ)∥∥∥
1,Ωs
+
∥∥∥ˆ˙ηn(λ)− ˆ˙ηn,h(λ)∥∥∥
0,Ωs
+
∥∥∥ˆ¯un(λ)− ˆ¯un,h(λ)∥∥∥
1,Ωftn
+
∥∥∥ ˆ¯pn(λ)− ˆ¯pn,h(λ)∥∥∥
0,Ωftn
+
∥∥∥ˆ¯ηn(λ)− ˆ¯ηn,h(λ)∥∥∥
1,Ωs
+
∥∥∥ˆ˙¯ηn(λ)− ˆ˙¯ηn,h(λ)∥∥∥
0,Ωs
≤ Chm[‖uˆn(λ)‖
m+1,Ωftn
+ ‖pˆn(λ)‖
m,Ωftn
+ ‖ηˆn(λ)‖m+1,Ωs +
∥∥∥ˆ˙ηn(λ)∥∥∥
m,Ωs
+
∥∥ˆ¯un(λ)∥∥
m+1,Ωftn
+
∥∥ ˆ¯pn(λ)∥∥
m,Ωftn
+
∥∥ˆ¯ηn(λ)∥∥
m+1,Ωs
+
∥∥∥ˆ˙¯ηn(λ)∥∥∥
m,Ωs
]
for some constant C independent of h. If it is also true that
(un(λ), pn(λ),ηn(λ), η˙n(λ), u¯n(λ), p¯n(λ), η¯n(λ), ¯˙ηn(λ)) ∈ (Hm+1(Ωftn)×Hm(Ωftn)×
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Hm+1(Ωs)×Hm(Ωs))2, then
∥∥∥(T − T h)G(λ, ϕ(λ)∥∥∥
X
≤ Chm[‖un(λ)‖
m+1,Ωftn
+ ‖pn(λ)‖
m,Ωftn
+ ‖ηn(λ)‖m+1,Ωs + ‖η˙n(λ)‖m,Ωs
+ ‖u¯n(λ)‖
m+1,Ωftn
+ ‖p¯n(λ)‖
m,Ωftn
+ ‖η¯n(λ)‖m+1,Ωs + ‖¯˙ηn(λ)‖m,Ωs ].
From this, the error estimate (5.53) follows.
5.5 Convergence of Steepest Descent
Using the steepest descent method described in Section 4.9, it will be shown that
a sequence of solutions generated by this algorithm converge on an optimal solution if the
time step is sufficiently small and the strong solution to the PDE is sufficiently smooth.
Theorem 5.3. Let X be a Hilbert space equipped with the inner product (·, ·)X and norm
‖·‖X . Suppose M is a functional on X such that
1. M has a local minimum at xˆ and is twice differentiable in an open ball B centered at
xˆ;
2. |〈M′′(u), (x, y))〉| ≤ ma ‖x‖X ‖y‖X , ∀u ∈ B, x ∈ X, y ∈ X;
3. |〈M′′(u), (x, x))〉| ≥ mb ‖x‖2X , ∀u ∈ B, x ∈ X,
where ma and mb are positive constants. Let R denote the Riesz map, i.e. 〈f, x〉 = 〈Rf, x〉X
for all x ∈ X and all f ∈ X∗. Choose x(0) sufficiently close to xˆ and choose a sequence
{ωn} such that 0 < ω∗ ≤ ωn ≤ ω∗ < 2mb/m2a. Then, the sequence {x(n)} defined by
x(n) = x(n−1) − ωnRM′(x(n−1)), for n = 1, 2, . . . (5.54)
converges to xˆ. Furthermore, if B = X and xˆ is a global minimum, then the sequence
generated by (5.54) converges to xˆ for any initial guess x(0).
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Proof. See, e.g., [24].
Theorem 5.4. Let (un,h(m), p
n,h
(m),η
n,h
(m), η˙
n,h
(m), u¯
n,h
(m), p¯
n,h
(m), η¯
n,h
(m),
¯˙ηn,h(m)) be a sequence obtained by
Algorithm 4.11 and (un,h, pn,h,ηn,h, η˙n,h, u¯n,h, p¯n,h, η¯n,h, ¯˙ηn,h) be a solution of the optimality
system (5.22)–(5.29), where M is functional (5.1) . If αm ≤ ∆t4 δ2−Cδh
1
8
2C , h is sufficiently
small, and
∥∥∥gn,h(0) − gn,h∗ ∥∥∥0,ΓItn < 1 where gn,h∗ is a local minimum, then un,h(m) → un,h, pn,h(m) →
pn,h, ηn,h(m) → ηn,h, η˙n,h(m) → η˙n,h, u¯n,h(m) → u¯n,h, p¯n,h(m) → p¯n,h, η¯n,h(m) → η¯n,h, ¯˙ηn,h(m) → ¯˙ηn,h, as
m→∞.
Proof. For a given g˜n ∈ L2(ΓItn ), the second Fre´chet derivative D2M(u˜n(g˜n), η˜n(g˜n), g˜n)
is defined by
D2M(u˜n(g˜n), η˜n(g˜n), g˜n) · (g¯1, g¯2) =
(
u¯1 − η¯1
∆t
, u¯2 − η¯2
∆t
)
ΓItn
+
(
u˜− η˜ − η
n−1
∆t
, u¯− η¯
∆t
)
ΓItn
+ δ(g¯1, g¯2)ΓItn
,
(5.55)
where u˜ is the solution of
ρf [(u˜,v)
Ωftn
−(un−1,v)
Ωftn
] + ∆t ρf [c(u˜, u˜,v)
Ωftn
+ 12((u˜ · nf )u˜,v)ΓfN
−12((∇ · zn)u˜,v)Ωftn − c(z
n, u˜,v)] + ∆t 2νfa(u˜,v)Ωftn
+ ∆t b(v, p˜)
Ωftn
= ∆t (fnf ,v)Ωftn
+ ∆t (unN ,v)ΓfN
+ ∆t (g˜n,v)ΓItn
∀v ∈H1D(Ωftn),
b(u˜, q)
Ωftn
= 0 q ∈ L2(Ωftn),
(5.56)
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and (η˜,˜˙η) is the solution of

ρs[(˜˙η, ξ)Ωs − (η˙n−1, ξ)Ωs ] +∆t νsd(η˜, ξ)Ωs + ∆t2 λe(η˜, ξ)Ωs
= ∆t2
(
fns + f
n−1
s , ξ
)
Ωs
+ ∆t2
(
ηnN + η
n−1
N , ξ
)
ΓsN
−∆t2 (V(g˜n)Jtn + V(gn−1)Jtn−1 , ξ)ΓIt0 ∀ξ ∈H
1
D(Ω
s),
∆t
2 [(
˜˙η,γ)Ωs + (η˙
n−1,γ)Ωs ] = (η˜,γ)Ωs − (ηn−1,γ)Ωs ∀γ ∈H1D(Ωs).
(5.57)
The first variations u¯i, i = 1, 2, are the solutions of
ρf (u¯i,v)Ωftn
+∆t ρf [c(u¯i, u˜i,v)Ωftn
+ c(u˜i, u¯i,v)Ωftn
+ 12((u¯i · nf )u˜i,v)ΓfN
+12((u˜i · nf )u¯i,v)ΓfN −
1
2((∇ · zn)u¯i,v)Ωftn − c(z
n, u¯,v)]
+∆t 2νfa(u¯,v)Ωftn
+ ∆t b(v, p¯i)Ωftn
= ∆t (g¯i,v)ΓItn
∀v ∈H1D(Ωftn),
b(u¯i, q)Ωftn
= 0 q ∈ L2(Ωftn),
(5.58)
and the first variations (η¯i,¯˙ηi), i = 1, 2, are the solutions of
ρs(¯˙ηi, ξ)Ωs + ∆t νsd(η¯i, ξ)Ωs +
∆t
2 λe(η¯i, ξ)Ωs
= −∆t2 (V(g¯i)Jtn , ξ)ΓIt0 ∀ξ ∈H
1
D(Ω
s),
∆t
2 (
¯˙ηi,γ)Ωs − (η¯i,γ)Ωs = 0 ∀γ ∈H1D(Ωs).
(5.59)
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The second variation u¯ is a solution of
ρf (u¯,v)
Ωftn
+∆t ρf [c(u¯, u˜,v)
Ωftn
+ c(u˜, u¯,v)
Ωftn
+ 12((u¯ · nf )u˜,v)ΓfN
+12((u˜ · nf )u¯,v)ΓfN −
1
2((∇ · zn)u¯,v)Ωftn
−c(zn, u¯,v)] + ∆t 2νfa(u¯,v)Ωftn + ∆t b(v, p¯)Ωftn
= ∆t ρf
[
c(u¯1, u¯2,v)Ωftn
+ c(u¯2, u¯1,v)Ωftn
+12((u¯1 · nf )u¯2,v)ΓfN +
1
2((u¯2 · nf )u¯1,v)ΓfN
]
∀v ∈H1D(Ωftn),
b(u¯, q)
Ωftn
= 0 q ∈ L2(Ωftn),
(5.60)
and the second variation (η¯, ¯˙η) is a solution of

ρs(¯˙η, ξ)Ωs + ∆t νsd(η¯, ξ)Ωs +
∆t
2 λe(η¯, ξ)Ωs = 0 ∀ξ ∈H1D(Ωs),
∆t
2 (
¯˙η,γ)Ωs − (η¯,γ)Ωs = 0 ∀γ ∈H1D(Ωs).
(5.61)
Using Theorems 4.18–4.31 and making the same assumptions,
‖u˜‖
0,Ωftn
≤ C14(‖g˜n‖0,ΓItn +K1), (5.62)
‖u˜‖
1,Ωftn
≤ ∆t− 12C14(‖g˜n‖0,ΓItn +K1), (5.63)
‖η˜‖1,Ωs ≤ C15(‖g˜n‖0,ΓItn +K2), (5.64)
‖u¯i‖0,Ωftn ≤ ∆t
1
2C16 ‖g¯i‖0,ΓItn for i = 1, 2, (5.65)
‖u¯i‖1,Ωftn ≤ C16 ‖g¯i‖0,ΓItn for i = 1, 2, (5.66)
‖η¯i‖1,Ωs ≤ C17 ‖g¯i‖0,ΓItn for i = 1, 2, (5.67)
and
∥∥∥∥ η˜ − ηn−1∆t
∥∥∥∥
0,Ωs
≤
∥∥∥∥ ˜˙η + η˙n−12
∥∥∥∥
0,Ωs
≤ C18(‖g˜n‖0,ΓItn +K3). (5.68)
For ease of notation, all trial and test functions that follow should be considered as
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discrete finite element approximations. Use will be made of the inverse inequality, which
requires a discrete setting.
Using the trace theorem and (5.68), we can now bound
|D2M(u˜n(g˜n), η˜n(g˜n), g˜n) · (g¯1, g¯2)| ≤[
δ ‖g¯1‖0,ΓItn ‖g¯2‖0,ΓItn + C
2
19 ‖u¯1‖
1
2
0,Ω
f
tn
‖u¯1‖
1
2
1,Ω
f
tn
‖u¯2‖
1
2
0,Ω
f
tn
‖u¯2‖
1
2
1,Ω
f
tn
+C19C20 ‖u¯1‖
1
2
0,Ω
f
tn
‖u¯1‖
1
2
1,Ω
f
tn
∥∥∥ η¯2
∆t
∥∥∥
1,Ωs
+ C19C20 ‖u¯2‖
1
2
0,Ω
f
tn
‖u¯2‖
1
2
1,Ω
f
tn
∥∥∥ η¯1
∆t
∥∥∥
1,Ωs
+ C220
∥∥∥ η¯1
∆t
∥∥∥
1,Ωs
∥∥∥ η¯2
∆t
∥∥∥
1,Ωs
+ ‖u¯‖
1
2
0,Ω
f
tn
‖u¯‖
1
2
1,Ω
f
tn
[
C219 ‖u˜‖
1
2
0,Ω
f
tn
‖u˜‖
1
2
1,Ω
f
tn
+C19C21
∥∥∥∥ ˜˙η + η˙n−12
∥∥∥∥
1
2
0,Ωs
∥∥∥∥ η˜ − ηn−1∆t
∥∥∥∥ 12
1,Ωs
]]
and
|D2M(u˜n(g˜n), η˜n(g˜n), g˜n) · (g¯1, g¯1)| ≥[
δ ‖g¯1‖20,ΓItn − ‖u¯‖
1
2
0,Ω
f
tn
‖u¯‖
1
2
1,Ω
f
tn
[
C219 ‖u˜‖
1
2
0,Ω
f
tn
‖u˜‖
1
2
1,Ω
f
tn
+C19C21
∥∥∥∥ ˜˙η + η˙n−12
∥∥∥∥
1
2
0,Ωs
∥∥∥∥ η˜ − ηn−1∆t
∥∥∥∥ 12
1,Ωs
]]
,
where C19, C20, and C21 are positive domain dependent constants which come from the
trace theorem and Poincare´–Friedrich’s inequality. Note that ‖η¯‖0,ΓItn = 0 by considering
(5.61) with ξ = ¯˙η and γ = η¯; this is why these terms do not appear in the inequality.
Substituting in (5.62)–(5.68) and using that
∥∥ηn−1∥∥
1,Ωs
≤ C22,
|D2M(u˜n(g˜n), η˜n(g˜n), g˜n) · (g¯1, g¯2)| ≤[[
δ + C216C
2
19∆t
1
2 +
2∆t
1
4
∆t
C16C17C19C20 +
1
∆t2
C217C
2
20
]
‖g¯1‖0,ΓItn ‖g¯2‖0,ΓItn
+ ‖u¯‖
1
2
0,Ω
f
tn
‖u¯‖
1
2
1,Ω
f
tn
[
∆t−
1
4C14C
2
19(‖g˜n‖0,ΓItn +K1)
+∆t−
1
2C19C21
[
C18(‖g˜n‖0,ΓItn +K3)(C15(‖g˜
n‖0,ΓItn +K2) + C22)
] 1
2
]]
(5.69)
and
|D2M(u˜n(g˜n), η˜n(g˜n), g˜n) · (g¯1, g¯1)| ≥
[
δ ‖g¯1‖20,ΓItn − ‖u¯‖
1
2
0,Ω
f
tn
‖u¯‖
1
2
1,Ω
f
tn
[
∆t−
1
4C14C
2
19(‖g˜n‖0,ΓItn +K1)
+∆t−
1
2C19C21
[
C18(‖g˜n‖0,ΓItn +K3)(C15(‖g˜
n‖0,ΓItn +K2) + C22)
] 1
2
]]
, (5.70)
where C14,. . . ,C17 are positive constants described above.
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Now, supposing that we can find a bound for u¯ such that
‖u¯‖
1
2
0,Ωftn
‖u¯‖
1
2
1,Ωftn
< ∆tkC ‖g¯1‖0,ΓItn ‖g¯2‖0,ΓItn and ‖u¯‖
1
2
0,Ωftn
‖u¯‖k
1,Ωftn
< ∆t
1
2C ‖g¯1‖20,ΓItn
for k > 12 , then we will have that |D2M(u˜n(g˜n), η˜n(g˜n), g˜n)·(g¯1, g¯2)| ≤ C ‖g¯1‖0,ΓItn ‖g¯2‖0,ΓItn
and |D2M(u˜n(g˜n), η˜n(g˜n), g˜n) ·(g¯1, g¯1)| ≥ C ‖g¯1‖20,ΓItn for any choice of g˜
n in L2(ΓItn ) and
sufficiently small time step ∆t.
Let us consider (5.60) with the choice of test functions (v, q) = (u¯, p¯) and immedi-
ately apply Young’s inequality and use that zn ∈W1,∞:
‖u¯‖2
0,Ωftn
[
ρf −∆tρ
f
2
‖∇ · zn‖∞,Ωftn
]
+ ∆t2C23νf ‖u¯‖21,Ωftn
+ ∆t ρf [c(u¯, u˜, u¯)
Ωftn
+
1
2
((u¯ · nf )u˜, u¯ΓfN +
1
2
((u˜ · nf )u¯, u¯)ΓfN ]
= ∆t ρf
[
c(u¯1, u¯2, u¯)Ωftn
+ c(u¯2, u¯1, u¯)Ωftn
+
1
2
((u¯1 · nf )u¯2, u¯)ΓfN +
1
2
((u¯2 · nf )u¯1, u¯)ΓfN
]
∀v ∈H1D(Ωftn).
Here, C23 is the constant based on Poincare´–Friedrich’s inequality which bounds C23 ‖u¯‖1,Ωftn
≤ ‖∇u¯‖
0,Ωftn
. For all terms of the form c(u,v,w)
Ωftn
, we can initially bound them from
above by
c(u,v,w)
Ωftn
≤ C24
[
‖u‖
1
2
0,Ωftn
‖u‖
1
2
1,Ωftn
‖v‖
1,Ωftn
‖w‖
1
2
0,Ωftn
‖w‖
1
2
1,Ωftn
+ ‖u‖
1
2
0,Ωftn
‖u‖
1
2
1,Ωftn
‖w‖
1,Ωftn
‖v‖
1
2
0,Ωftn
‖v‖
1
2
1,Ωftn
]
. (5.71)
On the left hand side of the inequality, using Holder’s inequality with p=4, q=4, and
r=2, the Sobolev imbedding of W
1
2
,2(ΓfN ) ⊂W0,4(ΓfN ), and the trace theorem, we bound
((u¯ · nf )u˜, u¯)ΓfN ≤ C25 ‖u¯‖
1
2
0,Ωftn
‖u¯‖
3
2
1,Ωftn
‖u˜‖
1,Ωftn
(5.72)
Additionally, noting that
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c(u¯, u˜, u¯)
Ωftn
≤ C24
[
‖u¯‖
0,Ωftn
‖u˜‖
1,Ωftn
‖u¯‖
1,Ωftn
+ ‖u¯‖
1
2
0,Ωftn
‖u˜‖
1,Ωftn
‖u¯‖
3
2
1,Ωftn
]
,
we can see that all trilinear terms on the left hand side of the inequality can be bounded
above by
∆tρf [c(u¯, u˜, u¯)
Ωftn
+
1
2
((u¯ · nf )u˜, u¯)ΓfN +
1
2
((u˜ · nf )u¯, u¯)ΓfN ]
≤ ∆tρf
[
C24 ‖u¯‖0,Ωftn ‖u¯‖1,Ωftn ‖u˜‖1,Ωftn + (C24 + C25) ‖u¯‖
1
2
0,Ωftn
‖u¯‖
3
2
1,Ωftn
‖u˜‖
1,Ωftn
]
≤ ∆t
[
(ρfC24)
2
2C23νf
‖u˜‖2
1,Ωftn
‖u¯‖2
0,Ωftn
+
(ρf (C24 + C25))
4
4(23C23νf )
3
‖u˜‖4
1,Ωftn
‖u¯‖2
0,Ωftn
+ C23νf ‖u¯‖21,Ωftn
]
using Young’s inequality with p=2, q=2 and p=4, q=43 , respectively. For the second applica-
tion of Young’s inequality, this also requires multiplying by 1 in the form of
(
2
3C23νf
ρf (C24+C25)
) 3
4
(
2
3C23νf
ρf (C24+C25)
) 3
4
.
Next, we apply the inverse inequality and introduce the constant C26 under the assumption
that the mesh is quasi-uniform, yielding
∆tρf [c(u¯, u˜, u¯)
Ωftn
+
1
2
((u¯ · nf )u˜, u¯)ΓfN +
1
2
((u˜ · nf )u¯, u¯)ΓfN ]
≤ ∆t
[
C226h
−2(ρfC24)2
2C23νf
‖u˜‖2
0,Ωftn
‖u¯‖2
0,Ωftn
+
C426h
−4(ρf (C24 + C25))3
4(23C23νf )
3
‖u˜‖4
0,Ωftn
‖u¯‖2
0,Ωftn
+ C23νf ‖u¯‖21,Ωftn
]
.
For terms on the right hand side of the inequality, again using Holder’s inequality
with p=4, q=4, and r=2, the Sobolev imbedding of W
1
2
,2(ΓfN ) ⊂W0,4(ΓfN ), and the trace
theorem,
∆tρf
2
[
((u¯1 · nf )u¯2, u¯)ΓfN + ((u¯2 · nf )u¯1, u¯)ΓfN
]
≤ ∆tρfC25 ‖u¯1‖1,Ωftn ‖u¯2‖1,Ωftn ‖u¯‖
1
2
0,Ωftn
‖u¯‖
1
2
1,Ωftn
.
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We apply Young’s inequality with p = 43 and q = 4, after multiplying by
(
C23νf
C25ρ
f
) 1
4
(
C23νf
C25ρ
f
) 1
4
, to get
∆tρf
2
[
((u¯1 · nf )u¯2, u¯)ΓfN + ((u¯2 · nf )u¯1, u¯)ΓfN
]
≤ ∆tC23νf
4
‖u¯‖2
1,Ωftn
+ ∆t
3(C25ρ
f )
4
3
4(C23νf )
1
3
‖u¯1‖
4
3
0,Ωftn
‖u¯2‖
4
3
1,Ωftn
‖u¯‖
2
3
0,Ωftn
.
Now, we apply Young’s inequality again with p = 32 and q = 3, and multiply by unity in
the form of ∆t
1
6
∆t
1
6
,
∆tρf
2
[
((u¯1 · nf )u¯2, u¯)ΓfN + ((u¯2 · nf )u¯1, u¯)ΓfN
]
≤ ∆tC23νf
4
‖u¯‖2
1,Ωftn
+ ∆t
3(C25ρ
f )
4
3
4(C23νf )
1
3
[
∆t−
1
2
3
‖u¯‖2
0,Ωftn
+
2∆t
1
4
3
‖u¯1‖21,Ωftn ‖u¯2‖
2
1,Ωftn
]
.
Next we apply the inverse inequality, using ‖u¯1‖1,Ωftn ≤ C27h
−1 ‖u¯1‖0,Ωftn , where C27 is the
inverse inequality constant, to get
∆tρf
2
[
((u¯1 · nf )u¯2, u¯)ΓfN + ((u¯2 · nf )u¯1, u¯)ΓfN
]
≤ ∆tC23νf
4
‖u¯‖2
1,Ωftn
+ ∆t
(C25ρ
f )
4
3
4(C23νf )
1
3
[
∆t−
1
2 ‖u¯‖2
0,Ωftn
+ 2C27h
−1∆t
1
4 ‖u¯1‖0,Ωftn ‖u¯1‖1,Ωftn ‖u¯2‖
2
1,Ωftn
]
.
Since Ωftn ∈ R2, as in (5.71), we have that
∆tρfc(u¯i, u¯j , u¯)Ωftn
≤ ∆tρfC24
[
‖u¯i‖
1
2
0,Ωftn
‖u¯i‖
1
2
1,Ωftn
‖u¯j‖1,Ωftn ‖u¯‖
1
2
0,Ωftn
‖u¯‖
1
2
1,Ωftn
+ ‖u¯i‖
1
2
0,Ωftn
‖u¯i‖
1
2
1,Ωftn
‖u¯‖
1,Ωftn
‖u¯j‖
1
2
0,Ωftn
‖u¯j‖
1
2
1,Ωftn
]
.
Next, for the first term we multiply by unity in the form of
(
C23νf
2C24ρ
f
) 1
4
(
C23νf
2C24ρ
f
) 1
4
and apply Young’s
inequality with p = 43 and q = 4, while for the second term we multiply by unity in the
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form of
(
C23νf
4C24ρ
f
) 1
2
(
C23νf
4C24ρ
f
) 1
2
and then apply Young’s inequality with p = 2 and q = 2:
∆tρfc(u¯i, u¯j , u¯)Ωftn
≤
∆t
[
3(C24ρ
f )
4
3
4(12C23νf )
1
3
‖u¯i‖
2
3
0,Ωftn
‖u¯i‖
2
3
1,Ωftn
‖u¯j‖
4
3
1,Ωftn
‖u¯‖
2
3
0,Ωftn
+
C23νf
8
‖u¯‖2
1,Ωftn
+
2(C24ρ
f )2
C23νf
‖u¯i‖0,Ωftn ‖u¯i‖1,Ωftn ‖u¯j‖0,Ωftn ‖u¯j‖1,Ωftn +
C23νf
8
‖u¯‖2
1,Ωftn
]
.
Again we must apply Young’s inequality with p = 32 and q = 3, multiplying by 1 in the
form of ∆t
1
6
∆t
1
6
, to get
∆tρfc(u¯i, u¯j , u¯)Ωftn
≤
∆t
[
(C24ρ
f )
4
3
4(12C23νf )
1
3
[
2∆t
1
4 ‖u¯i‖0,Ωftn ‖u¯i‖1,Ωftn ‖u¯j‖
2
1,Ωftn
+ ∆t−
1
2 ‖u¯‖2
0,Ωftn
]
+
2(C24ρ
f )2
C23νf
‖u¯i‖0,Ωftn ‖u¯i‖1,Ωftn ‖u¯j‖0,Ωftn ‖u¯j‖1,Ωftn +
C23νf
4
‖u¯‖2
1,Ωftn
]
.
Substituting in the inequalities for terms on the left hand side,
‖u¯‖2
0,Ωftn
[
ρf −∆tρ
f
2
‖∇ · zn‖∞,Ωftn −
∆t
h2
C226(ρ
fC24)
2
2C23νf
‖u˜‖2
0,Ωftn
−∆t
h4
C426(ρ
f (C24 + C25))
3
4(23C23νf )
3
‖u˜‖4
0,Ωftn
]
+ ∆tC23νf ‖u¯‖21,Ωftn
≤ ∆t ρf
[
c(u¯1, u¯2, u¯)Ωftn
+ c(u¯2, u¯1, u¯)Ωftn
+
1
2
((u¯1 · nf )u¯2, u¯)ΓfN +
1
2
((u¯2 · nf )u¯1, u¯)ΓfN
]
.
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Next, we make a substitution for terms on the right hand side,
‖u¯‖2
0,Ωftn
[
ρf −∆tρ
f
2
‖∇ · zn‖∞,Ωftn −
∆t
h2
C226(ρ
fC24)
2
2C23νf
‖u˜‖2
0,Ωftn
−∆t
h4
C426(ρ
f (C24 + C25))
3
4(23C23νf )
3
‖u˜‖4
0,Ωftn
−∆t 12 (C24ρ
f )
4
3
2(12C23νf )
1
3
−∆t 12 (C25ρ
f )
4
3
4(C23νf )
1
3
]
+ ∆t
C23νf
4
‖u¯‖2
1,Ωftn
≤ ∆t
5
4
h
C27(C25ρ
f )
4
3
2(C23νf )
1
3
‖u¯1‖0,Ωftn ‖u¯1‖1,Ωftn ‖u¯2‖
2
1,Ωftn
+
2∑
i,j=1,i 6=j
[
∆t
5
4
(C24ρ
f )
4
3
2(12C23νf )
1
3
‖u¯i‖0,Ωftn ‖u¯i‖1,Ωftn ‖u¯j‖
2
1,Ωftn
+∆t
2(C24ρ
f )2
C23νf
‖u¯i‖0,Ωftn ‖u¯i‖1,Ωftn ‖u¯j‖0,Ωftn ‖u¯j‖1,Ωftn
]
Finally, substituting in (5.62)–(5.63) and (5.65)–(5.66), we have
‖u¯‖2
0,Ωftn
[
ρf −∆tρ
f
2
‖∇ · zn‖∞,Ωftn −
∆t
h2
C226(ρ
fC24)
2
2C23νf
C214(‖g˜n‖0,ΓItn +K1)
2
−∆t
h4
C426(ρ
f (C24 + C25))
3
4(23C23νf )
3
C414(‖g˜n‖0,ΓItn +K1)
4
−∆t 12 (C24ρ
f )
4
3
2(12C23νf )
1
3
−∆t 12 (C25ρ
f )
4
3
4(C23νf )
1
3
]
+ ∆t
C23νf
4
‖u¯‖2
1,Ωftn
≤ C416 ‖g¯1‖20,ΓItn ‖g¯2‖
2
0,ΓItn
[
∆t
7
4
h
C27(C25ρ
f )4
2(C23νf )3
+ ∆t
7
4
(C24ρ
f )
4
3
(12C23νf )
1
3
+ ∆t2
4(C24ρ
f )2
C23νf
]
which yields the following inequalities for a sufficiently small ∆t:
‖u¯‖
1
2
0,Ωftn
≤ C∆t
7
16
h
1
4
(‖g¯1‖0,ΓItn ‖g¯2‖0,ΓItn )
1
2 (5.73)
‖u¯‖
1
2
1,Ωftn
≤ C∆t
3
16
h
1
4
(‖g¯1‖0,ΓItn ‖g¯2‖0,ΓItn )
1
2 . (5.74)
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Therefore,
‖u¯‖
1
2
0,Ωftn
‖u¯‖
1
2
1,Ωftn
≤ ∆t
5
8
h
1
2
C (5.75)
and we have continuity and coercivity of the second Fre´chet derivative of the penalized
functional if ∆t < h5 and ∆t is sufficiently small.
Let us make the assumption that the ball B from which we make our initial guess has
a radius of one. In the context of Theorem 5.3, our ma ≤ δ+C∆t−2 and mb ≥ δ−C∆t
1
8
h
1
2
≥
δ − Ch 18 , based on (5.69), (5.70), and (5.75). Therefore, max{2δ, 2C∆t−2} ≥ ma, which
means that 2(δ−Ch
1
8 )
max{4δ2,4C∆t−4} ≤ 2mbm2a . We consider small values of δ, which in general is the
case of interest. Therefore we concern ourselves only with the case δ ≤ C∆t−2. In the
steepest descent algorithm, ωn has the form
αm
δ . According to Theorem 5.3, the algorithm
is guaranteed to converge if αmδ ≤ 2(δ−Ch
1
8 )
4C∆t−4 , which implies that αm ≤ ∆t4 δ
2−Cδh 18
2C is a
sufficient condition for convergence if h is small enough and the initial guess is close enough
to the optimal solution.
5.6 Numerical Results
For an FSI problem which was presented by Astorino and Grandmont in [3], we
will perform computations and give rates of convergence to the true solution over a single
time step. However, we use the Navier–Stokes operator for the fluid rather than the Stokes
operator. As in [3], we make the assumption of infinitesimal displacement of the structure
and also of the fluid domain, but with nonnegligible velocity of the interface. The densities
of the fluid and structure are similar, which adds the complication of having the added mass
effect [21,34].
All terms including z will be dropped since z = 0 and ∇ · z = 0 in the Eulerian
framework. This also means that the control will not be able to absorb the 12(((u
n − zn) ·
nf ) · un,v)ΓItn term and so the term
1
2((u
n · nf ) · un,v)ΓItn will appear in the fluid state
equations as well as its respective derivatives in the adjoint equations.
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Figure 5.1: Computational domain for a manufactured solution.
Parameters for the problem are: ρf = 1.0 g/cm
3, νf = 0.013 g/cm·s, ρs = 1.9
g/cm3, νs = 3 dyne/cm
2, and λ = 4.5 dyne/cm2. Initial conditions, body forces, and
boundary conditions are determined by the analytical solution according to the method of
manufactured solutions:
On Ωft = Ω
f = [0, 1]× [0, 1] and Ωs = [0, 1]× [1, 1.25] (Fig. 5.1),
u1 = cos(x+ t) sin(y + t) + sin(x+ t) cos(y + t),
u2 = − sin(x+ t) cos(y + t)− cos(x+ t) sin(y + t),
p = 2νf (sin(x+ t) sin(y + t)− cos(x+ t) cos(y + t)) + 2νs cos(x+ t) sin(y + t),
η1 = sin(x+ t) sin(y + t),
η2 = cos(x+ t) cos(y + t). (5.76)
We have used a uniform mesh. We fix ∆t = 10−6 s, and begin two simulations; one
at t0 = 0.5 s and the other at t0 = 0.8 s. We perform the simulation over one time step
in each case. The quadrilateral finite element pair, (Q2,Q1), were used for solutions on the
fluid domain, while Q2 finite elements were used to approximate the structure displacement
and velocity. The FSI problem was repeatedly solved by Algorithm 4.11 using increasingly
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fine spatial discretizations so as to see the rate at which the computed result converges upon
the true solution (5.76). For Algorithm 4.11, δ = 10−24 and tol = 10−10. All computations
were made using the deal.II finite element library [7, 8].
Table 5.1: Fluid velocity and pressure convergence results for a single time step using the
steepest descent algorithm at t = 0.5 s.
h
∥∥un − utrue∥∥
L2
Rate
∥∥un − utrue∥∥
H1
Rate
∥∥pn − ptrue∥∥
L2
Rate
1/9 7.3904e-06 - 6.9480e-04 - 1.0303e-01 -
1/14 1.9413e-06 3.03 2.8502e-04 2.02 1.7667e-02 3.99
1/21 5.7139e-07 3.02 1.2612e-04 2.01 3.5218e-03 3.98
1/31 1.7694e-07 3.01 5.7724e-05 2.01 7.7002e-04 3.90
1/46 5.4076e-08 3.00 2.6185e-05 2.00 1.8383e-04 3.63
1/69 1.6069e-08 2.99 1.1653e-05 2.00 5.4785e-05 2.99
Table 5.2: Structure displacement and velocity convergence results for a single time step
using the steepest descent algorithm at t = 0.5 s.
hx hy
∥∥ηn − ηtrue∥∥
L2
Rate
∥∥ηn − ηtrue∥∥
H1
Rate
∥∥η˙n − η˙true∥∥
L2
Rate
1/9 1/36 2.0788e-06 - 1.9662e-04 - 4.3088e-06 -
1/14 1/56 5.4348e-07 3.04 7.9939e-05 2.04 1.1280e-06 3.03
1/21 1/84 1.5936e-07 3.03 3.5198e-05 2.02 3.3140e-07 3.02
1/31 1/124 4.9192e-08 3.02 1.6059e-05 2.01 1.0254e-07 3.01
1/46 1/184 1.4981e-08 3.01 7.2650e-06 2.01 3.1343e-08 3.00
1/69 1/276 4.4235e-09 3.01 3.2205e-06 2.01 9.3337e-09 2.99
It is observed in Tables 5.1–5.4 that we have full theoretical spatial convergence or
better upon the true solution, cf. (5.53). Using (Q2,Q1) for the fluid velocity and pressure,
we expect second order convergence in the H1 norm of the fluid velocity and the L2 norm of
the pressure. With Q2 elements used for the structure displacement and velocity, we expect
second order convergence in the H1 norm of the structure displacement and the L2 norm
of the structure velocity.
Because we are unable to get an H1 bound on η˙n, we were forced to minimize the
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Table 5.3: Fluid velocity and pressure convergence results for a single time step using the
steepest descent algorithm at t = 0.8 s.
h
∥∥un − utrue∥∥
L2
Rate
∥∥un − utrue∥∥
H1
Rate
∥∥pn − ptrue∥∥
L2
Rate
1/9 1.1474e-05 - 1.0856e-03 - 1.4352e-01 -
1/14 3.0366e-06 3.01 4.4687e-04 2.01 2.4530e-02 4.00
1/21 8.9572e-07 3.01 1.9800e-04 2.01 4.8644e-03 3.99
1/31 2.7770e-07 3.01 9.0689e-05 2.00 1.0397e-03 3.96
1/46 8.4869e-08 3.00 4.1143e-05 2.00 2.2699e-04 3.86
1/69 2.5150e-08 3.00 1.8283e-05 2.00 5.4895e-05 3.50
Table 5.4: Structure displacement and velocity convergence results for a single time step
using the steepest descent algorithm at t = 0.8 s.
hx hy
∥∥ηn − ηtrue∥∥
L2
Rate
∥∥ηn − ηtrue∥∥
H1
Rate
∥∥η˙n − η˙true∥∥
L2
Rate
1/9 1/36 1.7471e-06 - 1.6544e-04 - 4.8645e-06 -
1/14 1/56 4.5645e-07 3.04 6.7128e-05 2.04 1.2725e-06 3.04
1/21 1/84 1.3370e-07 3.03 2.9516e-05 2.03 3.7381e-07 3.02
1/31 1/124 4.1234e-08 3.02 1.3453e-05 2.02 1.1561e-07 3.01
1/46 1/184 1.2548e-08 3.01 6.0823e-06 2.01 3.5289e-08 3.01
1/69 1/276 3.7029e-09 3.01 2.6949e-06 2.01 1.0464e-08 3.00
functional (5.1) rather than (5.2). Despite not having the analytical support, in Tables 5.5–
5.6 we compute the convergence rate using the penalized functional (5.2) and optimizing
over all time steps. Here we use the conjugate gradient algorithm, as given in Section 3.5,
to find the optimal solution at each time step. It is observed here that there is no loss of
accuracy in space or time from using our approach by optimization.
5.7 Conclusion
After recasting the fluid-structure interaction problem into an optimal control prob-
lem, the optimality system was derived. The optimality system was then rewritten in terms
of a linear and nonlinear operator to which the BRR theory was applied [18]. Finite element
spaces were defined, and the existence of a solution to this system was shown along with
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Table 5.5: Fluid velocity and pressure convergence results using the conjugate gradient
algorithm from t = 0.5 to t = 1.0 s.
h ∆t ‖un − utrue‖L∞(L2) Rate ‖un − utrue‖L2(H1) Rate ‖pn − ptrue‖L2 Rate
1/6 1/15 1.1955e-02 - 1.0426e-01 - 8.9887e-03 -
1/9 1/27 2.6513e-03 3.71 3.9199e-02 2.41 3.5714e-03 2.28
1/14 1/53 5.0970e-04 4.07 1.2511e-02 2.82 1.5589e-03 2.04
1/21 1/97 8.6752e-05 4.01 3.5995e-03 2.82 6.4282e-04 2.00
1/31 1/173 2.3133e-05 3.26 1.2054e-03 2.70 2.8616e-04 2.00
1/46 1/312 6.5748e-06 3.23 4.3259e-04 2.63 1.3150e-04 2.00
Table 5.6: Structure displacement and velocity convergence results using the conjugate
gradient algorithm from t = 0.5 to t = 1.0 s.
hx hy ∆t ‖ηn − ηtrue‖L2(L2) Rate ‖ηn − ηtrue‖L2(H1) Rate
∥∥η˙n − η˙true∥∥
L∞(L2) Rate
1/4 1/16 1/16 1.0642e-04 - 1.3550e-03 - 2.5272e-03 -
1/6 1/24 1/28 2.0519e-05 4.06 3.5795e-04 3.28 6.4563e-04 3.37
1/9 1/36 1/54 3.7975e-06 4.16 1.1056e-04 2.90 1.6216e-04 3.41
1/14 1/54 1/106 7.5280e-07 3.68 3.8761e-05 2.38 4.8158e-05 2.76
1/21 1/81 1/194 1.9953e-07 3.27 1.6277e-05 2.14 1.6575e-05 2.63
1/31 1/122 1/346 5.9897e-08 3.08 7.2861e-06 2.06 5.8173e-06 2.68
spatial approximation estimates to the discretized in time, continuous in space, solution.
Next, an algorithm for optimization by steepest descent was outlined along with
a proof of convergence of the algorithm. A numerical study was made based on a known
analytical solution. It assumed infinitesimal displacement of the fluid domain, with non-
negligible velocity on the interface. Full spatial convergence was observed, demonstrating
that there was no spatial degradation of the solution over a single time step.
Additional numerical results included show that using a functional lacking proofs of
existence for an optimal solution and Lagrange multipliers, full order convergence was ob-
servable in both space and time over all simulations for the problem with a known analytical
solution.
Chapter 6 extends this work by consider fluid-structure interaction in the case of a
Newtonian fluid and a nonlinear elastic solid. This approach by optimization shows great
promise of efficiently decoupling highly nonlinear FSI problems.
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Part II
Navier-Stokes / Nonlinear St.
Venant-Kirchhoff Elasticity
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Chapter 6
APPLICATION TO NONLINEAR
ELASTICITY
6.1 Introduction
An investigation is made of employing the optimization-based algorithm developed
in this thesis to decouple and solve nonlinear nonsteady fluid-structure interaction. The
constitutive equation for elasticity coupled with a Newtonian fluid in fluid-structure inter-
action is modeled here by the St. Venant–Kirchhoff hyperelastic model. Motivation is first
given for the advantages of modeling FSI using a nonlinear elastic material. A derivation is
next presented for relating the St. Venant–Kirchhoff constitutive equations to the familiar
gradient of the elastic displacement field. The equations are transformed to the reference
configuration, where appropriate. A linearization of the state equations are given which
define the inner optimization problem to be solved as part of the Gauss–Newton iterations
presented in Chapter 3.
Several numerical studies have been performed comparing the simulation results
using the optimization-based algorithm against an implicit partitioned accelerated Aitken’s
approach. The first problem this has been applied to is a case of two dimensional FSI with
nonlinear elasticity [54]. The second results are from a three dimensional pulsatile flow
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through a straight cylinder [19] and they include a record of optimization iterations needed
as the cylinder is refined. Using the number of Gauss–Newton and state solves, a study
is made of the computational workload relative to a forward solve with a known traction
force.
6.2 Nonlinear Elasticity
Remaining consistent with previous notation, let us denote the displacement of the
elastic material as η, and the rest configuration as X. Therefore the physical configuration
is x = X + η.
The St. Venant–Kirchhoff model is an improvement over the linear elasticity model
for modeling blood flow. The artery and vessel walls are soft tissue, which generally undergo
large displacements. Large displacements obviously violate the small displacement assump-
tion made in deriving the linear elasticity model. St. Venant–Kirchhoff is the most basic
nonlinear elastic model, but is often used in numerical simulations using finite elements
because of its ease of implementation relative to other nonlinear elastic models. In posing
the linear elasticity equations, one makes the assumption that ∇ηT∇η ≈ 0 in the strain
tensor, ∇Xη ≈ ∇xη, and that J = det(I +∇xηT ) ≈ 1. The St. Venant–Kirchhoff model
makes none of these assumptions. It is often referred to as the “large displacement-small
strain” model. Only partial existence results exist [23, p. 299] for this model primarily since
nothing prevents det(F) from becoming zero or even negative.
The Jacobian that results from the displacement, generally denoted F, is defined as:
Fi,j =
∂xi
∂Xj
= 1[i = j] +
∂ηi
∂Xj
= Ii,j +∇ηj,i = [I +∇ηT ]i,j
or
F = I +∇ηT .
The deformation tensor locally characterizes the difference between current and reference
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configuration. Strain should not take into account rotations and translations, i.e., rigid-
body motions. George Green defined what has come to be known as the right Cauchy–Green
deformation tensor:
Ci,j =
∑
k
Fk,iFk,j or equivalently, C = F
TF.
This measure of strain is symmetric and positive definite and is invariant to rigid-
body motions. The Green–St. Venant strain tensor is defined as:
E =
1
2
[C− I], where C is the right Cauchy–Green deformation tensor,
and is a measure difference between the deformed material modulo rigid-body motions and
the reference configuration. This strain tensor is also symmetric and positive definite.
The strain-energy density function describes the energy per unit of volume stored
by the elastic structure due to its deformation. For the St. Venant–Kirchhoff equations,
this function is
W (E) =
λ
2
Tr(E)2 + νs Tr(E
2), (6.1)
where Tr(·) is the trace operator, λ is Lame´’s first parameter, and νs is the shear modulus.
Differentiating this strain-energy density function (6.1) with respect to the strain tensor E
gives the second Piola–Kirchhoff stress, also called the material stress:
Σ =
∂W (E)
∂E
= λ Tr(E)I + 2νs E
The second Piola–Kirchhoff stress is related to the Cauchy stress, also called the
true stress, through the stress-strain relation
σ =
1
J
FΣFT . (6.2)
With deformation, strain, and stress tensors defined, we are now prepared to present the
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equations for nonlinear elasticity having derivatives in the deformed configuration and use
appropriate substitutions to return them to the reference domain.
The equations for elasticity are
ρ
d2η
dt2
(X)− J∇x · σ = Jfs in Ωs
or equivalently,
ρ
dη˙
dt
− J∇x · σ = Jfs in Ωs (6.3)
η˙ − dη
dt
= 0 in Ωs (6.4)
The Piola transform [23, pp. 37–39] allows us to pull back the divergence operator
for a tensor or vector as
J∇x · v = ∇X · (JF−1v) and J∇x · σ = ∇X · (JσF−T ).
Using the Piola transform, we can rewrite the elasticity equations (6.3)–(6.4) as
ρ
dη˙
dt
−∇X · (JσF−T ) = Jfs in Ωs
η˙ − dη
dt
= 0 in Ωs.
Next, we apply the relationship between the Cauchy and Piola–Kirchhoff stress tensors (6.2)
to get
ρ
dη˙
dt
−∇X · (FΣ) = Jfs in Ωs (6.5)
η˙ − dη
dt
= 0 in Ωs, (6.6)
and FΣ is the first Piola–Kirchhoff stress tensor.
In order to make connection with the Lagrangian mapping clear, here substitutions
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are made into the stress tensor to the granularity of ∇η.
FΣ = F[λ Tr(E)I + 2νs E]
= F
[
λ Tr
(
1
2
[C− I]
)
I + 2νs
1
2
[C− I]
]
= F
[
λ Tr
(
1
2
[FTF− I]
)
I + 2νs
1
2
[FTF− I]
]
= [I +∇XηT ]
[
λ Tr
(
1
2
[[I +∇XηT ]T [I +∇XηT ]− I]
)
I +
2νs
1
2
[[I +∇XηT ]T [I +∇XηT ]− I]
]
(6.7)
Temporal discretization of the fluid subsystem (2.34)–(2.35) by implicit Euler and of
the variational formulation of the of the strong form of the structure subsystem (6.5)–(6.6)
by a second order midpoint scheme yields: find (un, pn,ηn, η˙n) ∈ H1D(Ωftn) × L2(Ωftn) ×
H1D(Ω
s)× L2(Ωs) such that
ρf
[
(un,v)
Ωftn
− (un−1,V(v))
Ωftn−1
]
+ ∆t ρf
[
((un − zn) · ∇un,v)
Ωftn
− ((∇ · zn)un,v)
Ωftn
]
+ ∆t
[
2νfa(u
n,v)
Ωftn
+ b(v, pn)
Ωftn
]
−∆t (2νfD(un) · nf − pnnf ,v)ΓIt
= ∆t
[
(fnf ,v)Ωftn
+ (unN ,v)ΓfN
]
∀v ∈H1D(Ωftn) , (6.8)
b(un, q)
Ωftn
= 0 ∀q ∈ L2(Ωftn) , (6.9)
and
ρs
(
η˙n − η˙n−1, ξ)
Ωs
+
∆t
2
(
FnΣn + Fn−1Σn−1,∇Xξ
)
− ∆t
2
([
FnΣn + Fn−1Σn−1
] · ns, ξ)ΓIt0
=
∆t
2
[(
fns + f
n−1
s , ξ
)
Ωs
+
(
ηnN + η
n−1
N , ξ
)
ΓsN
]
∀ξ ∈H1D(Ωs) , (6.10)
∆t
2
(
η˙n + η˙n−1,γ
)
Ωs
=
(
ηn − ηn−1,γ)
Ωs
∀γ ∈ L2(Ωs) , (6.11)
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and satisfying the interface continuity equations
un ◦Ψtn = η˙n on ΓIt0 (6.12)
and
[[2νfD(u
n)− pn I] · nf ] ◦Ψtn = −FΣ · ns on ΓIt0 . (6.13)
6.3 Description of the Optimization Problem
Since [[2νfD(u
n)− pn I] · nf ] ◦Ψtn = −FΣ · ns on ΓIt0 , these terms can be substi-
tuted from the variational formulation of the FSI problem in (6.8)–(6.11) with a control
gn defined on the reference domain ΓIt0 , ensuring the continuity of traction force for any
choice of the control.
In order to find a choice of control in L2(Ωft0) that enforces continuity of velocity,
we seek to minimize the penalized functional
Jn(un, η˙n,gn) = 1
2
∫
ΓItn
|un − V(η˙n)|2 dΓ + 
2
∫
ΓItn
|gn|2 dΓ , (6.14)
subject to
ρf
[
(un,v)
Ωftn
−(un−1,V(v))
Ωftn−1
]
+ ∆t ρf
[
((un − zn) · ∇un,v)
Ωftn
− ((∇ · zn)un,v)
Ωftn
]
+ ∆t
[
2νfa(u
n,v)
Ωftn
+ b(v, pn)
Ωftn
]
= ∆t
[
(V(gn),v)ΓItn + (f
n
f ,v)Ωftn
+ (unN ,v)ΓfN
]
∀v ∈H1D(Ωftn) , (6.15)
b(un, q)
Ωftn
= 0 ∀q ∈ L2(Ωftn) , (6.16)
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and
ρs
(
η˙n − η˙n−1, ξ)
Ωs
+
∆t
2
(
FnΣn + Fn−1Σn−1,∇X
)
=
∆t
2
[
− (gn + gn−1, ξ)
ΓIt0
+
(
fns + f
n−1
s , ξ
)
Ωs
+
(
ηnN + η
n−1
N , ξ
)
ΓsN
]
∀ξ ∈H1D(Ωs) , (6.17)
∆t
2
(
η˙n + η˙n−1,γ
)
Ωs
=
(
ηn − ηn−1,γ)
Ωs
∀γ ∈ L2(Ωs) . (6.18)
6.4 Linearization of the First Piola–Kirchhoff Stress Tensor
We now linearize the structure equations with respect to η in order to get each
Newton iteration update to solve the nonlinear PDE. Solving this problem will have the
form K′(η) · (η(k) − η(k−1)) = −K(η(k−1)), where K is the elasticity operator (6.5)–(6.6).
Focus is first placed on linearizing the first Piola–Kirchhoff stress tensor (6.7), denoted S,
since all other terms in the structure equations are linear.
S′(η) · (φ) = ∂(FΣ)
∂η
· (φ)
= [I +∇XηT(k−1)]
[
λ
2
Tr
(
∇Xφ[I +∇XηT(k−1)] + [I +∇XηT(k−1)]T∇XφT
)
I
+νs
[
∇Xφ[I +∇XηT(k−1)] + [I +∇XηT(k−1)]T∇XφT
] ]
+∇XφT
[
λ Tr
(
1
2
[[I +∇XηT(k−1)]T [I +∇XηT(k−1)]− I]
)
I
+ 2νs
1
2
[[I +∇XηT(k−1)]T [I +∇XηT(k−1)]− I]
]
(6.19)
Using this definition for the linearized first Piola–Kirchhoff stress tensor, we can
substitute η(k) − η(k−1) in place of φ to get the stress tensor’s contribution for a Newton
iteration.
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S′(η) · (η(k) − η(k−1))
= [I +∇XηT(k−1)]
[
λ
2
Tr
(
[∇XηT(k) −∇XηT(k−1)]T [I +∇XηT(k−1)]
+[I +∇XηT(k−1)]T [∇XηT(k) −∇XηT(k−1)]
)
I
+νs
[
[∇XηT(k) −∇XηT(k−1)]T [I +∇XηT(k−1)]
+[I +∇XηT(k−1)]T [∇XηT(k) −∇XηT(k−1)]
] ]
+ [∇XηT(k) −∇XηT(k−1)]
[
λ Tr
(
1
2
[[I +∇XηT(k−1)]T [I +∇XηT(k−1)]− I]
)
I
+ 2νs
1
2
[[I +∇XηT(k−1)]T [I +∇XηT(k−1)]− I]
]
Adding the contribution of −(FΣ)(η(k−1)) from the right hand side to the left hand
side gives that (FΣ)′(η) · (η(k) − η(k−1)) = −(FΣ)(η(k−1)) is equivalent to
[I +∇XηT(k−1)]
[
λ
2
Tr
(
[∇XηT(k) −∇XηT(k−1)]T [I +∇XηT(k−1)]
+[I +∇XηT(k−1)]T [∇XηT(k) −∇XηT(k−1)]
)
I
+νs
[
[∇XηT(k) −∇XηT(k−1)]T [I +∇XηT(k−1)]
+[I +∇XηT(k−1)]T [∇XηT(k) −∇XηT(k−1)]
] ]
+ [I +∇XηT(k)]
[
λ Tr
(
1
2
[[I +∇XηT(k−1)]T [I +∇XηT(k−1)]− I]
)
I
+ 2νs
1
2
[[I +∇XηT(k−1)]T [I +∇XηT(k−1)]− I]
]
= 0. (6.20)
Substituting the left hand side of (6.20) into the structure equation (6.17) in place
of FΣ results in the Newton iteration operator for the structure subproblem.
For the linearized problem which is used for a linear least squares solve in the Gauss–
Newton algorithm, the operator for (6.17)–(6.18) is linearized in the form of K′(η) · (φ),
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resulting in solving: find (w, r,η,ϕ) ∈H1D(Ωftn)× L2(Ωftn)×H1D(Ωs)× L2(Ωs) such that
ρf (w,v)
Ωftn
+ ∆t ρf [c(un,w,v)
Ωftn
+ c(w,un,v)
Ωftn
+
1
2
((un · nf )w,v)ΓfN
+
1
2
((w · nf )un,v)ΓfN −
1
2
((∇ · zn)w,v)
Ωftn
− c(zn,w,v)
Ωftn
]
+ ∆t 2νfa(w,v)Ωftn
+ ∆t b(v, r)
Ωftn
= ∆t (h,v)ΓItn
∀v ∈H1D(Ωftn), (6.21)
b(w, q)
Ωftn
= 0 q ∈ L2(Ωftn), (6.22)
ρs(ϕ, ξ)Ωs + ∆t(S
′(η) · (θ),∇xξ)Ωs = −
∆t
2
(h, ξ)ΓIt0
∀ξ ∈H1D(Ωs), (6.23)
∆t
2
(ϕ,γ)Ωs − (θ,γ)Ωs = 0 ∀γ ∈ L2(Ωs). (6.24)
where h is a function determined by the optimization routine selected, and S′(η) · (θ) is
defined in (6.19).
6.5 Numerical Results
6.5.1 Haemodynamic Experiment
The first numerical experiment we study plots the vertical displacement of the struc-
ture at three locations on the interface. We revisit the problem that was described in Section
4.10, but this time using the St. Venant–Kirchhoff equations as the constitutive equation
for the elastic structure. A comparison is made between a sequentially staggered Dirichlet–
Neumann approach augmented by Aitken’s relaxation and our optimization-based approach.
For more details on sequentially staggered approaches, see [30]. The plots in Figure 6.2
demonstrate the contrast between using linear and the St. Venant–Kirchhoff constitutive
equation for the elastic structure, in order to emphasize the significant difference in response
between a linear and nonlinear elastic as well as the agreement between the optimization
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approach and the relaxed sequentially staggered method.
uN = 0
uD = 0
Ωs = [0, 6]× [1, 1.1] ηD = 0ηD = 0
ηN = 0
uN = b(t)
ΓI0
Ωf0 = [0, 6]× [0, 1]
Figure 6.1: Domain and boundary conditions for numerical experiment
A force b(t) is applied to the left fluid boundary (Fig. 6.1) at t s where
b(t) =
(−10
3(1− cos 2pit.025), 0) dyne/cm2, t ≤ 0.025
(0, 0), 0.025 < t < T.
The function b(t) defines the stress on the inlet denoted by uN in (2.4). The volume force
for the fluid and structure are f(t) = (0, 0) dyne/cm2. The other boundary conditions
on the domain configuration are homogeneous Dirichlet or Neumann (Fig. 6.1), and the
simulation begins at rest.
The reference domain for the fluid subsystem has height 1 cm and length 6 cm. The
density of the fluid, ρf , is 1 g/cm
3 and the viscosity of the fluid, νf , is 0.035 g/cm·s. The
structure domain has height 0.1 cm and length 6 cm. The density of the structure, ρs, is
1.1 g/cm3. The Young’s Modulus of the structure, E, is 3× 106 dyne/cm2 and its Poisson
ratio, ν, is 0.3. Spatial discretization in the x direction is hx = 0.2 cm and in the y direction
is hy = 0.1 cm for both fluid and structure domains on a uniform quadrilateral mesh. The
simulation was performed with ∆t = 10−4 s from T = 0 s to T = 0.1 s. Computations were
performed in deal.II [7,8] using the tensor product (Q2,Q1) finite element pair for the fluid,
and tensor product Q2 elements for the structure. The stopping criteria used for Aitken’s
relaxation was
(∫
ΓIt0
(ηn(k) − ηn(k−1))2 dΓ
) 1
2
< 10−14, while δ = 10−24 and tol = 10−18 for
the Gauss-Newton Algorithm 3.3 adapted to the state and linearized equations (6.15)–(6.18)
and (6.21)–(6.24).
In Figure 6.1, close agreement can be observed between solutions computed using the
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Figure 6.2: Vertical displacement at three points on the interface using (1) optimization
and (2) Aitken’s relaxation with the St. Venant–Kirchhoff constitutive equation and (3)
optimization and (4) Aitken’s relaxation with the linear elastic constitutive equation.
optimization-based approach presented in this thesis and the Aitken relaxed sequentially
staggered Dirichlet–Neumann coupling approach. The difference in the response of the
vertical displacement of the structure to the linear or nonlinear elastic physics is pronounced.
6.5.2 3D Pulsatile Flow Through a Cylinder
Figure 6.3: Computational domain for 3D pulsatile flow through a cylinder.
In three dimensions, a pressure driven flow through a cylinder is commonly simulated
numerically [19, 29, 34, 49]. In this setting, a fluid modeled by the Navier–Stokes equations
is in contact with an elastic solid modeled by the St. Venant–Kirchhoff equations. The fluid
has parameters µ = 0.035 poise, ρf = 1 g/cm
3, in an initially straight vessel of radius 0.5
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cm and length 5 cm. The structure has parameters ρs = 1.2 g/cm
3, E = 3.0e+6 dynes/cm2,
and ν = 0.3, with a surrounding structure thickness of 0.1 cm. There is an overpressure on
the inlet boundary of 1.3332e+4 dynes/cm2 for 0.005 s. The inlet and outlet boundaries
are clamped, i.e., no displacement. The simulation step size is ∆t = 10−4 s. All parameters
exactly match those used in [19].
In Figure 6.4, snapshots are taken of the fluid pressure on the moving fluid domain
with the domain deformation scaled by a factor of 10. The enveloping elastic structure is
clipped and the deformation is scaled by the same factor. Snapshots are included for four
time steps using the tensor product, LBB deficient (Q1,QDC0 ) finite element pair for the
fluid velocity and pressure, and using tensor product Q1 elements for the ALE mesh and
structure velocity and displacement.
A quantity of interest when applying optimization to a problem is how the num-
ber of optimization iterations needed for convergence respond to increasingly refining the
computational domain. For this sequence of computations performed on increasingly re-
fined meshes, the tensor product Q1 elements are used for the fluid velocity, fluid pressure,
mesh update, structure displacement, and structure velocity in the deal.II finite element
library. This fluid velocity and pressure pair do not satisfy the Ladyzhenskaya–Babuska–
Brezzi (LBB) condition, and so they are stabilized by a stabilization method for low-order
mixed finite elements [13].
Work Factor =
Fluid Solves (Total) + 2 Gauss–Newton Iterations
Fluid Solves (Stress Determined)
(6.25)
In the case of CPU wall times, it is possible that certain accelerations may be added
to a code and omitted from another, intentionally or unintentionally, so that when compared
one will outperform the other. In order to prepare as fair of an estimate as possible for the
computational complexity of our optimization-based algorithm, a metric is proposed which
will compare the computational effort as a multiplier of the effort to perform a forward
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(a) t=0.0025 s (b) t=0.0050 s
(c) t=0.0075 s (d) t=0.0100 s
Figure 6.4: Snapshots of fluid pressure and scaled solid deformation (by a factor of 10)
using (Q1,QDC0 ) elements for the fluid pressure and velocity, Q1 elements for structure and
mesh updates.
solve, had the correct boundary conditions on the interface been known a priori. In Table
6.1, the average number of Gauss–Newton iterations per time step are listed along with the
average number of GMRES solves needed per Gauss–Newton iteration. The work factor is
determined using definition (6.25). The rationale for this metric is based on the fact that
in every Gauss–Newton iteration, a sequence of GMRES iterations must be performed, but
it is only the first iteration that requires matrix assembly and factorization. After this first
iteration, the factorization can be cheaply reused and so the primary effort lies in the initial
factorization which is approximately the same as one nonlinear state solve iteration. For
this reason, the computational effort for the GMRES solves are represented in the Work
Factor formula by two times the number of Gauss–Newton iterations.
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Table 6.1: Iteration counts for Gauss–Newton, GMRES, and fluid state solves.
Refinement h DOFs Gauss–Newton /
Time Step
GMRES /
Gauss–Newton
Fluid Solves
(Total)
Fluid Solves
(Stress Determined)
Work Factor
1 5/12 3975 3.807 11.54 14302 2570 8.53
2 5/24 17983 4.472 15.39 16608 2473 10.33
3 5/48 128790 5.185 24.84 20006 2791 10.88
While Table 6.1 is a limited amount of information to draw conclusions from, re-
quired solution times made additional refinements prohibitive. It can be observed through
the Work Factor that the amount of computational work required relative to performing
the forward solve, assuming a known traction, can be observed to grow very slowly with
the refinement of the mesh or degrees of freedom. The number of Gauss–Newton iterations
per time step appear to grow slightly with refinement of the mesh, but this is not expected
to grow asymptotically. The total fluid solves appear to grow slightly as well, but this also
should not be expected to grow asymptotically. Since the GMRES algorithm has a restart
of 50 and is performed in double precision, it can not be guaranteed that the algorithm will
converge. Despite this, the number of GMRES iterations per Gauss–Newton iteration are
small. There is a dependence on the number of degrees of freedom, but this is mitigated
by only needing to reassemble and factor the matrix once, namely on the first GMRES
iteration.
6.6 Conclusion
An FSI problem modeling a nonlinear fluid in contact with a nonlinear elastic struc-
ture was described. The problem was recast as a PDE constrained optimization seeking an
optimal control which enforces the continuity of traction and seeks to minimize violations
of continuity of velocity on the interface.
The first Piola–Kirchhoff stress tensor was linearized and substituted back into the
variational form. Using the state and linearized problems, Gauss–Newton in tandem with
the GMRES algorithm were applied to problems having parameters consistent with blood
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flow in a human body. Comparing vertical displacements at three points on the interface
in the 2D problem by Murea and Sy [54], the difference in response between linear and
nonlinear elastic structures is demonstrated. A 3D simulation is performed using the St.
Venant–Kirchhoff elasticity combined with a fluid modeled by the Navier–Stokes equations.
The computational work needed for solution of the FSI problem is calculated for a sequence
of increasingly refined meshes, demonstrating that the overall computational complexity of
the algorithm does not grow quickly with the increased number of degrees of freedom.
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Chapter 7
Conclusions
A new framework has been presented for solving fluid-structure interaction prob-
lems. The method is an implicit partitioned scheme which can be constructed from existing
solvers. Through the use of a common control between the fluid and structure subproblems,
the need to iterate sequentially between subsystems is eliminated and with it the instability
that accompanies many partitioned methods. The choice of control used in Chapter 4 has
overcome a difficulty in analytically showing stability that would otherwise even be present
in the Navier–Stokes variational formulation alone.
With the existence of optimal solutions and Lagrange multipliers proven to exist,
there are now opportunities to apply many optimization algorithms to this class of problems
with a strong theoretical basis. Additionally, since the method for implementing Gauss–
Newton iterations has been provided, there are many algorithms that may be applied to
the inner optimization loop.
We treated the deformation gradient, determinant of the deformation gradient, and
velocity of the moving mesh as known when deriving the linearized and adjoint forms of the
state equations. Had we not treated them as known, then it would provide a more robust
approach to solving more sensitive problems. However, this would then entail an adjoint
problem with coupling between the fluid and structure adjoint variables. In the approach
detailed in this thesis, there is no coupling present between adjoint variables.
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The fluids of interest in FSI problems may include blood, air in the bronchial pas-
sages, molten chocolate, paint, latex, or some industrial polymer. This adds the difficulty
of simulating a fluid which is non-Newtonian in nature since the fluid’s shear stress is not
proportional to the rate of shear.
The largest motivation for this research has been the application to FSI blood flow
simulation, and it is common to model the flow of blood through arteries by treating the
fluid as Newtonian. However, it is known that blood is a non-Newtonian fluid, and therefore
a more accurate and realistic model should take that into account [35, 47]. Extending this
current work into the realm of non-Newtonian fluid-structure interaction would enrich this
field, where relatively few analytical and numerical studies have been made.
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