Abstract. The purpose of this paper is to show that over an infinite field of odd characteristic, invariants of G 2 and Spin (7), both acting on several copies of octonions, are generated by the same invariants of degree at most 4 as in the case of a field of characteristic zero.
Introduction
Invariants of G 2 and Spin (7), both acting on several copies of octonions, have been decribed in [24] over a ground field of characteristic zero. The same result was obtained by a different method in [18] .
In the current manuscript, we extend this result to an arbitrary infinite field of odd characteristic. More precisely, we prove that the corresponding algebras of invariants are generated by the same invariants of degree at most 4 as in the case of a field of characteristic zero (see Theorem 7.10, Corollary 7.11 and Remark 7.12 below).
The article is organized as follows. In the first section, an octonion algebra O is introduced in the form of a Zorn vector-matrix algebra. In the second section, we recall necessary results about modules with good filtrations and saturated subgroups of reductive groups.
The simple exceptional group G = G 2 is isomorphic to the full group of automorphisms of the algebra O. The group G acts naturally on a subspace O 0 of traceless octonions. We prove that all exterior powers Λ i (O 0 ) are tilting modules, i.e. they have both good and Weyl filtrations provided the characteristic of the ground field F is either zero or odd. Using this result and some specific filtrations of homogeneous components of F [O n 0 ] by GL(n) × G-submodules, one can prove that the Hilbert-Poincare series of the invariant subalgebra
G does not depend on the characteristic of F . The problem of a description of generators of R(n) is equivalent to the problem of a description of generators of the larger algebraR(n) = F [O n ] G . In fact,R(n) ≃ R(n) ⊗ F [t(z 1 ), . . . , t(z n )], where z 1 , . . . , z n are generic octonions.
In the fourth section, we describe systems of (homogeneous) parameters of the algebra R(n), extending Theorem 7.13 of [24] to any (perfect) field of odd characteristic. We also prove that the field of rational invariants of the group G is isomorphic to a field of rational functions in 7n − 14 variables (see Corollary 4.8) .
In the fifth section, we use properties of Moufang loops O 1 and M = O 1 /{±1 O } to describe affine quotients SO(7)/G and Spin(7)/G. This allows us to deduce that G is saturated in both SO (7) and Spin (7) . Moreover, arguing in a similar way, one can prove that SO(7) is saturated in both SO (8) and P SO (8) , and Spin (7) is saturated in SO (8) .
In the sixth section, we show that the algebraR(n) = F [O n ] G is an epimorphic image of F [O n+1 ] Spin (7) . Therefore, it is sufficient to find generators of the algebra of spinor invariants. In solving of this problem, the key role is played by Proposition 6.2 which is interesting on its own. Indeed, this proposition gives a sufficient condition when a decription of vector invariants of arbitrary reductive group can be reduced to a description of its multilinear invariants. It is likely that this proposition will be useful later, say in a description of generators of vector invariants of other exceptional simple groups.
The next step is to describe generators of
Spin (7) . Since Spin(7) contains the matrix −E = −id O , the space (O ⊗t ) Spin (7) is non-trivial if and only if t is an even integer. Thus Spin(7) acts on (O ⊗t ) Spin(7) via the epimorphism Spin(7) → Spin(7)/{±E} ≃ SO (7) ρ , where the groups Spin(7)/{±E} and SO (7) are considered as subgroups of P SO (8) and ρ is one of triality automorphisms of P SO (8) . Over a field of characteristic zero, it is well-known that O ⊗2 is isomorphic to ⊕ 0≤i≤3 Λ i (O 0 ), where both are regarded as SO (7)-modules (cf. [4] ). We extend this result to an algebraically closed field of odd characteristic. An analogous statement can be proved for a tensor square of a spinor representation of any dimension and we intend to prove this more general result in a forthcoming article.
Further, the SO(7)-module O ⊗t is isomorphic to the direct summand
of an algebraic SO(7)-algebra Λ(O O(7) were described in [3] . Using an analogous approach, we describe the subalgebra Λ(O ⊕k 0 ) SO (7) . Unfortunately, it is not easy to describe generators of the vector space (O ⊗t ) Spin (7) using the generators of the vector space W t . We do not see how the above-mentioned isomorphism between (O ⊗t ) Spin (7) and W t can be used to prove that spinor invariants are generated by invariants of degrees 2 and 4.
In the seventh section, instead of a direct computation, we offer an elegant procedure that allows us to prove that the image of any invariant w from W t , regarded as a multilinear polynomial, can be obtained from the image of an invariant w ′ from W t+2 , whenever some parameter of w, called the decomposition index, is not minimal. More precisely, the image of w is obtained by an operation, called convolution, between the image of w ′ and some polynomial of degree 6. Since the decomposition index of w ′ is less than the decomposition index of w, one can use an induction on the decomposition index to conclude that the spinor invariants are generated by the invariants of degrees 2 and 4 (see Proposition 7.1 and Lemma 7.7).
Finally, there are only finitely many elements w of minimal index. We prove that the images of all such elements can be obtained from the image of only one among them using a convolution with an element of degree 6.
Octonions and generic octonions
The content of this section can be found in [27] , chapter 2.
Let F be an infinite field of arbitrary characteristic. The Cayley algebra O(F ) is a Zorn vector-matrix algebra consisting of all matrices a = α u v β , where α, β ∈ F and u, v ∈ F 3 , with the multiplication given by the rule The algebra O is a simple alternative algebra with the multiplicative quadratic form (or norm)
Also, O admits an algebra involution a → a = β −u −v α such that n(a) = aa. Denote a + a by t(a) and call it the trace of a. Notice that t(a) ∈ F 1 O ≃ F and a satisfies the quadratic equation a 2 − t(a)a + n(a) = 0. Denote by q( , ) the bilinear form on O associated with the norm n. By definition, q(a, b) = ab + ba for a, b ∈ O. In the matrix form, we have
Denote c 1 = (1, 0, 0), c 2 = (0, 1, 0), c 3 = (0, 0, 1) and
The idempotents 1 0 0 0 and 0 0 0 1 are denoted by e 1 and e 2 , respectively, and the unit e 1 + e 2 of O is denoted by 1 O . To simplify our notations, we identify the matrices 0 u 0 0 , 0 0 v 0 with the vectors u, v ∈ F 3 . In particular, an octonion a can be written as αe 1 + βe 2 + u + v. The following relations are now obvious:
where i = j, i = k, j = k, and ǫ ij is the parity of the substitution 1 2 3 k i j .
We also have uv = (u · v)e 1 and vu = (v · u)e 2 . The basis consisting of elements e 1 , e 2 , u i , v i for 1 ≤ i ≤ 3 is called the standard basis of O. Denote by O 0 the subspace {a ∈ O|t(a) = 0} of all traceless octonions.
Let V be a vector space. Fix a basis
The vector z i = 1≤j≤s z ij v j is called the i-th generic vector related to the space V n . If G is an algebraic group and V is a (rational) G-module, then G acts on V n diagonally. This induces a G-action on
and w ∈ V n . If the coordinate functions are assumed to be of degree 1, then the algebra F [V n ] is N n -graded and N-graded as well, say
where
If V is a non-degenerate quadratic space with the associated bilinear form q, then there is a natural isomorphism
The i-th generic vector, related to the space O n , is denoted by z i and it is called the i-th generic octonion. Correspondingly, the i-th generic vector, related to the space O n 0 , is denoted by x i and it is called the i-th traceless generic octonion. Example 1.1. Let (V, q) = (O, q) and denote by e 1 , . . . , e 8 the above basic elements such that e i+2 = u i and e i+5 = v i for 1 ≤ i ≤ 3. For 1 ≤ i ≤ n and 1 ≤ j ≤ 8 denote by e ij the element (0, . . . , e j i−th place , . . . , 0) ∈ O n . Then the isomorphism
Analogously to e ij of Example 1.1, one can define the basic vectors
Modules with good and Weyl filtrations
For the content of this section we refer to [9] and [19] , part II. In this section, the base field F is assumed to be algebraically closed.
Let G be an algebraic group. Choose a Borel subgroup B + and a maximal torus T ≤ B + . Let Φ be a set of roots of G such that the elements of Φ + are weights of Lie(B + ). Denote by B − the Borel subgroup of G opposite to B + . The unipotent radicals of B + and B − are denoted by U + and U − respectively.
For λ ∈ X(T ) define the induced G-module
where F λ is a one-dimensional B − -module of weight λ. The group G acts on H 0 (λ) as (gf )(x) = f (xg) for x, g ∈ G and f ∈ F [G] .
In what follows, we assume that G is reductive (for the general setting see [9] ). Recall that H 0 (λ) = 0 if and only if λ belongs to the set of dominant weights X(T ) + . The set X(T ) + is partially ordered in such a way that λ ≤ µ if and only if µ − λ is a sum of positive roots.
The socle of H 0 (λ) is a simple G-module L(λ) and all other simple sections of H 0 (λ) are isomorphic to L(µ), where µ < λ. Moreover, any G-module which satisfies these two conditions is a submodule of H 0 (λ). In other words, every H 0 (λ) is a costandard object in the highest weight category of rational G-modules (cf. [6, 13] ).
Let w 0 denote the longest element of Weyl group
, is called a Weyl module. Dually, V (λ) has the simple top L(λ) and all sections of its radical are isomorphic to L(µ), where µ < λ. As above, any G-module which satisfies these two conditions is an epimorphic image of V (λ). Thus V (λ) is a standard object in the highest weight category of rational G-modules.
We say that a G-module W has a good filtration if there is a filtration with at most countably number of members
If W is finitedimensional and W has both a good filtration and a Weyl filtration, then W is called a tilting G-module.
The property that a module has a good or Weyl filtration does not depend on the choice of subgroups B + and B − (see [9] , pp. 10, 31). The next proposition summarizes important properties of modules with good (or Weyl) filtrations. Proposition 2.1. The following properties hold:
(1) Let V be a G-module and W be its submodule. If both V and W are Gmodules with good filtration, then V /W has also a good filtration. Additionally, every direct summand of V is a G-module with good filtration. (2) A finite-dimensional G-module V has a good filtration if and only if V * has a Weyl filtration. In particular, V is tilting if and only if V and V * are G-modules with good filtration if and only if V and V * are G-modules with Weyl filtration. (3) If a G-module V has a good filtration, then the multiplicity of H 0 (λ) in any such filtration is equal to c λ (V ) = dim Hom G (V (λ), V ). Dualizing, if V has a Weyl filtration, then the multiplicity of V (λ) in any such filtration is equal to
+ the formal characters χ(H 0 (λ)) and χ(V (λ)) are equal to each other and do not depend on charF . Moreover, the formal characters of costandard/standard modules are linearly independent. In particular, if V has a good or Weyl filtration, then
where the coefficients c λ (V ) (and d λ (V ), respectively) are uniquely defined by χ(V ). (5) If V and W are G-modules with good (or Weyl) filtration, then V ⊗ W has a good (or Weyl) filtration with respect to the diagonal action of G.
In what follows a tensor, symmetric or exterior power of a G-module V is a G-module considered with respect to the diagonal action.
A reductive subgroup H of G is said to be good or saturated if and only if every G-module V with good filtration is also an H-module with good filtration. The following proposition is proved in [10] , section 1.4.
Proposition 2.2. A subgroup H of G is good if and only if Ind
Example 2.3. (see [26] ) Let F be an algebraically closed field of characteristic different from 2, V be a non-degenerate quadratic F -space, and SO(V ) = SO(n) be the corresponding special orthogonal group. Every exterior power Λ i (V ) is a direct sum of at most two indecomposable tilting submodules. In fact,
Remark 2.4. (see also [9] , 1.1.14) If H is saturated in G and σ ∈ Aut(G), then H σ is also saturated in G. Also, G/H σ ≃ G/H and G acts on the last variety as g · (xH) = g σ −1 xH for g, x ∈ G. In the notation of [9], 1.1.14,
Remark 2.5. (see also [19] , part II, 2.14) Let V be a G-module. If Ext
In fact, by [19] , part II, Proposition 4.18, the injective hull I(λ) of L(λ) has a good filtration whose first factor is H 0 (λ) and all other factors are H 0 (µ) with µ > λ. A fragment of long exact sequence
shows that there is a finite-dimensional submodule W ⊆ V and µ > λ such that Hom G (W, H 0 (µ)) = 0. In particular, if V has a good fltration, then there is a filtration {V i } i≥0 with factors V i /V i−1 ≃ H 0 (λ i ) such that i ≤ j implies either λ i ≤ λ j or λ i and λ j are incomporable. An analogous statement is valid for modules with Weyl filtration. Remark 2.6. Let 0 → V → W → U → 0 be an exact sequence of G-modules. Assume that either V is tilting and U has a Weyl filtration, or V has a good filtration and U is tilting. Then by [19] , Proposition II.4.13, this sequence splits.
In this section we again assume that F is algebraically closed. The full group of automorphisms Aut(O) is known to be isomorphic to the Chevalley group G = G 2 (F ), (cf. [5] ). The group G contains a closed subgroup isomorphic to SL 3 (F ). In fact, every g ∈ SL 3 (F ) acts as an automorphism on O by the rule e i → e i for i = 1, 2 and u → ug, v → v(g −1 ) t . Choose a maximal torus T of G to coincide with the standard maximal torus of the subgroup SL 3 (F ).
For every u, v ∈ O we define two automorphisms δ(u) and δ(v) acting as
and
respectively. Let
be a root system of type G 2 . The corresponding root subgroups are
where t ∈ F , E is the identity matrix of size 3 × 3 and E ij are matrix units of size 3 × 3, i.e. u k E ij = δ ki u j for 1 ≤ i = j, k ≤ 3. The above root subgroups generate G.
Define the short and long fundamental roots to be α = ω 2 and β = ω 1 − ω 2 . Then the system of positive roots Φ + is
The fundamental dominant weights are
and every dominant weight λ equals c 1 λ 1 + c 2 λ 2 for c 1 , c 2 ≥ 0 (cf. [17] , Appendix). It can be easily verified that for two dominant weights λ = c 1 λ 1 + c 2 λ 2 and µ = c
It is easy to see that G commutes with the involution. In particular, t(ga) = t(a), n(ga) = n(a) and q(ga, gb) = q(a, b) for a, b ∈ O and g ∈ G. There is an orthogonal decomposition O = F · 1 O ⊥ O 0 with respect to the form q. It is clear that GO 0 = O 0 , that is O 0 is a faithful representation of G.
Lemma 3.1. If the norm of a (non-zero) traceless octonion x equals zero, then there is an element g ∈ G such that gx = u 1 . 2 , where β = 0. The elements u 1 and −v 1 are conjugated by the automorphism h ∈ G such that h 2 = id A , he 1 = e 2 , he 1 = e 2 and
) is a tilting G-module for every non-negative integer k.
The only dominant weights of O 0 are 0 and λ 2 . Since X ω1 (1)e = e (the last inequality holds if and only if charF = 2), we obtain that L(λ 2 ) ⊆ O 0 and v 3 is a maximal vector of L(λ 2 ). Lemma 3.1 implies that L(λ 2 ) contains all u i and v i . Combining with
The second statement holds by G ≤ SO(q| O0 ) = SO(7). Observe that for any non-negative integer k the G-module O ⊗k 0 is tilting. Using isomorphisms from Example 2.3 it remains to prove that Λ 2 (O 0 ) and
0 , hence tilting. From now on we assume that charF = 3.
Again, Proposition 2.1 (4) combined with Proposition 3.22 from [24] implies that S 2 (O 0 ) has a good filtration with factors H 0 (0) and
In fact, by the same Proposition 3.22 from [24] 
and L(2λ 2 ) only, hence it has a good filtration.
The module S 2 (O 0 ) has a Weyl filtration with factors V (2λ 2 ) and
The vector v 2 3 is maximal in H 0 (2λ 2 ), hence it generates the socle L(2λ 2 ). Using the automorphism h from Lemma 3.1 and all automorphisms from SL 3 (F ), one can show that L(2λ 2 ) contains all u i u j and v i v j . Further, applying the automorphisms X ±ωi we obtain that all
For every i we have
, one derives that W = 0. This contradiction concludes the proof. 
Proposition 3.4. The G-module Λ 2 (O 0 ) has the following properties.
(
Proof. Arguing as in Proposition 3.2 we obtain that Λ 2 (O 0 ) has a good filtration with factors H 0 (λ 2 ) and Λ
There is a unique (up to a non-zero scalar from
Furthemore, it can be easily checked that the elements
Finally, U − y H 0 (λ 2 ) = 0 if and only if charF = 3. In fact, the element X −ω1 (1)y has a summand u 1 ∧ u 2 + e ∧ v 3 of weight λ 2 that belongs to H 0 (λ 2 ) if and only if charF = 3.
Proof. Since V (2λ 2 ) is generated by v 3 , the same arguments as in Proposition
, where E is a n-dimensional vector space and G acts on the right tensor multiplier O * 0 . The isomorphism is given by e i ⊗ a j → x ij , where the vectors e 1 , . . . , e n form a basis of E and the vectors a 1 , . . . , a 7 form a basis of
is a Borel subgroup of GL(V ) consisting of all lower triangular matrices and λ ′ conjugated to λ. Every L λ (V ) has a finite resolution (as a GL(V )-module) with members direct sums of tensor products of various exterior powers Λ s (V ) (see [2] , or [11] for a more general setting). Proposition 3.2 and Proposition 2.1 (1) imply that every
Remark 3.7. One can prove even more subtle statement that the dimension of each component R(n) k1,...,kn does not depend on charF = 2. In fact, the G-module
) has a good filtration and its formal character does not depend on charF = 2.
Parameters
At the beginning of this section assume that F is a perfect field of arbitrary characteristic.
Let H be a reductive group and V be a finite-dimensional H-module. The nullcone N H V is the zero set of all homogeneous polynomials from
H that have positive degree. It can be also defined as a closed subvariety consisting of all unstable points. Recall that a point v ∈ V is called unstable if and only if Hv contains the zero point 0. By Hilbert-Mumford criterion (cf. [20] , Corollary 4.3) a non-zero point v ∈ V is unstable if and only if there is an one-parameter subgroup λ : A one-parameter subgroup λ : G m → G is uniquely defined by its action on the vectors u i for 1 ≤ i ≤ 3. More precisely, λ(t)e = e, λ(t)u i = t λi u i and
One can identify the set of one-parameter subgroups Y(G) with a hyperplane in Z 3 via λ → (λ 1 , λ 2 , λ 3 ). Let V n be the zero set of the polynomials t(x i x j ) and t((
Proposition 4.1. If n ≥ 3, then the set V n coincides with the nullcone N
Thus, for arbitrary i ≥ 2 and j ≥ 2, the subspace generated by u 1 ,
. Without a loss of generality one can assume that i = 2. There is an element g ∈ SL 3 (F ) such that u 1 g = u 1 and u (2) g = u 2 . From now on we assume u (2) = u 2 . We have lim
for j ≥ 2, and β 2 = 1. Since b = (b 2 , . . . , b n ) belongs to V n−1 , either one concludes the proof by induction on n or one has n = 3. Now assume that n = 3. Since n(b 2 ) = 0, we obtain
From now on, till the end of this section, we assume that charF = 2. Recall that G ≤ SO(q| O0 ) = SO(7). Here q(a, b) = −t(ab) for every a, b ∈ O 0 . As it has been proved in [8] , the algebra
O (7) is generated by the polynomials t(
Each y i has the form y i1 e+ 1≤j≤3 y i,j+1
By the standard properties of categorical quotients (see [21] for all necessary details),
, then the elements w 1 , w 2 , w 3 are linearly independent and generate a subspace V ⊆ W on which q is non-degenerate. Thus W = V ⊥ F w and the stabilizer of w consists of at most two elements, where one of them might take w to −w. Therefore, all orbits in W have dimension 6 and our statement follows as in Proposition 4.2.
can be chosen so that each element t ∈ T acts on O 0 by te = e, tu i = t i u i and tv i = t
Every Z λ is a subspace of V n , where V is a maximal totally isotropic subspace in O 0 . Moreover, if all coordinates of λ are non-zero, then Z λ = V n . Since all such subspaces V are conjugated by isometries from H, it follows that N
Denote Z 1,1,1 by Z and 1≤i≤3 F u i by V . The subgroup SO(7) = H • has index two in H. Thus HZ has at most two irreducible components of the same dimension. In particular, dim N
• , p ∈ P and z ∈ Z. Since the stabilizer of any point from
By theorem 5.2 from [17] , it remains to find an open subset U ⊆ H • × Z such that for every u ∈ U the differential d u α has rank at least 3n + 6. Set U = H
• × W , where W = {a ∈ Z|a 1 ∧ a 2 ∧ a 3 = 0}. Since U is H
• -subvariety, all we need is to compute the rank of d (1,a) α, where a ∈ W . We have d (1,a) 
i.e. the rank of d (1,a) α equals 3n + 6. The proposition is proved.
Theorem 4.5. If n ≥ 3, then R(n) has a system of parameters consisting of 4n − 6 homogeneous invariants of degree 2 and 3n − 8 homogeneous invariants of degree 3.
Proof. The arguments from [24] , Lemma 7.11 does not depend on charF . Therefore, one can choose k = 4n − 6 linear combinations h 1 , . . . , h k of the elements t(x i x j ) such that their images in F [W n ] O(4) form a system of parameters and the zero set of h 1 , . . . , h k has a codimension k in O n 0 . Thus h 1 , . . . , h k is a part of a system of parameters in R(n). Further, the relation Rel 8 from [24] can be reduced modulo p = 2. Again, arguing as in [24] , Theorem 7.13, we obtain that the partial system of parameters h 1 , . . . , h k can be extended to a complete one by 3n
Proof. By Theorem 4.5, these elements are parameters. Proposition 3.2 combined with [24] , Remark 7.14, imply our statement.
Theorem 4.7. The field of rational G-invariants is generated by the elements
Proof. Since G is connected, it is enough to show that any homogeneous polynomial G-invariant f can be represented as a rational function in these traces. Denote by ∆ the determinant of Gram matrix (t(y i y j )) 1≤i,j≤7 , where y i are the elements from Proposition 4.2. Consider the generic (traceless) elements z ij for 1 ≤ i ≤ n and 1 ≤ j ≤ 7. The polynomial f ( 1≤j≤7 z 1j , . . . , 1≤j≤7 z nj ) and all its homogeneous components f α are obviously G-invariant, where α = (α ij ) 1≤i≤n,1≤j≤7 and f α has degree α ij in each z ij .
By linear algebra arguments, there are c ij ∈ R(3)
The observation that every f ′ α is obtained from f α by specializing z ij → y j concludes the proof. 5. Quotients SO(7)/G and Spin(7)/G Throughout this section, F is an algebraically closed field and charF = 2. Denote {a ∈ O|n(a) = 1} by O 1 and O 1 /{±1 O } by M . Then O 1 and M are (non-associative) Moufang loops [14, 22] . According to Theorem 4.6 of [22] , the group SO(8) = SO(q) is generated by the operators R x : z → zx and L x : z → xz, where x ∈ O 1 and z ∈ O. In other words, the group SO(8) can be identified with the multiplication group M ult(O 1 ) of O 1 , generated by all left and right translations. Contrary to the standard definitions in the theory of Moufang loops and groups with triality we assume that all actions are left actions.
Furthermore, the factor-group P SO(8) = SO(8)/{±E} is identified with M ult(M ). According to [15] , since the nucleus N (M ) is trivial, the group P SO(8) is a group with triality in the sense of Definition 5.1 of [22] (see also [14] ). More precisely, denote
x for x ∈ M . The triality automorphisms σ and ρ are defined on the generators R x and L x by
The automorphisms σ and ρ satisfy the relations
and therefore generate a dihedral group D of order 6.
Since we have replaced actions on the right by actions on the left, the defining relations of P SO(8) are expressed as follows (compare with [14] , p.383):
and all the remaining relations are obtained by ρ-shift.
By the remark in the proof of Theorem 7.4 of [22] , the triality automorphisms are exactly the graph automorphisms of P SO (8) . Define the inner mapping group
, and since the central symmetry z → −z does not belong to SO(7), SO(7) is embedded into P SO(8) and identified with Inn(M ). Thus SO(7) = {g ∈ P SO(8)|g σ = g} and G = {g ∈ SO(7)|g ρ = g} (cf. [22] , p.26). For g, h ∈ P SO(8) we denote hgh −1 by g h .
Proposition 5.1. The map f : h → h ρ 2 h −ρ is a surjection from SO(7) onto V = {P x |x ∈ M }, and its fibers are exactly left cosets of G in SO(7).
Proof. As in Theorem 2 of [14] , we work in the semidirect product D ⋉ G. The relations
for every h ∈ SO(7), we infer that f maps SO(7) to V . The statement about fibers is now obvious. For every h, g ∈ SO(7) we have f (gh) = g
Analogous relations hold for all operators P x , T x , L x,y and R x,y .
The equation g
and the above relations applied to the generators T x , R x,y and L x,y imply
where f (h) = P z and z ∈ M .
Since f (T x −1 ) = P x 3 , the statement will follow if for every z ∈ M one finds an octonion x ∈ O 1 such that Assume that either charF = 3 or t(z) = ±1. Then there is a root of this equation, say t 1 , that is not equal to ±1. Set
As it has been shown above, there is
x,y T x ′ ), which concludes the proof of this proposition. Lemma 5.2. The subset V is a closed irreducible subvariety of P SO (8) . In particular, f is a surjective morphism of affine varieties.
Proof. Let W denote the subset {R z |z ∈ O 1 } ⊆ SO (8) . It is clear that W is a closed (affine) subvariety of SO (8) . In fact, if g ∈ SO(8) has a matrix (g ij ) 1≤i,j≤8 with respect to the basis e 1 , e 2 , u i , v i for 1 ≤ i ≤ 3, then g = R z if and only if
{±E} is a closed irreducible subvariety of P SO(8). The claim follows from
Lemma 5.3. The induced morphism W → V is separable. 
Proof. It is enough to show that
and its coefficients belong to Q(V ′ ).
Denote by K the subgroup of SO(8) generated by the operators T (7) ρ and its kernel is equal to {±E} = {E, −E = T ′ −1O }. Since F is algebraically closed, K ≃ Spin(7). Also, for every g, h ∈ SO(7) we have f (gh) = P g ρ z , where
The differential dρ is an automorphism of Lie algebra L = Lie(P SO(8)) = Lie(SO(8)). Thus Lie(K) = dρ(Lie(SO (7)).
The operators E ij ∈ End F (O) are defined by E ij e k = δ jk e i for 1 ≤ i, j, k ≤ 8. Choose a maximal torus of SO(8) as
The algebra L has a basis E 11 − E 22 , E i1 + E 2,i+3 for 3 ≤ i ≤ 5; E i1 + E 2,i−3 for 6 ≤ i ≤ 8;
consisting of weight vectors with respect to the adjoint action of T . The subalgebra Lie(T ) is generated by the elements
The remaining basic elements have the weights
respectively. For each weight α = 0 from this list, the related basic element is denoted by Y α and the corresponding root subgroup is defined by X α (t) = E + tY α for t ∈ F .
Choose a set of positive roots as {ω i ± ω j |1 ≤ i < j ≤ 4}. Its subset of simple roots is {ω i − ω i+1 , ω 3 + ω 4 |1 ≤ i ≤ 3} and the fundamental dominant weights are
Lemma 5.5. The subgroup SO(7) is saturated in SO(8) and P SO(8).
Proof. There is an orbit morphism π :
It is easy to see that d E π is surjective. By [17] , 12.4, π is identified with the factor-morphism SO(8) → SO(8)/SO(7). By Proposition 2.2, one has to prove that the left SO(8)-module F [O 1 ] has a good filtration.
We have
, where O is regarded as the standard left SO(8)-module and z is a generic octonion related to O.
as a SO(8)-module and by Proposition 2.1 (1), it is enough to verify that each component
has a good filtration. For every vector space U there is an (acyclic) Koszul complex (of GL(U )-modules, see [1] , Definition V.1.3 and Corollary V.1.15)
Since all exterior powers Λ i (O) are tilting SO(8)-modules, the induction on k implies the statement for SO (8) . For the case of the group P SO (8) , observe that
{±E} is a direct summand of F [O 1 ] and use Lemma 3.1.3 of [9] , combined with [17] , p.162, Exercise 2.
The following lemma is a Lie analogue of Theorem 4.6 of [22] . Lemma 5.6. The algebra L is generated by the operators l a : z → az and r a : z → za for a ∈ O 0 , where z ∈ O.
Proof. Denote by S the subalgebra of L generated by all l a and r a . The equalities
The subalgebra Lie(SO (7)) ⊆ L has a basis
The basic elements Y −ω1+ωi − Y ω1+ωi and Y −ω1−ωi − Y ω1−ωi have weights ω i and −ω i with respect to the adjoint action of the torus
The corresponding root system is
Its subset of positive roots is {ω i |2 ≤ i ≤ 4} ∪ {ω i ± ω j |2 ≤ i < j ≤ 4}, the simple roots and fundamental dominant weights are
respectively.
Lemma 5.7. The differential dρ acts on L as follows.
Proof. Observe that dρ maps l a to r a and r a to −(l a + r a ) respectively and use the equalities from Lemma 5.6.
Theorem 5.8. The morphism f : SO(7) → V can be identified with the factormorphism SO(7) → SO(7)/G.
Proof. By 12.4 of [17] , it is sufficient to prove that f is separable. In notations of Lemma 5.2, there is a commutative diagram
where h : K → W is a composition of the orbit map g → g1 O and the isomorphism z → R z . Correspondingly, K → SO (7) is a composition of factor-morphism K → SO (7) ρ and the automorphism ρ −1 = ρ 2 . The groups K and SO(7) act transitively on W and V , respectively. Thus W and V are smooth varieties of the same dimension. Since Lie(K) = Lie(SO (7)), by Theorem 5.5, [17] , f is separable if and only if h is if and only if the orbit map
The tangent space
Remark 5.10. The statement of Theorem 5.8 can be reformulated as follows. The affine SO(7)-variety V is isomorphic to O 1 /{±E} = M subject to the action g·m = g ρ m for g ∈ SO(7) and m ∈ M .
Let A denote the subalgebra
. If z = 1≤i≤8 z i e i is a generic octonion related to O, then A is generated by the elements z i z j for 1 ≤ i ≤ j ≤ 8. As a direct summand of F [O], A is a SO(8)-module with a good filtration. By Lemma 3.1.3 from [9] , A is a P SO(8)-module with a good filtration as well.
Let A ′ denote a P SO(8)-algebraic algebra that coincides with A as algebra but the new action of P SO (8) is given by twisting with the automorphism ρ, i.e. g · a = g ρ a for g ∈ P SO(8) and a ∈ A ′ . By Remark 2.4, A ′ is a P SO(8)-module with a good fltration. Furthermore, Remark 5.10 implies that F [V ] is isomorphic to A ′ /A ′ (n(z) − 1) as a SO (7)-algebraic algebra.
Corollary 5.11. The subgroup G is saturated in SO (7).
Proof. Arguing as in the proof of Lemma 5.5, we see that the algebra Proof. It has been already proved in Theorem 5.8 that this morphism is separable. Since every g ∈ Stab K (1 O ) belongs to {±x|x ∈ G}, it is enough to observe that (−x)1 O = −1 O for every x ∈ G.
Corollary 5.14. The subgroup K is saturated in SO (8), and the subgroup G is saturated in K.
Proof. The affine variety SO(8)/K is isomorphic to P SO(8)/SO (7) ρ . Lemma 5.5 and Remark 2.4 combined with Lemma 3.1.3 from [9] conclude the proof. does not depend of charF as well.
Proof. By Corollary 5.14 all K-modules Λ i (O) are modules with good a filtration. The claim follows using arguments presented in Proposition 3.6 and Remark 3.7.
The first reduction
The following statement can be easily derived from the Frobenius reciprocity and the Tensor identity (see [19] , Proposition I.3.4 and Proposition I.3.6; or [16] , Theorem 9.1).
Proposition 6.1. Let M be an algebraic group and N be its closed subgroup. Let V be a (possibly infinite-dimensional) M -module. There is an isomorphism
where M acts by left multiplications on M/N and diagonally on
If V is an algebraic M -algebra, then this isomorphism is an algebra isomorphism.
, the problem to describe generators of R(n) is equivalent to the problem of describing generators ofR(n) = F [O n ] G . As in the proof of Lemma 5.5, one can show that the epimorphism
Proposition 6.2. Let G be a reductive group and M be a finite-dimensional Gmodule with a good filtration. If W 1 , . . . , W t are finite-dimensional G-modules such that Λ i (W j ) has a good filtration and 1 ≤ j ≤ t, 1 ≤ i ≤ max{dim W 1 , . . . , dim W t }, then for any collection of non-negative integers k 1 , . . . , k t , the natural epimorphism of G-modules
Proof. Using arguments as in the proof of Lemma 5.5 we obtain an acyclic complex
Since all terms of this complex are G-modules with a good filtration, the map
is an epimorphism of vector spaces. By induction on k 1 + . . . + k t , the epimorphism of G-modules
induces the epimorphism
hence the epimorphism 
t w. Thus (O ⊗t ) K = 0 only if t is an even integer. From now on t = 2k. Since O ⊗2 has the induced structure of a P SO(8)-module, it is also a K/{±E} = SO (7) ρ -module. Since
In what follows O ⊗2 , and its summands S 2 (O) and Λ 2 (O), are regarded as SO (7)-modules via a twisted action by g · v = ρ(g)v, where g ∈ SO(7) and v ∈ O ⊗2 .
Proof. The module S 2 (O) is tilting because it is a direct summand of the tilting module O ⊗2 (recall that charF = 2). The dominant weights of S 2 (O) are 0, 2ω 1 and
is generated by n(z) (cf. [8] ). The isomorphism from Example 1.1 sends n(z) to f = e 1 e 2 − 1≤i≤3 u i v i . Remark 2.5 implies c 0 (S 2 (O)) = 1 and the corresponding trivial submodule
is the first member of a good filtration of V . The vector e 1 u 1 is a highest weight vector of
. For every i, the elements R 1+ui (e 
Applying L 1+vi to e 1 u i we obtain e 1 e 2 + u i v i ∈ L(2ω 1 ) for 1 ≤ i ≤ 3. Since we are working modulo H 0 (0), we conclude that e 1 e 2 ∈ L(2ω 1 ) and u i v i ∈ L(2ω 1 ) for every i. In other words, all vectors of weights 0 and ω 1 + ω 2 belong to L(2ω 1 ), hence L(2ω 1 ) = H 0 (2ω 1 ). By Remark 2.6 our statement is proved.
Proposition 6.5. The module S 2 (O), subject to the twisted action of SO (7), is isomorphic to
Proof. Let D denote L(2ω 1 ) subject to the twisted action of SO (7). The module D, as a vector subspace of S 2 (O), has a basis consisting of the elements
+ denote the ("positive") Borel subgroup of SO (7) that corresponds to the positive weights {ω t , ω u ± ω v |2 ≤ t ≤ 4, 2 ≤ u < v ≤ 4}. The Lie algebra Lie(B + ) is generated by the elements
Let v be a highest weight vector in D. Then Lie(U + ) · v = 0, which implies v = αe
for α ∈ F \ 0. Indeed, the element v has the form
Due to this, we can simplify the form of v to 
[p] (cf. [19] , Corollary II.3.17). Comparing dimensions we conclude that µ = 0 and D ≃ L(2λ
Proposition 6.6. The module Λ 2 (O), subject to the twisted action of SO (7), is isomorphic to
Proof. Let M denote Λ 2 (O) subject to the twisted action of SO (7). Let v be a highest weight vector in M . The vector v has the form
As above,
Working with the elements
Assume that v = e 1 ∧ u 1 − v 2 ∧ v 3 is a highest weight vector of the first member of a good filtration of M . Since
for a suitable dominant weight µ. Furthermore, the vector v ′ = e 1 ∧ v 3 is a highest weight vector of the first member of a good filtration of M/H 0 (λ
is greater than dim Λ 2 (O) = 28 provided µ = 0 or ν = 0. Thus µ = ν = 0 and M has a good filtration with factors
As it has been already observed, both factors are tilting, hence
Finally, if v ′ is a highest weight of the first member of a good filtration of M , the arguments remain the same. The proposition is proved.
For later use, let α denote an isomorphism (7)modules, induced by isomorphisms from Proposition 6.5 and Proposition 6.6. Then α ⊗k maps, isomorphically, ⊕ 0≤t1,...,
where t = 2k. Our strategy is to calculate the generators of the vector subspace
and use them to calculate the invariants of (O ⊗t ) Spin (7) . Observe that ⊕ 0≤t1,...,t k ≤3 ⊗ 1≤i≤k Λ ti (O 0 ) is naturally isomorphic to a direct summand of the algebraic SO (7) O (7) were found in [3] .
We give a slightly modified description of these generators here. In the notations from the first section, we set O (7) is generated by the elements (7) is generated by the elements 1≤r<s≤k ψ (lrs)
. The algebra F [O(7)/SO (7)] is a two-dimensional algebra, generated by the function det :
O (7) can be identified with
The above isomorphism is the identity map on W O (7) and is induced by the map
is generated by the elements
such that t i = i<s l is + r<i l ri + l i,k+1 for 1 ≤ i ≤ k, where 1≤r≤k l r,k+1 = 7. Let l = {l 1 , . . . , l a } be a collection of positive integers such that 1≤i≤a l i = 7. Let I l be a subset in S 7 consisting of all substitutions σ ∈ S 7 such that σ(s) < σ(t) provided l 1 +. . .+l i−1 +1 ≤ s < t ≤ l 1 +. . .+l i for some i. In other words, I l is a set of representatives of the right S l -cosets, where S l is a Young subgroup of S 7 , which consists of all substitutions preserving the intervals [l 1 + . . .
For any collection r = {r 1 , . . . , r a } of positive integers such that 1 ≤ r 1 < . . . < r a ≤ k let ψ l r denote the element
where l = {l r,k+1 = 0 | 1 ≤ r ≤ k} and r = {r | l r,k+1 = 0}. Summarizing, we obtain the following lemma.
Lemma 6.7. A space W SO (7) is generated by suitable products of the generators ψ O (7) , is generated by the elements ψ l r .
Finally, a trivial tensor factor F = Λ 0 (O 0 ) is mapped to an invariant q(z i , z i+1 ). Therefore, the induction on t allows us to eliminate the trivial modules and consider only the summnads (⊗ 1≤i≤k Λ ti (O 0 )) SO (7) , where each 0 < t i ≤ 3.
7. The second reduction (7)modules, induced by multiplication, in such a way that a summand
, and in the remaining cases the morphism
. Using Proposition 6.5 and Proposition 6.6 we obtain a commutative diagram
of SO (7) 
respectively. As above, there is a commutative diagram
, where every t i is equal to r<i l ri + i<s l is + l b . Moreover, l b = 0 if and only if r b = i.
The number of positive summands in r<i l ri + i<s l is + l b is called the ith component of decomposition index of f , and is denoted by ind i (f ). Clearly 1 ≤ ind i (f ) ≤ 3. The vector (idn 1 (f ), . . . , ind k (f )) is called the decomposition index of f , and is denoted by ind(f ).
A set I, that consists of all decomposition indexes of all (typical) multilinear invariants, can be partially ordered as follows. If v = (v 1 , . . . , v k ) and w = (w 1 , . . . , w l ) are two decomposition indexes, then v < w if and only if 1≤i≤k v i = 1≤j≤k w j , k ≥ l, and for the first index i ≤ l such that v i = w i , there is v i < w i . It is clear that for a given w the set {v | v ≤ w} is finite and contains a unique minimal element of the form (1, . . . , 1).
Proposition 7.1. The spinor invariants are generated by the invariants of degree 2 and 4 if and only if the following comditions are satisfied.
(1) The elements α ⊗a (ψ l ) are polynomials in invariants of degree 2 and 4; (2) For arbitrary Spin(7)-equivariant or, equivalently SO(7)-equivariant, linear map φ :
sends every (multilinear) polynomial in the invariants of degree 2 and 4 to a polynomial in the same invariants.
Proof. The necessary condition is obvious.
Conversely, assume that (1) and (2) hold. We will use an induction on decomposition index of f = ( 1≤r<s≤k ψ (lrs) rs )ψ l r , where r can also be the empty set. Consider an invariant f that belongs to a component (⊗ 1≤i≤k Λ ti (O 0 )) SO (7) . If ind(f ) is minimal, then there is partition of the index set {1, 2, . . . , k} into three disjoint subsets R, S and r, where R and S consist of the first and second indexes r and s of factors ψ (lrs) rs respectively. Moreover, there is a bijection β : R → S such that t r = l r,β(r) and t s = l β −1 (s),s for every r ∈ R, s ∈ S, and t r = l r for every r ∈ r. It is now clear that the corresponding spinor invariant is a product of invariants of degree 4, given by images of ψ (lrs) rs , and of at most one invariant that is the image of ψ l r . Up to a permutation of variables the latter factor is equal to α ⊗a (ψ l ). Assume that ind(f ) is not minimal. Then there is i such that t i = r<i l ri + i<s l is + l b contains at least two positive summands. For example, assume that 0 < l ri < t i for some r < i (the other cases can be treated analogously). There is an invariant f ′ from Let u and u ′ denote the spinor invariants which are images of f and f ′ , respectively. Then π ′ i (k)(u ′ ) = u. Furthermore, since by induction hypothesis u ′ is a sum of products of spinor invariants of degree at most 4, so is u. The proposition is proven.
Remark 7.2. Up to permutation of variables (or equivalently, of tensor factors), it is enough to consider the condition (2) of Proposition 7.1 only in the case i = 1.
Observe that for arbitrary non-negative integers m and k, any linear map φ ∈ Hom Spin(7) (O ⊗2m , O ⊗2k ) can be identified with an invariant
. More precisely, according to Example 1.1 the isomorphism ι :
, z ik → −e i,k−3 for 3 ≤ j ≤ 5 and 6 ≤ k ≤ 8. Thus each element 1≤s≤2(k+m) z sis can be interpreted as a linear map from Hom F (O ⊗2m , O ⊗2k ) that takes a basic vector e 1j1 ⊗ . . . ⊗ e 2m,j2m to
As above, for every t ≥ m one can define a Spin(7)-equivariant map
Recall that the element h from Lemma 3.1 induces an involution on the space O. Its matrix coincides with the matrix of the bilinear form q with respect to the basis e i for 1 ≤ i ≤ 8. Additionally, ι(z ij ) = h(e ij ). 
f (h(e 1i1 ), . . . , h(e 2m,i2m ), z 1 , . . . , z 2k )u(e 1i1 , . . . , e 2m,i2m , z 2k+1 , . . . , z 2(t−m+k) ).
Proof. We have
u(e 1i1 , . . . , e 2t,i2t ) 1≤s≤2t z sis .
By the above remark, up to renumbering of variables, φ ′ maps u to 1≤i1,...,i2t≤8
u(e 1i1 , . . . , e 2t,i2t )f (h(e 1i1 ), . . . , h(e 2m,i2m ), z 1 , . . . , z 2k )
The statement of the lemma is now evident.
Let f and u be two multilinear polynomials depending of common variables, say z i1 , . . . , z i l . (It is possible that degrees of f or g are strictly greater than l). The polynomial 1≤s1,...,s l ≤8
is called the convolution of f and u on the set {z i1 , . . . , z i l }, and is denoted by f ⋆ i1,...,i l u.
For example, the polynomial φ ′ (u) from Lemma 7.3 is equal to
Following [24] , one can define a multilinear invariant Q(z 1 , z 2 , z 3 , z 4 ) of degree 4 as the complete skew symmetrization of the invariant F (z 1 , z 2 , z 3 , z 4 ) = t(M (z 1 , z 2 )M (z 3 , z 4 )) with respect to its arguments, where
To simplify our notations, let q(ij) denote q(z i , z j ) and let F (ijkl) (and Q(ijkl), respectively) denote F (z i , z j , z k , z l ) (and Q(z i , z j , z k , z l ), respectively).
One can easily check that Q(1234) equals
Proposition 7.4. For every substitution z i → a i , where 1 ≤ i ≤ 4 and every choice of elements a 1 , a 2 , a 3 , a 4 belonging to the set {e 1 , e 2 , u i ,
Assume that only one a i belongs to {u i | 1 ≤ i ≤ 3} and others belong to {v i | 1 ≤ i ≤ 3}. Without a loss of generality we can assume that a 1 = u 1 , a 2 = v 1 , a 3 = v 2 and a 4 = v 3 . Straightforward calculations show that Q(1234)| zi →ai again vanishes.
Consider the substitution z
where {k} = {1, 2, 3} \ {i, j}. If k = 3, then {i, j} = {1, 2} and the above number equals ± 1 2 . Otherwise it equals zero. Furthermore, assume that a 1 = e 1 , a 2 = e 2 and a 3 , a 4 ∈ {u i , v i | 1 ≤ i ≤ 3}. If both a 3 and a 4 belong to either {u i | 1 ≤ i ≤ 3} or {v i | 1 ≤ i ≤ 3}, then Q(1234)| zi →ai = 0. If they do not, then we can assume that a 3 = u i , a 4 = v j , and in this case Q(1234)| zi →ai = −δ ij .
Finally, it remains to consider the case when a 1 ∈ {e 1 , e 2 } and a 2 , a 3 , a 4 ∈ {u i , v i | 1 ≤ i ≤ 3}. We leave for the reader to check that
All the remaining cases are similar to the one considered above up to the action of the element h from Lemma 3.1.
Corollary 7.5. The element Q(1234) belongs to Z[
. A (not necessary multilinear) invariant u is called standard if it has a form u = u i , where each u i is a product of several invariants of type q and Q. Recall that q(ii) = q(z i , z i ) = 2n(z i ). It is sufficient to prove that these vectors are linearly independent whenever charF = 2. Assume that they are not and we have the dependency relation αq(12)q(34) + βq(13)q(24) + γq(14)q(23) + δQ(1234) = 0.
The substitution z 1 → e 1 , z 2 → v 1 , z 3 → v 2 , z 3 → v 3 takes the first three summands to zero and Q(1234) to − 1 2 , which implies δ = 0. Also, the substitution z i → x i takes each q(z i , z j ) to −t(x i x j ). Therefore Proposition 4.7 implies that the elements q(12), q(13), q(23), q (14) , q(24) and q(34) are algebraically independent, which means α = β = γ = 0.
Consider a relation i1<i2,i3<i4,i5<i6,i1<i3<i5 α i1,i2,i3,i4,i5,i6 q(i 1 i 2 )q(i 3 i 4 )q(i 5 i 6 ) + j1<j2<j3<j4,j5<j6 β j1,j2,j3,j4,j5,j6 Q(j 1 j 2 j 3 j 4 )q(j 5 j 6 ) = 0, where {i 1 , i 2 , i 3 , i 4 , i 5 , i 6 } = {j 1 , j 2 , j 3 , j 4 , j 5 , j 6 } = {1, 2, 3, 4, 5, 6}. For a given polynomial Q(j 1 j 2 j 3 j 4 )q(j 5 j 6 ), let us consider a substitution z j5 → u 1 , z j6 → v 1 , z j k → a k , where {a 1 , a 2 , a 3 , a 4 } = {e 1 , u 1 , u 2 , u 3 }. If z j k → u 1 , then this substitution takes all polynomials from the above sum to zero except for Q(j 1 j 2 j 3 j 4 )q(j 5 j 6 ) and Q(..j 5 ..)q(j k j 6 ) = ±Q(j 1 j 2 j 3 j 4 )q(j 5 j 6 )| z5 →zj k ,zj k →z 5 . Thus β j1,j2,j3,j4,j5,j6 = (−1)
, where {j k , j 6 } = {j β j1,j2,j3,j4,j5,j6 equals ±β 1,2,3,4,5,6 . Let β denote β 1,2,3,4,5,6 .
The substitution z 2k−1 → e 1 , z 2k → e 2 , where 1 ≤ k ≤ 3, maps all polynomials from the above sum to zero except for q(12)q(34)q(56) which is mapped to 1, hence α 1,2,3,4.5.6 = 0. On the other hand, the substitution z 2k−1 → u k , z 2k → v k for 1 ≤ k ≤ 3 maps only the polynomials Q(1234)q(56), Q(1256)q(34), Q(3456)q (12) and q(12)q(34)q(56) to non-zero scalars. Since Q(u i , v i , u j , v j ) = 1 2 , we have 1 2 (β − β − β) = − 1 2 β = 0. Therefore, every β j1,j2,j3,j4,j5,j6 vanishes. Finally, applying the substitution z i 2k−1 → u k , z i 2k → v k for 1 ≤ k ≤ 3, we obtain that each α i1,i2,i3,i4,i5,i6 equals to zero as well.
Lemma 7.7. Let f and u be standard multilinear polynomials having z i1 , . . . , z i l as common variables. Then f ⋆ i1,...,i l u is again standard.
Proof. Without a loss of generality one can assume that f and u are just products of factors of type q and Q. Say, f = S 1 (A 1 , . . .) . . . S k (A k , . . .), where A 1 ⊔. . .⊔A k = {i 1 , . . . , i l } and S i ∈ {q, Q} for 1 ≤ i ≤ k. Here, the notation S(A, . . .) indicates that this polynomial depends on the variables z ia for a ∈ A (and additional variables masked by dots). Since f ⋆ i1,...,i l u = S k ⋆ A k . . . (S 1 ⋆ A1 u) . . .), without a loss of generality one can assume that k = 1, f = S = S 1 and A = A 1 = {i 1 , . . . , i l } for l ≤ 4. Similar arguments allow us to assume that u = S ′ (A, . . .). Then f ⋆ A u has degree at most 8 − 2|A| ≤ 6. Lemma 7.6 concludes the proof. Proof. The statement follows by the coassociativity law.
We say that ψ l ′ is obtained from ψ l by splitting its upper parameter l s .
Theorem 7.10. All spinor invariants are standard.
Proof. As before, we define a linear Spin(7)-equivariant, or equivalently SO (7) by several splittings of upper parameters. Since α ⊗3 (ψ {3,3,1} ) has degree 6, it is standard. Lemma 7.8 concludes the proof.
As above, let t(ij) and t(ijk) denote t(x i x j ) and t((x i x j )x k ) respectively. Let Q ′ (ijkl) denote the complete skew symmetrization of t(((x i x j )x k )x l ) with respect to its arguments.
Corollary 7.11. The algebra R(n) is generated by the elements t(ij), t(ijk), Q ′ (ijkl) for 1 ≤ i, j, k, l ≤ n.
Proof. By Theorem 7.10 and by the discussion after Proposition 6.1, the algebra R(n) is generated by the elements of degree at most 4. Combining Corollary 4.6 and Proposition 6.2 we observe that it is sufficient to consider multilinear invariants of degree 4 only. Since over a field of characteristic zero R(4) 1 4 is generated by the linearly independent invariants t(12)t(34), t(13)t(24), t(14)t(23) and Q ′ (1234), it remains to prove that they are still linearly independent over any field of odd characteristic. Observe that Q ′ (a 1 , a 2 , a 3 , a 4 ) = Q(a 1 , a 2 , a 3 , a 4 ) whenever a 1 , a 2 , a 3 , a 4 are traceless octonions (cf. [24] , (2.10)). We have
On the other hand, the substitution x 1 → e, x i → v i−1 for 2 ≤ i ≤ 4, maps the invariants t(12)t(34), t(13)t(24) and t(14)t (23) to zero. Analogously to the proof of Lemma 7.6, it remains to refer to Proposition 4.7.
Remark 7.12. Theorem 7.10 and Corollary 7.11 are valid over any infinite field of odd characteristic. For example, the subgroup G(L) of G, consisting of all L-points, is dense in G.
. Since the elements t(ij) and Q ′ (ijkl) are defined over Z[ 2 ], they are defined over L, too.
