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THE NONLINEAR FRACTIONAL RELATIVISTIC SCHRÖDINGER EQUATION:
EXISTENCE, DECAY AND CONCENTRATION RESULTS
VINCENZO AMBROSIO
Abstract. In this paper we investigate the existence, decay and concentration behavior of solutions for the
following class of fractional relativistic Schrödinger equations:{
(−∆+m2)su+ V (ε x)u = f(u) in RN ,
u ∈ Hs(RN ), u > 0 in RN ,
where ε > 0 is a small parameter, s ∈ (0, 1), m > 0, N > 2s, (−∆ + m2)s is the fractional relativistic
Schrödinger operator, V : RN → R is a continuous potential satisfying a local condition, and f : R → R
is a continuous subcritical nonlinearity. The approach is based on a variant of the extension method and
applying appropriate variational techniques.
1. Introduction
In this paper we consider the following class of nonlinear fractional elliptic problems:{
(−∆+m2)su+ V (ε x)u = f(u) in RN ,
u ∈ Hs(RN ), u > 0 in RN , (1.1)
where ε > 0 is a small parameter, s ∈ (0, 1), N > 2s, m > 0, V : RN → R is a continuous potential and
f : R→ R is a continuous nonlinearity. The nonlocal operator (−∆+m2)s appearing in (1.1) is defined via
Fourier transform by
(−∆+m2)su := (2π)−N2 F−1((|k|2 +m2)sFu)
for any u : RN → R belonging to the Schwartz space S(RN ) of rapidly decaying functions, or equivalently
(see [28, 40])
(−∆+m2)su(x) := m2su(x) + C(N, s)mN+2s2 P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s2
KN+2s
2
(m|x− y|) dy, (1.2)
where P.V. stands for the Cauchy principal value, Kν is the modified Bessel function of the third kind (or
Macdonald function) of index ν (see [9,26]) which satisfies the following well-known asymptotic formulas for
ν ∈ R and r > 0:
Kν(r) ∼ Γ(ν)
2
(r
2
)−ν
as r → 0, for ν > 0, (1.3)
Kν(r) ∼
√
π
2
r−
1
2 e−r as r →∞, for ν ∈ R, (1.4)
and C(N, s) is a positive constant whose exact value is given by
C(N, s) := 2−
N+2s
2 +1π−
N
2 22s
s(1− s)
Γ(2− s) .
Equations involving (−∆+m2)s arise in the study of standing waves ψ(x, t) for Schrödinger-Klein-Gordon
equations of the form
ı
∂ψ
∂t
= (−∆+m2)sψ − f(x, ψ), in RN × R,
which describe the behavior of bosons. In particular, when s = 1/2, the operator
√−∆+m2 −m plays an
important role in relativistic quantum mechanics because it corresponds to the kinetic energy of a relativistic
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particle with mass m > 0. If p is the momentum of the particle then its relativistic kinetic energy is given by
E =
√
p2 +m2. In the process of quantization the momentum p is replaced by the differential operator −ı∇
and the quantum analog of the relativistic kinetic energy is the free relativistic Hamiltonian
√−∆+m2−m.
Physical models related to this operator have been widely studied over the past 30 years and there exists a
huge literature on the spectral properties of relativistic Hamiltonians, most of it has been strongly influenced
by the works of Lieb on the stability of relativistic matter; see [25, 35, 41, 42] for more physical background.
On the other hand, there is also a deep connection between (−∆+m2)s and the theory of Lévy processes.
Indeed, m2s − (−∆+m2)s is the infinitesimal generator of a Lévy process X2s,mt called 2s-stable relativistic
process having the following characteristic function
E0eık·X
2s,m
t = e−t[(|k|
2+m2)s−m2s], k ∈ RN ;
we refer to [13,16,45] for a more detailed discussion on relativistic stable processes. When m = 0, the previous
operator boils down to the fractional Laplacian operator (−∆)s which has been extensively studied in these
last years due to its great applications in several fields of the research; see [11, 23, 43] for an introduction on
this topic. In particular, a great interest has been devoted to the existence and multiplicity of solutions for
fractional Schrödinger equations [39] like
ε2s(−∆)su+ V (x)u = f(u) in RN , (1.5)
and the asymptotic behavior as ε→ 0; see for instance [2, 5, 6, 21, 29, 32] and the references therein.
When m > 0 and ε = 1 in (1.1), some interesting existence, multiplicity, and qualitative results of solutions
for (1.1) can be found in [4, 12, 17, 19, 20, 31, 36, 46], while only one result [18] treats with the semiclassical
analysis ε→ 0 of a fractional Hartree equation involving √− ε2∆+m2.
Motivated by the above papers, in this work we focus our attention on the concentration phenomenon of
solutions to (1.1) as ε → 0. Along this paper, we suppose that V : RN → R is a continuous function which
satisfies the following conditions due to del Pino and Felmer [22]:
(V1) there exists V1 ∈ (0,m2s) such that −V1 := infx∈RN V (x),
(V2) there exists a bounded open set Λ ⊂ RN such that
−V0 := inf
x∈Λ
V (x) < min
x∈∂Λ
V (x),
with V0 > 0. We also set M := {x ∈ Λ : V (x) = −V0}. Without loss of generality, we may assume that
0 ∈M.
Concerning the nonlinearity f , we assume that f : R→ R is continuous, f(t) = 0 for t ≤ 0, and f fulfills the
following hypotheses:
(f1) limt→0
f(t)
t = 0,
(f2) lim supt→∞
f(t)
tp <∞ for some p ∈ (1, 2∗s − 1), where 2∗s := 2NN−2s is the fractional critical exponent,
(f3) there exists θ ∈ (2, 2∗s) such that 0 < θF (t) ≤ tf(t) for all t > 0,
(f4)
f(t)
t is increasing for t > 0.
The main result of this work can be stated as follows:
Theorem 1.1. Assume that (V1)-(V2) and (f1)-(f4) are satisfied. Then, for every small ε > 0, there exists
a solution uε to (1.1) such that uε has a maximum point satisfying
lim
ε→0
dist(ε xε,M) = 0,
and for which
0 < uε(x) ≤ Ce−c|x−xε| ∀x ∈ RN ,
for suitable constants C, c > 0. Moreover, for any sequence (εn) with εn → 0, there exists a subsequence, still
denoted by itself, such that there exist a point x0 ∈M with εn yεn → x0, and a positive least energy solution
u ∈ Hs(RN ) of the limiting problem
(−∆+m2)su− V0u = f(u) in RN ,
for which we have
uεn(x) = u(x− yεn) +Rn(x)
where limn→∞ ‖Rn‖Hs(RN ) = 0.
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The proof of Theorem 1.1 is obtained through suitable variational techniques. Firstly, we start by observing
that (−∆ + m2)s is a nonlocal operator and that does not scale like the fractional Laplacian operator
(−∆)s. More precisely, the first operator is not compatible with the semigroup R+ acting on functions as
t∗u 7→ u(t−1x) for t > 0. This fact does not permit to adapt in a simple way the same arguments performed to
deal with (−∆)s. Nevertheless, we overcome these difficulties by using a variant of the extension method [14]
for (−∆+m2)s (see [19, 28, 49]) which permits to study via local variational methods a degenerate elliptic
equation in a half-space with a nonlinear Neumann boundary condition. Clearly, some additional difficulties
arise in the investigation of this problem because we have to handle the trace terms of the involved functions
and thus a more careful analysis will be needed.
Due to the lack of informations on the behavior of V at infinity, we carry out a penalization argument [22]
which consists in modifying appropriately the nonlinearity f outside Λ, and thus consider a modified problem
whose corresponding energy functional fulfills all the assumptions of the mountain pass theorem [3]. Then
we need to check that, for ε > 0 small enough, the solutions of the auxiliary problem are indeed solutions
of the original one. This goal will be achieved by combing an appropriate Moser iteration argument [44]
with some elliptic regularity estimates established in [28]. To our knowledge this is the first time that the
penalization trick is used to study the concentration phenomena for the fractional relativistic Schrödinger
operator (−∆ +m2)s for all s ∈ (0, 1) and m > 0. When m = 0, namely when (1.1) reduces to (1.5) after
rescaling, we refer the interested reader to [2,5,6] for similar approaches. Finally, we show that the solutions
of (1.1) have an exponential decay, contrary to the case m = 0 for which the solutions of (1.5) satisfy the
power-type decay |x|−(N+2s) as |x| → ∞; see [6, 29, 30]. To investigate the decay of solutions to (1.1), we
construct a suitable comparison function and we carry out some refined estimates which take care of an
adequate estimate concerning 2s-stable relativistic density with parameter m found in [34], and that the
modified Bessel function Kν has an exponential decay at infinity. We stress that exponential type estimates
for equations like (1.1), appear in [18, 19] where s = 12 , V is bounded, f is a Hartree type nonlinearity, and
in [31] where s ∈ (0, 1), m = 1, V ≡ 0 and |f(u)| ≤ Cup for some p ∈ (1, 2∗s − 1). Anyway, our approach to
obtain the decay estimate is completely different from the above mentioned papers, it is more general and
we believe that can be applied in other situations to deal with fractional problems driven by (−∆ +m2)s.
We conclude this introduction by pointing out that in view of the techniques developed here and the recent
result in [7], we are preparing a work [8] in which we obtain a multiplicity result for (1.1) when f is a
Beresticky-Lions type nonlinearity [10].
The paper is organized as follows. In section 2 we collect some notations and preliminary results which will
be used along the paper. In section 3 we introduce a penalty functional in order to apply suitable variational
arguments. The section 4 is devoted to the proof of Theorem 1.1. Finally, we give some interesting results
for (−∆+m2)s in the appendix.
2. preliminaries
2.1. Notations and functional setting. We denote the upper half-space in RN+1 by
R
N+1
+ := {(x, y) ∈ RN+1 : y > 0},
and for (x, y) ∈ RN+1+ we consider the Euclidean norm |(x, y)| :=
√|x|2 + y2.
Let p ∈ [1,∞] and A ⊂ RN be a measurable set. We indicate by Lp(A) the set of measurable functions
u : RN → R such that
|u|Lp(A) :=
{ (∫
A
|u|p dx)1/p <∞ if p <∞,
esssupx∈A|u(x)| if p =∞.
When A = RN , we simply write |u|p instead of |u|Lp(RN ). With ‖w‖Lp(RN+1+ ) we will always denote the norm
of w ∈ Lp(RN+1+ ).
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Let D ⊂ RN+1 be a bounded domain, that is a bounded connected open set, with boundary ∂D, we denote
by ∂′D the interior of D ∩ ∂RN+1+ in RN , and we set ∂′′D := ∂D \ ∂′D. For R > 0, we put
B+R := {(x, y) ∈ RN+1+ : |(x, y)| < R},
Γ0R := ∂
′B+R = {(x, 0) ∈ ∂RN+1+ : |x| < R},
Γ+R := ∂
′′B+R = {(x, y) ∈ RN+1 : y ≥ 0, |(x, y)| = R}.
Now, we introduce the Lebesgue spaces with weight (see [27, 37] for more details). Let D ⊂ RN+1+ be an
open set and r ∈ (1,∞). Denote by Lr(D, y1−2s) the weighted Lebesgue space of all measurable functions
v : D → R such that
‖v‖Lr(D,y1−2s) :=
(∫∫
D
y1−2s|v|r dxdy
) 1
r
<∞.
We say that v ∈ H1(D, y1−2s) if v ∈ L2(D, y1−2s) and its weak derivatives, collectively denoted by ∇v, exist
and belong to L2(D, y1−2s). The norm of v in H1(D, y1−2s) is given by
‖v‖2H1(D,y1−2s) :=
∫∫
D
y1−2s(|∇v|2 + v2) dxdy <∞.
It is clear that H1(D, y1−2s) is a Hilbert space with the inner product∫∫
D
y1−2s(∇v∇w + vw) dxdy.
Let Hs(RN ) be the fractional Sobolev space defined as the completion of C∞c (RN ) with respect to the
norm
|u|Hs(RN ) :=
(∫
RN
(|k|2 +m2)s|Fu(k)|2dk
) 1
2
.
Then, Hs(RN ) is continuously embedded in Lp(RN ) for all p ∈ [2, 2∗s) and compactly in Lploc(RN ) for all
p ∈ [1, 2∗s); see [1, 9, 23, 40]. Next we define Xs(RN+1+ ) := H1(RN+1+ , y1−2s) as the completion of C∞c (RN+1+ )
with respect to the norm
‖u‖Xs(RN+1+ ) :=
(∫∫
R
N+1
+
y1−2s(|∇u|2 +m2u2) dxdy
) 1
2
.
By Lemma 3.1 in [28], we deduce that Xs(RN+1+ ) is continuously embedded in L
2γ(RN+1+ , y
1−2s), that is
‖u‖L2γ(RN+1+ ,y1−2s) ≤ C∗‖u‖Xs(RN+1+ ) ∀u ∈ X
s(RN+1+ ), (2.1)
where γ := 1 + 2N−2s , and L
r(RN+1+ , y
1−2s) is the weighted Lebesgue space, with r ∈ (1,∞), endowed with
the norm
‖u‖Lr(RN+1+ ,y1−2s) :=
∫∫
R
N+1
+
y1−2s|u|r dxdy.
Moreover, by Lemma 3.1.2 in [24], we also have that Xs(RN+1+ ) is compactly embedded in L
2(B+R , y
1−2s) for
all R > 0. From Proposition 5 in [28], we know that there exists a linear trace operator Tr : Xs(RN+1+ ) →
Hs(RN ) such that √
σs|Tr(u)|Hs(RN ) ≤ ‖u‖Xs(RN+1+ ) for any u ∈ X
s(RN+1+ ), (2.2)
where σs := 2
1−2sΓ(1− s)/Γ(s). We also note the (2.2) and the definition of Hs-norm imply that
σsm
2s
∫
RN
|Tr(u)|2 dx ≤
∫∫
R
N+1
+
y1−2s(|∇u|2 +m2u2) dxdy. (2.3)
In what follows, in order to simplify the notation, we denote Tr(u) by u(·, 0).
Since Tr(Xs(RN+1+ )) ⊂ Hs(RN ) and Hs(RN ) ⊂ Lq(RN ) for all q ∈ [2, 2∗s) and the embedding is locally
compact for all q ∈ [1, 2∗s) (see [1, 9, 23]), we obtain the following result:
Theorem 2.1. Tr(Xs(RN+1+ )) is continuously embedded in L
q(RN ) for all q ∈ [2, 2∗s) and compactly embed-
ded in Lqloc(R
N ) for all q ∈ [1, 2∗s).
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In order to circumvent the nonlocal character of the pseudo-differential operator (−∆ +m2)s, we make
use of a variant of the extension method [14] given in [28, 49]. More precisely, for any u ∈ Hs(RN ) there
exists a unique function U ∈ Xs(RN+1+ ) solving the following problem{ − div(y1−2s∇U) +m2y1−2sU = 0 in RN+1+ ,
U(·, 0) = u on ∂RN+1+ ∼= RN .
The function U is called the s-extension of u and possesses the following properties:
(i)
∂U
∂ν1−2s
:= − lim
y→0
y1−2s
∂U
∂y
(x, y) = σs(−∆+m2)su(x) in distribution sense,
(ii)
√
σs|u|Hs(RN ) = ‖U‖Xs(RN+1+ ) ≤ ‖V ‖Xs(RN+1+ ) for all V ∈ X
s(RN+1+ ) such that V (·, 0) = u.
(iii) U ∈ C∞(RN+1+ ) and can be expressed as
U(x, y) =
∫
RN
Ps,m(x− z, y)u(z) dz
with
Ps,m(x, y) := c
′
N,sy
2sm
N+2s
2 |(x, y)|−N+2s2 KN+2s
2
(m|(x, y)|),
and
c′N,s := pN,s
2
N+2s
2 −1
Γ(N+2s2 )
,
where pN,s is the constant for the (normalized) Poisson kernel with m = 0; see [49].
We note that Ps,m is the Fourier transform of k 7→ ϑ(
√|k|2 +m2) and that∫
RN
Ps,m(x, y) dx = ϑ(my), (2.4)
where ϑ ∈ H1(R+, y1−2s) solves the following ordinary differential equation{
ϑ′′ + 1−2sy ϑ
′ − ϑ = 0 in R+,
ϑ(0) = 1.
We also recall that ϑ can be expressed via modified Bessel functions, more precisely ϑ(r) = 2Γ(s) (
r
2 )
sKs(r);
see [28] for more details.
Taking into account the previous facts, problem (1.1) can be realized in a local manner through the following
nonlinear boundary value problem:{ − div(y1−2s∇w) +m2y1−2sw = 0 in RN+1+ ,
∂w
∂ν1−2s = σs[−Vε(x)w(·, 0) + f(w(·, 0))] in RN ,
(2.5)
where Vε(x) := V (ε x). For simplicity of notation, we will omit the constant σs from the second equation in
(2.5). For all ε > 0, we define
Xε :=
{
u ∈ Xs(RN+1+ ) :
∫
RN
Vε(x)u
2(x, 0) dx <∞
}
endowed with the norm
‖u‖ε :=
(
‖u‖2
Xs(RN+1+ )
+
∫
RN
Vε(x)u
2(x, 0) dx
) 1
2
.
We note that ‖ · ‖ε is actually a norm. Indeed,
‖u‖2ε =
[
‖u‖2
Xs(RN+1+ )
− V1
∫
RN
u2(x, 0) dx
]
+
∫
RN
(Vε(x) + V1)u
2(x, 0) dx,
and using (2.3) and (V1) we can see that(
1− V1
m2s
)
‖u‖2
Xs(RN+1+ )
≤
[
‖u‖2
Xs(RN+1+ )
− V1
∫
RN
u2(x, 0) dx
]
≤ ‖u‖2
Xs(RN+1+ )
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that is
‖u‖2
Xs(RN+1+ )
− V1
∫
RN
u2(x, 0) dx
is a norm equivalent to ‖ · ‖2
Xs(RN+1+ )
. This observation yields the required claim. Clearly, Xε ⊂ Xs(RN+1+ ),
and using (V1) we have
‖u‖2
Xs(RN+1+ )
≤
(
m2s
m2s − V1
)
‖u‖2ε ∀u ∈ Xε. (2.6)
2.2. Elliptic estimates. For reader’s convenience, we list some results about local Schauder estimates for
degenerate elliptic equations involving the operator
−div(y1−2s∇v) +m2y1−2sv.
Firstly we give the following definition:
Definition 2.1. Let D ⊂ RN+1+ be a bounded domain with ∂′D 6= ∅. Let f ∈ L
2N
N+2s
loc (∂
′D) and g ∈ L1loc(∂′D).
Consider { −div(y1−2s∇v) +m2y1−2sv = 0 in D,
∂v
∂νa = f(x)v + g(x) on ∂
′D.
(2.7)
We say that v ∈ H1(D, y1−2s) is a weak supersolution (resp. subsolution) to (2.7) in D if for any nonnegative
ϕ ∈ C1c (D ∪ ∂′D),∫∫
D
y1−2s(∇v∇φ +m2vφ) dxdy ≥ (≤)
∫
∂′D
[f(x)v(·, 0) + g(x)]ϕ(·, 0) dx.
We say that v ∈ H1(D, y1−2s) is a weak solution to (2.7) in D if it is both a weak supersolution and a weak
subsolution.
We denote by QR = BR × (0, R) where BR ⊂ RN is the ball in RN centered at 0 and with radius
R > 0. Then we recall the following version of De Giorgi-Nash-Moser type theorems established in [28] (see
also [27, 37] for the case m = 0).
Proposition 2.1. [28] Let f, g ∈ Lq(B1) for some q > N2s .
(i) Let v ∈ H1(Q1, y1−2s) be a weak subsolution to (2.7) in Q1. Then
sup
Q1/2
v+ ≤ C(‖v+‖L2(Q1,y1−2s) + |g+|Lq(B1)),
where v+ := max{v, 0}, and C > 0 depends only on N , s, q, |f+|Lq(B1).
(ii) (weak Harnack inequality) Let v ∈ H1(Q1, y1−2s) be a nonnegative weak supersolution to (2.7) in Q1.
Then for some p0 > 0 and any 0 < µ < τ < 1 we have
inf
Q¯µ
v + |g−|Lq(B1) ≥ C‖v‖Lp0(Qτ ,y1−2s),
where v− := max{−v, 0}, and C > 0 depends only on N , s, q, µ, τ , |f−|Lq(B1).
(iii) Let v ∈ H1(Q1, y1−2s) be a nonnegative weak solution to (2.7) in Q1. Then v ∈ C0,α(Q1/2) and in
addition
‖v‖C0,α(Q1/2) ≤ C(‖v‖L2(Q1) + |g|Lq(B1)),
with C > 0, α ∈ (0, 1) depending only on N , s, p, |f |Lq(B1).
3. The penalization argument
In order to find solutions to (2.5), we follow the penalization approach in [22] which permits to study our
problem via variational arguments. Fix κ > V1m2s−V1 and a > 0 such that
f(a)
a =
V1
κ . Define
f˜(t) :=
{
f(t) for t < a,
V1
κ t for t ≥ a.
Let us consider the following Carathéodory function
g(x, t) := χΛ(x)f(t) + (1− χΛ(x))f˜ (t) for (x, t) ∈ RN × R,
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where χΛ denotes the characteristic function of Λ. Set G(x, t) :=
∫ t
0 g(x, τ) dτ . By (f1)-(f4) it follows that
(g1) limt→0
g(x,t)
t = 0 uniformly in x ∈ RN ,
(g2) g(x, t) ≤ f(t) for all x ∈ RN , t > 0,
(g3) (i) 0 < θG(x, t) ≤ tg(x, t) for all x ∈ Λ and t > 0,
(ii) 0 ≤ 2G(x, t) ≤ tg(x, t) ≤ V1κ t2 for all x ∈ Λc = RN \ Λ and t > 0,
(g4) for each x ∈ Λ the function t 7→ g(x,t)t is increasing in (0,∞), and for each x ∈ Λc the function t 7→ g(x,t)t
is increasing in (0, a).
Consider the following modified problem:{ − div(y1−2s∇u) +m2y1−2su = 0 in RN+1+ ,
∂u
∂ν1−2s = −Vε(x)u(·, 0) + gε(·, u(·, 0)) in RN ,
(3.1)
where we set gε(x, t) := g(ε x, t). Obviously, if uε is a positive solution of (3.1) satisfying uε(x, 0) < a for all
x ∈ Λcε, then uε is indeed a solution of (2.5). The corresponding energy functional is defined as
Jε(u) :=
1
2
‖u‖2ε −
∫
RN
Gε(x, u(x, 0)) dx.
Clearly, Jε ∈ C1(Xε,R) and its differential is given by:
〈J ′ε(u), v〉 =
∫∫
R
N+1
+
y1−2s(∇u∇v +m2uv) dxdy +
∫
RN
Vε(x)u(x, 0)v(x, 0) dx
−
∫
RN
gε(x, u(x, 0))v(x, 0) dx
for all u, v ∈ Xε.
We start by proving that Jε satisfies all the assumptions of the mountain pass theorem [3].
Lemma 3.1. Jε has a mountain pass geometry, that is:
• there exist α, ρ > 0 such that Jε(u) ≥ α for all u ∈ X such that ‖u‖ = ρ,
• there exists v ∈ X such that ‖v‖ > ρ and Jε(v) < 0.
Proof. By (f1), (f2), (g1), (g2), we deduce that for all η > 0 there exists Cη > 0 such that
|gε(x, t)| ≤ η|t|+ Cη|t|2∗s−1 for all x ∈ RN , t > 0, (3.2)
and
|Gε(x, t)| ≤ η
2
|t|2 + Cη
2∗s
|t|2∗s for all x ∈ RN , t > 0. (3.3)
Fix η ∈ (0,m2s − V1). Using (3.3), (2.3), (2.6) and Theorem 2.1 we have
Jε(u) ≥ 1
2
‖u‖2ε −
η
2
|u(·, 0)|22 −
Cη
2∗s
|u(·, 0)|2∗s2∗s
=
1
2
‖u‖2ε −
η
2m2s
m2s|u(·, 0)|22 −
Cη
2∗s
|u(·, 0)|2∗s2∗s
≥ 1
2
‖u‖2ε −
η
2m2s
‖u‖2
Xs(RN+1+ )
− CηC‖u‖2
∗
s
Xs(RN+1+ )
≥
(
1
2
− η
2(m2s − V1)
)
‖u‖2ε − CηC‖u‖2
∗
s
ε
from which we deduce the thesis. Now, let v ∈ C∞c (RN+1+ ) such that supp(v(·, 0)) ⊂ Λε. Then, by (f3), we
have
Jε(tv) =
t2
2
‖v‖2ε −
∫
RN
F (tv(x, 0)) dx
≤ t
2
2
‖v‖2ε − tθ
∫
Λε
|v(x, 0)|θ dx+ C|Λε| → −∞ as t→∞.

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By Lemma 3.1 and using a variant of mountain pass lemma without Palais-Smale condition [50], we can
find a Palais-Smale sequence (un) ⊂ Xε such that
Jε(un)→ cε J ′ε(un)→ 0, (3.4)
where
cε := inf
γ∈Γε
max
t∈[0,1]
Jε(γ(t))
and
Γε := {γ ∈ C([0, 1], Xε) : γ(0) = 0, Jε(γ(1)) ≤ 0}.
In view of (f4), it is standard to check (see [50]) that
cε = inf
u∈Nε
Jε(u) = inf
u∈Xε\{0}
sup
t≥0
Jε(tu),
where
Nε := {u ∈ Xε : 〈J ′ε(u), u〉 = 0}
is the Nehari manifold associated with Jε. Now we prove the following fundamental compactness result:
Lemma 3.2. Jε satisfies the Palais-Smale condition at any level c ∈ R.
Proof. Let c ∈ R and (un) ⊂ Xε be such that
Jε(un)→ c J ′ε(un)→ 0. (3.5)
Then, using (g3), (2.3) and (2.6), we have
Jε(un)− 1
θ
〈J ′ε(un), un〉
=
(
1
2
− 1
θ
)
‖un‖2ε +
1
θ
∫
RN
gε(x, un(x, 0))un(x, 0)− θGε(x, un(x, 0)) dx
≥
(
1
2
− 1
θ
)
‖un‖2ε −
(
1
2
− 1
θ
)
V1
κ
∫
RN
u2n(x, 0) dx
=
(
1
2
− 1
θ
)
‖un‖2ε −
(
1
2
− 1
θ
)
V1
κm2s
m2s
∫
RN
u2n(x, 0) dx
≥
(
1
2
− 1
θ
)
‖un‖2ε −
(
1
2
− 1
θ
)
V1
κm2s
‖un‖2Xs(RN+1+ )
≥
(
1
2
− 1
θ
)(
1− V1
κ(m2s − V1)
)
‖un‖2ε.
Since θ > 2 and κ > V1m2s−V1 , we deduce that (un) is bounded in Xε. Hence, up to a subsequence, we may
assume that un ⇀ u in Xε. Now we prove that this convergence is indeed strong. Using the fact that g
has subcritical growth and applying Theorem 2.1, it is easy to check that 〈J ′ε(u), ϕ〉 = 0 for all ϕ ∈ Xε. In
particular,
‖u‖2
Xs(RN+1+ )
− V1|u(·, 0)|22 +
∫
Λε
(Vε(x) + V1)u
2(x, 0) dx +
∫
Λcε
[(Vε(x) + V1)u
2(x, 0)− gε(x, u(x, 0))u(x, 0)] dx
=
∫
Λε
f(u(x, 0))u(x, 0) dx. (3.6)
On the other hand, by 〈J ′ε(un), un〉 = on(1), we get
‖un‖2Xs(RN+1+ ) − V1|un(·, 0)|
2
2 +
∫
Λε
(Vε(x) + V1)u
2
n(x, 0) dx +
∫
Λcε
[(Vε(x) + V1)u
2
n(x, 0)− gε(x, un(x, 0))un(x, 0)] dx
=
∫
Λε
f(un(x, 0))un(x, 0) dx+ on(1). (3.7)
Since Λε is bounded, by the compactness of Sobolev embeddings in Theorem 2.1 we have
lim
n→∞
∫
Λε
f(un(x, 0))un(x, 0) dx =
∫
Λε
f(u(x, 0))u(x, 0) dx, (3.8)
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lim
n→∞
∫
Λε
(Vε(x) + V1)u
2
n(x, 0) dx =
∫
Λε
(Vε(x) + V1)u
2(x, 0) dx. (3.9)
In view of (3.6), (3.7), (3.8), (3.9), we obtain
lim sup
n→∞
(
‖un‖2Xs(RN+1+ ) − V1|un(·, 0)|
2
2 +
∫
Λcε
[(Vε(x) + V1)u
2
n(x, 0)− gε(x, un(x, 0))un(x, 0)] dx
)
= ‖u‖2
Xs(RN+1+ )
− V1|u(·, 0)|22 +
∫
Λcε
[(Vε(x) + V1)u
2(x, 0)− gε(x, u(x, 0))u(x, 0)] dx.
On the other hand, by (g2) and Fatou’s Lemma, we get
lim inf
n→∞
(
‖un‖2Xs(RN+1+ ) − V1|un(·, 0)|
2
2 +
∫
Λcε
[(Vε(x) + V1)u
2
n(x, 0)− gε(x, un(x, 0))un(x, 0)] dx
)
≥ ‖u‖2
Xs(RN+1+ )
− V1|u(·, 0)|22 +
∫
Λcε
[(Vε(x) + V1)u
2(x, 0)− gε(x, u(x, 0))u(x, 0)] dx.
Hence,
lim
n→∞ ‖un‖
2
Xs(RN+1+ )
− V1|un(·, 0)|22 = ‖u‖2Xs(RN+1+ ) − V1|u(·, 0)|
2
2 (3.10)
and
lim
n→∞
∫
Λcε
[(Vε(x) + V1)u
2
n(x, 0)− gε(x, un(x, 0))un(x, 0)] dx =
∫
Λcε
[(Vε(x) + V1)u
2(x, 0)− gε(x, u(x, 0))u(x, 0)] dx.
The last limit combined with definition of gε yields
lim
n→∞
∫
Λcε
(Vε(x) + V1)u
2
n(x, 0) dx =
∫
Λε
(Vε(x) + V1)u
2(x, 0) dx
which together with (3.9) implies that
lim
n→∞
∫
RN
(Vε(x) + V1)u
2
n(x, 0) dx =
∫
RN
(Vε(x) + V1)u
2(x, 0) dx. (3.11)
From (3.10) and (3.11) we have
lim
n→∞ ‖un‖
2
ε = ‖u‖2ε
and since Xε turns out to be a Hilbert space we deduce that un → u in Xε. 
In light of Lemma 3.1 and Lemma 3.2, it follows from the mountain pass theorem [3] that for all ε > 0
there exists uε ∈ Xε \ {0} such that
Jε(uε) = cε and J
′
ε(uε) = 0. (3.12)
Since f(t) = 0 for t ≤ 0, it follows from 〈J ′ε(uε), u−ε 〉 = 0, where u−ε := min{uε, 0}, that uε ≥ 0 in RN+1+ .
Next, for all µ > −m2s, we consider the following family of autonomous problems related to (2.5), namely{ − div(y1−2s∇w) +m2y1−2sw = 0 in RN+1+ ,
∂w
∂ν1−2s = −µw(·, 0) + f(w(·, 0)) in RN .
(3.13)
Define the energy functionals Lµ : X
s(RN+1+ )→ R given by
Lµ(u) :=
1
2
‖u‖2
Xs(RN+1+ )
+
µ
2
|u(·, 0)|22 −
∫
RN
F (u(x, 0)) dx,
and denote byMµ the Nehari manifold associated with Lµ , that isMµ := {u ∈ Xs(RN+1+ ) : 〈L′µ(u), u〉 = 0}.
Arguing as in the case ε > 0, one can check that Lµ has a mountain pass geometry [3], so we can find a
Palais-Smale sequence (un) ⊂ Xs(RN+1+ ) at the mountain pass level dµ of Lµ. As before, (un) is bounded in
Xs(RN+1+ ). We also note that, by (f4), it holds
dµ = inf
u∈Mµ
Lµ(u) = inf
u∈Xs(RN+1+ )\{0}
sup
t≥0
Lµ(tu).
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Next we show the existence of a ground state solution to (3.13). We first prove some useful technical lemmas.
The first one is a vanishing Lions type result.
Lemma 3.3. Let t ∈ [2, 2∗s) and R > 0. If (un) ⊂ Xs(RN+1+ ) is a bounded sequence such that
lim
n→∞ supz∈RN
∫
BR(z)
|un(x, 0)|t dx = 0,
then un(·, 0)→ 0 in Lq(RN ) for all q ∈ (t, 2∗s).
Proof. Take q ∈ (t, 2∗s). Given R > 0 and z ∈ RN , by using Hölder inequality, we get
|un(·, 0)|Lq(BR(z)) ≤ |un(·, 0)|1−λLt(BR(z))|un(·, 0)|λL2∗s (BR(z)) ∀n ∈ N,
where
1− λ
t
+
λ
2∗s
=
1
q
.
Now, covering RN by balls of radius R, in such a way that each point of RN is contained in at most N + 1
balls, we find
|un(·, 0)|qq ≤ (N + 1)|un(·, 0)|(1−λ)qLt(BR(z))|un(·, 0)|
λq
2∗s
,
which combined with Theorem 2.1 and the assumptions yields
|un(·, 0)|qq ≤ C(N + 1)|un(·, 0)|(1−λ)qLt(BR(z))‖un‖
λq
Xs(RN+1+ )
≤ C(N + 1) sup
z∈RN
|un(·, 0)|(1−λ)qLt(BR(z)) → 0 as n→∞.
This ends the proof of lemma. 
Lemma 3.4. Let (un) ⊂ Xs(RN+1+ ) be a Palais-Smale sequence at level c ∈ R and such that un ⇀ 0 in
Xs(RN+1+ ). Then we have either
(a) un → 0 in Xs(RN+1+ ), or
(b) there exists a sequence (zn) ⊂ RN and constants R, β > 0 such that
lim inf
n→∞
∫
BR(zn)
|un(x, 0)|2 dx ≥ β.
Proof. Assume that (b) does not occur. Then, for all R > 0, we have
lim
n→∞ supz∈RN
∫
BR(z)
|un(x, 0)|2 dx = 0.
Using Lemma 3.3 (with t = 2), we can see that un(·, 0) → 0 in Lq(RN ) for all q ∈ (2, 2∗s). This fact and
(f1)-(f2) imply that ∫
RN
f(un(x, 0))un(x, 0) dx→ 0 as n→∞.
Hence, using 〈L′µ(un), un〉 = on(1), µ > −m2s and (2.3), we get(
1 +
µ
m2s
)
‖un‖2Xs(RN+1+ ) ≤ ‖un‖
2
Xs(RN+1+ )
+ µ|un(·, 0)|22 ≤ on(1)
that is un → 0 in Xs(RN+1+ ) as n→∞. 
Now we prove the following existence result for (3.13).
Theorem 3.1. Let µ > −m2s. Then (3.13) has a positive ground state solution.
Proof. Since Lµ has a mountain pass geometry [3], we can find a Palais-Smale sequence (un) ⊂ Xs(RN+1+ )
at the level dµ. Thus (un) is bounded in X
s(RN+1+ ) and there exists u ∈ Xs(RN+1+ ) such that un ⇀ u in
Xs(RN+1+ ). Clearly, L
′
µ(u) = 0. If u = 0, then we can use Lemma 3.4 to deduce that for some sequence
(zn) ⊂ RN , vn(x, y) := un(x + zn, y) is a bounded Palais-Smale sequence at the level dµ and having a
nontrivial weak limit v. Hence, v ∈ Mµ, where Mµ denotes the Nehari manifold associated with Lµ.
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Moreover, using the weak lower semicontinuity of ‖ · ‖Xs(RN+1+ ) + µ| · |2, (f4) and Fatou’s lemma, it is easy to
see that Lµ(v) = dµ. When u 6= 0, as before, we can deduce that u is a ground state solution to (3.13). In
conclusion, for any µ > −m2s, there exists a ground state solution w = wµ ∈ Xs(RN+1+ ) \ {0} such that
Lµ(w) = dµ and L
′
µ(w) = 0.
Since f(t) = 0 for t ≤ 0, we deduce that w ≥ 0 in RN+1+ and w 6≡ 0. A Moser iteration argument (see Lemma
4.1 below) shows that w(·, 0) ∈ Lp(RN ) for all p ∈ [2,∞] and w ∈ L∞(RN+1+ ). Using Proposition 2.1-(iii) we
obtain that w ∈ C0,α(RN+1+ ) for some α ∈ (0, 1). By Proposition 2.1-(ii) we conclude that w is positive. 
In the next lemma we establish an important connection between cε and dV (0) = d−V0 (we remark that
V (0) = −V0 > −m2s):
Lemma 3.5. The numbers cε and dV (0) verify the following inequality:
lim sup
ε→0
cε ≤ dV (0).
Proof. By Theorem 3.1, we know that there exists a positive ground state solution w to (3.13) with µ = V (0).
Let η ∈ C∞c (R) be such that 0 ≤ η ≤ 1, η = 1 in [−1, 1] and η = 0 in R \ (−2, 2). Suppose that B2(0) ⊂ Λ.
Define wε(x, y) = η(ε |(x, y)|)w(x, y) and note that supp(wε(·, 0)) ⊂ Λε. It is easy to prove that wε → w in
Xs(RN+1+ ) and LV (0)(wε)→ LV (0)(w) as ε→ 0. On the other hand, by definition of cε, we have
cε ≤ max
t≥0
Jε(twε) = Jε(tεwε) =
t2ε
2
‖wε‖2ε −
∫
RN
F (twε(x, 0)) dx (3.14)
for some tε > 0. Recalling that w ∈ MV (0) and using (f4), it is easy to check that tε → 1 as ε → 0. Note
that
Jε(tεwε) = LV (0)(tεwε) +
t2ε
2
∫
RN
(Vε(x) − V (0))w2ε (x, 0) dx. (3.15)
Since Vε(x) is bounded on the support of wε(·, 0), and Vε(x) → V (0) as ε→ 0, we can apply the dominated
convergence theorem and use (3.14) and (3.15) to conclude the proof. 
Now we come back to study (3.1) and consider the mountain pass solutions uε satisfying (3.12).
Lemma 3.6. There exist R, β, ε∗ > 0 and (yε) ⊂ RN such that∫
Br(yε)
u2ε(x, 0) dx ≥ β, ∀ ε ∈ (0, ε∗).
Proof. Since uε verifies (3.12), it follows from the growth assumptions on f that there exist α > 0 independent
of ε > 0 such that
‖uε‖2ε ≥ α ∀ ε > 0. (3.16)
Let (εn) ⊂ (0,∞) be such that εn → 0. If by contradiction there exists r > 0 such that
lim
n→∞ supy∈RN
∫
Br(y)
u2εn(x, 0) dx = 0,
we can use Lemma 3.3 to deduce that uεn(·, 0)→ 0 in Lq(RN ) for all q ∈ (2, 2∗s). Then, (3.12) and the growth
assumptions on f imply that ‖uεn‖εn → 0 as n→∞ which contradicts (3.16). 
Lemma 3.7. For any εn → 0, consider the sequence (yεn) ⊂ RN given in Lemma 3.6 and wn(x, y) =
uεn(x+ yεn , y). Then there exists a subsequence of wn, still denoted by itself, and w ∈ Xs(RN+1+ ) \ {0} such
that
wn → w in Xs(RN+1+ ).
Moreover, there exists x0 ∈ Λ such that
εn yεn → x0 and V (x0) = −V0.
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Proof. In what follows, we denote by (yn) and (un), the sequences (yεn) and (uεn) respectively. Since each
un satisfies (3.12), we can argue as in the proof of Lemma 3.2 to deduce that (un) is bounded in X
s(RN+1+ ).
Thus (wn) is bounded in X
s(RN+1+ ) and there exists w ∈ Xs(RN+1+ ) \ {0} such that
wn ⇀ w in X
s(RN+1+ ) as n→∞. (3.17)
Moreover, by Lemma 3.6, we know that ∫
Br(0)
w2(x, 0) dx ≥ β > 0. (3.18)
Next we show that (εn yn) is bounded in R. First of all, we prove that
dist(εn yn,Λ)→ 0 as n→∞. (3.19)
If (3.19) does not hold, there exists δ > 0 and a subsequence of (εn yn), still denoted by itself, such that
dist(εn yn,Λ) ≥ δ ∀n ∈ N.
Then there is R > 0 such that BR(εn yn) ⊂ Λc for all n ∈ N. By the definition of Xs(RN+1+ ) and using the
fact that w ≥ 0, we know that there exists (ψj) ⊂ Xs(RN+1+ ) such that ψj has compact support in RN+1+ and
ψj → w in Xs(RN+1+ ) as j →∞. Fix j ∈ N. Taking ψj as test function in 〈J ′ε(un), φ〉 = 0 for all φ ∈ Xε, we
get ∫∫
R
N+1
+
y1−2s(∇wn∇ψj +m2wnψj) dxdy +
∫
RN
V (εn x+ εn yn)wn(x, 0)ψj(x, 0) dx
=
∫
RN
g(εn x+ εn yn, wn(x, 0))ψj(x, 0) dx. (3.20)
By the definition of gε there holds∫
RN
g(εn x+ εn yn, wn(x, 0))ψj(x, 0) dx ≤
∫
B R
εn
g(εn x+ εn yn, wn(x, 0))ψj(x, 0) dx
+
∫
BcR
εn
g(εn x+ εn yn, wn(x, 0))ψj(x, 0) dx
≤ V1
κ
∫
B R
εn
wn(x, 0)ψj(x, 0) dx +
∫
BcR
εn
f(wn(x, 0))ψj(x, 0) dx.
Using (V1) and (3.20) we can see that∫∫
R
N+1
+
y1−2s(∇wn∇ψj +m2wnψj) dxdy − V1
(
1 +
1
κ
)∫
RN
wn(x, 0)ψj(x, 0) dx
≤
∫
BcR
εn
f(wn(x, 0))ψj(x, 0) dx.
Taking into account that ψj has compact support, εn → 0, the growth assumptions on f , and (3.17), we
deduce that as n→∞ ∫
BcR
εn
f(wn(x, 0))ψj(x, 0) dx→ 0,
and ∫∫
R
N+1
+
y1−2s(∇wn∇ψj +m2wnψj) dxdy − V1
(
1 +
1
κ
)∫
RN
wn(x, 0)ψj(x, 0) dx
→
∫∫
R
N+1
+
y1−2s(∇w∇ψj +m2wψj) dxdy − V1
(
1 +
1
κ
)∫
RN
w(x, 0)ψj(x, 0) dx.
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The previous relations of limits combined with (3.20) give
∫∫
R
N+1
+
y1−2s(∇w∇ψj +m2wψj) dxdy − V1
(
1 +
1
κ
)∫
RN
w(x, 0)ψj(x, 0) dx ≤ 0
and passing to the limit as j →∞ we find
‖w‖2
Xs(RN+1+ )
− V1
(
1 +
1
κ
)
|w(·, 0)|22dx ≤ 0.
Thus (2.3) and κ > V1m2s−V1 yield
0 ≤
(
1− V1
m2s
(
1 +
1
κ
))
‖w‖2
Xs(RN+1+ )
≤ 0
that is w ≡ 0 in RN and this is in contrast with (3.18). Consequently, there exist a subsequence of (εn yn),
still denoted by itself, and x0 ∈ Λ such that εn yn → x0 as n→∞. Next we prove that x0 ∈ Λ.
Using (g2) and (3.20), we know that
∫∫
R
N+1
+
y1−2s(∇wn∇ψj +m2wnψj) dxdy +
∫
RN
V (εn x+ εn yn)wn(x, 0)ψj(x, 0) dx ≤
∫
RN
f(wn(x, 0))ψj(x, 0) dx.
Letting n→∞ and using (3.17) and the continuity of V we find
∫∫
R
N+1
+
y1−2s(∇w∇ψj +m2wψj) dxdy +
∫
RN
V (x0)w(x, 0)ψj(x, 0) dx ≤
∫
RN
f(w(x, 0))ψj(x, 0) dx.
By passing to the limit as j →∞ we obtain
∫∫
R
N+1
+
y1−2s(|∇w|2 +m2w2) dxdy +
∫
RN
V (x0)w
2(x, 0) dx ≤
∫
RN
f(w(x, 0))w(x, 0) dx.
Hence there exists t1 ∈ (0, 1) such that t1w ∈MV (x0). In view of Lemma 3.5 we have
dV (x0) ≤ LV (x0)(t1w) ≤ lim infn→∞ Jεn(un) = lim infn→∞ cεn ≤ dV (0)
from which dV (x0) ≤ dV (0) and thus V (x0) ≤ V (0) = −V0. Since −V0 = infx∈Λ V (x), we achieve that
V (x0) = −V0. Using (V2), we conclude that x0 ∈ Λ.
Finally, we show that wn → w in Xs(RN+1+ ). Set
Λ˜n :=
Λ− εn y˜n
εn
and define
χ˜1n(x) :=
{
1 if x ∈ Λ˜n,
0 if x ∈ RN \ Λ˜n,
χ˜2n(x) := 1− χ˜1n(x).
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Let us also consider the following functions for all x ∈ RN and n ∈ N
h1n(x) :=
(
1
2
− 1
θ
)
(V (εn x+ εn yn) + V1)w
2
n(x, 0)χ˜
1
n(x)
h1(x) :=
(
1
2
− 1
θ
)
(V (x0) + V1)w
2(x, 0)
h2n(x):=
[(
1
2
− 1
θ
)
(V (εn x+ εn yn) + V1)w
2
n(x, 0) +
1
θ
g(εn x+ εn yn, wn(x, 0))wn(x, 0)−G(εn x+ εn yn, wn(x, 0))
]
χ˜2n(x)
≥
((
1
2
− 1
θ
)
− 1
κ
)
(V (εn x+ εn y˜n) + V1)w
2
n(x, 0)χ˜
2
n(x)
h3n(x) :=
(
1
θ
g(εn x+ εn yn, wn(x, 0))wn(x, 0)−G(εn x+ εn yn, wn(x, 0))
)
χ˜1n(x)
=
[
1
θ
(f(wn(x, 0))wn(x, 0)− F (wn(x, 0)))
]
χ˜1n(x)
h3(x) :=
1
θ
(f(w(x, 0))w(x, 0) − F (w(x, 0))) .
From (f3) and (g3), we see that the above functions are nonnegative in R
N . Since
wn(x, 0)→ w(x, 0) a.e. x ∈ RN ,
εn yn → x0 ∈ Λ,
we get
χ˜1n(x)→ 1, h1n(x)→ h1(x), h2n(x)→ 0 and h3n(x)→ h3(x) a.e. x ∈ RN .
Hence, observing that ‖ · ‖2
Xs(RN+1+ )
− µ| · |22 is weakly lower semicontinuous for all µ ∈ (0,m2s), and using
Fatou’s Lemma and the invariance of RN by translation, we have
dV (0) ≥ lim sup
n→∞
cεn = lim sup
n→∞
(
Jεn(un)−
1
θ
〈J ′εn(un), un〉
)
≥ lim sup
n→∞
{(
1
2
− 1
θ
)[
‖wn‖2Xs(RN+1+ ) − V1|wn(·, 0)|
2
2
]
+
∫
RN
(h1n + h
2
n + h
3
n) dx
}
≥ lim inf
n→∞
{(
1
2
− 1
θ
)[
‖wn‖2Xs(RN+1+ ) − V1|wn(·, 0)|
2
2
]
+
∫
RN
(h1n + h
2
n + h
3
n) dx
}
≥
(
1
2
− 1
θ
)[
‖w‖2
Xs(RN+1+ )
− V1|w(·, 0)|22
]
+
∫
RN
(h1 + h3) dx = dV (0).
Accordingly,
lim
n→∞ ‖wn‖
2
Xs(RN+1+ )
− V1|wn(·, 0)|22 = ‖w‖2Xs(RN+1+ ) − V1|w(·, 0)|
2
2, (3.21)
and
h1n → h1, h2n → 0 and h3n → h3 in L1(R3).
Then
lim
n→∞
∫
RN
(V (εn x+ εn yn) + V1)w
2(x, 0) dx =
∫
RN
(V (x0) + V1)w
2(x, 0) dx,
which implies that
lim
n→∞ |wn(·, 0)|
2
2 = |w(·, 0)|22. (3.22)
Putting together (3.21) and (3.22), and using the fact that Xs(RN+1+ ) is a Hilbert space, we attain
‖wn − w‖Xs(RN+1+ ) → 0 as n→∞.
This ends the proof of lemma. 
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4. The proof of Theorem 1.1
In this last section we give the proof of Theorem 1.1. We start by proving the following lemma which will
be crucial to study the behavior of maximum points of the solutions. The proof is based on a variant of the
Moser iteration argument [44] (see also [4, 6, 19]).
Lemma 4.1. Let (wn) be the sequence of Lemma 3.7. Then, wn(·, 0) ∈ L∞(RN ) and there exists M > 0
such that
|wn(·, 0)|∞ ≤M for all n ∈ N.
Moreover, wn ∈ L∞(RN+1+ ) and there exists R > 0 such that
‖wn‖L∞(RN+1+ ) ≤ R for all n ∈ N.
Proof. We note that wn is a weak solution to{ − div(y1−2s∇wn) +m2y1−2swn = 0 in RN+1+ ,
∂wn
∂ν1−2s = −V (εn x+ εn yn)wn(·, 0) + g(εn x+ εn yn, wn(·, 0)) in RN .
(4.1)
Let zn,L := wnw
2β
n,L where wn,L := min{wn, L}, L > 0 and β > 0 will be chosen later. Taking zL,n as
test-function in (4.1) we deduce that∫∫
R
N+1
+
y1−2sw2βn,L(|∇wn|2 +m2w2n) dxdy +
∫∫
Dn,L
2βy1−2sw2βn,L|∇wn|2 dxdy
= −
∫
RN
V (εn x+ εn yn)w
2
n(x, 0)w
2β
n,L(x, 0) dx +
∫
RN
g(εn x+ εn yn, wn(·, 0))wn(x, 0)w2βn,L(x, 0) dx
(4.2)
where Dn,L := {(x, y) ∈ RN+1+ : |wn(x, y)| ≤ L}. It is easy to check that∫∫
R
N+1
+
y1−2s|∇(wnwβn,L)|2 dxdy =
∫∫
R
N+1
+
y1−2sw2βn,L|∇wn|2 dxdy
+
∫∫
Dn,L
(2β + β2)y1−2sw2βn,L|∇wn|2 dxdy. (4.3)
Then, putting together (4.2), (4.3), (V1), (f1)-(f2), (g1)-(g2), we get
‖wwβn,L‖2Xs(RN+1+ ) =
∫∫
R
N+1
+
y1−2s(|∇(wnwβn,L)|2 +m2w2nw2βn,L) dxdy
=
∫∫
R
N+1
+
y1−2sw2βn,L(|∇wn|2 +m2w2n) dxdy +
∫∫
Dn,L
2β
(
1 +
β
2
)
y1−2sw2βn,L|∇wn|2 dxdy
≤ cβ
[∫∫
R
N+1
+
y1−2sw2βn,L(|∇wn|2 +m2w2n) dxdy +
∫∫
Dn,L
2βy1−2sw2βn,L|∇wn|2 dxdy
]
= cβ
[
−
∫
RN
V (εn x+ εn yn)w
2
n(x, 0)w
2β
n,L(x, 0) dx+
∫
RN
g(εn x+ εn yn, wn(·, 0))wn(x, 0)w2βn,L(x, 0) dx
]
≤ cβ
[∫
RN
(V1 + 1)w
2
n(x, 0)w
2β
n,L(x, 0) + C1w
p+1
n (x, 0)w
2β
n,L(x, 0) dx
]
(4.4)
where
cβ := 1 +
β
2
.
Now, we prove that there exist a constant c > 0 independent of n, L, β, and hn ∈ LN/2s(RN ), hn ≥ 0 and
independent of L and β, such that
(V1 + 1)w
2
n(x, 0)w
2β
n,L(x, 0) + C1w
p+1
n (x, 0)w
2β
n,L(x, 0) ≤ (c+ hn)w2n(·, 0)w2βn,L(·, 0) on RN . (4.5)
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Firstly, we notice that
(V1 + 1)w
2
n(x, 0)w
2β
n,L(x, 0) + C1w
p+1
n (x, 0)w
2β
n,L(x, 0)
≤ (V1 + 1)w2n(x, 0)w2βn,L(x, 0) + C1wp−1n (·, 0)w2n(·, 0)w2βn,L(·, 0) on RN .
Moreover,
wp−1n (·, 0) ≤ 1 + hn on RN ,
where hn := χ{|wn(·,0)|>1}w
p−1
n (·, 0) ∈ LN/2s(RN ). In fact, we can observe that
wp−1n (·, 0) = χ{|wn(·,0)|≤1}wp−1n (·, 0) + χ{|wn(·,0)|>1}wp−1n (·, 0) ≤ 1 + χ{|wn(·,0)|>1}wp−1n (·, 0) on RN ,
and that if (p− 1)N2s < 2 then, recalling that (wn(·, 0)) is bounded in Hs(RN ),∫
RN
χ{|wn(·,0)|>1}|wn(x, 0)|
N
2s
(p−1) dx ≤
∫
RN
χ{|wn(·,0)|>1}|wn(x, 0)|2 dx ≤ C, for all n ∈ N,
while if 2 ≤ (p − 1)N2s we deduce that (p − 1)N2s ∈ [2, 2∗s], and by Theorem 2.1 and the boundedness of (wn)
in Xs(RN+1+ ) we find ∫
RN
χ{|wn(·,0)|>1}|wn(x, 0)|
N
2s (p−1) dx ≤ C‖wn‖
N
2s (p−1)
Xs(RN+1+ )
≤ C,
for some C > 0 depending only on N , s and p. Taking into account (4.4) and (4.5) we obtain that
‖wnwβn,L‖2Xs(RN+1+ ) ≤ cβ
∫
RN
(c+ hn(x))w
2
n(x, 0)w
2β
n,L(x, 0)dx,
and by the monotone convergence theorem ((wn,L) is nondecreasing with respect to L) we have as L→∞
‖|wn|β+1‖2Xs(RN+1+ ) ≤ ccβ
∫
RN
|wn(x, 0)|2(β+1) dx+ cβ
∫
RN
hn(x)|wn(x, 0)|2(β+1) dx. (4.6)
Fix M > 1 and let A1,n := {hn ≤M} and A2,n := {hn > M}. Then, by Hölder inequality,∫
RN
hn(x)|wn(x, 0)|2(β+1)dx =
∫
A1,n
hn(x)|wn(x, 0)|2(β+1)dx+
∫
A2,n
hn(x)|wn(x, 0)|2(β+1)dx
≤M ||wn(·, 0)|β+1|22 + ε(M)||wn(·, 0)|β+1|22∗s (4.7)
where ε(M) := sup
n∈N
(∫
A2,n
hN/2sn dx
) 2s
N
→ 0 as M → ∞ due to the fact that wn(·, 0) → w(·, 0) in Hs(RN ).
In view of (4.6) and (4.7) we get
‖|wn|β+1‖2Xs(RN+1+ ) ≤ cβ(c+M)||wn(·, 0)|
β+1|22 + cβε(M)||wn(·, 0)|β+1|22∗s . (4.8)
We note that Theorem 2.1 yields
||wn(·, 0)|β+1|22∗s ≤ C22∗s‖|wn|β+1‖2Xs(RN+1+ ). (4.9)
Then, choosing M large so that
ε(M)cβC
2
2∗s
<
1
2
,
and using (4.8) and (4.9) we obtain that
||wn(·, 0)|β+1|22∗s ≤ 2C22∗scβ(c+M)||wn(·, 0)|β+1|22. (4.10)
Then we can start a bootstrap argument: since wn(·, 0) ∈ L2∗s (RN ) and |wn(·, 0)|2∗s ≤ C for all n ∈ N, we can
apply (4.10) with β1 + 1 =
N
N−2s to deduce that wn(·, 0) ∈ L(β1+1)2
∗
s (RN ) = L
2N2
(N−2s)2 (RN ). Applying again
(4.10), after k iterations, we find wn(·, 0) ∈ L
2Nk
(N−2s)k (RN ), and so wn(·, 0) ∈ Lq(RN ) for all q ∈ [2,∞) and
|wn(·, 0)|q ≤ C for all n ∈ N.
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Now we prove that actually wn(·, 0) ∈ L∞(RN ). Since wn(·, 0) ∈ Lq(RN ) for all q ∈ [2,∞) we have
that hn ∈ LNs (RN ) and |hn|N
s
≤ D for all n ∈ N. Then, by the generalized Hölder inequality and Young’s
inequality with λ > 0, we can see that for all λ > 0∫
RN
hn(x)|wn(x, 0)|2(β+1)dx ≤ |hn|N
s
||wn(·, 0)|β+1|2||wn(·, 0)|β+1|2∗s
≤ D
(
λ||wn(·, 0)|β+1|22 +
1
λ
||wn(·, 0)|β+1|22∗s
)
.
Consequently, using (4.6) and (4.9), we deduce that
||wn(·, 0)|β+1|22∗s ≤ C22∗s‖|wn|β+1‖2Xs(RN+1+ )
≤ cβC22∗s (c+Dλ)||wn(·, 0)|β+1|22 + C22∗s
cβD
λ
||wn(·, 0)|β+1|22∗s . (4.11)
Taking λ > 0 such that
cβDC
2
2∗s
λ
=
1
2
we obtain that
||wn(·, 0)|β+1|22∗s ≤ 2cβ(c+Dλ)C22∗s ||wn(·, 0)|β+1|22 = Mβ||wn(·, 0)|β+1|22,
where
Mβ := 2cβ(c+Dλ)C
2
2∗s
.
Now we can control the dependence on β of Mβ as follows:
Mβ ≤ Cc2β ≤ C(1 + β)2 ≤M20 e2
√
β+1,
for some M0 > 0 independent of β, and we get
|wn(·, 0)|2∗s(β+1) ≤M
1
β+1
0 e
1√
β+1 |wn(·, 0)|2(β+1).
As before, iterating this last relation and choosing β0 = 0 and 2(βj+1 + 1) = 2
∗
s(βj + 1) we have that
|wn(·, 0)|2∗s(βj+1) ≤M
∑j
i=0
1
βi+1
0 e
∑j
i=0
1√
βi+1 |wn(·, 0)|2(β0+1).
We note that
βj =
(
N
N − 2s
)j
− 1, (4.12)
so the series
∞∑
i=0
1
βi + 1
and
∞∑
i=0
1√
βi + 1
are convergent. Recalling that |wn(·, 0)|q ≤ C for all n ∈ N and q ∈ [2,∞), we get
|wn(·, 0)|∞ = lim
j→∞
|wn(·, 0)|2∗s(βj+1) ≤M for all n ∈ N.
This proves the L∞-desired estimate for the trace. At this point, we prove that there exists R > 0 such that
‖wn‖L∞(RN+1+ ) ≤ R for all n ∈ N. (4.13)
Using (4.11) with λ = 1 and that |wn(·, 0)|q ≤ C for all q ∈ [2,∞], we deduce that
‖|wn|β+1‖2Xs(RN+1+ ) ≤ c˜cβC
2(β+1) for all n ∈ N,
for some c˜, C > 0 independent on β and n. On the other hand, from (2.1), we obtain that(∫∫
R
N+1
+
ya|wn(x, y)|2γ(β+1) dxdy
) β+1
2γ(β+1)
= ‖|wn|β+1‖L2γ(RN+1+ ,y1−2s) ≤ C∗‖|wn|
β+1‖Xs(RN+1+ )
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which combined with the previous inequality yields
‖wn‖L2γ(β+1)(RN+1+ ,y1−2s) ≤ C
′(C˜∗cβ)
1
2(β+1) for all n ∈ N.
Since
1
β + 1
log
(
1 +
β
2
)
≤ β
2(β + 1)
≤ 1
2
for all β > 0,
we can see that there exists C¯ > 0 such that C′(C˜∗cβ)
1
2(β+1) ≤ C¯ for all β > 0, and so
‖wn‖L2γ(β+1)(RN+1+ ,y1−2s) ≤ C¯ for all n ∈ N, β > 0.
Now, fix R > C¯ and define An := {(x, y) ∈ RN+1+ : wn(x, y) > R}. Hence, for all n, j ∈ N, we have
C¯ ≥
(∫∫
R
N+1
+
y1−2s|wn(x, y)|2γ(βj+1) dxdy
) 1
2γ(βj+1)
≥ R
γ(βj+1)−1
γ(βj+1)
(∫∫
An
y1−2s|wn(x, y)|2 dxdy
) 1
2γ(βj+1)
which yields (
C¯
R
)βj+1− 1γ
≥ 1
C¯
1
γ
(∫∫
An
y1−2s|wn(x, y)|2 dxdy
) 1
2γ
,
where βj is given in (4.12). Letting j →∞, we have that βj →∞ and then∫∫
An
y1−2s|wn(x, y)|2 dxdy = 0 for all n ∈ N,
which implies that |An| = 0 for all n ∈ N. Consequently, (4.13) holds true. 
Lemma 4.2. The sequence (wn) satisfies wn(·, 0)→ 0 as |x| → ∞ uniformly in n ∈ N.
Proof. By Lemma 4.1 and Proposition 2.1-(iii), we obtain that wn is continuous in R
N+1
+ . On the other
hand, from (2.1) and wn → w in Xs(RN+1+ ), we have that wn → w in L2γ(RN+1+ , y1−2s). Fix x¯ ∈ RN . Using
(V1) and (3.2) we see that wn is a weak subsolution to{ −div(y1−2s∇wn) +m2y1−2swn = 0 in Q1(x¯, 0) := B1(x¯)× (0, 1),
∂wn
∂ν1−2s = (V1 + η)wn + Cηw
2∗s−1
n on B1(x¯),
where η ∈ (0,m2s−V1) is fixed. Applying Proposition 2.1-(i) and observing that L2γ(A, y1−2s) ⊂ L2(A, y1−2s)
for any bounded set A ⊂ RN , we get
0 ≤ sup
Q1(x¯,0)
wn ≤ C(‖wn‖L2γ(Q1(x¯,0),y1−2s) + |w2
∗
s−1
n (·, 0)|Lq(B1(x¯))) for all n ∈ N,
where q > N2s is fixed and C > 0 is a constant depending only on N,m, s, q, γ and independent of n ∈ N and
x¯. Note that q(2∗s − 1) ∈ (2,∞) because N > 2s and q > N2s . Taking the limit as |x¯| → ∞ we infer that
wn(x¯, 0)→ 0 as |x¯| → ∞ uniformly in n ∈ N. 
Now we have all tools to give the proof of the main result of this work.
Proof of Theorem 1.1. We begin by proving that there exists ε0 > 0 such that for any ε ∈ (0, ε0) and any
mountain pass solution uε ∈ Xε of (3.1), it holds
|uε(·, 0)|L∞(RN\Λε) < a. (4.14)
Assume by contradiction that for some subsequence (εn) such that εn → 0, we can find un := uεn ∈ Xεn
such that Jεn(un) = cεn , J
′
εn(un) = 0 and
|un(·, 0)|L∞(RN\Λεn) ≥ a. (4.15)
In view of Lemma 3.7, we can find (yn) ⊂ RN such that wn(x, y) := un(x + yn, y) → w in Xs(RN+1+ ) and
εn yn → x0 for some x0 ∈ Λ such that V (x0) = −V0.
THE NONLINEAR FRACTIONAL RELATIVISTIC SCHRÖDINGER EQUATION 19
Now, if we choose r > 0 such that Br(x0) ⊂ B2r(x0) ⊂ Λ, we can see that B rεn (
x0
εn
) ⊂ Λεn . Then, for any
x ∈ B r
εn
(yn) it holds∣∣∣∣x− x0εn
∣∣∣∣ ≤ |x− yn|+
∣∣∣∣yn − x0εn
∣∣∣∣ < 1εn (r + on(1)) <
2r
εn
for n sufficiently large.
Therefore,
R
N \ Λεn ⊂ RN \B rεn (yn) (4.16)
for any n big enough. Using Lemma 4.2 we see that
wn(x, 0)→ 0 as |x| → ∞ (4.17)
uniformly in n ∈ N. Therefore there exists R > 0 such that
wn(x, 0) < a for any |x| ≥ R, n ∈ N.
Hence, un(x, 0) = wn(x− yn, 0) < a for any x ∈ RN \BR(yn) and n ∈ N. On the other hand, by (4.16), there
exists n0 ∈ N such that for any n ≥ n0 we have
R
N \ Λεn ⊂ RN \B rεn (yn) ⊂ R
N \BR(yn),
which implies that un(x, 0) < a for any x ∈ RN \ Λεn and n ≥ n0. This is impossible according to (4.15).
Since uε ∈ Xε satisfies (4.14), by the definition of g it follows that uε is a solution of (2.5) for ε ∈ (0, ε0).
From the Harnack inequality we conclude that uε(x, 0) > 0 in R
N .
In what follows, we study the behavior of the maximum points of solutions to problem (1.1). Take
εn → 0 and let (un) ⊂ Xεn be a sequence of solutions to (3.1) as above. Consider the translated sequence
wn(x, y) = un(x+ yn, y) where (yn) is given by Lemma 3.7. Let us prove that there exists δ > 0 such that
|wn(·, 0)|∞ ≥ δ for all n ∈ N. (4.18)
Assume by contradiction that |wn(·, 0)|∞ → 0. Using (f1) we can see that there exists ν ∈ N such that
f(|wn(·, 0)|∞)
|wn(·, 0)|∞ <
V1
κ
for all n ≥ ν.
From 〈J ′εn(un), un〉 = 0, (g2) and (f4), we can see that for all n ≥ ν
‖wn‖2Xs(RN+1+ ) − V1|wn(·, 0)|
2
2 = ‖un‖2Xs(RN+1+ ) − V1|un(·, 0)|
2
2
≤
∫
RN
f(un(x, 0))un(x, 0) dx
≤
∫
RN
f(|wn(·, 0)|∞)
|wn(·, 0)|∞ w
2
n(x, 0) dx
≤ V1
κ
∫
RN
w2n(x, 0) dx
which combined with (2.3) yields (
1− V1
m2s
(
1 +
1
κ
))
‖wn‖2Xs(RN+1+ ) ≤ 0.
Since κ > V1m2s−V1 we get ‖wn‖Xs(RN+1+ ) = 0 for all n ≥ ν which is a contradiction. Therefore, if qn is a global
maximum point of wn(·, 0), we deduce from Lemma 4.1 and (4.18) that there exists R > 0 such that |qn| < R
for all n ∈ N. Thus xn := qn + yn is a global maximum point of un(·, 0), and εn xn → x0 ∈ M. Using the
continuity of V we deduce that
lim
n→∞V (εn xn) = V (x0) = −V0.
Finally, we prove a decay estimate for un(·, 0). Using (f1), the definition of g and (4.17), we can find
R1 > 1 sufficiently large such that
g(εn x+ εn yn, wn(x, 0))wn(x, 0) ≤ δw2n(x, 0) for |x| ≥ R1, (4.19)
20 V. AMBROSIO
where δ ∈ (0,m2s − V1) is fixed. Pick a smooth cut-off function φ such that 0 ≤ φ ≤ 1, φ(x) = 0 for |x| ≥ 1,
and φ 6≡ 0. By Riesz representation theorem, there exists a unique function w¯ ∈ Hs(RN ) such that
(−∆+m2)sw¯ − (V1 + δ)w¯ = φ in RN . (4.20)
Since w¯ = B2s,m ∗ φ, for some positive kernel B2s,m whose expression is given below, we can see that w¯ ≥ 0
in RN . Denote by W¯ the s-extension of w¯, namely W¯ (x, y) = (Ps,m(·, y) ∗ w¯)(x). Fix x ∈ RN . Then, from
Young’s inequality and (2.4), we can see that
‖W¯‖L2(B1(x)×[0,1],y1−2s) ≤ ‖W¯‖L2(RN+1+ ,y1−2s) = ‖Ps,m(·, y) ∗ w¯‖L2(RN+1+ ,y1−2s)
≤
(∫ 1
0
|Ps,m(·, y) ∗ w¯|22 y1−2s dy
) 1
2
≤
(∫ 1
0
|Ps,m(·, y)|21|w¯|22 y1−2s dy
) 1
2
≤ |w¯|2
(∫ 1
0
ϑ2(my)y1−2s dy
) 1
2
≤ cs,m|w¯|2,
for some constant cs,m > 0. Therefore, by Proposition 2.1-(i) and translation invariance of (4.20) with
respect to x ∈ RN , we deduce that w¯ ∈ L∞(RN ), and thus, by interpolation, w¯ ∈ Lq(RN ) for any q ∈ [2,∞].
Hence, (−∆ + m2)sw¯ = (V1 + δ)w¯ + φ ∈ L∞(RN ) and applying Theorem 5.4 (see also Theorem 5.1-(v)
and Proposition 2.1-(iii)) we obtain that w¯ is Hölder continuous in RN . Using Harnack’s inequality (see
Proposition 2.1-(ii)) we conclude that w¯ > 0 in RN . Moreover, we can prove that there exist c, C > 0 such
that
0 < w¯(x) ≤ Ce−c|x| for all x ∈ RN . (4.21)
Assume for the moment that (4.21) holds and we postpone the proof of it after proving the decay estimate
for uˆn(·, 0). We know that
(−∆+m2)sw¯ − (V1 + δ)w¯ = 0 in RN \BR1 . (4.22)
On the other hand, by (V1) and (4.19), we can see that
(−∆+m2)swn(·, 0)− (V1 + δ)wn(·, 0) ≤ 0 in RN \BR1 . (4.23)
Set b := infBR1 w¯ > 0 and zn := (ℓ + 1)w¯ − bwn(·, 0), where ℓ := supn∈N |wn(·, 0)|∞. We aim to show that
zn ≥ 0 in RN . Assume by contradiction that there exists a sequence (xj,n) such that
inf
x∈RN
zn(x) = lim
j→∞
zn(xj,n) < 0. (4.24)
In view of (4.17) and (4.21), we notice that
lim
|x|→∞
w¯(x) = lim
|x|→∞
wn(x, 0) = 0
where the second limit is uniform in n ∈ N, and so
lim
|x|→∞
zn(x) = 0 uniformly in n ∈ N.
Consequently, (xj,n) is bounded and, up to a subsequence, we may assume that xj,n → x∗n for some xn ∈ RN .
Hence, (4.24) becomes
inf
x∈RN
zn(x) = zn(x
∗
n) < 0. (4.25)
Then, from the minimality of x∗n and using Theorem 5.4, we deduce that
(−∆+m2)szn(x∗n) = m2szn(x∗n) +
C(N, s)
2
m
N+2s
2
∫
RN
2zn(x
∗
n)− zn(x∗n + y)− zn(x∗n − y)
|y|N+2s2
KN+2s
2
(m|y|) dy
≤ m2szn(x∗n). (4.26)
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Since zn ≥ 0 in BR1 , it follows from (4.24) that
x∗n ∈ RN \BR1 . (4.27)
Gathering (4.22) and (4.23) we can see that
(−∆+m2)szn − (V1 + δ)zn ≥ 0 in RN \BR1 ,
and this is a contradiction because (4.25), (4.26), (4.27) and V1 + δ < m
2s imply that
(−∆+m2)szn(x∗n)− (V1 + δ)zn(x∗n) ≤ (m2s − (V1 + δ))zn(x∗n) < 0.
Hence, zn ≥ 0 in RN . In the light of (4.21) we obtain that there exist c, C > 0 such that
0 ≤ wn(x) ≤ Ce−c|x| for all x ∈ RN , n ∈ N,
which combined with un(x, 0) = wn(x− yn, 0) yields
un(x, 0) = wn(x − yn, 0) ≤ Ce−c|x−yn| for all x ∈ RN , n ∈ N.
In what follows, we focus our attention on the estimate (4.21). Note that w¯ = B2s,m ∗ φ, where
B2s,m(x) = F−1([(|k|2 +m2)s − (V1 + δ)]−1).
Since φ has compact support, the exponential decay of w¯ at infinity follows if we show the exponential decay
of B2s,m(x) for big values of |x|. After that, due to the fact that w¯ is continuous in RN , we can deduce the
exponential decay of w¯ in the whole of RN . Next we prove the exponential decay of B2s,m(x) for |x| large.
Then
B2s,m(x) = 1
(2π)
N
2
∫
RN
eık·x
1
[(|k|2 +m2)s − (V1 + δ)] dk
=
1
(2π)
N
2
∫
RN
eık·x
(∫ ∞
0
e−t[(|k|
2+m2)s−(V1+δ)] dt
)
dk
=
∫ ∞
0
e−γt
(
1
(2π)
N
2
∫
RN
eık·xe−t[(|k|
2+m2)s−m2s] dk
)
dt
=
∫ ∞
0
e−γt ps,m(x, t) dt (4.28)
where
γ := m2s − (V1 + δ) > 0,
and
ps,m(x, t) := e
m2st
∫ ∞
0
1
(4πz)
N
2
e−
|x|2
4t e−m
2zϑs(t, z) dz
is the 2s-stable relativistic density with parameter m (see pag. 4 formula (7) in [45], and pag. 4875 formula
(2.12) and Lemma 2.2 in [13]), and ϑs(t, z) is the density function of the s-stable process whose Laplace
transform is e−tλ
s
. Using the scaling property ps,m(x, t) = m
Nps,1(mx,m
2st) (see pag. 4876 formula (2.15)
in [13]) and Lemma 2.2 in [34], we can see that
ps,m(x, t) ≤ C
(
gm2st
(
mx√
2
)
+m2stνm
(
mx√
2
))
for all x ∈ RN , t > 0, (4.29)
where
gt(x) :=
1
(4πt)
N
2
e−
|x|2
4t
and νm is the Lévy measure of relativistic process with parameter m > 0 given by
νm(x) :=
2s2
2s−N
2
π
N
2 Γ(1− s)
(
m
|x|
)N+2s
2
KN+2s
2
(m|x|)
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(see pag. 4877 formula (2.17) in [13]). Therefore, (4.28) and (4.29) yield
B2s,m(x) ≤ C
∫ ∞
0
e−γtgm2st
(
mx√
2
)
dt+ C
∫ ∞
0
e−γt tνm
(
mx√
2
)
dt
=: I1(x) + I2(x). (4.30)
We start with the estimate of I1(x) for |x| ≥ 2. Observing that
γt+
m2−2s
8t
|x|2 ≥ γt+ m
2−2s
2t
for all |x| ≥ 2, t > 0,
and that ab ≤ ε a2 + 14 εb2 for all a, b ≥ 0 and ε > 0 gives
γt+
m2−2s
8t
|x|2 ≥ m
1−s
√
2
|x|√γ for all x ∈ RN , t > 0,
we deduce that for all |x| ≥ 2 and t > 0
γt+
m2−2s
8t
|x|2 ≥ γ t
2
+
m2−2s
4t
+
m1−s
2
√
2
|x|√γ.
Thus, using the definition of gt, we can see that for all |x| ≥ 2
I1(x) ≤ C
∫ ∞
0
e−γ
t
2
t
N
2
e−
m2−2s
4t e
−m1−s
2
√
2
|x|√γ
dt
≤ Ce−c|x|
∫ ∞
0
e−γ
t
2
t
N
2
e−
m2−2s
4t dt ≤ Ce−c|x| (4.31)
where we used the fact that ∫ ∞
0
e−αt
tp
e−
β
t dt <∞ ∀α, β, p > 0.
Here C, c > 0 depend only on N, s,m. Now we estimate I2(x) for large values of |x|. Recalling formula (1.4)
concerning the asymptotic behavior of Kν at infinity, we deduce that there exists r0 > 0 such that
Kν(mr)
rν
≤ C e
−mr
rν+
1
2
for all r ≥ r0,
and then
KN+2s
2
(m|x|)
|x|N+2s2
≤ C e
−m|x|
|x|N+2s+12
for all |x| ≥ r0.
Consequently, using the definition of νm, for all |x| ≥ r0 we get
I2(x) ≤ C e
−m|x|
|x|N+2s+12
∫ ∞
0
t e−γt dt ≤ C e
−m|x|
|x|N+2s+12
. (4.32)
Gathering (4.28), (4.30), (4.31), (4.32) we find that for any |x| ≥ max{r0, 2}
B2s,m(x) ≤ C1e−C2|x| + C3 e
−C4|x|
|x|N+2s+12
≤ C5e−C6|x|.
Thus (4.21) holds true and this ends the proof of Theorem 1.1. 
Remark 4.1. When s = 12 , p 12 ,m(x, t) can be calculated explicitly (see [13,40]) and is given by
p 1
2 ,m
(x, t) = 2
(m
2π
)N+1
2
t emt(|x|2 + t2)−N+14 KN+1
2
(m
√
|x|2 + t2).
Remark 4.2. By the definitions of B2s,m and ps,m, it follows that B2s,m is radial, positive, strictly decreasing
in |x|, and smooth on RN \ {0}.
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5. Appendix: Bessel potentials
In this appendix we collect some useful results concerning Bessel potentials (with m = 1). For more details
we refer to [9, 15, 33, 48].
Definition 5.1. Let α > 0. The Bessel potential of order α of u ∈ S(RN ) is defined as
Jαu(x) := (1−∆)−α2 u(x) = (Gα ∗ u)(x) =
∫
RN
Gα(x− y)u(y) dy,
where
Gα(x) := (2π)−N2 F−1((1 + |k|2)−α2 )(x)
is called Bessel kernel.
Remark 5.1. If α ∈ R (or α ∈ C), then we may define the Bessel potential of a temperate distribution
u ∈ S ′(RN ) (see [15]) by setting
FJαu(k) := (2π)−N2 (1 + |k|2)−α2 Fu(k).
From definition it is evident that Gα+β = Gα ∗ Gβ . It is possible to prove (see [9]) that
Gα(x) = 1
2
N+α−2
2 π
N
2 Γ(α2 )
KN−α
2
(|x|)|x|α−N2 .
Thus Gα(x) is positive, decreasing function of |x|, analytic except at x = 0, and for x ∈ RN \ {0}, Gα(x) is
an entire function of α. Moreover, from (1.3) and (1.4), we have
Gα(x) = |x|
−N+α
γ(α)
+ o(|x|−N+α) as |x| → 0, if 0 < α < N,
Gα(x) = O(e−c|x|) as |x| → ∞, for some c > 0,
Gα ∈ L1(RN ) for all α > 0, and
∫
RN
Gα(x) dx = 1. We also have the following integral formula (see [48]):
Gα(x) = 1
(4π)
α
2
1
Γ
(
α
2
) ∫ ∞
0
e−
pi|x|2
δ e−
δ
4pi δ
α−N
2
dδ
δ
.
One the most interesting facts concerning Bessel potentials is they can be employed to define the Bessel
potential spaces; see [1, 9, 15, 33, 48]. For p ∈ [1,∞] and α ∈ R we define the Banach space
L
p
α := Gα(Lp(RN )) = {u : u = Gα ∗ f, f ∈ Lp(RN )}
endowed with the norm
‖u‖L pα := |f |p if u = Gα ∗ f.
Thus L pα is a subspace of L
p(RN ) for all α ≥ 0. We also have the following useful result:
Theorem 5.1. [1,15,48]
(i) If α ≥ 0 and 1 ≤ p <∞, then D(RN ) is dense in L pα .
(ii) If 1 < p <∞ and p′ its conjugate exponent, then the dual of L pα is isometrically isomorphic to L p
′
−α.
(iii) If β < α, then L pα is continuously embedded in L
p
β .
(iv) If β ≤ α and if either 1 < p ≤ q ≤ NpN−(α−β)p < ∞ or p = 1 and 1 ≤ q < NN−α+β , then L pα is
continuously embedded in L qβ .
(v) If 0 ≤ µ ≤ α− Np < 1, then L pα is continuously embedded in C0,µ(RN ).
(vi) L pk = W
k,p(RN ) for all k ∈ N and 1 < p <∞, L 2α =Wα,2(RN ) for any α.
(vii) If 1 < p <∞ and ε > 0, then for every α we have the following continuous embeddings:
L
p
α+ε ⊂Wα,p(RN ) ⊂ L pα−ε.
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In order to accomplish some useful regularity results for equations driven by (−∆ +m2)s, with m > 0,
we introduce the Hölder-Zygmund (or Lipschitz) spaces Λα; see [15, 38, 48]. If α > 0 and α /∈ N then we set
Λα := C
[α],α−[α](RN ). If α = k ∈ N then we set Λα := Λ∗k where
Λ∗1 :=
{
u ∈ L∞(RN ) ∩ C(RN ) : sup
x,h∈RN ,|h|>0
|u(x+ h) + u(x− h)− 2u(x)|
|h| <∞
}
if k = 1,
and
Λ∗k :=
{
u ∈ Ck−1(RN ) : Dγu ∈ Λ∗1 for all |γ| ≤ k − 1
}
if k ∈ N, k ≥ 2.
Then we have the following useful result:
Theorem 5.2. [15, 48] If α, β ≥ 0, (1 −∆)−α is an isomorphism of L pβ to L pβ+2α. If α ≥ 0 and β > 0,
(1−∆)−α is an isomorphism of Λβ to Λβ+2α.
As a consequence of Theorem 5.2 and the definition of Hölder-Zygmund spaces, we easily deduce the
following result:
Corollary 5.1. Let s ∈ (0, 1) and 0 < α ≤ 1. Assume that f ∈ C0,α(RN ) and that u ∈ L∞(RN ) is a solution
to (−∆+ 1)su = f in RN .
• If α+ 2s < 1 then u ∈ C0,α+2s(RN ).
• If 1 < α+ 2s < 2 then u ∈ C1,α+2s−1(RN ).
• If 2 < α+ 2s < 3 then u ∈ C2,α+2s−2(RN ).
• If α+ 2s = k ∈ {1, 2} then u ∈ Λ∗k.
Bearing in mind the asymptotic estimates (1.3) and (1.4) for Kν , we are able to gain an integral represen-
tation formula for (−∆+m2)s, with s ∈ (0, 1), in the spirit of [23].
Theorem 5.3. Let s ∈ (0, 1). Then, for all u ∈ S(RN ),
(−∆+m2)su(x) = m2su(x) + C(N, s)
2
m
N+2s
2
∫
RN
2u(x)− u(x+ y)− u(x− y)
|y|N+2s2
KN+2s
2
(m|y|) dy.
Proof. Choosing the substitution z = y − x in (1.2), we obtain
(−∆+m2)su(x) = m2su(x) + C(N, s)mN+2s2 P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s2
KN+2s
2
(m|x− y|) dy
= m2su(x) + C(N, s)m
N+2s
2 P.V.
∫
RN
u(x)− u(x+ z)
|z|N+2s2
KN+2s
2
(m|z|) dz. (5.1)
By substituting z˜ = −z in the last term in (5.1), we get
P.V.
∫
RN
u(x+ z)− u(x)
|z|N+2s2
KN+2s
2
(m|z|) dz = P.V.
∫
RN
u(x− z˜)− u(x)
|z˜|N+2s2
KN+2s
2
(m|z˜|) dz˜, (5.2)
and so, after relabeling z˜ as z,
2P.V.
∫
RN
u(x+ z)− u(x)
|z|N+2s2
KN+2s
2
(m|z|) dz
= P.V.
∫
RN
u(x+ z)− u(x)
|z|N+2s2
KN+2s
2
(m|z|) dz
+ P.V.
∫
RN
u(x− z)− u(x)
|z|N+2s2
KN+2s
2
(m|z|) dz
= P.V.
∫
RN
u(x+ z) + u(x− z)− 2u(x)
|z|N+2s2
KN+2s
2
(m|z|) dz. (5.3)
Hence, if we rename z as y in (5.1) and (5.3), we can write (−∆+m2)s as
(−∆+m2)su(x) = m2su(x) + C(N, s)
2
m
N+2s
2 P.V.
∫
RN
2u(x)− u(x+ y)− u(x− y)
|y|N+2s2
KN+2s
2
(m|y|) dy. (5.4)
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Now, by using a second order Taylor expansion, we see that∣∣∣∣∣2u(x)− u(x+ y)− u(x− y)|y|N+2s2 KN+2s2 (m|y|)
∣∣∣∣∣ ≤ |D
2u|∞
|y|N+2s−42
KN+2s
2
(m|y|).
From (1.3) we deduce that
|D2u|∞
|y|N+2s−42
KN+2s
2
(m|y|) ∼ C|y|N+2s−2 as |y| → 0
which is integrable near 0. On the other hand, using (1.4), we get∣∣∣∣∣2u(x)− u(x+ y)− u(x− y)|y|N+2s2 KN+2s2 (m|y|)
∣∣∣∣∣ ≤ 3|u|∞|y|N+2s2 KN+2s2 (m|y|) ∼
C
|y|N+2s+12
e−m|y| as |y| → ∞
which is integrable near ∞. Therefore, we can remove the P.V. in (5.4). 
By Theorem 5.3 and using the fact that |z|−νKν(m|z|) ≤ Cν |z|−2ν (see pag. 5865 in [28]), we can argue
as in [47] and use the Ck,α estimates, with k ∈ {1, 2}, for the elliptic equation −∆ +m2u = g in RN , to
obtain Schauder-Hölder estimates for (−∆+m2)s. In the light of this observation, we can give an alternative
proof of Corollary 5.1 and deduce the next helpful result. Since the proofs are similar to the ones performed
in [47] for the case m = 0, we skip the details.
Theorem 5.4. Let s ∈ (0, 1) and m > 0. Assume that f ∈ L∞(RN ) and that u ∈ L∞(RN ) is a solution to
(−∆+m2)su = f in RN .
• If 2s ≤ 1 then u ∈ C0,α(RN ) for any α < 2s.
• If 2s > 1 then u ∈ C1,α(RN ) for any α < 2s− 1.
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