Abstract. In the setting of several commuting operators on a Hilbert space one defines the notions of invertibility and Fredholmness in terms of the associated Koszul complex. The index problem then consists of computing the Euler characteristic of such a special type of Fredholm complex.
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Introduction
The purpose of this paper is to prepare the stage for the study of determinants and torsion of complexes associated to n-tuples A = (A 1 , . . . , A n ) of commuting operators on a Hilbert space H (cf. [Kaa12] ). Our basic tool is the study of the localizations of H as a module over the ring O Sp(A) of germs of holomorphic functions on the Taylor spectrum of A (cf. [Tay70b] ). The case of two commuting Toeplitz operators (T f , T g ) has been studied by Carey and Pincus ([CaPi99] ) and the formulas obtained there involve the Tate tame symbol, an expression where the exponents are multiplicities of zeroes of the functions f and g which are holomorphic in the interior of the unit disc. The general case is expected to involve local indices as defined below.
Our principal aim is thus to prove index theorems in the multivariable setup. This takes the form of a transformation rule for the index under Taylor's holomorphic functional calculus. Loosely speaking we start out with a commuting tuple of "variables" A together with a holomorphic "symbol" g : Sp(A) → C m on the Taylor spectrum. Under the condition that the commuting tuple g(A) is Fredholm we distinguish between two different index results:
(1) A global index theorem which expresses the Fredholm index of g(A) in terms of the locally constant index function λ → Ind(A − λ) associated with the coordinates A and local degrees of the symbol g near the set of zeroes. (2) A local index theorem which expresses the Euler characteristic of a localized Koszul complex at a common zero λ for the symbol g in terms of the local degree (or intersection multiplicity) deg λ (g) and the index Ind(A − λ). Before we provide more details on the above results, we give some information on the multivariable holomorphic calculus.
Naturally associated to a commuting n-tuple A = (A 1 , . . . , A n ) is a Koszul complex (see Definition 2.1):
where the boundary operator is of the form d A = i A i ⊗ǫ i * and the ǫ * In the case where n = 1, these definitions coincide with the usual terminology. An analogue of the spectrum of a single operator was introduced by Taylor (see [Tay70b] ). The Taylor spectrum Sp(A) of A is defined as the set of λ ∈ C n such that A − λ is not invertible. The Taylor spectrum is a compact and non-empty set. The main property of this spectrum is the fact that it supports the multivariable holomorphic functional calculus, i. where deg λ (g) is the intersection multiplicity of {g 1 = . . . = g n = 0} at λ.
We remark that the global index theorem was already proved by Eschmeier and Putinar in [EsPu96, Theorem 10.3.13]. Their techniques are however different from ours as they rely on the acyclicity properties ofČech complexes associated with Stein open coverings of the spectrum. See also [Put85] and [Lev89] . The type of localization which we apply is of a more algebraic nature.
The local indices can be defined using the localization procedure alluded to above. From now on we will suppose that g(A) is Fredholm.
Let O Sp(A) denote the ring of germs of holomorphic functions on Sp(A). The holomorphic functional calculus gives H the structure of a O Sp(A) -module. For each λ ∈ Sp(A) we consider the localized module H λ at the prime ideal p λ = {f ∈ O Sp(A) | f (λ) = 0}. The local index at λ is then defined as minus the Euler characteristic of the localized Koszul complex K * (g, H λ ),
Note that the homology groups are finite dimensional as a consequence of the Fredholmness of g(A).
Another way of constructing the localized modules H * (g, H λ ) consists of decomposing the finite dimensional homology groups H * (g(A), H ) into the generalized eigenspaces of the commuting tuple H * (A) induced by the action of the coordinate tuple A. See Proposition 4.5.
An important feature of the localized homology group H(g, H λ ) is that it can be turned into a graded module over the ring O λ of power series convergent near
Here the upper horizontal map is the restriction homomorphism and the left vertical map is the homomorphism associated with the natural action of O Sp(A) on H(g(A), H λ ).
The relation between the local indices and the global index can then be described by the summation formula:
Our local index theorem can now be stated as follows. Theorem 1.2. Suppose that g(A) is Fredholm and that g(λ) = 0. Then the homology groups H * (g, H λ ) are finite dimensional and
where deg λ (g) is the intersection multiplicity of {g 1 = . . . = g n = 0} at λ.
The main step in the proof of the local index theorem is an analytic analogue of the algebraic localization procedure described above. In particular it implies the following reciprocity result. 
The structure of this paper is as follows. In the next section we collected the general definitions and results connected with the multivariable holomorphic functional calculus and some results from homological algebra related to Koszul complexes (see subsection 2.4) which are useful later on.
In Section 3 we collected some basic results on the behaviour of Fredholm spectrum under holomorphic maps.
The algebraic localization results are proved in Section 4. The local index theorems for regular zeroes of g is proved in Section 5. A simple proof of the global index theorem is given in Section 6 (see Theorem 6.3).
The analytic localization is the subject of Section 7. The local index theorem is proved in Section 8.
Preliminaries
Let A = (A 1 , . . . , A n ) be a commuting tuple of linear operators on a vector space V over the complex numbers C.
denote the exterior algebra over C on n-generators e 1 , . . . , e n . For a subset I ⊆ {1, . . . , n} we use the notation
We will give Λ(C n ) the structure of a Hilbert space in which the basis {e I } I⊆{1,...,n} is orthonormal. For each i ∈ {1, . . . , n} we set
The adjoint of this exterior multiplication operator will be denoted by ε *
where
We will denote the homology groups of K * (A, V ) by H * (A, V ) and refer to these vector spaces as the Koszul homology groups of A. We will set H(A, V ) :
The next definition is fundamental to the present text. Definition 2.2. A commuting tuple A is Fredholm when the Koszul homology groups H * (A, V ) are finite dimensional. Given a Fredholm commuting tuple A, its Fredholm index is the integer
Recall that the mapping cone C(γ, X) of a chain map γ : X → X is the chain complex
The homology groups of the mapping cone will be denoted below by H * (γ, X).
Suppose that B ∈ End(V ) commutes with A 1 , . . . , A n and let A ⊕ B denote the commuting (n + 1)-tuple (A 1 , . . . , A n , B). Then B defines a chain map
For future reference let us state the following easy observation.
Lemma 2.3. The Koszul complex K * (A⊕B, V ) is naturally isomorphic to the mapping cone C B, K * (A, V ) of K * (B). In particular if any of the A i 's is invertible, then K * (A, V ) is contractible (i. e. its homology is zero).
Proof. For each k ∈ {0, . . . , n + 1} we set
It is not hard to verify that the collection {α k } defines a chain isomorphism α :
2.2. Finite dimensional case. Let A = (A 1 , . . . , A n ) be a commuting tuple of linear operators on a vector space V of finite dimension over the complex numbers C. The classical Lie theorem says that there exists a basis for V in which all A i 's are simultaneously upper triangular. To be more precise, set, for each λ ∈ C n ,
The following holds.
Theorem 2.4 (Lie theorem). The natural homomorphism ⊕ λ∈σ(A) V (λ) → V is bijective and, for each λ ∈ σ(A), there exists a basis for V (λ) such that each operator
is represented by an upper triangular matrix with λ i as the only diagonal entry. In particular, if V (0) = {0}, then it contains a common zero eigenvector for all A i 's.
As a consequence of the Lie theorem we get the next proposition.
Proposition 2.5. Suppose that A is an n-tuple of commuting operators on a finite dimensional vector space V . Then
for all k ∈ {0, . . . , n}. Furthermore, the homology group
Ker(A i ) is nonzero if and only if V (0) = {0}.
Proof. By the above theorem, H * (A, V ) ∼ = ⊕ λ∈σ(A) H * (A, V (λ)). Suppose now that λ ∈ σ(A) and λ = 0, say λ i = 0. The operator A i : V (λ) → V (λ) is then invertible and the Koszul complex K * (A, V (λ)) is therefore contractible. This proves the first part of the proposition.
The second part of the proposition follows from the fact that, if V (0) is nonzero, then it contains a vector ξ ∈ ∩ n i=1 Ker(A i ).
Taylor spectrum.
From now on we will suppose that V has the additional structure of a Banach space and that the commuting linear operators A 1 , . . . , A n : V → V are bounded.
The Koszul complex can be used to define a good notion of joint spectrum of the n-tuple A, often referred to as the Taylor spectrum. See [Tay70b] .
Definition 2.6. The (Taylor) spectrum of A is the set
where A−λ := (A 1 −λ 1 , . . . , A n −λ n ). The Taylor spectrum is a compact non-empty subset of C n , [Tay70b, Theorem 3.1].
As an immediate corollary of Proposition 2.5 we get the following.
Corollary 2.7. Suppose that V is finite dimensional. Then the following are equivalent:
The main result about the Taylor spectrum is the existence of a holomorphic functional calculus. In order to formulate this result we need to introduce some notation. The ring structure is given by the pointwise sum and product.
The notation O(U) refers to the unital ring of holomorphic functions on some domain U ⊆ C n .
For any subalgebra B ⊆ L (V ) of the bounded operators on V its commutant is the algebra
Theorem 2.8. [Tay70a, Theorem 4.8] Let A ⊆ L (V ) denote the smallest unital C-algebra which contains the bounded operators A 1 , . . . , A n . There exists a unital
. . , m) the following identity holds:
A uniqueness result for the holomorphic functional calculus is contained in the following. 
The holomorphic functional calculus is functorial with respect to V , in fact the following holds. Definition 2.11. In the context of the above theorem we will endow V with the structure of a module over O Sp(A) induced by the homomorphism f → f (A).
For the rest of the section, suppose that V is a Hilbert space over C.
be the Calkin algebra, the quotient of the C*-algebra of bounded operators on V by the ideal of compact operators. The commuting tuple π(A) of bounded operators on C (V ) is given by the action of the A i 's by left multiplication.
Definition 2.12. The essential spectrum of the commuting tuple A is the Taylor spectrum of π(A). It will be denoted by Sp ess (A).
The relation between the Fredholmness of A and the essential spectrum of A was clarified by Curto in [Cur81] . We state the result as a theorem. Let us define a bigrading of the exterior algebra Λ(C n+m ) which reflects the position of A and B in the union A ⊕ B. For each pair p ∈ {0, 1, . . . , n} and q ∈ {0, 1, . . . , m} we define the subspace
where we recall that e I := e i 1 ∧ . . . ∧ e i k for any subset
Λ p,q (C n+m ) and this decomposition turns Λ(C n+m ) into a bigraded algebra. The bigrading of the exterior algebra leads to a bigrading of the Koszul chains
. This allows us to view the Koszul complex as the totalization of the following bicomplex. We define the vertical differential
It is not hard to see that the totalization of this bicomplex is isomorphic to our original Koszul complex K * (A ⊕ B, V ). Below we will describe the homology spectral sequence associated with the filtration by rows. For each i ∈ {0, . . . , n} we define the sub-bicomplex F i consisting of the rows with indices 0, . . . , i of the bicomplex (2.1). This gives a filtration
with an associated spectral sequence converging to the Koszul homology of A ⊕ B (see f. ex. [Wei94, Theorem 5.5.1]).
Proposition 2.15. The homology spectral sequence associated with the row filtration of the bicomplex K * * (A ⊕ B, V ) converges to the Koszul homology of A ⊕ B. The E 2 -term of this spectral sequence is given by
Proof. Let p ∈ {0, . . . , n} and q ∈ {0, . . . , m}. By definition the E 1 pq -term is given by the q th homology group of the chain complex F p /F p−1 . The chain complex F p /F p−1 is given by the p th row of the bicomplex K * * (A⊕B, V ) which is isomorphic to the chain-
p−1,q is nothing but the Koszul-differential of the commuting tuple H q (A) := H q (A 1 ), . . . , H q (A n ) which acts on the homology group H q (B, V ). It follows that the E 2 pq -term is given by the homology group H p A, H q (B, V ) as desired.
In the remainder of this section we will prove corollaries which will be needed later on.
Proposition 2.16. Suppose that B = (B 1 , . . . , B m ) is Fredholm and that the Koszul homology group H p (A, H q (B, V )) is non-trivial for some p ∈ {0, . . . , n} and q ∈ {0, . . . , m}. Then there exists a k ≥ p + q such that H k (A ⊕ B, V ) is non-trivial as well.
Proof. Let (E r , d r ) denote the homology spectral sequence associated with the row filtration of the bicomplex K * * (A ⊕ B, V ). Recall that the differential d r sends E r pq to E r p−r,q+r−1 . Since B is Fredholm by assumption, H q (B, V ) is finite dimensional. By Corollary 2.7 the non-triviality of the homology group H p (A, H q (B, V )) implies that the homology group H n (A, H q (B, V )) is non-trivial as well.
To continue, note that the homology group E r+1 nq can be identified with the kernel of the differential d r : E r nq → E r n−r,q+r−1 for all r ∈ N. By Proposition 2.15
The above reasoning therefore gives us a non-trivial vector ξ ∈ E 2 nq . Suppose now that ξ ∈ E 2 nq determines a class in E r nq for all r ≥ 2 thus that d r (ξ) = 0 for all r ≥ 2. This implies that the limit E ∞ nq is non-trivial and hence, by the convergence of the spectral sequence, that the homology group H n+q (A ⊕ B, V ) is non-trivial. Since n + q ≥ p + q we can thus assume, without loss of generality, that d r (ξ) = 0 for some r ≥ 2. This assumption implies in particular that the homology group E r n−r,q+r−1 is non-trivial. But this can only happen if the homology group E 2 n−r,q+r−1 = H n−r (A, H q+r−1 (B, V )) is non-trivial as well. By the Fredholmness assumption on B the homology group H n (A, H j (B, V )), j = q + r − 1 > q, is non-zero. Applying the same argument a finite number of times we may assume, without loss of generality, that the homology group H n (A, H m (B, V )) is non-trivial. But this group agrees with the E ∞ nm -term of the spectral sequence and hence H n+m (A ⊕ B, V ) is non-trivial. This proves the claim of the proposition.
Proposition 2.17. Let k ∈ {0, . . . , n + m} and suppose that the homology group H p (A, H q (B, V )) is trivial for all p ∈ {0, . . . , n} and all q ∈ {0, . . . , m} with p + q = k. Then the homology group H k (A ⊕ B, V ) is trivial.
Proof. Let (E r , d r ) denote as above the homology spectral sequence associated with the row filtration of the bicomplex K * * (A ⊕ B, V ). By Proposition 2.15 the E 2 -term is given by E 2 pq := H p (A, H q (B, V )). The assumptions imply that E 2 pq = 0 for all p, q with p + q = k. The convergence of the spectral sequence implies that H k (A ⊕ B, V ) is trivial as well.
Proposition 2.18. Suppose that the homology group H p (A, H q (B, V )) is finite dimensional for all p ∈ {0, . . . , n} and q ∈ {0, . . . , m}. Then the commuting tuple A ⊕ B is Fredholm and the index is given by
Proof. By an application of Proposition 2.15 we see that the E 2 -term of the homology spectral sequence associated with the row filtration of K * * (A ⊕ B, V ) is finite dimensional. Since each term of the spectral sequence is obtained by taking homology groups of its predecessor we get that the E r -term is finite dimensional for all r ≥ 2. The convergence of the spectral sequence then implies that
is finite for each k ∈ {0, . . . , n + m}. This means that A ⊕ B is Fredholm. Furthermore, we see that
Using one more time that each term of the spectral sequence is the homology of its predecessor together with general facts about Euler characteristics we get that
for all r ≥ 2. This proves the claim of the proposition since
Spectrum of Fredholm tuples
Notation 3.1. Let A = (A 1 , . . . , A n ) be a commuting tuple of bounded operators on a Hilbert space H , and let g : Sp(A) → C m be a holomorphic map.
• g(A) = (g 1 (A), . . . , g m (A)) denotes the commuting tuple obtained from A and g by the holomorphic functional calculus.
• Since each of the operators g j (A) commute with each of the operators A i , the A i 's induce a commuting tuple of linear operators on the Koszul homology groups H * (g(A), H ). We will denote this n-tuple by
is the set of common zeroes. When g(A) is Fredholm, the Taylor spectum Sp(H k (A)) makes sense and is a finite set for each k ∈ {0, . . . , m}. In this case let
Proof. In fact, by Theorem 2.8, Sp(A ⊕ g(A)) coincides with the graph of the map g : Sp(A) → C m .
Theorem 3.2. Suppose that g(A) is Fredholm. Then
In particular, the set of common zeroes for g is finite.
Proof. The result of the theorem follows from the following bi-implications:
The first bi-implication is the statement of Lemma 3.1 and the second one follows from Proposition 2.16 and Proposition 2.17. The last bi-implication follows by definition of the set Sp(H(A)).
Notation 3.2. For each zero λ ∈ Z(g) and each k ∈ {0, . . . , m},
, H ) denotes the finite dimensional vector space coming from the spectral decomposition of H k (g(A), H ) with respect to the commuting tuple H k (A) (see Section 2.2).
The above spectral decomposition of the Koszul homology groups allows us to define a local version of the Fredholm index.
Definition 3.3. Suppose that g(A) is Fredholm and that λ ∈ Z(g). The local index of g(A) at λ is the integer
The relation between the local indices for g(A) and the global index for g(A) is given by the following: Proof. Let k ∈ {0, . . . , m}. By Theorem 2.4, Corollary 2.7, and Theorem 3.2 we have the following isomorphisms
where we recall that H k (g(A), H )(λ) = {0} whenever λ / ∈ σ(H k (A)). This immediately implies the result of the proposition.
Algebraic localization
Let H be a Hilbert space and let A = (A 1 , . . . , A n ) be a commuting tuple of bounded operators on H . Recall that the analytic functional calculus (Theorem 2.8) gives H the structure of a unital O Sp(A) -module.
Throughout this section the following assumption will be in use.
By the results in Section 3 there is a decomposition
where each H(g(A), H )(µ) ⊆ H(g(A), H ) is a generalized eigenspace for the commuting tuple H(A) := (H(A 1 ), . . . , H(A n )) .
denote the associated endomorphism of the generalized eigenspace. In particular we have the commuting tuple
Let f ∈ O Sp(A) . Since H(A i )(λ) − λ i is nilpotent for each i ∈ {1, . . . , n}. If g(λ) = 0 we thus get that Sp H(A)(λ) = {λ}. The analytic functional calculus therefore yields a linear operator
The first aim of this section is to prove the identity A) ) and qA i | Ker(d g(A) ) = H(A i )q for all i ∈ {1, . . . , n}. Since f ∈ O(C n ) we can conclude from Proposition 2.10 that
This proves the claim of the lemma since
The next lemma allows us to compute the spectrum of endomorphisms of the form H(f (A))(λ).
Lemma 4.2. Suppose that f : Sp(A) → C is holomorphic and f (λ) = 0. The endomorphism H(f (A))(λ) is then invertible.
Proof. The mapping cone construction of the Koszul complex (Lemma 2.3) yields a long exact sequence
of homology groups. It can be verified that each of the linear maps in this sequence intertwines the action of the commuting tuple A. They are in fact homorphisms for the O(Sp(A))-module structure on the involved homology groups. See [Kaa12] for an explicit description of these maps at the level of complexes. In particular we get a long exact sequence
for each µ ∈ Z(g). It is therefore enough to show that the generalized eigenspace
The uniqueness result for the holomorphic functional calculus (Theorem 2.9) now allows us to prove the identity in Equation (4.1). 
By Theorem 2.9 we only need to prove that Φ(f ) = f (H(A)) for all f ∈ O(C n ) and that h Sp(H(A)) = Sp(Φ(h)) for all holomorphic functions h :
The first of these assertions follows immediately from Lemma 4.1. Dealing with the second assertion amounts to proving that h Z(g) = Sp(Φ(h)). Note first that Sp(Φ(h)) = ∪ µ∈Z(g) Sp H(h(A))(µ) . This is a consequence of our spectral decomposition of H(g(A), H ). It is therefore enough to show that the commuting tuple H(h(A))(µ) − η is invertible if and only if η = h(µ). But this is an easy consequence of Lemma 4.2 and the fact that the Taylor spectrum is non-empty. Notation 4.2. For each λ ∈ C n , let O λ denote the stalk of the sheaf of analytic functions on C n at λ. This stalk can be identified with the unital commutative ring of convergent power series near λ. When λ ∈ Sp(A) there is a well-defined restriction map O Sp(A) → O λ .
As an application of the above result we have the following useful: Proposition 4.4. Suppose that g(A) = (g 1 (A), . . . , g m (A)) is Fredholm and let λ ∈ Sp(A). Then the generalized eigenspace H(g(A), H )(λ) can be turned into a graded module over the ring O λ of convergent power series in such a way that the associated
commute. Here the upper horizontal map is the restriction homomorphism and the left vertical map is the homomorphism associated with the action of O Sp(A) on H(g(A), H )(λ).
Proof. The existence of a unital graded homomorphism O λ → L H(g(A), H )(λ) which maps the coordinates z i − λ i to H(A i − λ i )(λ) is a consequence of the analytic functional calculus. Indeed, we have that Sp(H(A)(λ)) = {λ} when λ ∈ Z(g). The statement is trivial otherwise. In order to prove the lemma we therefore only need to verify the identity H(f (A))(λ) = f (H(A)(λ)) for each f ∈ O Sp(A) . But this is the content of Proposition 4.3. 
Our results allow us to describe the generalized eigenspace H(g(A), H )(λ) using the Koszul homology groups H(g, H λ ).
Proposition 4.5. Suppose that g(A) is Fredholm and that λ ∈ Sp(A). Then there exists an isomorphism H(g, H λ ) ∼ = H(g(A), H )(λ) of graded modules.
Proof. We start by noting that H(g(A), H λ ) is isomorphic to H(g(A), H ) λ where as above H(g(A), H ) λ denotes the localization of the module H(g(A), H ) w.r.t. the prime ideal p λ ⊆ O Sp(A) . This is a standard result about localizations, see for example [Ser00, Chapter IV, §2].
We thus only need to prove that H(g(A),
Let f be a function in the multiplicative subset O Sp(A) \ p λ . Since f (λ) = 0 we have that the image of f in O λ is invertible. It therefore follows from Proposition 4.4 that the induced homomorphism f :
We then have a well-defined homomorphism of graded modules H(g(A), H ) λ → H(f (A), H )(λ) defined by ξ/f → f −1 (E λ ξ). We claim that this homomorphism is an isomorphism with inverse given by ξ → ξ/1. To prove this claim we mainly need to show that (E λ ξ)/1 = ξ/1 in H(g(A), H ) λ . Or in other words, we need to prove that ξ/1 = 0 whenever ξ ∈ H(g(A), H )(µ) for some µ = λ. However, for each such ξ we can find a polynomial p ∈ O Sp(A) \ p λ such that p · ξ = 0. Indeed, we could choose p = (z i −µ i ) k where µ i = λ i and k ∈ N is large. But this implies that ξ/1 = 0 as desired.
Regularity
In this section the following general assumption will be in effect.
Let g : Sp(A) → C m be a holomorphic map on the Taylor spectrum of our commuting tuple A = (A 1 , . . . , A n ) with m ≥ n. Suppose that g(A) is Fredholm and that λ ∈ Z(g) is a common zero which is also a regular point for the first n coordinates  (g 1 , . . . , g n ) : Sp(A) → C n .
Let p n (g) := (g 1 , . . . , g n ) and recall that λ is said to be a regular point for p n (g) when the determinant of the Jacobian matrix D(g 1 , . . . , g n ) = det ∂g i ∂z j is non-trivial at λ. Most importantly for our purposes this implies that the homomorphism O 0 → O λ , f → f • p n (g) is an isomorphism of local rings. In particular we get the identity
As in Section 4, the notation H λ refers to the localization of the module H w.r.t. the prime ideal p λ ⊆ O Sp(A) of holomorphic functions which vanish at λ.
In the next lemmas we prove various triviality results for actions on Koszul homology groups.
Lemma 5.1. Let j ∈ {1, . . . , m} and let B = (B 1 , . . . , B k ) be a commuting tuple such that A ⊕ B commutes as well. Let f ∈ O Sp(A) and suppose that f (µ) = 0 for some µ ∈ Sp(A). Then the endomorphism H(f (A)) :
Proof. Let p n : C n+k → C n denote the projection onto the first n coordinates. Then
It now follows from [Tay70a, Proposition 4.6] that the induced endomorphism
is given by the scalar multiplication with (f • p n )(µ, 0) = 0. This proves the lemma.
Lemma 5.2. The endomorphism
is trivial for each j ∈ {1, . . . , n} where
Proof. By Proposition 4.4 and Proposition 4.5 the action of O(Sp(A)) on H g ⊕ p j−1 (z − λ), H λ factorizes through the stalk O λ . It now follows from the regularity of p n (g) that the maximal ideal m λ is given by g 1 O λ + . . . + g n O λ . Since z j − λ j determines an element in m λ it is enough to show that the endomorphism H(g i ) :
But this is a well-known property of the Koszul homology groups, see [Ser00, Chapter IV, Proposition 4].
The following lemma allows us to apply our two triviality results to compute the dimensions of certain Koszul homology groups.
Lemma 5.3. Let A = (A 1 , . . . , A n ) and B = (B 1 , . . . , B k ) be commuting tuples on a vector space V such that the union A ⊕ B commutes as well. Suppose that the induced homomorphism
vanishes for each j ∈ {1, . . . , k}. We then have the identity
of dimensions over C for all q ∈ {0, . . . , n + k}.
Proof. The proof runs by induction on the number of elements in B. The statement is obviously true when there are no elements in B. Thus, suppose that it is valid for some k 0 ∈ N ∪ {0}. By Lemma 2.3 we get the existence of a long exact sequence
for all q ∈ {0, . . . , n + k 0 + 1}. The induction hypothesis then implies that
This proves the lemma.
The above results can be combined into:
Lemma 5.4. For each q ∈ {0, . . . , n + m} the following equalities hold:
Proof. Remark the existence of a graded isomorphism H(z −λ, H λ ) ∼ = H(A−λ, H ). Indeed, we have that H(A−λ, H ) λ ∼ = H(A−λ, H ) since each holomorphic function f ∈ O(Sp(A)) acts by scalar multiplication with f (λ) ∈ C on the homology group H(A − λ, H ). The desired identities now follow immediately from the above lemmas. Notice that 
is represented by the matrix
Proof. This follows by an application of the combinatorial identity
We are now ready to prove the main result of this section.
Proposition 5.6. Suppose that g(A) is Fredholm and that λ ∈ Z(g) is a regular point for (g 1 , . . . , g n ) : Sp(A) → C n . We then have the equality
for each q ∈ {0, . . . , m}.
and ζ ∈ N n+1 0 be defined by
. , m and
It then follows from Lemma 5.4 that
In particular we get that ξ = L(n)R(m)(ζ) and the proposition is proved by using Lemma 5.5.
As an application of Proposition 5.6 we obtain the local index theorem in the regular case.
Theorem 5.7. Suppose that g(A) is Fredholm and that λ ∈ Z(g) is a regular point for (g 1 , . . . , g n ) : Sp(A) → C n . Then
Proof. The result follows immediately from Proposition 5.6 when m = n since Dim C H q (g, H λ ) = Dim C H q (A − λ, H ) for all q ∈ {0, . . . , n} in this case. Notice that H q (g, H λ ) ∼ = H q (g(A), H )(λ) by Proposition 4.5. Thus suppose that m > n. By Proposition 5.6 we have that
This ends the proof of the theorem.
The global index theorem
Throughout this section the following condition will be in effect:
Let g : Sp(A) → C m be a holomorphic map on the Taylor spectrum of the commuting tuple A = (A 1 , . . . , A n ) of bounded operators such that g(A) is Fredholm.
As in the last section we let p n (g) := (g 1 , . . . , g n ).
Notation 6.1. The notation C pn(g) ⊆ Sp(A) refers to the set of critical points for p n (g) : Sp(A) → C n , thus the points for which the determinant of the Jacobian matrix det
It follows by Sard's Lemma that the image p n (g)(C pn(g) ) ⊆ C n has Lebesgue measure zero. See [Sch69, Theorem 3.1].
Theorem 6.1. Suppose that g(A) is Fredholm and that m > n. Then Ind(g(A)) = 0.
Proof. By the homotopy invariance of the index, [Cur81, Theorem 3], we can find an open neighborhood U of 0 ∈ C m such that g(A) − z = (g − z)(A) is Fredholm with Ind(g(A) − z) = Ind(g(A)) for all z ∈ U. Since p n (g)(C pn(g) ) has measure zero, we may thus assume, without loss of generality, that 0 / ∈ p n (g)(C pn(g) ). This clearly implies that every λ ∈ Z(g) is a regular point for p n (g) : Sp(A) → C n . By Theorem 5.7 we then get that Ind λ (g(A)) = 0 for all λ ∈ Z(g). The result of the theorem now follows by an application of Proposition 3.4. Suppose now that m = n and that λ ∈ Z(g) ∩ Ω. By Theorem 3.2 we have that Z(g) is finite and we can thus find a ball B ε ⊆ Ω such that Z(g) ∩ B ε = {λ}. Notation 6.3. The notation deg λ (g) := deg(0, g, B ε ) ∈ N refers to the degree of the holomorphic map g : B ε → R 2n at the value 0 (where C n is identified with R 2n ). This strictly positive integer will be called the local degree of g at λ.
For later use we record the following result which can be deduced from [EiLe77, Proposition 2.4]. 
The global index theorem can now be proved in the main case of interest. See also [EsPu96, Theorem 10.3.13].
Theorem 6.3. Suppose that g(A) is Fredholm and that m = n. Then
Proof. Let us choose a small ball B ε(λ) ⊆ C n for each λ ∈ Z(g) such that the following conditions hold:
(
) of the set of critical points for g has measure zero. We can thus find a sequence {α k } of elements in C n which converges to zero such that the set of common zeroes Z(g − α k ) consists entirely of regular points for all k ∈ N.
Let us fix some element α := α k from the above sequence. By the homotopy invariance of the index and of the degree we may assume that 
An application of Theorem 5.7 now yields the second of the following identities:
Furthermore, since B ε(λ) ∩ Sp ess (A) = ∅ we have that Ind(A − µ) = Ind(A − λ) for all µ ∈ B ε(λ) . This allows us to compute as follows:
To finish the proof of the global index theorem we therefore only need to verify the identity
Ind(A − µ) = 0 whenever λ ∈ Z(g) ∩ ∂Sp(A). But for such a λ, Ind(A − λ) = 0, and the desired identity follows since Ind(A − λ) = Ind(A − µ) for all µ ∈ B ε (λ).
The next result will only rely on the finiteness of the zero set Z(g) and some considerations on dimensions.
Theorem 6.4. Suppose that g(A) is Fredholm and that m < n. Then one of the following holds: Either Z(g) ⊆ Sp(A) \ cl(Ω) or g(A) is invertible.
Proof. Notice that g(A) is invertible if and only if Z(g) = ∅. Thus suppose for contradiction that Z(g) ∩ cl(Ω) = ∅.
Let λ ∈ Z(g) ∩ cl(Ω). Suppose first that λ ∈ Ω. From Theorem 3.2 we know that Z(g) is a finite set. In particular we get that λ is an isolated point. But this is a contradiction since the analytic dimension of C n at λ is n whereas the number of coordinates for g = (g 1 , . . . , g m ) is strictly less than n. See [GrRe84, Chapter 5, §3.1].
Suppose next that λ ∈ ∂Ω. We can then find a sequence {λ k } of elements in Ω which converges to λ. Since g(λ) = 0 and g : Sp(A) → C m is continuous we get that {g(λ k )} converges to zero. Furthermore, since g(A) is Fredholm we have that 0 / ∈ g Sp ess (A) = Sp ess (g(A)). By the compactness of Sp ess (A) ⊆ C n we can thus find an open neighborhood U of zero such that U ∩ Sp ess (g(A)) = ∅. Let us choose a k ∈ N such that µ := g(λ k ) ∈ U.
The function h := g − µ : Sp(A) → C m is now holomorphic and the set Z(h) ∩ Ω is non-trivial. Furthermore, since 0 / ∈ h(Sp ess (A)) = Sp ess (g(A)) − µ we conclude that h(A) is Fredholm. The above argument then leads to a contradiction in this case as well.
Remark 6.5. It is in general not true that Ind(g(A)) = 0 when m < n. As an example, suppose that n = 2 and that A = (B, B) where B : H → H is a Fredholm operator with Ind(B) = 0. If g : C 2 → C is the projection onto the first coordinate we get that Ind(g(A)) = Ind(B).
Reciprocity of local indices
In this section the following notational convention will be used:
Let B = (B 1 , . . . , B n ) be an extra commuting tuple of the same length as A = (A 1 , . . . , A n ) but acting on a possibly different Hilbert space G . The letter K := H ⊗G will refer to the completed tensor product of our two Hilbert spaces.
The purpose of this section is twofold. We will investigate an analytic version of the algebraic localization procedure introduced in Section 4. Furthermore, we will prove a reciprocity formula which relates the local indices with respect to the two independent commuting tuples A and B.
Before presenting these results, we need some preliminary lemmas. They are mainly concerned with the behaviour of indices and spectra under the tensor product operation.
Lemma 7.1. There is an inclusion
of spectra, where A ⊗ 1 and 1 ⊗ B act on K := H ⊗G . Furthermore, for each f ∈ O(Sp(A)) and h ∈ O(Sp(B)), we have that
Proof. Let (λ, µ) / ∈ Sp(A)×Sp(B) and let us show that (λ, µ) / ∈ Sp (A⊗1)⊕(1⊗B) . Without loss of generality we may assume that λ / ∈ Sp(A). It is then sufficient to prove that the Koszul complex K(A ⊗ 1 − λ, H ⊗G ) is exact. But this is true since the Koszul complex K(A−λ, H ) is exact and since the functor · ⊗G preserves exact sequences of Hilbert spaces.
Let us show that f (A ⊗ 1) = f (A) ⊗ 1. The other identity in (7.1) follows by a similar argument. Let γ ∈ L (G , C) be a linear functional on G . It is then enough to prove the identity
But this follows from Proposition 2.10 since
by an application of the first part of the lemma.
Lemma 7.2. Let C be an extra commuting tuple on K such that (A⊗1−1⊗B)⊕C commutes. Let f : Sp(A) ∪ Sp(B) → C m be holomorphic. Then there exists a graded isomorphism of Koszul homology groups
Proof. We use the short notation f (A) := f (A) ⊗ 1 and f (B) :
Without loss of generality we may assume that m = 1. By Lemma 2.3 we have two long exact sequences of homology groups
However, by an application of [EsPu96, Proposition 2.5.9] and Lemma 7.1 we get that the linear maps H * (f (A) ⊗ 1) and H * (1 ⊗ f (B)) are identical. This implies the result of the lemma since we are working in the category of vector spaces over C. Notice however that the isomorphism which we obtain is not canonical since it depends on the choice of complementary subspaces. Proof. By Proposition 2.18 it suffices to show that H p A ⊗ 1, H q ((1 ⊗ B), K ) is finite dimensional for each p, q ∈ {0, . . . , n} and that
Using the Fredholmness of A and B together with the exactness of the Hilbert space tensor product we get the isomorphisms
See also the proof of Proposition 7.5.
This implies that
and the lemma is proved.
Lemma 7.4. Let V be a vector space of finite dimension over C. Suppose that A = (A 1 , . . . , A n ) is Fredholm on H and let C = (C 1 , . . . , C n ) be a commuting tuple on V with C i nilpotent for all i ∈ {1, . . . , n}. We then have the identity
of Fredholm indices where the commuting tuple A ⊗ 1 + 1 ⊗ C acts on the Hilbert space H ⊗ V .
Proof. We argue by induction on the dimension of V . Suppose that Dim(V ) = 1. This implies that C is trivial. Let ξ ∈ V be a nontrivial vector. The isomorphism of Hilbert space H ⊗V ∼ = H given by η⊗α·ξ → α·η then induces an isomorphism of Koszul homology groups H * (A ⊗ 1, H ⊗ V ) ∼ = H * (A, H ). This proves the statement in this case.
Suppose that the statement is true for Dim(V ) = k for some k ≥ 1 and suppose that Dim(V ) = k + 1. Since C is nilpotent on V there exists a non-trivial vector ξ ∈ V with C i (ξ) = 0 for all i ∈ {1, . . . , n}. See Theorem 2.4. Let W := C · ξ ⊆ V denote the span of ξ in V . There is a long exact sequence of homology groups
where D := A ⊗ 1 + 1 ⊗ C. By the induction hypothesis and the induction start we get that Ind(D| H ⊗W ) = Ind(A) and Ind(D| H ⊗V /W ) = Dim(V /W ) · Ind(A). This proves the induction step by the additivity of the Euler characteristic.
The following result shows that the passage from H to the tensor product H ⊗G can be used as an analytic counterpart of the algebraic localization at the zeroes of a holomorphic function as far as index computations are concerned. This will turn out to be important for the proof of our local index theorem.
Proposition 7.5. Let g : Sp(A) → C m be holomorphic. Suppose that g(A) is Fredholm and that λ − B is Fredholm for all λ ∈ Z(g). Then the commuting tuple (A ⊗ 1 − 1 ⊗ B) ⊕ (g(A) ⊗ 1) is Fredholm on H ⊗G and the index is given by
Proof. By Proposition 2.18 it is enough to show that H p A ⊗ 1 − 1 ⊗ B, H q (g(A) ⊗ 1, K is finite dimensional for all p ∈ {0, . . . , n} and q ∈ {0, . . . , m} and that
Let us fix a q ∈ {0, . . . , m}. Note that
To see this, it suffices to recall that the functor · ⊗G sends exact sequences of Hilbert spaces to exact sequences of Hilbert spaces. Furthermore, the image of the differential of the Koszul complex K(g(A), H ) is closed by the Fredholmness assumption on g(A).
Using the Fredholmness of g(A) one more time, we can decompose H q (g(A), H ) into the generalized eigenspaces
for the commuting tuple H q (A).
Let λ ∈ Z(g). Since λ − B is Fredholm on G and H q (A)(λ) − λ is nilpotent on H q (g(A), H )(λ) we get from Lemma 7.4 that
where H q (A)(λ) ⊗ 1 − 1 ⊗ B acts on the Hilbert space H q (g(A), H )(λ) ⊗ G .
Combining the above achievements we thus get that
where H q (A) ⊗ 1 − 1 ⊗ B acts on the Hilbert space H q (g (A) , H ) ⊗ G . But this is equivalent to the identity in (7.2) and the proposition is proved.
We are now in position to prove the reciprocity formula for local indices.
Notation 8.1. Let h : Sp(A) × C n → C n+m denote the holomorphic map defined by h(z, w) = (z − w, g(z)). Recall that Ω := Int(Sp(A)) denotes the interior of the Taylor spectrum of A.
Note that h(z, w) = 0 ⇔ z = w and g(z) = 0 , thus Z(h) = {(µ, µ) | µ ∈ Z(g)} is a finite set. It follows in particular that deg (λ,λ) (h) is well-defined.
Proof. Recall from Lemma 6.2 that deg (λ,λ) (h) = O (λ,λ) /hO (λ,λ) where hO (λ,λ) denotes the ideal generated by the coordinates of h.
The map α :
is the diagonal map ∆(z) := (z, z), is an isomorphism of unital algebras over C. The inverse is given by f → f • p n , where p n : C 2n → C n is the projection onto the first n factors.
It follows in particular that α induces an isomorphism between the unital Calgebras
The main result of this paper can now be stated and proved. It expresses the local index at a point in terms of the local degree of the symbol g and the locally constant index function of the variables A.
Theorem 8.5. Suppose that g(A) is Fredholm, that n = m, and that λ ∈ Z(g). The local index at λ is then given by By Lemma 7.1 the open set W is included in Ω × B ε (λ). Furthermore, the set of zeroes of h is the diagonal Z(h) = {(µ, µ) | µ ∈ Z(g)}. The intersection is therefore given by W ∩ Z(h) = {(λ, λ)} for λ ∈ Ω ∅ for λ ∈ ∂ Sp(A) .
This implies that
Ind(h(C)) = 0 for λ ∈ ∂ Sp(A) deg (λ,λ) (h) · Ind (λ, λ) − C for λ ∈ Ω.
But it follows from Lemma 8. when λ ∈ Ω. This proves the theorem.
9. Examples 9.1. Bergman space. Let Ω ⊆ C n be a bounded open set. We let L 2 (Ω) denote the Hilbert space of square integrable functions on Ω (w.r.t. Lebesgue measure). The closed subspace of holomorphic square integrable functions will be denoted by H 2 (Ω). This is the Bergman-space associated with Ω. For each i ∈ {1, . . . , n} we have the Toeplitz operator T z i ∈ L (H 2 (Ω)) given by multiplication with the i th coordinate function z i : Ω → C. We will then focus on the commuting tuple of Toeplitz operator T z := (T z 1 , . . . , T zn ). The next result can be found as [SSU89, Theorem 1.3].
Theorem 9.1. Suppose that Ω is pseudoconvex and that ∂Ω = ∂(cl(Ω)). Then the following assertions are valid:
(1) The spectrum for T z is the closure of Ω, Sp(T z ) = cl(Ω).
(2) The essential spectrum for T z is the boundary of Ω, Sp ess (T z ) = ∂Ω. (3) For each λ ∈ Ω the homology of T z − λ is concentrated in degree 0 and Ind(T z − λ) = −1.
Let g : Sp(T z ) = cl(Ω) → C n be a holomorphic function. We then have the commuting tuple of Toeplitz operators T g = (T g 1 , . . . , T gn ) where each T g i ∈ L (H 2 (Ω)) acts by multiplication with g i .
As an application of our local index theorem we can now obtain the following.
Corollary 9.2. Suppose that Ω is pseudoconvex and that ∂Ω = ∂(cl(Ω)). Suppose furthermore that 0 / ∈ g(∂Ω) and that λ ∈ Z(g). Then the commuting tuple T g is Fredholm and the local index at λ is given by Ind λ (T g ) = −deg λ (g).
In particular we have that Ind(T g ) = −deg(0, g, Ω).
Proof. By Theorem 8.5 and Theorem 9.1 we only need to prove that T f = f (T z ) for each holomorphic function f : cl(Ω) → C. Let µ ∈ Ω and let ε µ : H 2 (Ω) → C denote the functional given by evaluation at µ. Let ξ ∈ H 2 (Ω). It is then sufficient to show that ε µ f (T z )(ξ) = f (µ) · ε µ (ξ). But this follows immediately from Proposition 2.10 and [Tay70a, Theorem 3.16].
9.2. Hardy space. In this section we will show that our local index theorem also applies to the Hardy space over the polydisc. Let us briefly recall some definitions. For general information we refer to [Rud69] .
We let C[z 1 , . . . , z n ] denote the C-algebra of polynomials in the coordinate functions z 1 , . . . , z n : T n → C on the n-torus. The Hardy space over the polydisc is then defined as the closure of C[z 1 , . . . , z n ] inside the Hilbert space L 2 (T n ) of square integrable functions on the n-torus. We will denote this Hardy space by H 2 (T n ). The coordinate functions z 1 , . . . , z n act by multiplication on H 2 (T n ) giving rise to a commuting tuple T z := (T z 1 , . . . , T zn ) of Toeplitz operators. The next theorem can easily be deduced from [Cur81, Theorem 5]:
Theorem 9.3. The spectrum of T z is the closed polydisc, Sp(T z ) = D n whereas the essential spectrum of T z is the boundary, Sp ess (T z ) = ∂D n . For each point λ ∈ U n the homology of T z − λ is concentrated in degree 0 and Ind(T z − λ) = −1.
Let g : Sp(T z ) = D n → C n be a holomorphic function. We then have the commuting tuple of Toeplitz operators T g = (T g 1 , . . . , T gn ) where T g i acts by multiplication with g i on H 2 (T n ). As in the case of the Bergman spaces it is not hard to see that T g = g(T z ) where g(T z ) is constructed using the analytic functional calculus. An application of our local index theorem now yields the following.
Corollary 9.4. Suppose that 0 / ∈ g(∂D n ) and that λ ∈ Z(g). Then the commuting tuple T g is Fredholm and the local index at λ is given by Ind λ (T g ) = −deg λ (g).
In particular we have that Ind(T g ) = −deg(0, g, U n ) where U := D
• denotes the open disc.
