Abstract Infiltration is a significant process which controls the fate of water in a catchment. Over the years, many infiltration models have been developed which are either physically based, conceptual or empirical. The literature shows that a model's applicability will always be limited to its context (such as location, availability of data, etc.). Artificial neural networks (ANNs) have been recently used with success for a variety of nonlinear hydrological processes. In this study, the ANN multilayer perceptron was employed to model infiltration using data derived from plot-scale rainfall simulator experiments conducted in Cebu, the Philippines. Training parameters such as the stopping criteria and the type of transfer function affected the efficiency and the generalization capability of the ANN. The ANN resulted in a satisfactory network with an average R 2 of 0.9110. The network performance was also found to be related to the input as the accuracy of the ANN model was higher for soil types with higher proportions in the training data. The time distribution of infiltration showed that the model was unable to estimate the first few minutes of the process, but improved significantly in the later time intervals. Sensitivity analysis showed that soil moisture and hydraulic conductivity are the influencing factors in modelling infiltration using ANN. When compared with the traditional Philip and Green-Ampt models, ANNs provided the highest accuracy in terms of cumulative infiltration.
INTRODUCTION
classic infiltration theory of surface runoff has been the dominant concept in hillslope hydrology for several decades now. It assumes that the (sole) source of storm runoff was the excess water which was unable to infiltrate into the soil. Later, the partial area concept showed that this occurrence may be localized in certain contexts (Anderson & Burt, 1990) ; nevertheless, the evaluation of runoff is largely affected by the mechanisms of infiltration. Understanding how infiltration contributes to runoff remains an important research area and has implications in many other aspects of the hydrological cycle including erosion, contaminant transport and agricultural water use.
Throughout the past century, several infiltration estimation equations have been developed. Rawls et al. (1993) categorized these models as: (a) physically-based; (b) approximate theory-based; and (c) empirical.
The physics-based approach of Richards (1931) combines Darcy's Law and the law of conservation of mass to derive the equation for unsaturated flow. This is expressed as:
where θ is the volumetric water content, K is the unsaturated hydraulic conductivity and D is defined as the soil water diffusivity. Solving the Richards equation involves detailed data input, specific boundary conditions and numerical solutions, which in most cases are very theoretical. Approximate models (e.g. Green & Ampt, 1911 and Philip, 1957 ) and empirical models (e.g. Kostiakov, 1932; Horton, 1940) usually have drawbacks in the estimation of their parameters and are limited in the context of how, or whence, the data were derived. Table 1 shows a summary of these equations as well as a description of the model parameters. Many of these models have been applied to varied contexts with mixed results; it is difficult to assess which model performs better under which conditions (Mishra et al., 2003) . Artificial neural networks (ANN) have traditionally been used to mimic tasks performed by the human brain. Applications have expanded over the years in such disciplines as computer science and robotics, statistics, engineering, physics, medicine, biology and psychology, to name a few. In these fields, ANNs are beginning to be the favoured option over other methods because they are highly nonlinear, universal approximators. The main advantage of ANNs is their ability to model nonlinear processes of a system without any a priori assumptions about the nature of the generating processes.
The ANN paradigm is inspired by the way the densely interconnected, parallel structure of the mammalian brain processes information. It is a collection of Table 1 Approximate theory-based and empirical infiltration equations.
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f is the infiltration rate, K is the saturated hydraulic conductivity, S c is the suction at the wetting front, F is the cumulative infiltration depth, and η is the porosity. Philips (1957) f = ½st -½ + A s is a parameter called sorptivity and A is a parameter depending upon soil properties. Kostiakov (1932) f = (ab)t
f is the infiltration capacity, t is the time after infiltration starts, and a > 0 and 0 < b < 1 are parameters which depend on the soil and initial conditions. The parameters a and b are determined using observed infiltration data. Horton (1940) 
f is the instantaneous infiltration rate, f c is the final (constant) infiltration rate, f o is the initial infiltration rate, k is an empirical soil parameter (constant for a given soil), and t is the infiltration time. mathematical models which draws on the analogies of adaptive biological learning. It is composed of a number of interconnected processing elements that are similar to neurons and are joined together with weighted connections that are analogous to synapses. Learning occurs through training or exposure to a true set of input/output data where the training algorithm iteratively adjusts the connection weights. These connection weights store the knowledge needed to solve specific problems. The feedforward type of networks are the most popular ANN structures in use today. A feedforward network is composed of a hierarchy of neurons, organized as a series of layers. The first layer (input layer) acts as a space for the inputs fed to the network. The last layer (output layer) is where the overall mapping of the network input is made available. Between the input and output layers may lie hidden layer(s), where more remapping or computing takes place. Each unit in a layer is connected by links (weights). Figure 1 illustrates a typical feedforward network. Multilayer perceptrons (MLPs) and radial basis function (RBF) networks are the two most commonly used types of feedforward artificial neural network.
The teaching process of the feedforward network begins by propagating all the input values through the network and determining all the unit outputs. The modelled (simulated) output and the desired output/response are then compared with their difference considered as the error. This error is back-propagated (starting from the output layer) to the previous layer(s) and is usually modified by the derivative of the transfer function with the weights adjusted using the delta rule. This process proceeds from the previous layers until the input layer.
The ASCE Task Committee on Application of Neural Networks in Hydrology (2000a,b), Maier & Dandy (1998 and Dawson & Wilby (2001) give comprehensive overviews of issues, applications and perspectives of ANNs in the field of water resources, hydrology and the environment. One of the major criticisms of ANNs is their black-box label since it does not provide any explanation of the underlying processes. Maier & Dandy (2000) suggest that the determination of adequate model inputs, suitable selection of the neural model and its internal parameters, parameter estimation and model validation are vital in improving the performance of the ANN. A good grasp of the ANN limitations as well as knowledge of the different tools for handling ANNs are helpful in making practical and reliable ANN models. This understanding is important because a neural network may perform with reasonable precision for all the samples that contribute to the training process, but this may not necessarily mean it will always have satisfactory performance using samples outside of the training set.
Most ANN researchers in the field of hydrology, water resources and environment generally use the MLP, followed by the RBF. Neural networks, using both MLP and RBF, have been applied in many areas such as rainfall-runoff, hydrological processes, flood forecasting, drought analysis, remote sensing, atmospheric studies, soil moisture and environmental monitoring (Fernando & Jayawardena, 1998; Islam & Kothari, 2000; Shin & Salas, 2000; Tokar & Momcilo; Bandibas & Kohyama, 2001; Abdul-Wahab & Al-Alawi, 2002; Cameron et al., 2002; Sudheer et al., 2002; Sudheer & Jain, 2003; Suen & Eheart, 2003; Trajkovic et al., 2003; Zhang & Govindaraju, 2003; Anctil et al., 2004; Cigizoglu, 2004; Rajurkar et al., 2004; Sy, 2004) .
In this study, the multilayer perceptron ANN was used to model the infiltration process. The networks were trained using physically measurable data from rainfall simulator experiments. The effects of some internal parameters were considered and the generalization capability of the resulting model was tested using production sets. The sensitivity of the network was evaluated to determine which input parameters affected the output. In order to evaluate the performance of the ANN, traditional infiltration modelling techniques were also computed and compared with the resulting neural networks.
MATERIALS AND METHODS

Study area and data
The study was conducted in Cebu, the Philippines. This island has a length from north to south of approximately 240 km with an average width of 25 km. Cebu City, located in the centre of the island, is the third largest city in the Philippines.
Field experiments were conducted at the Kotkot and Lusaran watersheds for the period 2001-2003 using a drop-former rainfall simulator ( Fig. 2 ) with intensities The simulator produced 3.7 mm average-sized raindrops. At a height of 1.5 m above the ground, the simulator produced an average velocity of 7.8 m s -1 , approx. 82% of the kinetic energy of natural rainfall. The simulator was designed to suit tropical field conditions such as sloping terrains and high intensity rainfall. Test plots of one square metre size were chosen. A vertical trench was dug at the downstream end of the test plot and a trough was positioned to catch the runoff water. The experiments usually lasted between one and three hours and runoff was recorded every 5 min. The rainfall simulator experiments and the procedures used are described in detail by Sy & Calo (2001) . The experiments were carried out at slopes ranging from 10 to 45°, which represents approximately 75% of the entire Kotkot-Lusaran watershed.
The input variables taken from the rainfall simulator experiments include: soil type (in terms of %sand, %clay), hydraulic conductivity (K), slope (S), bulk density (BD) and soil moisture (SM). The output variable is the infiltration. Infiltration f (mm h -1 ) is calculated using a simple water balance equation:
where i is the intensity of the rainfall simulator and q is the runoff, both in mm h -1 . Because of the short duration of the experiment, evaporation was assumed negligible.
Particle-size properties of soil were ascertained from the size distribution of individual particles in a soil sample using the Bouyoucos hydrometer method. The results were divided into three soil texture groups: %sand, %silt and %clay using the US Department of Agriculture (USDA) classification scheme.
Hydraulic conductivity was measured using the auger hole method because of its simplicity and ease of application in the field. The rate of filling of the borehole provides an indication of the soil's hydraulic conductivity. Bulk density was determined using a special sampler designed to drive and remove a cylindrical core using a drop hammer. The weight of the soil core is then determined after oven drying (Klute, 1986) . Soil moisture was determined using a Theta Probe, which measures the volumetric soil moisture content by responding to changes in the apparent dielectric constant. These changes are converted into a DC voltage and related to soil moisture content.
Data set
The 80 samples/experiments were split into two sets: 56 samples were used in the ANN training/testing and 24 for production. The training/testing set were further split into three subsets: 60% training, 20% cross-validation and 20% testing. Each experiment usually took 90-125 min. Each experiment result was then broken down into 5-min intervals. The 5-min interval samples were then used as the training/testing values for the artificial neural network.
The production set (sometimes called the validation set) is a secondary set of data, which has not been analysed by the network. The idea is for the neural network model to be adjusted and/or selected based on its performance using the testing set, the data that it has not seen before. The 24 experimental data points were selected to represent the six soil types under different slope conditions. Tables 2 and 3 summarize the input variables used for the ANN simulations.
Pre-processing of input data
Data variables have different ranges of values and units. To overcome these, data was standardized in order to provide equal attention during the training process and remove the effect of similarity between objects. The input data were standardized [0,1] using the following function:
where X ij is the standardized value of the input x ij , V min j and V max j the minimum and maximum values of the jth variable in all observations, respectively.
Design and training of the model
The multilayer perceptron (MLP) was the network type used in this study. The hyperbolic and sigmoidal transfer functions were evaluated. Determining the network size is usually done by trial-and-error experimentation. The method applied herein followed that of Fahlman (1988) , termed the constructive algorithm approach by Maier & Dandy (2000) . The procedure started with one neuron in one hidden layer and progressing (increasing the size) until the performance of the test is found suitable. The results of the model were evaluated using the mean squared error (MSE) and the coefficient of determination (R 2 ). The MSE is defined as:
where f is the observed infiltration and fˆ is the modelled infiltration response from the ANN. The coefficient of determination (R 2 ) between the observed and simulated infiltration is defined as:
where f is the mean of the observed infiltration, f is the mean of the modelled infiltration.
The learning curve (MSE as a function of time) was also used as a convergence/ stop criterion using the cross-validation data. This was done by stopping the learning when the error using the test set began to increase. The effects of the convergence criteria and the transfer functions on network performance were evaluated by running simulations several times and comparing the values of the coefficient of determination. After this, the best network was determined and was evaluated on how it modelled the production set.
Many neural network researchers agree that, in order to have robust and fast convergence, one should ensure that all the weights in the network change roughly at the same rate (LeCun et al., 1998; Principe et al., 2000) . The software (NeuroSolutions) used in this study implemented adaptive learning rates used to control the speed of convergence by increasing or decreasing the learning rate based on the error. This meant that the learning and momentum rates were set only at the beginning of the run and the adaptive rules of the software took care that the weights in the network changed at the same rate. LeCun et al. (1998) further suggest that using the Levenberg-Marquardt back-propagation algorithm would result in more efficient networks for large and redundant samples. However, the basic gradient descent method was used here due to software limitations. Only recently a version NeuroSolutions is available, which employs the Levenberg-Marquardt algorithm.
RESULTS, ANALYSIS AND DISCUSSION
Correlation matrix and multiple linear regression
The common statistical parameters (mean, standard deviation, skewness, kurtosis, minimum and maximum values) of the input data are summarized in Table 3 .
The correlation matrix, with infiltration as the dependent variable ( Table 4 ), indicates that there is a moderate relationship between bulk density, %sand and infiltration. There is also a fair degree of relationship between clay, %clay and infiltration. These are soil characteristics which give information on the degree of compactness (bulk density), size distribution (%sand, %clay) and the ability of a soil sample to transmit water (hydraulic conductivity). They influence the soil water movement and water retention characteristics, which in turn affects infiltration. Intensity, slope and soil moisture show weak or no correlation with infiltration. The link between %sand, %clay, bulk density and hydraulic conductivity are also seen in the correlation matrix. This is expected since these are closely related soil physical properties and can affect soil water movement and water-retention characteristics of the media (Rawls et al., 1993) .
Modelling the data using multiple linear regression resulted in R 2 of 0.431 (Table 5) . A stepwise solution did not yield a better value for R
2
. The input parameters were tested for normality with the Shapiro-Wilk test. The result shows that, for all input parameters, the decision is to reject the null hypothesis that the sample follows a normal distribution. Essentially, non-normality is significant for all the input variables. Correlation and regression only reflects the effect of the parameters assuming that the system is linear. In this instance, regression is inappropriate in modelling infiltration.
Parameter estimation of infiltration equations
The infiltration parameters of the Green & Ampt (1911) , Kostiakov (1932) , Horton (1940) and Philip (1957) infiltration models using field rainfall simulator data were determined by empirical fitting using linear regression. These four models were chosen as they are commonly-used equations in the literature (Rawls et al., 1993) . Minimum, maximum and average parameter values of the four models are presented in Table 6 . The performances of the infiltration models are measured using the coefficient of determination. Table 7 also shows the performance of the models sorted on the basis of soil type.
The results show that the Philip model gave the best performance with an average R (Table 8 ). This variability in the values of the parameters is found in many of the results and makes it very difficult to determine the extent of model suitability.
Effect of internal parameters on the ANN
An array of model selection procedures has surfaced throughout the development of neural networks, most of which penalize complexity (Zapranis & Refenes, 1999) . The larger the number of processing elements in the network, the more powerful the network is. However, as the network size increases, overfitting the training set may occur so that when the network is given new data which it has never seen before, the response becomes unpredictable. In order to improve generalization, the ideal network has the least number of degrees of freedom granting the optimum performance.
Obtaining an optimal neural network is usually one aim during training. Because the MLP is prone to overfitting (Geman et al., 1992) , some form of regularization is usually performed for faster learning and generalization improvement. Because of advances in computational power, it may seem unnecessary to seek for efficient algorithms. However, in the pursuit of faster solutions, it is preferable that better and more stable solutions are found as well .
In this study, 30 simulations were performed per set by varying the number of neurons (ranging from one to six), stop criteria (i.e. with stop criteria from crossvalidation data and without stop criteria until the total epochs were reached) and the transfer functions (hyperbolic tangent and sigmoid).
Early stopping involves taking an independent cross-validation set and monitoring the error of this set during training. While the error on the training set decreases continuously, the cross-validation set will reach its minimum at a certain point and then start to increase with training iteration. The early stopping point is where the error of the cross-validation is at its lowest. This is where the trained network provides the best generalization capability (Hanson et al., 1993) . The stopping criterion employed in this study is based on this method which is stopping with cross-validation. The choice of a stopping criterion should maximize both training time and generalization. Stopping when the generalization error has increased for a certain number of epochs has the advantage of faster training speed as compared to letting the process continue until the epoch limit has been reached.
In using the stop criterion, it is found that the networks with three, four and five hidden layer neurons using the hyperbolic tangent transfer function converge at a lower number of epochs as compared to other combinations (Table 9 ). This implies a faster and more efficient ANN training. The coefficient of determination for the testing set was also at its peak for the same combination. Neither the average values of R 2 nor the number of epochs showed any considerable improvement beyond seven neurons. Another observation was that the MSE and R 2 had (on average) slightly higher standard deviations when a stop criterion was included than when training was allowed to reach the maximum epoch. With no significant improvement in generalization, training the network with a stop criterion is practical and can save a considerable amount of processing time. 
Production data
Based on the simulations made, one can state that the ANN models with the best results had the following characteristics: (a) network type: multilayer perceptron;
(b) number of layers: three (with one hidden layer); (c) number of neurons in the hidden layer: three, four or five; (d) transfer function: hyperbolic tangent. The ANN models trained with the above characteristics were then used in the evaluation of the production set. Although the average R 2 for testing of the ANN model was generally satisfactory, a vital test of the model would be to evaluate its performance with the production set. The production set in this study was chosen to represent six different soil types with varying ranges of rainfall intensity and slope.
Of the three ANN sizes used, the model with four neurons gave the best result. The average R 2 values for the three models used are 0.8560, 0.9110, 0.8821 for three, four and five neurons, respectively. This means that, as the number of neurons was increased beyond four, the predictive capability of the network actually decreased. of data that were available for input and the performance of the ANN. The results are consistent with the view that ANNs prediction capability is at its best when they are within the values of the training data (Minns & Hall, 1996) . The larger the training data set, the better is the network performance. Since a large percentage of the input data used for training/testing was Clay Loam and Loam, the ANN prediction was also better for these soil types. With lesser data availability in the input training set for Silty Clay Loam, for example, the predictive performance of the ANN network was also low for this soil type. The ANN model prediction over the measured data was plotted on graphs for all of the production set data. The trained ANN was able to satisfactorily predict the infiltration during the later time intervals (15 min and after). However, for shorter time intervals (0-15 min) the predictability decreased significantly, presumably due to increased noise. In the actual rainfall experiments, a zero runoff, hence 100% infiltration, can be expected during the initial minutes. The ANN model prediction was unreliable during this phase and can even overestimate (i.e. more infiltration than the actual amount of rainfall). After these initial few minutes, the model prediction improves significantly (Fig. 3) . The coefficient of determination of the ANN model (MLP 4-neuron hyperbolic) was divided into the first 0-15 min and 15 min thereafter and is also illustrated in Table 11 . Figure 4 shows the scatter plots of the results from the production set for Loam, Clay Loam and Sandy Loam. There is wider scatter for larger values of infiltration for the experimental set, which means that there is a larger disparity between measured and predicted values during the first several minutes of the experiment.
Comparison between actual observations and ANN simulation
Sensitivity analysis
A sensitivity analysis of the inputs to the infiltration was done for the three separately trained ANNs to determine the contribution of the parameters to infiltration. Each input parameter was varied between its mean and ±1 standard deviation (SD). The network output was computed for 50 steps below and above the mean and the sensitivity was calculated. A summary of the sensitivity analysis for the three separately trained ANNs is shown in Table 12 . Figure 5 also illustrates the mean results of the sensitivity analysis. In these experiments, the soil moisture content had a much greater effect on infiltration than the any other input. The sensitivity analysis was done for the three trained ANNs with the assumption that ANNs with low correlations between actual and predicted outputs could yield different results. All three sensitivity analyses yielded similar and consistent results showing that soil moisture was the major determining factor in the prediction capability of the ANN. The next influencing factor was the hydraulic conductivity. All the other parameters fall within the same range of influence. Although it may also seem that the dynamic variables such as rainfall intensity and soil moisture are solely responsible for the training of the ANN, the sensitivity analysis shows that hydraulic conductivity, which does not change in time, has an impact on the prediction. Rainfall intensity, however, has lower sensitivity, as shown in Fig. 5 . However, this does not coincide with the correlation analysis of the variables (Table 4) where soil moisture showed only a weak relationship to infiltration. Hydraulic conductivity, together with other soil properties, did show a fair level of relationship to infiltration. Researchers have performed simulated field measurements and have shown that soil characteristics, slope, vegetation cover, bulk density, season changes due to soil moisture are among factors affecting infiltration (Cerdà, 1997; Martin & Moody, 2001; Harden & Scruggs, 2003) . Correlation only reflects the effect of the parameters assuming that the system is linear. Because of the nonlinear nature of the data, this then explains the discrepancy between the correlation analysis and the sensitivity results from the ANN models.
Sensitivity analysis in neural networks is usually done for two purposes: to investigate the effect the input has on the outputs and to determine whether any insignificant inputs can be ignored. In this study, it is found that soil moisture and hydraulic conductivity are the major influencing factors in modelling infiltration using an ANN. This could mean that including the moisture values from the previous time step as additional input may improve the predictive capability of the ANN. The other inputs show similar levels of sensitivity and do not give reason to ignore them in order to improve the ANN performance.
Cumulative infiltration
To evaluate further the predictive capabilities of the ANN model, it is then compared with: (a) the actual infiltration and (b) the traditional Philip and Green-Ampt models in terms of cumulative infiltration. The comparison is accomplished using the entire production set. The parameters of the Philip and Green-Ampt equations used were taken from the mean values for each soil type (Table 7) . Cumulative infiltration was then computed based on the given rainfall intensity of the run using the method from Chow et al. (1988) . Since Horton (1940) and Kostiakov (1932) showed poorer results in the empirical fitting of the parameters, both have been excluded in this comparison.
As illustrated in Fig. 6 , the model accuracy for the Philip and Green-Ampt equations were inconsistent, mostly overestimating the cumulative infiltration. The poor performance of both the Philip and Green-Ampt models can be attributed to the fact that the mean parameter values were used. As discussed previously, there is a wide variability in the minimum and maximum values derived from the empirical fitting making it very difficult to determine which parameter to use in which context. Moreover, these infiltration equations have not been designed to account for many other local features such as macropores, crusting, moisture within the soil profile, etc. Because ANNs are universal approximators, the resulting model provided superior accuracy because of its facility to portray nonlinearity and generalize the structure of the whole data set.
CONCLUSIONS
This paper shows the applicability of ANN multilayer perceptron approach in modelling of the infiltration process using experimental data from rainfall simulator field experiments. Correlation analysis of the variables showed that they were nonlinear, hence linear regression is an inappropriate method for modelling infiltration. Parameter estimation of traditional infiltration models provided a wide variability in the results; this makes it difficult to determine which parameter to use in which situation.
The internal network parameters play a role in the efficiency and generalization capability of the ANN. Simulations were made where internal parameters such as the convergence/stop criteria and transfer functions were varied and the efficiency and generalization was evaluated for the best combination. The results with the production data also reveal that the performance of the ANN model is influenced by the availability of the input vectors. However, even with the limited variables, the ANN model still achieved satisfactory outcomes. Comparison of time distribution of infiltration in the production set shows that the model is not able to predict sufficiently well the early time steps where runoff usually begins at a zero level (and thus, the infiltration is maximum). However, in the subsequent time steps, the accuracy of the ANN model significantly improves. Sensitivity analysis showed that soil moisture and hydraulic conductivity are the influencing factors in modelling infiltration using the ANN. The ANN model provided the highest accuracy when compared with the traditional Philip and Green-Ampt models in terms of cumulative infiltration.
Further simulations are recommended to improve the ANN performance by including data from other soil groups, varying slopes and incorporating other variables such as the soil moisture values of the previous time step. The performance of the ANN model suggests that, using this approach, one can estimate infiltration from easily available physical data. The trained ANN could be coupled to larger hydrological models where limited data are available and rainfall simulator experiments can be performed.
