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 Abstract 
The increasing importance of ion-water interactions in the field of chemistry and biology 
is leading us to examine the structure and dynamic properties of molecules of interest, based on 
the application of computer-aided models using molecular dynamics simulations. To enable this 
type of MD study, a molecular mechanics force field was developed and implemented. 
Kirkwood-Buff theory has been proved to be a powerful tool to provide a link between 
molecular quantities and corresponding thermodynamic properties. Parameters are the vital basis 
of a force field. KB integrals and densities were used to guide the development of parameters 
which could describe the activity of aqueous solutions of interest accurately. In this work, a 
Kirkwood-Buff Force Field (KBFF) for MD simulation of ammonium sulfate, sodium sulfate, 
sodium perchlorate and sodium nitrate are presented. Comparison between the KBFF models and 
existing force fields for ammonium sulfate was also performed and proved that KBFF is very 
promising. Not only were the experimentally observed KB integrals and density reproduced by 
KBFF, but other properties like self diffusion constant and relative permittivity are also well 
produced.   
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CHAPTER 1 - Introduction 
1.1        
 1.1.1   General Introduction 
Molecular Simulation 
Molecular simulation is a very popular computing method due to a rapid advance of 
computer power during the past several decades. Not only does it give us the simplified and 
idealized description of a molecule with a three-dimensional representation of structure at the 
atomic level, but also it allows us to mimic the behavior of molecules and molecular systems in 
order to determine macroscopic properties. We can verify the accuracy of the model by 
comparing simulation results with experimental data. Given sufficient computing time, 
discrepancies can be attributable to a failure of the model to represent molecular behavior. It is 
also a very useful tool for testing a model. In addition, we can use a given model system to 
evaluate a theory by comparing the results from a simulation of that given model system with 
predictions of a particular theory applied to that same model.1-3
At the same time, advances in measurement devices, like atomic force microscopy 
(AFM),
  
4 allow us to image, measure physical and biological phenomena occurring at the   
microscopic level, giving us more data to test the accuracy of our model by comparing. However, 
even though experimentalists can provide detailed information of biomolecules from state-of-
the-art modern technology, like AFM, it is still difficult to study directly how these individual 
biomolecules move and function on short time scales. Simulations play a central role in filling in 
these crucial gaps. What is more, many current research ideas involve large-scale 
experimentation but the prohibitive cost of the necessary experiments simply makes it 
impracticable, while computer simulation can work as a substitute. When it comes to 
 2 
environmental issues, some chemical experiments involve serious pollution and toxicity issues, 
while molecular simulation is capable of yielding useful information in an environmentally 
friendly way.5-6 Experimentalists cast some doubt on the validity of molecular modeling even 
today. However, in the past, molecular simulation has already shown its validity and practical 
worth in the study of the structure and function of molecules.7-8
              The history of computer simulations bears a remarkable resemblance to modern 
computers, since computational power was combined with theoretical and algorithmic 
developments based on the concepts of statistical mechanics (SM) introduced by Ludwig 
Boltzmann(1844-1906) and Josiah Willard Gibbs(1839-1903).
 This is a rapidly growing area 
with a myriad of exciting opportunities.   
9 Computer simulation developed 
to an increasing range and depth based on the application of statistical mechanics.10,11 SM is 
aimed at studying macroscopic systems from a molecular point of view. The connection between 
microscopic molecular details and observable macroscopic properties such as energy, heat 
capacity, pressure, volume or entropy is made by SM based on quantum mechanics which 
provides the fundamental details for calculating the intermolecular interactions.12 SM takes 
advantage of rigorous statistical functions to deduce the behavior of the whole systems 
containing a large number of individual molecules. We construct an ensemble consisting of a 
large number of systems to apply statistical theory to the system of interest.  There exist different 
ensembles with different characteristics. Each ensemble has a different microstate, but all of the 
microstates share the same macrostate. The common ensembles we use are microcanonical 
ensemble (NVE), canonical ensemble (NVT), grand canonical ensemble (μ, V, T) and isobaric-
isothermal ensemble (NPT). Microcanonical, canonical and isobaric-isothermal ensemble are 
closed systems because the number of particles in each microstate is constant. In the grand 
 3 
canonical ensemble,  the passage of molecules between each other is allowed through a 
permeable wall, so it is an open ensemble. In statistical mechanics, ensemble averages 
corresponding to one certain experimental observable are taken over all of the systems in this 
ensemble simultaneously.
 
13 
1.1.2     Molecular Dynamics Simulation 
Today, molecular simulation is increasingly providing valuable insights into 
macroscopic properties and microscopic details. However, there are still limitations in time scale 
and system size due to high computational cost.14 Molecular simulation, including Monte Carlo 
(MC)15 and Molecular dynamics (MD)16 computing methods are now two of the most powerful 
tools that are used to explore the statistical mechanics of chemical systems or larger systems. 
Molecular Dynamics simulation is an important technique for researchers to compute the 
equilibrium and transport properties of a many-body system.  From a number of pioneering 
studies, it had its modest beginnings in the late 1950s when Alder and Wainwright first 
introduced the molecular dynamics method.17 In 1964, the first simulation was performed by 
Rahman using a realistic potential for liquid argon.18,19 In traditional MD simulations, the 
particles move in a simulation cell and obey the laws of classical mechanics based on Newton’s 
equations of motion. The instantaneous forces acting on the particles are calculated from 
potential energy functions.20-23 In contrast to the Monte Carlo method which relies on transition 
probabilities, molecular dynamics solves the equations of motion of the molecules to generate 
new configurations.24-26 Only MD can be used to obtain time-dependent properties of the system, 
like the viscosity coefficient, because MD includes time explicitly. The challenges are great 
 4 
considering computers have limited power and capacity and suitable algorithms have to be 
developed.
 
27 
 
  
A parallel set of developments took place for the Monte Carlo method, which was 
introduced in a seminal paper by Metropolis et at in 1953.28 It involves a stochastic strategy that 
relies on probabilities. It is a comparatively simple simulation and applicable forμVT ensemble 
because it can be used for simulation with varying particle numbers, while this is difficult in MD. 
In the Monte Carlo process, a new configuration is obtained typically by displacing, exchanging, 
removing or adding a molecule. The acceptance of a new configuration is dependent on the 
Boltzmann distribution, that is to say the new configurations are generated with probability ∝
   Figure 1. 1 A brief overview of how a molecular dynamics simulation is performed 
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Ee β− in the NVT ensemble. If the attempted change is rejected, then the old state is counted as 
the new state.29-32
In short, Monte Carlo (MC) simulation provides ensemble averages, while Molecular 
Dynamics (MD) simulation provides time averages (ergodic hypothesis).
 Normally, the new state will be accepted with high probability if it has a lower 
energy. Monte Carlo simulation does not provide time information, so it cannot determine 
dynamic properties, like transport properties. And when it comes to collective chain motions, 
MD performs better than MC approaches. 
33,34
          
          
1.2 Force Fields 
The history of force fields started with simple harmonic force fields. From 1970, two 
classes of force field were gradually developed. One was for molecules with less than 100 atoms; 
the other was for macromolecules.35,36 Now we have different force fields for different purposes. 
Not only do we have the highly accurate force fields allowing for more accurately calculated 
energies with increased speed specifically designed for small molecules,37 but also we have 
successfully developed simpler more efficient force fields  for studying large biomolecular 
systems. The commonly used biomolecular force field includes AMBER,38 CHARMM,39 
OPLS40  and GROMOS.41 Generally, the relationship between chemical structure and energy is 
made by the application of mathematical equations. In addition, proper parameters must be 
developed for these mathematical equations, because we cannot get any useful information about 
structure-energy relationship if there are only mathematical equations available. In combination, 
the set of empirical equations and fitted parameters comprise a force field.  We can apply the 
same mathematical equation to different chemical systems by using different parameters. 
Therefore, it is critical to define the parameters properly in order to obtain a correct description 
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of the system. In the molecular mechanics model, a molecule is described as a series of simple 
spheres (atoms) linked by springs (bonds). A simple force-field normally describes the bonded 
interactions using bond lengths, bond angles, torsions and the nonbonded interactions including 
Van der Waals and electrostatic interactions between atoms that are not directly bonded.42-48
Choosing a correct force field depends on the accuracy needed for the intended purpose. 
For example, when the intermolecular interactions are more significant than intramolecular 
interactions, a united-atom force field is a better option than all-atom force field to simulate 
molecular systems.  All-atom force fields, as the name suggests, represent all the atoms in the 
system. United-atom force fields, on the other side, do not include an explicit representation of 
relatively unimportant atoms like nonpolar hydrogens. For example, methyl group in united-
atom force field is simply treated as a single interaction center.
 The 
observables that can be used to parameterize a force field are mostly obtained from experimental 
data.  For instance, the structural parameters like bond length and angle can be obtained from X-
ray or neutron diffraction studies on crystals or from spectroscopic measurements in liquids or 
gas phase.  
49,50 Usually we enlarge the van 
der Waals radius to increase the size of the atoms they are bonded to. This method can be taken 
further to deal with larger functional groups.51 There is no doubt that neglecting some certain 
unimportant atoms will lead to a poorer accuracy, but it can provide a large saving in computer 
time and can satisfy the intended need if the  inaccuracy is not too high.52-55
The total energy of the system is described as below,  
  
                                    Etotal = Ebonded + Enonbonded                                                                                 (1.1) 
 7 
within the molecular framework, the total energy is described in terms of a sum of contributions 
from bonded terms and nonbonded terms to describe the behavior of different kinds of atoms and 
bonds. 
 
1.2.1      Bonded Interactions 
The bonded terms include bond stretching, angle bending and torsion terms so 
that,
                                    E
56,57 
bonded = Ebond + Eangle + Etorsion
●             Bond stretching is represented by  a simple harmonic function.
                                             (1.2) 
58
                                    
 In molecular 
mechanics simulations, the displacement of the bond length from equilibrium is usually so 
small that it can be approximated to undergo simple harmonic motion. 
2
0
1 ( )
2bond rbonds
E k r r= −∑                                                            (1.3) 
where kr is the stretching force constant,  ro
●            Angle bending
 is the equilibrium bond distance, and r is the 
bond distance.                
 is represented by a simple harmonic function, obeying Hooke’s law.
                                           
59 
2
0
1 ( )
2angle angles
E kθ θ θ= −∑                                                         (1.4) 
                                                         
 
where kθ the bending is force constant, 0θ is the equilibrium valence angle, and θ  is the 
valence angle.  
●        The torsional contributions consist of proper dihedral and improper dihedral.60-61 
The proper dihedral term is modeled by a simple periodic function. The improper torsion is 
not a regular torsion angle but it is often necessary to restrict out-of-plane bending motion, 
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such as keeping planar groups in one plane or to maintaining their original chirality by 
preventing molecules from flipping over to their mirror images. The potentials are commonly 
given by, 
                                           [1 cos( )]
2
n
torsion
torsions
VE nϕ δ= + −∑                                            (1.5) 
                                        
                                       
 
                                                                                                                                    (1.6)                                                                                
 
where Vn  
δ
is force constant, n is periodicity of the angle which determines how many peaks and 
wells in the potential, is phase of the angle, wk  is force constant, ω is the torsion angle, and 0ω
is the equilibrium torsion angle.  
 
1.2.2 Nonbonded Interactions     
The nonbonded terms typically include van der Waals and electrostatic terms between 
pairs of atoms separated by three or more bonds, 
Enonbonded = Evanderwaals + Eelectrostatic                                                       
●          The van der Waals term describes the interaction between two uncharged molecules 
(1.7) 
or atoms, arising from a balance between repulsive and attractive forces.62-64
                                      
 Repulsion and 
attraction is almost equal to zero and cancel out each other if the separation between two atoms 
is infinite, but the repulsion gradually dominates once the separation is small. This provides the 
optimal separations between any two atoms i and j for which the systems is the most stable. 
12 6
12 64
ij ij
vanderwaals ij
i j ij ij
E
r r
σ σ
ε
<
 
= − 
  
∑                                                          (1.8)   
2
0( )2
w
improper
improper
kE ω ω= −∑
 9 
where different combination rules are applied, 1, ( )
2ij i j ij i j ij i j
orε ε ε σ σ σ σ σ σ= = + = ; ijε  
is the depth of potential well, ijσ  is the finite distance at which inter-particle potential is zero, 
and ijr  is the distance between two particles. In our work, the geometric average is used to 
determine both ijε and ijσ  . The r
-12 term describes the short range repulsive potential; while the 
r-6
●     The electrostatic term
 term describes the long range attractive potential.
 
 involves a simple Coulombic expression describing the 
interactions between two point charges.65,66
                                                
 It can be either attractive or repulsive according to, 
1
4
i j
electrostatic
i jo ij
q q
E
rπε <
= ∑                                                              (1.9) 
where ijr  is the distance between two ions, q is the partial charge on each atom, and oε  is 
electrical permittivity of free space. We can obtain an initial guess at the atomic charges (q) 
using results from ab initio calculations together with a population analysis or a fit to the 
electrostatic potential outside the molecule.67 In quantum calculations, the atomic point charges 
are tailored to approximate the electrostatic field outside the molecule. In an empirical force field, 
they are effective condensed phase parameters to model long-range interactions. The transfer of 
charges between the two techniques is thus often unreliable. A better transferability is obtained if 
the quantum mechanical calculation includes a reaction field correction to mimic bulk solvent, 
and the derived charges are constrained to reproduce the effective dipole moment of the 
molecule in solution.
 In the potential energy calculation non-bonded interactions are the most time consuming 
part of a molecular dynamics simulation. The non-bonded terms are computed between each 
atom and every other atom. Normally, it may take approximately 99% of the time of the total 
68-72 
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energy calculation. So it is very necessary to improve the non-bonded calculations. Periodic 
Boundary Conditions (PBC) simplifies the calculation of interactions. PBC only uses a small 
number of particles to simulate a large bulk solution. The central box is surrounded by 26 
neighbors in the view of 3-D dimension. Those replica boxes are related to the central box by 
simple translations. Forces on the particles in central box are calculated from particles within the 
central box as well as in the neighboring boxes.73
Non-bonded interactions decrease as distance increases. The Coulombic interaction is 
a summation of all charge–charge interactions. They are slowly converging and therefore a large 
computational burden. Therefore, terminating the interaction between two atoms beyond a 
certain distance is necessary to speed up the computation.  Molecular forces can be divided into 
two classes: short-range or long-range interactions. Different techniques are required to deal with 
different needs. We impose a cut-off distance, which is often less than a half the length of the 
simulation box, to the short-range interaction. The long-range interaction is then defined as the 
one beyond the cut-off distance. Usually, the potential is set to zero beyond cut-off distance. 
Simply increasing the cutoff distance to be sufficiently large can raise the computational cost, 
even if it increases the accuracy.
  
74-76 An alternative to deal with this problem is to calculate long-
range interaction by special methods such as Ewald Sums.77 Ewald Sums have proven to give 
satisfactory results with reasonable computer times. This method splits the potential into two 
parts, one of which is a short-range term calculated directly in real space, and the other of which 
is long-range term calculated in Fourier or reciprocal space. With the advent of increased 
computer power and new algorithms for efficient calculating long-range interactions, a simple 
cut-off treatment of long-range interaction is not necessary any more. Fortunately, Particle-Mesh 
 11 
Ewald (PME) and Particle-Particle Particle-Mesh Methods (PPPM) have been developed 
recently to improve the performance of the reciprocal sum.
 
78,79 
1.2.3   Development of Force Fields 
There are, of course, important limitations to the simple molecular mechanics 
representation. Our concerns about developing existing force field mostly focus on two areas. 
The first is accuracy. We oversimplify electrostatic interactions by including a point charge on 
each atom. This simple representation obviously cannot incorporate the full electrostatic 
properties (like multipole moments) of a molecule. Most current force fields use a “fixed-charge” 
model by which each atom is assigned a single value for the atomic charge that is not affected by 
the local electrostatic environment. Development of next-generation force fields have 
incorporated models for polarizability, in which a particle’s charge is influenced by electrostatic 
interactions with its neighbors.75-80 For example, polarizability can be approximated by the 
introduction of induced dipoles. Although polarizable force fields have been quite successful in 
modeling a wide variety of molecular systems, the common use has been inhibited by the high 
computational expense associated with calculating the local electrostatic field.
The second focus is efficiency. The computational approaches that are currently available 
can be broadly divided into implicit and explicit solvation models. In the explicit solvent 
approach, water molecules are treated as discrete individuals necessitating a detailed description 
of interactions between solvent molecules at the atomic level. The use of explicit solvent models 
adds an extra level of complexity to the problem. Both solute-solvent and solvent-solvent 
interaction terms must be considered, which slow down the simulations.
81-86 
87 In contrast, implicit 
models dispense with this detail by considering the solvent to be a dielectric continuum, and are 
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thus the more computationally efficient. The use of a continuum approximation can be justified 
by realizing that it is not necessary to know every detail about concerning the solvent. It is only 
important to know how to model the solvent effects on the properties of interest. Specially, it is 
unnecessary to quantify interactions between individual water molecules in the bulk solvent. At 
the simplest level, where the properties of the solvent are determined by a dielectric constant, 
only knowledge of the noncovalent interactions between the solute and solvent molecules is 
required to compute solvation properties.88-90
Although force fields have been well established, we have noticed that problems have 
occurred from the lack of a correct balance between the solute-solute interactions and solute-
solvent interactions.
  
91 Recently, Kirkwood-Buff theory has been used to quantify solute-solute 
and solute-solvent interactions in solution mixtures over the entire range of composition.
 
92-93 
1.3  Kirkwood-Buff Theory 
1.3.1      Introduction  
Our interest in KB theory is led by the desire to use computer simulation to study 
cosolvent effects at the atomic level and to apply KB theory to analyze the results. Other theories 
cannot provide satisfactory results concerning solution behavior over the whole concentration 
range, even with well developed models.  Solution behavior has received much attention during 
this century because of its wide application in science, industry and environment. The focus of 
our research is to express the preferential interactions and associated activity derivatives by KB 
integrals which can be obtained from experiment or simulation. This is the most promising 
recent approach to help us understand cosolvent effects in solution. 
 13 
  Kirkwood-Buff theory is one of the most important theories of solutions and was 
published in 1951 by Kirkwood and Buff.94 This theory was developed on the basis of statistical 
theory, originally formulated to obtain macroscopic thermodynamic properties from molecular 
distribution functions, providing a direct relationship to thermodynamic properties such as 
isothermal compressibility, partial molar volumes and derivatives of the chemical potentials.95,96
               As mentioned above, the goal of KB theory is to compute the macroscopic 
thermodynamic properties based on the radial distribution function (see below). However, it was 
not that popular until a dramatic turning point – the inversion of KB theory occurred. The 
inversion of KB theory (Ben-Naim 1978) provides experimental
  
 information about the affinity 
between a pair of species in the solution mixture as extracted from measurable thermodynamic 
data.97
             A radial distribution function (rdf) provides the probability of finding a particle j at a 
distance r from another particle i at a distance r relative to the corresponding bulk solution. To 
calculate the g(r) for the particle 1 and 2 in a system of N particles, we can express it as,
 As it is relatively easy to measure the required thermodynamic properties, the inversion 
procedure provides a new and powerful tool to investigate the characteristics of the local 
environments of each species in a multicomponent system.   
                                                                                                                               
98 
                                                                                                                                (1.10) 
 
where β=1/kT, and VN
3 4
12 2
1 2
... ...
( )
... ...
N
N
V
N
V
N
e dr dr dr
g r
N e dr dr dr
β
β
−
−
= ∫ ∫
∫ ∫
 is the potential energy of N particles. We obtain this equation by 
integration of the configurational distribution over the position of two atoms and then normalize. 
From the equation above, we may say that the rdf is a function of r, which also depends on P, T 
and composition.  
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             In Figure 1.2, a plot of a typical radial distribution function is provided. At short 
distances, gij is zero because of strong repulsive forces between the two atoms/molecules. The 
first large peak occurs at about 0.25 nm. This means that it is four times more likely that two 
molecules i and j would be found at this separation than expected from a random distribution. 
The presence of the first solvation shell tends to exclude particles that are closer than the radius 
of the second solvation shell. As the distance between species i and j gets larger, gij
 
 goes to unity 
beyond R, meaning the distribution becomes similar to the bulk distribution.  
 
 
 
 
rrrrrjjjjjj
 
rij
 In the KB theory, thermodynamic properties can be expressed in the terms of KB 
integrals. We define the KB integral as,
 (nm) 
99-101 
Figure 1. 2 Radial distribution function (rdf). The rdf displays the local solution      
structures for species i and j as a function of distance rij.  
 
 
                                                              rij (nm) 
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                                                                                                                                             (1.11) 
where gij 24 r drπ(r) is the radial distribution function.  The volume of the spherical shell is and r 
is the center of mass to center of mass distance. R is a cutoff distance at which the rdfs are 
essentially unity. From the equation above, we can see that KB integrals are sensitive to small 
deviations from the bulk distribution at large separations due to the r2 weighting factor. The rdf 
provides the probability of finding a particle j in the distance r from another particle i in the 
grand canonical (μ, V, T) ensemble where the volume (V), temperature (T), and chemical 
potential (μ) are constant for the two species i and j. Besides simulation, gij
 
 can be measured            
Figure 1. 3 An example of a KB integral Gij as a function of integration distance  Rij
 
 (nm)      
between species i and j. 
 
 
Gij
          cm
(R) 
3
              
/mol 
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2 2
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4 ( ) 1 4 ( ) 1
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ij ij ijG g r r dr g r r dr
µπ π
∞
   = − ≈ −   ∫ ∫
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experimentally by X-ray or neutron scattering.102,103 Unfortunately, gij is defined in open systems 
by KB theory, but our simulation is performed in closed systems. We consider that the 
distribution in μVT (open) ensemble is closely related to the distribution in the NpT (closed) 
ensemble if both of the systems are at the same composition, pressure and temperature. The 
assumed similarity between the closed and open system rdfs is based on the fact that the rdfs are 
primarily determined by the interactions between particles at short range. As pointed out by Ben-
Naim, only the long-range behavior of the μVT and NpT rdfs are fundamentally different.97 
Fortunately, this is a negligible quantity except when the integration over the rdf extends to 
infinity. Here, the approximation is made for simulation performed in closed systems.101,104
The KB integrals are symmetric with respect to the interchange of indices i and j, G
  
ji=Gij
 
. 
The excess coordination number, 
                                                                                                                                               (1.12) 
where ρj is the number density of species j in the system, is not symmetric, that is Nij≠Nji, 
because Nij=ρjGij and Nji=ρiGji . The excess coordination number represents the excess ( Nij > 
0 ) or deficit  ( Nij < 0 ) over a random distribution of j molecules in the vicinity of the central i 
molecule.
             For a two-component system consisting of water (w) and a cosolvent (c), the partial 
molar volumes of the two components, 
105 
cV and wV , the isothermal compressibility of the solution, 
κT, and the derivatives of the  cosolvents activity a
cc
 can be expressed in terms of the integrals 
Gww, Gcc and Gcw and the number densities ρw and ρc, of water and cosolvent,104
                                                                                                                                                  (1.13) 
  
,   /ij j ij j jN G N Vρ ρ= =
1 ( )c cc cw
w
G GV ρ
η
+ −
=
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(1.14) 
 
                     (1.15) 
     
 
Figure 1. 4 An example of excess coordination number Nij for different concentrations of 
solutes. The sign of Nij indicates the nature of the intermolecular interactions between 
species i and j: positive Nij indicates attractive interactions between i and j, while negative 
Nij
 
 represent repulsive interactions.  
                                                            ms
 
 (mol/kg) 
, ,
ln ln 11
ln ln 1 ( )
c c
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c c c cc cwp T p T
a ya
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=
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where                                                              , a
c
 = y
c
ρ
c, 
 and  ρ
c
 is the number density or molar 
concentration. KB theory cannot be applied directly to the study of salt solutions because of a 
slight complication. As a consequence of the electroneutrality conditions, it is not possible to 
consider the salt solution as a ternary system of cations, anions, and water. Let us take sodium 
chloride as example. We cannot obtain derivatives of the sodium or chloride ion chemical 
potentials or activities. However, it is possible to treat the salt solution as a binary system of 
indistinguishable ions and water.106-108 We have chosen to treat the anions and cations of salts as 
indistinguishable particles to apply the KB equations for a binary solution (water and cosolvent). 
Hence, we distinguish between the usual molar salt concentration ms
c cn Cρ ±=
 and the concentration of 
indistinguishable ions , for which n n n± + −= + is the number of ions produced on 
dissociation of the salt.  
 
   
 
 
 
 
. 
 
                          
 
 
 
Experimental data (volume/density 
activity, compressibility)  
K
B
 th
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ry
  
Gij, Nij, thermodynamic properties 
Radial distribution function (rdf)  
                          gij 
K
B
 th
eo
ry
  
Gij, Nij, thermodynamic properties compare 
 ( 2 )w c w c ww cc cwG G Gη ρ ρ ρ ρ= + + + −
Figure 1. 5 A simple chart displaying how KB theory works with our research. By 
comparing KB integrals, excess coordination numbers, or other thermodynamic properties 
between experiment and simulation, we can determine the disparity between reality and 
our force field. 
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1.3.2    Kirkwood – Buff Derived Force Field 
            KB integrals have proved to be a good tool to probe the interactions between particles.109-
115 Many existing force fields display poor performance in reproducing these integrals and 
therefore lead to inaccurate simulations. Consequently, there is a constant need for improved 
force fields. We have been developing a series of force fields which were specifically designed 
to reproduce the experimental KB integrals obtained from the experimental data. These KB 
derived force fields (KBFF) have been shown to reasonably reproduce not only the KB integrals, 
but also other thermodynamic and physical properties of aqueous solution mixtures.
              The Kirkwood-Buff derived Force Field (KBFF) is still a non-polarizable force field.  
But the KB integrals are very sensitive to the force field parameters, particularly to the charge 
distribution. Therefore, to develop this force field, we focus on developing accurate charge 
distributions for atoms. The Kirkwood-Buff derived force field involves a Lennard-Jones (LJ) 6-
12 plus Coulomb potential. The water model applied with this force field is SPC/E.
116-122 
123 The 
molecular geometry is normally taken from the available crystal structures, with bonded 
parameters taken from the GROMOS96 force field.124
 
 The charges on each atom are then 
adjusted to reproduce the density and KB integrals for solution mixtures. A list of Kirkwood-
Buff derived force fields is shown as follows, 
Urea                                      Weerasinghe and Smith, JCP, v118, 3891-3898, 2003 
Acetone                                 Weerasinghe and Smith, JCP, v118, 10663-10670, 2003 
NaCl                                      Weerasinghe and Smith, JCP, v119, 11342-11349, 2003 
Guanidinium chloride            Weerasinghe and Smith, JCP, v121, 2180-2186, 2004 
Methanol                                Weerasinghe and Smith, JPCB, v109, 15080-15086, 2005 
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NMA                                      Kang and Smith, JCC, v27, 1477-1485, 2006 
 
Thiols, sulfides, disulfides     Bentenitis, Cox, and Smith, JPCB, v113, 12306-12315, 2009 
 
 
1.3.2     Advantages & Disadvantages 
              KB theory has been used extensively in the chemistry and chemical engineering fields 
to provide information on intermolecular distributions and preferential solvation in solution.105 It 
is important to realize that the specific advantages and disadvantages of KB theory include:
1. It is an exact theory which does not involve any approximations.  
105 
2. KB theory can be applied to relate several thermodynamic properties in terms of KB integrals. 
Therefore, it provides more data for testing of a force field. 
3. There is no limitation concerning the sizes of molecules used. Molecules can range from 
simple salt like sodium chloride, to organic molecules like methanol, even to biomolecules 
like urea. 
4. It does not assume pairwise additivity of interactions. Many solution theories involve an 
approximation of pairwise additivity to decrease the computational demand. This 
approximation does not calculate the interaction between three or more atoms, only the sum 
of pairwise interaction. This kind of approximation can absolutely lead to differences 
between experimental and calculated results. KB theory avoids this drawback. 
5. It can be applied to any stable solution mixture involving any number of components. But, it    
is widely realized that the relationships between the thermodynamic properties and KB 
integrals get more complicated as the number of components in a system increases, since 
more components are involved in the matrix operations. 
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1.4   The Aims of this Thesis 
            The aims of the group include the study of the effects of solvent and cosolvents on the 
structure and dynamics of biomolecules in solution by means of molecular dynamics simulations 
which are used to provide atomic level detail concerning the properties of these molecules using 
experimental data. The goal is to understand this behavior using theoretical calculations, 
analyzing, representation, and manipulation of 3D molecular structures. These approaches allow 
us to gain new ideas and reliable working hypotheses for molecular interactions in complexes of 
biological relevance. Here, the applicability of these techniques is shown in the study of : 
1.  Interactions of tetrahedral ions with water molecules 
2.  Interactions of trigonal planar ions with water molecules 
            Kirkwood-Buff theory is used to quantify and balance ion-ion and ion-water interactions, 
and therefore provide the possibility to develop more accurate force fields for the simulation of 
solution mixtures. 
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CHAPTER 2 - A Kirkwood-Buff Force Field for Polyoxoanions in 
Water 
2.1     Introduction                   
            The presence of ions plays a central role in changing intensive properties of the solution, 
such as viscosity, surface tension, relative permittivity, and molecular properties like diffusion 
constants.1, 2 In addition, ions which are used as cosolvents influence largely the stability, 
solubility, conformational preferences and ligand binding of proteins. The addition of solutes or 
cosolvent molecules to water has a marked effect on the structure of water molecules by ion-
water interaction, or when ions are bound to proteins directly.3 Typically, cosolvents are 
classified as “kosmotropes” and “chaotropes” in terms of their ability to “create” or “destroy” 
water bulk structures, and are also used to refer to protein structure stabilizers and denaturants, 
respectively.
It has been clearly demonstrated that cosolvent effects result from a competition 
between water-ion interaction and water-water interaction.
4,5 
3 If water-ion interactions are stronger 
than water-water interactions, cosolvent ions will be excluded from the vicinity of the solute 
because of their preferential hydration. This leads to a decrease in the solubility of biomolecules 
in water. This phenomenon is referred to as salting-out. On the other hand, if water-ion 
interactions are weaker than water-water interactions, cosolvent ions may interact specifically 
with biomolecules, increasing their solubility, which is referred to as salting-in.
The phenomenon of salting-in and salting-out was first reported by Hofmeister in 1888, 
who originally established a qualitative order as to how different ions affect the solubility of 
proteins in water. This order is known as the Hofmeister series.
6-8 
9 Generally, ion effects on the 
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solubility of proteins are related to the charge densities of the ions. Ions with high charge 
densities tend to decrease the solubility, while ions with low charge densities tend to increase the 
solubility.10 The Hofmeister series plays a central role in science and technology and substantial 
attention has been paid to it. The rank order in terms of effectiveness of the ions in salting out is 
shown below,
 
11 
                                      Figure 2. 1 The Hofmeister Series for Anions 
 
 
Anions appear to have a more pronounced effect than cations due to their more diffuse 
valence electronic configuration. In the above series for anions, ions on the left increase the 
surface tension of solvent and decrease the solubility of proteins (salting out). On the other hand, 
ions on the right decrease the surface tension and increase the solubility of proteins (salting in). 
In our research, we are trying to interpret the effects of cosolvents on the structure and solubility 
of biomolecules. Of all the properties of ions in solutions, perhaps the most fundamental are the 
solvation properties. A detailed understanding of electrolyte solutions requires knowledge of the 
ion solvation. We have undertaken a study of the properties of several common cosolvents in 
solution to investigate the changes in associations and interactions on addition of some common 
cosolvents. 
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Here, a KB analysis of salt solutions as a function of salt concentration is used to help 
the development of KB derived force fields for several anions. We present the results for a series 
of tetrahedral anions, like sulfate, perchlorate and phosphate ions, and trigonal planar anions, like 
nitrate and carbonate ions, which are quite important in biological systems and in the Hofmeister 
series. The tetrahedral and trigonal planar models are also important because their simple 
symmetric geometry makes them a good choice for understanding fundamental polyatomic ion-
solvent interactions.  
Ammonium sulfate and sodium sulfate are typical precipitants of proteins.12 The hydrated 
sulfate ion is fundamental in a range of processes in biochemistry because of its rank in 
Hofmeister series. Sodium perchlorate is the precursor to many other perchlorate salts due to its 
relatively high solubility. Its effect on properties of solution is quite different from sulfate, as 
perchlorate bears a relatively low charge density, although it has the same geometry as sulfate.13 
The properties of phosphate ions are crucial in science and technology, like the manufacture of 
water softeners, in the rust-proofing process, and for scouring powders.14 In biological systems, 
phosphates are most commonly found in the form of adenosine phosphate. The addition and 
removal of the phosphate from protein in all cells is a crucial strategy in the regulation of 
metabolic processes, such as in the production and function of ATP.15 Phosphate and its 
protonated forms hydrogen phosphate, dihydrogen phosphate and phosphoric acid are of great 
relevance for physiological reactions as well as for industrial and agricultural application.16
The choice of force field is critical for describing accurately any system of interest by 
computer simulation. The accuracy of a force field is usually determined by comparing physical 
 
Phosphate rather than its protonated forms was chosen to be investigated here because of its 
similarity to the isoelectric ions sulfate and perchlorate. 
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properties between experiments and simulations. Force field parameters vary depending on the 
particular force fields.  Our group has been developing a Kirkwood-Buff derived force field for 
molecular dynamics simulation to reproduce KB integrals obtained from the experimental data. 
Force field parameters for ammonium and sulfate have also been developed previously by Singh 
et al17 and Cannon et al,18
 
 respectively. However, by KB analysis it will be demonstrated that 
those parameters do not correctly reproduce the correct solution activities (see later), which 
prompted our determination to develop new improved models.  
2.2      Methods 
2.2.1 Kirkwood-Buff theory  
             KB theory is commonly used to relate integrals over molecular distributions to 
macroscopic properties. It is important to realize that KB theory does not involve any 
approximations or limitations concerning the size or character of the molecules. The KB 
integrals are defined by,
                                 
19-21 
2
0
4 ( ) 1VTij ijG g r r dr
µπ
∞
 = − ∫                                                       (2.1) 
where ( )VTijg r
µ  is the radial distribution function (rdf) between i and j in the grand canonical 
( VTµ ) ensemble. The above integrals provide a quantitative estimate of the affinity between 
species i and j in solution, above that expected for a random distribution. A positive value of the 
corresponding excess coordination number ( ij j ijN Gρ= ) typically indicates an excess number of 
j molecules around a central i molecule, whereas a negative value indicates a depletion or 
exclusion of j molecules from the vicinity of i molecule. 
           The above integrals involve rdfs corresponding to an open ( VTµ ) system. KB theory uses 
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these integrals to determine properties for a closed (NPT) system at the same density via suitable 
thermodynamic transformations. A variety of thermodynamic quantities can be defined in terms 
of the KB integrals Gww, Gcc, and Gcw=Gwc. 
cV
 For a two-component system consisting of water (w) 
and a cosolvent (c), the partial molar volumes of the two components, and wV , the isothermal 
compressibility of the solution, κT, and the derivatives of the  cosolvents activity a
cc
 can be 
expressed in terms of the integrals Gww, Gcc and Gcw and the number densities ρw and ρc, of 
water and cosolvents,21
                                                                                                                                                  (2.2) 
  
  
(2.3) 
 
                       (2.4) 
     
where                                                              , ac cρ = y , cρ  is the number density or molar 
concentration, and ac is the activity coefficient. KB theory cannot be applied directly to the study 
of salt solutions because of a slight complication. As a consequence of the electroneutrality 
conditions, it is not possible to consider the salt solution as a ternary system of cations, anions, 
and water. Let us take sodium chloride as example. We cannot obtain derivatives of the sodium 
or chloride ion chemical potentials or activities. However, it is possible to treat the salt solution 
as a binary system of indistinguishable ions and water.22
1 ( )c cc cw
w
G GV ρ
η
+ −
=
 We have chosen to treat the anions and 
cations of salts as indistinguishable particles to apply the KB equations for a binary solution 
(water and cosolvent). Hence, we distinguish between the usual molar salt concentration of 
, ,
ln ln 11
ln ln 1 ( )
c c
cc
c c c cc cwp T p T
a ya
G Gρ ρ ρ
   ∂ ∂
= = + =   ∂ ∂ + −   
1 ( ) w ww cwc
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solute Cc c cn Cρ ±= and the concentration of indistinguishable ions , for which n n n± + −= + is the 
number of ions produced on dissociation of the salt.
       Alternatively, KB integrals can be determined from experimental quantities (densities, 
partial molar volumes, compressibilities, and activity coefficient derivatives) using an inversion 
procedure,
23,24 
                                                         
20, 25 
w c
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                                                   (2.7) 
where ( ) ( ), ,1 ln / 1 ln /c c c w w wp T p TD x f x x f x= + ∂ ∂ = + ∂ ∂ , Vm is the molar volume of the solution, 
fi is the activity on the mole fraction scale, xi
 
 is the mole fraction of species i, and R is the gas 
constant. Experimental data like compressibilities, densities and activity coefficients are directly 
obtained from reference. These experimental data further produces experimental partial molar 
volumes and activity derivatives. 
2.2.2    Molecular dynamics simulations 
                All solutions were simulated using derived Kirkwood-Buff force fields together with the 
SPC/E water model26 as implemented in the GROMACS 4.0.5 package.27-29 The simulations were 
performed in the isothermal isobaric ensemble at 300K and 1 atm. The weak coupling technique was 
used to modulate the temperature and pressure with relaxation times of 0.1 and 0.5 ps, 
respectively.30 All anion bonds were constrained using SHAKE31and a relative tolerance of 10-4, 
allowing a 2 fs time step for integration of the equation of motion, while water molecules were 
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constrained using the SETTLE32 technique. The Particle Mesh Ewald technique was used to evaluate 
electrostatic interactions.33 The twin range cutoffs is 0.8 (Coulomb) and 1.5 nm (van der Waals), with 
a nonbonded update frequency of 10 steps. Random initial configurations of molecules in a cubic box 
were used. Initial configurations of the different solutions were generated from a cubic box (L≈6 nm) 
of equilibrated water molecules by randomly inserting salt ions until the required concentration was 
attained. The steepest descent method was then used to perform minimization. This was followed by 
extensive equilibration, which was continued until all intermolecular potential energy contributions 
and rdfs displayed no drift with time. Total simulation times were typically 6 ns, and the final 5 ns 
were used for calculating ensemble averages. Configurations were saved every 0.1 ps for the 
calculation of various properties. Translational self-diffusion constants (Di) were determined using 
the mean square fluctuation approach,34 and relative permittivities from the dipole moment 
fluctuations.
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2.2.3 Parameter development    
            The KBFF model is a simple classical nonpolarizable force field designed for use with 
the SPC/E water model.26
                                          
 The approximation to the nonbonded potential energy in this study 
corresponded to the sum of Lennard-Jones (LJ) 6-12 plus Coulomb potential. In this scheme 
each pair of atoms i and j interact with an interaction energy given by  
12 6
4
4
i j ij ij
ij ij
o ij ij ij
q q
V
r r r
σ σ
ε
πε
    
 = + −           
                                               (2.8) 
where all the symbols have their usual meaning and  have been explained in the previous 
chapter.36 The first term is the Coulombic interaction energy, and the second one is the 
corresponding van der Waals energy. The system potential energy is the sum of energies 
between all pairs of atoms i and j. Here, i and j are in different molecules. Figure 2.2 provides a 
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flow chart as to how we develop parameters for simulation. Firstly, we obtain the bonded 
parameters from experimental data or other available force field to determine geometry. The  
Figure 2. 2  Flow chart for parameter development via simulation. 
 
         
 
bonded parameters used in this study are presented in Table 2.1. Equilibrium bond lengths were 
set to the average values from crystal structures; equilibrium angles were taken from the 
GROMOS 96 43a1 force field.37 Anions with tetrahedral and trigonal planar structures have 
angles of 109.5 ºand 120º, respectively. Then, we studied results for nonbonded parameters 
from existing force fields for the solution of interest if available. Nonbonded parameters for 
ammonium sulfate were taken from the existing force fields at the beginning; they are shown in 
Table 2.2. Charges on each atom were then adjusted to reproduce the KB integrals. However, 
this procedure alone could not provide reasonable values for the desired KB integrals.            
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Table 2. 1 Bonded force field parameters used in the simulations 
 
 
       Model 
                    Bond   
Type ro             Reference (nm) 
      NH4 N-H +   
H-H a
0.1000 
                                    0.1633 
           GROMOS96 
      ClO4 Cl-O -   
O-O
0.1426 
 a 0.2327 
                 38 
      SO4 S-O 2-   
O-O
0.1489 
 a 0.2433 
                 18 
      PO4 P-O 3-   
O-O
0.153 
 a 0.2499 
                  39 
      NO3 N-O -   
O-O
0.1269 
 a 0.2197 
                  40 
      CO3 C-O 2-   
O-O
0.129 
 a 0.2234 
                  37 
a. Artificially constrained to provide a rigid ion geometry 
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Table 2. 2  Nonbonded force field parameters for ammonium sulfate aqueous solution 
obtained from literature force fields. 
  Model   Atom      ε  (kJ/mol)        σ  (nm)        q (e) References 
   NH4     N +          0.8368        0.3385      -0.896      17 
     H            0             0      +0.474 
   SO4     S 2-          1.0460        0.3550      +2.4      18 
    O        1.0460        0.3150      -1.1 
  SPC/E       O        0.6506        0.3166      -0.8476      26 
     H            0             0    +0.4238  
 
Table 2. 3 Comparison of the KBIs and properties of (NH4)2SO4 
    m
solutions obtained with 
different  literature force fields with experimental data. 
s
(mol/kg) 
     G
(cm
cc 
3
  G
/mol) (cm
ww 
3
  G
/mol) (cm
cw 
3
ρ (g/cm
/mol) 
3 a) 
    2 
cc 
EXP    60    -14  -34 1.119 0.67 
 TRY01 2952  a 32 -399 1.127 0.05 
 TRY02 1464  b -4 -155 1.168 0.1 
 TRY03 745  c -5 -114 1.142 0.18 
    4 EXP 28 -9 -41 1.197 0.61 
  TRY01 598  a 29 -187 1.226 0.12 
 TRY02 36  b -14 -32 1.292 0.59 
 TRY03 46  c -9 -42 1.237 0.54 
a. NH4+ (Singh et al) + SO42-  
b. NH
 (Cannon et al) 
4
+ (KBFF) + SO42-  
c. NH
 (Cannon et al) 
4
+  (KBFF) + SO42-   (KBFF) 
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Figure 2. 3 Snapshot of 4m (NH4)2SO4
a) b) 
 aqueous solution without water molecules for 
different literature models. S (yellow), O (red), N (blue), H (white). a) TRY01, b) TRY02, c) 
TRY03. 
                                             
                    
 
                                       c) 
 
 
Consequently, we then changed the nonbonded parameters for the ammonium cation to the 
Kirkwood-Buff force field (KBFF) models which were developed previously by Smith group for 
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ammonium halide systems. 17,18 This provided an obvious improvement in the KB integrals but 
makes the density result worse at the same time. Subsequently, using our ammonium models, we 
replaced the Cannon et al oxygen by the KBFF oxygen which has more sp3 property rather than 
sp2
the KBIs (KB integrals) and other thermodynamic properties of 4M (NH
. Changes to the ammonium and oxygen parameters provide satisfying simulation results for  
4)2SO4 aqueous 
solutions (see TRY03). A comparison of results by different parameters is displayed in Table 2.3. 
They show that only the KBFF could reproduce the KBIs and density at 4M. While the Singh et 
al ammonium model caused large aggregation, where the Gcc
        We then directly applied the nonbonded parameters of sulfate developed in aqueous 
ammonium sulfate solution to sodium sulfate solution. For sodium perchlorate and sodium 
nitrate, the nonbonded vdws parameters (ε, σ) were obtained directly from previous KBFF 
models
 value was far more positive than 
expected (see Figure 2.3) and the Cannon et al sulfate model could not provide a reasonable 
simulated density.   
39,41
  
, and then adjust the charge distribution to fit the KB data. Finally, parameters for 
phosphate and carbonate have not been determined yet in this work for reasons that will become 
clear later.  
2.3       Results and Discussion 
Final nonbonded parameters for (NH4)2SO4, Na2SO4, NaNO3 and NaClO4 are 
displayed in Table 2.4. A range of molecular simulations were performed and are summarized in 
Table 2.5. A KB analysis of the experimental data was performed using the available activity 
coefficients, density, and a simple approximation for the isothermal compressibility to provide 
target data for the simulations.  
 48 
The simulated and experimental properties of (NH4)2SO4, Na2SO4, NaClO4, NaNO3 at different 
concentrations are provided in Table 2.6. In order to further make sure the atoms are of the 
correct size, we have used the experimental crystal lattice dimensions to guide our parameter 
development for (NH4)2SO4. The lattice simulation resulted in lattice constants of a=0.739, b= 
1.0513, and c=0.6017 nm, compared to the experimental lattice parameters of a=0.7782, 
b=1.0636, and c=0.5993 nm, respectively.45
 
 Figure 2.4 displays the crystal lattice after 1 ns of 
simulation. The results were in reasonable agreement with experiment considering the simple 
Lennard-Jones 6-12 plus Coulomb potential used here. 
            Table 2. 4 Final KBFF nonbonded force field parameters used in the simulations  
  Model   Atom  ε  (kJ/mol) σ  (nm)  q (e)  Reference 
   NH4    N +     0.562 0.337 +0.2       KBFF 
    H   0.088 0.158 +0.2        
    Na    Na   0.32 0.245 +1          42 
   ClO4    Cl -     0.47 0.44 +1.4          42 
    O   0.56 0.31 -0.6          44 
   SO4    S 2-     1.046 0.355 +2.4          18 
    O   0.6047 0.35 -1.1          KBFF 
NO3    N -   0.5 0.311 -0.4          43 
    O   0.56 0.31 -0.2          44 
SPC/E    O   0.6506 0.3166 -0.8476          26 
    H   0 0 +0.4238  
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            Table 2. 5 Summary of the MD simulation performed here 
 N Ns mw s V (nm)(mol/kg) E3 pot    T
(kJ/mol) 
sin 
(NH
 (ns) 
4)2SO 369 4 6804 1 213.788 -75.10 6 
 690 6381 2 211.262 -99.37 6 
     963 5951 3 207.960 -119.46 6 
 1221 5645 4 208.707 -139.19 6 
Na2SO 381 4 7023 1 212.823 -82.18 6 
 741 6854 2 212.275 -115.68 6 
 1089 6718 3 213.844 -148.51 6 
 1431 6608 4 217.908 -161.31 6 
NaClO 250 4 6903 1 217.141 -57.88 6 
 676 6248 3 213.759 -78.21 6 
 1038 5769 5 213.089 -96.17 6 
Na3PO 260 4 7198 0.5 — — 6 
NaNO 254 3 7060 1 216.442 -58.86   6 
 704 6518 3 210.620 -80.97 6 
 1098 6100 5 209.171 -100.35 6 
Na2CO 384 3 7148 1 — — 6  
 759 7041 2 — — 6  
 1122 6941 3 — — 6  
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                     Table 2. 6 Simulated and experimental properties of salt solutions 
 
     m
(mol/kg) 
s      Gcc  
(cm3
   G
/mol) 
ww 
(cm3
  G
/mol) (cm
cw 
3
     ρ 
/mol)  (g/cm3
a
) 
(NH
cc 
4)2SO       2 
4 
EXP     60    -14 -34 1.119 0.67 
  SIM     745    -5 -114 1.142 0.18 
                           4 EXP     28    -9 -41 1.197 0.61 
  SIM     46    -9 -42 1.237 0.54 
Na2SO      2 4 EXP     88    -17 -11 1.218 0.61 
 
          
 SIM     626    -15 -43 1.24 0.21 
     4 EXP     5    -17 -10 1.435 0.86 
  SIM     88    -13 -32 1.423 0.43 
NaClO       1 4 EXP    -7    -17 -23 1.070 0.97 
  SIM -7 -17 -23 1.068 0.97 
       3 EXP -51 -17 -19 1.195 1.20 
                SIM -85 -18 -13 1.196 1.60 
       5 EXP -58 -17 -15 1.300 1.50 
  SIM -74 -19 -10 1.305 2.10 
NaNO       1 3 EXP 72 -17 -17 1.050 0.85 
  SIM 70 -17 -12 1.057 0.86 
        3 EXP 14 -17 -19 1.143 0.85 
               SIM 14 -17 -17 1.161 0.85 
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        5 EXP 2 -16 -20 1.221 0.84 
  SIM 3 -16 -20 1.242 0.84 
Unfortunately, KBFF models for (NH4)2SO4 and Na2SO4 could not accurately reproduce 
the desirable results at low concentrations. The simulated Gcc
of ammonium sulfate indeed contain large ion clusters in water.
 was much higher than the 
experimental one, suggesting a large degree of ion aggregation. This is shown in Figure 2.5. 
According to dynamic light scattering, it has been shown that aqueous undersaturated solutions  
46 In the KB analysis of the 
simulation data, the distance at which the rdf is essentially unity was set to 1.5 nm. But actually, 
in (NH4)2SO4 at 2M,  the value of gcc is not unity at 1.5 nm as shown in Figure 2.6. To further 
investigate this issue, we increased the box size from 6 nm to 12 nm and finally to 24 nm.  In 
Figure 2.7, one can see that the oscillations of gcc are getting smaller with increasing distance, 
suggesting that it would finally approach unity, but only if the box size was very large. Hence, 
the simulated data suggest large aggregation over long distances could be a feature of these 
systems, and render the value of Gcc 
          
meaningless in small systems. 
         Figure 2. 4 Snapshot of (NH
4
)
2
SO
4
                  
 crystals after simulating with our KBFF model. 
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Figure 2. 5 Snapshots of a) 2m and b) 4m (NH4)2SO4 
a)                                                              b) 
aqueous solution without water 
molecules. S(yellow), O(red), N( blue), H(white) 
                 
 
 
Figure 2. 6 Radial distribution functions obtained from the 2M simulation of (NH4)2SO4. 
g
cc
(black line), g
ww
(red line), g
cw
 
(green line) 
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Figure 2. 7 Radial distribution functions  of (NH4)2SO4
Figure 2. 8 Center of mass radial distribution functions (rdfs) as a function of distance (nm) 
and concentration for (NH
 between cosolvents obtained from 
the 2M simulation using different system sizes with box lengths of 6 - 24 nm.                                                                                                                                                                                                                              
 
4)2SO4, Na2SO4, NaClO4, NaNO
a) (NH
3. 
4)2SO4 
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b) Na2SO
 
4 
 
 
c) NaClO4 
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d) NaNO
                  
3 
 
The center of mass radial distribution functions (rdfs) as a function of distance (nm) and 
concentration are displayed in Figure 2.8. Even at different concentrations, the positions of 
maxima and minima were mostly unaffected. The rdfs indicated that gcw was essentially identical 
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for all four salts, while gcc and gww were quite concentration dependent. This is especially true 
for gcc of (NH4)2SO4 and Na2SO4
Additionally, radial distribution functions for specific ion-ion and ion-water interactions 
are displayed  in Figure 2.9. The corresponding first  shell coordination numbers as a function of 
concentration are presented in Table 2.7, and exhibit the expected variation with concentration. 
The coordination numbers are defined by integration of the corresponding rdf to R
, where the first maximum and first minimum both increased 
with concentration.  
min. For 
(NH4)2SO4 there was a very strong cation-anion contact pair probability which was somewhat 
concentration dependent. The first peak and the second peak in the rdf decreased with salt 
concentration. However no significant degree of solvent separated cation-anion pairing was 
evident, because the cation-water and anion-water rdf displayed a strong first peak as well.  The 
solvation of both ions involved a large first peak in the ion to water oxygen rdfs. The peaks were 
positioned at 0.294 and 0.388 nm for the nitrogen and sulfur ions, respectively. The first peak in 
the water-water rdf decreased with salt concentration suggesting an decrease in water structure, 
and subsequent peaks displayed the same trend. The broadening of the first peak, like the 
shoulder, as a result of the reduction of the distance to the second solvation shell, was probably 
caused by ion effect. In Na2SO4 solutions the high solvation of both ions was evident in a large 
first peak in the ion to water oxygen rdfs. The peak positions for the sodium and sulfur ions were 
0.23 and 0.387 nm, respectively. The first solvation peak for sodium was relatively high. The 
sodium to sulfur rdf displayed a large first and a significant second peak, which were obviously 
concentration dependent, and the peaks decreased with salt concentration. The first peak was of 
similar height of the second one, indicating indirect ion pairing between the anion and cation by 
water. This strong second peak suggests that  the water did not separate the cation-anion pairing 
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significantly, even though both sodium and sulfate solvation peaks are large. The separation of 
sodium and water oxygen is smaller than sulfur and water oxygen because the positively charged 
sodium ion was directly attracted to the water oxygen, but sulfur was surrounded by four 
oxygens in sulfate decreasing the probability of water getting closer with water hydrogens 
oriented toward the anions. For all four salts, the separation between anions and water was 
always larger than the one between cation and water. A strong cation-anion contact pair 
probability was observed for NaClO4. The first solvation peak for sodium was relatively high 
and located at 0.229 nm, while the peak for chloride was at 0.396 nm. In NaNO3 solutions with 
increase in concentration, the +/- peak height was large and sharp due to the formation of contact 
ion pairs in the solution. The second peak could be assigned to the solvent-separated ion pairs 
formed in solution.  The first solvation peak for the anion was relatively small, and the shoulder 
was very obvious and concentration dependent. The increase in concentration leads to a slight 
decrease of coordination numbers of water around the nitrate ions from 5.6 to 5.1. No peak 
showed significantly concentration dependent.  The first peak for cation-water and water-water 
was 0.228, and 0.275 nm (See Table 2.7), compared to the X-ray diffraction experimental data, 
0.244, 0.28nm, respectively.47
 
 Examining the cation-water rdfs, a slight decrease of the first peak 
could be observed with increasing concentration, due to the decrease in the coordination number 
from 5.1 to 3.9. The broad peak around 0.4 to 0.5 nm corresponded to the second hydration 
sphere of the sodium ion. The water-water peak decreases with increasing concentration and 
simultaneously becomes broader. A shoulder was caused by the contribution from the first 
hydration sphere of the ions. This effect clearly indicated the loss of the tetrahedral coordination 
of water in the second hydration sphere of the water in all solutions. 
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Figure 2. 9 Radial distribution functions obtained from simulation. Centers of cations, 
anions, and the water oxygens are denoted by the symbol +, -, and o, respectively. 
a) (NH4)2SO4, 1M(black), 2M(red), 3M(green), 4M(blue) simulations. Cations (ammonium 
nitrogen), anions (sulfur); b) Na2SO4,  1M(black), 2M(red), 3M(green), 4M(blue) 
simulations. Cations (sodium), anions (sulfur); c) NaClO4, 1M(black), 3M(red), 5M(green) 
simulations. Cations (sodium), anions (chloride); d) NaNO3, 
 
1M (black), 3M (red), 5M 
(green) simulations. Cations (sodium), anions (nitrogen). 
 
 
a) (NH4)2SO
                
4 
b) Na2SO4 
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c) NaClO
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d) NaNO
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Figure 2. 10 Snapshots of the first solvation shell of (a) Na+ (blue) and (b) SO42- 
at
  
4M
  
Na2SO4 solution. Hw(white), Ow(red), S(blue), Os(yellow).  
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           a)                                                                               b)                                                                    
                      
 
 
Figure 2. 11 Snapshots of the coordination shell around one bulk NO3- 
 
ion in 5M NaNO3 
The solvation shell (a) with waters less than 0.35 nm from the nitrate and (b) with waters 
belonging to the shoulder. HW(white), OW(red), N(blue), ON
                       a)                                                                              b)               
                        
(yellow) 
 
Table 2. 7 First shell coordination numbers for aqueous solutions. Rmax and Rmin
 
 are the 
positions (nm) of the first maximum and minimum in the rdf, respectively. 
 m +/- s +/o -/o o/o 
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      R  max 0.383 0.294 0.388 0.274 
 
(NH4)2SO
 R
4 
 min 0.488 0.378 0.455 0.331 
 1 0.812 7.313 12.26 4.130 
  
      n
2 
ij 
1.065 7.313 12.26     3.919 
 3 1.219 6.958 11.62     3.697 
  4 1.388 6.778 11.33 3.466 
      R  max 0.364 0.23 0.387 0.276 
           
Na2SO
 R
4 
 min 0.42 0.31 0.464 0.380 
 1 0.271 5.393 14.29     6.963 
  
      n
2 
ij 
0.848 5.282 14.28 7.166 
 3 1.115 5.16 14.24     7.282 
  4 1.487 4.976   14.12  7.252 
      R  max 0.366 0.229 0.396 0.276 
 
NaClO
 R
4 
 min 0.427 0.313 0.470 0.349 
 1 0.115 5.508 11.88 4.982 
 n 3 ij 0.358 5.311     12.07 4.863 
  5 0.652 5.063 12.09 4.705 
      R  max 0.232 0.228 0.33 0.275 
  R  min 0.346 0.312 0.38 0.346 
       
NaNO  3 1 0.280 5.120 5.617 4.951 
 n 3 ij 0.695 4.423 5.368 4.866 
  5 0.652 3.910 5.106 4.716 
As mentioned before, the thermodynamic properties of solution can be expressed in terms 
of the KB integrals. The KB integrals as a function of integration distance are displayed in 
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Figure 2.12. The KB integrals should reach a plateau value at the distance that the rdfs 
approached unity. The final KB integrals are typically averaged between 1.5 and 2 nm.  
 
Figure 2. 12 Kirkwood-Buff integrals ( cm3/mol) as a function of integration distance ( R) 
obtained from a) 4M (NH4)2SO4, b) 4M Na2SO4, c) 5M NaClO4 , d) 5M NaNO3,  The 
black horizontal lines correspond to the values after averaging Gij
a) (NH
( R) between 1.5 and 2 
nm. 
4)2SO
                         
4 
b) Na2SO
                         
4 
c) NaClO4 
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d) NaNO
                 
3 
 
             The excess coordination numbers obtained from the simulations are compared to the 
experimental data in Figure 2.13. Excess coordination numbers are used to suppress the inherent 
uncertainties by the equation                   , where Gij at low concentrations can display significant 
uncertainty in the simulation and experimental data due to the relatively small number of ions 
present. For (NH4)2SO4 and Na2SO4 solutions, the KBFF model reproduced desirable results 
except for low concentrations. There was a obvious overestimation in the self interactions (Ncc 
and Nww)  leading to a corresponding underestimation in Ncw. The experimental data was 
reproduced for all NaClO4 and NaNO3 
 
concentrations. 
ij j ijN Gρ=
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Figure 2. 13 Excess coordination numbers as a function of concentration. The red lines 
correspond to the experimental data, the green cross to the raw simulation data. a) 
(NH4)2SO4, b) Na2SO4, c) NaClO4, d) NaNO
a) (NH
3. 
4)2SO
              
4 
 
b) Na2SO
                 
4 
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c) NaClO
                     
4 
d) NaNO
                      
3 
    
  The experimental and simulated density and partial molar volumes are compared in 
Figure 2.14. The density was well reproduced. Salt and water partial molar volumes are 
compromising each other, when one is increasing, the other is decreasing. The activity derivative 
and relative permittivity are displayed in Figure 2.15. For (NH4)2SO4 and Na2SO4 solutions, 
activity derivatives are always underestimated while NaClO4 are overestimated. The relative 
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permittivity displayed the expected trend of a decrease with increasing concentration, but the 
experimental data could not be found. 
 
Figure 2. 14 Solution density (g/cm3) and partial molar volumes (cm3/mol) as a function of 
concentration. Black lines correspond to the experimental data48 and red crosses represent 
raw simulation data. a) (NH4)2SO4, b) Na2SO4, c) NaClO4, d) NaNO
a) (NH
3. 
4)2SO
                         
4 
b) Na2SO
                             
4 
                        
 68 
c) NaClO
               
4 
d) NaNO
                 
3 
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Figure 2. 15 Activity derivative49,50 and relative permittivity as a function of concentration. 
Black lines represent the experimental data and red crosses correspond to the KBFF model. 
a) (NH4)2SO4, b) Na2SO4, c) NaClO4, d) NaNO
a)    (NH
3. 
4)2SO4
                      
                  
b) Na2SO
                       
4 
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c) NaClO
                        
4 
d) NaNO
                      
3 
 
          The cation, anion and water diffusion constants as a function of concentration are 
displayed in Figure 2.16. Unfortunately, some of the corresponding experimental values are 
unavailable. Our model  reproduced well the available experimental trends, but slightly 
underestimated both ion diffusion constants.  
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Figure 2. 16 Diffusion constants (10-9m2/s) as a function of concentration. Lines represent 
the experimental data a) (NH4)2SO4,51-53 b) Na2SO4,54,55 c) NaClO4,56 d) NaNO
a) (NH
3. 
4)2SO
                           
4 
b) Na2SO
                           
4 
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c)  NaClO4
              
  
d) NaNO
                                    
3 
 
For Na2CO3 and Na3PO4 aqueous solutions, a wide variety of nonbonded parameters and 
even equilibrium bond lengths were investigated (see Table 2.8), but our models always 
displayed a high degree of self association at any concentration, which happened to (NH4)2SO4 
but only at low concentration. This is illustrated in Figure 2.17. An increase in the box size may 
provide a solution, but the simulations soon become computationally expensive. From the  
 73 
     Table 2. 8 range of bonded and nonbonded parameters studied for Na3PO4 and Na2CO
Atom 
3 
q (e) σ(nm) ε(kJ/mol) ro  
a
    P 
 (nm) 
-3～7 0.3～0.4 0.8368～1.046 1.53～1.58 
    O -2.5～0 0.3～0.5 0.56～0.6047  
    C -2～4 0.31～0.377 0.33～0.417 1.27～1.29 
    O   -2～0 0.31～0.35 0.56～0.6047  
a. Equilibrium bond length 
 
Figure 2. 17 Snapshot of (a) Na2CO 3 (b) Na3PO4.   aqueous solution without water 
molecules. For Na2CO 3, Na(blue), C(gray), O(red); For Na3PO4
a)                                                                              b)
                         
, Na(blue), P(yellow), 
O(red). 
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Table 2. 9 Comparison of the KBI and properties of 2M (NH4)2SO4 and 0.5M Na3PO4  
(NH
solution obtained with different treatment of cutoff.                                                       
4)2SO4 Nstlist 
   
Rlist rcoul rvdw G Gcc Gww ρ cw a
 
cc 
(steps) (nm) (nm) (nm) (cm3 (cm/mol) 3 (cm/mol) 3 (g/cm/mol) 3  ) 
EXP     60 -14 -34 1.12 0.67 
  SIM 10 0.8 0.8 1.5 745 -5 -114 1.14 0.18 
 10 1.0 1.0 1.5 923 -4 -130 1.14 0.15 
 5 1.0 1.0 1.5 654 -8 -96 1.14 0.2 
 10 1.5 1.5 1.5 425 -11 -71 1.14 0.27 
 5 1.5 1.5 1.5 668 -7 -66 1.14 0.19 
                                                        
 
Na3PO4 nstlist    rlist rcoul rvdw G Gcc Gww ρ cw a
 
cc 
(steps) (nm) (nm) (nm) (cm3 (cm/mol) 3 (cm/mol) 3 (g/cm/mol) 3  ) 
EXP     724 -17 -1 1.08 0.41 
SIM 10 0.8 0.8 1.5 9142 -16 84 1.09 0.05 
 10 1.0 1.0 1.5 9715 -16 95 1.09 0.04 
 5 10 10 1.5 10742 -16 109 1.09 0.04 
 10 1.5 1.5 1.5 6741 -16 65 1.09 0.07 
 5 1.5 1.5 1.5 11679 -16 108 1.09 0.04 
nstlist: update frequency of  neighbor list 
rlist: cutoff distance for the short-range neighbor list 
rcoul: cutoff distance for Coulomb interactions 
rvdw: cutoff distance for van der Waals interactions 
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experimental pKa’s,57 we know that contributions from hydrolysis can become very large at low 
molalities for  these two electrolytes, especially for Na3PO4. The high pKa’s for CO32- and PO43- 
indicate that these are minority species in neutral aqueous solutions.58 However, we do not know 
the pH at which the activities were determined. So the reliability of experimental data, and the 
exact species present in solutions, for these two systems are in some doubt.  Alternatively, 
considering that SO42- and CO32- are bivalent anions and PO43- is a trivalent anion, the 
electrostatic interactions are much stronger compared to ClO4- and NO3-
 
. Hence, polarization 
effects will be large and may not be adequately modeled with a simple effective charge model. 
However, the reason for this disagreement is unknown. To investigate further, we decreased the 
nstlist parameters from 10 to 5 steps to increase the frequency of update of neighbor list, and 
increased rcoul from 0.8 to 1.0 and 1.5 nm to make the cut-off for Coulombic interactions larger. 
The results are presented in Table 2.9. We observed some improvement, but not sufficient. 
2.4    Conclusions 
          KBFF models for (NH4)2SO4, Na2SO4, NaClO4, NaNO3 have been developed which 
reproduce the experimental solution density and KB integrals as a function of salt concentration, 
as well as several other properties. Radial distribution functions and KB integrals assist us in 
studying the molecular level and bulk properties. The difference among KB integrals obtained 
from KBFF, Singh et al, Cannon et al models for (NH4)2SO4 was significant. We were unable to 
developed a realistic model for Na2CO3 and Na3PO4 as yet. Both of these two salt solutions 
show a high degree of aggregation at any concentration, while this kind of deviation only 
happened to (NH4)2SO4 and Na2SO4 at low concentration.  An increase in the box size may 
solve this problem but is computationally expensive. Alternatively, changes to the parameters of 
 76 
treatment of cutoffs can improve the simulation data somewhat bit but not enough. Kirkwood-
Buff force fields are nonpolarizable which neglect the effect of induced-dipoles. Therefore, one 
of the reasons leading to these big deviations might be due to the fixed-dipole environment that 
is not accurately applied to the system like aqueous Na2CO3, Na3PO4
 
 solutions due to their high 
charge density.  
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CHAPTER 3 - Summary and Future Work 
The powerful technique of MD simulation provides an indispensible approach for the 
study of the system of interest at atomic level. Kirkwood-Buff (KB) theory, arguably the most 
important one in solutions relating molecular distributions to thermodynamic properties, plays an 
important role in characterizing the ion-ion, ion-water, water-water interactions in aqueous 
solution.  MD simulation and KB theory are combined together and applied to study a variety of 
systems. Here, this combination is demonstrated well for ammonium sulfate, sodium sulfate, 
sodium perchlorate and sodium nitrate aqueous solutions. The results we have suggest that the 
KBFF models developed by Dr. Smith and his colleagues are very promising and competitive 
compared to other existing force fields. We found that the current KBFF could not reproduce KB 
integrals for sodium carbonate and sodium phosphate. Therefore, in our future work, we will 
continue to improve the KBFF models in order to provide more accurate microscopic detail and 
macroscopic properties on the study of the system of interest. 
 
  
 
 
 
