Given a discrete random walk on a finite graph, the vacant set and vacant net are, respectively, the set of vertices and the set of edges which remain unvisited at a given step of the walk.
Introduction
Given a discrete random walk on a finite graph, the vacant set and vacant net are, respectively, the set of vertices and the set of edges which remain unvisited at a given step of the walk. The decrease in the size of these sets gives detailed information about the progress of a random walk towards covering the vertex and edge sets.
For the case of random r-regular graphs, it was established independently by [6] and [12] that the graph induced by the set of unvisited vertices exhibits sharp threshold behaviour. Thus typically, as the walk proceeds, the induced graph of the vacant set has a unique giant component, which collapses within a relatively small number of steps to components of at most logarithmic size. For random r-regular graphs, we establish the threshold behaviour of the vacant net, i.e. the subgraph induced by the set of unvisited edges of the random walk. For comparison purposes, and ignoring terms of order 1/r, the thresholds for the vacant set and vacant net occur around n log r and (r/2)n log r steps of the walk respectively.
Random walk based crawling is a simple method to search large networks, and a giant component in the vacant set can indicate the existence of a large corpus of information which has somehow been missed. On the other hand a giant component in the vacant net indicates the continuing existence of a large communications network or set of unexplored relationships. From this point of view, any way to speed up the collapse of the giant component can be seen as worthwhile. One method which seems attractive at first sight, is to prevent the walk from backtracking over the edge it has just used.
We obtain the threshold results for non-backtracking random walks, both for the vacant set and for the vacant net. This allows a direct comparison of thresholds between simple and non-backtracking random walks. For random 3-regular graphs, using a non-backtracking walk reduces the threshold value by a factor of 2 and 5/2 for vacant sets and vacant nets respectively. Thus for very sparse graphs, improvements can be obtained by making the walk non-backtracking. However, the improvement is of order 1 + O(1/r), and soon becomes insignificant as r increases.
Let G = (V, E) be a finite graph, with vertex set size |V | = n, and edge set size |E| = m. Let W = (X(t), t ≥ 0) be a simple random walk on G. Let W (t) = (X(0), ..., X(t)) be the trajectory of the walk up to and including step t, and let B(t) = {X(s) : s ≤ t} be the set of vertices visited in W (t). By analogy with bond percolation, the set of unvisited vertices R(t) = V \ B(t) is referred to as the vacant set of the walk.
For v ∈ V let C v be the expected time taken for a random walk W v starting at vertex X(0) = v, to visit every vertex of the graph G. The vertex cover time T V cov (G) of a graph G is defined as T V cov (G) = max v∈V C v . Let N(t) = |R(t)| be the size of the vacant set at step t of the walk. As the walk W v (t) proceeds, the size of the vacant set decreases from N(0) = n to N(t) = 0 at expected time C v . The change in structure of the graph Γ(t) = G[R(t)] induced by the vacant set R(t) is also of interest, insomuch as it is reasonable to ask if Γ(t) evolves in a typical way for most walks W (t). Perhaps surprisingly the component structure of the vacant set can be described in detail for certain types of random graphs, and also to some extent for toroidal grids of dimension at least 5.
To motivate this description of the component structure, we recall the typical evolution of the random graph G n,p as p increases from 0 to 1. Initially, at p = 0, G n,0 consists of isolated vertices. As we increase p, we find that for p = c/n, when c < 1 the maximum component size is logarithmic. This is followed by a phase transition around the critical value c = 1. When c > 1 the maximum component size is linear in n, and all other components have logarithmic size.
In describing the evolution of the structure of the vacant set as t increases, the aim is to show that typically Γ(t) undergoes a reversal of the phase transition mentioned above. Thus Γ(0) is connected and Γ(t) starts to break up as t increases. There is a critical value t * such that if t < t * by a sufficient amount then Γ(t) consists of a unique giant component plus components of size O(log n). Once we pass through the critical value by a sufficient amount, so that t > t * , then all components are of size O(log n). As t increases further, the maximum component size shrinks to zero. We make the following definitions. A graph with vertex set V 1 is sub-critical if its maximum component size is O(log n), and super-critical if is has a unique component C 1 (t) of size Ω(|V 1 (t)|), where |V 1 (t)| ≫ log n, and all other components are of size O(log n).
For the case of random r-regular graphs G r , the vacant set was studied independently by Cerny, Teixeira and Windisch [6] and by Cooper and Frieze [12] . Both [6] and [12] proved that w.h.p. Γ(t) is sub-critical for t ≥ (1+ǫ)t * and that there is a unique linear size component for t ≤ (1 − ǫ)t * . The paper [6] conjectured that Γ(t) is super-critical for t ≤ (1 − ǫ)t * , and this was confirmed by [12] who also gave the detailed structure of the small (O(log n)) tree components as a function of t. Subsequent to thisČerny and Teixeira [7] used the methods of [12] to give a sharper analysis of Γ(t) in the critical window around t * . The paper [12] , also established the critical value t * for connected random graphs G n,p and for strongly connected random digraphs D n,p .
For the case of toroidal grids, the situation is less clear. Benjamini and Sznitman [2] and Windisch [20] investigated the structure of the vacant set of a random walk on a d-dimensional torus. The main focus of this work is to apply the method of random interlacements. For toroidal grids of dimension d ≥ 5, it is shown that there is a value t + (d), linear in n, above which the vacant set is sub-critical, and a value of t − (d) below which the graph is supercritical. It is believed that there is a phase transition for d ≥ 3. A recent monograph by Cerny and Teixeira [8] summarizes the random interlacement methodology. The monograph also gives details for the vacant set of random r-regular graphs.
Let S(t) = {(X(s), X(s + 1)) : 0 ≤ s < t} be the set of visited edges based on transitions of the walk W up to and including step t, and let U(t) = E(G) \ S(t) be corresponding the set of unvisited edges. The edge cover time T E cov (G) of a graph G is defined in a similar way to the vertex cover time. The edge set U(t) defines an edge induced subgraph Γ(t) of G whose vertices may be either visited or unvisited. By analogy with the case for vertices we will call Γ(t) the vacant network or vacant net for short. We can ask the same questions about the phase transition t for the vacant net, as were asked for the phase transition t * of the vacant set.
Notation.
Apart from O(·), o(·), Ω(·) as a function of n → ∞, where n = |V |, we use the following notation. We say A n ≪ B n or B n ≫ A n if A n /B n → 0 as n → ∞, and A n ∼ B n if lim n→∞ A n /B n = 1. The notation ω(n) describes a function tending to infinity as n → ∞. We use the expression with high probability, w.h.p., to mean, with probability 1 − o(log −K n) for any positive constant K. The variable n is the size of the vertex set of the graph, and we measure both walk and graph probabilities in terms of this. Usually, it will be clear that we are discussing the graph, or the walk, but if we wish to stress this point we can write w.h.p. G or w.h.p. W . In the case where we use deferred decisions, if |R(t)| = N, the w.h.p. statements are asymptotic in N, and we assume N(n) → ∞. The statement of theorems in this section uses the annealed probability measure (graph and walk), i.e. w.h.p. relative to both graph sampling and walks.
Random r-regular graphs: Component structure of the vacant network
Let G r = G r (n) be the space of random r-regular graphs on n vertices, i.e. r-regular graphs with the uniform probability measure.
The (w.h.p.) vertex and edge cover times of random r-regular graphs G r , r ≥ 3 constant, were established in [9] and related papers, and are given by
The paper [12] studies the size of the vacant set |R(t)|, the number of edges in the vacant net |U(t)|, and the degree sequence D s (t), s = 1, ..., r of the vacant set. The w.h.p. sizes of the vertex and edge sets are respectively |R(t)| = (1 + o(1))N(t) where
and |U(t)| = (1 + o(1))U(t), where
It was shown in [6] , [12] that the threshold t * for the sub-critical phase of the vacant set in G r is given by t * = u * n where
We consider the structure of the vacant net of G r for r ≥ 3, constant. Let t be the threshold (if any) for the sub-critical phase of the vacant net in G r . We establish that t = θ * n where
We note that as r → ∞ θ * → ru * /2, and that the values u * , θ * satisfy the pleasing (but somewhat mysterious) ratio
.
We next formalize the discussion around (4).
Then w.h.p. the graph Γ(t) = (V, U(t)) induced by the unvisited edges U(t) of G has the following properties:
is super-critical, and |C 1 (t)| = Ω(n).
(ii) For t ≥ (1 + ǫ) t, Γ(t) is sub-critical, and thus |C 1 (t)| = O(log n).
One curiosity which is worth mentioning is that the threshold t = θ * n occurs later than the step t 1/2 ∼ n(r(r − 1))/(2(r − 2)) log r, when the number of unvisited edges U ∼ n/2. By using the random walk to reveal the structure of the graph, we argued in [12] that Γ(t) was a random graph with degree sequence D s (t), s = 1, ..., r. We then applied the result of Molloy and Reed [18] , for the existence of a giant component in fixed degree sequence graphs, to Γ(t) to obtain the threshold t * = u * n given in (3). We can repeat this calculation for the vacant net Γ(t) to obtain the threshold t = θ * n given in (4) . In [12] we gave the degree sequence of the vacant set, the size of the giant component, and the detailed structure of the small (mainly) tree components. These can also be obtained for the vacant net, but the expressions contain alternating sums, and lack any natural elegance.
To be able to directly apply the result of [18] , we use the random walk to generate an rregular multi-graph in the configuration model. Further details are given in Section 6.1 of the Appendix.
Random r-regular graphs: A comparison with non-backtracking random walks
Speeding up random walks is a matter of theoretical and practical interest. One possible approach to this is to use a non-backtracking walk. A non-backtracking does not immediately return down the edge used at the previous step unless there is no choice, so should be faster to cover the graph. Let v = X(t) be the vertex occupied by the walk at step t, and suppose this vertex was reached by the edge transition e = (X(t − 1), X(t)). The vertex u = X(t + 1) is chosen u.a.r. from N(v) \ X(t − 1), so that e = (X(t), X(t + 1)). If there is no choice, i.e. X(t) is a vertex of degree 1, we can assume the walk returns along e, but as r ≥ 3 this case does not arise.
In the case of random r-regular graphs, a direct comparison of can be made between the performance of simple and non-backtracking random walks. The details for non-backtracking walks are summarized in the following theorem. The comparable results for simple walks are given in Section 1.1.
Theorem 2. Let W (t) be a non-backtracking random walk on a random r-regular graph. The following results hold w.h.p..
(i) The vertex and edge cover times of a non-backtracking walk are T V cov (G) ∼ n log n and T E cov (G) ∼ (r/2)n log n respectively.
(ii) The size of the vacant set |R(t)| is
The threshold t * = u * n for the sub-critical phase of the vacant set is
(iv) The size of the vacant net |U(t)| is
The threshold t = θ * n for the sub-critical phase of the vacant net is
Comparing u * , θ * for simple and non-backtracking walks, from (3), (4) and Theorem 2 respectively, we see that for r = 3 the subcritical phases occur 2, 5/2 times earlier for vacant sets and vacant nets (resp.); this improvement decreases rapidly as r increases.
Proof methodology
The technique used to analyze random walks is one the authors have developed over a sequence of papers. The proofs are based on estimating the probability that a given vertex v of a graph G was not visited by the random walk during steps T, .., t, where T is suitably defined mixing time (see (22)). For simplicity, we refer to this quantity as an unvisit probability. The details of the way this unvisit probability is obtained are given in Section 6.2 of the Appendix.
The important quantities to estimate the unvisit probability are the mixing time T , the stationary probability π v of vertex v and R v , the expected number of returns to v during the mixing time T , made by a walk starting out from v. The definitions of T and R v are given in (22), (26) respectively. For a simple random walk
The discussion below concerns random regular graphs G = G r , r ≥ 3 constant. For such graphs π v = 1/n. W.h.p. these graphs have constant eigenvalue gap so the mixing time T = O(log n) (see (23) for a precise definition).
The value of the unvisit probability Pr W (A v (t)) is given in (32)-(33) of Corollary 10 of Lemma 9 in in terms of a quantity p v = (1+o(1))π v /R v . Lemma 9 depends on two conditions (i), (ii). For the graphs we consider, condition (ii) can be checked directly (T π v = o (1)). For the case where R v ≥ 1 constant, it was shown in [11] that condition (ii) always holds. Thus the only obstacle is the calculation of R v , which is usually obtained in a somewhat ad hoc manner.
In outline the value of R v is calculated as follows. More detail is given in Section 6.3 of the Appendix. Let N ℓ (v) be the subgraph induced by the vertices at distance at most ℓ from v. The value of ℓ we use is given in (36). If N ℓ (v) is a tree, we say v is a nice vertex. Let N be the set of nice vertices of graph G. For the definition of ℓ = ℓ 1 and the precise properties of graphs and vertices to be nice see (36), and (37), (38). With high probability, all but o(n) vertices of a random r-regular graph are nice, and we condition on this.
Our method to calculate R v is based on extending N ℓ (v) to an infinite r-regular mainly tree like structure. If v is nice, we can extend N ℓ (v) directly to an infinite r-regular tree T (v). In the case that N ℓ (v) is not tree like, we can still extend it in the same way. The principal quantity used to calculate R v , is f = f v , the probability of a first return to v in T (v). Provided T = O(log n), it is established in Lemma 12 that R v = (1 + o(1))/(1 − f ) For the proofs in this paper, we only need to obtain an accurate value of R v for nice vertices.
The proofs in this paper use the notion of a set S of vertices or edges not being visited by the walk during T, ..., t. To make the meaning of this precise, so that we can use Corollary 10, we contract the set of vertices S to a single vertex γ(S). We then use the calculations given above, (with γ(S) in place of v), to obtain R γ(S) in the multi-graph H obtained from G by this contraction. Lemma 11 ensures this calculation of the probability that γ(S) is unvisited is equally valid for the set S. In the case of visits to sets of edges, these are subdivided by inserting a set of dummy vertices S, one in the middle of each edge in question. The set S is then contracted to a vertex γ(S).
These operations change the graph from G to H, and this can alter the mixing time T . We can explain why this effect is not important as follows. The effect of contracting a set of vertices increases the eigenvalue gap, (see e.g. [17] page 168) so that 1 − λ 2 (H) ≥ 1 − λ 2 (G), so that T can only decrease. In the case of edge subdivision, the gap could decrease. However, we only perform this operation on (at most) 2r edges of an r-regular graph with constant eigenvalue gap, and with r constant. We can argue that the conductance of H is still constant and thus the mixing time T (H) differs from T (G) by at most a constant multiple.
3 Proof of theorems for r-regular graphs, r constant
Degree sequence of the vacant net
We need some definitions. Let e 1 (v), ..., e r (v) be a labeling of the edges incident with vertex v. We say e(v) is red at t if there was no transition of the walk along e(v) during [T, t]. If v has exactly s red edges at t, we say the red degree of v is s, and write d R (v, t) = s. If e(v) is a red edge, we say e(v) is unvisited (i.e. between T and t). Recall that a nice vertex v (v ∈ N ) is tree like up to distance ℓ 1 (where ℓ 1 is given by (36)).
Lemma 3. For ℓ = 1, ..., r, let
For u ∈ N , let e 1 , ..., e ℓ be a set of edges incident with u. Let P (u, ℓ, t) = Pr(edges e 1 , · · · , e ℓ are red at t),
Proof. For brevity let P (ℓ) = P (u, ℓ, t). We prove that
where
To obtain this expression, we define a graph H with distinguished vertex γ(ℓ), obtained by modifying the structure of Γ(t) in the following manner, which we call subdivide-contract.
(i) subdivide the edges e i = (u, v i ), i = 1, ..., ℓ incident with vertex u into (u, w i ), (w i , v i ) by inserting a vertex w i .
(ii) contract {w 1 , ..., w ℓ } to a vertex γ(ℓ) and let G(ℓ) be the resulting multigraph obtained from G by this process.
It follows from the methods of Lemma 12 that the value of p γ(ℓ) is given by p γ(ℓ) = (1 + o(1))π γ (1 − f γ ) where
, and f γ = (1 + o (1))f where
This value of f can be obtained as follows. Let T be an infinite r-regular tree rooted at a fixed vertex v of positive degree d(v). The probability φ of a first return to v in T is given by φ = 1/(r − 1). With probability 1/2 a walk starting at γ passes to one of v 1 , ..., v ℓ and with probability 1/2 it passes to u from whence it returns to γ with probability ℓ/r at each visit to u. Let x 1 , ..., x r−ℓ be the neighbours of u other than γ. Each of the vertices z ∈ {x i , v j , i = 1, ..., r − ℓ, j = 1, ...ℓ} has r − 1 edges other than the one incident with γ or u. Extend each of these r − 1 edges of z of to an infinite r-regular tree T z . In this tree, a first return to γ has probability
is asymptotically equal to the probability of a return to γ(ℓ) within time T .
We can use the methods of Lemma 12 to prove that R γ (ℓ) = (1 + o(1))1/(1 − f ). By Lemma 11, the event that γ(ℓ) is unvisited at t has the same asymptotic probability that there is no transition along the edge set {e i = (u, v i ), i = 1, ..., ℓ} during T, ..., t.
If we were to follow the proof given in [12] , to calculate the probability a vertex v has exactly s red edges, then the next step would be to use an alternating sum of P (v, ℓ, t) for ℓ ≥ s. Because (5) is a function of ℓ in the denominator, this alternating sum has no simple closed form. It is easier to work with S(v, s, t), the number of s-subsets of red edges incident with vertex v at step t. Let M(s, t) be given by
Thus M(s, t) enumerates sets of incident red edges of size s over nice vertices.
Recall that we have defined an edge to be red if it is unvisited in T, ..., t. So by definition, all edges start red at step T . For t ≥ T , the random variable M(s, t) is monotone non-increasing in t. For any s ≥ 1 there will be some step t(s) at which M(s, t(s)) = 0.
Lemma 4. Let α s be given by (5). The following results hold w.h.p.,
(ii) For s ≥ 1 let t s = (n log n)/α s . The values t s satisfy t r < t r−1 < · · · < t 1 . For t < t s − ωn, EM(s, t) → ∞ whereas for t > t s + ωn, EM(s, t) = o(1).
(iii) For 0 ≤ t ≤ t s − ωn, the value of M(s, t) is concentrated within (1 + o(1))EM(s, t).
Proof. (i), (ii).
The value of EM(s, t) follows directly from (7) by linearity of expectation, and the fact that |N | = (1 − o (1))n. The size of EM(s, t) can be checked easily.
The function α s is strictly monotone increasing in s. For r ≥ 3, the derivative dα(x)/dx is positive for x ∈ [0, r), and zero at x = r. Thus the values t s satisfy t i < t j if i > j.
Proof of (iii). The concentration of M(r, t) = N(t), the size of the vacant set, was established in [12] . Fix s, t where s = 1, ..., r − 1, and t ≤ t s − ωn. We use the Chebyshev inequality to prove concentration of Z = M(s, t) in the manner of [12] . Suppose that
We first show that
for some constant a > 0.
Let v, w ∈ N . Let Q s (v) = {e 1 (v), ..., e s (v)} be a set of edges incident with v, and let Q s (w) = {f 1 (w), ..., f s (w)} be a set of edges incident with w. Let E v = E(Q s (v)) be the event that the edges in Q s (v) are red at t. Similarly, let E w = E(Q s (w)) be the event that the Q s (w) edges are red at t.
Let v, w be at distance at least ω ′ apart then we claim that
To prove this we use the method of Lemma 3. Carry out the Subdivide-Contract process on the edges of Q s (v), Q s (w) by inserting an extra vertex x i into e i and an extra vertex y i into f i , and contracting S = {x 1 , ..., x s , y 1 , ..., y s } to γ(S).
For the random walk on the associated graph H = H(γ(S)) we have that
, where 1/R γ(S) can be written as
Here f * is an error term defined below, and γ(S x ), γ(S y ) are the contractions of S x = {x 1 , ..., x s }, and S y = {y 1 , ..., y s } respectively, and (e.g.) f γ(Sx) is evaluated in H(γ(S x ). Indeed, with probability 1/2, the first move from γ(S) will be to a vertex u which is a neighbour of one of S x = {x 1 , ..., x s } on the the subdivided edges e 1 , .., e s . Assume it is to a neighbour of S x . The probability of a first return directly to γ(S x ) will be f γ(Sx) = (1 + o(1))f as given by Lemma 3.
The O(f * ) term is a correction for the probability that a walk staring from γ(S x ) makes a transition across any of the edges in Q s (w) during the mixing time. This event is not counted as a return in walks on H(γ(S x )) but would be in H(γ(S)). However, because v and w are at distance at least ω ′ , using (43), the probability f * of a visit to Q s (w) during T can be bounded by
Equation (11) follows on using Lemmas 9, 11 and equation (12) . This confirms (11) and gives
where P (v, s, t) is given by (7) in Lemma 3.
Summing over v, w ∈ N and edge sets Q s (v), Q s (w) incident with v, w respectively,
and (10) follows. Applying the Chebyshev inequality we see that
Provided t ≤ t s − ωn, EZ ≥ e ωαs /2 and our choice of ω ′ in (9) implies that the RHS of (13) is o(1) for such t.
The result (13) from the Chebychev inequality is too weak to prove concentration of M(s, t) directly for all of t s steps. We copy the approach used in [12] , Theorem 4(a). Interpolate the interval [0, t s ] at A = n δ/2 integer points s 1 , ..., s A a distance σ = t s n −δ/2 apart (ignoring rounding), for some small constant δ > 0. The concentration at the interpolation points follows from (13) . We use the monotone non-increasing property of M(s, t) to bound the value of M(s, t) between s i and s i+1 . The proof of this is identical to the one in [12] and is not given here.
Applying the Molloy-Reed Condition
The following theorem is from Molloy and Reed [18] on the criticality of fixed degree sequence random graphs. 
We next evaluate L for Γ(t) to obtain t. It is convenient for us to evaluate L = 
This can be written as
Lemma 6. The asymptotic solution to L = 0 in (14) obtained at t = (1 + o (1))θ * n where
Proof. Let d be the degree sequence of Γ(t), let D be the degree sequence of nice vertices N , and D the degree sequence of N .
. Thus using (15) with d,
Thus the condition L(d) ∼ 0 is equivalent to Q(D)/n → 0. Using (16) for the nice vertices,
where by Lemma 4, M(s, t) is asymptotic to (8) , which is
Thus Q/n → 0 when t ∼ θ * n where θ * is given by (17) .
The case of non-backtracking random walks
Lemma 9 is a general statement about ergodic Markov processes and applies equally to simple and non-backtracking random walks. To apply Corollary 10 we need to know the stationary distribution π for a non-backtacking walk, and to estimate T, R v .
For connected graphs, a non-backtracking walk has stationary probability π v = d(v)/2m. It was established in [1] that for r-regular random graphs the eigenvalue gap of the walk is a positive constant w.h.p. Thus we can assume a mixing time T = O(log n) in the application of Corollary 10. It remains to establish the value of R γ(S) for the various sets of vertices and edges used in our proofs. As in Section 3 the technique we used is based on first returns to a suitably constructed set S which is then contracted to a vertex γ(S). We briefly outline any differences in the application of this and state the relevant values of p γ(S) for use in Corollary 10.
Because the walk cannot backtrack, the calculations for R γ are greatly simplified for the following reason. Let T v be an infinite r-regular tree rooted at vertex v. For a non-backtracking walk starting from v, a first return to v after moving to an adjacent vertex, is impossible. Thus for vertices u, v ∈ N we have the following results.
(i) For the case S = {u}, the first return probability f = 0.
(ii) For the case S = {x}, where x is the vertex added to form a subdivision uxv of an edge uv ∈ E, the first return probability f = 0.
(iii) For the case S = {u, v} where u, v are adjacent vertices, a first return to γ(S) can occur at the first step by traversal of the loop edge uv at γ. This occurs with probability f = 1/r. If the walk moves to any of the 2r − 2 other vertices adjacent to γ(S), then as the walk is non-backtracking, return to γ(S) at a subsequent step is not possible.
(iv) For the case S = {v, u, w} where uv, uw are adjacent edges, a first return to γ(S) occurs only at the first step. There are two loops at γ(S) which can be chosen for a first return at the first step, a probability of f = 4/3r. If the walk moves to any other of the 3r − 4 vertices adjacent to γ(S) at the first step, return to γ(S) at a subsequent step is not possible.
(v) For the case S = {x, y} where x, y are subdivisions uxv, uyw of adjacent edges uv, uw, a first return of the type xuy can occur at the second step with probability f = 1/2(r − 1). The vertex γ(S) has degree 4, so at the first step the walk goes to u with probability 1/2. The walk then returns to γ from u with probability 1/(r − 1). The only possibility for a first return is at step 2.
In all cases the probability that the vertex γ(S) is unvisited during steps T, ..., t is asymptotic to exp {−tp γ (1+o (1) 
Theorem 2 will follow by using the results in the above table to calculate the appropriate cases. Specifically, Theorem 2 (ii) follows from E|R(t)|, Theorem 2 (iii) follows from E|U(t)|. Theorem 2 (i) also follows from these results by applying the techniques used in [9] . The thresholds for the vacant set (iii), and vacant net (v), come from using (16) with the appropriate values of EM(1, t), EM(2, t).
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6 Appendix 6.1 Uniformity: Using random walks in the configuration model
The method we use to study the vacant set, uses the random walk to generate the graph G in question. The main idea is to realize that as G is a random graph, the graph Γ(t) of the vacant set has a simple description.
Lemma 7.
Consider a random walk on G r . Let Γ(t) have vertex set R(t) and degree
, the random graph with vertex set [N] and degree sequence d.
Proof
Intuitively, if we condition on R(t) and the history of the process, and if G 1 , G 2 are graphs with vertex set R(t) and if they have the same degree sequence, then substituting G 2 for G 1 will not conflict with the history. Every extension of G 1 is an extension of G 2 and vice-versa. We now give a formal explanation of this.
The history of the process can be represented by a sequence X = (X 0 , . . . , X t−1 ) where
t . This sequence is to be interpreted as follows. We assume the neighbours u 1 , ..., u r of each vertex v are given in some fixed order, e.g. increasing label order, (recall that V = [n]). When at the j-th vertex v = W u (j − 1), the walk moved to the X j -th neighbour u X j of v, in the given order. The probability space for the lemma is uniform over G r × [r] t , where G r is the set of r-regular graphs on [n]. Given ω = (G, X), we let R ω , B ω , E ω , d ω denote the induced values of R(t), B(t), the edges of G that are incident with B(t) and the degree sequence of the graph Γ ω induced by R(t). These quantities are all determined by ω. For consistency with the statement of the Lemma, when N = |R(t)|, let d ω (i) be the degree of the i-th vertex of Γ ω in numerical order. We can in this way associate Γ ω with G N,d .
Fix R and a degree sequence d. Let G R,d be the set of graphs with vertex set R and degree
We argue next that for given X and H 1 , H 2 ∈ G R,d we have |Ω X (H 1 )| = |Ω X (H 2 )|. The lemma follows from this and (18).
, i.e. we remove the edges of H 1 from G and replace them by the edges of H 2 . Note first that φ(G) ∈ G r , and that if
Given ω 1 = (G, X), let ω 2 = (φ(G), X). Since we have not changed X or G \ E(H 1 ), the walk W u (s) described by X made the same edge transitions at steps 0 ≤ s ≤ t − 1, on G and φ(G). This means that B ω 2 = B ω 1 , and hence R ω 1 = R ω 2 . Thus Γ ω 2 = H 2 , so that φ(G) ∈ Ω X (H 2 ). The lemma follows. ✷
We use the configuration or pairing model of Bollobás [4] and Bender and Canfield [5] . We start with n disjoint sets of points S 1 , S 2 , . . . , S n each of size r. We let S = n i=1 S i . A configuration F is a partition of S into rn/2 pairs i.e. a pairing. Ω is the set of configurations. If F ∈ Ω defines an r-regular multi-graph
It is known that: (i) Each simple graph arises the same number of times as G F . i.e. if G, G ′ are simple, then |{F :
(ii) Provided r is constant, the probability G F is simple is bounded below by a constant. Thus if F is chosen uniformly at random from Ω then any event that occurs w.h.p. for F , occurs w.h.p. for G F , and hence w.h.p. for G r .
Suppose now that we generate a random F using a random walk on [n] . To do this, we begin with a starting vertex i 1 , and at the start of t-th step we are at some vertex i t , and have a partition R t , B t of S into Red and Blue points respectively. Initially, R 1 = S and B 1 = ∅. In addition we have a collection F t of disjoint pairs from S where F 1 = ∅.
At step t + 1 we choose a random edge incident with i t . Recall that the neighbours of i t are in a fixed order indexed by 1, ..., r. Obviously i t ∈ B(t), as it is visited by the walk, but we treat the configuration points in S it as blue or red, depending on whether the corresponding edge is previously traversed (blue) or not (red). Let x be chosen randomly from S it . There are two cases.
If x ∈ R t , then the edge is unvisited, so we choose y randomly from R t \ {x}. Suppose that y ∈ S j . This is equivalent to moving from i t ∈ B(t) to i t+1 = j. If j ∈ B(t) this is equivalent to moving between blue vertices on a previously unvisited edge. If j ∈ R(t), this is equivalent to moving to a previously unvisited vertex. We update as follows. R t+1 = R t \ {x, y} and B t+1 = B t ∪ {x, y}, and F t+1 = F t ∪ {{x, y}}.
If on the other hand, x ∈ B t then it has previously been paired with a y ∈ S j ∩ B t and we move from i t to i t+1 = j without updating. We let R t+1 = R t , B t+1 = B t and we let F t+1 = F t .
After t steps we will have constructed a random collection F t of at most t disjoint pairs from S. F t consists of a pairing of B t , and R t is unpaired. In principle we can extend F t to a random configuration F by adding a random pairing of R t to it. The next lemma summarizes this discussion.
Lemma 8.
(a) F t plus a random pairing of R t is a uniform random member of Ω.
Unvisit probabilities
Our proofs make heavy use of Lemma 9 below. Let P be the transition matrix of the walk and let P (t) u (v) = Pr(W u (t) = v) be the t-step transition probability. We assume the random walk W u on G is ergodic, and thus the random walk has stationary distribution π, where
Suppose that the eigenvalues of P are 1 = λ 1 > λ 2 ≥ · · · ≥ λ n . Let λ max = max {|λ i | : i ≥ 2}. We can make λ 2 = λ max , if necessary, by making the chain lazy i.e. by not moving with probability 1/2 at each step. This has no significant effect on the analysis. Let Φ G be the conductance of G i.e.
Then,
A proof of this can be found for example in Jerrum and Sinclair [16] .
Mixing time of G r . Let T be such that, for t ≥ T max u,x∈V
For G = G r , Friedman [15] has shown that w.h.p. λ 2 ≤ (2 √ r − 1 + ǫ)/r ≤ 29/30, say. In which case we can w.h.p. take T (G r ) ≤ 120 log n.
If inequality (22) holds, we say the distribution of the walk is in near stationarity. Fix two vertices u, v. Let h t = Pr(W u (t) = v) be the probability that the walk W u visits v at step t. Let
generate h t for t ≥ T .
We next consider the returns to vertex v made by a walk W v , starting at v. Let r t = Pr(W v (t) = v) be the probability that the walk returns to v at step t = 0, 1, .... In particular note that r 0 = 1, as the walk starts on v. Let
r t z t generate r t , and let
Thus, evaluating R T (z) at z = 1, we have R T (1) ≥ r 0 = 1. Let
The quantity R v , the expected number of returns to v during the mixing time, has a particular importance in our proofs.
For t ≥ T let f t = f t (u→v) be the probability that the first visit made to v by the walk W u to v in the period [T, T + 1, . . .] occurs at step t. Let
The following lemma gives the probability that a walk, starting from near stationarity makes a first visit to vertex v at a given step. For proofs of the lemma and its corollary, see [10] . The proof differs from the earlier version given in [9] , in that we only consider first visits to a vertex v after the mixing time T . We use the lemma to estimate E|R T (t)|, the expected number of vertices unvisited after T , this differs from E|R(t)| by at most T vertices.
Lemma 9. For some sufficiently large constant K, let
where T satisfies (22). Suppose that
where the probabilities are those derived from the walk in the given graph.
Proof
Note that m = rn/2 = |E(G)| = |E(H)|. Let W x (j) (resp. X x (j)) be the position of walk W x (resp. X x (j)) at step j. Let Γ = G, H and let P s u (x; Γ) be the transition probability in Γ, for the walk to go from u to x in s steps.
Equation (34) follows from (22). Equation (35) follows because there is a natural measure preserving map φ between walks in G that start at x ∈ S and avoid S and walks in H that start at x = γ and avoid γ. ✷
Estimates of R v
Let
for some sufficiently small ǫ 1 . A cycle C is small if |C| ≤ ℓ 1 . A vertex is nice if it is at distance at least ℓ 1 from any small cycle. Let N denote the nice vertices and N denote the vertices that are not nice.
It is straightforward to prove by first moment calculations that:
W.h.p. there are at most n 2ǫ 1 vertices that are not nice.
(37) W.h.p. there are no two small cycles within distance ℓ 1 of each other.
The results we prove are all conditional on (37) and (38) holding. This can only inflate the probabilities of unlikely events by 1 + o(1). This includes events defined in terms of the configuration model as claimed in Lemma 8. For example, if a calculation shows that an event E has probability at most ǫ in the configuration model, then it has probability O(ǫ) with respect to the corresponding subgraph of G and then we only need to multiply this by 1 + o(1) in order to estimate the probability conditional on (37) and (38). We will continue relying on this without further comment.
We write
r t and ρ = ∞ t=0 ρ t where ρ t = Pr(X t = v).
Now r t = ρ t for t ≤ ℓ 1 /2 and part (a) follows once we prove that 
The first equation of (42) follows from
where λ max is the second largest eigenvalue of the walk. This follows from (21).
The second equation of (42) is proved in Lemma 7 of [9] where it is shown that and part (a) follows.
(b) We next note a property of random walks on undirected graphs which follows from results on electrical networks (see e.g. Doyle and Snell [13] ). Let v be a given vertex in a graph G and S a set of vertices disjoint from v. Let p(G), the escape probability, be the probability that, starting at v, the walk reaches S before returning to v. For an unbiased random walk,
where R EF F is the effective resistance between v and S in G. We assume each edge of G has resistance 1. In the notation of this paradigm, deleting an edge corresponds to increasing the resistance of that edge to infinity. Thus by Raleigh's Monotonicity Law, if edges are deleted from G to form a sub-graph G ′ then R ′ EF F ≥ R EF F . So, if we do not delete any edges incident with v then p ′ ≤ p.
It follows from (38) that H becomes a tree after removing one edge. We can remove any edge not incident with v. By the above discussion on electrical resistance we see that this will not decrease Pr(U * ∞ ), where this is U ∞ defined with respect to T * which is T less one edge, not incident with v. We can argue crudely that f = Pr(U *
This is because there is an
r−1 r chance of a first move to a part of the tree that has branching factor r − 1 at every vertex.
Let U * 1 = {X returns to the root vertex after starting at ℓ 1 /2}. Then, with F T equal to the probability of a return by W v to v during [1, T ], we have 
The RHS of (45) is at least the probability that W v returns before reaching distance ℓ 1 /2 or returns after reaching distance ℓ 1 /2 at some time t ≤ T . Now, using (40), we see that
Here we have ℓ 1 /4 in place of ℓ 1 /2 to account for the one place where we move left with probability 1 r−2
. We argue that at least one of the paths from v to w or w to the boundary must be at least ℓ 1 /4 and not use the vertex incident to the deleted edge. . ✷
Remark.
We can also use the method of Lemma 12 to calculate R u for a vertex u = γ(S) in a graph H obtained from G by contracting a finite set of vertices S to a single vertex u = γ(S), either directly, or after subdividing sets of edges incident with these vertices. We assume that all vertices in S have a unique neighbour w in N(S), and that w is tree like to depth ℓ = ℓ 1 /2 in G − S. It follows that, in H,
where f u is the probability of first return to u in the graph T (S) obtained by extending the r-regular trees rooted at vertices of N(S) to infinity, and then contracting S to u = γ(S).
