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ABSTRACT 
Magnetic flux leakage (MFL) is a technique used widely in non-destructive testing 
(NDT) of natural gas and petroleum transmission pipelines. This inspection method relies on 
magnetizing the pipe-wall in axial direction. The MFL inspection tool is equipped with an 
array of Hall sensors located around the circumference of the pipe, which registers the flux 
leakage caused by any defects present in the pipe-wall. Currently, the tool magnetizes the 
pipewall in axial direction making it largely insensitive to axially oriented defects. One type 
of defect, which is of a growing concern in the gas and petroleum industry is the stress 
corrosion crack (SCC). The SCCs are a result of aging, corrosion, fatigue and thermal 
stresses. SCCs are predominantly axially oriented and are extremely tight, which makes them 
impossible to be detected using current inspection technology. 
A possible solution to this problem is to utilize the remote field eddy current (RFEC) 
effect to detect axially oriented defects. The RFEC method has been widely used in industry 
in the inspection of tubular products. The method uses a pair of excitation and pick-up coils. 
The pick-up coil located in the remote field region, usually two, three pipe-diameters away 
from the excitation coil. With RFEC the presence of defects is detected by the disturbance in 
the phase of the signal measured by the pick-up coil relative to that of the excitation coil. 
Unlike conventional eddy current testing the RFEC method is sensitive to defects on the 
exterior of the inspected product, which makes it a good candidate for the development of in­
line inspection technology. 
ix 
This work focuses on the development of non-destructive testing technique, which 
uses remote field eddy currents induced by rotating magnetic field (RMF). A major 
advantage of the RMF is that it makes possible to not only detect a defect but also localize its 
position in circumferential direction. Also, it could potentially allow detection of defects, 
regardless of their shape and orientation. In this work the RFEC-RMF technique is 
investigated and is shown to be useful tool in the detection of axially oriented, 
circumferentially oriented and skewed notches, SCCs and round defects. Finally, a data 
acquisition system is designed, capable of performing the RFEC-RMF measurements 
automatically. 
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CHAPTER 1. INTRODUCTION 
Natural gas is transmitted to customers in the United States, through a supply network 
totaling over 1 million miles of pipelines. The network contains critical structures exposed to 
the harsh natural environment. The maintenance of these structures requires the highest level 
of confidence in non destructive evaluation (NDE) techniques, used for inspection. 
Mechanical damage has been recognized as the leading cause of pipeline failure, followed by 
material defects, corrosion and others. Stress corrosion cracking (SCC) was first identified as 
a cause of failure, which occurred in 1965 in Nachitoches, Louisiana. So far 1.5% of pipeline 
failures have been attributed to SCC. Although SCC is known as a failure mechanism in 
other industries, it is a relatively new cause of concern for the gas transmission industry [1] 
and technology for detection of SCC is yet to be developed [2]. 
SCC results from the combined action of stress, electrochemical environment and 
temperature [3]. Once initiated cracks tend to grow in a susceptible steel pipeline. When a 
combination of suitable conditions exists on a pipe surface, the cathodic current on a line can 
help to initiate the formation of an SCC. Until 1965 it was thought that the natural soil 
environments would not be capable of producing SCC in the relatively resistant pipeline 
steel. Since then more than 80 service leaks or ruptures have been attributed to SCC. Soon 
after the Nachitoches failure it became apparent, that although the frequency of failures 
attributed to SCC is quite low, compared to other causes, they occur from time to time and 
research investigating the cause was warranted. Since then much has been learned about the 
nature of SCC. Studies have been initiated to evaluate the feasibility of preventative 
measures. It became obvious that the problem of SCC in buried pipes is quite complex and 
requires a lot of work before adequate inspection technology and preventative measures can 
be developed. 
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1.1. Characteristics of stress corrosion cracking 
Stress corrosion cracks have several unique features, not found in any other types of 
defect causing failure conditions [4]. The cracks are branched, they are usually found to 
occur in colonies, and they usually contain corrosion deposit. They can be inter-granular or 
trans-granular depending on the material type and environment. The environments leading to 
corrosion cracking are usually mildly corrosive; therefore severe corrosion is not associated 
or found in combination with SCC. Although some pitting corrosion has been found around 
SCC, no general or pitting corrosion has been found in the SCC related failures that have 
been studied. SCCs are generally oriented perpendicular to the maximum stress. In a 
pressurized pipeline the maximum stress is usually in circumferential direction and therefore 
SCC occur primarily in axial direction. 
SCCs usually occur in colonies. Colonies are considered "sparse" if cracks are far 
apart in circumferential direction (shown on Figure 1.1) and "dense" otherwise (shown in 
Figure 1.2). The circumferential distance between the adjacent cracks in a colony can be up 
to several times the pipe wall thickness. The axial distance between the cracks in colonies in 
pipes that experienced failure can be from overlapping to several times the wall thickness. 
Cracks can be shallow or very deep. Many of the cracks found in dense colonies tend to be 
shallow. Cracks in sparse colonies can grow until they reach nearly through the wall, which 
causes a pipeline to rupture. Moreover, cracks can grow in length and "join" other cracks in 
the colony. 
SCC can be inter-granular, in which the cracking path occurs along the grain 
boundaries in the material or trans-granular in which the cracking path crossing through the 
grain structure of the material. Trans-granular fracture surfaces are smoother than inter-
granular. Two other types of SCC are high pH and low pH cracks. High pH cracks are 
typically inter-granular, but can become trans-granular when their depth increases. High pH 
cracks are usually filled with oxide and show little separation between the crack faces or in 
other words they are very tight [5], which would present a considerable challenge in NDT 
inspection. Low pH cracking is often trans-granular. The crack sides are usually well 
separated and contain loosely adherent corrosion products in the crack volume [6], The shape 
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of the stress corrosion colony depends on the type of environment and coating conditions. 
Deep cracks are of primary concern in inspection and evaluation of pipeline integrity. 
Figure 1.1. Sparse stress corrosion cracking colony [3] 
Figure 1.2. Dense stress corrosion cracking colony [3] 
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1.2. Current pipeline inspection technology 
The most commonly used method of in-line inspection today is based on magnetic 
flux leakage (MFL) phenomenon. The MFL method of inspection is illustrated in figure 1.3. 
When a pipe wall is magnetized in the presence of a defect the magnetic field is redistributed. 
The field in the area around the defect 'leaks* and is directed out of the material and can be 
registered using a sensor located close to the wall surface. The method utilizes a high level of 
magnetization, which is usually achieved using either electromagnets or extremely strong 
permanent magnets, based on materials doped with rear earth elements. 
Electro magnetic inspection tools based on the MFL principle are commonly used in­
line inspection technology. The tool is inserted in a pipeline and is propelled by the pressure 
of the gas transported in it. An array of sensors mounted circumferentially monitors the 
changes in the leakage field near the internal surface of the pipeline as well as all possible 
changes in the internal geometry of the pipe. Figure 1.4 shows a schematic of an MFL 
inspection tool, commonly referred to as "pig". 
.sens® i> 
Leakage Flux 
pipe 
Figure 1.3. Magnetic flux leakage method of inspection 
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Defect 
Drive section Brushes Sensors Data acquisition Pipe 
Figure 1.4. MFL inspection tool 
The tool consists of the following major parts: magnetic circuit, hall sensor array, 
data acquisition electronics and supporting polyurethane cups. The magnetic circuit consists 
of magnet assembly, backing iron and brushes. The poles of the magnet are in contact with 
the pipe wall via flexible metal brushes, which compensate for changes in the pipeline 
internal diameter. The electronics is contained in a rugged vessel capable of withstanding the 
pressures of the fluid in the pipeline. The sensors are used to detect the leakage field. 
The MFL tool magnetizes the pipe to near saturation level and records the flux 
leakage due to anomalies that occur inside the pipe where there are external or internal 
defects (mostly metal loss or mechanical damage) [7]. The shapes of leakage fields around 
defects in ferromagnetic materials have been a subject of intensive research. The results have 
been well documented and reported in the literature [8], [9]. It has been shown that for 
general metal loss, caused by corrosion and for mechanical damage defects the MFL method 
of inspection has emerged as a reliable NDT technique of choice, capable of high 
performance under the extreme operating conditions in the field. 
However, the MFL tool is not capable of detecting axially oriented SCC, because in 
this case the crack walls do not intersect the axially oriented magnetic field. The tool 
primarily magnetizes the pipe wall in axial direction. The SCCs are oriented mostly axially 
and therefore would not generate leakage field that can be detected. It is possible that 
circumferentially oriented cracks would cause enough field disturbances to be detected, but 
not axially oriented tight SCCs. Therefore the MFL technique is not suitable for detection of 
cracks that are aligned axially [10]. 
An alternate method for axial SCC detection in pipes in based on the current 
perturbation method described below. The speed with which the MFL tool moves through the 
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pipeline affects the field distribution by introducing significant motion-induced currents in 
the conducting pipe wall. Experiments [11] suggest that, for typical pipeline MFL tools, the 
time constant for the magnetic flux to diffuse through the pipe wall can be comparable to the 
transit time. Since pipeline steel is a conducting ferromagnetic material the changing 
magnetic flux occurring in the pipe wall during the passage of an MFL inspection tool 
generate induced currents that are circumferentially oriented. These induced currents obstruct 
the diffusion of magnetic flux through the pipe wall. Consequently, significant changes in the 
anomalous MFL patterns induced by defects, particularly for outer diameter can be expected. 
The question of whether velocity effects are significant depends on the relation of magnetic 
diffusion time constant to detector transit time. Efforts to test moving assemblies with a 
damaged pipe mounted above the test assembly in laboratory conditions found that motion 
dramatically affects performance [11]. 
Measurements show that in-line inspection tool speed can cause significant reduction 
in defect-induced axial and radial MFL signals. On the other hand the motion-induced 
currents are oriented circumferentially and they are orthogonal to axially oriented SCC as 
illustrated in figure 1.5. Detection of the interaction between the circumferentially oriented 
currents and axially oriented cracks constitutes the principle of the current perturbation 
method [12], [13]. Current perturbation has also been studied as a candidate technique for 
SCC detection. 
Alternately, SCCs can be detected by using a magnet assembly, which would produce 
circumferentially oriented magnetic field. This field would intersect an axially oriented 
crack. Such an assembly is illustrated in figure 1.6. In this case the magnet is oriented 
radially. However this solution would require multiple magnet and sensor assemblies to 
cover blind areas indicated by points A and B. 
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SCC Colony Pipe-wall 
Figure 1.5. Motion induced currents in circumferential direction 
Figure 1.6. Magnetic field distribution from radially oriented magnet 
This thesis proposes a new approach for detecting axially oriented cracks by using a 
circumferential magnetic flux orientation in space where the direction of flux rotates with 
time. The rotating magnetic field (RMF) method is an implementation of this approach. The 
advantages of rotating magnetic field have been reported in literature [14], [15]. Enokizono, 
Nagata and Oka in [16], [17] use this principle to detect defects on the opposite side of a 
conductive plate. They have developed an integrated sensor assembly, which consists of a 
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ferrite core with two exiting coils wound with axes perpendicular to each other. The coils are 
driven with 10 Hz currents that are 90 degrees apart, so that the two phases generate a 
rotating magnetic field. Another row of pick-up coils serves as flux density sensors. The 
authors report that they were able to detect and accurately locate the defect on the opposite 
side of a plate. 
A classical solution, where three phases 120 degrees apart generate the rotating 
magnetic field is well known and has been used in AC electric power generators and motors. 
Every aspect of the design, performance, magnetic flux density distribution of these devices 
has been studied and described in the literature, but only recently the RMF method has been 
studied as a potential candidate for detection of SCC in gas transmission pipelines [18]. 
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CHAPTER 2. RESEARCH OBJECTIVES 
2.1. Problem statement 
The MFL method of in-line inspection currently used is not capable of detecting 
axially oriented SCC. A number of possible detection methods both electromagnetic and 
ultrasonic have been proposed and are being evaluated. The objective of this research is to 
develop and evaluate the feasibility of in-line inspection technology based on the remote 
field eddy current effect, using rotating magnetic field as an excitation. 
In order to accomplish this task first, a feasibility study is carried out, using a three-
phase rotor as excitation source. The method is evaluated with SCC as well as other defect 
types. A parametric study is carried out to investigate the defect size and location, and sensor 
type. 
A data acquisition tool capable of collecting data at speeds of up to 10 mph with a 
linear resolution of 0.001" on 14 channels is designed and developed. The tool can be 
mounted on a mobile platform. A test rig with an 8" diameter pipeline is constructed in 
which the tool operates. 
2.2. Scope of the dissertation 
Chapter 3 presents the theory of generation of rotating magnetic field using poly­
phase electric sources. The conventional and remote field eddy current testing are also 
introduced. Chapter 4 describes the static test bed and a feasibility study of using the method 
in the detection of various kinds of defects. Experimental results obtained using the system 
are presented. In chapter 5 the requirements for a data acquisition system are presented and 
the system design is discussed in detail. The chapter contains simulation result of the 
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components of the acquisitions system. The overall design of the pull rig is presented in 
chapter 6. 
Chapter 7 presents the conclusions and discusses the direction of the future work. 
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CHAPTER 3. THEORETICAL BACKGROUND 
3.1. Conventional eddy-current testing 
Electromagnetic induction is the physical basis for all eddy current nondestructive 
testing techniques, including the earliest equipment developed by Hughes in 1876 to detect 
differences in metal conductivity [20]. An alternating current expressed as: 
in the excitation coil produces an alternating magnetic field strength, a vector quantity 
governed by the Maxwell-Ampere law: 
where J is the vector current density in the excitation coil, and the assumption is made that 
the displacement current density is negligible at the eddy current coil frequencies used in 
NDT applications. 
The magnetic field described by (8) interacts with any conducting material in the 
vicinity of the excitation coil and induces an electric field strength governed by the Maxwell-
Faraday law: 
i = lM sin ox (1) 
(2) 
(3) 
where B is the magnetic flux density, whose relation to the magnetic field strength H is given 
by the materials constitutive equation: 
12 
B = (4) 
where |0o and are the absolute and relative permeability. Eddy currents are created by the 
induced electric field in material with conductivity o as in: 
J = o E  (5) 
The induced currents create magnetic field governed by the Maxwell-Ampere law, which 
tend to oppose the alternating excitation coil field according to the Lenz's law. This field 
interaction couples the properties of the material back into the excitation coil and affect its' 
impedance. The excitation coil voltage leads the current and can be expressed as in: 
v(*) = VM sin(ax + 0) (6) 
where 9 is the phase angle. The impedance of the excitation coil can then be expressed as: 
" " ' (7) 
' JR2 + Xi tan-^1-
v  R  
where V and I are the phasor versions of the excitation coil voltage and current and R and Xu 
are the excitation coil resistance and inductive resistance. 
Eddy current probes operate on the principle of electromagnetic induction. Material 
properties, including those caused by flaws and other inhomogenities can be detected by 
monitoring the steady state AC impedance of the probe coil as it passes over the area of 
interest in the test specimen. 
The equations (2) - (4) are equivalent to the following elliptical diffusion equations 
[20]: 
V Z H  =  j a j f u o H  (8) 
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V2£ = joanoE 
V2/ = jctyioJ (10) 
(9) 
A solution of (10) in the idealized case of an infinite AC current sheet over a conducting half 
space is given by [21]: 
where Jo is the current density at the surface of the half space and 5 is the skin depth of 
penetration, or the depth at which J is 36.8% of Jo and lags it by 1 radian. This definition for 
skin depth is for an idealized case, but the effect does limit the application of conventional 
eddy current testing methods to the detection of near surface defects. This limitation of the 
conventional eddy current method precludes its application in detecting SCC, since the 
cracks occur on the outside of a pipeline, whereas the inspection is done from the inside. 
3.2. Remote field eddy current 
In conventional eddy current testing the change in the impedance of the sensor coil is 
used to indicate the presence of material defects. Usually the exciting and sensing coil are the 
same and are normally operating between 1 KHz and 10 MHz. In remote field eddy current 
testing the exciter and the sensor coils are several pipe diameters apart and the frequency of 
operation is from 10 Hz to 160 Hz [22]. The probe does not measure the change in the 
impedance of the sensor coil; instead it measures the steady state AC phase angle difference 
between the exciter and the sensor coil. The skin effect restricts the conventional eddy 
current testing to near-surface defects, whereas the RFEC overcomes this limitation due to its 
sensitivity to both inner and outer diameter defects [23]. 
J = JQe 3 sin(<ur - -^) ( I D  
(12) 
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The RFEC effect was first observed in a situation where alternating current was 
applied to a coil inside a metallic pipe as shown in figure 3.1. The RFEC phenomenon is a 
process where the energy released from the excitation coil intersects the pipe wall twice 
before it reaches the pick-up coil. The pick-up coil is located several pipe diameters away 
from the excitation coil. This technique is now routinely used for inspection of metallic tubes 
due to its sensitivity to both ED and OD defects [24]. 
Figure 3.2 shows the characteristics of the RFEC phenomenon. The magnitude and 
the phase angle of the pick-up coil signal are plotted against the distance (measured in pipe 
diameters) between the excitation and pick-up coils. There are three distinct regions: near 
field, transitional field and remote field. In the near field the magnitude of the signal 
decreases exponentially, whereas in the remote field the attenuation rate is much lower. The 
phase in the near field is close to -90°. In the remote field region the phase angle is a 
constant value different from that measured in the near field. The phase difference is 
approximately proportional to the pipe wall thickness. The transitional field is characterized 
with a rapid change in the phase angle and the magnitude attenuation rate. 
The exponential attenuation of the signal in the near field is caused by the presence of 
the induced eddy currents in the tube wall. The phase value follows from Faraday's law, 
according to which the voltage of the eddy current pick-up coil is given by the relationship: 
Indirect energy coupling 
gggj Direct coupling 
Metal ppc 
Excitation coil 
Indirect energy coupling 
Figure 3.1. Remote field eddy current energy flow paths 
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v ( r )  =  - d < P  
d t  
—  —  j  oj L I  (13) 
In other words, because of the inductive nature of the effect the induced voltage leads 
the excitation current by 90°. The relationship between the phase difference and the tube wall 
condition follows from the fact that the energy that reaches the pick-up coil, located in the 
remote field arrives primarily via the indirect path. The energy released from the excitation 
coil crosses the tube wall twice, from inside to outside in the near field and from the outside 
to the inside in the remote field. This complex path explains the dependence of the phase 
angle on the tube wall conditions. 
Transitional fidd 
Log of 
magnitude 
Phase 
[decree] 
Distance in pipe diamoos Rome fidd 
Figure 3.2. Remote field eddy current signal magnitude and phase 
Finite element simulations of the RFEC phenomenon indicate that in the transitional 
field the RMS magnetic vector potential magnitude and phase exhibit "potential valley" and 
"potential knot", or areas where the RMS magnetic vector potential magnitude is zero and 
phase angle is undetermined. The transitional field is observed at a distance of one to two 
tube diameters from the excitation coil. 
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CHAPTER 4. STATIC TEST BED RESULTS 
The RFEC technique is routinely used for the detection of both ID and OD defects in 
pipes. A static test bed was built in order to evaluate the feasibility of using RFEC for the 
detection of SCC. A test specimen containing a colony of SCC and a set of defects machined 
on the outer surface was used in this feasibility study. 
4.1. Static test bed 
An 8" steel pipe is used as a test specimen. The pipe has an SCC colony on the 
external surface. The SCC colony is clearly visible on the photograph shown in figure 4.1. 
The colony is sparse with a length of approximately 2". In addition to the colony a set of 
axially oriented defects were machined on the outer surface. The defects are saw-cuts with 
depths of 20%, 40%, 60% and 80% of the wall thickness. All defects are 25.4 mm long and 
0.38 mm wide. 
Figure 4.1. SCC colony 
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Figure 4.2 shows a schematic of the static test bed. A three-phase, 8" diameter rotor is 
used as an excitation source powered by a three-phase power supply, set at 33 Hz. The power 
supply used was "Invertron", Model 25 IT from California Instruments. The rotor is mounted 
on roller-blade wheels, which allows it to be located easily anywhere inside the test pipe. 
Special care is taken to ensure that the rotor is centered in the pipe and oriented along the 
pipe axis. The system uses a computer-controlled scanner, which allows the sensor to be 
rotated along the circumference of the test pipe, with accuracy of 0.9° and along the pipe 
axis, with an accuracy of quarter inch. The scanner is build from two Arrick Robotics stepper 
motors powered by a stepper motor controller model MD2, supplied by the same company. 
Both motors use either 1:2 or 1:4 gear reducers. The reducers were necessary to overcome 
the friction between the sensor housing and the pipe surface and in order to increase the 
positioning accuracy. 
Motor Ng' Rotor  
3 PttfM 
Power 
Supply Pre-Amplifier— LIA =- • Motion control 
• Data acquisition 
Figure 4.2. Schematic of the static test bed 
4.2. Sensor design 
An E-shaped core with a coil on the middle leg is used as a sensor. A 3D drawing of 
the sensor is shown in figure 4.3. Such placement of the coil is critical, because it allows a 
18 
differential measurement of magnetic flux. This can be explained by considering the flux 
paths in the circuits composed of the middle and left legs on one hand and the middle and 
right leg on the other. The magnetic flux in these two circuits is oriented such that the 
common component cancels out in the middle leg (as long as the defect is located above the 
middle leg of the sensor as in figure 4.4. a). Figure 4.4 b) illustrates another configuration, in 
which the sensor does not produce differential signal. In it the defect is oriented 
perpendicularly to the axis of the sensor. 
The sensor is mounted in a protective plastic enclosure and is secured in the scanner 
disk. The sensor output is coupled to a 40dB pre amplifier build from an LT 1069 gain-
programmable operational amplifier. The pre-amplifier output is fed to an ITHACO lock-in 
amplifier model 3981, which is used to measure the phase and magnitude of the voltage 
induced in the coil. The lock-in amplifier is computer-controlled and the PC handles the data 
acquisition and display. 
i E-shaped core 
Figure 4.3. Static test bed sensor 
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Figure 4.4. Sensor in differential configuration (a) and absolute configuration (b) 
4.3. Measurement results for axially oriented saw-cut defects 
RFEC method relies on the sensitivity of the pick-up coil located in the remote field 
to OD defects. Generally it is thought that the remote field starts some two to three pipe 
diameters away from the excitation source. Before any measurements of defect signals are 
done, the distance at which the remote field region is located has to be found. This is done 
by measuring the magnitude of the voltage induced in a coil as it scans the ID and OD 
surfaces of a defect-free pipe. The result of this measurement is shown on figure 4.5. The 
arrow indicates the position at which the remote field region starts. This is the position in the 
pipe at which the energy of the indirect coupling path dominates the energy in the direct 
coupling path (see figure 3.2). It was found that for this set-up measurements should be done 
at least 39" away from the excitation rotor center. 
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Figure 4.5. ID, OD tests on defect free pipe 
The following figures 4.6 through 4.9 show the results from the tests done on the ID 
side of the test pipe under 80,60,40 and 20 % deep saw cuts. The saw cuts were produced 
using a circular saw and their depth is constant. 
The plots show a spatial derivative of the wavelet de-noised signal of the phase of the 
coil voltage measured with respect to one of the rotor windings. The peak in the middle of 
the 2-D scan represents the defect signal. The signals obtained for the 80% through 40% deep 
defects are very pronounced. Wavelet de-noising was necessary to enhance the weakest 
signal, obtained from the 20% deep defect. 
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Figure 4.6. Phase measurements obtained from a 2-D scan of an 80% deep saw-cut 
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Figure 4.7. Phase measurements obtained from a 2-D scan of a 60% deep saw-cut 
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Figure 4.8. Phase measurements obtained from a 2-D scan of a 40% deep saw-cut 
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Figure 4.9. Phase measurements obtained from a 2-D scan of a 20% deep saw-cut 
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4.4.Measurement results for SCC colony 
Figure 4.10 shows the results from the experimental measurements on the ID side of 
the test pipe under the colony of SCC. The plot shows of the phase of the coil voltage with 
respect to that of one of the rotor windings. 
2-D seen phase for circumfentiel component (3-6) 
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Figure 4.10. Phase measurements obtained from a 2-D scan of an SCC colony 
4.5. Discussion of test results for axially oriented defects and SCC 
The results obtained from the static test bed suggest that the RFEC method is a good 
candidate for detecting axially oriented flaws. All of the defects produced measurable 
signals. As explained earlier the phase of the signal contains information about the presence 
of a defect. It has to be noted however that the saw-cut is a much larger defect. SCCs are 
very tight compared to a saw-cut. In addition to this, SCCs contain oxide and other materials 
that can be conductive, whereas saw-cuts are "clean" i.e. current cannot flow through the 
faces of the cut. 
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Nevertheless the measurement result from the SCC colony is very encouraging. The 
SCC produces a large footprint and the signal level is sufficient to detect. However, nothing 
is known about the depth of the SCC. Additional difficulty would be to replicate these results 
on the mobile platform. It is not clear what effect the velocity of the tool will have on the 
signal, but it could be expected that it would decrease the signal strength. These questions 
can only be answered once the test rig is build and tested. In order to investigate the effect of 
tool velocity a parametric study should be carried out, where test conditions such asf defect 
type, sensor placement, excitation power and frequency, should remain unchanged, while the 
velocity of the tool is varied. 
4.6.Static test bed results obtained for circumferentially oriented notches, skewed notches 
and round defects 
The results shown in the previous sections demonstrated that the RMF-RFEC 
technique can be used successfully to detect axially oriented flaws. This section discusses the 
possibility of using the technique in detection of other types of defects: circumferentially 
oriented notches, skewed notches (notches occurring at an angle to the pipe axis) and round 
defects (pits). While SCC do not occur along the circumference some skewed SCC have been 
found in practice, particularly at bent sections of a pipeline. Round defects can be used to 
simulate corrosion pits, and the larger they are in diameter, the more difficult they are to 
detect. 
Two defect sets were used in the measurements discussed in this section. These are 
described below: 
• a set of four circumferentially oriented saw-cuts with maximum depths of 
20%, 40%, 60% and 80% of the pipe-wall; 
• a set of four skewed (approximately 45 degrees to the pipe axis) saw-cuts with 
maximum depths of 20%, 40%, 60% and 80% of the pipe-wall; 
• a set of three round defects, 1.0" diameter with a depth of 20% and 30% of the 
pipe wall and a 1.5" diameter round pit with a depth of 20% of the pipe-wall; 
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All saw-cuts were produced using a hand-held hacksaw on a 8" ID steel pipe. During 
cutting the depth of the defect was constantly monitored, as soon as the desired depth was 
reached in one spot the cutting was stopped. The cuts have therefore irregular dimensions, 
the deeper a defect is the greater its length becomes, since it is cut on a cylindrical surface. 
All the round defects were produced in one 8" ID steel pipe section, using a grinding wheel 
attached to a drill press. As with the saw-cuts, the depth was constantly monitored and 
grinding was stopped as soon as a desired depth is reached in one spot. As a result of this the 
defects have irregular depth and shape (in the case of the 1.5" diameter defect). 
The orientation of the sensor with respect to the direction of the defect determines if 
the measurement is differential in nature. When the sensor axis co-insides with the axis of the 
observed defect a differential measurement is possible as illustrated on figure 4.4. This was 
the case with the axially oriented defects. Circumferential orientation of the defect therefore 
requires that the sensor be oriented in circumferential direction, when scanning the ID 
surface. The set of defects contains saw-cuts oriented at an angle to the pipe axis, as well as 
round shaped defects. It is clear that the orientation of the sensor is very important. In order 
to study the effect of the sensor orientation two sets of measurements were obtained for each 
of the defects, one with the sensor oriented along the pipe axis and another with the sensor 
oriented in circumferential direction. However, the sensor is specifically designed to be 
oriented along the pipe axis and when oriented along the circumference it does not have the 
same coupling. 
Another important measurement parameter is the axial step of the scanner. If the step 
is too great, for example 1" or 0.5" the defect signal can be missed, since the RFEC 
phenomenon is highly localized. It was found that a step of 0.25" allows the observation of 
defect signals, but steps of 0.125" and 0.065" were also used. It would seem that the step 
should be as small as possible, to achieve high resolution. However, this is not the case, due 
to the existing friction between the sensor and pipe wall. Using a very small axial step results 
in a very unreliable measurement - the sensor is practically "stuck" at one position and then 
it "jumps" to a position two or more steps away. 
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Figures 4.11 through 4.14 show the magnitude and phase of the coil signal measured 
under a set of 20%, 40%, 60% and 80% deep circumferential saw-cuts, with the sensor 
oriented in axial direction (i.e. the sensor axis is perpendicular to the axis of the defect). 
Figures 4.15 through 4.18 show the magnitude and phase of the coil signal measured under a 
set of 20%, 40%, 60% and 80% deep skewed saw-cuts, with the sensor oriented in axial 
direction (i.e. the sensor axis is oriented at approximately 45 degrees to the axis of the 
defect). Figures 4.19 through 4.21 show the magnitude and phase of the coil signal measured 
under a set of 20% deep 1.0" round defect, 20% deep 1.5" round defect and 30% deep 1.0" 
round defect, with the sensor oriented in axial direction. 
Figures 4.22 through 4.25 show the magnitude and phase of the coil signal measured 
under a set of 20%, 40%, 60% and 80% deep circumferential saw-cuts, with the sensor 
oriented in circumferential direction (i.e. the sensor axis is parallel to the axis of the defect). 
Figures 4.26 through 4.29 show the magnitude and phase of the coil signal measured under a 
set of 20%, 40%, 60% and 80% deep skewed saw-cuts, with the sensor oriented in 
circumferential direction (i.e. the sensor axis is oriented at approximately 45 degrees to the 
axis of the defect). Figures 4.30 through 4.32 show the magnitude and phase of the coil 
signal measured under a set of 20% deep 1.0" round defect, 20% deep 1.5" round defect and 
30% deep 1.0" round defect, with the sensor oriented in circumferential direction. 
An arrow on each of the plots indicates the position of the defect related signal. The 
plots present unprocessed data, therefore they contain some noise. All sharp peaks are a 
result of a measurement error. The data presented in figures 4.11 through 4.14 indicate that 
40%, 60%, 80% deep circumferentially oriented notches can be detected by an axially 
oriented sensor, while the 20% saw-cut would be missed. Also, the presence of defects is 
detected from the magnitude plot, rather than phase plot. Figures 4.15 through 4.18 suggest 
that an axially oriented sensor can detect all the skewed saw-cuts. While the 20% deep cut 
can only be detected from the magnitude plot, all the other defects have both phase and 
magnitude signatures. Figures 4.19 through 4.21 show that the axially oriented sensor can 
detect all of the round defects. The presence of a defect is indicated by the peak-and-valley 
pattern on the magnitude plots. Only the 30% deep defect produced a phase signature. 
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The data presented in figures 4.22 through 4.25 indicates that a circumferentially 
oriented sensor can detect all the circumferentially oriented notches. The 20% saw-cut 
produced only a magnitude signature. The 40%, 60% and 80% deep defects have strong 
phase and magnitude signatures, with the 80% saw-cut producing stronger phase signal than 
magnitude signal. Figures 4.26 through 4.29 suggest that a circumferentially oriented sensor 
can detect all the skewed saw-cuts. While the 20% deep cut can only be detected from the 
magnitude signal, all the other defects can be detected from either the magnitude or the phase 
signal. Figures 4.30 through 4.32 show that the circumferentially oriented sensor can detect 
all of the round defects. The presence of a defect is indicated by the peak-and-valley pattern 
on the magnitude plots. 
4.7. Discussion of the test results obtained for circumferentially oriented notches, skewed 
notches and round defects 
The data presented in figures 4.11 through 4.32 indicate that circumferentially 
oriented notches, skewed notches and round defects could be detected using the RMF-RFEC 
method. In all but one cases the presence of a defect was detected. Circumferentially oriented 
flaws produced signatures in the magnitude of the signal, when axially oriented sensor was 
used (i.e. when the sensor axis was perpendicular to that of the defect) and both magnitude 
and phase signatures, when the sensor was oriented in circumferential direction (i.e. the 
sensor axis was parallel to that of the defect). This was not the case for the 20% deep defect, 
which was missed by the axially oriented sensor, but could be detected from the magnitude 
of the signal produced by a circumferentially oriented sensor. 
Skewed saw-cuts produced a distinct pattern in both the magnitude and the phase of 
the signal measured with a sensor oriented in either axial of circumferential direction. An 
exception of this observation is the case of a 20% deep defect, which produced only a 
magnitude signature. Round defects produced a distinct peak-and-valley pattern in the 
magnitude of the signal measured with a sensor oriented in either circumferential or axial 
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direction. Only the 30% round flaw produced a phase signature, when the sensor was 
oriented in axial direction. 
The magnitude of the sensor signal can be used to detect the presence of defects. This 
indicator has one problem - it is sensitive to lift-off. This may require additional signal 
processing to make the measurement lift-off invariant. Estimation of the phase of the 
measured signal is not affected by the sensor lift-off, provided that the signal level is 
sufficient to obtain the phase. 
The RFEC method of inspection relies on the information found in the phase of the 
sensor signal rather than in its magnitude. However, the experimental results demonstrate 
that the signal magnitude is also affected by the presence of a defect. One possible 
explanation is that when the sensor axis is not parallel to the defect, the measurement is not 
differential and it registers the magnetic flux leakage (MFL), caused by the defect. An axially 
oriented sensor would then produce a typical MFL signature for a circumferentially oriented 
notch, or a round defect and only a phase signature for an axially oriented defect. Skewed 
defects would produce both magnitude and phase signatures. This observation suggests that 
the proposed method of inspection could be used to not only detect the presence of a defect, 
but to also characterize it in terms of its direction. 
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Figure 4.14. 80% deep circumferential notch signals 
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Figure 4.17.60% deep skewed notch signals 
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Figure 4.23.40% deep circumferential notch signals 
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CHAPTER 5. DATA ACQUISITION SYSTEM 
5.1. System requirements 
This chapter describes the architecture and the development of a data acquisition 
(DAQ) system designed to enable the detection of SCC. The development of the system 
presents significant challenges due to its complexity and the required acquisition accuracy, 
resolution and throughput. The system is designed to operate on an autonomous mobile 
platform. The platform is propelled through a test pipeline at speeds of up to 10 mph and has 
to acquire data on the internal surface of the pipeline. The data acquisition has to achieve 
spatial accuracy of 0.001" and to collect data on 14 channels in real time. An optical shaft 
angle encoder is used as a "master" clock, because in this application space-based rather than 
time-based sampling is required. High signal waveform accuracy is required which warrants 
the use of 16-bit data acquisition device. This is because the useful information is in the 
signal phase with respect to a measured reference. 
The phase measurement requires that at least one full period of the measured 
sinusoidal signal be registered in order to compare it with the reference sinusoid. In order to 
minimize measurement errors, the signal has to be averaged over several periods. The static 
test bed experiments were done using an excitation source with a frequency of 33 Hz. The 
period of a 33 Hz sinusoidal signal is t=0.030 [s]. The spatial resolution dz required to detect 
a defect depends on the defect size, sensor size, sensor step and other parameters. The 
maximum velocity of the inspection tool can then be estimated from the formula: Vmax=dz/t. 
As reported in the previous chapter, a resolution of 0.5" was used to detect axially 
oriented SCC, but a resolution as low as 0.25" was sometimes necessary. A spatial resolution 
dz=0.25" would limit the velocity of the tool to v=dz/t=8.25 inches per second, which is the 
same as 825 yards per hour or 0.46 mph. Detecting "small" flaws (SCC, thin cracks) would 
therefore require inspection speeds as low as 0.5 to 1 mph, "large" flaws, such as a relatively 
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large diameter (1" or greater) round corrosion pit, would be possible at considerably higher 
inspection tool velocities. 
5.2. Data acquisition boards 
Figure 5.1 shows a schematic of the complete DAQ system. The system consists of an 
array of sensors, located circumferentially on the pipe ID, data acquisition boards, buffer 
board, PCI board and embedded computer system. The function of the sensors is to register 
the signal in the remote field. Due to the very low signal levels expected (on the order of 10"6 
V) a very high gain amplifier is required. The data acquisition boards house a two-cascade 
amplifier and a serial output A/D device [25]. The function of the PCI board is to interface 
the outputs of the A/D converters to the data acquisition software on the host PC. Finally, a 
133 MHz embedded Penthium system is used as a host, who's only function is to control the 
PCI board, to store the data stream from the 14 channels and to output it via serial interface 
or some other way, once a test run is done. 
Each sensor is coupled to the input of a two-cascade amplifier. The first cascade is a 
differential input pre amplifier with a gain of 40 dB [26] built on a chopper-stabilized low 
noise operating amplifier LT1050 [27]. The use of a chopper-stabilized amplifier is necessary 
due to the low operating frequency of the system. Static test bed experiments indicated that 
the optimal frequency of the excitation source is around 33 Hz. At such low frequencies the 
so-called 1/f noise becomes significant. Chopper-stabilized amplifiers are designed to 
minimize the 1/f noise and are therefore extremely useful in low-frequency applications. 
The second cascade of the analog front-end is built on an LT1069 gain programmable 
operating amplifier [28]. This device is capable of producing a gain of up to 100 dB. The 
gain of the second cascade is selected by changing the gain resistor on the device. Four gain 
selections are possible. 
Due to the large gain in the first cascade direct coupling to the second cascade would 
not be possible because of the DC component of the output. The first and the second 
cascades are coupled using a band-pass filter. The band-pass filter used is a passive classical 
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four-element network [29]. The filter is tuned at a center frequency of 33 Hz. This network is 
very inefficient, but it was chosen due to space constraints on the printed circuit board. The 
same is true for the first cascade - the simplest possible amplifier configuration was adopted. 
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Figure 5.1. Milti-channel real-time data acquisition system 
5.3. PCI board architecture 
Figure 5.2 shows a schematic of the PCI board architecture. The PCI board houses the 
following main elements: 
• 40 connector to DAQ assembly; 
• FPGA with configuration chip; 
• 2 dual port 64K memory arrays; 
• PCI controller with configuration chip 
• PCI bus connector to the host computer 
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Figure 5.2. Interface board architecture 
The FPGA is the heart of the data acquisition system. The FPGA has to be configured 
to communicate with the 14 A/D converters, the buffer memory and the host PC. The FPGA 
has to sense the signal from the optical shaft angle encoder, calculate the tool velocity and 
trigger the acquisition, produce clocking and control signals for the A/D converters, then 
generate addresses and store in the memory buffer the content of 16,16-bit registers. The 
FPGA should also monitor the availability of buffer memory space and inform the PC that 
data is available for transfer to the PC RAM disk. Additionally the FPGA would compute a 
cyclic redundancy check code for the 14 data values and 1 velocity value stored in the 
registers. 
The function of the on board memory is to provide sufficient buffer space. The FPGA 
can be configured such that after half of the buffer is filled it would generate an interrupt. 
The interrupt will prompt the host computer to read the buffer, while the FPGA continues to 
fill the remaining space in the buffer. The host computer will always be able to read the data 
55 
from the buffer before any new data comes in the first half of the buffer. This type of 
memory can be read from and written to at the same time. 
The FPGA and the PCI controller access the memory bank on separate busses. The 
function of the PCI controller is to provide the signaling necessary for communication with 
the host computer. The PCI controller maps the buffer address space into the host computer's 
address space. The host computer can also address registers inside the FPGA. This may be 
necessary for synchronization purposes. 
5.4. FPGA configuration 
The most essential element of the system is the configuration of the FPGA. Figure 5.3 
shows a schematic of the FPGA configuration. 
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Figure 5.3. FPGA configuration 
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The configuration includes 14 18 bit serial in, parallel out (SIPO) shift registers, data 
bus, address bus, multiplexer, 18 pulses clock generator, velocity circuit, FIFO address 
generator and a control circuit. The data value from each of the 14 A/D converters has to be 
obtained at the same time. The AD977A is a serial output device and the function of the 
SIPO registers is to store the data value from the converter. There is a slight complication in 
the process arising from the fact, that the last bit value out of AD977A is available between 
the falling edge of the 16* clock cycle and rising edge of the 17th clock cycle [25]. Therefore 
a minimum of 17 cycles is needed to read a data sample the 18th cycle is there to "flush" the 
output buffer of the device and prevent errors. 
The function of the 18 pulses clock generator is to generate the clocking signal 
necessary to read the data sample in a serial fashion from the A/D converters. The pulse 
generation is triggered by the rising edge of the odometer wheel signal. The odometer wheel 
is used as a "master" clock. Each rising edge triggers the acquisition of 15 data values plus 
one cyclic redundancy check code computed from the data, which have to be put on the data 
bus and transferred via the PCI to the memory of the embedded computer, before the next 
edge arrives. Selection of the pulse clock generator frequency would require some 
experimentation. 
The function of the velocity circuit is to measure the velocity of the tool. The velocity 
is measured by counting the number of system clock cycles occurring between wheel 
impulses. A velocity value is put on the data bus for each wheel impulse. This may prove to 
be a significant and unnecessary overhead and may need to be re-configured in the future. 
The function of the control block is to organize the data flow from the registers to the 
memory of the embedded computer system. The control circuit together with the multiplexer 
selects, which of the data values is put on the bus. It also generates an interrupt to the PCI 
controller, the control signal to the A/D converters and the FIFO address generation 
structure. The FIFO address circuit is responsible for maintaining a buffer in the temporary 
memory on the interface board. 
Figure 5.4 shows the schematic of the address generation circuit and figure 5.5 shows 
the simulation of the circuit. The address generator is realized as a 16 bit counter, which 
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increases its output value on the falling edge of the signal "next" fed to the clock of the 
counter. The counter has an asynchronous clear input (which can be used to reset the counter 
value to hOOOO). Fig.5 illustrates the simulation results. The output value of "buff_addr" is 
increased for each falling edge of "next". 
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Figure 5.4. Address generator 
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The clock generator, a schematic of which is shown on figure 5.6. senses the rising 
edge of the optical shaft angle encoder to start the clock generation. It clears a counter, whose 
value is subsequently increased at each clock pulse and compared to a limiting constant - 18. 
Once 18 pulses are generated on the "s_clock" output, the counter remains disabled until a 
new pulse from the shaft angle encoder is sensed. During counting output signals "busy" and 
"r_c" are set low and high respectively. 
crijm 
i *10010 
O-
Figure 5.6. Clock generator 
Figure 5.7 below shows the simulation of the clock generator. The most important 
problem, which the generating circuit would have is jitter on the shaft angle encoder signal. 
The circuit is designed so that it would not restart the counting if a shaft angle encoder pulse 
arrives before the 18 "s_clock" pulses were generated. Note on figure 5.7 that, the rising edge 
of the "osae_in" arriving just after O.Ous triggers the clock generation, but the rising edge 
arriving just before l.Ous does not. 
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Figure 5.7. Clock generator simulation 
The control block is realized as a state machine. A description of the state machine in 
VHDL follows. 
SUBDESIGN control 
( 
clock, sample, start : INPUT; 
crc_add, gen_addr, enable_clk, reg_sel[3..0] :OUTPUT; 
) 
VARIABLE 
Ctrl : MACHINE WITH STATES ( 
wait, 
enable, 
reg0_0, regO_l, reg0_2, reg0_3, 
regl.O, regl_l, regl_2, regl_3, 
reg2_0, reg2_l, reg2_2, reg2_3, 
reg3_0, reg3_l, reg3_2, reg3_3, 
reg4_0, reg4_l, reg4_2, reg4_3, 
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reg5_0, reg5_l, reg5_2. reg5_3, 
reg6_0, reg6_l, reg6_2, reg6_3, 
reg7_0. reg7_l, reg7_2, reg7_3. 
reg8_0, reg8_l. reg8_2, reg8_3, 
reg9_0, reg9_l, reg9_2. reg9_3, 
reglOJ), reglO_l, reg!0_2, reglO_3, 
regl 1_0, regll.l, regl l_2, regll_3. 
reg!2_0, reg!2_l, regl2_2, regl2_3, 
regl3_0, reg!3_l, regl3_2, regl3_3. 
ieg!4_0, reg!4_l, regl4_2. regl4_3. 
reg!5_0, regl5_l, regl5_2, regl5_3 
BEGIN 
ctrl.clk = clock; 
TABLE 
% Present state Inputs => Next state Outups % 
ctrl, start, sample ->ctrl, enable_clk, crc_add, gen_addr, 
reg_sel[3..0]; 
wait, 0, X => wait. 0, 0, 0, 0; 
wait, 1, X => enable, 1, 0, 0, 0; 
enable, 0, X => wait, 0, 0, 0, 0; 
enable, 1, 1 => reg0_0, 1, 0, 0, 0; 
reg0_0, X, X => regO_l, 1, 0, 1, 0 
regO_l, X, X => reg0_2, 1, 0, 0, 0 
regO_2, X, X => reg0_3, 1, 1, 0, 0 
reg0_3, X, X => regl_0. 1, 0, 0, 0 
regl_0. X, X => regl_l. 1, 0, 1, 1 
regl_l, X, X => regl_2. 1, 0, 0, 1 
regl_2. X, X => regl_3, 1, 1, 0, 1 
regl_3, X, X => reg2_0, 1, 0, 0, 1 
reg2_0, X, X => reg2_l, 1, 0, 1, 2 
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reg2_l, X, X => reg2_2, 1, 0, 0, 
reg2_2, X, X => reg2_3, 1, 1, 0, 
reg2_3, X, X => reg3_0, 1, o, 0, 
reg3_0. X, X => reg3_l, 1, o, 1, 
reg3_l, X, X => reg3_2, 1, o, 0, 
reg3_2. X, X => reg3_3. 1, 1, 0, 
reg3_3, X, X => reg4_0. 1, o, 0, 
reg4_0. X, X => reg4_l, 1, o. 1, 
reg4_l. X, X => reg4_2, 1, o. 0, 
reg4_2, X, X => reg4_3. 1, 1, 0, 
reg4_3, X, X => reg5_0, 1, o, 0, 
reg5_0, X, X => reg5_l, 1, o, 1, 
reg5_l. X, X => reg5_2, 1, o, 0, 
reg5_2, X, X => reg5_3, 1, 1, 0, 
reg5_3. X, X => reg6_0, 1, o, 0, 
reg6_0, X, X => reg6_l. 1, o, 1, 
reg6_l. X, X => reg6_2, 1, o, 0, 
reg6_2. X, X => reg6_3, 1, 1, 0, 
reg6_3. X, X => reg7_0, 1, o, 0, 
reg7_0, X, X => reg7_l, 1, o, 1, 
reg7_l, X, X => reg7_2, 1, o, 0, 
reg7_2. X, X => reg7_3. 1, 1, 0, 
reg7_3, X, X => reg8_0. 1, o, 0, 
reg8_0, X, X => reg8_l, I, o, 1, 
reg8_l, X, X => reg8_2. 1, o, 0, 
reg8_2, X, X => reg8_3, 1, 1, 0, 
reg8_3, X, X => reg9_0, 1, o, 0, 
reg9_0. X, X => reg9_l, 1, o, 1, 
reg9_l, X, X => reg9_2, I, o, 0, 
reg9_2, X, X => reg9_3. 1, 1, 0, 
2 
2 
2 
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3 
3 
3 
4 
4 
4 
4 
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reg9_3, X, X => reglOJ), 1, 0, 0, 9; 
regl0_0, X, X => reglO.l, 1, 0, 1, 10 
reglO_l, X, X => regl0_2, 1, 0, 0, 10 
regl0_2, X, X => regl0_3. 1, 1, 0, 10 
regl0_3, X, X => regl 1_0, I, 0, 0, 10 
regl 1_0, X, X => regl 1.1, 1, 0, 1, 11 
regll.l. X, X => regl 1_2, 1, 0, 0, 11 
regl 1_2, X, X => regll_3, I, 1, 0, 11 
regll_3. X, X => regl2_0, 1, 0, 0, 11 
regl2_0, X, X => regl2_l. 1, 0, 1, 12 
regl2_l, X, X => regl2_2, 1, 0, 0, 12 
regl2_2, X, X => regl2_3, I, 1, 0, 12 
regl2_3, X, X => regl3_0. 1, 0, 0, 12 
regl3_0, X, X => regl3_l. 1, 0, 1, 13 
reg!3_l. X, X => regl3_2. 1, 0, 0, 13 
regl 3^2, X, X => regl3_3. 1, 1, 0, 13 
regl3_3, X, X => regl4_0, 1, 0, 0, 13 
regl4_0, X, X => regl4_l, 1, 0, 1, 14 
regl4_l, X, X => regl4_2, 1, 0, 0, 14 
regl4_2. X, X => regl4_3, 1, 1, 0, 14 
regl4_3, X, X => regl5_0, 1, 0, 0, 14 
regl5_0. X, X => regl5_l. 1, 0, 1, 15 
regl5_l. X, X => regl5_2, 1, 0, 0, 15 
regl5_2, X, X => regl5_3, 1, 1, 0, 15 
regl5_3. X, X => enable, 1, 0, 0, 15; 
END TABLE; 
END; 
Figure 5.8 shows the operation of the control block state machine, once a signal 
"start" sets high (i.e. acquisition, should begin), the "enable_clk" output is set high, to enable 
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the clock generation circuit. The rising edge of the "sample" signal starts the state machine. 
The "reg_select" output is set to a value from 0 to F, which allows each of the 16 registers to 
put data on the data bus. The signals "gen_addr" and "crc_add" cause an address to be 
generated on the address bus and the value of the data bus to be accumulated in the CRC 
register. 
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Figure 5.8. Control block simulation 
Figure 5.9. shows the schematic of the CRC block. It is realized as a set of 16 XOR 
gates, which adds the value on the data bus to the one previously stored in the register (a set 
of D flip-flops). The accumulation is done at the rising edge of the "add" signal. The circuit 
also has a tri-state buffered output, i.e. the outputs of the CRC register are in high impedance 
state, until "enable" signal is set to high. 
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Figure 5.9. CRC block 
Figure 5.10. shows a simulation of the CRC register. The values of hOOOO, hFOFO, 
hOFOF, hFFFF are accumulated in the CRC register, which sets the output to hOOOO, hFOFO, 
hFFFF, hOOOO at each rising edge of the "add" signal, while "enable" is set to high. A high 
on "clear" resets the output to hOOOO. 
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Figure 5.10. CRC block simulation 
The register address circuit is realized by a 16-bit decoder, which is shown on figure 
5.11. The decoding is done on the rising edge of the clock and sets only one of the 16 
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"reg_sel" outputs to high, which enables the tri-state output of the appropriate register and 
allows the data contained in it on the data bus. 
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Figure 5.11. Register address circuit 
Figure 5.12 shows the simulation of the register address circuit. The value of 
"reg_num" is increased from 0 to F and the decoder correctly activates the outputs "reg_selO" 
through "reg_sell5". 
The function of the INT generator is to generate an interrupt every time one of the 
memory banks fills up, i.e. every time addresses hSOOO and hFFFF show on the address bus. 
The interrupt informs the computer to read the entire bank of data, while the next one is 
being filled with data. Thus the data rate is limited by the speed with which the host 
processor can read the data flow over the PCI bus. The INT generator is realized as a sum of 
the outputs of two comparators, one comparing the address (on the "data" input) to hSOOO 
and the other to hFFFF. 
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Figure 5.12. Register address circuit simulation 
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Figure 5.14 shows a simulation of the INT generator. Note, that the output "equal" 
sets to high every time hSOOO or hFFFF shows on the "data" input. There is a delay of at least 
8 ns for the comparators to settle, but this delay is insignificant. The INT signal stays high 
until the next data sample is acquired. 
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Figure 5.14. INT generator simulation 
The S IPO circuit is realized by an 18 bit shift register, whose 16 most significant bits 
are connected to a tri-state buffering circuit. As already stated the AD977A requires at lest 17 
clock cycles to output a data sample, therefore two of the bits are dropped. The outputs of the 
register are in high impedance state, until the "enable" signal is set to high. 
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Figure 5.15. S IPO schematic 
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Figure 5.16 shows a simulation of the S IPO circuit. The data on "data_in" line is 
shifted in the register, while the outputs are in high impedance state. When the "enable" 
signal is set to high the correct value bl 10110100011100 is output on "sipo_out0" thorough 
"sipo_outl5". A high on "clear" clears the outputs to zero. Note that the value of "data_in" is 
sensed on the rising edge of the clock. 
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Figure 5.16. S IPO simulation 
The velocity counter circuit (shown of figure 5.17) senses the output of the optical 
shaft angle encoder and counts the number of clock cycles between two consecutive 
"osae_in" pulses. The counter value is stored into a set of D flip-flops and is output when the 
"enable" signal is set to high. As with all the other registers the outputs are tri-state buffered. 
A comparator is used to determine when the acquisition should begin (i.e. at what velocity). 
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This is necessary, since even with the tool motionless, the shaft angle encoder will produce 
"noise" pulses occasionally and those should not trigger a sample acquisition. 
CD-
a 
Figure 5.17. Velocity counter 
Figure 5.18 shows the simulation results obtained from the velocity counter circuit. 
Note, that when the "enable" signal is set to high, the last value stored in the flip-flops is 
h50F2. This value is obtained from "osae_in" pulses, that are not visible in the window. 
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CHAPTER 6. MECHANICAL ASPECTS OF PULL RIG 
The RFEC test tool has to be mounted on a mobile platform and be capable of 
operating at speeds of up to 10 mph. The pull rig has to be able to accelerate the tool up to 
the desired speed, keep the speed constant during the test and decelerate and stop safely. The 
pull rig should contain multiple safety measures, because it will be operated in laboratory 
areas in the presence of people. The tool should create as little noise, vibration or any other 
disturbance as possible. 
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Timing bell/Cable 
\ Gear reducer 
< Wrapped drive pulley 
Rotor power supply spool 
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Data acquisition 
unit 
Wheel disc Rotor 
Pipe length is approximately 75 feet 
Figure 6.1. RFEC tool and pull-rig 
Figure 6.1 shows the major components of the pull-rig. The length of the pipe is 
approximately 75 feet, spanning three laboratories (as indicated by the partition walls on the 
diagram). The test section is only 10 feet long. The tool is accelerated by a 17 hp motor and 
gear-reducer system driving a 140 feet long belt and cable attached to the tool in a closed 
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loop. The motor is controlled by a micro-controller, which can communicate with a control 
PC via RS232 interface. 
The safety systems implemented on the pull-rig include: 
• Mechanical braking system; 
• Electrical regenerative braking system; 
• Front and back end limit cut-off switches; 
• Dead-man switch, requiring operator control during test runs; 
• Several feet soft cushion located at the remote end of the pipe; 
• Air cushioning; 
• Safety measures in the control software (e.g. no open end commands, 
parameter limit checks); 
The safety measures were carefully selected and implemented, such that an adequate 
amount of safety be provided, without burdening the pull-rig operator. The pull rig is able to 
move the tool at any point with speeds up to 24 km/h with an accuracy of 2 mm. 
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CHAPTER 7. CONCLUSIONS 
The work presented in this dissertation focused on the development of a non­
destructive testing technique based on remote field eddy currents generated by a rotating 
magnetic field. The conventional MFL testing technology is not capable of detecting axially 
oriented defects, such as SCC. The main aim of this research was to evaluate if the RFEC-
RMF technique can be used to detect not only SCC and in general axially oriented defects, 
but also other types of defects. 
7.1. Summary of accomplishments 
Three major contributions of this thesis are: design and developments of the 
excitation-sensor assembly, static test bed and a fully operational pull rig. As a part of the 
pull rig, an autonomous inspection vehicle was developed. The inspection vehicle consists of 
a three-phase rotor, used as an excitation source and a data acquisition system, built on an 
embedded PC host platform. The data acquisition system consists of an array of sensors and 
acquisition electronics, coupled to the PC via an FPGA based PCI interface card. 
A test bed was developed, which enables non-destructive testing using the RFEC-
RMF technique, under static conditions. A feasibility study of the RFEC-RMF method was 
carried out, in which the magnitude and phase of the voltage induced in a coil positioned 
under a defect were measured. Four sets of defects were produced in an 8" steel pipe and 
used in the measurements: 
• Axially oriented defects with depths of 20%, 40%, 60% and 80% of the pipe-wall 
thickness. 
• Circumferentially oriented defects with depths of 20%, 40%, 60% and 80% of the 
pipe-wall thickness. 
• Defects skewed approximately 45 degrees to the pipe axis and with depths of 20%, 
40%, 60% and 80% of the pipe-wall thickness. 
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• Round defects with diameter of 1 inch and 1.5 inch and with depths of 20% and 30% 
of the pipe-wall. 
It was found that the RFEC-RMF method is capable of detecting all the defect types. A 
colony of SCC also produced measurable signal. It was observed that the more the axis of the 
defect is oriented in circumferential direction, the less information there is in the phase of the 
measured signal and the more information is contained in the magnitude. 
A dynamic measurement system was designed. The mechanical design of the pull rig 
operation was completely developed, built and tested. Most of the components of the data 
acquisition system were designed, fabricated, tested and integrated. The FPGA configuration 
was developed and simulated. The components of the pull rig were developed, tested and 
installed. 
7.2. Future efforts 
This work should be continued in the directions outlined below. The efforts should be 
concentrated on the integration of the data acquisition tool and conducting a parametric study 
once the tool is operational. 
• FPGA configuration: The FPGA configuration has to be finalized in order to 
continue the development of the embedded PC acquisition software. All the 
individual elements of the configuration have been developed, but they must 
be integrated and the integrated circuit must be simulated. It is possible that 
during the process some changes in the individual elements would be 
necessary. The next step is floor planning, where the ports of the circuit have 
to be matched to the pins of the actual FPGA. After floor planning has been 
done, the configuration has to be programmed in a configuration EPROM. 
• Motor control software: The test rig motor control software requires a more 
effort. A GUI and a set of communication classes were developed. The efforts 
should be concentrated on implementing and testing safe motion control 
algorithms. Most of the work can be done without the pull rig being 
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operational. But, some important components of the control software would 
require that the pull rig be fully operational, for example, the drive motor 
would not spin, when it detects that no load is present. In other words, it 
requires that the inspection vehicle be connected to the pull rig cable, or at 
least an object of approximately the same weight be used instead. 
• Signal processing software. The tool collects the waveforms of the voltage 
induced in 13 sensors and one reference sinusoidal signal. These signals will 
be contaminated by noise and will most likely have to be de-trended. The 
useful information is in the phase difference of each signal waveform with 
respect to the reference. Once obtained the phase signals will also require 
processing, such as unwrapping, de-noising, etc. Work on the processing 
software can commence, once data is collected. 
• Parametric studies: The tool is designed to collect signals from SCC but it is 
important that tool be tested with other defects types, such as saw-cuts, EDM 
notches. Introducing defects with known parameters into the test section can 
do this. The effect of tool speed should also be investigated. 
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APPENDIX A. DAQ BOARDS SCHEMATIC 
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