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We use numerical simulations to predict peculiar magnetotransport fingerprints in polycrystalline
graphene, driven by the presence of grain boundaries of varying size and orientation. The formation
of Landau levels is shown to be restricted by the polycrystalline morphology, requiring the magnetic
length to be smaller than the average grain radius. The nature of localization is also found to
be unusual, with strongly localized states at the center of Landau levels (including the usually
highly robust zero-energy state) and extended electronic states lying between Landau levels. These
extended states percolate along the network of grain boundaries, resulting in a finite value for the
bulk dissipative conductivity and suppression of the quantized Hall conductance. Such breakdown
of the quantum Hall regime provoked by extended structural defects is also illustrated through
two-terminal Landauer-Bu¨ttiker conductance calculations, indicating how a single grain boundary
induces cross linking between edge states lying at opposite sides of a ribbon geometry.
Introduction. Massless Dirac fermions in graphene
[1] exhibit remarkable transport characteristics such as
Klein tunneling [2], weak antilocalization [3], and a half-
integer quantum Hall effect (QHE) [4–6]. Such peculiar-
ities stem from the pseudospin degree of freedom, which
is embedded in the wave function symmetry of graphene
and brings supplementary quantum interferences through
the Berry’s phase. In high magnetic fields, this results in
an unconventional Landau level (LL) spectrum with en-
ergies given by En = sgn(n)
√
2~vF 2eB|n|, the presence
of a zero-energy LL, and a quantized Hall conductivity
σxy = 4e
2/h× (n+1/2) [4, 5, 7] that is observable at low
magnetic field and room temperature [8]. A variety of
theoretical [9–12] and experimental [13–15] studies have
also suggested the existence of quantum critical states
that make graphene insensitive to disorder-induced lo-
calization at the Dirac point, both in the presence and
absence of magnetic fields. This makes graphene an in-
triguing candidate for next-generation electronic applica-
tions [16], and as a material for high-precision quantum
resistance standards [17].
Currently, chemical vapor deposition (CVD) is the
best approach for the growth of wafer-scale graphene,
but this process results in a polycrystalline material,
where pristine graphene grains of different orientations
are stitched together by a disordered network of intercon-
nected grain boundaries [18, 19]. These grain boundaries
(GBs) can dominate the electrical properties of polycrys-
talline graphene, making them undesirable for electron-
ics applications [20–23]. The precise characterization of
this material has thus become crucial from an application
perspective. In this regard, the particularly complex and
tunable morphology of polycrystalline graphene presents
unanswered questions concerning the formation of LLs
and the conditions for observation of the QHE.
In this work, we provide theoretical insight into in-
trinsic magnetotransport phenomena in polycrystalline
graphene. Using efficient order-N methods, we compute
the density of states (DOS) and dissipative conductiv-
ity of polycrystalline graphene samples under a perpen-
dicular magnetic field. The finite size of the grains is
shown to strongly suppress the formation of LLs, where
the zero-energy LL emerges only when the dimensionless
parameter κ = rG/`B ≥ 1, with rG the average grain
radius and `B =
√
~/eB the magnetic length. Addition-
ally, in contrast to pristine graphene, the nature of the
transport is completely reversed by the polycrystallinity.
States at the center of the LL, usually robust against
localization, are blocked from propagating across GBs
and remain confined inside the grains. Moreover, states
between LLs form a bulk percolating network along the
GBs. As a result, the dissipative conductivity remains
finite and the Hall conductivity quantization is corre-
spondingly suppressed. This picture is supported by two-
terminal conductance simulations of a wide graphene rib-
bon with a transverse line defect, which mimics a GB.
These features contrast with the usual characteristics of
the metal-insulator transition in exfoliated graphene, and
could be experimentally tuned by controlling the grain
size distribution during CVD growth of polycrystalline
samples.
System description and simulation methodology. The
starting point of our study is the simulation of elec-
tronic transport in large-area polycrystalline graphene
samples, containing millions of atoms and consisting of
varying grain misorientation angles, realistic carbon ring
statistics, and unrestricted GB structures, based on the
method reported in Ref. [24]. The samples are described
with a tight-binding Hamiltonian Hˆ, with the external
magnetic field modeled as a standard Peierls phase fac-
tor on the hopping elements of Hˆ [25]. The Kubo con-
ductivity σxx is calculated with an order-N , real space
2FIG. 1. (Color online) (a) Main frame: DOS of a poly-
crystalline sample with 15 nm average grain diameter and
magnetic field strengths given by κ ∈ [0, 4]. Inset: DOS at
the Dirac point for the polycrystalline sample with varying
κ (solid circles) and for pristine graphene at corresponding
magnetic fields (open squares). A broadening of 13 meV was
used in both cases. (b) DOS of polycrystalline samples of
different grain diameters. Solid (dashed) lines are for a fixed
magnetic field of 32 T (0 T). Curves are offset for clarity.
approach [26], which is well suited for large disordered
low-dimensional systems. The scaling properties of σxx
are followed numerically through wave packet dynamics
as
σxx(E) = e
2ρ(E) lim
t→∞
d
dt
∆X2(E, t), (1)
where ρ(E) is the DOS, ∆X2(E, t) = Tr[δ(E−Hˆ)|Xˆ(t)−
Xˆ(0)|2]/Tr[δ(E−Hˆ)] is the mean square displacement of
the wave packet, and Xˆ(t) is the position operator in the
Heisenberg representation. Short (long) time evolution
is calculated with a time step of 0.25 fs (0.5 ps). Cal-
culations are performed on systems containing over ten
million carbon atoms, corresponding to sizes larger than
500× 500 nm2.
For the two-terminal conductance we consider a
graphene ribbon with a transverse line defect consisting
of pentagonal and octagonal carbon rings, as shown in
the inset of Fig. 4(a). This type of defect has been
widely investigated [27–36] and represents a prototype of
the line defects found at the GBs. To demonstrate the
generality of our results, we also consider a tilt GB con-
sisting of pentagonal and heptagonal carbon rings, see
the inset of Fig. 4(b). To simulate electron transport
we use the Green’s function formalism [37], which gives
the two-terminal conductance in terms of the Landauer-
Bu¨ttiker formula
G(E) = (2e2/h)Tr[GR(E)Γ(S)(E)GA(E)Γ(D)(E)], (2)
where Γ(S/D) are the rate operators for the source and
drain contacts and GR/A are the retarded and advanced
Green’s functions. From the lesser Green’s function G<
we extract the local density of occupied states on the ith
atom as
ρi(E) = =m[G<(E)]ii/(2pi). (3)
This quantity is a valuable tool to analyze how electrons
injected from the source distribute within the system.
We note that our tight-binding models do not include
effects such as spin-orbit coupling or particle-particle in-
teractions, which may have a quantitative impact on the
results presented here. However, we believe that the
qualitative nature of our results and the general physical
mechanisms at play will remain intact with the inclusion
of these effects.
Results and discussion. We first investigate the effect
of polycrystallinity on the formation of LLs in samples
with different average grain diameters [38]. Figure 1(a)
shows the evolution of the DOS of a sample with an aver-
age grain diameter of 15 nm as the magnetic field varies
from 0 to κ = 4. The formation of LLs is clearly sup-
pressed for low magnetic fields, while for κ = 4 the DOS
begins to resemble that of pristine graphene, with multi-
ple LLs at energies proportional to
√
B|n|. This transi-
tion is highlighted in the inset of Fig. 1(a), which shows
the DOS at the Dirac point for the 15-nm sample and for
pristine graphene. For κ < 1, the zero-energy LL cannot
form and the zero-energy value of the DOS is dictated by
the impurity states induced by the GBs. For κ > 1, the
DOS begins to increase and approaches that of pristine
graphene. The condition κ = 1 occurs when `B = rG,
marking the point where a classical cyclotron orbit can
fit inside an individual grain. In Fig. 1(b), we plot the
DOS of three polycrystalline samples of different grain
diameters at a fixed magnetic field of 32 T. Due to their
differing grain sizes, κ is different for each sample. A
larger grain size clearly facilitates a stronger formation
of LLs since the condition κ > 1 is met for smaller mag-
netic fields. Extrapolating to a sample with an average
grain diameter of 500 nm, a magnetic field as small as
170 mT should be enough to obtain a well identified LL-
spectrum similar to the one seen in Fig. 1(a) for κ = 4
(ignoring the effect of disorder within the grains).
Next we investigate the effect of polycrystallinity in
the strong quantum Hall regime, when κ  1. A pe-
culiar spatial distribution of the electronic states is ob-
tained in this regime, as shown in Fig. 2, where we plot
(for κ = 9) the local DOS of the 15-nm sample (a) at
the Dirac point, and (b) at an energy halfway between
the zero-energy LL and the first LL. At the Dirac point,
states are mainly confined inside the grains, with the GBs
3FIG. 2. (Color online) (a) Local DOS at the Dirac point for
a polycrystalline sample with an average grain diameter of 15
nm. (b) Local DOS for an energy of 0.5 eV located between
the zero-energy LL and the first LL. In both panels, κ = 9.
acting as strong impeding barriers, disconnecting elec-
tronic propagation from grain to grain. Meanwhile, be-
tween LLs the DOS remains finite with electronic states
residing on and around the GBs, forming an extended
network throughout the bulk of the sample. This partic-
ular spatial distribution of states also applies to higher
energies at and between LLs, and plays an important role
in the transport properties of the polycrystalline sample.
This can be seen in Fig. 3(a), where we plot the longi-
tudinal conductivity σxx (solid line) for this sample, su-
perimposed with the total DOS (dashed line). The curve
for σxx has been taken at a simulation time of t = 10 ps,
allowing the wave packet to explore a large number of
grains. In contrast to other forms of disordered graphene
[9], the energy dependence of σxx does not reflect that
of the LL spectrum. In particular, the conductivity is
suppressed at the LLs, while it remains finite between
LLs. This situation is opposite that of the conventional
QHE, for which states at the center of LLs are robust
against localization while bulk states beyond the mobil-
ity edges all become localized, enabling both a quantized
Hall conductivity and a longitudinal conductivity that
qualitatively resembles the DOS.
The nature of the states at and between LLs can
be partially revealed by their time-dependent behavior.
This is shown in the inset of Fig. 3(a), where we plot
the diffusion coefficient D(E, t) = ddt∆X
2(E, t) for en-
ergies at the center of two LLs (marked by arrows at
ν = 0 and 4) and energies between LLs (at ν = 2 and
6). The localized nature of the states at the center of
the LLs is clear from the fast decay of D. The oscil-
lations are related to the corresponding cyclotron reso-
nances ωc = vF /`B×(
√
2(n+ 1)−√2n) [7]. Meanwhile,
between LLs, D exhibits a weak time-dependent decay,
which is typical for extended states in the weak local-
ization regime [26]. This behavior connects to the finite
value of σxx between LLs, where the current is conveyed
by states which propagate through the GB network as
pictured in Fig. 2(b). It should be noted that the precise
morphology of our samples can have a quantitative effect
FIG. 3. (Color online) (a) Kubo conductivity (left axis) and
superimposed DOS (right axis) of a polycrystalline sample
with 15 nm average grain diameter and κ = 9. The con-
ductivity has been calculated at a simulation time of 10 ps.
Inset: Time-dependent diffusion coefficient at selected ener-
gies (ν = 0, 2, 4, 6) marked by arrows in the main frame. (b)
Magnetic field dependence of the conductivity at ν = 2, in-
dicating a transition to a percolating regime at κ > 1. The
insets show a zoom-in of the LDOS at ν = 2 for κ = 4 and
κ = 9, where the black lines show the location of the GBs.
on our results. For example, larger and better-connected
grains result in reduced localization at the LLs, giving a
profile of σxx that more closely resembles the DOS [38].
However, the qualitative nature of our results, and the
fundamental role played by the GBs, remains unchanged.
To more clearly understand the transport mechanism
associated with the finite bulk conductivity between LLs,
in Fig. 3(b) we plot σxx as a function of κ, where σxx is
chosen at an energy halfway between the zeroth and first
LL. For low magnetic fields (κ < 1) the system exhibits a
negative magnetoresistance behavior, highlighting a weak
localization effect induced by the GBs. Meanwhile, for
κ > 1, LLs are able to form and the electronic states
concentrate along the GB network, as illustrated in Fig.
2(b). The system then transitions to a strong regime of
positive magnetoresistance. In particular, the scaling of
the conductivity follows σxx ∝ exp(−ακ) ∝ exp(−l0/lB),
as indicated by the dashed line in Fig. 3(b). This scal-
ing with magnetic field is indicative of percolation trans-
port through the bulk network of disordered GB states,
mediated by hopping between adjacent clusters of non-
hexagonal defects. In this transport picture the con-
4ductivity scales as exp(−R/ξ), where R is a character-
istic distance between defect states and ξ is the size of
the wavefunction associated with each defect state [39].
In a strong magnetic field the size of the wavefunction
becomes proportional to lB , giving a conductivity that
scales as exp(−l0/lB) [40]. This behavior is visualized in
the insets of Fig. 3(b), where we plot a zoom-in of the
LDOS at ν = 2 for κ = 4 (left inset) and κ = 9 (right in-
set). The superposed black lines indicate the position of
the GBs. These images illustrate that the states around
the GB defects become more localized with stronger mag-
netic fields, which in turn reduces the hopping between
defect sites and thus the conductivity through the GB
network. The fit to the data in Fig. 3(b) gives a value of
l0 = 2.5 nm for the 15-nm sample.
To further clarify the effect of individual GBs on trans-
port in the quantum Hall regime, we analyze the two-
terminal conductance of a graphene ribbon with a width
of 100 nm under a perpendicular magnetic field of B = 40
T. As shown in Figs. 4(a) and 4(b), the pristine rib-
bon exhibits the usual quantization of the half-integer
QHE. The plateaus correspond to energies between LLs,
where the current is carried through chiral edge states.
In resonance with our results for two-dimensional (2D)
graphene, the conductance quantization is partially lost
when a transverse line defect is incorporated within the
ribbon. This effect, apart from the quantitative details of
the conductance, is present in both GBs and is expected
to be general and independent of the specific geometry
of the GB.
Therefore, we focus on the geometry of Fig. 4(a) and
examine the spectral distribution of injected charge car-
riers at two representative energies. First we consider
E = 140 meV, corresponding to a high scattering re-
gion. The local DOS of electrons injected from the right
side of the system is shown in Fig. 4(c), where electrons
initially flow along the bottom edge, corresponding to
the left-moving chiral edge state. When they reach the
GB, they are partly transmitted to the left contact and
partly deflected along the GB and finally backscattered
along the top edge. This cross linking of edge states is
at the heart of the loss of the Hall conductance quantiza-
tion, and has recently been reported in graphene samples
decorated with bilayer patches [41–43].
We also consider the energy E = −262 meV, which cor-
responds to a region in Fig. 4(a), where the conductance
remains quantized, i.e., backscattering is absent. The
local DOS of injected electrons is shown in Fig. 4(d).
Injected charges flow along the top edge (the chirality
of the edge states is opposite for negative energies) and
upon reaching the line defect, only partially penetrate
into the bulk while continuing along the top edge to the
left contact. The poor penetration along the line defect
prevents charge from reaching the other edge, thus sup-
pressing backscattering. We note that this suppression
of backscattering is absent from our bulk calculations,
FIG. 4. (Color online) (a) Transmission coefficient vs. energy
E of a 100 nm wide armchair ribbon with a transverse GB
consisting of pentagonal and octagonal rings, shown in the
inset, at B = 40 T. (b) Same as (a) but with a transverse GB
consisting of pentagonal and heptagonal rings. (c) Spatial
distribution of the right-injected local DOS at E = 140 meV.
(d) Same as (c) at E = −262 meV.
and thus is likely a feature of the periodicity and band
structure of these particular GBs [38].
While GBs in CVD graphene have more complex ge-
ometries than the line defects considered here, our results
capture and visualize the main mechanism of the QHE
breakdown, complementing our results for 2D graphene.
Finally, we would like to remark that the conductance re-
ported in Fig. 4(a) shows several peculiar features which
are specific to the geometry of the line defect considered
and whose interpretation is thus deferred to the Supple-
mental Material [38] for the interested reader. The rich-
ness of the physics seen in our simulations may also find
experimental confirmation, since very long and clear line
defects have been experimentally reported [44].
Conclusions. While the QHE appears to be robust
against strong point scatterers such as hydrogen [14],
the presence of GBs in polycrystalline graphene jeopar-
dizes the emergence of the QHE in two respects. For
5small magnetic fields, the formation of LLs is limited by
the size of the grains and cannot occur until `B < rG.
When LLs are fully developed, the nature of localiza-
tion remains energy dependent but is strongly altered
by the GBs, with bulk transport facilitated for energies
between LLs and localization inside the grains at the cen-
ter of LLs. Together, these effects are expected to sup-
press the quantized Hall conductance and may help to ex-
plain recent quantum Hall measurements of CVD-grown
graphene [15, 45–47]. This phenomenon has also been
illustrated by the cross linking of edge states induced by
a single GB in a graphene ribbon geometry. Such pe-
culiar transport features open possibilities for improved
structural characterization of CVD-grown polycrystalline
graphene, since the average grain size and the density
of nonhexagonal defects is directly connected to anoma-
lous transport characteristics in the high magnetic field
regime.
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