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In this paper we first summarize the perturbation theory in a sun-reflexive 
Banach space. Next we shall introduce the concept of strong ergodicity for the 
evolutionary system and then we investigate conditions under which the evolutionary 
system generated by the perturbation of a C,-semigroup in a sun-reflexive Banach 
space becomes strongly ergodic. Subsequently, we construct the evolutionary 
system corresponding to Lotka’s renewal equation and apply it to prove strong 
ergodicity of the age-structured population with time-dependent vital rates. Finally, 
we study the controllability of the age-structured population controlled by changing 
its total fertility rate. c 1992 Academic Press, Inc. 
1. INTRODUCTION 
In age-dependent population dynamics, the basic population model is 
described by the Lotka-McKendrick-Von Foerster system: 
( ) -&+$ P(U, t)= -P(a)/44 t), t>O,O<a<w, (l.la) 
~(0, t) = SW m(a) ~(a, t) da, t > 0, (l.lb) 
0 
Aa, 0) = d(a), O<abo. (l.lc) 
In this system, p(a, t) denotes the age-density at time t, that is, J!p(u, t) da 
is the number of individuals at time t between age o! and age j?. p(u) and 
m(u) are the per capita death rate and birth rate at age a, respectively. The 
integral boundary condition (l.lb) implies that newborns have age zero. 
The number o is the life span of the members of the population or is the 
upper bound of the reproductive age, i.e., m(u) = 0 for a > CD. 
102 
0022-247X/92 $3.00 
Copyright 0 1992 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
STRONG ERGODICITY 103 
Although traditionally the system (1.1) has been solved by reducing it to 
a renewal integral equation, recently the semigroup approach to the above 
system has been widely developed by several authors and has shown its 
usefulness to study the asymptotic behavior of the population system [29, 
22, 161. Assume that VEX:= L’(0, o), ,M, m EL~(O, o) and define the 
population operator A as 
(Ad)(a) =- $4(a) - Aa) #(a), 
D(A)={q5~X:q5~AC[O,r.,],)(O)=~~m(a)m(o)da}, 
0 
where AC[O, w] is the set of absolutely continuous functions on [0, 01. 
Then the system (1.1) can be formulated as an abstract Cauchy problem in 
the Banach space X: 
-$I =4(t), p(O)=4EX 
where p(t) =p( ., t) E X. Since the population operator A generates a 
Co-semigroup T(t), t 3 0, called the population semigroup, the evolution of 
the population in the state space X is given by 
P(t) = T(t) 4, t 3 0. (1.4) 
However, if we want to deal with the time-inhomogeneous problem, i.e., 
the population with time-dependent vital rates, the semigroup approach 
has to be extended. In this case, since the domain of the population 
operator includes the time-dependent fertility rate m(a, t), we have not so 
far had a general way to construct the evolutionary system U(t, s), 
0 <s < t, such that U(t, s) 4,4 E X, gives the solution of the Cauchy 
problem 
$P(t) = A(t)A P(J)=dEx 
where 
(A(t) d)(a) = - f 4~) - Aa, t) &a), (1.6) 
D(A(t))={(EX:dEAC[O,m], qb(O)=~~m(a, t)B(u)da}. 
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Recently Clement et al. [S, lo] developed a systematic method to construct 
evolutionary systems by perturbing C,-semigroups in sun-reflexive Banach 
spaces. Instead of the general system (1.3), consider the special simple case 
-$P(l) = AoP(tL P(O) =d E x 
where the operator A, is the closed operator in X given by 
(AodNa) = - $4(u) - Au) 4(U)> (1.8) 
D(A,) = ($4 E x: $4 E AC[O, w], f)(O) = 0). 
Note that A, generates a C,-semigroup To(t), t 2 0. Then, formally 
speaking, the system ( 1.1) can be seen as a perturbed system 
-&~ = AoAt) + &J(t), p(0) = q5 Ex. 
The operator B is defined by 
(W)(a) = 6 j w m(a) d(a) da, (1.9b) 
where 6 denotes Dirac’s delta function. If the operator B is a bounded 
linear operator from X to X, it is well known that A, + B generates the C,- 
semigroup T(t),  > 0, defined as a solution of the variation-of-constants 
formula 
T(t) tj = T,(t) 4 + j’ To(t - T) BY-(z) cj dr. 
0 
(1.10) 
However, since the operator given by (1.9b) maps out of the space X into 
some bigger space Y, we cannot apply this well-known result to our 
problem (1.9). However, Clement et al. [S] proved that in a sun-reflexive 
Banach space with respect to A,, such a bigger space can be constructed 
systematically and the extended variation-of-constants formula defines the 
Co-semigroup T(t), t> 0. Moreover, they proved that the time-dependent 
perturbation B(t): X + Y defines the evolutionary system U(t, s), 0 d s d t 
[lOI. 
In this paper we first summarize the perturbation theory in a sun- 
reflexive Banach space developed by Clement et al. [8, lo]. Next we shall 
introduce the concept of strong ergodicity for the evolutionary system, 
which is a natural extension of the idea of asynchronous exponential 
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growth for C,-semigroups introduced by Webb [30]. Then we investigate 
conditions under which the evolutionary system generated by the perturba- 
tion of a C,-semigroup in a sun-reflexive space becomes trongly ergodic. 
We shall apply this perturbation approach to two demographic problems. 
First, we construct the evolutionary system corresponding to Lotka’s 
renewal equation. We shall prove sufficient conditions for strong ergodicity 
of the age-structured population with time-dependent vital rates. Next we 
study the controllability of the age-structured population controlled by 
changing its total fertility rate. 
2. DUAL SEMIGROUPS 
In this section we summarize the results for dual semigroups which are 
needed for our purpose. For their proofs, the reader may refer to Butzer 
and Berens [7], Clement et al. [9], Hille and Phillips [15], and 
Yosida [ 311. Let X be a (non-reflexive) Banach space and let T(t), t > 0, 
be a strongly continuous semigroup of bounded linear operators on X with 
infinitesimal generator A. Let T*(t), t 2 0, denote the semigroup of adjoint 
operators acting on the dual space X* and let A* denote the adjoint of A. 
PROPOSITION 2.1. (1) For any x* E X* the map t + T*(t) x’ from R + 
into X* is weakly * continuous. 
(2) A* is the weak * generator of T*(t); that is, x* belongs to D(A*) 
if and only if (l/t)( T*( t) x* -x*) converges in the weak * topology as t JO, 
and whenever there is convergence the limit is A*x*. 
The above proposition implies that u*(t) = r*(t) x* is a solution of the 
Cauchy problem 
f u*(t) = A*u*(t), P(O) = x* E x*, (2.1) 
whenever x* E D(A*) if differentiation is understood in the weak * sense. 
Generally, the semigroup of bounded linear operators T*(t), t > 0, is not 
necessarily strongly continuous, although T*(t), t > 0, is a weak * con- 
tinuous semigroup. Now we define a subspace X0 of X* by 
X0:= {x*EX* :l,i~ )IT*(t)x*-x*11 =O}. (2.2) 
Then it is easily seen that the subspace X0 is invriant under T*(t) and that 
X0 is norm-closed. Let TO(t), t >, 0, denote the restriction of T*(t) to X0. 
Then TO(t), t 3 0, is strongly continuous. Moreover the following holds: 
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PROPOSITION 2.2. Let A0 be the infinitesimal generator qf To(t), t B 0. 
Then the foIlowing holds: 
(1) XO=D(A*). 
(2) A0 is the part of A* in X0, i.e., the largest restriction of A* with 
both domain and range in X0. 
(3) D(AO) is weak * dense in X*. 
In what follows the elements of X, X*, X0, etc. are denoted by x, x*, 
x0, etc. We use (x, x*) and (?c* , x) interchangeably to denote the value 
of x* at x when x E X and x* E X*. Moreover, integrals of functions with 
values in a dual Banach space are regarded as weak * Riemann integrals. 
Hence if t + x*(t) is continuous from [a, b] to X* equipped with its 
weak * topology, then ji x*(z) d7 is defined as the unique element of X* 
satisfying 
ix,{:x*(*)d*)=J: (x,x*(T))dT forall XCX. 
The prime norm on X is defined as 
II-XII’:= SUP{l< x,x0)1 :x0,x0, I/xOll <l} for XE X. 
Then it follows that 
LEMMA 2.3. (1) The prime norm is equivalent with the original norm and 
when T(t) is a contraction semigroup the two norms are actually the same. 
(2) If we equip X with the prime norm, the norm on X0 remains 
unchanged; i.e., 
IIxOI/ := SUPCIC x,x0)1 :xsx, Ilxl(‘d l} for xOEXO. 
By taking the dual once more, we again have a weak * continuous semi- 
group TO*(t) with weak * generator AO* on X0*. Every x E X defines a 
continuous linear functional on X* and hence can be considered as an 
element of X0*. Since X0 is weak * dense in X* and X* separates the 
points of X, (x - y, x0) = 0 for all x0 E X0 implies that x = y for x, y E X. 
Therefore if we equip X with the prime norm there exists an isometric 
isomorphism of X onto a closed subspace of X0*; that is, we can embed 
X into X0* by means of the natural mapping. In the following we shall 
identify X with its embedding into X0*. By taking the restriction we 
introduce the subspace 
x00 : = {x0* E x0* : lim 11 TO*(t) x0* - x0* 11 = 0). 
r10 
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In this case it can be proved that the prime norm on X0 is the same as the 
original norm (see [ 151). It is clear that Xc X00, since T(t) is strongly 
continuous. 
DEFINITION 2.4. X is called sun-reflexive (a-reflexive) with respect o A 
if and only if X= X00. 
3. EVOLUTIONARY SYSTEMS AND THE VARIATION-OF-CONSTANTS FORMULA 
In this section we state some results for the perturbation theory of dual 
semigroups’in sun-reflexive Banach spaces without proofs. The reader may 
refer to Clement et al. [8, lo] for their proofs. 
Let X be a Banach space and let To(t), t > 0, be a C,-semigroup with 
generator A, and assume that X is sun-reflexive with respect to A,. Let 
t, > 0 and let B(t), t E [0, to], be a family of bounded linear operators from 
X to X0*. We assume that B(t), t E [0, t,], is strongly continuous; i.e., for 
each x E X the mapping t + B(t) x is continuous from [0, to] to X0*. 
DEFINITION 3.1. Let t,>O and let A:= {(t,s)ER2:O<sQt<to}, 
A* : = {(s, t) E R* : 0 <s < t < to}. A two-parameter family iJ(t, s), (t, s) E A, 
of bounded linear operators on a Banach space X is called a forward 
evolutionary system on X if the following two conditions are satisfied: 
(1) U(s, s)=Z (the identity), O<s<t,, 
(2) U( t, r) U(r, s) = U( t, s), 0 6 s d r < t < to (multiplicative property). 
A two-parameter family V(s, t), (s, t) E A* of bounded linear operators on 
X is called a backward evolutionary system if 
(1) V(t,t)=Z, o<tgt,, 
(2) V(s,r)V(r,t)=V(s,t),Ods<r<t<t,. 
An evolutionary system U(t, s), (t, s) E A (or V(s, t), (s, t) E A*), is said 
to be strongly continuous if for each x E X the mapping (t, s) -+ 
U(t, s) x ((s, t) + V(s, t) x) is continuous from A (A*) to X. Let U(t, s)* 
be the adjoint operator of U(t, s). If we define the system u*(s, t), 
(s, t) E A* by U*(s, t) : = U(t, s)*, 0 <s G t < t,, then it is easily seen that 
U*(s, t), (s, t) E A*, forms a backward evolutionary system. We call it the 
dual system of U(t, s), (t, s) E A. 
PROPOSITION 3.2. The variation-of-constants formula 
U(t,s)x=T,,(t-s)x+jrT$)*(t-r)B(T)U(qs)xdr, (t,s)~A,xeX, 
s 
(3.1) 
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uniquely defines a strongly continuous forward evolutionary system U(t, s), 
(t, S)Ed. 
In general we cannot expect that U(t, s) x is differentiable with respect o 
t in the norm topology of X; U(t, s) x is not necessarily the solution of the 
Cauchy problem 
; u(t) = A(t) u(t), u(s) = x E &4(s)). (3.2) 
However, since X is embedded into X o*, there are at least two other 
natural topologies in which U(t, s) x could be differentiable. We can intro- 
duce some definitions: 
DEFINITION 3.3. A function f: [a, b] -+ X0* is weak *-differentiable 
with weak *-derivative g if for every XOE X0, the real valued function 
t -+ (f(t), x0) is differentiable with derivative (g(t), x0). A weak 
*-differentiable function f is continuously weak *-differentiable if, in 
addition, the function t + (g(t), x0) is continuous for all x0 E X0. 
Now let us consider the (forward) Cauchy problem 
$ u(t) = (Ap* + B(t)) u(t), u(s) = x0*. (3.3) 
DEFINITION 3.4. (a) A function U: [s, t,] -+X is called a weak solution 
to the Cauchy problem (3.3) with x0* = x E X if U(S) = x and if for every 
X~E D(A,*) the real-valued function t -+ (u(t), x0) is continuously 
differentiable and 
2 (4th x0> = (u(t), (A,* + P(t)) x0) for s<t<t,. (3.4) 
(b) A function U: [s, t,] +X0* is called a weak *-solution to (3.3) 
if U(S) = x0*, u(t)ED(Ap*) s<t$t,, 
*-differentiable on (s, to] with’weak 
and u is continuously weak 
*-derivative (A 8” + B(t)) u(t) i e , * ., 
f (u(t), x0) = ((Ap* + B(t)) u(t), x0) 
for s<t<t, and all x0 E X0. (3.5) 
PROPOSITION 3.5. (a) For all x E X, SE [0, to), t + U(t, s) x, is the unique 
weak solution to the forward problem (3.3). 
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(b) Zf U(t, S) D(Ap*) c D(@*) for every (t, s) E A and 
sup SGfG10 II A$*U(t, s) x II < CO for all x E D(Ap*), s E [0, to), then for 
every x E D(Ap*), s E [0, to), the function t --t u(t, ,s) x is the unique weak 
*-solution of the forward problem. 
Remark 3.6. If t + B(t) is Lipschitz continuous from [0, to] to 
B(X, X0”) then the condition of the above proposition (b) is satisfied [lo, 
Theorem 4.91. Therefore the Cauchy problem (3.3) has a unique weak 
*-solution under this condition. 
Next we consider the backward problem. Here we assume that the 
mapping t -+ B(t) is continuous from [0, t,,] to B(X, X0*) equipped with 
the operator norm. Then the following can be proved: 
PROPOSITION 3.1. The subspace X0 is invariant under U*(s, t). 
Since X0 is invariant under U*(s, t ), (s, t) E A*, we can define a back- 
ward system @(s, t) on X0 by restricting U*(s, t) on X0, and UO*(& s) 
forms a forward system on X0*, which extends U(t, s). Then it follows 
that: 
PROPOSITION 3.8. The backward system Uo(s, t), (s, t) E A*, is strongly 
continuous. 
PROPOSITION 3.9. The function s + @*(t, s) x0* is continuously weak 
*-differentiable on [0, t] if and only $x0* =x E D(Ap*) and, in that case, 
the derivative equals - UO*( t, s)(Ap* + B(s)) x. 
Remark 3.10. Although we only deal with linear problems here, it is 
easily seen that the perturbation theory for dual semigroups would provide 
a suitable framework to semilinear Cauchy problems. The reader may refer 
to Clement et al. [ 111 for such problems. 
4. ASYMPTOTIC PROPERTIES OF EVOLUTIONARY SYSTEMS 
In this section we consider asymptotic properties of the evolutionary 
system generated by a Lipschitz continuous perturbation of a &semi- 
group. Of interest here is to find conditions under which the evolutionary 
system has a time-independent asymptotic structure. First we introduce a 
concept of strong ergodicity for the evolutionary system. This concept has 
been developed in the theory of Markov chains [21,24] and originally 
stems from the theory of infinite products of matrices [28, 21. 
409/165/l-8 
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DEFINITION 4.1. The evolutionary system U(l, s), 0 < s < t < co, is called 
strongly ergodic with asymptotic growth rate r if there exists a rank one 
operator P, such that 
lim exp(-r(t-s)) U(t,s)=P,, 
I--tCX (4.1) 
where the limit is in the operator norm topology. 
From the definition, it follows immediately that 
LEMMA 4.2. Let P,Y be the rank one operator defined by (4.1). Then there 
exists q$, E X, f, E X*, such that 
P.d = (f3,4> h, U*(s, t)f,=exp(r(t -s))f,. (4.2) 
Proof From (4.1) and the equality 
exp(-r(u-t)) U(u, t)exp(-r(t-s)) U(t,s)=exp(-r(u-s)) U(u,s), 
it follows that 
P,exp(-r(t-s)) U(t,s)=P,, t 2 s. (4.3) 
Hence we know that Range P, = Range P,, t 2 s, and that there exist 
&E X, fi E X*, such that P,d = (f,, 4) &. Moreover, from (4.3), we have 
for each 4 E X. Consequently f, = exp( - r(t -s)) U*(s, t)f(. 1 
A C,-semigroup of bounded linear operators T(t), t 2 0, is an example of 
a strongly ergodic evolutionary system if T(t), t > 0, has asynchronous 
exponential growth with intrinsic growth constant r in the sense of Webb 
[ 301 and if the operator P : = lim, _ oD exp( -rt) T(t) is rank one. Another 
important example is derived from the theory of weakly ergodic multi- 
plicative processes [4, 5, 173. Assume that the Banach space X forms a 
Banach lattice with a natural positive cone K. If the evolutionary system 
U(t, s), 0 <s < t, is nonnegative, i.e., U( t, s) Kc K, it forms a time- 
inhomogeneous multiplicative process in the sense of Birkhoff. Let d(x, y), 
x, y E K\ (0) be Hilbert’s projective metric. That is, 
d(x, y) := log sup(&) [ 1 inf(x/y) ’ for x, y~K\{0), 
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where sup(x/y) : = inf { 1: x < Iy}, inf(x/y) : = sup {p: py Q x} for x E X, 
y E K\ { 0 >, and we adopt the convention inf C$ = cc and sup 4 = - co. Then 
the multiplicative process U(t, s), 0 6 s < t, is called weakly ergodic if 
lim d(U(t,s)x, U(t,s)y)=O forall x,yeK\{O}. 
t--tocI 
The definition of weak ergodicity implies that any two orbits U(t, S) x and 
W,s)y,x,y~K\{O}, will be asymptotically proportional as time evolves. 
Then we can state that if U(t, S) is a weakly ergodic process, then there 
exists a positive functional u*(s) E K* such that for d(x, y) < co, 
wt, 3) x = (v*(s), x> U(t, s) Y + o(II U(t, 3) Y II h (4.4) 
where 4 ~(t~~)AlYll ~(~~~)A -0 as t -+ co and u*(s) = U*(s, t) u*(t) 
[ 17, Proposition 3.21. More precisely, the estimate 
II U(f, s) x - <cab), x> wt, $1 Y II < II vt, $1 Y II osc(U(t, s) .-GJ(t, s) Y) 
(4.5) 
holds, where osc(x/y) is the oscillation of x and y defined by 
osc(x/y) = sup(x/y) - inf(x/y) for x, ye K\(O). 
A time-inhomogeneous multiplicative process is called uniformly primitive 
for positive time when for some a > 0, there exist for any t, > 0 some t and 
s with t, < s < t such that A( U(t, s)) < c(, where A( U(t, s)) is the projective 
diameter defined by 
d(U(t,s)):= sup(d(U(t,s)x, U(t,s)y):x,y~K\{O}}. 
Then it can be proved that, if U(t, s), 0 < s < t, is uniformly primitive, it is 
weakly ergodic [ 17, Proposition 3.31. Using these facts, we can prove that: 
PROPOSITION 4.3. Let X be a Banach lattice with positive cone K. 
Suppose that the evolutionary system U( t, s), 0 < s < t, is nonnegative and 
has an invariant element &E K\ (0) such that U( t, s) q$, = exp( r( t - s)) q&. 
If U( t, s), 0 < s < t, is uniformly primitive, then U( t, s), 0 < s < t, is strongly 
ergodic with asymptotic growth rate r. 
Proof: From uniform primitivity of U(t, s), we can prove that for 
--K\(O), 
IIeM-d--s)) Wt, s) x- (v*(s), x> 4dI G Ilhll osc(U(t, 3) x/V4 s) do), 
(4.6) 
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where the functional u*(s) is defined by 
(o*(s), x) := lim inf(U(t, ~)x/U(t, s) do)= lim sup(U(t, s) x/U(t, S) do), ,-CC ,-3c 
(see [17, Proposition 3.21). Originally the domain of the positive func- 
tional u*(s) is the cone K, but it can be extended to the whole space X by 
(u*(s), x> := (u*(s), x, > - (u*(s), x- >, 
where x=x+ -x- E X, x, E K, x- E K are the positive part and the 
negative part of x, respectively. Then if we define a rank one operator P, 
as 
p,x := <u*(s), x> do, x E x, 
from (4.6) we obtain that, for x = x, - x- E X, 
II exp( -r(f -s)) U(t, s) x - P,x II 
G Il4oll[osc(~(~, $1x+lU~, s)h) + osc(U(G 3) X-/UC s) 40)1, (4.7) 
where we adopt the convention osc(O/y) = 0 for y E K\ (01. Let N(A) be the 
oscillation ratio of a positive operator A defined by 
N(A) : = inf { 1”: osc(Ax/Ay) 6 1 osc(x/y), x, y E K\ (0) }. 
Then it follows from Birkhoff’s theorem and Ostrowski’s theorem (see [6]) 
that 
from which we have N(A) < 1 as long as A(A) is finite. On the other hand, 
from uniform primitivity of the multiplicative process U(t, s), there exists a 
number a > 0 and an infinite sequence of positive numbers s = t, < t, < . . . 
tending to cc such that A( U( t,, + , , tz,)) 6 a. Then it is easily seen that for 
=K\{O}, f2tzn+l, 
osc(U(f,~)~/U~~,s)~o)Q(t~nh(~))‘osc(U(~,,~)xjli(~,.~)~o). (4.8) 
Moreover it follows that for XE K\(O), 
WU(f,, s) W(t,, s) 40) 
~(e~-l)inf(U(t,,s)x/U(t,,s)~,) 
II U(t,, s) x I/ 
d tea - 1) I, u(t, ) s) 4o I/ G (ccl - 1) e ~ 
,(,! -s) II U(t,, s)ll ,I4 II IIXII> (4.9) 
0 
STRONG ERGODICITY 113 
where we use the monotonicity of 11 x 11 as a function of 1 x ( . Therefore, we 
conclude that 
for all x E X. Then we have 
lim /exp(-r(t-s)) U(t,s)-P,II=O. 
,-cc 
This completes our proof. 1 
Next we consider the asymptotic behavior of the evolutionary systems 
generated by a Lipschitz continuous perturbation of a C,-semigroup in a 
sun-reflexive Banach space. Of concern here is to show conditions such that 
a perturbed strongly ergodic evolutionary system is again strongly ergodic. 
Let A, be the infinitesimal generator of the C,-semigroup T,,(t), t 2 0, let 
X be sun-reflexive with respect to A,, and let Sz be the set of Lipschitz 
continuous perturbations defined by Q : = {B(t): t + B(t) is Lipschitz con- 
tinuous from IF!+ to B(X, X0*)}, where B(X, X0*) is the set of bounded 
linear operators from X to X0*. Let V,(t, s), BE Q, be the evolutionary 
system defined by the variation-of-constants formula 
UB(t,s)x= r,(t-s)x+j’T$)*(t-r)B(r) U,(z,s)xdz. (4.11) 
s 
If U,(t, s) is strongly ergodic with asymptotic growth rate r, we define the 
rank one operator P,(B) by 
lim exp( -r(t - s)) U,(t, s) = P,(B), 
t-cc (4.12) 
We define a subset 
BEQ:~~ IIB(t)-B,(T)~( dz<co , B,EL?. 
0 
LEMMA 4.4. If B(t), C(t) E Q, then the following variation-of-constants 
formula holds 
Ue(t,s)x=Uc(t,s)x+ ‘@*(t,7)(B(7)-C(7))UB(7,,s)xd7, I x E x. s 
(4.13) 
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Proof: Note that under our assumption, U,(t s) D(AR*)cD(A$)*) 
[ 10, Theorem 4.91, and for every x E D(Ap*), the function CJ --f U,(a, s) X, 
s < G, has the weak *-derivative (A$)* + B(o)) U(a, s) x and the function 
c + U,(t, a) x has the weak *-derivative - U$?*(t, cr)(Ap* + C(a)) x. 
Then for X~E X0, XE D(Ap*), we obtain 
= (U$?“(t, cr)(Ap* + B(0)) U&a, s) x, x0) 
- (@“(t, a)(@* + C(0)) U,(a, s) x, x0) 
= (UP”(t, o)(B(a)- C(a)) U,(o, s) x, x0). 
Hence it follows that 
(t, a)(B(a) - C(a)) UB(a, s) x do, x0 
> 
= 
s 
sf (@*(t, a)(B(o) - C(a)) U,(a, s) x, x0) da 
= ,~~(U&,c~~)U~(c~,s)x,x~)d~ 
i 
=(u,(t,S)X,X”)-(uC(trS)X,X~). 
Since II(A is dense in X, we arrive at the variation-of-constants formula 
(4.13). 1 
PROPOSITION 4.5. Suppose that U,( t, s) is strongly ergodic with 
asymptotic growth rate r at B = B, E Q. Then for every BE Q(B,), U,( t, s) 
is strongly ergodic with asymptotic growth rate r, and 
P,(B)x= lim (f,,exp(-d-s)) u,(t,~)~)h, t+m 
(4.14) 
Proof: From Lemma 4.4, for BE Q(B,), we have an expression for 
Us (t, s) by the variation-of-constants formula 
U~(t,s)x=U,,(t,s)x+SIU~(t,r)(B(r)-Bo(r))U,(r,s)xdr, x E x, 
s (4.15) 
where we assume that 
lim exp(-r(t-s)) U,(t,s)=P,(B,). 
,402 
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For simplicity, we define the evolutionary system V,(t, s), 0 <s < t, by 
V,(t, S) : = exp( - r( t -s)) U,( t, s). In the following, we show that 
V,( t, s), 0 <s < t < 00, forms a Cauchy sequence with respect to t in the 
uniform operator topology, and so lim,, o. V,(t, s) defines a bounded 
linear operator. Observe that for s < to < t < t’, 
II V/B(f’, 3) x - VB(C s) x II 
G II Vs(t’, $1 x - VB,(f, to) Vetto, s) x II 
+ II V,(t’, to) Vs(to, s) x- b& to) I/At,, s) XII 
+ (I Ve(t,s)x- V,(t, to) V,(t,,s)xl( := Z+J+K. 
Then it follows that 
z:= II VL3(t’,s)x- V,(t’, to) V,(to,s)xll 
6 II VB(f’, to) - V,(t’, to)ll II Ve(to, s)ll II XII. (4.16) 
From (4.15), we obtain 
11 Ve(t’, to) - V,(t’, to)11 < 1’ II Vo,“(t’, r)ll II B(z) - K,(r)11 I/ V,(z, to)11 dz. 
10 
Since lim f _ co V,(t, S) = P,(B,), then there exists a number M(s, B,) such 
that II I’,o,“(t, s)ll d II VBo(t,s)lI 6M(s, B,) for all t>s. From (4.15) the 
inequality 
11 f’e(4 s)ll G Ws, Bo) + Mb, Bo) j’ II 4~) - Bo(t)ll II V,(t, s)ll dz 
s 
holds. from which we have 
II Ve(t, s)ll d Mb, Bo) exp M(s, Bo) s’ II B(T) - Bill dz G M(,s, B) 
s 
for all t >, S, where 
Mb, B) :AM(s, B,)exp Mb, Bo)lm IIB(t)-B,(r)11 d7 . 
0 > 
Therefore we arrive at the inequality 
z<M(s, &,)W, B)* j” IIB(T)-~o(~)lld~IlxII. 
10 
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Then for any E > 0 we can choose t, so large that Id (s/3)1/x I/. In exactly 
the same way, we can show that K < (s/3)lj x Ij for large t, > s. Next observe 
that 
Since lim, _ o. V,,(t, s) = P,(B,), for any E > 0 we can choose a T, > t, such 
that for t’, t > T,, J< (s/3)]/ x II. Then for any E > 0 if t, t’, t, are sufficiently 
large, we have I+ J+ K < E II x 11, which shows that there exists an operator 
P,(B) such that 
lim V,(t, s) = P,(B). 
t-cc 
From the fact that the expression (4.16) converges to zero as to + co, we 
obtain 
II P,(B) - p,,(4l) Ve(kl, s)ll + 0 as to-co. 
Then P,(B) is a rank one operator and 
P,(B) x = lim (f,, v,(r, $1 x> do. ,-CC 
This completes the proof. 1 
COROLLARY 4.6. Suppose that T(t), t 2 0, is a C,-semigroup generated 
by a constant perturbation B, E Q, T(t) has asynchronous exponential growth 
with intrinsic growth constant r, and the operator 
P= lim exp(-rt) T(t) 
I-10 
is rank one. If 
s 
co llB(~)-&II h-c a, 
0 
then the evolutionary system U,(t, s) is strongly ergodic with asymptotic 
growth rate r and 
P,(B) = lim exp( - rt) PU,(t, 0). 
,-CC 
Remark 4.7. The case that B(t) EQ has a period o > 0 is another 
interesting case for which we can expect that there exists a time-invariant 
asymptotic structure for the evolutionary system. First, using the variation- 
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of-constants formula, it is easily seen that the following holds, though we 
omit the proof: 
u,(t+o,s+O)=U~(t,S) for all 0 < s < t. (4.17) 
Suppose that the evolutionary system U(r, s), 0 <s < t, forms a weakly 
ergodic multiplicative process on the Banach lattice (X, K). We assume 
that U(t, S) satisfies the property (4.17) and the positive operator 
U(s+ o, s) has a positive eigenvector x0 E K\(O) associated with the 
eigenvalue A(s) > 0. Then we have 
U(t+w,s)x,= U(t+o,s+o) U(s+o,s)x,=A(s) U(t,s)x,. (4.18) 
Defining a continuous function t + g(t) from [s, cc ) to K by 
g(t) = exp( -rt) u(t, ~1 x0, r = log A(s)/w. (4.19 
Then, by using (4.18), it is easy to check that g(t) has the period w. From 
(4.4), there exists a positive functional u*(s) as 
ev( -rt) u(4 $1 x = <u*(s), x> g(t) + 4 II g(t)ll 1 
for any x such that d(x, x0) < co. Since 11 g(t)11 is bounded above, it follows 
that for d(x, x0) < co, 
lim IIexp(-rt) U(t,s)x- (u*(s),x)g(t)ll =O. 
r-00 
(4.20) 
This can be seen as an infinite dimensional analogue of the Floquet theory 
for systems of ordinary differential equation. For concrete examples, the 
reader may refer to [27, 121, 
5. GENERALIZED STABLE POPULATION THEORY 
In this section we consider a demographic application of the results 
obtained in the previous section. Classical stable population theory states 
that a closed population subject to constant mortality and fertility schedule 
will asymptotically grow exponentially while the age distribution converges 
to a stable distribution. This phenomenon is generally called strong 
ergodicity of the population process in demography. Precisely speaking, the 
strong ergodicity means that if p(a, t) is the age-density of the population 
at time t, there exist a number r, a positive functional C(4) and an age- 
density function u(a) such that 
)i% ew(-rt)p(a, t) = C(d) 4~) 
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for the initial data 4 =p(u, 0) in L’-convergence. Then the classical stable 
population theory implies that the constant mortality and fertility schedule 
is a sufficient condition for strong ergodicity of a population described by 
the Lotka-McKendrick-Von Foerster model. 
In the real world, mortality and fertility rates are never constant. Instead 
they adapt to the changing technological and social environment. Once we 
remove the restriction that the vital rates are time-independent, we cannot 
generally expect that there exists a time-invariant stable age structure. The 
most general result for the population process with time-dependent vital 
rates is known as the weak ergodicity theorem and states that the age 
distribution will be asymptotically independent of the initial population 
[20, 18, 171. However, there remains a gap between weak and strong 
ergodicity and it is a problem to decide whether or not the population 
process with time-dependent vital rates converges to a fixed age distribution. 
The purpose of the generalized stable population theory introduced by 
Artzrouni [ 1 ] is to derive necessary and sufficient conditions under which 
a population subject to time-dependent vital rates is strongly ergodic. In 
the linear discrete-time model (Leslie model), Golubitsky et al. [ 131, 
Thompson [28], Artzrouni [l] have already provided some conditions 
which guarantee the strong ergodicity of the age-dependent population 
with time-dependent vital rates. Moreover, Artzrouni [ 1 ] conjectured the 
necessary and sufficient conditions for the strong ergodicity of the con- 
tinuous-time model. In the following, we shall prove sufficient conditions, 
although they are slightly different from the conditions conjectured by 
Artzrouni. 
The continuous-time population model (Lotka model) is formulated by 
system (1.1) or by the renewal integral equation, Here it is more convenient 
to start from the renewal integral equation: Let B(t) be the density of 
newborn children at time t, m(a, t) be the fertility rate at age a and time 
t, ~(a, t) be the death rate at age a and time t, and p(u, t) be the age- 
density of the population at time t. Let d;“(u, t) be the survival function 
given by 
( s 
a 
Z(c.2, t):= exp - fi(p, t-u+p)dp . (5.1) 
0 > 
Then U(u, t) denotes the proportion of individuals born at time t-a 
which survive to age a at time t. The dynamics of the population is 
described by the renewal equation [19], 
B(I)=~‘&z, t)B(t-u)du, t > 0, (5.2) 
0 
B( -a) = x(u) E L’(0, /I), 
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where /I is the upper bound of the reproductive age; i.e., m(a, t) = 0 for 
a > fi, t 20, b(a, t) is the net maternity function defined by &a, t) = 
m(a, t) 9(a, t) and x(a) is the initial data (the starting function). In the 
following we assume that m(., t), u(., t)ELy(O,fl). Once B(t) is deter 
mined by (5.2), the age-density function is given by 
p(a, t) = .-Y(a, t) B(t - a). (5.3) 
First, we shall clarify the meaning of the gneralized stable population. 
DEFINITION 5.1. The population governed by (5.1)-(5.3) is called a 
generalized stable population (or strongly ergodic) if there exists a number 
r, a positive functional C(4), q%~ L’, and an age-density function 
u(a) E L’(0, j?) such that 
,‘i~ 1: Iexpt-rt)p(a, t)-C(4) uta)lda=O, (5.4) 
for the initial condition p(a, 0) = C$ E L’(0, /?). 
Then the following lemma follows immediately. 
LEMMA 5.2. A population p(a, t) represented by (5.1)-(5.3) is a 
generalized stable population if 
(1) there exist a constant K= K(x) and a constant r such that 
l+mlI Iexp(-rt)B(t-a)-Kexp(-ra)lda=O, li  (5.5) 
(2) there exists a time-independent function P’(a) such that 
lim s ’ ILZ’(a, t)-P(a)1 da=O. r-02 0 (5.6) 
Under the above conditions, it follows that 
~_U~~lexp(-rt)p(a,t)-Kexp(-ra)6zY(a)~da=0. lim (5.7) 
In the following we consider sufficient conditions which guarantee (5.5). 
If we define a function t + u( ., t) from R+ to X=L’(O, b) by u(a, t)= 
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B(t -a), we can rewrite the renewal equation (5.2) as the initial-boundary 
value problem 
(5.8b) 
u(a, 0) = x(u). (5.8~) 
Now we define an unperturbed operator A, on X by 
A,x= -x’, D(A,)= {xEX:X(O)=O,XEAC[O,/?]}, (5.9) 
where AC[O, /I] denotes the set of absolutely continuous functions on 
[0, /I]. Then it is easily seen that the unperturbed C,-semigroup 
To(t), t> 0, generated by A, is given by 
(T,(t) x)(a) = 
{ 
da-t), a-t>>, 
0, t-a>O, 
x E x. (5.10) 
Moreover X* = L”(0, /I) and the weak *-continuous semigroup T,*(t), 
t>O, on X* is given by 
(T,*(t) $)(a)= y + t)3 1. -; II/ex*. (5.11) 9 
Its weak *-generator A$ is given by 
A,*$ = ti’, D(A,*)= {$EAC[O,/I] :$‘eX*, $(/?)=O}. (5.12) 
Hence it follows that 
JJ”=G,P,81=W,*)= {$ECCO,BI :$(P)=O), (5.13) 
and the action of Too(t) is the same as the action of T,“(t). Let Ap be the 
part of A,* in X0. Then 
A,o$ = II/‘, D(Ap) = (II/ E C’[O, B] : II/(p) = t,V(B) =O>. (5.14) 
In general, C[O, /I]* can be identified with NBV[O, /I], i.e., the space 
of functions of bounded variation which vanish on (- co, 01, are right 
continuous on (0, /I) and constant on [/!I, co), with duality pairing 
$ E CCO, PI, P E NBW, 81. (5.15) 
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Let H(a) E NBV[O, fl] be the Heaviside function and let H, = H(a - p). 
Then it is easily seen that COIO, /I]* = NBV[O, fi]/(aH8: a E R>; that is, 
X0* can be identified with the set of equivalence classes (p} = 
{p + ctHB : M E R, p E NBV [0, /I] }. The weak *-continuous semigroup 
Tp* (t), t 2 0, is given by 
(Tp*(t) p)(a) = P(Q - t)7 
a-t>O, 
0, a-t<O, 
pEXO*, (5.16) 
where p denotes the equivalence class {p}. The infinitesimal generator is 
given by 
@*p = -p’ 3 D(Ap*) = {p E X0* : p E AC[O, /3-j, p’ E NBV[O, p]}. 
(5.17) 
Therefore it follows that 
Xoo={p~Xo*:p~ACIO,P]}. (5.18) 
The space of all absolutely continuous functions XoO is a closed linear 
subspace of NBV[O, j?] and there is an isometric isomorphism between 
AC[O, /?I and L’(0, /?) given by correspondence p’~f with 
II P II NBV = )I f 11 L,, /I p IINBv : = jFoo 1 &(a)\. Then we can identify XoO with 
X= L’(0, 8); that is, the Banach space X is sun-reflexive. 
Now the system (5.8) can be formulated as an abstract Cauchy problem, 
f u(t) = (A?* + B(t)) u(t), u(o)=xEx, (5.19) 
where the perturbation term B(t): X + X0* is given by 
(B(t) x)(a) = H(a) j,p #(a, t) x(a) & x E x. (5.20) 
The weak solution for (5.19) with x E X is given by 
u(t) = U( 2, 0) x, r>,o, (5.21) 
where the evolutionary system U( t, s), 0 < s < t, is defined by the variation 
of constants formula 
U(t,s)x=To(t-s)x+ ‘p*(t-5)B(r) U(t,s)x&, 
I x E x. (5.22) s 
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It is easily checked that the evolutionary system U(t, S) has the direct 
representation 
(5.23) 
where y(t, S; x) is the solution of the Volterra integral equation 
y(t,s;x)= jD qqa, t)x(a-t+s)da+ j’-‘q3(a, t)y(t-a,s;x)da. (5.24) 
I -s 0 
In fact, if we define u(t, a) by the right-hand side of the expression (5.23), 
u(t) satisfies the equation 
f (u(t), x0) = (u(t), (A$ + B*(t)) x0), x0 E D(Ao* ), u(s) = x. (5.25) 
From the uniqueness of the weak solution, (5.23) follows immediately. On 
the other hand, if XE D(@*), we can also verify that U(t, 0) x gives the 
weak *-solution for (5.19). 
Now we set up the following assumption: 
Assumption 5.3. (a) There exists an interval [y,, y2] c (0, j?) and a 
positive number E > 0 such that &a, t) 2 E for all (a, t) E [r,, rz] x [0, co). 
(b) There exists a small number q > 0 such that m(a, t) >O for 
almost all a E (/? - ;rl, p) and all t >, 0. 
Under the above assumption, it can be shown that the evolutionary 
system U(t, s) given by (5.23) is uniformly primitive [ 173. Therefore, 
U(t, s) is weakly ergodic. Next we introduce another assumption: 
Assumption 5.4. There exists a number r E R such that 
#(a, t) exp( -ra) da - 1 dt < co. (5.26) 
Remark 5.5. The relation (5.26) implies that the function 
t -+ s{ #(a, t) exp( -ra) da rapidly converges to unity as t -+ co in the sense 
of Artzrount [ 11. An important case that (5.26) is satisfied is the case that 
the kernel &a, t) rapidly converges to a time-independent positive kernel 
4(a) in the following sense: 
cc s 5 ’ i&a, t)-&a)\ dadt<co 0 0 (5.27) 
STRONG ERGODICITY 123 
In fact, in this case it is easy to see that there exists a unique real value r 
such that 
$(a) exp( -ra) da = 1, 
and then it follows that 
)(a,t)exp(-ra)da-lldtcm. 
I 
So Assumption 5.4 is satisfied. Moreover note that Assumption 5.4 is dif- 
ferent from the condition conjectured by Artzrouni [l, Conjecture 6.1, Al]. 
His condition is that there exists a number r such that 
I Ot [r(t)-rl dt-cco, (5.28) 0 
where r(t) is a unique real root of the characteristic equation 
I 
B 
exp(-r(t)a)&a, t)du=l. (5.29) 
0 
However, if r(t) converges to r in the sense that 
s s O” ’ ]exp(-r(t)a)-exp(-ra)l dadtc co, 0 0 
then it is easily seen that Assumption 5.4 is satisfied. 
Under Assumption 5.4, we can decompose the net maternity function 
#(a, t ) as 
d(a, t) = 40(& t) + (h(t) - 1) 40(& t), (5.30) 
#o(a, t) := y, h(t) := J-’ e-‘aqi(a, t) da. 
0 
Then it follows necessarily that 
s 
B 
exp( -ra) qSo(a, t) da = 1, (5.31) 
0 
and 40(a, t) satisfies Assumption 5.3. Let U,(t, s), 0 <s < t, be the 
evolutionary system defined by 
Uo(t.s)x=To(t-s)x+j+*(t-r)B,(?) U,(r,s)xdz, x E x, 
s 
(5.32) 
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where the perturbation term B,(t) is given by 
(5.33) 
It is easily seen that U,,(t, s) has an invariant element tiO(a) : = exp( - ra) 
such that 
(5.34) 
Since U,,(t, s) is uniformly primitive by Assumption 5.3, it follows from 
Proposition 4.3 that U,(t, s) is strongly ergodic; i.e., there exists a rank one 
operator P,(B,) such that 
lim exp(-r(t-s)) U,(t,s)=P,(&). 
I--tic 
(5.35) 
Note that from Assumption 5.4, we have 
Therefore, from Proposition 4.5, we know that the evolutionary system 
U(t, s), 0 <s < t, is also strongly ergodic with asymptotic growth rate r. 
Moreover, if we define a rank one operator P,(B) by 
lim exp( - r( t - s)) U( t, s) = P,(B), (5.37) 
1-m 
then 
P,(Wx=)~~ (f,,exp(-r(t-3)) U(t,s)x) tie, (5.38) 
wheref, E X* is defined such that P,(B,) x = (f,, x) tjo. This implies that 
there exists a number K(x) = lim, _ 5c (f,, exp( -rt) U(t, 0) x) such that 
II exp( - rt) u(4 0) x - @, II + 0 as t+oo. (5.39) 
This shows exactly that (5.5) holds. From Lemma 5.2, we arrive at the 
following conclusion: 
PROPOSITION 5.6. Suppose that the condition (5.6) and Assumptions 5.3 
and 5.4 hold and the net maternity function #(a, t) is Lipschitz continuous in 
the time variable t uniformly in the age variable a. Then the population 
p(a, t) governed by (5.1 t(5.3) is a generalized stable population. 
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Remark 5.7. By using the evolutionary system U(t, s), the age distribu- 
tion p(a, t) of the system (5.1)-(5.3) is expressed as 
p(a, 2) = (L(t) U(t, s) L-‘(s) 9)(a), 
where &a) =p(a, S) and the operator L(t) in L’ is defined by 
(L(t) ICI)(a) = y(a, t) $(a). II/ E L’(O, P). 
Then P’(t, S) : = L(r) U( t, S) L-‘(s) forms an evolutionary system on the 
state space for the age distributions. 
6. TFR-CONTROLLABILITY OF THE POPULATION SYSTEM 
It is well known that many problems of infinite-dimensional control 
systems can be formulated in the canonical form 
-$(t)=Ax(t)+Bu(t), x(O)=x,EX, (6.1) 
where X is a Banach space (the state space), x(t) is the state vector of the 
system, x0 is the initial state, A is the infinitesimal generator of the Co- 
semigroup T(t), t 2 0, on X, B is the bounded linear operator from another 
Banach space U (the control space) to X, and u(t) is the control term. The 
mild solution of (6.1) is given by the variation-of-constants formula 
s 
I x(t)= T(t) x,+ T( t - s) Bu(s) ds. (6.2) 
0 
However, it is often too restrictive for many applications to assume that 
the operator B maps U into X. For example, in the boundary control 
system, B maps U into some space Y bigger than X. So it is clear that the 
perturbation theory for dual semigroups in sun-reflexive Banach spaces 
could give a suitable framework to generalize the classical control theory. 
Heijmans [14] first gave controllability and observability results for the 
canonical control system in sun-reflexive Banach spaces. 
In this section we consider a control problem in demography which 
cannot be formulated by the canonical form as (6.1). Consider a one-sex 
closed population system described by the equation 
( > i+$ Aa, t)= -Aa)p(a, t), (6.3a) 
140, t) = B(t) SW Ma)p(a, t) da, (6.3b) 
0 
Aa, 0) =x0(a), (6.3~) 
409/165/l-9 
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where p(a, t) is the age-density at time t, x0 (a) is the initial data, h(a) is the 
normalized fertility function such that 
s 
“’ h(u) l(a) da = 1, 
0 
(6.4) 
where w is a fixed number larger than the upper bound of reproductive 
age, l(a) is the survival rate function given by 
and p(t) is the control variable. Demographically, fi( t) is the total fertility 
rate (TFR) of the population at time t, i.e., the average number of 
childbirhts per female during her reproductive period, and h(u) is the age- 
pattern of the fertility rate. We call (6.3) the TFR-control system. The TFR- 
control system corresponds to the situation that the controller wants to 
control the age-structured population only through changing its TFR 
without changing the age-pattern of the fertility rate. This problem has 
been first investigated by Chinese scientists in order to provide a mathe- 
matical foundation for the one child policy in the People’s Republic of 
China [25, 32, 33, 261. Though they have already investigated the above 
problem by using the discrete or the semi-discrete model, here we deal with 
the full continuous model. 
Let X= L’(0, o) be the state space of the population and assume that 
h(u), ~(a) E Ly (0, o), and h(u) has a compact support in [0, 01. Then the 
feedback control system (6.3) can be formulated as 
$PW = AoAt) + B(t) 44th p(O)=xcX, (6.5) 
where the operator A, is defined by 
d 
(Aox) = - - x(a) - P(U) x(a), da 
D(A,)= {XEX: x E AC[O, w], x(0) = O} 
(6.6) 
Then it can be proved that X is sun-reflexive with respect to A, and the 
space X0* can be identified with Co [0, o]* given in the Section 5 (also 
see [9, Chap. lo] ). The perturbation B: X + X0* is defined by 
(Bx)(u) = H(a) s,w 4~) x(a) da, (6.7) 
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where HE X0* is the Heaviside function. If j(t) = y = const, the Cauchy 
problem (6.5) has the unique mild solution T,(r) x, t 20, XE X, where 
T, (t ) is the CL-semigroup generated by the operator A, = Ag* + yB, 
D(A,) = {x E D(@*): @*x + yBx E X}. Furthermore, if we identify X00 
with X= L’(0, o), it follows that 
D(A,) = xtX:xtAC[O,o,],x(O)=yld’h(o)x(a)da~. 
(6.8) 
Then the operator A, has a strictly dominant real eigenvalue ry such that 
Y I w h(a) Z(a) exp( -r,a) da = 1. (6.9) 0 
In particular, rl = 0 if y = 1; ry > 0 if y > 1; r,, < 0 if y < 1. The eigenvector vy 
of AT corresponding to rY is called the reproductive value vector. By the 
strong ergodic theorem [16], 
lim exp(-r,t)T,(t)x=(v,,x)exp(-r,u)Z(u), 
,--rCX 
(6.10) 
holds, where vY is normalized as ( vy , I++, ) = 1, $,(a) : = exp( - r,u) /(a). 
Moreover, it follows that 
(v,, T,(t) x> = <v,, x> exp(r,t), t > 0. (6.11) 
The most important question for the control sustem (6.5) is whether the 
desired state can be attained from a given initial state by changing the 
control variable. From the perturbation theory for dual semigroups in 
sun-reflexive Banach spaces, we know that if j(t) E PC[O, co) (i.e., the set 
of piecewise continuous functions on R + ), then the system (6.5) defines the 
evolutionary system U,( t, S) by 
U,(t,s)x=T,(t-,s)x+\‘T$)*(t-r)fi(s)BU&,s)xdr, x E x, 
.T 
(6.12) 
where To(t) is the Co-semigroup generated by A,, Now we introduce a 
definition: 
DEFINITION 6.1. Let QL(x,;A):= {Ug(t,O)xo:pEA}, where ,4 is a 
subset of PC[O, cc) and let 
Q(xo; A)= tJ Q,(x,; A). (6.13) 
r>o 
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Then Q(x,; A) is called the controllability space with respect to x,, E X 
under the admissible control A and Q(x,; A) is called the approximately 
controllability space with respect o x0 under the admissible control A. 
Then it is easy to see that XE Q(x,; A) if and only if there exist to > 0 
and B(t) E A such that U, ( to, 0) x0 = X, and x E $2(x,; A) if and only if for 
any z>O there exist to>O,j?(t)EA, such that IIUg(t,,O)x,--xll <E. In 
the TFR-control problem, the desired state (the target population) is a 
stationary population; i.e., the target population has a form such that 
bl(a), b E [W+, where b is given by 
b = N sLu l(u) da 
0 
and N is the total size of the target population. Since p(t) is TFR 
of the population, the largest admissible control A, is given by 
A,= {j(t)EPC[O, cc): O</?(t)<M}, where the number M< cc is the 
upper bound of TFR. However, in practice, the admissible control should 
be more restricted than Ao, because there exist a lot of socio-economic, 
ethical, and psychological constraints for reproductive behavior in real 
human societies. Here we choose the set 
n=(~(t)EC~[0,03):0<1-~6~(t)~1+~<M}, (6.14) 
as the admissible control, where 6 is a given small number. Our main 
purpose here is to prove the following: 
PROPOSITION 6.2. Let K be the natural positive cone of X and let 
I7 := {bl(a): b E rW+} be the set of target populations. If x E K\ {0}, 
(VI, x> zo, then IIcsZ(x; A); that is, the TFR-control system is 
approximately controllable with respect to the initial population whose total 
reproductive value is not zero. 
Proof: Let 6*1(a) E J7 be a target population. Suppose that the 
reproductive value vector v, is normalized such that (vr , II/ r ) = 1, where 
11/r = l(a) is the eigenvector of the operator A, corresponding to the eigen- 
value r, = 0. Note that the condition ( v1 , x) # 0 for x E K\ (0) implies that 
(u,, x) # 0 for all y > 0, because v7 has the form 
v,(a)=CJW exp(-r,(5-a)) 
u 
~h~~j(i) di, 
where a constant C is given as (v,, $,> = 1. From (6.10) it follows that if 
(v,,x)=b*, then 
lim T,(t)x= lim U,(t,O)x=b*l(a), 
t-cc ,-CX 
(6.15) 
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where P(t) = 1 for all t > 0. Next assume that (or, x) <b*. For any small 
number 6 > 0, it follows that rl + 6 > 0 and ( vl, T, + d (t) x) goes to infinity 
as t + co, because 
lim (~l~exp(-~l+6t) T,+,(t)x>= (~I+s,x)(ul, $l+a>T I--t5 
where $I +d is the eigenvector of A, +6 corresponding to the eigenvalue 
Y, + 6. Then we can choose a time to > 0 such that 
(49 T,+,(tob)=b*. (6.16) 
Now we define PO(t) E PC[O, co) such that 
PC)(t)= :+6,1. 
O<t<t,, t, < t. (6.17) 
Then we obtain the representation 
U,,(t, 0) x = Tl+6(t)x> 
O<t<to 
T,(t-to) T,+a(to)x, t, < t. 
(6.18) 
From (6.10) and (6.16), it follows that 
lim U,,(t,O)x= lim Tl(t-to)Tl+s(t,)x 
*-cc t-tm 
= (01, T,+,(to)x) Qa)=b*l(a). 
Similarly, if (ul, x) >b*, we can prove that there exists PO(t) E PC[O, co) 
such that O< 1 -d</?,(t)< 1 and 
lim U,, (t, 0) x = b*/(a). (6.19) 
1-02 
Therefore, we conclude that Z7 is included in the approximately con- 
trollability space under the admissible control ,4, : = {P(t) E PC[O, co): 
0<14<fl(t)<l+s} with respect to XEK’{O} such that (ul,x) >O. 
Let fio(t)EA, satisfy (6.19). Then we can choose j?n(t)ECm[O, co) such 
that 
lb,(t)- 11 d6, (6.20) 
Then we have the estimation from (6.12) 
II f!-Jpn(ty O)xll GM llxll exp{M(l +WBII I>, (6.21) 
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where the constant A4 is given such that 11 To(t)11 6 M. By using (6.12), 
(6.21), and Gronwall’s inequality, it easily seen that the following holds: 
6M2 11x/I I BII exp{2MlIBlI(1+6)rjjx’ liL(~)-D~(~)l h. (6.22) 
0 
By the definition of PO for any E > 0, we can take a large T > 0 such that 
II U,,(T,O)x-b*f(.)Il <c/2, 
and from (6.20) and (6.22) there exists a sufficiently large n = n( T) such 
that 
Then we arrive at 
II &,WUx-~*4~)lI <E, 
which shows that I7cSZ(x;,4) when (u,, x) # 0 for XE K\{O}. This 
completes the proof. 1 
Remark 6.3. From the practical point of view, the admissible control ,4 
is still unsatisfactory. Actually it still admits a very steep change for /3(t). 
Moreover, in the real, B(I) has a given initial data at t=O. To take into 
account these facts. we can consider an admissible control 
/i(a) = {B(t) E Ck[O, co): B(O) = a, / /P’(t)1 d y, 0 G n <k}, 
where LX is the initial data and y is a given small number. That is, j?(t) is 
differentiable up to kth order with the derivatives being small. Without loss 
of generality, we can assume that TV = 1, because otherwise one can always 
steer B(t) such that B(t) becomes one by a control belonging to n(/?(O)). 
Assume that ( vl, x) < b*. For a given initial state x, we choose a non- 
negative nontrivial C” function II/ on [0, co) with compact support and 
derivatives which are small up to kth order, +(O) = $(h) = 0, where h is the 
right boundary of the support of $. Moreover, h is assumed to be “small” 
enough such that (ol, Up,(h, 0) x) <b*, where B,, is defined by 
Be(r) = 1 + v8t). 
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We assume that $ attains its maximum value at t = t1 (0 < t, <h) and 
1+9’“‘( t 1 ) = 0, 1 < n < k. Now define 
i 
Al(t) for O<t<t,, 
PA(t)= Bo(t1) for t,<tbtI+A, 
Bo(t-A) for t,+A<t. 
From our assumption, if A = 0, then (u,, U,,(h + A, 0) x) <b*. Since the 
evolutionary system depends on PA in a monotone increasing way, it 
follows that (ul, U,,(h + A, 0) x) > b* for a large A. So, by the inter- 
mediate value theorem, we can find A such that (u,, U,,(h + A, 0) x) = b*. 
Using the same argument as the proof of Proposition 6.2, we can conclude 
J7cQ(x;A(l)). If ( vl, x) > b*, the same kind of arguments as above can 
be repeated. Hence we can say that the population system can be controled 
by very mild change of TFR. 
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