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Estimating the discharge coefﬁcient using hydraulic and geometrical speciﬁcations is one of the inﬂu-
ential factors in predicting the discharge passing over a side weir. Taking into account the fact that
existing equations are incapable of estimating the discharge coefﬁcient well, artiﬁcial intelligence
methods are used to predict it. In this study, Group Method of Data Handling (GMDH) was used for the
purpose of predicting the discharge coefﬁcient in a side weir. The Froude number (F1), weir dimen-
sionless length (b/B), ratios of weir length to depth of upstream ﬂow (b/y1) and weir height to its length
(p/y1) were taken as input parameters to express a new model for predicting the discharge coefﬁcient.
Two different sets of laboratory data were used to train the artiﬁcial network and test the new model.
Different statistical indexes were used to evaluate the performance of the GMDH model presented for
two states, training and testing. The results indicate that the proposed model predicts the discharge
coefﬁcient precisely (MAPE ¼ 5.263 & RMSE ¼ 0.038) and this model is more accurate in predicting than
the feed-forward neural network model and existing nonlinear regression equations.
© 2015 Karabuk University. Production and hosting by Elsevier B.V. This is an open access article under
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The ﬂow within a side weir is a spatially varied ﬂow with
decreasing discharge. Numerous experimental, analytical and
theoretical research works have been carried out on the hydraulics
of ﬂow within these types of structures, because the ﬂow has
complex behavior when it passes over the side weir. A large
number of investigations have also been conducted on the
discharge coefﬁcient of side weirs in past decades
[48,54,58,50,25,9]. The equations presented by Singh et al. [52] and
Jalili and Borghei [32] are a function of the upstream Froude
number at the beginning of the side weir and the ratio of the side
weir crest height to the ﬂow depth at the beginning of the sideweir.
In order to determine the discharge coefﬁcient, Borghei et al. [8]
presented an equation that is a function of the Froude number,eering, Razi University, Ker-
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ersity.
d hosting by Elsevier B.V. This is athe ratio of the side weir's crest height to the ﬂow depth upstream
of the weir and the ratio of side weir length to main channel width.
Ghodsian [23] carried out laboratory studies on the super-critical
ﬂow passing along side weirs located on a rectangular channel.
The author obtained the elementary discharge coefﬁcient of the
side weir under supercritical conditions as a function of the ratio of
head over the weir to the side weir's crest height and Froude
number. Cosar and Agaccioglu [10] experimentally studied the
discharge coefﬁcient of rectangular side weirs under subcritical
ﬂow conditions. Kaya et al. [35] suggested a discharge coefﬁcient
equation for semi-elliptical side weirs as a function of the side weir
upstream Froude number, the ratio of the side weir span to the
main channel width, ratio of side weir span to the weir crest length,
ratio of side weir crest to ﬂow depth upstream at the beginning of
the sideweir and the ratio of the small radius to the large radius of a
semi elliptical side weir. Emiroglu et al. [19] conducted laboratory
research on rectangular sharp-crested side weirs and introduced a
discharge coefﬁcient equation for rectangular side weirs as a
function of the ratio of the side weir's crest height to the ﬂow depth
upstream of the weir, the ratio of weir length to the main channeln open access article under the CC BY-NC-ND license (http://creativecommons.org/
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and the related upstream Froude number.
In the last decade, soft computing and artiﬁcial intelligence have
widely been utilized for pattern recognition, and estimating and
predicting complex phenomena in hydrology and hydraulics sci-
ences [24,37,21,13,15,16]. Using the Adaptive Neuro-Fuzzy Inference
System (ANFIS) model, a discharge coefﬁcient equation for semi-
elliptical side weirs located in rectangular channels was sug-
gested by Dursun et al. [12]. Kisi et al. [36] predicted the diverted
ﬂow passing over triangular labyrinth side weirs by using various
soft computing techniques. Bagheri et al. [6] predicted the
discharge coefﬁcient of sharp-crested side weirs located on the
lateral side of rectangular channels under supercritical ﬂow con-
ditions using artiﬁcial neural networks (ANN).
Among all computational intelligence methods, the Group
Method of Data Handling (GMDH) is known as a self-organized
systemwith the capability of solving extremely complex nonlinear
problems [27,3]. GMDH is used to identify the behavior of nonlinear
systems, such as predicting the construction of an optimal educa-
tional test, explosive cutting of oriﬁces, control and geological en-
gineering, inorganic chemistry nano ﬂuids, geological engineering,
cancer diagnosis, scour prediction in hydraulic structures and shear
wave velocity [3,4,55,53,1,34,39,43,41,2]. Xiao and He [56] pro-
posed a new approach of dynamic classiﬁer selection based on
GMDH. It was found that this new method performs better than
existing methods. Elattar et al. [17] presented a novel encoding
scheme of generalized, locally weighted GMDH (GLWGMDH) for
short-term load prediction. Evolutionary algorithms (EA) were
applied to select the number of inputs and different polynomial
orders. A comparison of the proposed method with existing
methods using two different datasets showed the superior pre-
diction performance of EA-GLWGMDH. Zhang et al. [60] developed
the traditional GMDH for time series prediction to increase the
noise-immunity capability by using the concept of diversity (D-
GMDH). According to a comparison of D-GMDH with autore-
gressive integrated moving average (ARIMA), artiﬁcial neural net-
works (ANN) and traditional GMDH, D-GMDH exhibited high
prediction precision in a noisy environment. Mrugalski [42] pro-
posed a method of designing a fault detection system based on
GMDH containing dynamic, multi inputeoutput neurons. Using the
hybrid GMDH method, Atashrouz et al. [5] modeled nanoﬂuid
viscosity based on water, ethylene glycol and propylene glycol.
Najafzadeh and Lim [44] developed a neuro-fuzzy GMDH based on
particle swarm optimization (NF-GMDH-PSO) to forecast localized
scour. The validation results showed that NF-GMDH-PSO is more
accurate than the regression-based method. In order to predict the
side weir discharge coefﬁcient, a novel equation is modeled using
the GMDH neural network. A Genetic Algorithm (GA) is also used in
the evolutionary design of its generalized structure. The factors
effecting its estimation are determined using dimensional analyses,
after which the side weir discharge coefﬁcient equation is pre-
sented using the performed coding. The GMDH model is compared
with the feed-forward neural network (FFNN) model in terms of
performance. The GS-GMDH performs signiﬁcantly better
compared with the FFNN. The proposed equation obtained through
the GMDH neural network is also compared with existing regres-
sion equations.
2. Overview of the group method of data handling (GMDH)
The GMDH algorithm was ﬁrst used by Ivakhnenko [29] in
modeling complex systems, which included a set of data with a
number of inputs and one output. The main purpose of the GMDH
network is actually to construct a function in a feed-forward
network on the basis of a second-degree transfer function. Thenumber of layers and neurons within the hidden layers, the effec-
tive input variables and the optimal model structure are automat-
ically determined in this algorithm. The mapping between the
input and output variables done through a GMDHneural network is
a nonlinear function called the Volterra series, in the form of
equation (1). The Volterra series as a two-variable second-degree
polynomial is analyzed using Equation (2).
y
_ ¼ a0 þ
Xm
i¼1
aixi þ
Xm
i¼1
Xm
j¼1
aijxixj þ
Xm
i¼1
Xm
j¼1
Xm
k¼1
xjaijkxixjxk þ/
(1)
G

xi; xj
 ¼ a0 þ a1xi þ a2xj þ a3x2i þ a1x2j þ a5xixj (2)
The aim of the GMDH algorithm is to ﬁnd the ai unknown co-
efﬁcients in the Volterra series. The ai coefﬁcients are solved with
regression methods for each pair of xi and xj input variables [20,28].
On this basis, taking into consideration the principle of least
squares error [46,33], the G function is deﬁned as follows:
E ¼
PM
i¼1 ðyi  GiOÞ2
M
(3)
yi ¼ f

xi1; xi2;; xi3;…; xim

; i ¼ 1;2;3;…;m (4)3. Generalized structure GMDH method (GS-GMDH)
As mentioned in the literature, neural network methods have
successfully been utilized for various engineering problems. How-
ever, the performance of these methods is directly related to
ﬁnding their optimized parameters. One of the alternatives is to use
evolutionary algorithms to determine the optimized neural
network models [57]. The genetic algorithm, one of the most
common evolutionary algorithms, is used to ﬁnd optimum situa-
tions of various neural network systems [45,7,14,59]. In the present
study, the newmethod, i.e. Generalized Structure Group Method of
Data Handling (GS-GMDH) is used to develop an accuratemodel for
simulating the rectangular sharp-crested side weir discharge co-
efﬁcient. GS-GMDH is based on GMDH, which was ﬁrst introduced
by Nariman-Zadeh and Jamali [47]. The GS-GMDH applies a multi-
objective GA to ﬁnd the optimum GMDH model for each particular
case. The GS-GMDH method has some advantages over the former
GMDH:
(i) Utilization of all previous layers: In GS-GMDH, each random
structure of neurons is encoded into the genotype (chro-
mosome) string. In addition, the GA operators, such as
crossover and mutation are allowed to be randomly applied
for the whole length of the chromosome string. Therefore,
despite the former GMDH method where the new layer
neurons only had permission to connect to the adjacent
layer, in GS-GMDH it is possible to use all neurons from the
previous layers for the new layer.
(ii) Finding the minimized training and prediction errors sepa-
rately: The GS-GMDH has the advantage of three objective
optimization models. Two are for ﬁnding the GMDH model
with minimum training and prediction error. Minimizing
these two errors separately (not one or a sum of them), leads
to ﬁnding a model with reasonable training and prediction
errors and prevents the model from overtraining (a situation
in which the training error is very low but the prediction
error is very high).
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important parameters for judging the practicality of a model.
The third objective of GS-GMDH is to ﬁnd the smallest model
possible with the least complexity by minimizing the num-
ber of model neurons. Akaike's Information Criterion (AIC)
[38] is used in this study to compare the results of the GA
chromosomes. AIC is deﬁned as follows:
AIC ¼ n logðMSEÞ þ 2ðN þ 1Þ þ C (5)
where n is the number of test or train samples, N in the number of
model neurons, C is a constant, and the Mean Squared Error (MSE)
is deﬁned as follows:
MSE ¼ 1
n
Xn
i¼1

Cd Actuali  Cd Modeli
2 (6)
where Cd Actual and Cd Model are the experimental and GMDH
discharge coefﬁcients, respectively.
Using the GS-GMDH model in discharge coefﬁcient simulation
problems requires somemodiﬁcations of the source code as well as
hydraulic considerations as follows:Fig. 1. GS-GMDH mod(i) Despite the various beneﬁts of the GS-GMDH method in
ﬁnding the most appropriate model, there are some pa-
rameters that should be initially determined. As mentioned
before, the GS-GMDHmethod employs a multi-objective GA.
The performance of the GA is directly related to the appro-
priate selection of its parameters, such as the number of a
population's individuals, the number of generations, cross-
over probability, and mutation probability. Therefore, the
trial-and-test method is used to ﬁnd the most appropriate
parameters in the case of a rectangular sharp-crested
discharge coefﬁcient simulation.
(ii) The next parameter that should initially be determined in
each particular case study is the appropriate input variables
to the GS-GMDH model. The unnecessary input variables
lead to a complex model while a lack of relevant input var-
iables results in weak model performance. In addition, by
testing various input combinations, the performance of each
variable can be determined.
The ﬂowchart of the GS-GMDHmodel for the rectangular sharp-
crested side weir discharge coefﬁcient is presented in Fig. 1. In this
study, the four input variables considered are Froude number (F1),
weir height (p)/ﬂow depth (y1), weir length (b), and main channel
width (B). Five different GS-GMDH models were developed to ﬁnd
the most appropriate input combination. In addition to eliminatingeling procedure.
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each input variable was determined. Trial and error was done on
each model in order to determine the optimum GA parameters.4. Data collection
The datasets presented by Emiroglu et al. [19] and Bagheri et al.
[6] were used in this study. Emiroglu et al. [19] conducted their
experiments in the hydraulics laboratory of Firat University, Elazig,
Turkey, using a 12 m long rectangular channel. The width, depth
and gradient of the channel were 0.5 m, 0.5 m and 0.01, respec-
tively. The main channel consisted of a smooth, horizontal, well-
painted steel bed and a lateral glass wall. A sluice gate was placed
at the end of the main channel to control the depth of ﬂow. The
discharge collection channel was installed parallel to the main
channel, which was 0.7 m deep and 0.5 m wide. The collection
channel was 1.3 mwide and was made for the purpose of providing
a circular free-surface condition. A Mitutoyo digital point micro-
meter with ±0.01 mm sensitivity was installed 0.4 m from the weir.
The side weirs, made of steel plates with extremely sharp crests,
were aerated and installed at the same level as the side of the main
channel. The water was controlled by a pipe and the sluice gate. In
Emiroglu et al.'s research [19], a discharge amount between 0.01
and 0.150 m3/s was measured with an electromagnetic ﬂow meter
(±0.01 L/s sensitivity). Additionally, they calibrated the discharge
results of the electromagnetic ﬂow meter using a V-notched weir
located at the beginning of the system. The discharge passing over
the side weir was also calibrated using a standard rectangular weir
installed downstream from the discharge collection channel.
Bagheri et al. [6] conducted experiments on rectangular sharp-
crested weirs of various heights and widths, within a horizontal,
rectangular channel 8 m long, 0.4 m wide and 0.6 m deep. All ex-
periments were carried out under subcritical ﬂow condition. The
free surface proﬁles were measured along the side weir sill and
along the central axis of the channel using a point meter with
±0.5 mm accuracy installed on a mobile carriage. The upstream
discharge (Q1) was measured with an electromagnetic ﬂow meter
(±0.5% accuracy). The depth of ﬂow and downstream discharge
were controlled by a sluice gate that was previously calibrated at
the maximum amount of weir error (approximately ±5%). The ﬂow
diverted from the weirs was calculated based on the difference
between the discharge upstream and that downstream. The ranges
of data used in this study are presented as follows [19]: B ¼ 0.5 m;
0.15 < b (m) < 1.5; 0.12 < p (m) < 0.2; 0.08 < F1 < 0.92; 10 < Q (L/
s) < 150 and [6]: B ¼ 0.4 m; 0.2 < b (m) < 0.6; 0.05 < p (m) < 0.15;
0.08 < F1 < 0.91; 1.2 < Q (L/s) < 29.5.5. Review of existing equations
Existing discharge coefﬁcient relations can be expressed in three
different categories. The differentiation is based on the dimen-
sionless parameters used in estimating the discharge coefﬁcient.
The ﬁrst category includes formulas that use only the Froude
number parameter (F1) to estimate the discharge coefﬁcient. Nan-
desamoorthy and Thomson [48], Yu-Tech [58], Ranga Raju et al. [50]
and Hager [25] estimated the discharge capacity according to
equations (7)e(10) respectively in the ﬁrst category, as shown
below:
Cd ¼ 0:432
 
2 F21
1þ 2F21
!0:5
(7)Cd ¼ 0:623 0:222F1 (8)
Cd ¼ 0:81 0:6F1 (9)
Cd ¼ 0:485
 
2þ F21
2þ 3F21
!0:5
(10)
The second category consists of equations that consider the P/y1
parameter as well as the Froude number parameter (F1) used in the
equations from the ﬁrst category. Singh et al. [52] and Jalili and
Borghei [32] estimated the discharge coefﬁcient using these
dimensionless parameters according to equations (11) and (12),
respectively:
Cd ¼ 0:33 0:18F1 þ 0:49

p
y1

(11)
Cd ¼ 0:71 0:41F1  0:22

p
y1

(12)
The third group of equations is a combination of the previous
states, meaning that the F1 parameter is considered for estimating
the discharge coefﬁcient (like the ﬁrst and second categories) as
well as the P/y1 parameter (from the second category) besides
considering the dimensionless length of the weir (b/B) and b/y1
parameter. Emiroglu et al. [19] considered all these dimensionless
parameters (F1, p/y1, b/B and b/y1) and proposed the following
equation:
Cd ¼
2
40:836þ
 
 0:035þ 0:39

p
y1
12:69
þ 0:158

b
B
0:59
þ0:049

b
y1
0:42
þ 0:244F2:1251
3:018#5:36
6. Derivation of the discharge coefﬁcient based on GS-GMDH
De Marchi [11] presented an equation for changing the rate of
discharge passing through a rectangular channel with a side weir
(q) as follows:
q ¼ dQ
ds
¼ 2
3
Cd
ﬃﬃﬃﬃﬃﬃ
2g
p
ðy pÞ1:5 (14)
where D is the discharge within the channel, s is the measured
distance along the length of theweir upstream from the sideweir, q
is the discharge per unit length over the side weir, g is the accel-
eration of gravity, p is the height of the side weir crest, y is the ﬂow
depth, Cd is the discharge coefﬁcient and (y p) is the head over the
weir. Taking into consideration the above-mentioned equation and
the works done in the ﬁeld of estimating the side weir discharge
coefﬁcient [54,18,52,8,51], the independent parameters that must
be considered when estimating Cd is presented as follows:
Cd ¼ f

F1 ¼
V1ﬃﬃﬃﬃﬃﬃﬃ
gy1
p ; p
y1
;
b
y1
;
b
B
;j; S0

(15)
where Cd is the discharge coefﬁcient, F1 is the Froude number, V1 is
the mean velocity of the ﬂow upstream of the side weir, y1 is the
depth of ﬂow, g is the acceleration of gravity, p is the weir height, B
is the width of the main channel, j is the deviation of the angle of
ﬂow, and S0 is the channel slope. Considering that in the dimen-
sionless weir length (b/B) the diversion angle of ﬂow on the weir
was considered [18] but it was not considered in previous equations
Fig. 2. Pareto front of TE and PE.
Table 1
The objective function values of the optimum points.
Model A B C
TE PE TE PE TE PE
Equation (17) 1.44E05 3.39E05 2.27E05 2.54E05 1.20E05 5.95E05
Fig. 3. Evolved structure of generalized GMDH-type neural network for discharge
coefﬁcient prediction.
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dimensionless parameters affecting discharge coefﬁcient predict-
ing are presented in this research as follows:
Cd ¼ f

F1;
p
y1
;
b
y1
;
b
B

(16)
The type of GMDH neural network used in this study is GS-
GMDH. Here, neurons of different lengths are combined. Shorter
neurons must leap over a number of hidden layers and combine
with longer neurons in this type of network where regulated
connections are not limited only to adjacent layers [46,47,33].
The two objective optimization processes are presentedwithin a
framework of the Pareto curve e a curve that can be used to deﬁne
the multi-objective optimization process. The target functions
include training and prediction errors. It can be constructed from
the points within Pareto, whereby point C can fulﬁll one of the
objective functions (training error) and point B fulﬁlls the other
objective function, meaning the prediction error (see Fig. 2). By
relying on the concept of two objective optimizations, point A is
selected as a suitable point that balances the two objective func-
tions. Table 1 expresses the error amounts related to the points on
the Pareto curve. The error amounts at point B indicate that this
point has less prediction error compared with point C and vice
versa (C has less error in training). Ultimately, point A can be
selected as the optimum point in the two objective optimization
processes.
The following equation is presented taking into account the
explanations given above regarding the manner of calculating the
discharge coefﬁcient, which is essential when using the indepen-
dent parameters presented in equation (16) with two hidden layers.
The GS-GMDH is developed with the number of population in-
dividuals being 100 and with 300 generations selected, exceeding
which values does not lead to better results. In addition, the
crossover probability of 0.95 and mutation probability of 0.01 seem
to conclude the best performance for this case. The laboratory data
obtained by Emiroglu et al. [19] were employed to estimate the
discharge coefﬁcient. The laboratory results of Bagheri et al. [6]
were also utilized to evaluate the accuracy of the models pre-
sented using the dataset not used in estimating the models. The
manner of the independent parameters connecting to each other in
different layers is illustrated in Fig. 3.
Cd¼0:792:85Y3þ0:247Y4þ1:807Y23 0:916Y24 þ3:11Y3Y4
(17)
Y1 ¼ 0:705 0:57ðp=y1Þ þ 0:045ðb=y1Þ þ 0:12ðp=y1Þ2
 0:0149ðb=y1Þ2 þ 0:68ðp=y1Þðb=y1Þ (17-1)
Y2 ¼ 0:306 0:3F1 þ 0:737ðb=BÞ  0:082F21  0:427ðb=BÞ2
þ 0:249F1ðb=BÞ
(17-2)
Y3¼0:1930:022Y1þ0:294F1þ1:56Y21þ0:126F211:128Y1F1
(17-3)
Y4¼3:66þ3:665F1þ13:5Y20:686F2110:43Y226:41F1Y2
(17-4)7. Results and discussion
The results of predicting the discharge coefﬁcient with the
proposedmodel based on the GMDH-type neural network andwith
existing regression equations are represented in this section. The
coefﬁcient of determination (R2), mean absolute percentage error
(MAPE), root mean square error (RMSE), adjusted coefﬁcient of
efﬁciency (E) and Scatter index (SI) are used to investigate the
quantitative performance of the presented model in the two states
of training and testing:
R2¼
2
66664
Pn
i¼1

CdActualiCdActual

CdModeliCdModel

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1

CdActualiCdActual
2Pn
i¼1

CdModeliCdModel
2r
3
77775
2
(18)
Fig. 4. Study of the proposed model (Eq. (15)) using Emiroglu et al.'s [19] training data
and Bagheri et al.'s [6] testing data.
Fig. 5. Examining existing discharge coefﬁcient equations (7)e(10) in rectangular
weirs using the laboratory results of Bagheri et al. [6].
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
1
n
Xn
i¼1
 		Cd Actuali  Cd Modeli 		
Cd Actuali
!
 100 (19)
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
Xn
i¼1

Cd Actuali  Cd Modeli
2vuut (20)
CE ¼ 1
Pn
i¼1

Cd Actuali  Cd Modeli
2
Pn
i¼1

Cd Actuali  Cd Actuali
2 (21)
SI ¼ RMSE
Cd Actual
(22)
where Cd Model is the predicted discharge coefﬁcient (GMDH
output), Cd Actual is the observed discharge coefﬁcient (target), and n
is the total number of events. The indexes shown above represent
the estimated values as the average of the predicted errors and do
not represent any information on the forecast error distribution of
the proposed model. It is obvious that a high correlation coefﬁcient
(80e90%) is not always considered an indication of a model's high
accuracy. On the contrary, this indexmay show the high accuracy of
mediocre models [22,40]. In addition, the RMSE index indicates a
model's ability to predict a value away from the mean [26].
Therefore, the proposed model must be evaluated using other in-
dexes such as average absolute relative error (AARE) and threshold
statistics [31,30,49]. The TSx index indicates the forecast error dis-
tribution by each model for x% of that forecasted. This parameter is
determined for various amounts of average absolute relative error.
The value of the TS index for x% of the forecast is determined as
explained below:
TSx ¼ Yxn  100 (23)
AARE ¼

1
n
Xn
i¼1
 
Cd Actuali  Cd Modeli
Cd Actuali
!
(24)
where the Yx of the number of forecast amounts of all data for each
amount of AARE is less than x%. Fig. 4 shows the discharge coefﬁ-
cient estimation results obtained using the GMDHmodel proposed
in this study (Eq. (17)) by applying the test and train results. In
order to train the network, equation (17) was ﬁrst presented using
the laboratory results obtained by Emiroglu et al. [19]. The dataset
that had no role in estimating the model had to be utilized in order
to investigate the accuracy of discharge coefﬁcient estimation using
the equation. Therefore, the laboratory results of Bagheri et al. [6]
were used to test the model performance. According to this
ﬁgure, there is a little over and underestimation in the proposed
equation prediction. However, it is clear that most of the predicted
discharge coefﬁcients had less than 10% error. Therefore, it can be
concluded that this model has high performance in modeling the
discharge coefﬁcient. In addition, it is evident in this ﬁgure that the
training and testing datasets had different ranges. The training
dataset was in the range of 0.3 < Cd < 0.6, and the testing dataset
was in the range of 0.45 < Cd < 0.9. As a result, the proposed model
can be used successfully in practical situations for various dataset
ranges.
In order to study the performance of a model, the relative ac-
curacy of estimation by the proposed model in comparison with
existing ones must be studied, in addition to the laboratory results
that were not used in training the model. Figs. 5 and 6 show theresults obtained using existing equations for estimating the
discharge coefﬁcient. Fig. 5 indicates the accuracy of the discharge
coefﬁcient of existing equations (7)e(10), which use only the
Froude number (F1) for estimating, while Fig. 6 shows a study of the
accuracy of other existing equations (equations (11)e(13)) using
Bagheri et al.'s laboratory results [6]. Clearly, the dispersion of re-
sults presented by the equations in Fig. 5 is less than that of the
equations in Fig. 6. Considering Fig. 5, it is observed that the
equations presented by previous researchers, exhibit a somewhat
similar process, such that as Cd increases in all equations, the
estimation accuracy decreases. Ranga Raju et al.'s equation [50]
does not provide good estimations even when the discharge coef-
ﬁcient values are small. This ﬁgure also indicates that for discharge
coefﬁcients over 0.6, all equations yield large relative error that can
even reach up to 40% at some points (Hager's equation). Through
the equation presented by Nandesamoorthy and Thomson [48]; the
majority of estimated values would be below the real values. The
results of this model are not very accurate, as the relative error is
Fig. 6. Examining existing discharge coefﬁcient equations (11)e(13) in rectangular
weirs using the laboratory results of Bagheri et al. [6].
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relative error of nearly 30% at some points. Although the equation
presented by Yu-Tech [58] does not always estimate the discharge
coefﬁcient with acceptable error in line with the other equations in
Fig. 6, this equation (see Table 2), gives better results overall with a
relative error of 5% in contrast to the other equations. The equation
of Singh et al. [52] predicts the discharge coefﬁcient with highTable 2
Evaluating the proposed equation (Eq. (17)) and existing equations using veriﬁcation criteria (Bagheri et al.'s dataset [6]).
Equation R2 MAPE RMSE E SI
Proposed model (Eq. (17)) e train 0.801 5.173 0.031 0.793 0.072
Proposed equation (Eq. (17)) e test 0.779 5.263 0.038 0.757 0.069
Nandesamoorthy and Thomson (Eq. (7)) 0.434 8.691 0.071 0.164 0.128
Yu-Tech (Eq. (8)) 0.452 6.558 0.062 0.349 0.113
Ranga Raju et al. (Eq. (9)) 0.453 11.291 0.072 0.135 0.130
Hager (Eq. (10)) 0.438 16.671 0.118 1.349 0.215
Singh et al. (Eq. (11)) 0.351 15.864 0.127 1.688 0.230
Jalili and Borghei (Eq. (12)) 0.116 24.224 0.146 2.555 0.264
Emiroglu et al. (Eq. (13)) 0.409 23.531 0.166 3.614 0.301
Fig. 7. Error distribution for all models.relative error and the predicted discharge coefﬁcient is sometimes
two times greater than the actual one. Emiroglu et al.'s equation
[19] also exhibits low performance in modeling the discharge co-
efﬁcient. This equation underestimates Cd most of the time. Despite
Emiroglu et al.'s equation [19], the equation of Jalili and Borghei
[32] overestimates in the low values of Cd and sometimes over-
estimates in the high values of Cd.
Table 2 represents the statistical indexes for the existing equa-
tions and also the proposed equation (17), in training and testing
states. Considering Table 2, which shows the results of the veriﬁ-
cation criteria for the given equations, it is observed that Singh
et al.'s equation [52] is more accurate than those of the two other
models, since the relative error of this equation is almost 15%, while
that for the other two is more than 20%. Also, the RMSE of Singh
et al.'s equation is less than that of the two others [32,19]. As
pointed out in the previous section, Emiroglu et al.'s laboratory
results [19] were used to estimate the model while the laboratory
results presented by Bagheri et al. [6]; which had no role in esti-
mating the model, were used to investigate the accuracy of the
proposed model. By studying the table, it is apparent that theproposed model shows relatively similar results in both testing and
training states (MAPE ¼ 5.267& RMSE ¼ 0.038) and (MAPE ¼ 5.173
& RMSE ¼ 0.031), respectively. Therefore, it can be stated that the
proposed model has the capability of estimating the discharge
coefﬁcient fairly accurately for the experiments not used in esti-
mating the model as well. Table 3 indicates that all existing models,
i.e., equations (7)e(13) estimate the discharge coefﬁcient less
accurately than the equation proposed in this study. It is evident
that the equation suggested by Yu-Tech [58] (Eq. (8)) with
MAPE ¼ 6.558 and RMSE ¼ 0.062 has the highest accuracy in
estimating the discharge coefﬁcient than all existing equations, but
the value of RMSE of this equation is greater for both presented
statisticals in comparison with the proposed equation (Eq. (17)).
This indicates that equation (8) is less accurate than equation (17).
Fig. 7 shows the distribution error for all existing models and
also for the proposed model. The ﬁgure shows that the equation
presented has lower relative error and distribution compared with
all existing equations, such that the highest relative error of equa-
tion (15) is almost 15%, although 90% of the data indicates a relative
error less than 10%. However, the best former equations (Eqs. (7)
and (8)) predicted 90% of the samples with less than 20% error.
According to Fig. 7, equations (11) and (13) with relative error of
50% had the weakest performance in discharge coefﬁcient simu-
lation. In addition, this ﬁgure indicates that the former equations
simulated only 60% of the samples with less than 10% relative error,
while this amount is 90% for equation (17). The discharge co-
efﬁcients predicted by GMDH are given in Table 3.
Sensitivity analysis was carried out in this study to investigate
the effect of each of the parameters on estimating the discharge
Table 3
Experimental and predicted data for discharge coefﬁcient of sharp-crested rectangular side weir.
Run no. F1 p/y1 b/y1 b/B Cd Eq. (17) Run no. F1 p/y1 b/y1 b/B Cd Eq. (17)
Emiroglu et al. [19] Bagheri et al. [6]
1 0.338 0.417 1.606 0.510 0.605 0.606 85 0.198 0.340 0.424 0.300 0.404 0.429
2 0.536 0.346 1.333 0.510 0.521 0.549 86 0.228 0.370 0.466 0.300 0.401 0.409
3 0.491 0.312 1.200 0.510 0.551 0.576 87 0.267 0.410 0.518 0.300 0.397 0.388
4 0.276 0.265 1.020 0.510 0.718 0.717 88 0.294 0.400 0.505 0.300 0.397 0.380
5 0.275 0.242 0.932 0.510 0.733 0.734 89 0.226 0.340 0.422 0.300 0.402 0.417
6 0.276 0.226 0.868 0.510 0.742 0.745 90 0.257 0.340 0.422 0.300 0.408 0.405
7 0.286 0.618 1.242 0.508 0.556 0.536 91 0.634 0.620 0.772 0.300 0.320 0.314
8 0.239 0.474 0.953 0.508 0.630 0.591 92 0.650 0.580 0.728 0.300 0.318 0.309
9 0.277 0.428 0.860 0.508 0.605 0.592 93 0.088 0.720 0.541 0.300 0.402 0.409
10 0.174 0.409 0.822 0.508 0.737 0.651 94 0.119 0.880 0.661 0.300 0.365 0.409
11 0.181 0.374 0.752 0.508 0.738 0.667 95 0.143 0.630 0.473 0.300 0.400 0.399
12 0.186 0.526 0.707 0.508 0.652 0.573 96 0.123 0.460 0.347 0.300 0.410 0.420
13 0.255 0.774 1.041 0.508 0.531 0.505 97 0.167 0.510 0.379 0.300 0.407 0.400
14 0.249 0.645 0.868 0.508 0.556 0.524 98 0.172 0.470 0.353 0.300 0.404 0.404
15 0.282 0.611 0.822 0.508 0.535 0.522 99 0.515 0.900 0.674 0.300 0.318 0.358
16 0.252 0.568 0.763 0.508 0.568 0.540 100 0.590 0.910 0.681 0.300 0.327 0.346
17 0.222 0.181 0.694 0.508 0.846 0.827 101 0.550 0.870 0.650 0.300 0.281 0.350
18 0.568 0.533 3.055 0.760 0.473 0.484 102 0.567 0.830 0.621 0.300 0.338 0.345
19 0.450 0.434 2.492 0.760 0.541 0.555 103 0.606 0.870 0.649 0.300 0.285 0.342
20 0.608 0.408 2.338 0.760 0.485 0.491 104 0.615 0.820 0.617 0.300 0.314 0.337
21 0.470 0.338 1.936 0.760 0.559 0.576 105 0.184 0.860 1.071 0.300 0.376 0.394
22 0.440 0.325 1.865 0.760 0.578 0.599 106 0.366 0.860 1.071 0.300 0.366 0.367
23 0.414 0.277 1.592 0.760 0.611 0.639 107 0.424 0.860 1.071 0.300 0.346 0.359
24 0.364 0.646 1.918 0.758 0.505 0.532 108 0.127 0.890 0.833 0.300 0.434 0.406
25 0.414 0.600 1.782 0.758 0.486 0.520 109 0.210 0.890 0.833 0.300 0.412 0.395
26 0.240 0.513 1.523 0.758 0.625 0.623 110 0.294 0.890 0.833 0.300 0.412 0.384
27 0.245 0.492 1.460 0.758 0.625 0.627 111 0.405 0.910 0.682 0.300 0.403 0.374
28 0.259 0.443 1.317 0.758 0.624 0.637 112 0.466 0.910 0.682 0.300 0.394 0.365
29 0.299 0.667 1.312 0.758 0.518 0.533 113 0.549 0.750 0.938 0.300 0.335 0.335
30 0.246 0.639 1.257 0.758 0.565 0.558 114 0.600 0.750 0.938 0.300 0.356 0.328
31 0.256 0.583 1.148 0.758 0.566 0.566 115 0.178 0.800 0.750 0.300 0.424 0.395
32 0.233 0.538 1.059 0.758 0.598 0.590 116 0.251 0.800 0.750 0.300 0.410 0.385
33 0.564 0.568 4.242 1.008 0.471 0.430 117 0.409 0.830 0.625 0.300 0.383 0.368
34 0.556 0.462 3.444 1.008 0.493 0.449 118 0.463 0.830 0.625 0.300 0.375 0.360
35 0.487 0.415 3.100 1.008 0.532 0.501 119 0.293 0.670 0.833 0.300 0.391 0.371
36 0.493 0.394 2.942 1.008 0.534 0.504 120 0.417 0.670 0.833 0.300 0.382 0.350
37 0.601 0.378 2.818 1.008 0.498 0.439 121 0.494 0.730 0.682 0.300 0.388 0.346
38 0.506 0.340 2.535 1.008 0.545 0.513 122 0.621 0.730 0.682 0.300 0.342 0.328
39 0.342 0.722 2.852 1.013 0.510 0.531 123 0.168 0.770 0.577 0.300 0.414 0.397
40 0.359 0.625 2.470 1.013 0.515 0.536 124 0.241 0.770 0.577 0.300 0.409 0.387
41 0.418 0.569 2.250 1.013 0.493 0.512 125 0.161 0.780 4.925 1.500 0.390 0.429
42 0.281 0.557 2.201 1.013 0.582 0.597 126 0.169 0.820 5.095 1.500 0.361 0.430
43 0.346 0.507 2.005 1.013 0.545 0.568 127 0.226 0.700 4.378 1.500 0.422 0.468
44 0.205 0.764 2.025 1.008 0.593 0.569 128 0.236 0.720 4.514 1.500 0.416 0.468
45 0.343 0.704 1.866 1.008 0.490 0.517 129 0.737 0.630 3.965 1.500 0.501 0.463
46 0.267 0.676 1.791 1.008 0.546 0.556 130 0.631 0.540 3.344 1.500 0.485 0.498
47 0.284 0.628 1.665 1.008 0.540 0.556 131 0.728 0.590 3.677 1.500 0.525 0.469
48 0.226 0.596 1.580 1.008 0.599 0.594 132 0.692 0.540 3.347 1.500 0.506 0.483
49 0.496 0.598 5.478 1.260 0.493 0.466 133 0.804 0.560 3.495 1.500 0.562 0.452
50 0.533 0.529 4.846 1.260 0.491 0.465 134 0.454 0.880 4.135 1.500 0.390 0.491
51 0.552 0.487 4.460 1.260 0.492 0.466 135 0.310 0.610 2.860 1.500 0.426 0.517
52 0.561 0.440 4.032 1.260 0.498 0.474 136 0.352 0.670 3.119 1.500 0.448 0.511
53 0.569 0.379 3.476 1.260 0.510 0.488 137 0.435 0.770 3.589 1.500 0.466 0.500
54 0.319 0.683 3.360 1.260 0.534 0.563 138 0.506 0.850 3.973 1.500 0.451 0.490
55 0.392 0.637 3.130 1.260 0.498 0.542 139 0.345 0.600 2.797 1.500 0.428 0.523
56 0.408 0.603 2.965 1.260 0.496 0.541 140 0.394 0.650 3.056 1.500 0.440 0.516
57 0.369 0.565 2.777 1.260 0.523 0.568 141 0.475 0.740 3.461 1.500 0.483 0.501
58 0.383 0.542 2.667 1.260 0.519 0.567 142 0.089 0.880 3.294 1.500 0.447 0.388
59 0.286 0.712 2.344 1.260 0.529 0.563 143 0.134 0.830 3.105 1.500 0.440 0.424
60 0.215 0.689 2.270 1.260 0.597 0.592 144 0.153 0.900 3.381 1.500 0.401 0.432
61 0.228 0.665 2.191 1.260 0.587 0.592 145 0.175 0.790 2.947 1.500 0.444 0.450
62 0.273 0.643 2.118 1.260 0.550 0.580 146 0.402 0.830 3.097 1.500 0.497 0.496
63 0.248 0.622 2.049 1.260 0.575 0.594 147 0.453 0.890 3.356 1.500 0.527 0.492
64 0.589 0.587 6.554 1.508 0.465 0.464 148 0.304 0.630 2.367 1.500 0.437 0.509
65 0.622 0.524 5.854 1.508 0.465 0.465 149 0.360 0.710 2.647 1.500 0.469 0.504
66 0.641 0.478 5.336 1.508 0.468 0.469 150 0.425 0.790 2.956 1.500 0.489 0.499
67 0.683 0.446 4.983 1.508 0.462 0.469 151 0.494 0.870 3.267 1.500 0.504 0.491
68 0.771 0.450 5.025 1.508 0.440 0.453 152 0.334 0.620 2.338 1.500 0.436 0.514
69 0.594 0.409 4.568 1.508 0.498 0.494 153 0.408 0.710 2.672 1.500 0.478 0.506
70 0.274 0.720 4.224 1.510 0.565 0.475 154 0.494 0.810 3.033 1.500 0.508 0.494
71 0.425 0.675 3.961 1.510 0.479 0.501 155 0.558 0.880 3.288 1.500 0.532 0.485
72 0.325 0.632 3.706 1.510 0.541 0.502 156 0.389 0.650 2.421 1.500 0.453 0.512
(continued on next page)
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Table 3 (continued )
Run no. F1 p/y1 b/y1 b/B Cd Eq. (17) Run no. F1 p/y1 b/y1 b/B Cd Eq. (17)
73 0.401 0.609 3.574 1.510 0.500 0.512 157 0.466 0.730 2.730 1.500 0.502 0.502
74 0.416 0.592 3.471 1.510 0.496 0.516 158 0.541 0.800 3.015 1.500 0.501 0.491
75 0.302 0.739 2.923 1.513 0.516 0.486 159 0.632 0.890 3.344 1.500 0.545 0.476
76 0.289 0.715 2.827 1.513 0.529 0.486 160 0.608 0.860 5.357 1.500 0.689 0.469
77 0.317 0.705 2.788 1.513 0.511 0.493 161 0.684 0.860 5.357 1.500 0.606 0.461
78 0.322 0.695 2.750 1.513 0.509 0.495 162 0.334 0.890 4.167 1.500 0.504 0.486
79 0.268 0.671 2.654 1.513 0.552 0.485 163 0.376 0.890 4.167 1.500 0.511 0.489
Bagheri et al. [6] 164 0.100 0.910 3.409 1.500 0.537 0.396
80 0.099 0.740 0.923 0.300 0.378 0.407 165 0.126 0.910 3.409 1.500 0.538 0.415
81 0.118 0.840 1.044 0.300 0.345 0.404 166 0.156 0.910 3.409 1.500 0.546 0.433
82 0.219 0.790 0.989 0.300 0.318 0.386 167 0.217 0.910 3.409 1.500 0.564 0.461
83 0.313 0.770 0.963 0.300 0.365 0.371 168 0.280 0.910 3.409 1.500 0.583 0.479
84 0.153 0.340 0.426 0.300 0.406 0.450 169 0.342 0.910 3.409 1.500 0.582 0.488
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in this study for estimating the discharge coefﬁcient (Eq. (17)) and
models 2e5 were presented to investigate the effects of not
considering each of the dimensionless parameters on the outcomes
of predicting the discharge coefﬁcient. The table shows that notTable 4
Results of sensitivity analysis for the GMDH model.
Model no. Function R2 MAPE RMSE E SI
1 Cd ¼ f(F1, p/y1, b/y1, b/B) 0.779 5.263 0.038 0.757 0.069
2 Cd ¼ f(F1, p/y1, b/y1) 0.563 10.762 0.064 0.603 0.137
3 Cd ¼ f(F1, p/y1, b/B) 0.716 6.524 0.043 0.709 0.088
4 Cd ¼ f(F1, b/y1, b/B) 0.695 8.239 0.053 0.644 0.109
5 Cd ¼ f(p/y1, b/y1, b/B) 0.672 8.342 0.051 0.624 0.105
Fig. 8. Sensitivity analysis resultsconsidering each of the parameters presented in equation (16)
leads to the proposed models based on GMDH becoming less ac-
curate. The table indicates that the effects of the F1 and p/y1 pa-
rameters are almost equal, such that not using these parameters in
the model to estimate the discharge coefﬁcient results in an in-
crease in the relative error by 3% and the RMSE amount becoming
1.34 times greater. It can additionally be seen that among all the
parameters, b/y1 has the least effect on predicting the discharge
coefﬁcient, whereby the amount of its relative error only increased
by 1%. Considering the table, it is obvious that the b/B dimension-
less parameter is the most crucial. Apparently, not using this
parameter leads to the statistical indexes presented in the table to
double in amount in model 1, which also uses b/B in addition to the
parameters presented in model 2.for different input variables.
Fig. 9. DR values versus F1 for the GMDH model.
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input variables, the partial derivative sensitivity analysis method is
applied [41]. In this method, using the partial difference between
the output variable and each of the input variables, the sensitivity
of the results is studied on the xi input variable. It is obvious that a
higher partial derivative value signiﬁes higher efﬁciency of the
input variables on the results. If the partial derivative is positive, an
increase in the input variables leads to an increase in the output
variable. The sensitivity analysis of GMDH (Eq. (17)) is presented in
Fig. 8. Here, the sensitivity value for b/B < 0.51 is positive, and
increasing the input variable leads to increasing Cd. However, for
the higher b/B values, due to the complexity and multi-variable
dependency of the present model, there is no speciﬁc, deﬁnitive
rule. The sensitivity analysis of F1 and b/y1 demonstrates that
increasing these input variables always leads to increasing Cd.
However, it can be seen that by increasing F1 and b/y1, the efﬁciency
of these parameters decreases. The sensitivity analysis of the p/y1
input variable shows that p/y1 has a direct relation with Cd and by
increasing this input variable, the efﬁciency of this parameter
increases.
To contribute a new dimension to this study, the effects of the
GMDH model output on the Froude number (F1 in this study) var-
iations were investigated. Therefore, the discrepancy ratio (DR)
(ratio of predicted to actual values) was employed to measure theFig. 10. Comparison of the GMDH-type neural network (Equation (17)) and feed-forwsensitivity of the GMDHmodel to the F1 parameter. A DR value of 1
shows perfect agreement, while values smaller (or greater) than 1
indicate under (or over) prediction of the discharge coefﬁcient in
side weirs. The result of the GMDH model for variations in
discrepancy ratio (DR) values is plotted versus the Froude number
(F1) in Fig. 9. The maximum, mean and minimum DR values for the
GMDH model obtained were 1.14, 0.99 and 0.85, respectively. Ac-
cording to Fig. 9, for almost all discharge coefﬁcients estimated, DR
is close to 1.
A comparison between the GMDH and Feed-Forward Neural
Network (FFNN) is presented for the training and testing datasets
separately in Fig. 10. In this ﬁgure, the FFNN has a relative error
higher than 10% in the training dataset and by increasing Cd, the
relative error increases. In addition, the predictions exhibit over-
estimation and underestimation trends that lead to non-optimum
side weir design. However, the GMDH has less than 10% relative
error and higher performance than the FFNN model. Table 5 shows
a comparison between these two models using the statistics in-
dexes. This table displays that the GMDH method with MAPE of
5.173 performs nearly two times better than FFNN with MAPE of
10.882 for the training dataset.
The results of testing the GMDH and FFNNmodels are plotted in
Fig. 10. Clearly, the performance of the models with the testing
dataset is similar to the training procedure. The FFNN mostly pre-
dicts the discharge coefﬁcients with over 10% relative error. Ac-
cording to Table 5, the MAPE of the FFNN for the test dataset is
10.058. Similar to the training procedure, the FFNN predicts the
results with over and underestimation. Despite the FFNN, the
GMDH model predicts most of the discharge coefﬁcients with less
than 10% relative error and has MAPE of 5.263. However, by
considering the fact that the training and testing datasets are not in
the same range, it can be said that bothmodels have good ﬂexibility
with discharge coefﬁcient prediction. As a result, according to
Fig. 10 and Table 5, the GMDH model (R2 ¼ 0.779, MAPE ¼ 5.263,
RMSE¼ 0.038, E¼ 0.757, SI¼ 0.069) performs better than the FFNN
model (R2 ¼ 0.579, MAPE ¼ 10.882, RMSE ¼ 0.058, E ¼ 0.736,
SI¼ 0.132) in rectangular side weir discharge coefﬁcient prediction.
According to the explanations given, the proposed equation in
this study has higher performance compared with the equations
suggested in previous studies. In addition, a comparison between
the GMDH-type neural networks with the FFNN models shows the
superior performance of the GMDH model in predicting the
discharge coefﬁcient. Therefore, owing to the high performance
and simple, explicit equation of the GS-GMDH model, using thisard neural network (FFNN in training and testing stages (a and b, respectively)).
Table 5
Performance evaluation of GMDH-type neural network (Equation (17)) and feed-
forward neural network (FFNN).
Method R2 MAPE RMSE E SI
GMDH e train 0.801 5.173 0.031 0.793 0.072
GMH e test 0.779 5.263 0.038 0.757 0.069
FFNN e train 0.579 10.882 0.058 0.736 0.132
FFNN e test 0.605 10.058 0.063 0.719 0.115
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side weirs.
8. Conclusions
In this research, an artiﬁcial intelligence method known as
GMDHwas used to estimate the discharge coefﬁcient of rectangular
sharp-crested side weirs. A functional equation was deﬁned using
dimensional analyses between the input and output parameters
and the Froude number (F1), weir dimensionless length (b/B), ratio
of weir length to depth of upstream ﬂow (b/y1), and ratio of weir
height to length (p/y1) that were identiﬁed as the factors affecting
discharge coefﬁcient estimation. The performance of GMDH in the
training stage (R2¼ 0.801, MAPE¼ 5.173, RMSE¼ 0.031, E¼ 0.793&
SI ¼ 0.072) and testing stage (R2 ¼ 0.779, MAPE ¼ 5.263,
RMSE ¼ 0.038, E ¼ 0.757 & SI ¼ 0.069) indicates an acceptable
degree of accuracy the model has in estimating the discharge co-
efﬁcient. In addition to proposing a novel model using GMDH, it
was compared with existing regression equations. The results
signify that the equation (Eq. (6)) that presents better results
(R2 ¼ 0.452, MAPE ¼ 6.558, RMSE ¼ 0.062, E ¼ 0.349, SI ¼ 0.113)
than the other existing equations is less accurate than the GMDH-
based equation (Eq. (17)).
Investigating the various input combinations (according to
Fig. 1) demonstrates that the b/B input variable has the maximum
effect on discharge coefﬁcient simulation accuracy, and eliminating
this variable leads to an increase in modeling error up to two times.
The b/y1 input variable is recognized as the least important, while
eliminating this input variable leads to a 1% increase in relative
error. The sensitivity analysis shows that despite the b/B input
variable having a complex effect on Cd, other input variables have a
nearly direct relation with Cd. In the sequence, the performance of
the GS-GMDHmodel with one of themost commonly used artiﬁcial
intelligence methods (FFNN) shows that the GS-GMDH has signif-
icantly higher performance than the FFNN with MAPE of 10.882. In
addition, despite the FFNN, the GS-GMDH exploits an explicit,
simple equation (Eq. (15)) that can be used in practical situations. It
should be mentioned that GMDH has high precision in predicting
the discharge coefﬁcient and has the capacity to be used as an
alternative to other existing methods.
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