The Semantic Web is one of the main efforts aiming to enhance human and machine interaction by representing data in an understandable way for machines to mediate data and services. It is a fast-moving and multidisciplinary field. This study conducts a thorough bibliometric analysis of the field by collecting data from Web of Science ( 
Introduction
The Web is experiencing tremendous changes in its function to connect information, people and knowledge, but also facing severe challenges to integrate data and facilitate knowledge discovery. The Semantic Web is one of the main efforts aiming to enhance human and machine interaction by representing data in an understandable way for machine to mediate data and services [1] . Recently, PriceWaterhouseCoopers [2] has predicted that Semantic Web technologies may revolutionize the entire enterprise of decision-making and information sharing. The profile of the Semantic Web has been further heightened by the Obama administration's new groundbreaking plan to initiate Semantic Web technologies to bring transparency to government activities [3] . Indeed, we see and hear the term "Semantic Web" almost everywhere.
Why is the Semantic Web becoming so popular? One obvious reason: the increasing needs of individuals and society to process information with efficiency, speed and comprehensiveness. This primary need addresses the vexing issue of the Web's over-flooded information. Ten years ago the Web largely contained documents, But there are not many available researches on using bibliometric methods to evaluate the field of Semantic Web, partially because it is still a young emerging field. Mika [22] and Mika, Elfring, and Groenewegen [23] conducted social network analysis for the Semantic Web research community based on researchers who have submitted publications or held an organizing role at the first, second and third International Semantic Web Conference (ISWC2002, ISWC2003 and ISWC2004) or the first Semantic Web Working Symposium in 2001. Their dataset contains 608 researchers. They compared the indegree, closeness, structural holes, publications and citations among these researchers and identified the core community and influential members. Zhao and Strotmann [24] used author co-citation analysis to detect school-of-thoughts for the XML field, which is quite broader than the Semantic Web field. As there is not a thorough citation analysis for Semantic Web research, this paper fills this gap by analyzing papers and citations produced in this field.
Method
For citation analysis, WOS and Scopus are the two major authorized databases [25] . But since 2007, WOS has excluded all the major computer science conference proceedings and put them to the ISI proceedings which are not part of WOS anymore 3 . Because Semantic Web is a young emerging multidisciplinary field, we place our focus especially on the semantics and ontology related research (as discussed in Introduction part), which form the core part of the Semantic Web field. In April 2009, "Semantic*" or "Ontolog*" have been used as the search terms to retrieve related publications and their citations from titles, keywords, and abstracts of papers in WOS and Scopus, with the restriction to the computer science related areas, including Library and Information Science 4 . The search query in WOS is TS 5 =(semantic* OR ontolog*) refined by subject areas related to computer science including theory and methods, artificial intelligence, information systems, software engineering, interdisciplinary, hardware and architecture, information science and library science, and cybernetics. There are 23,670 items identified. After excluding editorial materials, meeting abstracts and others, there are 22,951 articles remained. For Scopus, the search query is TITLE-ABS-KEY (semantic*) or title-abs-key(ontolog*) refined by subject areas in computer science, library and information science, and other related multidiscipline, which results in 46,029 items. After excluding corrections, conference review and other notes, there are 44,157 articles remained.
The main hypothesis for forming the search query for WOS and Scopus is that if this paper belongs to semantic web area, the authors should mention either "ontolog*" or "semantic*" in their title, keyword, or abstract. The reason why the semantic language terms are not included in the search query is that: 1) there are too many of them and they are still evolving, such as, XML, RDF, RDF-S, X-Query, SPARQL, RDFa, OWL, OIL, DAML+OIL, DAML, OWL-S, WSMO, WSML, GRIDDLE, SWRL, RIF, to name but a few. Also the OWL, OIL and DAML can lead to a large amount of noisy data, such as papers researching on OWL as an animal, or OIL as a product of oil industry. For example, Ian Horrock's most cited paper on OWL, in its title and abstract, there are semantic web and ontology mentioned. So if one paper never mentioned "ontolog*" or "semantic*" in title, abstract, or keyword, there is a high chance that this paper might not be directly related to the semantic web. So "ontolog*" or "semantic*" can be used to as search terms to capture the majority of papers published in the semantic web area 6 .
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Figure 1. No. of papers in WOS (dark grey) and Scopus (light Grey)
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Researchers
In WOS, the number of publications produced by the authors have been counted and ranked based on the first, second, and third author respectively. We present them in three time periods Benferhat, S, 7
Klein, M, 7
Osorio, M, 7
Boreale, M, 7
Bossi, A, 7
Hunter, A, 7
Perl, Y, 6
Niemela, I, 6
Xu, BW, 6
Kifer, M, 6
Donini, FM, 6
Klein, M, 6
Meseguer, J, 6
Goble, C, 6
Palomar, M, 6
Parsia, B, 6
Zhang, WJ, 6
Geller, J Chen, Y, 7
Bry, F, 7
Laird, J, 7
Li, M, 7
Liu, Y, 7
Kim, KY, 7
Heymans, S, 7
Bertini, M, 7
Jovanovic , J, 7
Worring, M, 6
Hankin, C
Gasevic, D
Xu, D, 6
Li, HY, 6
Medeiros, CB, 6
Note: number presents the number of publications. Some of the current Chinese names, such as Liu, L., Ding, L., can be the combination of different people, but it is beyond the scope of current research to differentiate author identities (same for other tables below). Table 4 ), Artificial Intelligence, Communication of the ACM and Theoretical Computer Science journals are ranked the top three or four during these three periods. Looking at these top 20 highly cited journal/conferences, one finds that Semantic Web is closely related to artificial intelligence, computing theory, logic programming, database and bioinformatics. Table 5 shows the top 20 highly cited journals or conferences from Scopus. There is no major difference between Table 4 and Table 5 
Highly cited authors
The number of times authors or their works get cited can be used to measure the impact of their works on the community. Table 6 Citations in Scopus include all authors, making it possible to rank the cited authors based on first, second, and third author. Table 8 shows the ranks of highly cited papers in three different periods from WOS. T. Gruber's ontology paper has been consistently highly cited and ranked as the top one for all periods. M. Gelfond's stable model semantics for logic programming is ranked as the top two highly cited Table 9 shows the highly cited papers from Scopus. As per Table 8 Table 8 and  Table 9 , even though WOS and Scopus have a significant different number of Semantic Web articles. data form graphs, the searching and retrieving of RDF data utilizes the current Google approach: PageRank or HITS, wherein the topologies of graphs play the major role in ranking nodes in the networks. RDF graphs contain more semantics than normal graphs in Google, as the links and nodes are instances of the ontologies. Various weighted, topic-sensitive or semantic-sensitive PageRank may therefore become a new research topic in the ranking of semantic nodes. Provenance data once again becomes meaningful, wherein datasets need to be integrated. This development traces different steps of data integration and enables provenance-based layered data analysis, query and visualization;  Simple reasoning: Revolutionary breakthroughs should happen during the next few years as complex reasoning fails to scale up. Reasoning should be kept as simple as possible, scalable and error-tolerant. Relaxed or simplified logic may thus be invented to make this fly.  Benchmarking and evaluating ontologies: Nowadays ontologies have been created nearly everywhere, as noted in the introduction -a necessary step for solving the information-deluge problem. There is a pressing need to create a benchmark or widely adopted framework to evaluate and test these ontologies. Notably during the process of generating ontologies, domain experts may have a handbook in hand to ensure right decisions on the modeling of their classes, properties or instances. Examples may be found from other communities, such as TREC in information retrieval;  Interfacing Semantic Web: The next ten years should see to the creation of an innovative user-friendly interface to showcase the Semantic Web. Actually achieving goals of the Semantic Web is still currently impossible, as the search interface or SPARQL Endpoints for LOD datasets are not really targeted for normal users, and are instead accessible to SW gurus or hackers. To bring the Semantic Web out of the research lab and make its debut for normal users, a simple interface design is essential;  Utilizing social Web (Web2.0): The current social network fever in Web2.0 facilitates the generation of social semantic data, such as social tagging, commenting voting and recommending. These data identify existing relationships and create new ones, forming a "social power" that helps the LOD community snowball their datasets and introduce mashup powers of Semantic Web technologies. In the next ten years, we may predict that Web2.0 and the Semantic Web will be merged or interwoven in the manner that motivates normal Web2.0 users to contribute more social metadata, while Semantic Web should provide better technologies to mashup these data and further stimulate data generation. The difference between Web2.0 and Semantic Web will become blurred, as they finally merge to become the next generation Web -Web3.0 -which extends current Web2.0 applications using Semantic Web technologies and graph-based open data [26] ;  Embracing eScience and eGovernment: In the next ten years, eScience and eGovernment will be the major adopters of Semantic Web technologies. The current trend toward data integration, interlinking and analysis within health sciences, biology, medicine, pharmaceuticals and chemistry will lead to new technologies such as bio2rdf, Linked Open Drug Data and YeastHub. Semantic publishing will create new norms for the next generation of publishing, where RDF triples will be asked to add to paper during the submission required by the publishers like the current authors are all familiar with adding keywords to their articles. Journal or conference papers are no long just pure "static strings". They contain important RDF triples which are interlinked in the paper, with other related papers (e.g., citations), and outside related semantic datasets (e.g., LOD bubbles). The substantial funding secured from NIH for CTSA 8 
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Semantic Web technologies to build their transparent eGovernement platform (Shadbolt, Hall & BernersLee, 2006) . These, by no doubt, will create the tremendous momentum and broad social and societal impact on the Semantic Web. This momentum will radiate other fields which data integration is essential, such as environmental science to integrate data from hydrology, climatology, ecology, and oceanography [27] .
The challenges to the Semantic Web may be as significant as its promises. As I. Horrocks mentioned in his recent article, "The vision of a Semantic Web is extremely ambitious and would require solving many longstanding research problems in knowledge representation and reasoning, databases, computational linguistics, computer vision, and agent system." [8] . To carry on and further realize this vision, the Semantic Web community needs to work with researchers from related fields to establish the Semantic Web as the emerging interdisciplinary field -called "Web Science" -to view the World Wide Web as an important entity to be studied in its own right, and to understand its future as a computational structure and an interacting platform of people and machine [9] .
Although there are twice as many Semantic Web papers in Scopus as those in WOS, the citation analysis for the field of Semantic Web does not show a significant difference between the two. For future research, we plan to use social network analysis to detect research groups or communities in this field. The use of self-citation also poses a new area of research that can be further extended to group self-citation or project self-citation in papers citing or cited by authors from the same research group or related projects. This may help identify the knowledge diffusion and transfer patterns in this field, as new and existing thinkers within this closely-knit community become necessarily self-referential.
