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We propose a hyperbolic generalisation of the well-known reaction diffusion
equation and study the structure of its w-limit sets. Under a dissipativity condition
on the nonlinearity, we show quasi-convergence of the flow, saying that the w-limit
set of any orbit is non-empty, compact, connected, and contained in the set of
equilibrium solutions. © 2002 Elsevier Science
1. INTRODUCTION
We consider moving and interacting particles, characterised by their
position in space and by their direction of movement. We assume that the
particles have unit speed. Let us denote by u(t, x, v) the density of particles
at time t and x ¥ W with velocity v ¥ V :=Sn−1, where W … Rn is bounded
and convex with C1-boundary.
The evolution of the density is governed by the following isotropic
reaction transport equation
(“t+v·Nx+mL) u=
1
|V|
f(u¯) (1)
for (t, x, v) ¥ D=(0, T)×W×V. We denote by “t and v ·Nx the time
derivative and the space derivative in direction of v, resp. The positive
parameter m is the inverse length of the mean free path of the particles, and
L is a linear scattering operator. Furthermore, we let |V|=>V dv, dv being
the uniform measure on V. In this article the bar denotes integration over
V, e.g. u¯(t, x) :=>V u(t, x, v) dv is the (local) total density. We assume iso-
tropic scattering, that is, scattering is proportional to the local deviation
from the mean. Thus, we have L=Id−P0, where P0u=
1
|V| u¯ is the local
average of u.
The linear part on the left hand side of (1)governs the spreading of par-
ticles due to a transport process, whereas the nonlinearity f models the
reaction. The system is called isotropic because both the scattering and the
reaction depend only on the total density u¯(t, x). Transport equations
originated in mathematical physics to describe the density of atoms in
dilute gases or of neutrons in reactors. The kind of equation we use here
extends the range of application to the mathematical modeling in biology
and chemistry. It was proposed in [5, 4] to model interacting particles that
perform straight runs interrupted by re-orientations.
We still have to impose appropriate boundary conditions. The linear
transport operator L :=“t+v p Nx is hyperbolic. For any point (t, x, v) ¥ D
there is a unique characteristic line passing through it, namely (t+s,
x+vs, v). The orientation of the line defines the ingoing (−) and outgoing
(+) part of the boundary of D. Let nx denote the outward unit normal at
x ¥ “W, then up to sets of measure zero, we have (one sign throughout)
“D ±=E ± 2 D ±, where
E ±=(0, T)×“D ±, “D ±={(x, v) ¥ “W×V : ± v p nx > 0};
D ±={T ±}×D, T−=0, T+=T, D=W×V.
The hyperbolicity of the operator implies that data can only be prescribed
on the ingoing part “D− of the boundary. The initial data are given on D−,
c−u=u0 on D−, (2)
whereas a boundary condition is imposed on E−,
c−u=oRc+u on E−. (3)
Here c ±u denotes the trace of u on “D ±, o=o(x) ¥ [0, 1] is a local
reflection coefficient and the operator R refers to the reflection law. For
(t, x, v) ¥ E− we assume
R[c+u](t, x, v)=|nx p v|−1 F
nx p vŒ > 0
Rv, vŒu(t, x, vŒ) |nx p vŒ| dvŒ;
i.e., the kernel Rv, vŒ states the probability that an outward pointing velocity
vŒ is reflected into v. We require R \ 0 and >nx p vŒ < 0 Rv, vŒ dv=1. In addition
we assume strong reciprocity, i.e., for almost all ((x, v), (x, vŒ)) ¥ “D−×“D+
there holds
Rv, vŒ |vŒ p nx |=R−vŒ, −v |v p nx |.
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We remark that choosing o — 0 or o — 1 on “W corresponds to imposing
homogeneous Dirichlet or Neumann conditions, resp. We refer to
[2, Chap. 8] for a detailed discussion of the physically relevant boundary
conditions.
Following a Lyapunov function approach we prove that solutions of
(1)–(3) are bounded in suitably defined Hilbert spaces, globally in time.
Here we assume a dissipativity condition on f, namely lim sup|z|Q. f(z)/z
< 0. The main step in proving that positive orbits are relatively compact
uses the far-reaching regularity estimates from [3] for velocity averages in
transport equations. Furthermore, our Lyapunov function also ensures
that any w-limit set is contained in the set of equilibrium solutions of the
reaction transport equation.
Statement of the Result
Using the operator
Au(t, x, v) :=(v p Nx+m) u(t, x, v)
and the modified nonlinearity
F(y) :=my+f(y),
we can write the full problem as an abstract, semilinear evolution problem
(“t+A) u=
1
|V|
F(u¯) in D, (iRT)
c−u=oRc+u on E−, (BC)
c−u=u0 on D−. (IC)
On “D ± we introduce the measures ds ±=|nx p v| ds dv, where ds is the
measure on “W. We define the Hilbert spaces L2 :=L2(D, dx dv), L2± :=
L2(“D ±, ds ±), and
Wˆ2=Wˆ2(D) :={u ¥ L2 : Au ¥ L2, c+u ¥ L2+}.
Let us remark that the given conditions on the boundary operator imply
that R is a map from L2+ into L2− with unit norm, cf. [2, Corollary 8.5.3].
In [1, Sect. 6] it is shown that the domain of A is
Y :={u ¥ Wˆ2 : c−u=oRc+u on “D−},
and −A|Y generates a strongly continuous contraction semigroup (U(t))t > 0
on X :=L2. For uniformly Lipschitz nonlinearities the standard contraction
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principle shows that (iRT), (BC), (IC) has a unique weak solution
u ¥ C0([0,.); X). If in addition f ¥ C1 and u0 ¥ Y then the solution is
classical, i.e. u ¥ C0([0, T]; Y) 5 C1((0, T); X).
In the following we assume
1. The reflection coefficient in (BC) satisfies ||o||L.(“W) < 1.
2. The nonlinearity f is in C1b(R) with sup fŒ < m. Furthermore, f is
dissipative; i.e.,
lim sup
|z|Q.
f(z)
z
< 0.
Theorem 1.1. For any initial value u0 ¥ Y there exists a unique classical
solution u of (iRT), (BC), (IC) globally in time. The positive orbit {u(t) :
t \ 0} is precompact in Y and has a compact, non-empty, invariant, and
connected w-limit set w(u0) ¥ Y. Furthermore, w(u0) is contained in the set of
equilibrium solutions, i.e., any ug ¥ w(u0) satisfies
Aug=
1
|V|
F(u¯g) in D,
c−ug=oRc+ug on “D−.
The proof is given in two steps. In Section 1 we construct a suitable
Lyapunov functional to show global existence in time and L2-convergence
to the set of equilibria. In Section 2 we combine the convergence result
with the regularity results in [3] to show that positive orbits are precom-
pact. This compactness result suffices to characterise the w-limit set,
cf. [6, Lemma I.1.2].
2. THE LYAPUNOV FUNCTIONAL
For u ¥ Y we construct a Lyapunov functional of the form
L(u)=E(u)+B(u),
where E(u) :=|Au− 1|V| F(u¯)|
2
X and B is a correction term given below,
which is constructed in such a way to meet the Lyapunov descent property.
Along orbits {u(t), t \ 0} of solutions of (iRT), (BC), (IC) the expression
E(u(t)) can be interpreted as the kinetic energy, i.e. the square of the
L2-norm of ut(t).
Let us remark that for any initial value u0 in Y the kinetic energy E(u(t))
is well-defined and even a continuous function of time. This fact is a
NONLINEAR TRANSPORT EQUATIONS 359
consequence of the semigroup theory for classical solutions of evolution
problems. For initial data in X there exists a solution semi-group (H(t))t > 0
of the nonlinear problem (iRT), (BC), (IC). Since H(t) obeys the equation
H(t) u0=U(t) u0+
1
|V|
F t
0
U(t−s) F(H(s) u0) ds, (4)
it can be obtained by a contraction principle. Classical results yield a local
solution u ¥ C0([0, T]; X). If in addition u0 ¥ Y then u is a classical solu-
tion, i.e., u ¥ C0([0, T]; Y) 5 C1((0, T); X). In particular, it follows that
E(u(t)) ¥ C0((0, T); X).
For brevity we use the following convention on norms: For any set Z let
O · , ·PZ and | · |Z denote the scalar product and the norm of L2(Z), resp., in
particular, | · | :=| · |D is the norm on X. For u ¥ Y we write ||u|| :=
(|u|2+|Au|2+|c+u|2“D+)
1
2 for the norm on Y.
First we show that (for a proper choice of B) the functional L is
nonincreasing along trajectories.
Proposition 2.1. Let d :=min{m, infz(m−fŒ(z))}. Note that d > 0 by
(ii). Using a :=m− 12 d > 0 andF(y) :=>y0 f(y) dy we define the functional
B(z) :=a 1OAz, SzPD−m |P0z|2− 2|V| FW F(v¯) dx2 .
The unique solution u(t) ¥ C0([0,.), Y) of (iRT), (BC), (IC) satisfies for
T+> T− \ 0
L(u(T+))+d FT
+
T−
E(u(t)) dt [ L(u(T−)). (5)
Proof. Let us remark that if u is a solution on (0, T) then ut is the
solution of
(“t+A) ut=FŒ(u¯) P0ut in D,
c−ut=oRc+ut on E−,
c−ut=ut(0)=−Au0+
1
|V|
F(u¯0) on D0.
Similarly to the definition of Wˆ2=Wˆ2(D) in the Introduction we define the
spatio-temporal regularity space
Wˆ2(D) :={u ¥ L2(D) : Lu ¥ L2(D), c ±u ¥ L2±(“D ±, dg ±)},
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where the measure dg ± on “D ± is equal to dt ds ± on E ±, and equal to
dx dv on D ±.
From [1, Theorem 1] it follows that ut ¥ Wˆ2(D). Using the trace lemma
[1, Proposition 1] we find
|c+ut |
2
“D++2m |ut |
2
D=|c
−ut |
2
“D−+2Out, FŒ(u¯) P0utPD.
Let us recall
|c ±ut |
2
“D±=|ut(T
±)|2+|c−ut |
2
E ± ,
where the reciprocity of the boundary operator ensures
|c−ut |
2
E −=|oRc
+ut |
2
E − [ |o|2L.(“W) |c+ut |2E+ < |c+ut |2E+ ;
cf. [2,Corollary 8.5.3]. Hence, using the definitions of a, d, we conclude
|ut(T+)|2−|ut(T−)|2+d |ut |
2
D [ 2a(2 |P0ut |2D−|ut |2D). (6)
For w ¥ L2(D) we define the reflection operator
S[w]( · , v) :=w( · , −v).
Note also that P0w is the orthogonal projection of w onto the subspace of
v-independent functions in L2(D). For brevity we will keep the notation S
and P0 also for their restriction to X=L2(D), resp. Recall the elementary
identities
4Ow, SwPD=|w+Sw|
2
D−|w−Sw|
2
D ,
4 |w|2D=|w+Sw|
2
D+|w−Sw|
2
D ,
|w±Sw|2D=|P0(w±Sw)|
2
D+|(Id−P0)(w±Sw)|
2
D.
Since P0=P0S=SP0 we obtain
|w+Sw|2D=|2P0w|
2
D+|(Id+S)(Id−P0) w|
2
D ,
|w−Sw|2D=|(Id−S)(Id−P0) w|
2
D.
Thus, choosing w=ut, we conclude
2 |P0ut |
2
D−|ut |
2
D [ Out, SutPD. (7)
Recall Green’s identity [7], cf. also [2, Sect. 9], [1], for two functions
f, k ¥ Wˆ2(D)
OLf, kPD+Of, LkPD=Oc+f, c+kP“D+−Oc−f, c−kP“D− . (8)
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Since u, ut ¥ Wˆ2(D), we can choose f=ut and k=Su and obtain
OLut, SuPD+Out, LSuPD=Oc+ut, c+SuP“D+−Oc−ut, c−SuP“D− .
Observe LSu+S Lu=2Sut. Hence
OLut, SuPD+Out, LSuPD
=OFŒ(u¯) P0ut−mut, SuPD+7ut, − 1|V| F(u¯)+mSu+2Sut8D
=2Out, SutPD+
1
|V|
FT
+
T−
F
W
(FŒ(u¯) u¯−F(u¯)) u¯t dx dt
=2Out, SutPD
+5 1
|V|
F
W
(F(u¯(t)) u¯(t)−2F(u¯(t))) dx−m |P0u(t)|26 t=T+
t=T−
.
For the boundary integrals recall “D ±=D ± 2 E ±. Hence
Oc ±ut, c ±SuP“D±=Oc ±ut, c ±SuPE±+Out(T ±), Su(T ±)PD,
where
Out(T ±), Su(T ±)PD=−OAu(T ±), Su(T ±)PD+
1
|V|
F
W
F(u¯(T ±)) u¯(T ±) dx.
Furthermore, the difference of the two boundary integrals on E ± vanishes
because of strong reciprocity of R. Supressing the dependence of u on t, x
we find
Oc+ut, c+SuPE+−Oc−ut, c−SuPE−
=Oc+ut, c+SuPE+−Oc+Sut, c+uPE+
=F
E+
(ut(v) u(−v)−ut(−v) u(v)) |v p nx | dv dt ds
=FF
E+
vŒ p nx > 0
(ut(v) u(vŒ)−ut(vŒ) u(v)) o(x) R−v, vŒ |vŒ p nx | dvŒ dv dt ds
=FF
E+
vŒ p nx > 0
ut(v) u(vŒ) o(x)(R−v, vŒ |vŒ p nx |−R−vŒ, v |v p nx |) dvŒ dv dt ds
=0.
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Therefore, we deduce
B(u(t))| t=T
+
t=T−=−2aOut, SutPD. (9)
Thus, the claim follows from (6), (7), and (9). L
The next result shows that the Lyapunov functional L is bounded from
below on Y. Furthermore, for anyM> 0, the set ZM :={z ¥ Y : L(z) [M}
is bounded in Y.
Proposition 2.2. Let z ¥ Y. There exist constants C0, d1, C1, C2 > 0,
such that
L(z)+C0 \
d
2m
E(z), (10)
d1 ||z||2−C1 [ L(z) [ C2(1+||z||2). (11)
We get from the dissipativity of f the following
Lemma 2.1. There are constants b0, K, such that F(y)+b0 y2 [K for
all y ¥ R.
Proof. By (ii) there are b0, y0 > 0 with f(y)/y [ −2b0 for |y| > y0.
Define
K :=max
|y| [ y0
{F(y)+b0 y2},
such that the claim is clear for |y| [ y0. If y > y0, then
F(y)+b0 y2=F(y0)+b0 y
2
0+F
y
y0
1f(y)
y
+2b0 2 y dy
[F(y0)+b0 y20 [K.
We proceed similarly for y [ −y0. L
Proof of Proposition 2.2. From the inequalities
−2F(y) [ (1+|fŒ|.) y2+f(0)2,
F(y)2 [ 2(m+|fŒ|.)2 y2+2f(0)2
it follows that
max 3− 2
|V|
F
W
F(v¯) dx , : 1
|V|
F(v¯) :24 [ 2c1(1+|P0z|2), (12)
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where c1 :=max{(1+|fŒ|.), (m+|fŒ|.)2, |W||V| f(0)2}. Hence,
E(z) [ 2 |Az|2+2 : 1
|V|
F(v¯) :2 [ 4c1(1+||z||2),
B(z) [ a 11
2
|Az|2+
1
2
|z|2−
2
|V|
F
W
F(v¯) dx2 [ 4c1(1+||z||2) a.
Thus, the upper bound in (11) holds with C2 :=4(1+a) c1.
Since the reaction term is isotropic, i.e., it does not depend on the
velocity v, we have the estimate
1
m
E(z) \
1
4m
|(Id−S) Az|2
\
m
4
|(Id−S) z|2+
1
2
O(Id−S) v p Nz, (Id−S) zPD.
Observe that
1
2 O(Id−S) v p Nz, (Id−S) zPD=Ov p Nz, zPD−Ov p Nz, SzPD.
The stationary trace lemma [1, Proposition 9] combined with [2, Corol-
lary 8.5.3] implies
2Ov p Nz, zPD=|c+z|2“D+−|c−z|2“D −
\ (1− |o|2L.(“W)) |c+z|2“D+ \ 0. (13)
Since Oz, SzPD \ |P0z|2− 14 |(Id−S) z|
2, we obtain
1
m
E(z) \
m
4
|(Id−S) z|2−Ov p Nz, SzPD
\ m |P0z|2−OAz, SzPD.
Now, it follows from Lemma 2.1 that
L(z)=E(z)+B(z)=1a+d
2
2 1
m
E(z)+B(z)
\
d
2m
E(z)+2ab0 |P0z|2−C0, (14)
where C0 :=2a
|W|
|V| K. This proves (10).
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Using (14), (12), and
E(z)=:Az− 1
|V|
F(v¯) :2 \ 1
2
|Az|2− : 1
|V|
F(v¯) :2
we obtain for b1 :=
1
2 min{
d
2m ,
ab0
c1
} the inequality
L(z) \ b1 |Az|2−(2ab0+C0).
Recalling (13), we get for any z ¥ Y
|Az|2 \ m2 |z|2+m(1− |o|2L.(“W)) |c+z|2“D+.
Thus, for any z ¥ Y a bound on |Az| implies also bound on ||z||. Hence,
there exist positive d1, C1 with d1 ||z||2−C1 [ L(z). L
Now we can prove the convergence of the kinetic energy.
Theorem 2.1. The unique solution u ¥ C0([0,.), Y) of (iRT), (BC),
(IC) is globally bounded in Y, i.e. ||u(t)|| [ C(||u0 ||). In particular, limtQ.
E(u(t))=0.
Proof. From (5) and (11) we infer for any T > 0
d1 ||u(T)||2−C1 [ L(u(T)) [ L(u(0)) [ C2(1+||u0 ||2);
i.e., any positive orbit {u(T) ¥ Y : T \ 0} is uniformly bounded in Y.
Using (5) and (10) we obtain
1
2m
E(u(T))+FT
0
E(u(t)) dt [
1
d
(L(u(0))+C0) <..
Hence, g(T) :=E(u(T)) is in L1([0,.)) and uniformly bounded.
From (6)follows for any 0 [ T− < T+
g(T+) [ g(T−)+2 |fŒ|. F
T+
T−
g(t) dt.
The uniform Gronwall lemma—cf. [6, Lemma III.1.1]—yields for T \ 0
g(T+1) [ e2 |fŒ|. FT+1
T
g(t) dt.
Since g ¥ L1([0,.)) implies limTQ. >T+1T g(t) dt=0 we deduce limTQ.
g(T)=0. L
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3. PRECOMPACTNESS
Here we show that positive orbits are precompact in Y. Following
Temam [6, Sect. I.1.3] we suitably decompose the solution semi-group.
Proposition 3.1. The semi-group {H(t)}t \ 0 on Y admits a decomposition
H(t)=H0(t)+Hc(t),
where {H0(t)}t \ 0, {Hc(t)}t \ 0 are two families of continuous operators
satisfying
(H0) If Z … Y is bounded then rZ(t)=supu0 ¥ Z ||H0(t) u0 ||Q 0 as
tQ..
(Hc) {Hc(t) u0: t \ 0} is precompact in Y for any u0 ¥ Y.
Note that the result implies that any positive orbit {H(t) u0 : t \ 0} is
precompact.
Proof. Recalling (4) we choose H0(t)=U(t); i.e., H0(t) represents the
exponential decaying semi-group corresponding to the homogeneous
problem. We derive the compactness of Hc(t)=H(t)−H0(t) from the
regularity properties of velocity averaging, since the integral term in (4)
depends only on the total density of particles.
If u(t) :=H(t) u0 is the solution of (iRT), (BC), (IV), then ui(t) :=
H0(t) u0 satisfies the transport equation
(“t+A) ui=0 in D,
c−ui=oRc+ui on E−,
c−ui=u0 on D−,
(T0)
whereas uc(t) :=Hc(t) u0=u(t)−ui(t) is a solution of
(“t+A) uc=
1
|V|
F(u¯) in D,
c−uc=oRc+uc on E−,
c−uc=0 on D−.
(Tc)
Recall from [1, Sect. 6] that the semi-group U(t) on X is exponentially
decaying in time; more precisely, we have |U(t)| [ e−mt. We need to check
that this also holds true for the norm on Y. From (T0) it follows that
|“tui(t)| [ e−mt 1 |Au0 |+: 1|V| F(u¯0) : 2 [max{1, m, |fŒ|.} e−mt ||u0 ||. (15)
This implies ||H0(t) u0 || [ C(m, |o|L.(“W)) e−mt ||u0 ||, and hence (H0).
366 HARTMUT R. SCHWETLICK
It is not hard to check that there exists a constant C > 0 such that for
any s ¥ Sn−1
|{v ¥ V : |s p v| [ e}| [ Ce.
Hence [3, Corollary 5] implies that the mapping P0 : Wˆ2(D)Q L2(W) is
compact. Since we know from Theorem 2.1 that positive orbits are
bounded in Y … Wˆ2(D), it follows that {u¯(tn)}n ¥N is precompact in L2(W).
We show now that this property implies the precompactness of
{Hc(t) u0 : t \ 0}. Let {tn}n ¥N be an arbitrary sequence with tn \ 0. We have
to show that {Hc(tn) u0} admits a Y-convergent subsequence. If {tn} is
bounded, then the continuity of Hc(t) u0 in t will do. Otherwise, there is a
subsequence tnk Q. such that u¯(tnk ) converges in L2(W) to a function
u¯g ¥ L2(W). We will show that uc(tnk ) converges in Y.
Since “tu(t), “tui(t) ¥X, we can write (Tc) for any t > 0 as a ‘‘stationary’’
equation
Auc(t)=
1
|V|
F(u¯(t))−“tu(t)+“tui(t) in D,
c−uc(t)=oRc+uc(t) on “D−.
It follows from [1, Proposition 10] and a contraction argument that the
stationary problem
Aus=f in D,
c−us=oRc+us on “D−
hasabounded, linearsolutionoperatorR: X ¦ fW us ¥Y,provided |o|L.(“W) < 1.
Defining u. :=R[
1
|V| F(u¯g)], we obtain
||uc(tnk )−u. ||
=>R 5 1
|V|
F(u¯(tnk ))−“tu(tnk )+“tui(tnk )6−R 5 1|V| F(u¯g)6>
[ CR : 1|V| (F(u¯(tnk ))−F(u¯g))−“tu(tnk )+“tui(tnk ) :
[ CR 1m+|f −|.`|V| |u¯(tnk )− u¯g |L2(W)+`E(u(tnk ))+|“tui(tnk )|2 . (16)
Hence, Theorem 2.1 and (15) implies that uc(tnk )=Hc(tnk ) u0 converges in
Y to u.. L
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Now we conclude the proof of Theorem 1.1. By the same reasoning as in
the proof of [6, Lemma I.1.2] we deduce from the precompactness of the
positive orbit {H(t) u0 : t \ 0} that the w-limit set w(u0) is non-empty,
compact in Y, invariant, and connected. Finally, we have to show that any
ug ¥ w(u0) is indeed an equilibrium. Since ug ¥ w(u0), there exists a
sequence tn Q. such that u(tn)=H(tn) u0 Q ug in Y. Similarly to the
argument for (16) we obtain
>u(tn)−R 5 1|V| F(u¯g)6> [ CR 1m+|f
−|.
`|V|
|u¯(tn)− u¯g |L2(W)+`E(u(tnk ))2 .
By Theorem 2.1 we know that E(u(tnk ))Q 0. Hence, u(tn)Q ug implies
ug=R[
1
|V| F(u¯g)]; i.e., u. is a stationary solution.
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