Abstract Statistical modeling of rainfall is an important challenge in meteorology, particularly from the perspective of rainfed agriculture where a proper assessment of the future availability of rainwater is necessary. The probability models mostly used for this purpose are exponential, gamma, Weibull and lognormal distributions, where the unknown model parameters are routinely estimated using the maximum likelihood estimator (MLE). However, presence of outliers or extreme observations is quite common in rainfall data and the MLEs being highly sensitive to them often leads to spurious inference. In this paper, we discuss a robust parameter estimation approach based on the minimum density power divergence estimators (MDPDEs) which provides a class of estimates through a tuning parameter including the MLE as a special case. The underlying tuning parameter controls the trade-offs between efficiency and robustness of the resulting inference; we also discuss a procedure for datadriven optimal selection of this tuning parameter as well as robust selection of an appropriate model that provides best fit to some specific rainfall data. We fit the above four parametric models to the areally-weighted monthly rainfall data from the 36 meteorological subdivisions of India for the years 1951-2014 and compare the fits based on the MLE and the proposed optimum MDPDE; the superior performances of the MDPDE based approach are illustrated for several cases. For all month-subdivision combinations, the best-fit models and the estimated median rainfall amounts are provided. Software (written in R) Keywords Cramér-von Mises distance · Maximum likelihood estimation · Outliers or extreme observations · Robust information criterion · Subdivisionwise areally-weighted rainfall of India.
Introduction
The proportion of rural population in India is very high (68.84% in 2011; source: http://censusindia.gov.in) and the main livelihood in the rural areas is agriculture which contributes 17% of the country's GDP (Arjun, 2013) . Out of the total sown areas, 67% of the lands are under rainfed agriculture making it the largest such extent in the world (Venkateswarlu, 2011) . Predictions indicate that the dry regions are becoming drier and climate being a sensitive factor for agriculture, the change would possess a large impact on the productivity of the rainfed agriculture and increases concerns about food security (Chauhan et al., 2014) . A key solution to the problem of water scarcity in rainfed agriculture is to build a proper irrigation system. In 2007, National rainfall Area Authority (NRAA) was established and the Rainfed Area Development Programme (RADP) was implemented in 22 states of India during 2012-2013 (Katyaini and Barua, 2017) ; but still 52% of the total cropped area remains without irrigation at present (Economic Survey Report 2017-2018. Link-http://mofapp.nic.in:8080/economicsurvey), where the agriculture is solely dependent on rainfall. Thus, a proper assessment of the future availability of rainwater is necessary which can be achieved via an appropriate statistical modeling of historic rainfall data of India.
Statistical modeling of rainfall data is an important research area in meteorology over the decades. Considering the wet months, the amount of monthly rainfall has positive value and usually the histograms appear to be positively skewed. So, the probability distributions used for this purpose are right-skewed and defined on the positive real line; some examples are exponential (Todorovic and Woolhiser, 1975; Burgueño et al., 2005 Burgueño et al., , 2010 Hazra et al., 2018) , gamma (Barger and Thom, 1949; Mooley and Crutcher, 1968; Husak et al., 2007; Krishnamoorthy and León-Novelo, 2014) , log-normal (Kwaku and Duke, 2007; Sharma and Singh, 2010) , Weibull (Duan et al., 1995; Burgueño et al., 2005; Lana et al., 2017) , Pearson Type-III/V/VI (Hanson and Vogel, 2008; Khudri and Sadia, 2013; Mayooran and Laheetharan, 2014) and log-logistic (Fitzgerald, 2005; Sharda and Das, 2005) . Out of several possible choices, the first four are mostly used in meteorological literature and hence we also concentrate only on those four distributions in this paper. While some researches assume one such particular model and analyze the data based on it, different goodness-of-fit tests are also used in the literature for data-based selection of an appropriate model which include, for example, the Chi-square test (Barger and Thom, 1949; Mooley, 1973; Kwaku and Duke, 2007) , Kolmogorov-Smirnov test (Sharma and Singh, 2010; Hazra et al., 2014; Al-Suhili and Khanbilvardi, 2014) , Anderson-Darling test (Sharma and Singh, 2010) , variance ratio test (Mooley, 1973; Hazra et al., 2017) and the Akaike information criterion (AIC) used by Villarini and Serinaldi (2012) .
Except for a few Bayesian estimation procedure (e.g., Hazra et al., 2018) , most other rainfall modeling approaches estimate the unknown model parameters through the maximum likelihood estimator (MLE). The MLE is the most widely used parameter estimation procedure due to its nice asymptotic properties like consistency and full asymptotic efficiency; it achieves the Cramér-Rao lower bound when the sample size tends to infinity. However, the MLE is extremely sensitive to outliers and gets highly affected even in the presence of a single outlying observation (Strupczewski et al., 2005; Neykov et al., 2007; Strupczewski et al., 2007) . Basu et al. (1998) propose a robust parametric estimation procedure, namely the minimum density power divergence estimator (MDPDE), where the estimates are obtained by minimizing a suitable densitybased divergence measure, known as the density power divergence (DPD), over the parameter space. The DPD family is indexed by a tuning parameter α ≥ 0 and reduces to the well-known Kullback-Leibler divergence at α = 0; thus the MDPDE at α = 0 is nothing but the MLE and it provides robust generalization of the MLE at α > 0. One major advantage of the the MDPDE approach is that it does not need any nonparametric smoothing for the density estimation unlike other minimum divergence approaches (e.g., Beran, 1977; Basu and Lindsay, 1994, etc.) ; as a result the MDPDEs are comparatively easy to implement in practice (Seo et al., 2017) . Thus, the MDPDE approach has become quite popular in recent years and widely applied in several areas of scientific researches. For example, Gajewski and Spiegelman (2004) consider the problem of estimating the source profiles from a pollution data collected at one receptor site; the corresponding error distribution is possibly a mixture instead of the Gaussian due to the varying meteorological conditions at the receptor and the MDPDE approach is seen to outperform the usual MLE. Based on both biological and statistical validations from simulated as well as real gene expression datasets, Yuan et al. (2008) show that their proposed partial regression clustering algorithm, based on the MDPDE, outperforms other popular MLE-based clustering algorithms in Gene Ontology driven evaluation. Seo et al. (2017) use the MDPDE to estimate the changes in the magnitude and frequency of extreme precipitation at 60 weather stations in South Korea to determine the flood safety design criteria; their results provide decreased and adjusted values of the design rainfall compared to the MLE. While the MDPDE has been implemented in non-meteorological fields as well as in modeling extreme precipitation (e.g., annual maximum daily precipitation, precipitation above some high threshold), as of authors' knowledge, it has not yet been implemented in classical statistical meteorology (e.g., modeling monthly or annual rainfall).
In this paper, we analyze areally-weighted monthly rainfall data from the 36 meteorological subdivisions of India for the years 1951-2014 considering its importance in the context of rainfed agriculture across the country. The proportions of outliers are high in the data particularly during the post-monsoon months. We fit four probability distributions, namely exponential, gamma, lognormal and Weibull (combining these four cases, henceforth we refer to them as "rainfall model"s or simply as RMs), and estimate the model parameters using the proposed MDPDE for all subdivision-month combinations. For each value of the tuning parameter α, the MDPDE returns a separate estimate of the model parameters; it has been shown that the asymptotic relative efficiency of the MDPDEs decreases slightly with increasing values of α. However, such loss in efficiency is observed not to be quite significant compared to the huge gain in terms of robustness, as illustrated through the classical influence function analysis, for all the four RMs considered. We study how the fitted RMs vary over different α and describe an optimal data-driven selection of the tuning parameter α by minimizing the empirical Cramér-von Mises (CVM) distance following Fujisawa and Eguchi (2006) . Instead of the non-robust AIC for model selection under MLE, we propose the use of a robust information criterion (RIC) based on the MDPDEs to select the best-fit model among the four RMs considered. For each RM, we present results at four subdivision-month combinations to illustrate the advantage of the MDPDE based approach over the (non-robust) MLE based analyses. We finally provide the best-fit models and the median rainfall amounts based on the 'optimum' MDPDE estimates for all month-subdivision combinations.
The rest of the paper is organized as follows. In Section 2, we discuss about the Indian rainfall data considered here, along with some preliminary analyses. The statistical methodology and illustrations of their properties for the four RMs are described in Section 3. In Section 4, we discuss the results, and the paper ends with some concluding remarks in Section 5.
Rainfall data
Normand (1953) commented that "India as a whole is too large to be treated as a single unit. Some areas are negatively correlated with others, for example, the monsoon rainfall of Bengal and Assam with Bombay and central India". Thus, here we prefer a subdivision-wise and hence a higher-resolution analysis considering it to be more informative. Areally-weighted monthly rainfall (in mm) at the 36 meteorological subdivisions of India (according to Guhathakurta and Rajeevan (2008) ) for the years 1951-2014 are obtained from Open Government Data (OGD) Platform, India (https://data.gov.in). The 36 subdivisions are presented in Figure 1 of Guhathakurta and Rajeevan (2008) . Rainfall monitoring is done by India Meteorological Department (IMD) at 641 districts. Monthly rainfall amounts of all the districts are computed by arithmetic mean of the available stations within the respective district for each month. Yearwise numbers of stations used to compute the district-level data are provided in Table 2 of Guhathakurta et al. (2011) . From the district-wise rainfall series, subdivision-wise rainfall series for all the months are constructed using the district area weighted method.
Similar to Seo et al. (2017) , we treat an observation to be an outlier if it is greater than the 1.5 interquartile range above the third quartile or lower than the 1.5 interquartile range below the first quartile. For each subdivision-month combination, we calculate the proportions of outliers which are presented in Table 1 . The proportion is highest for February at the Coastal Karnataka subdivision (17.9%) whereas there are no outlier for 76 subdivision-month combinations. Averaging across the subdivisions, the proportion is highest for December (9.01%) and lowest for September (1.66%). Averaging across months, the proportion is highest for Gujarat region (8.74%) and lowest for Sub-Himalayan West Bengal and Sikkim (2.7%). The presence of such significant proportions of outlying observations motivates us to look for a robust modeling procedure.
Further, out of total 432 subdivision-month combinations, trends over the years are observed to be significant only in 45 and 23 cases at the significance levels 5% and 1%, respectively. Ignoring these few cases, we can assume that, for each of the twelve months, the monthly rainfall values are identically distributed (not to be confused with identically distributed assumption across months) and independent (this assumption is reasonable as the environmental conditions leading to rainfall in a particular month for two different years are likely to be independent) replications across the years. These assumptions are quite common for modeling rainfall data in meteorological literature (see, e.g., Mooley, 1973; Sharda and Das, 2005; Hazra et al., 2017) .
Statistical Methodology

The minimum density power divergence estimator
In this subsection, we summarize the proposed minimum density power divergence estimator (MDPDE); see Basu et al. (1998 Basu et al. ( , 2011 for more details.
Suppose we have independent and identically distributed (IID) observations X 1 , . . . , X n from a population having true distribution function G and density function g. We want to model it by a parametric family of distribution functions {F θ } having densities {f θ }, indexed by some unknown p-dimensional parameter θ ∈ Θ, the parameter space. Note that the density functions exist for our four RMs. We need to estimate the unknown model parameter θ based on the observed data for further inference.
In the common maximum likelihood estimation, we calculate the likelihood function L(θ) = n i=1 f θ (X i ) and maximizing it over the parameter space Θ to get the MLE, i.e., θ MLE = arg max
In case of the RMs, an unique (but non-robust) estimate can be obtained.
In an alternative minimum divergence approach, one may consider an appropriate divergence measure between the true data-generating density (estimated from the observed data) and the parametric model density and minimize this measure of discrepancy with respect to the underlying model parameter to obtain the corresponding minimum divergence estimate. The MLE can also be Table 1 Proportion of outliers for each month at the 36 meteorological subdivisions of India. An observation is considered to be an outlier if it is larger than the 1.5 interquartile range above the third quartile, or smaller than the 1.5 interquartile range below the first quartile. thought of as a minimum divergence estimator associated with the KullbackLeibler divergence. However, an appropriate choice of the divergence measure is important when our goal lies in robust parametric inference. Among many such available divergences, as mentioned before, here we consider particularly the DPD measure proposed by Basu et al. (1998) . For a tuning parameter α ≥ 0, the density power divergence d α between two densities f and g is defined as
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(1) Note that d 0 (g, f ) is the Kullback-Leibler (KL) divergence. For the case of parametric estimation, we consider the model density f θ in place of the density f in Equation (1), whereas g denotes the true density. Then, we can define the minimum DPD functional T α (·) by (Basu et al., 1998) 
whenever the minimum is attained. Thus, T α (G) represents the best fitting parameter value under the true distribution G. In practice, however, the true density g is unknown and hence the minimizer of d α (g, f θ ) cannot be obtained directly; alternatively we use an estimate of g. A major advantage of the particular DPD family over other robust divergence measures is that we can avoid the non-parametric smoothing (and associated numerical complications) for this purpose of estimating density g. To see this, note that, we can rewrite the DPD measure as
(3) where E [·] denotes the expectation of its argument with respect to the true density g. Note that the terms E [g α (X)] and E [log g(X)] do not depend on θ and hence they can be ignored while performing optimization with respect to θ; and the other two expectations in (3) can directly be estimated through empirical means avoiding the direct non-parametric estimation of g. Therefore, the minimum DPD estimator (MDPDE) is finally defined as
where
Further, at α = 0, θ 0 = arg min θ∈Θ
definition. However, for any α ≥ 0, we get unbiased estimating equations (at the model), obtained through differentiation of H α,n (θ) from (4), as given by
where u θ (x) = δ log f θ (x)/δθ is the score function. Once again at α = 0, Equation (6) reduces to the usual score equation leading to the MLE. But, for α > 0, the MDPDEs provide a weighted score equation (suitably adjusted for unbiasedness) with weights f α θ (X i ) for X i . Clearly these weights will be small for outlying observations (with respect to the model family) and hence are expected to produce robust estimates downweighting the effects of outliers.
The MDPDE for the rainfall models
Considering the intricacy of the mathematical details, we illustrate the basic steps to obtain the MDPDEs for our four RMs; the rigorous differentiation and integration steps are omitted for brevity.
Exponential distribution
Consider the family of one-parameter exponential distributions having distribution function F λ (x) = 1 − exp (−λx), and the associated density function f λ (x) = λ exp (−λx), for x > 0, where λ > 0 denotes the rate parameter. Straightforward calculations of the terms V α (θ; x) in Equation (5) show that
While calculating the estimating equation from (4), the score function is u λ (x) = λ −1 − x. Plugging this, we get
The MDPDE estimate of λ is to be obtained by solving Equation (8). A closed form expression of λ α does not exist for α > 0 and hence we have computed them by numerically solving (8).
Gamma distribution
Here we assume that we have IID observations X 1 , . . . , X n from the twoparameter gamma distribution family. The corresponding distribution function F (a,b) (x) does not have a closed form expression, but the density function has the form
, for x > 0, where a and b denote the shape and rate parameters, respectively. Straightforward calculations of V α (θ; x) from Equation (5) yields
Thus, we calculate
by plugging in the observations in Equation (9) and obtain the MDPDE of a and b by numerically minimizing H α,n (a, b).
Lognormal distribution
We next consider the two-parameter lognormal distribution family having distribution function
, where Φ is the distribution function of a standard normal distribution and µ and σ denote the mean and standard deviation parameters in the log-scale, respectively. The corresponding density function is given by
, for x > 0. Once again, straightforward calculations show that
(10) Plugging in X 1 , . . . , X n in Equation (10), we again compute the objective function H α,n (µ, σ) = 1 n n i=1 V α (µ, σ; X i ), and then obtain the MDPDE of µ and σ by numerically minimizing H α,n (µ, σ).
Weibull distribution
Our final RM is the two-parameter Weibull distribution family, which has distribution function F (a,b) 
, for x > 0, where a and b denote the shape and rate parameters, respectively. Straightforward calculations again yield
(11) Plugging in the sample observations X 1 , . . . , X n in Equation (11), we again calculate
and then obtain the MDPDE of a and b by numerically minimizing H α,n (a, b).
Asymptotic relative efficiency
We now consider the performances of the proposed MDPDEs that can be expected through its theoretical properties. The first measure of correctness of any estimator is its standard error or variance. Although the exact sampling distribution of the MDPDEs are difficult to find in general, also in the case of MLE, we can use the asymptotic results. Let us assume that the model is correctly specified so that the true data generating distribution is G = F θ0 for some θ 0 ∈ Θ. Then, Basu et al. (1998) prove that, under certain regularity conditions, θ α is a consistent estimator of θ 0 and the asymptotic distribution of n 1/2 ( θ α −θ 0 ) is normal with mean zero and variance
It is easy to verify that the asymptotic variance of the MDPDE is minimum when α = 0. Thus, the asymptotic variance of the MDPDE is larger than that of the MLE and considering an estimator with smaller variance to be preferred in general, it is important to study the asymptotic relative efficiency (ARE), the ratio of the asymptotic variances of the MLE over that of the MDPDE assuming there is no outlier in the data. A value of ARE close to one indicates that the standard errors of the MLE and the MDPDE are comparable and hence we can achieve robustness with only a little compromise in variance. Note that, by definition, the ARE of the MDPDE at α = 0 will be one for all models.
Among our RMs, if we consider the exponential model, the asymptotic variance of n 1/2 ( λ α − λ) can be computed to be K/J 2 , where
Since the asymptotic variance of n 1/2 ( λ M LE − λ) is λ −2 , the ARE of the MDPDE is then given by
Note that it does not depend on the value of the parameter λ. For other three RMs, however, the matrices J α and K α and hence the ARE of the MDPDEs cannot be computed explicitly and also depends on the underlying true parameter values; we compute them through numerical integrations. The ARE values obtained for the MDPDE at different α > 0 are presented in Table 2 for all our RMs; for the last three RMs, the results for some particular parameter values are presented. It is clearly observed from the table that the AREs of the MDPDEs decrease with increasing values of α, but the loss is not quite significant for smaller values of α > 0. Thus, the asymptotic variance of MDPDE under pure data (no outlier) assumption is comparable with that of the MLE at least for small values of α and, against this small price, we can achieve extremely significant increase in the robustness under data contamination (when outliers are present), as illustrated in the next subsection.
Robustness: Influence Function Analysis
We will now illustrate the claimed robustness of the proposed MDPDE through the classical influence function analysis (Hampel et al., 1986) . For this purpose, we need to consider the functional approach with T α (G) being the MDPDE functional at the true distribution G as defined in (2) for tuning parameter α. Suppose G = (1 − )G + ∧ y denotes the contaminated distribution where is the contamination proportion and ∧ y is the degenerate distribution at the contamination point (outlier) y. Then, [T α (G ) − T α (G)] gives the (asymptotic) bias of the MDPDE due to contamination in data distribution. The influence function (IF) measures the standardized asymptotic bias of the estimator due to infinitesimal contamination and is defined as
Therefore, whenever the above IF is unbounded at the contamination point y, the bias of the underlying estimator can be extremely large (tending to infinity) even under infinitesimal contamination at a distant point; this clearly indicate the non-robust nature of the corresponding estimator. On the contrary, if the IF remains bounded in y, then the underlying estimator also remains within a bounded neighborhood of the true estimator even under contamination at far extreme y, and hence indicates the robustness of the estimator. For our MDPDEs, the general theory developed in Basu et al. (1998) can be followed to obtain its IF. When the model is correctly specified, i.e., G = F θ0 for some θ 0 ∈ Θ, the IF of the MDPDE functional T α with tuning parameter α ≥ 0 is given by
where J α is as defined in (12). Due to the exponential nature of the densities of our RMs, it can be shown that the corresponding score functions u θ are polynomial; hence the IF of the MDPDEs for our RMs will be bounded for all α > 0 but unbounded at α = 0 (corresponds to the MLE).
To visualize it more clearly, in Figure 1 
On the Choice of Optimum tuning parameter α
We have seen that the tuning parameter α provides a trade-off between the efficiency and robustness of the corresponding MDPDEs; choosing a larger α provides higher robustness while the asymptotic variance (and hence the standard error) of the estimator increases. So one needs to choose α appropriately depending on the amount of contamination in the data -larger α for greater contamination proportions and vice versa. In practice, however, the contamination proportion in the data is unknown (can be guessed at maximum) and hence a data-driven algorithm for the selection of an 'optimum' tuning parameter α is extremely important for practical applications of the MDPDE including the present rainfall modeling.
Here we follow the most recent approach of Fujisawa and Eguchi (2006) and Seo et al. (2017) , where we choose the 'optimum' tuning parameter α by minimizing the empirical Cramer-von Mises (CVM) distance as follows.
where x 1 , . . . , x n are the order statistics of sample observations and θ
is the MDPDE at tuning parameter α obtained by leaving out x i from the sample.
Robust Model Selection
The final step in rainfall modeling is to choose an appropriate parametric model from a set of candidate RMs. The usual approach of AIC is based on the MLE and hence extremely non-robust against outlying observations. In consistent with the robust MDPDE, we propose the use of an associated robust model selection criterion, namely the RIC.
Although first discussed in the technical report associated with Basu et al. (1998) , this RIC has been widely explored in Mattheou et al. (2009) . For a particular model M , if θ α,M denote the MDPDE at some prefixed tuning parameter α ≥ 0, then the corresponding value of RIC is computed as
where H α,n is the MDPDE objective function given in Equation (4), the matrices J α and K α are as defined in (12) and T r(·) denotes the trace of a matrix. For fixed α ≥ 0, the RIC values are compared across different models and the model having lowest RIC is chosen as the "best" among the candidate RMs.
It is important to note that, at α = 0, MDPDE and MLE coincide and hence the model with minimum RIC is same as the model with minimum AIC. One downside of the RIC is that it depends on the tuning parameter α. One possible approach could be to choose α first by minimizing the CVM distance as described in the previous subsection and then to apply the RIC with the chosen 'optimum' α to robustly select the final rainfall model in each cases. However, the optimal α for the four RMs are likely to be different. Therefore, for our analyses, we select a model M * satisfying
Results
To illustrate the advantages of the proposed MDPDE based approach in rainfall modeling, we first present the histogram of rainfall data along with fitted models by the MDPDE (and the MLE) for four example cases of subdivisionmonth combinations under each RMs. For this purpose, we choose four values of α = 0, 0.1, 0.5, 1 and the corresponding MDPDE estimates along with their standard errors (SE) and the CVM distances (CVMD) are provided. The overall results from the comprehensive study are presented afterward along with the final predicted models and and the estimated median rainfall amounts for all month-subdivision combinations.
Performance of the MDPDE with exponential distribution
We choose four subdivision-month combinations where exponential distribution provides more reliable fits compared to other RMs. The density function of the exponential distribution is monotonically decreasing which matches with the empirical histograms for these cases; also these data include high percentage of outliers. These chosen cases are -(Coastal Karnataka; February), (Gujarat region; May), (Maratwada; December) and (Saurashtra, Kutch and Diu; December), having outlier proportions as 17.9%, 13.0%, 11.4% and 13.0%, respectively. The fitted exponential distributions based on the MDPDE approach are provided in Figure 2 . The corresponding MDPDEs, their SEs and the CVMDs are provided in Table 3 .
Coastal Karnataka, Feb From Figure 2 , we observe that the fitted density based on MLE (red line; α = 0) have thicker right tail and with increasing α, the tails of the fitted densities become thinner. Hence, the fitted densities underestimate the probabilities of smaller values and overestimate the probabilities of incorrectly large values (outliers) for α = 0 (the MLE based inference). On the other hand, for α = 1, the fitted densities appear to overestimate the probability of smaller values and underestimate the probability of moderate through large values; this is due to high penalization (assigning less probability) of the moderate values along with the outliers. There is a clear trend observed for such over and underestimation as we go from α = 0 to α = 1. This fact can also be observed from Table 3 , where the MDPDE estimates increase with increasing α in most cases; note that the tail of an exponential distribution becomes thinner with increasing value of its rate parameter. In the asymptotic sense, the standard errors of the MDPDEs are proportional to the corresponding rate parameters (follows from Equation 13) and hence they also increase with α. Here, we observe similar pattern for most of the cases. Further, the CVMDs drop with changing α = 0 to α = 0.1 for all the cases, explaining the reduction in bias with increasing α. Therefore, an optimal α in between 0.1 and 1 would provide the best fit for the data by controlling the penalization based on the amount of outliers in each case. Based on the minimization of the CVMDs, the optimal α values for the considered subdivision-month pairs turn out to be 0.9995, 0.2314, 0.2372 and 0.3106, respectively, with the corresponding CVMDs being 0.0070, 0.0105, 0.0059 and 0.0052, respectively. The MDPDEs for these final 'best' fitted models are 1.8787, 0.4997, 0.1444 and 0.9098, respectively.
Performance of the MDPDE with gamma distribution
Next we choose four subdivision-month combinations where gamma distribution provides reliable fits and the data include some outliers. The chosen cases are -(Arunachal Pradesh; June), (Chattisgarh; July), (Nagaland; August) and (Rayalseema; June); the proportion of outliers in these cases are 4.9%, 3.1%, 3.1% and 7.8%, respectively. The fitted gamma densities based on the MD-PDE approach are provided in Figure 3 , while the corresponding MDPDEs, their SEs and the CVMDs are provided in Table 4 .
From the histograms in Figure 3 , we can see that the outliers are on the right tail except for the second case where the outliers are on the left tail. Under both the scenarios, the densities corresponding to the MDPDEs fit the bulk of the data better compared to the fitted densities via the MLEs. Due to assigning more probability to the outliers, the MLEs lead to underestimation near the mode of the data for all four cases. Similar to the case of exponential distribution, the fitted densities corresponding to the MDPDE at α = 0.1 have less bias compared to the MLE (α = 0) in the region of the bulk of the data but still has a similar pattern of underestimation and overestimation as for the MLE. The fitted densities corresponding to the MDPDEs at α = 0.5 and α = 1 appear to be very similar except for the fourth case. Further, from Table 4 , we see that the estimates of both the shape and the rate parameters increase with α for most of the cases. Except for the fourth case, standard errors of the MDPDE estimates increase with α only moderately. The CVMDs corresponding to α greater than zero are significantly smaller than those for α = 0 for all four cases. Therefore, once again we expect to obtain an optimal α in between 0.1 and 1 that would lead to the 'best' fit for the data via appropriate tradeoffs. Based on the minimization of the CVMDs, the optimal values of α for these four subdivision-month pairs turn out to be 0.2210, 0.2305, 0.9760 and 0.2351, respectively, with the corresponding CVMDs being 0.0008, 0.0003, 0.0005 and 0.0021, respectively. The corresponding MDPDEs of the (shape, rate) parameters are (9.3351, 0.0193), (29.6795, 0.0778), (17.2231, 0.0488) and (7.1414, 0.1190), respectively. These MDPDEs at the optimal α are clearly significantly larger than the respective MLEs. Recall that the variance of a gamma(a, b) distribution is a/b 2 . Based on the MLEs, the variances for the four cases are 32581.8013, 6334.3876, 15321.9900 and 969.0534, respectively, while based on the MDPDEs at the optimal α, these variances reduce to 25084.6641, 4901.6169, 7235.2070 and 504.337 , respectively. Thus, the MLE clearly overestimates the model variance due to the presence of outliers, which can be solved successfully through our MDPDE approach.
Performance of the MDPDE with lognormal distribution
We now pick four subdivision-month combinations where lognormal distribution provides reliable fits and the data include outliers. The chosen cases are -(Arunachal Pradesh; August), (Chattisgarh; July), (Tamilnadu and Pondicherry; May) and (Uttaranchal; August), with the proportion of outliers being 6.6%, 3.1%, 7.8% and 1.6%, respectively. The fitted lognormal density functions obtained using the MDPDEs are provided in Figure 4 ; the MDPDE values, their SEs and the associated CVMDs are provided in Table 5 . Figure 4 shows that the outliers are on the right tail for the first and the third cases while they are on the left tail for the other two cases. In the fourth case, there is only one outlier (1.6%) in the data corresponding to the first bin of the histogram. Considering both the scenarios, the densities based on the MDPDEs fit the bulk of the data better compared to those based on the MLEs even in the presence of a single outlier. Further from Table 5 , we observe that the estimates of both µ and σ decrease with α for the first and the third cases where outliers are on the right tail; they increase with α for the other two cases having outliers on the left tail. SEs of the MDPDE estimates change only slightly with changing α. The CVMDs corresponding to α = 0.1 and α = 0.5 are significantly smaller compared to those for α = 0 and α = 1. Therefore, in these cases, we expect the 'optimum' α to be in between 0.1 and 0.5. By minimizing CVMDs, the optimal α for these four subdivisionmonth pairs indeed turn out to be 0.1983, 0.2135, 0.2352 and 0.1884, respectively, with the corresponding CVMDs being 0.0009, 0.0005, 0.0008 and 0.0006, respectively. The corresponding MDPDE estimates of (µ, σ) are (5.8728, 0.4012), (5.9309, 0.1848), (4.0961, 0.4059) and (5.9100, 0.2960), respectively. Clearly these MDPDEs at the optimal α are smaller than the respective MLEs for the first and the third cases, whereas the reverse order is observed for the rest. As (µ, σ) denote the mean and standard deviation in the log scale, these patterns clearly indicate that the MDPDE approach moves the fitted density towards the bulk of the data by removing the erroneous effects of the outliers.
Performance of the MDPDE with Weibull distribution
Finally, we choose four subdivision-month combinations where Weibull distribution provides reliable fits and the data include some outliers. The chosen cases are -(Andaman and Nicobar Islands; May), (Arunachal Pradesh; July), (Costal Andhra Pradesh; May) and (Orissa; May) having outlier proportions as 6.2%, 6.6%, 10.9% and 4.7%, respectively. The fitted Weibull densities based on the MDPDEs are provided in Figure 5 , and the individual MDPDEs along with their SEs and the corresponding CVMDs are provided in Table 6 . From Figure 5 , we observe that the densities based on MLEs have the similar trend of underestimation near the bulk and overestimation near the tails like the other three rainfall models. For α = 0.1, the fitted densities have less bias compared to α = 0 but have the similar pattern of bias. For α = 0.5 and α = 1, the fitted densities are approximately similar. Further from Table 6 , we observe that the estimates of the parameters a and b increase as we move from α = 0 to α = 0.1 for all the cases. However, further increase in α only increases the estimates of b for all the cases; the estimates of a show different patterns across the cases. For most of the cases, standard errors of the MDPDEs change only moderately with changing α. The CVMDs corresponding to α = 0.1 and α = 0.5 are again significantly smaller compared to those for α = 0 and α = 1. There, just like the cases of lognormal distribution, here also we expect the optimum α values to be in the range [0.1, 0.5]. In fact, by minimizing the CVMD values, we get the optimal α for these four subdivision-month pairs as 0.2658, 0.2301, 0.2476 and 0.2061, respectively, with the corresponding CVMDs being 0.0012, 0.0014, 0.0033 and 0.0010, respectively. The corresponding MDPDE estimates of the shape and the rate parameter pairs (a, b) are (2.9168, 0.0026), (3.2054, 0.0017), (1.5793, 0.0207) and (2.1721, 0.0150), respectively, which are clearly larger than the respective MLEs. Recall that the mean and variance of a Weibull(a, b) distribution are b −1 Γ (1 + 1/a) and b −2 [Γ (1 + 2/a) − Γ 2 (1 + 1/a)], respectively. Based on the MLEs, the means for the four cases are 365.0842, 577.2223, 58.9457 and 65.9042, respectively, while based on the MDPDEs with optimal α, these means become 348.1964, 532.9209, 43.4610 and 59.1287 , respectively. Thus, the (optimum) MDPDE shifts the fitted Weibull densities towards zero by removing the effect of the outliers on the right tail. Further the variances for these four cases are 23542. 0980, 61483.7960, 2710.5810 and 1711.4720 , respectively, based on the MLEs, whereas they reduces to 16842.8240, 33313.1305, 792.1322 and 823.5878 , respectively, based on the MDPDEs at the optimal α. Thus, we see that the MLE overestimates the model variance due to the presence of outliers, which is also corrected via the proposed approach using the optimum MDPDE.
4.5 Comprehensive model selection using the RIC As we have observed the advantages of the MDPDE approach for rainfall modeling with any RM in the preceding subsections, the next step is to finalize the appropriate RM for each subdivision-month combination to obtain a comprehensive picture of Indian rainfall distribution. We follow the MDPDE based robust model selection with the RIC as described in Subsection 3.6 and the 'best' selected model for each case are reported in Table 7 .
Out of the total 432 subdivision-month pairs, the four rainfall models, namely exponential, gamma, lognormal and Weibull are selected for 28, 107, 183 and 114 cases, respectively. Considering month-wise analysis, exponential distribution is selected mostly for February (6 cases) and least for May with no cases. Gamma distribution is selected mostly for November (16 cases) and least for August and September each with 3 cases. Lognormal distribution is selected mostly for September (22 cases) and least for November (9 cases). Weibull distribution is selected mostly for August (14 cases) and least for May and October each with 6 cases. Considering subdivision-wise analysis, exponential distribution is selected mostly for North West Bengal and Sikkim (3 months) and is never selected for 15 subdivisions. Gamma distribution is selected mostly for Gangetic West Bengal (7 months) but never for Tamilnadu & Pondicherry. Lognormal distribution is selected mostly for Andaman & Nicobar Islands and Tamilnadu & Pondicherry each with 8 months and least for Gangetic West Bengal, Orissa and East Madhya Pradesh each with 2 months. Weibull distribution is selected mostly for West Rajasthan with 6 months and is never selected for Saurashtra, Kutch and Diu. Thus, instead of considering a particular model which is often done in the literature, we discuss a method for model selection along with an robust estimation approach which provides better inference at more granular level of meteorological subdivisions in India.
Median rainfall amounts
Based on the selected models by RIC and the model parameters estimated by the proposed MDPDE approach with the optimal tuning parameter, we finally calculate the median rainfall amounts for each subdivision-month pairs, which are provided in Table 8 . Similarly, the rainfall amounts for other percentiles can be calculated as per the requirements.
Although our modeling is done considering wet-months only, there are certain percentage of zero observations in the data corresponding to dry months. For such dry months, we adjust the fitted distributions to get the estimated median rainfall amount as follows. If the proportion of dry months is more than 50%, the estimated amount is zero; otherwise, if the proportion of dry months is 100p%, the estimated amount is the [(50 − 100p)/(1 − p)]-th percentile of the fitted probability distribution. This strategy is often called zero-inflated rainfall data modeling by considering the dry and wet periods jointly. Table 7 The probability models selected based on minimum RIC criteria. The used notations are: E-exponential, G-gamma, L-lognormal and W-Weibull.
Meteorological subdivision Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
For the months of June through September, the monsoon months, the amounts of areally-weighted rainfall are high across all the subdivisions of India. For the three months June through August, the rainfall amounts are maximum in the Coastal Karnataka subdivision and the subdivision Andaman and Nicobar Islands receives the highest amount of areally-weighted rainfall in September. Except for July, the rainfall amount is minimum in the West Rajasthan subdivision for the other three monsoon months and the subdivision Tamilnadu and Pondicherry receives the lowest amount of areally-weighted rainfall in July. For the pre-monsoon month of May and the post-monsoon month of October, the amounts of median rainfall are high in the Andaman and Nicobar Islands, north-eastern and the southern subdivisions. In May, the amount of rainfall is highest (344.30 mm) for the subdivision Andaman and Nicobar Islands and lowest for Saurashtra, Kutch and Diu (0.36 mm). In October, the amount is highest (287.17 mm) for the subdivision Andaman and Nicobar Islands and lowest for West Rajasthan subdivision (1.68 mm). For the other months, the amounts of rainfall is practically nil except the north-eastern and the northern sub-Himalayan subdivisions. The average monthly rainfall is maximum in the Coastal Karnataka subdivision (281.50 mm) and minimum in the West Rajasthan subdivision (20.31 mm).
Discussions and conclusion
The MLE is the most widely used parameter estimation procedure in the meteorological literature as well as other disciplines due to its attracting theoretical properties and the availability of software for their computations. However, they are extremely sensitive to outliers and are highly affected even in the presence of a single outlier. Since the presence of outliers is common in rainfall data, some robust parameter estimation approach is required to estimate the model parameters more accurately. In this paper, we propose to apply an easily implementable robust parameter estimation procedure, namely the MDPDE of Basu et al. (1998) , where the estimates are obtained by minimizing a density-based divergence measure. While the MDPDE approach has been widely applied in several scientific areas, it has not been explored in the statistical rainfall modeling literature as of authors' knowledge. The models mostly used for the purpose of rainfall modeling are exponential, gamma, Weibull and lognormal distributions. We study how MDPDE performs for these rainfall models and discuss a process of choosing an optimal value of the underlying robustness tuning parameter. While comparing different probability models, AIC is used when the parameters are estimated by MLE. Since the AIC is also highly non-robust just like the MLE, we discuss a robust RIC as a model selection criterion along with the MDPDE. We additionally provide software written in R (http://www.R-project.org/) for the estimation of the parameters by the MDPDE, calculating their standard errors by bootstrapping, finding optimal tuning parameter and for calculating RIC in model comparison.
Apart from discussing the statistical method of the MDPDE for robust parameter estimation in rainfall data, we analyze areally-weighted monthly rainfall data from the 36 meteorological subdivisions of India for the years 1951-2014, where substantial amount of outliers are present in the data. We fit the four rainfall models and estimate the model parameters using the MDPDE for all subdivision-month combinations. For each rainfall model, we present results at four subdivision-month combinations to illustrate the advantage of the MDPDE based approach over the MLE approach. We provide tables of the best-fit models and the median rainfall amounts predicted based on the MD-PDE from the best fitted model. As per the report of NRAA, the rainfed agroecosystem is divided into five homogeneous production systems-i. Rainfed rice based system, ii. Nutritious (coarse) cereals based system, iii. Oil-seeds based system, iv. Pulses based system and v. Cotton based system. Out of these, the rainfed rice based system is most sensitive to the availability of water. Rainfed rice cultivation is prevalent in the northeastern through eastern (Chattisgarh) subdivisions. For the four subdivisions-Gangetic West Bengal, Orissa, Jharkhand and Chattisgarh, the rainfall amounts are low (less than 100 mm on an average) for the months May and October. Thus, proper irrigation facilities are required for long-duration cultivation or multiple cultivation within a year. Altogether, a risk assessment prior to sowing is very important as the success of rainfed agriculture largely depends on the rainfall amounts and the estimated rainfall amounts along with the availability of software to quantify the associated risk would be helpful for the agricultural planners of the Ministry of the Statistics and Program Implementation, Government of India.
Software
The following R functions are provided in the supplementary materials.
-mdpde.exp, mdpde.gamma, mdpde.lnorm, mdpde.weibull :
Inputs for these functions are data and a value of the tuning parameter. They return the MDPDE estimates of the model parameters for exponential, gamma, lognormal and Weibull distributions respectively.
-cvmdist.mdpde.exp, cvmdist.mdpde.gamma, cvmdist.mdpde.lnorm, cvmdist.mdpde.weibull
Inputs for these functions are data and a value of the tuning parameter. They return the corresponding CVM distances as in Equation 17 for exponential, gamma, lognormal and Weibull distributions respectively.
-optim.alpha.exp, optim.alpha.gamma, optim.alpha.lnorm, optim.alpha.weibull
Inputs for these functions are data only. They return the optimal values of tuning parameter α by minimizing CVM distances for exponential, gamma, lognormal and Weibull distributions respectively.
-sd.mdpde.exp, sd.mdpde.gamma, sd.mdpde.lnorm, sd.mdpde.weibull
Inputs for these functions are data and a value of the tuning parameter. They return the standard errors of the MDPDE estimates for exponential, gamma, lognormal and Weibull distributions respectively. We compute the standard error using B = 1000 bootstrap samples. The user can set a different value of B if required.
-RIC.exp, RIC.gamma, RIC.lnorm, RIC.weibull Inputs for these functions are data and a value of the tuning parameter. They return the corresponding RIC as in Equation 18 for exponential, gamma, lognormal and Weibull distributions respectively.
