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Straipsnyje aprašomas atpažinimo, grįsto paslėptaisiais Markovo modeliais, sistemos prototipo veiki-
mas. Ši programinė įranga skirta lietuvių kalbos žodžių atpažinimui tirti. Nagrinėjama, kaip sistemos 
pateikiama informacija apie žodžių atpažinimo procesą ir rezultatus padeda analizuoti klaidų prie-
žastis. Žodžio atpažinimas priklauso nuo žodžio ribų nustatymo tikslumo. Signalo, energijos, žodžio 
ribų vizualizavimas leidžia lengviau įvertinti, ar sistema teisingai nustatė ribas. Jei žodis atpažintas 
klaidingai dėl to, kad buvo blogai nustatytos ribos, galima keisti sistemos parametrų, darančių įtaką 
ribų nustatymo tikslumui, reikšmes. Tam tikrais atvejais tai pagerina atpažinimo rezultatus. Žodžio 
paieškos vaizdavimas padeda įvertinti kiekvieno fonemos modelio įtaką žodžio atpažinimui ir parinkti 
žodžių transkripcijas, kurios pagerina atpažinimo rezultatus.
Įvadas
Aštuntąjį	praėjusio	amžiaus	dešimtmetį	kal-
bai	 atpažinti	 buvo	 pradėtas	 taikyti	 paslėptųjų	




pristatė	 kaip	 veiksmingą	 būdą	 kalbai	 atpažin-
ti	 (Baker,	1975;	Jelinek,	1976).	Savo	darbuose	
Bakeris	ir	Jelinekas	rėmėsi	Baumo	ir	jo	kolegų	
klasikiniais darbais, kuriuose pateikiami mode-
lių	parametrų	įvertinimo	metodai	(Baum	ir	kt.,	
1967;	 1970).	 Devintąjį	 dešimtmetį	 paslėptie-
ji	Markovo	modeliai	 tapo	 vienu	 iš	 dažniausiai	
naudojamų	 kalbos	 signalo	modeliavimo	meto-
dų	 (Huang	 ir	 kt.,	 2001).	 1989	m.	 paskelbtame	
straipsnyje	 Rabineris	 apžvelgė	 teorinius	 pa-
slėptųjų	 Markovo	 modelių	 aspektus	 ir	 aprašė	
šių	modelių	 taikymo	galimybes	kuriant	 realias	
kalbos	 atpažinimo	 sistemas	 (Rabiner,	 1989).	
Pastaraisiais	dešimtmečiais	paslėptieji	Markovo	
modeliai	–	dažniausiai	naudojamas	metodas	ku-
riant eksperimentines ir komercines automatinio 
kalbos	atpažinimo	sistemas.
Matematikos ir informatikos institute buvo 
sukurtas	atskirų	lietuvių	kalbos	žodžių	atpažini-
mo	sistemos	prototipas	„Žodžių	atpažintuvas“,	
kuriame	 įgyvendintas	 paslėptaisiais	 Markovo	
modeliais	grįstas	atpažinimo	metodas.	Sistema	
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skirta	 lietuvių	 kalbos	 žodžių	 atpažinimo	 eks-
perimentiniams tyrimams atlikti, kompiuterio 
valdymo	 balso	 komandomis	 programinei	 įran-
gai kurti. Jos pagrindu buvo sukurtas interne-
to	 naršyklės	 valdymo	 balsu	 sistemos	 prototi-
pas	 (Ringelienė,	 2009).	 Atpažinimo	 sistemoje	
naudojami kalbos suvokimu, kai imituojamas 
žmogaus	 klausos	 aparato	 veikimas,	 grįsti	 po-
žymiai	 –	melų	dažnių	 skalės	 kepstriniai	 koefi-
cientai	 (Davis,	Mermelstein,	1980).	Šiuo	metu	
tai	 dažniausiai	 naudojami	 požymiai	 kalbai	 at-




Modeliams mokyti naudojamos HTK (angl. 
The Hidden Markov Model Toolkit)	priemonės	
(Young ir kt., 2005). 
HTK	 –	 Kembridžo	 (Cambridge)	 universi-
tete	 sukurtas	 programinių	 priemonių	 rinkinys,	
plačiai	 naudojamas	 paslėptaisiais	 Markovo	
modeliais	 grįsto	 kalbos	 atpažinimo	 tyrimams.	
Rinkinį	 sudaro	 priemonės,	 skirtos	 duomenims	
rengti, akustiniams ir kalbos modeliams moky-
ti ir testuoti, akustiniams modeliams pritaikyti 

























teikiama	 tekstinė,	 skaitinė,	 grafinė,	 garsinė	 in-
formacija	apie	žodžių	atpažinimo	eigą	ir	rezul-
















dojant	 signalo	 energijos	 slenksčių	 metodą.	
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s i g n a l o  
a p d o r o j i m a s   
 Pradinė	filtracija 
 Dalijimas	į	kadrus 









Žodžio  ribų 




























































	 –	 signalo	 i-ojo kadro j-osios atskaitos 
reikšmė,	N	–	signalo	atskaitų	skaičius	kadre.
Kalbos	 signalas,	 patekęs	 į	 atpažinimo	 sis-
temą,	dalijamas	į	10–30	ms	trukmės	kadrus	su	
5–15	ms	žingsniu	tarp	gretimų	kadrų.	Tada	skai-





, pirmojo kadro pra-








pr ir apab reikšmes, ka-
drų	skaičių	M	žodžio	pradžiai	nustatyti	ir	kadrų	
skaičių	L	 žodžio	 pabaigai	 nustatyti	 naudotojas	
gali keisti. Atliekant eksperimentus buvo nu-
statytos	šios	pradinės	parametrų	reikšmės:	kad-
ro trukmė = 25 ms, kadro žingsnis = 10 ms, 
a
pr
 = 3,5, a
pab
	=	4,	M = 10, L = 30. Šias reikšmes 
vadinsime	numatytosiomis	 sistemos	 parametrų	
reikšmėmis.
Nustačius	 žodžio	 ribas,	 apdorojamas	 žodį	
reprezentuojantis	 kalbos	 signalas.	 Atpažinimo	
sistemoje realizuoti standartiniai kalbos signa-
lo	 apdorojimo	 ir	 požymių	 išskyrimo	 metodai	
(Rabiner,	1989,	1993;	Young	ir	kt.,	2005).
Pirmiausia iš kalbos signalo pašalinama 
nuolatinė	dedamoji	 –	 iš	 signalo	 atskaitų	 reikš-
mių	atimamas	jų	vidurkis.	Signalas	dalijamas	į	
25	ms	 trukmės	 kadrus	 su	 10	ms	 žingsniu	 tarp	
gretimų	kadrų.	Kiekvieno	kadro	signalas	filtruo-
jamas	pirmos	eilės	ribotos	impulsinės	reakcijos	





sistemoje	 žodžiams	 atpažinti	 naudojami	 melų	
dažnių	 skalės	 kepstriniai	 koeficientai.	 Taikant	
greitosios	 Furjė	 transformacijos	 algoritmą	 ap-
skaičiuojami	 kiekvieno	 kadro	 signalo	 ampli-
tudinio	 spektro	 įverčiai.	 Gauti	 įverčiai	 trans-
formuojami	 į	melų	 skalę	naudojant	 trikampius	
juostinius	 filtrus,	 kurie	 išdėstomi	 pagal	 melų	
dažnių	 skalę.	 Filtrų	 išėjimuose	 gauti	 spektro	
įverčiai	transformuojami	į	kepstrinius	koeficien-





mių	 vektorių	 seka,	 kitaip	 vadinama	 stebėjimų	
arba	 akustinių	 vektorių	 seka,	 pateikiama,	 kad	
būtų	atpažintas	ištartas	žodis.
Kad	 nustatytų,	 kurį	 ištartą	 žodį	 reprezen-
tuoja	 atpažinti	 pateikta	 požymių	 vektorių	 seka	
O = {o1, o2, ..., oT},	 sistema	naudoja	akustinių	
modelių	 aibę	 ir	 žodyną.	 Sistema	 skaičiuoja	
kiekvieno	žodžio	paslėptojo	Markovo	modelio	




Markovo	 modelį	 galima	 apibūdinti	 kaip	




ma	kairės-dešinės	 tipo	 tolydžiuoju	 paslėptuoju	
Markovo	modeliu,	kurio	struktūra	vaizduojama	
2 paveiksle. Kaip matyti, kiekvienos fonemos 
2  p a v. Kairės-dešinės paslėptasis Markovo 
modelis
 a22 a33 a44 
1 2 3 5 4 
a12 a23 a34 a45 





Kiekvienu	diskrečiojo	 laiko	momentu	 t pa-
slėptasis	Markovo	modelis	pereina	iš	būsenos	i	į	
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yra	 stebėjimų	 tikimybinio	 tankio	 funkcija,	pri-
skirta j-ajai	būsenai:
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–	 kovariacinė	 matrica.	 Atpažintuve	
naudojama	 diagonalioji	 kovariacinė	 matrica.	




Perėjimo	 matrica,	 Gauso	 tankio	 funkcijų	




kuris	 grindžiamas	 tikėtinumo	 maksimizavimo	
kriterijumi (Young ir kt., 2005). Sistemoje nau-
dojamas	 73	 fonemų,	 kurios	 nepriklauso	 nuo	
konteksto,	 modelių	 rinkinys.	 Modeliai	 buvo	
mokomi	pagal	skirtingus	žodžių	tarimo	pavyz-
džius.	 Mokymo	 žodyną	 sudarė	 šimtas	 žodžių.	










žodžių	 fonetines	 transkripcijas	 sukuria	 žodžio	
modelį,	sujungdama	fonemų	modelius.	Sistema	
iš	 žodyno	 pateikia	 kaip	 atpažintą	 tą	 žodį,	 kurį	







	–	k-ojo	žodžio	modelis,	O = {o1, o2, …, oT}	–	
kalbos	signalo	požymių	vektorių	seka,	j	–	atpa-
žinto	žodžio	modelio,	su	kuriuo	gauta	didžiau-





















P(O) yra pastovus visiems modeliams ir neturi 
















deliu. Kadangi šioje sistemoje kalbos modelis 
nenaudojamas,	t.	y.	laikoma,	kad	sistemoje	visų	
modelių	apriorinės	 tikimybės	vienodos,	žodžio	

























ssk abaM|p oO , (12)
čia	s0 ir sT+1	atitinkamai	žymi	modelio	įėjimo	ir	
















abaM|p oO . (13)
Tikėtinumo	 skaičiavimas	 pagal	 šias	 for-
mules	 reikalauja	 labai	daug	 skaičiavimų,	 todėl	
kalbos	atpažinimo	sistemose	įverčiui	skaičiuoti	
naudojami	 efektyvūs	 skaičiavimo	 algoritmai.	











abaM|p oO , kad g ut  seka O buvo 
generuota to modelio M
k
,	 įvertis	 apskaičiuoja-
mas naudojant dinaminio programavimo princi-
pą	realizuojantį	Viterbio	(Viterbi)	algoritmą.









ko momentu t modeliui esant j-ojoje	 būsenoje	
stebima	požymių	vektorių	seka	o1, o2, ..., ot , o 









ϕϕ  , 
1	<	j	<	N,	2	≤	t ≤	T,	 (14)
kai	pradinės	sąlygos
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Kad	 būtų	 galima	 atkurti	 geriausią	 būsenų	
seką,	kiekvienu	laiko	momentu	t kiekvienai j-ajai 
būsenai	išsaugoma	geriausios	būsenos	laiko	mo-
mentu t	–	1	indeksas	i. Kadangi atliekama daug 
daugybos	operacijų	su	labai	mažais	skaičiais,	jie	
gali	netilpti	į	jiems	skirtą	atminties	vietą.	Todėl	
skaičiavimai	 atliekami	 naudojant	 logaritmus.	
Skaičiavimų	mastas	taip	pat	sumažėja,	nes	dau-
gyba	keičiama	sudėtimi.
Informacijos apie atpažinimo procesą ir 
rezultatus vaizdavimas 




atpažinimo	 procesą	 ir	 gautus	 rezultatus	 vaiz-
duoti skirti du langai. Pagrindiniame lange yra 
meniu	ir	mygtukų	juostos	(3	pav.,	1)	atpažinimo	
sistemai valdyti.
Signalo srityje vaizduojama kalbos signalo 





Signalo energijos srityje vaizduojama signalo 
energija	 ir	 nustatytos	 žodžių	 ribos	 (3	 pav.,	 4).	
Skirtingų	 spalvų	 trūkios	 horizontalios	 linijos	
žymi	žodžio	ribų	aptikimo	energijos	slenksčius.	
Žodžio	 signalo	 srityje	 (3	 pav.,	 5)	 vaizduojama	
signalo	srityje	pažymėto	atpažinto	žodžio	signa-
lo	 bangos	 forma.	 Žemiau	 rodoma	 įgarsinamo,	
įvedamo	 iš	mikrofono	 arba	 failo	 signalo	 ener-




energijos	 slenksčių	 reikšmės,	 įvedamo	 signalo	
energijos	reikšmė,	pažymėto	žodžio	numeris	ir	
visų	atpažintų	žodžių	skaičius	(3	pav.,	7).
Naudotojas gali pasirinkti signalo ir energi-
jos	vaizdo	 rodymo	mastelį.	 4	paveiksle	matyti	
žodžio	„keturi“	signalo	vertikaliai	ir	horizonta-
liai padidintas vaizdas. Pradinis vaizdas pateik-














3  p a v. Pagrindinis „Žodžių atpažintuvo“ langas
4  p a v. Signalo ir jo energijos vaizdas padidinus mastelį
leidžia	greitai	patikrinti,	ar	sistema	žodį	atpažino	
teisingai,	ir	įvertinti,	ar	teisingai	nustatė	žodžio	
ribas. Ši informacija svarbi siekiant pagerinti 
žodžių	 atpažinimo	 tikslumą.	 Jei	 lange	 matyti,	
kad ribos nustatytos klaidingai, galima keisti 
minėtus	 parametrus,	 darančius	 įtaką	 nustatant	
ribas.	 Tam	 tikrais	 atvejais	 tai	 padidina	 atpaži-




Penktame	 paveiksle	 pavaizduoti	 žodžio	
„keturi“	 atpažinimo	 rezultatai.	Abiem	 atvejais	






pakeitus	 kadrų	 skaičių	 sistema	 nustatė	 žodžio	
pradžią	teisingai	ir	žodis	buvo	atpažintas.	Taigi	






(2)	 slenksčių	 koeficientai,	 garso	 įrašymo	 įran-
ga	 ir	 aplinka,	 kurioje	 atliekamas	 atpažinimas,	
taip	 pat	 turi	 įtakos	 ribų	 nustatymo	 tikslumui.	
Informacijos	vizualizavimas	leidžia	lengviau	iš-
siaiškinti	žodžių	ribų	nustatymo	klaidų	priežas-
tis,	 kai	 žodžių	 atpažinimas	 atliekamas	 skirtin-
gomis	 sąlygomis.	 Atliekant	
didesnio masto eksperi-
mentinius tyrimus galima 





atliekama naudojant Viterbio 
algoritmą,	 vaizduojama	 ki-
tame lange (6 pav.).




ir	 jų	 tikėtinumo	 logaritmo 
6  p a v. Žodžio paieškos vaizdavimas
5  p a v. Žodžio „keturi“ atpažinimo rezultatai: a) kadrų skaičius žodžio 






naudojamas paieškos su spinduliu algoritmas. 




mės.	Kuo	mažesnis	 šis	 spindulys,	 tuo	 daugiau	
mažiausiai	 tikėtinų	modelių,	 reprezentuojančių	
žodyne	 esamus	 žodžius,	 kuriuos	 turi	 atpažin-
ti	 sistema,	 pašalinama	 iš	 paieškos	 atpažinimo	
metu.	Dėl	 to	 gali	 labai	 pagreitėti	 žodžio	 atpa-
žinimas,	tačiau	pablogėti	atpažinimo	tikslumas.	
Žodžių	 kandidatų	 sąrašo	 ilgis	 priklauso	 nuo	
paieškos	spindulio.	Paieškos	spindulio	reikšmę	




žodžių	 kandidatų	 sąrašu	 pateikiama	 diagrama	
(6	pav.),	kurioje	vaizduojama	pasirinkto	žodžio	
signalo	bangos	forma.	Ar	žodis	buvo	atpažintas	













žodžio	 modelį	 sujungdama	 fonemų	 modelius	
pagal	 žodyne	 esamas	 žodžių	 fonetines	 trans-




tarmių,	 svetimų	kalbų	 įtakos	 ir	 kitų	 priežasčių	
atsiranda	 tarties	klaidų	(Pakerys,	2003).	Todėl,	
kai	 žodis	 dažnai	 atpažįstamas	 klaidingai,	 gali	
būti	 tikslinga	 atpažintuvo	 žodyne	 naudoti	 šiek	




me lange pateikiama informacija. 
Buvo	 atliktas	 skaičių	 nuo	 nulio	 iki	 devy-
nių	 atpažinimo	 eksperimentinis	 tyrimas,	 kuris	
parodė,	 kad	 atpažinimo	 tikslumas	 priklauso	













dvi	 kreivės,	 kurios	 vaizduoja	 žodį	 sudarančių	
fonemų	modelių	 būsenų	 seką,	 kai	 naudojamos	




kėtinumo	 įvertis	 yra	 didesnis,	 kai	 naudojamas	
nekirčiuotas	 balsis	 „i“.	 Jei	 žodyne	 paliekama	
tik	pirmoji	žodžio	„šeši“	 transkripcija,	kai	bal-
sis	 yra	 kirčiuotas	 (diagramoje	 žymimas	 „i0“),	
sistema	 žodį	 „šeši“	 atpažįsta	 klaidingai	 –	 kaip	
„septynis“.	Kad	būtų	aiškiau,	 lentelėje	pateikti	
žodžio	ir	kiekvieną	fonemos	modelį	sudarančių	
būsenų	 tikėtinumo	 logaritmo	 įverčiai.	 Matyti,	
kad	skiriasi	tik	fonemų	„i“	ir	„i0“	įverčiai.
Reikia	 paminėti,	 kad	 skaičių	 atpažinimo	
eksperimentiniai	 tyrimai	 parodė,	 kad	 ne	 visa-
da	 geriausia	 naudoti	 transkripciją,	 pagal	 kurią	
sukuriamo	 žodžio	 modelio	 tikėtinumo	 įvertis	
















žodžių	 paieškos	 lange	 pateikiama	 informacija	




Programine	 įranga	 „Žodžių	 atpažintuvas“	
galima	tirti	atskirų	lietuvių	kalbos	žodžių	atpa-
žinimą,	grįstą	paslėptaisiais	Markovo	modeliais.	
Jos	 pagrindu	 galima	 kurti	 programinę	 įrangą	
kompiuteriui valdyti balsu.
Naudotojui	 pateikiama	 tekstinė,	 skaitinė,	
grafinė,	garsinė	informacija	apie	žodžių	atpaži-
nimo	eigą	ir	rezultatus	padeda	analizuoti	klaidų	
priežastis.	 Signalo,	 energijos,	 žodžio	 ribų	 vi-
zualizavimas	 ir	 galimybė	 įgarsinti	 žodį	 leidžia	
greičiau	patikrinti,	ar	sistema	žodį	atpažino	tei-
singai,	įvertinti,	ar	teisingai	nustatė	žodžio	ribas,	
ir	 lengviau	 rasti	 žodžių	 ribų	 nustatymo	 klaidų	
priežastis,	 kai	 žodžių	 atpažinimas	 atliekamas	
skirtingomis	sąlygomis.	Jei	sistema	suklydo	at-
pažindama	 žodį	 ir	 ribos	 nustatytos	 klaidingai,	












pagerina	 nuo	 kalbėtojo	 nepriklausomo	 žodžių	
atpažinimo	 rezultatus.	 Tai	 taip	 pat	 gali	 padėti	
pritaikyti	 atpažinimo	 sistemą	 konkrečiam	 kal-
bėtojui.
L e n t e l ė. Skirtingų transkripcijų įtaka žodžio „šeši“ atpažinimui
Šeši	/s2‘e	s2‘	i/,	(s2	žymi	š),	i	nekirčiuotas.	Žodžio	modelio	įvertis:	-4095,94
Fonemos š‘ modelis Fonemos e modelis Fonemos š‘ modelis Fonemos i modelis
s2‘ s2‘ s2‘ e e e s2‘ s2‘ s2‘ i i i
-820,75 -414,15 -101,02 -249,51 -74,72 -233,35 -1026,95 -365,38 -157,27 -148,42 -353,15 -151,27
Šeši	/s2‘e	s2‘	i0/.	Žodžio	modelio	įvertis:	-4162,83
Fonemos š‘ modelis Fonemos e modelis Fonemos š‘ modelis Fonemos i0 modelis
s2‘ s2‘ s2‘ e e e s2‘ s2‘ s2‘ i0 i0 i0
-820,75 -414,15 -101,02 -249,51 -74,72 -233,35 -1026,95 -365,38 -157,27 -89,49 -463,19 -167,05
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A tool foR vIsuAlIzAtIon And AnAlysIs of IsolAtEd woRd REcognItIon BAsEd 
on thE hIddEn mARkov modEls
Živilė Ringelienė, mark filipovič
S u m m a r y
The paper presents a prototype of the isolated 
word recognition system based on hidden Markov 
models. The developed prototype of the speaker-
independent Lithuanian isolated word recognition 
system	is	handy	for	recognition	experiments	and	the	
analysis of their results. The user is provided with 
numeric and visual recognition information on the 
results. The word recognition pivots on the precision 
of the determination of the word limits. The main 
window contains a recognized word and its loga-
rithmic likelihood, a visible waveform of the speech 
signal, the depicted energy of the speech signal, the 
identified	 word	 boundaries	 and	 energy	 detection	
thresholds. If the system misrecognized the word, 
such visualization enables to identify easier wheth-
er it resulted from wrong end-point detection. The 
segmentation window provides with a list of words 
which acoustic models to the given speech signal are 
the best, the scores of their likelihood and a diagram 
of the most likely sequence of the phoneme models 
aligned with the speech signal. Such visualization 
helps to analyze recognition errors and the impact of 
each phoneme model on the recognition accuracy. 
Results	of	preliminary	experiments	have	shown	that	
by changing the transcription of some words the rec-
ognition accuracy can be increased.
