We introduce a new concept of finite-time entropy which is a local version of the classical concept of metric entropy. Based on that, a finite-time version of Pesin's entropy formula and also an explicit formula of finite-time entropy for 2-D systems are derived. We also discuss about how to apply the finite-time entropy field to detect special dynamical behavior such as Lagrangian coherent structures.
Introduction
Metric or measure-theoretic entropy for a transformation was introduced by Kolomogorov and Sinai in 1959; the ideas go back to Shannons information theory (see Young [29] for a well-written survey and the references therein). Concepts and results on metric entropy can be formulated in general settings [29] . We recall some basic facts for the special situation of a map T : M → M on a compact set M ⊂ R n which is measure-preserving w.r.t. the Lebesgue measure µ, i.e. for every Borel set A, T −1 A is also a Borel set, and µ(A) = µ(T −1 A). The metric entropy h µ (T ) of T w.r.t. µ can be defined as the supremum over all entropies of finite partitions of M . However, we are particularly interested in a local characterization of metric entropy which goes back to Bowen [3, Definition 6 & Proposition 7] (see also [4, 29] ). For any x ∈ M , n ∈ N and ε > 0, define B(x, n, ε) := {y ∈ X : sup 0≤i≤n T i x − T i y < ε} (1) and the local quantity 
Theorem 1 ( [3, 4] ). Assume (T, µ) is ergodic. Then h µ (T ) = h µ (T, x) for µ-a.e. x.
In this sense metric entropy also has the interpretation of being the rate of loss of information on nearby orbits. Its relation to the Lyapunov exponents of T are described by Pesin's formula. Let λ i (x), 1 ≤ i ≤ r(x), denote the distinct Lyapunov exponents of T at the point x with their multiplicities m i (x), 1 ≤ i ≤ r(x). Write a + = max(a, 0).
Theorem 2 (Pesin's Formula [23, 24] ). h µ (T ) = M i λ
In particular, if (T, µ) is ergodic, then λ i (x) is constant for a.e. x ∈ M and the entropy equals the weighted sum µ(M ) i λ + i m i of all non-negative Lyapunov exponents. In Section 2 we introduce a new concept of finite-time metric entropy (FTME) which is motivated by the local quantity (2) . The notion of FTME is defined in Definition 6 w.r.t. the Lebesgue measure in the setting of nonautonomous dynamical systems (NDS) on fibre bundles X ⊆ R n × J over compact subsets J of R and can be easily adapted to NDS on Riemannian manifolds with measures which are equivalent to the Riemannian measure. Our concept of FTME is related to, but formally different from the probabilistic concept of finite-time entropy (FTE) introduced by Froyland and Padberg-Gehle [10] which is based on the concept of differential entropy for a smoothed transfer operator (see Remark 7(d) for a comparison). FTME of a nonlinear NDS can be expressed by FTME of its linearization (Theorem 9) and is proportional to the measure of the intersection of ellipsoids which are the preimages of balls under the linearized NDS (Corollary 10).
In Section 3 we prove a finite-time version of Pesin's formula from Theorem 2 which relates the FTME to the sum of positive finite-time Lyapunov exponents. For one and two-dimensional NDS an exact formula is given in (18) and Proposition 12. The main approximation result which holds in arbitrary dimensions is contained in Theorem 15.
In Section 4 we introduce Lagrangian coherent structures (LCS) based on the new notion of FTME. For a discussion of LCS based on finite-time Lyapunov exponents see e.g. [15, 16] and the references therein. In order to formulate Theorem 2 in [16] for twodimensional differential equations (see also [15, 16] for arbitrary dimensions), consider a planar differential equationẋ = f (t, x), t ∈ [t 0 , t 0 + T ], x ∈ R 2 , for some T > 0 with solution ϕ(t, s)x 0 which takes the initial value x 0 at t = s. Let Λ 1 (t 0 , x 0 , T ) ≥ Λ 2 (t 0 , x 0 , T ) and ξ 1 (t 0 , x 0 , T ), ξ 2 (t 0 , x 0 , T ) denote the singular values and singular vectors of Φ x 0 (t 0 + T, t 0 ) := Dϕ(t 0 + T, t 0 )x 0 , respectively, i.e. Φ x 0 (t 0 + T, t 0 ) Φ x 0 (t 0 + T, t 0 )ξ i (t 0 , x 0 , T ) = Λ i (t 0 , x 0 , T )ξ i (t 0 , x 0 , T ). The finite-time Lyapunov exponents (FTLE) are defined by λ i (t 0 , x 0 , T ) := 1 T log Λ i (t 0 , x 0 , T ). Note that λ 1 (t 0 , x 0 , T ) ≥ λ 2 (t 0 , x 0 , T ) (in contrast to the reversed order in [16] ). Consider a smooth compact curve M(t) ⊂ R 2 at time t 0 which is mapped by the solution map into a time-evolving curve M(t) = ϕ(t, t 0 )M(t 0 ). For each x 0 ∈ M(t 0 ) denote the tangent space of M(t 0 ) at x 0 by T x 0 M(t 0 ). 
(ii) M(t) is a repelling LCS over [t 0 , t 0 + T ] if and only if:
In constrast to emphasizing the normal direction of M in condition 2 of Theorem 3(i), we introduce a stretching rate along the direction of the vector field in Section 4 and use this as a (local in time and space) weight factor for normalizing the exponential growth rates. This weight factor leads to a loss of frame-independence (cp. Remark 20), but is chosen adequately so that we can show in Theorem 19 and explicitely for a family of nonlinear autonomous equations in Example 16 and even for linear systems in Example 17, that the ridge and trough-like structures of this weighted FTME field are able to recover stable and unstable manifolds. See also [5, 6, 7, 8] for alternative approaches to finite-time spectrum and hyperbolicity.
Finite-time entropy
Let J ⊂ R and X(t) t∈J ⊆ R n a family of subsets of R n indexed by J. Then X := {(t, x) ∈ J × R n : x ∈ X(t)} is a (trivial) fibre bundle over the base space J.
A continuous map ϕ : J × X → X is called a nonautonomous dynamical system (NDS) on X over J, if for t, u, s ∈ J and x ∈ X(s) the properties ϕ(s, s, x) = (s, x) and ϕ(t, u, ϕ(u, s, x)) = (t, ϕ(t, s, x)) hold. For ease of notation we identify ϕ with the twoparameter family of maps ϕ(t, s) = ϕ(t, s, ·) : X(s) → X(t) ⊆ R n , t, s ∈ J, and the defining properties read as ϕ(s, s)x = x and ϕ(t, u) • ϕ(u, s)x = ϕ(t, s)x.
Obviously ϕ(t, s) −1 = ϕ(s, t). If J is compact, then ϕ is called finite-time nonautonomous dynamical system (FTNDS). We write |J| := max J − min J.
Note that the term nonautonomous dynamical system (NDS) is sometimes used in slightly different contexts (see e.g. [2, 5] and the references therein), either refering to a cocycle (with time t measuring the elapsed time, since starting at time 0 in the initial value) or a process (with time t measuring absolute time).
If for an arbitrary J ⊆ R and a family X(t) t∈J of subsets of R n each map ϕ(t, s, ·) : X(s) → X(t), for t, s ∈ J, is well-defined, then ϕ is an NDS on X over J and is C k .
(c) In the setting of (b), let Φ x 0 (t, s) denote the solution matrix of the linearizatioṅ
and Φ x 0 is a linear NDS on X over J.
For a finite-time NDS ϕ on X over a compact J we want to measure the distance of orbits O(t 0 , x) := t, ϕ(t, t 0 )x) : t ∈ J ⊂ X to other orbits O(t 0 , y) and thereto introduce a parametrized family
, of fibre metrics on the fibre product X × J X := (X(t) × X(t) t∈J , by defining for γ ∈ R the weighted orbit metric
The dependency of d
on ϕ and J is sometimes denoted in the superscript. Using the fact that (t, x) ∈ O(t 0 , x 0 ) ⇔ x = ϕ(t, t 0 )x 0 , it is easy to see that
The balls w.r.t. the orbit metric are denoted by
Proposition 5 (Properties of orbit metric). Let ϕ be an FTNDS on X over J.
(i) Invariance: For (t 0 , x 0 ) ∈ X, ε ≥ 0 and arbitrary t ∈ J ϕ(t, t 0 )B
(ii) Monotonicity:
Proof. (i) We rewrite B γ t 0 (x 0 , ε) in the following form
To derive (3), we observe that for t ∈ J ϕ(t, t 0 )B
Definition 6 (Finite-time metric entropy (FTME)). Let ϕ be an FTNDS on X over J and γ ∈ R. The finite-time metric entropy (FTME) with weight γ at (t 0 , x 0 ) ∈ X is defined by
The dependency of h
on ϕ and J is sometimes denoted in the superscript.
Remark 7 (Finite-time escape rate). (a) The quantity h γ t 0 (x 0 , ε) in (6) is called finitetime γ-escape rate of radius ε > 0 at (t 0 , x 0 ). It measures how many points escape from the ε-orbit neighborhood of the orbit O(t 0 , x 0 ) on J, since with the first-order approximation log x ≈ x − 1 for x ≈ 1, and using the fact that B
(b) Let ϕ be an NDS on Z × M over Z generated by a homeomorphism T : M → M as in Example 4(a). In order to relate the metric entropy h µ (T, x) of T at x to the FTME, more precisely, to the finite-time escape rate, define the sets J n := {0, 1, . . . , n} for n ∈ N. Using the fact that |J n | = n and B(x, n, ε) in (1) equals B Jn,λ t 0 (x, ε) for t 0 = 0 and λ = 0, we get lim sup n→∞ h
(c) If ϕ is an NDS on X over a two-point set J = {t 0 , t 0 +T } for some t 0 ∈ R and T > 0, then (5) for λ = 0 implies B
, and with (6) we get for the finite-time escape rate h
If h
and is called pair of coherent sets in [11, 12] . In other words, the FTME h 0 t 0 (x 0 ) over a two-point set {t 0 , t 0 + T } is an average logarithmic measure of coherence of infinitesimally small balls centered at x 0 and ϕ(t 0 + T, t 0 )x 0 .
(d) Finite-time metric entropy (FTME) in Definition 6 and finite-time entropy (FTE) [10, Definition 4.1] can be expressed in terms of differential entropy which is defined by
and goes back to Boltzmann (see [21, Chapter 9] for a discussion in the dynamical systems context). FTE for an NDS ϕ on X over a two-point time set J = {t 0 , t 0 + T } satisfies
and compares the differential entropy of a scaled characteristic function on an ε-ball with a push-forward of that function by the Perron-Frobenius operator
FTME for an NDS ϕ on X over a compact time set J ⊂ R for some t 0 ∈ J and weight factor γ ∈ R is
The comparison of FTME and FTE will be the subject of a forthcoming paper. To illustrate one possible relation between FTE and FTME, let ϕ be an NDS on X over a two-point time set J = {t 0 , t 0 + T }. Assume for simplicity that X(t 0 ) = X(t 0 + T ) and let B = {B 1 , . . . , B n } be a partition of the state space X(t 0 ) = X(t 0 + T ). Then formula (7) suggests that the FTME h 0 t 0 (x 0 ) could be approximated by
where x 0 ∈ B i and ϕ(t 0 +T, t 0 )x 0 ∈ B j for some i, j. On the other hand, F T E(x 0 , t 0 , T ), with x 0 ∈ B i for some i, is approximated by a localized version of the KolmogorovShannon entropy
The following proposition states that FTME is constant for linear nonautonomous dynamical systems. A similar statement for FTE can be found in [10, Lemma 2.6]. Note, however, that the FTME with an exponential weight factor γ = γ(x 0 ) which depends on x 0 ∈ X(t 0 ) for some t 0 ∈ J, in general is not constant even for linear systems. Indeed the weighted FTME field is able to detect stable and unstable manifolds (see Example 16) .
Proposition 8 (Linearity implies constant FTME). Let ϕ be an FTNDS on X over J and γ ∈ R. Assume that ϕ(t, s) :
is independent of x 0 and is denoted by h γ t 0 .
Proof. Since ϕ is linear
Since the Lebesgue measure µ is translation invariance, it follows that
proving that the FTME is independent of x 0 .
The following theorem shows that the weighted FTME of a nonlinear nonautonomous dynamical system equals the weighted FTME of its linearization. A similar statement also holds for FTE [10, Lemma 2.7] .
Theorem 9 (Linearized FTME). Let ϕ be a C 2 FTNDS on X over J and γ ∈ R. Then the linearization Φ x 0 (t, s) := Dϕ(t, s)x 0 determines the FTME, and for
Proof. Let (t 0 , x 0 ) ∈ X. Then Taylor's formula implies for t ∈ J and x ∈ X(t 0 )
with a continuous function r which satisfies lim x→x 0
Choose and fix ε 0 > 0. Then there exists a constantC > 0 such that for all ε ∈ [0, ε 0 ] and t, s ∈ J, z ≤ ε r(t, s, z) ≤Cε 2 .
We show the two inclusions for
With (9) and (10) we get for t ∈ J
and taking the supremum over t ∈ J yields (i). The inclusion (ii) is proved analogously. Applying the Lebesgue measure µ to (i), we get
Taking the logarithm, dividing by |J|, letting ε → 0 and using the fact that
To geometrically characterize FTME using ellipsoids, recall that for an invertible matrix A ∈ R n×n the ellipsoid
is the unit ball in the new norm · A A = x, A Ax induced by the symmetric positive definite matrix A A = U Λ 2 U T where V ΛU T = A is the singular value decomposition of A with orthogonal matrices U , V and diagonal matrix Λ = diag(Λ 1 , . . . , Λ n ) with singular values Λ 1 ≥ · · · ≥ Λ n > 0. The semi-principal axes of E(A) are described by the n unit vectors which form the columns of U and have length Λ 
Proof. Using the facts that
, we get with Theorem 9 for
,
Theorem 11. Under the assumptions of Theorem 9 the following holds.
(i) Upper and lower bound on FTME:
(ii) FTME along trajectories:
where
). Then y ≤ inf t∈J e γ(t−t 0 ) Φx 0 (t,t 0 )
for t ∈ J and hence
proving that y ∈ B γ t 0 (0, 1) and thus (14) . Property (12) then follows by taking the negative logarithms of the measures of the sets in (14) divided by µ(B(0, 1)) = .
(ii) To prove (13) , observe that since µ is the Lebesgue measure,
in case the limit of the last line in (15) exists. Using the abbreviationB = B γ t 0 (x 0 , εe −γ(t−t 0 ) ), we apply [27, Theorem H.1] to get
where the last estimate follows from the inclusionB ⊂ B(x 0 , εe −γ(t−t 0 ) ). Due to the continuity of det Φ x (t, t 0 ) at x 0 , the supremum in the last line of the above chain of inequalities tends to 0 as ε → 0. Thus it follows that
and (13) is a consequence of (15) and (16) .
Pesin's formula
Pesin's formula in Theorem 2 relates entropy to the sum of positive Lyapunov exponents. We prove a finite-time version and relate the FTME to the sum of positive finite-time Lyapunov exponents. Let ϕ be a C 1 NDS on X over a two-point set J = {t 0 , t 0 + T } for some t 0 ∈ R and T > 0. Let (Λ 1 (t 0 , x 0 , T ) , . . . , Λ n (t 0 , x 0 , T )) and an orthogonal matrix U . The finitetime Lyapunov exponents (FTLE) or time-T Lyapunov exponents λ i (t 0 , x 0 , T ) of ϕ at (t 0 , x 0 ) are defined by Λ i (t 0 , x 0 , T ) = e λ i (t 0 ,x 0 ,T )T , or explicitely
In order to relate the FTLE to the FTME, we use formula (11) in Corollary 10. The fact that the ellipse E(I n×n ) of the identity matrix I n×n equals B(0, 1) then implies
For a scalar NDS ϕ : {t 0 , t 0 + T } 2 × R → R a direct computation shows that for γ ∈ R the following scalar finite-time version of Pesin's formula holds
Using the ellipsoidal representation (17) of FTME, one could in principle compute h γ t 0 (x 0 ) explicitely and also its relation to the FTLE, deriving an exact finite-time Pesin's formula. However, it turns out that the computation and formula is very complicated even for three-dimensional systems. The following proposition provides an explicit formula for n = 2. Proposition 12 (Exact Pesin's formula for two-dimensional FTNDS). Let ϕ be a C 2 NDS on X ⊂ J × R 2 over a two-point interval J = {t 0 , t 0 + T } for some t 0 ∈ R and T > 0 and let γ ∈ R. Then for x 0 ∈ X(t 0 )
Proof. Using the fact that the intersection M : 
, proving (19). (12), and if λ 1 (t 0 , x 0 , T ) + λ 2 (t 0 , x 0 , T ) = 0 for x 0 ∈ X(t 0 ), then for γ = 0 . Hence the ridge and trough-like structures of the FTME field x 0 → h 0 t 0 (x 0 ) and the FTLE field x 0 → λ 1 (t 0 , x 0 , T ) coincide, and a (weak) LCS in the sense of Theorem 3 could also be defined utilizing the FTME field instead of the FTLE field.
Corollary 13. [Pesins's formula for two-dimensional incompressible FTNDS] Under the assumptions of Proposition
The following theorem is a local and finite-time version of Pesin's entropy formula.
Theorem 15 (Finite-time Pesin's formula). Let ϕ be a C 2 NDS on X over a two-point interval J = {t 0 , t 0 + T } for some t 0 ∈ R and T > 0 and let γ ∈ R. Then for
where a + = max{a, 0}.
Proof. Using the fact that the ellipse E(I n×N ) of the identity matrix I n×n equals B(0, 1), formula (11) in Corollary 10 implies
The semi-principle axes of the ellipsoid E D x 0 ϕ(t 0 + T, t 0 )e −γT have lengths
Then M contains an ellipsoid E which has the same semi-principal axes as E D x 0 ϕ(t 0 + T, t 0 )e −γT but with lengths min{1, i }, and is contained in a cube C with side lengths 2 min{1, i }, i = 1, . . . , n. With the volume formulas µ(E) = n i=1 min{1, i }µ (B(0, 1)) ,
proving (20) .
Lagrangian coherent structures based on FTME
A commonly used tool for detection of candidates for Lagrangian coherent structures (LCS) has been the largest finite-time Lyapunov exponent (FTLE) field, whose ridges appear to mark repelling LCS (cp. Theorem 3 and [15, 16, 18] ).
Since FTME can be also expressed in terms of FTLEs (cp. formulas (17), (18) and Proposition 12), the ridges of an FTME field are capable of detecting candidates for LCS equally well (cp. Remark 14) . To illustrate this relation again in a more general context for the FTME h γ t 0 (x 0 ) with a weight γ which depends on t 0 and x 0 , let ϕ be a C 2 NDS on X ⊂ J × R n over a two-point interval J = {t 0 , t 0 + T } for some t 0 ∈ R and T > 0. Define the directional stretching rate of ϕ on J at (t 0 , x 0 ) in direction v ∈ R n \ {0} as
where Φ x 0 (t 0 +T, t 0 ) = Dϕ(t 0 +T, t 0 )x 0 . Note that with the singular vectors ξ i (t 0 , x 0 , T ) of Φ x 0 (t 0 + T, t 0 ) we have
Therefore, as a consequence, for v ∈ R n \ {0}
If we compute now the FTME h γ t 0 (x 0 ) similarly as in the proof of Theorem 15 and choose for each x 0 ∈ X(t 0 ) as the exponential weight factor γ the directional stretching rate in direction ξ n (t 0 , x 0 , T ) then we get
because the ellipsoid E D x 0 ϕ(t 0 + T, t 0 )e −λn(t 0 ,x 0 ,T )T is contained in B(0, 1), and formula (17) yields the result. If e.g. ϕ is a two-dimensional incompressible system, i.e. n = 2 and λ 1 (t 0 , x 0 , T ) + λ 2 (t 0 , x 0 , T ) = 0, then the weighted FTME field x 0 → h λ 2 (t 0 ,x 0 ,T ) t 0 (x 0 ) = 2λ 1 (t 0 , x 0 , T ) is therefore proportional to the FTLE field and the search for ridge-like structures of this weighted FTME field yields LCS in the sense of Theorem 3.
However, one major drawback of LCS based on FTLE is its inability to detect coherent structures for linear systems. This can be easily seen from the fact that for a linear differential equationẋ = A(t)x the corresponding NDS ϕ(t 0 + T, t 0 ) equals its linearization Φ(t 0 + T, t 0 ) := Dϕ(t 0 + T, t 0 )x 0 which is independent of x 0 . Consequently the FTLEs λ i (t 0 , x 0 , T ) ≡ λ i (t 0 , T ) are also independent of x 0 . There might exist weak LCS in the sense of Theorem 3 but no LCS, since the FTLE field is constant and therefore condition (ii)2 of Theorem 3 is not satisfied (for a discussion of limitations of LCS based on FTLE see [25] ). In [15, Section 9] Haller developed a notion of constrained LCS for autonomous systems. It would be interesting to investigate whether constrained LCS for autonomous systems are capable of detecting classical stable and unstable manifolds of equilibria (cf. Theorem 19 below).
In this section we introduce and discuss LCS based on FTME for autonomous differ-
with a C 2 function f : U → R n and T > 0. Assume that for all x 0 in some X(0) ⊆ U the solution x(·, x 0 ) which starts at time 0 in x 0 exists on the whole interval [0, T ] and define X(T ) := x(T, X(0)). Then ϕ(t, s, ·) : X(s) → X(t), ϕ(t, s, x 0 ) := x(t − s, x 0 ), is an NDS on X := {(t, x) ∈ J × U : x ∈ X(t)} over the two-point set J := {0, T } (cp. Example 4(b)). Since ϕ(t, s, ·) depends only on the difference t − s we write instead for simplicity ϕ(t − s, ·), and similarly for its linearization Φ x 0 (t − s) (cp. Example 4(c)). We write h γ (x 0 ) for h γ t 0 (x 0 ) if t 0 = 0. To compute LCS based on FTME, we study h γ(x 0 ,T,f (x 0 )) (x 0 ) at each x 0 ∈ X(0) and use as the exponential weight factor the directional stretching rate of ϕ in the direction of the vector field f
where we simplified the notation by omitting the initial time t 0 = 0 in (21) . Note that with this approach we emphasize the direction of the vector field when it comes to measuring attraction and repulsion rates. In comparison, Haller [15] measures growth rates in directions normal to potential LCS manifolds. In fact his concept of repulsion ratio is the quotiont of his repulsion rate and the maximum over all directions v = 0 of our directional stretching rate. Using the fact that t → Φ x 0 (t)f (x 0 ), as well as t → f (ϕ(t, x 0 )), are solutions to the same initial value problemẋ = Df (ϕ(t, x 0 ))x,
, and hence the expression (24) for the directional stretching rate in the direction of the vector field can be simplified.
We show now for two classes of examples that the weighted FTME field
exhibits ridge and trough-like coherent structures which approach classical invariant manifolds as T → ∞. Figure 1 shows the weighted FTME field (25) for the linear differential equationẋ Figure 3 shows the weighted FTME field (25) for the nonlinear differential equationẋ 1 = −x 1 ,
is the x 2 -axis and its stable manifold
} is a parabola. Instead of developing a complete theory for ridge-like structures of weighted FTME fields in this section, we take advantage of the fact that for the specific classes of examples which we discuss in this section, the points x in the ridge and trough-like structures of the weighted FTME field (25) satisfy the condition ∇H(x) = 0. Using Proposition 12(ii) with the abbreviations
)T , and using the fact that γ(
and hence
Note that in higher dimensions the weighted FTME field (25) could fail to be C 1 for x in lower-dimensional subset (cp. Kato [19] ).
We will present two examples below which both satisfy the assumption that ∇ λ 1 (x, T )+ λ 2 (x, T ) = 0. In this case, finding the zeros of ∇H(x) in (26) is equivalent to solving
Example 16. Consider a two dimensional linear autonomous systeṁ
with a matrix A ∈ R 2×2 which has two eigenvalues λ 1 > 0 > λ 2 and corresponding eigenvectors e 1 , e 2 . The solution of the initial value problem (28), x(0) = x 0 , is ϕ(t, x 0 ) = e At x 0 , and the system has unstable and stable manifolds W u and W s which are two lines with directional vectors e 1 and e 2 . The linearized solution Φ(t) = Φ x 0 (t) :=
At is independent of x 0 . We consider (28) for t ∈ [0, T ] for arbitrary T > 0. It follows that the FTLE λ i (T ) = λ i (x 0 , T ) are also independent of x 0 , i.e. ∇λ i (x 0 , T ) = (0, 0) for i = 1, 2. In particular the FTLE field x 0 → λ 1 (x 0 , T ) is constant and not capable of detecting any coherent structures such as stable or unstable manifolds. 
Figure 2: Weighted FTME field (25) foṙ
The solutions x 0 of (27) are given by the zeros of ∇γ(x 0 ), where γ(
and hence Ax 0 is an eigenvector of Φ(T ) T Φ(T ). Let U = (e 1 |e 2 ) denote the matrix whose column vectors are e 1 and e 2 , thus A = U diag(λ 1 , λ 2 )U −1 . We then have
A direct computation shows that for ε > 0 and T > log U +log U −1 ε the estimate
holds.
In other words, the ridge and trough of the weighted FTME field x 0 → H(x 0 ) of system (28) are the two lines which are defined by the zeros of ∇H(x 0 ) and converge to the stable and unstable invariant manifolds for T → ∞, see also the vector field in Figure 1 and the weighted FTME field of (28) in Figure 2 for A =
Example 17. For α, β ∈ R, α > 0, consider the following family of autonomous differential equationsẋ
Its solution for t ∈ R and x 0 = (x 01 , x 02 ) ∈ R 2 is given by
and its linearization Φ x 0 (t) = D x 0 ϕ(t, x 0 ) is
System (29) has an equilibrium at the origin with invariant stable and unstable manifolds
We consider (29) for t ∈ [0, T ] for arbitrary T > 0. Its FTLE λ i (x 0 , T ) for i = 1, 2 are
Thus λ 1 (x 0 , T ) depends only on x 01 , i.e.
= 0. By (27) , the zeros of ∇H(x 0 ) are the solutions to
where 2 .
Dividing both sides of (31) by e 2αT , we get
where h(x 10 , x 20 ) is a polynomial in x 10 and x 20 . Since the right hand side of (32) tends to 0 as T → ∞, the solutions x 0 = (x 01 , x 02 ) of equation (32) As can be seen in Figures 5 and 6 , the forward and backward FTLE fields are not capable of detecting the stable manifold of (32) for α = β = 1. In fact, a smooth compact curve M(t) ⊂ R 2 at time t 0 needs to satisfy conditions 2 and 3 of Theorem 3(i) in order to qualify as a candidate for a weak LCS. This is equivalent to ∇λ 1 (x 0 , T )
= 0, this is equivalent to T x 0 M(t 0 ) (1, 0) T . Hence the possible repelling LCS candidates can only be lines which are parallel to the x 01 axis, in constrast to the stable manifold W s = (x 01 , x 02 ) ∈ R 2 : x 02 + β 2+α x 2 01 = 0 of (32) which is a parabola. The two examples 16 and 17 illustrate that ridge and trough-like structures of the weighted FTME field approximate classical stable and unstable manifolds. In the remainder of this section we show that also for arbitrary two-dimensional systems (23) the weighted FTME field is capable of detecting invariant manifolds in the vicinity of equilibria. The following preparatory lemma provides an estimate for the stretching rate (24) near an isolated equilibrium x * .
Lemma 18 (Directional stretching rate in direction of vector field close to equilibrium). Assume that (23) has an isolated equilibrium x * . Then its directional stretching rate γ(x 0 ) := γ(x 0 , T, f (x 0 )) for x 0 = x * can be approximated in the following sense
or equivalently
, proving (33).
The following theorem states that for planar systems (23) minima and maxima of the weighted FTME field (25) in the vicinity of an equilibrium indicate Lagrangian coherent structures which locally approximate the classical unstable and stable manifolds. The theorem also holds in higher dimensions for one-dimensional strongly unstable and strongly stable manifolds.
Theorem 19. Consider a two-dimensional system (23) on an open set U ⊂ R 2 and assume that is has an isolated equilibrium x * ∈ U which is hyperbolic. Let λ 1 > 0 > λ 2 denote the eigenvalues of D x f (x * ) with corresponding normalized eigenvectors e 1 , e 2 . Then for all ε ∈ (0, min{λ 1 , −λ 2 }) there exists T (ε) > 0, satisfying that for all T ≥ T (ε) there exists a δ(T ) > 0 such that the weighted FTME field x → H(x) := h γ(x,T,f (x)) (x) in formula (25) satisfies the following properties:
(a) Bound for weighted FTME field: H(x) ∈ [0, λ 1 − λ 2 + ) for x ∈ B(x * , δ(T )) (b) Unstable cone constains unstable manifold and has minimal FTME values: The so-called unstable cone at x * C u = x 0 ∈ R 2 : sin ∠ and H(x) > λ 1 − ε for all x ∈ C s ∩ B(x * , δ(T )). Moreover, along the stable manifold H(x) ∈ (λ 1 − λ 2 − ε, λ 1 − λ 2 + ε) for all x ∈ W s ∩ B(x * , δ(T )).
Remark 20. An important feature of Lagrangian coherent structures which ensures objectivity in the sense of frame-independence is formulated as invariance under timedependent transformations of the form y = Q(t)x + a(t), where y denotes the new variable, Q(t) is an orthogonal matrix and a(t) is a translation vector (see e.g. [17] ). It follows directly from Corollary 10 that FTME is frame-independent, because FTME is characterized by the Lebesgue measure of the intersection of ellipsoids with balls and the volume of the intersection does not change under rotations and translations. However, the weight γ(x, T, f (x)) of the weighted FTME field (25) depends on x and the vector field f (x) and is therefore in general not frame-independent. It is chosen such that it emphasizes the role of the equilibrium and its stable and unstable manifolds which occur as ridge and trough-like structures.
