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Abstract: Capsule networks excel in understanding spatial relationships in 2D data for vision related tasks. Even though
they are not designed to capture 1D temporal relationships, with TimeCaps we demonstrate that given the
ability, capsule networks excel in understanding temporal relationships. To this end, we generate capsules
along the temporal and channel dimensions creating two temporal feature detectors which learn contrasting
relationships. TimeCaps surpasses the state-of-the-art results by achieving 96.21% accuracy on identifying 13
Electrocardiogram (ECG) signal beat categories, while achieving on-par results on identifying 30 classes of
short audio commands. Further, the instantiation parameters inherently learnt by the capsule networks allow
us to completely parameterize 1D signals which opens various possibilities in signal processing.
1 INTRODUCTION
Electrocardiogram (ECG) signal analysis plays a
vital role in medical diagnosis since ECG signal can
provide vital information that can help to diagnose
various health conditions. For example, ECG beat
classification; e.g classifying ECG signal portions in
to classes such as normal beats or different arrhythmia
types such as atrial fibrillation, premature contraction,
or ventricular fibrillation allows to identify different
cardiovascular diseases. Similarly, ECG signal com-
pression and reconstruction have a variety of applica-
tions such as remote cardiac monitoring in body sen-
sor nodes (Mamaghanian et al., 2011) and achieving
low power consumptionwhen sending and processing
data through IoT-gateways (Al Disi et al., 2018).
ECG signal analysis and classification
was predominantly done using signal process-
ing methods such as wavelet transformation
or independent component analysis or fea-
ture driven classical machine learning meth-
ods (Yu and Chou, 2008; Martis et al., 2013;
Kim et al., 2009; Li and Zhou, 2016). However
such methods have left room for further improve-
ments in terms of accuracy and the manual feature
curation is a daunting task. Recently 1D Con-
volutions have been tried on ECG classification
producing some promising results (Li et al., 2017;
Acharya et al., 2017), Nonetheless, these methods do
not perform well for the classes with less volumes of
training data.
The main drawback of the state-of-the-art recon-
struction methods is that they require a high dimen-
sional latent representation, in order to perform suc-
cessful reconstruction. A majority of methods add
unnecessary artifacts to the reconstructed signals
when they reduce the dimensionality of the latent
representation(Dixon et al., 2011). TimeCaps can per-
form successful reconstructionwith a very low dimen-
sional –as low as 4 dimensions per signal– latent rep-
resentation, significantly reducing the computational
complexity.
Recently Capsule Networks (Sabour et al., 2017)
has been proposed to address limitations of CNNs
such as the loss of spatial information in the pool-
ing layers and being ambivalent to the spatial rela-
tionships between the learnt entities, mainly in the do-
main of image classification. CapsNets learn the prop-
erties of an entity present in the inputin this case a sig-
nalin addition to its existence in the form of capsules.
Further, the capsules in one layer are dynamically
routed to the capsules in the next layer based on their
agreement, formulating meaningful part-whole rela-
tionships. In this paper we propose TimeCaps which
adapts the ideas of 2D capsule networks to 1D sig-
nals by creating capsules along the temporal axis and
1
along the feature map axis such that our network will
capture the temporal relationships between the tem-
poral entities. This allows us to achieve better signal
encoding and classification.
To this end, we make the following contributions
in this paper,
• We introduce a new end-to-end trainable archi-
tecture which can simultaneously classify and en-
code raw signals as well as decode the encoded
signal. In the case of ECG signals, our model was
able to classify rare beats which had only few
training samples.
• We give CapsNets the ability to learn temporal
relationships in 1D signals and explore varieties
of feature maps rather than single set of feature
maps.
• To the best of our knowledge, we are the first to
reconstruct a 1D signal with capsule networks.
• We surpassed the state-of-the-art by achieving
96.21% accuracy on MIT-BIH dataset across 13
classes.
• We also show TimeCaps works well with the
other types of TimeSeries data by conduct-
ing experiments on Google Speech Commands
Dataset(Warden, 2018).
The rest of the paper is organized as follows. In
Section 2 we present related work. In Section 3 we
explain the TimeCaps cells and the architecture and in
Section 4 we present the experiments and the results.
Section 5 concludes the paper.
2 Related Work
Progressive learning of suitable features of-
fered by deep learning based approaches have
proven to outperform hand crafted feature-based
approaches in a wide range of applications, in-
cluding bio-medical signal processing for classi-
fication (Yu and Chou, 2008; Martis et al., 2013;
Kim et al., 2009) and reconstruction.
(Dixon et al., 2011; Mandic´ and Martinovic´, 2018)
tasks. For an instance, MIT-BIH Arrhythmia
Database (Moody and Mark, 2001) is a widely used
ECG signal dataset to characterize, classify and
generate ECG beats corresponding to heart diseases.
The idea of Independent Component Analy-
sis (ICA) on bio-medical signals dates back to
(Makeig et al., 1996), when the authors perform ICA
on Electroencephalographic(EEG) signals. Following
the success, several authors used ICA on ECG signals
(Yu and Chou, 2008; Martis et al., 2013) as a feature
extracting mechanism to train different classifiers.
Different approaches exist in the literature
for reconstructing bio-medical signals, including
Compressed Sensing (CS) (Dixon et al., 2011;
Mandic´ and Martinovic´, 2018) and reconstruct-
ing corrupt or missing intervals of ECG signals
(Martı´n-Martı´nez et al., 2014). CS-based methods
require a higher dimensional latent representation
to reconstruct a single beat, whereas our approach
can reconstruct a single beat from as low as a
4-dimensional latent representation. Moreover, CS-
based methods do not offer end-to-end compatibility
when reconstructing a signal.
Traditional signal processing methods were highly
affected by the wake of deep learning. Especially,
several authors (Li et al., 2017; Acharya et al., 2017)
suggested convolution neural networks (CNNs) for
classifying ECG signals. The CNNs in both ap-
proaches learned the features of the signal using 1D
convolutional kernels.
Even though CNN architectures achieve state-
of-the-art classification results, they consist of sev-
eral drawbacks. CNN models disregard the spa-
tial relationship in input data while needing thou-
sands of data points to achieve a good performance.
Capsule networks (CapsNet) (Sabour et al., 2017), in
contrast, solves this problem by learning the prop-
erties of an entity in addition to its existence.
First step towards capsule network was introduced
as transforming auto encoders (Hinton et al., 2011).
With dynamic routing between capsules, authors of
(Sabour et al., 2017) were able to achieve on-par re-
sults with state-of-the-art CNN models. However,
original CapsNet (Sabour et al., 2017) consists of
only three layers. In order to go deeper with CapsNet,
authors of (Rajasegaran et al., 2019) have suggested
a new capsule layer which shares parameters across
capsules. Incorporating time series data with capsule
network was introduced by (Bae and Kim, 2018), yet,
input to the model was hand crafted Mel-frequency
cepstrum coefficients (MFCC).
3 TimeCaps
Even though the architecture proposed by Sabour
et al. (Sabour et al., 2017) is suitable for extracting
features from images, 1D signals composed of differ-
ent kind of features and feature hierarchy than 2D im-
ages.
In TimeCaps, we treat the input as a time series
data, Xsig ∈ R
L L is the length of the signal. Hence,
rather than learning the spatial relationship between
incoming capsules, we learn the temporal relation-
ships between adjacent capsules. These relationships
are learnt by predicting the past and future capsule
outputs for a given capsule.
First, we convolve the input signalXsig with k num-
ber of ψi kernels, where ψi ∈ R
g1 , i ∈ [1,k] and g1 is
the filter size, resulting in Φconv1 ∈ R
(L×K). We pad
every convolution along the temporal dimension ap-
propriately to maintain it at size L for consistency, es-
pecially during the reshaping operations performed in
steps 3.1 and 3.2. Subsequently, Φconv1 will be fed to
the TimeCaps Cell A and TimeCaps Cell B as illus-
trated by Fig. 1.
When exploring the different feature detectors, we
intended to identify and Therefore we slice along the
temporal axis as well as the feature axis to produce
two different capsule layers called TimeCaps Cell A
and TimeCaps Cell B.
Figure 1: Generating capsules along temporal axis and chan-
nel axis to act as temporal feature detectors.
3.1 TimeCaps Cell A
Timecaps A keeps the samples into one single frame,
but it tries to predict the possible feature maps in
the next layer. First, the input to the TimeCaps Cell
A, Φconv1, is convolved with (c
p × ap) number of
ψm kernels, forming Φ
A
conv ∈R
L×(cp×ap), where ψm ∈
R
g2 , m ∈ [1,cp× ap], cp and ap are the number of
channels and the dimensionality of the subsequently
formed primary time capsules respectively. To facili-
tate the formation of capsules by bundling sets of fea-
ture maps together, ΦAconv is reshaped in to Φ¯
A
conv ∈
R
L×Cp×ap and squashed (Sabour et al., 2017) to cre-
ate output of the primary time capsules A, ΩAPTC ∈
R
L×Cp×ap .
Instead of using traditional transformation matrix
to transform low dimensional features to high dimen-
sional features as suggested by (Sabour et al., 2017)
we used a convolution kernel which can be used to
predict the next set of capsules for the given capsule.
These predicted capsules are called votes for the Time-
Caps. When considering the TimeCaps A, predicted
capsules are corresponds to the bundle of high feature
maps.
In order to be compatible with with 2D convolu-
tion, we reshapeΩAPTC into Ω¯
A
PTC with shape L×(c
p×
ap)×1. By convolving Ω¯APTC with ψ
A
m ∈ R
g3×a
p
, m ∈
[1,cSA×aSA]with strides [1,ap], we generate the votes
WAconv with shape L×c
p×(cSA×aSA), for the capsules
in the subsequent time capsule layer. Here, cTA and
aTA are the number of channels and the dimensional-
ity of the time capsules respectively. In consistence
with the previous convolutions, the temporal dimen-
sion is kept at size L, whereas the size of the channel
dimension is calculated by c
p×ap−ap+0
ap
+ 1= cp.
To facilitate dynamic routing, we reshape the
votes WAconv to W¯
A
conv, to have the shape (L× c
p ×
cSA× aSA). Subsequently, we feed the modified votes
to the routing algorithm which is described in sec-
tion 3.3. The resulting tensor, Ω¯ASTC ∈ R
L×CSA×aSA
will be flattened along the first two axes of the ten-
sor while keep the last axes (dimension of secondary
capsules) constant generating set of flattened capsules
ΩA ∈ R(L×C
SA)×aSA as the output of TimesCaps Cell
A.
3.2 TimeCaps Cell B
Different from TimeCaps Cell A, Timecaps Cell B
is designed to predict future and past values of a
small segment of the signal. This will require to
squash along the full set of feature maps, first we
reduce the number of feature maps by performing
1× 1 convolutions abreast to the first convolution
layer of TimeCaps Cell B to create Cb× ab feature
maps. Then complementing the above idea, primary
capsules were created by segmenting the final con-
volution output ΦBconv ∈ R
L×(Cb×ab) into n size seg-
ments resulting Φ¯Bconv ∈ R
L
n×n×(C
b×ab) then similar to
TimeCaps Cell A, Φ¯Bconv then be squash and reshaped
into Ω¯BPTC ∈ R
L
n×(n×C
b×ab)×1 to form the input to
the TimeCaps B. Then votesWBconv ∈ R
L
n×n×(C
SB×aSB)
corresponds to the Cell B is derived by convoluting
Ω¯BSTC with kernel ψ
B
k ∈ R
g×(Cb×ab) ,k ∈ [1,CSB×aSB]
with strides Cb× ab). Then analogous to TimeCaps
A, reshaped W¯Bconv ∈ R
L
n×C
SB×aSB×n is utilized as the
votes for the TimeCaps layer. These prediction cap-
sules are corresponds to the future and past time seg-
ments for a given capsule which contains information
about a one time segment. This will routed producing
Ω¯BSTC ∈ R
L
n×C
SB×aSB . After flattening, final output of
the TimeCaps Cell B would be ΩB ∈ R(
L
n×C
SB)×aSB .
3.3 Routing
Let votes beV ∈R(L
l
,wl ,wl+1,nl+1) for the routing. Then
we route a block of capsules s from the child capsule
to the parent capsule.
During the routing, the coupling coefficients for
each block of capsules Ks are generated by applying
the softmax function on logits Bs(logits are initialized
as 0) as given by Eq. 1.
kprs =
exp(bprs)
∑x ∑y exp(bprs)
(1)
Calculated kprs where p ∈ L
l+1
,r ∈ will be used to
weigh the predictions Vprs to get a single prediction
Spr as given in Eq. 2, followed by a squash function to
produce Sˆpr. squash is used to suppress the low prob-
abilities and to enhance the high probabilities in the
prediction vectors.
bprs ←∑
s
kprs ·Vprs (2)
Amount of agreement between S and V , can be mea-
sured by taking the dot product of the tensors and this
will be used to update the logits in the next iteration
of the routing as given in Eq. 3
bprs ← bprs+ Sprs ·Vprs (3)
3.4 Concatenation Layer
Since each layer explores different temporal relation-
ships in the signal, we used a concatenation layer to
concatenate two flattened Timecaps together.
Let α,β be two learnable parameters, Then Con-
catenation output would be
ΩCC = αΩA+βΩB
1 (4)
Where ΩA ∈ R
(L×CSA)×aSA , ΩA ∈ R
( Ln×C
SB)×aSB and
ΩCC ∈ R
(N×aS , N = L×CSA+ L
n
×CSB
Effect on α and β on the network will be analy-
sized in Section 4.1
3.5 Classification Layer
As the final layer we adopt the classification layer
proposed by (Sabour et al., 2017) to produce instan-
tiation parameter vector Ωsig ∈R
1×asig corresponds to
the signal. Class probability can be derived from the
length of the vector Ωsig.
Full network with numerical values is illustrated
in Fig. 2
1Inorder to facilitate concatenation, its should be held
that aSA = aSB = aS
Figure 2: TimeCaps Model: Proposed Timecaps model for
time series data. TimeCaps cells A and B are concatenated
after weighting with trainable scalars α and β respectively.
3.6 Decorder Network
Decoder Network is used to reconstruct the input
signal from the instantiation parameters extracted at
the classification layer. Further, decoder network pro-
vides a regularization to the Timecaps network. Prior
to passing the output from the classification layer, we
masked the out put matrix with zeros expect to the pre-
dicted class. First two layers of the decoder network
are fully connected layers, followed by five 1D decon-
volution layers as given in Fig. 3.
3.7 Loss Function
For the classification, we used marginal loss
(Sabour et al., 2017) which suppresses the probabili-
ties of other classes while enhancing the probability
of true class.
Lk = Tkmax(0,m
+−‖vk‖)
2
+λ(1−Tk)max(0,‖vk‖−m
−)2
(5)
Here Lk denotes the marginal loss for the class
k and vk is the output from the final capsule layer
for class k. lower bound and the upper bound set to
m+ = 0.9 and m− = 0.1. Tk will be set to 1 if k is
the true class and zero otherwise. Similarly, for the
decoder network we used MSE loss as suggested by
(Sabour et al., 2017).
Figure 3: TimeCaps Decoder: Decoder network for signal
reconstruction. Input to the decoder network is obtained by
masking the output of classification capsules.
4 Experiments and Results
We trained the TimeCaps on MIT-BIH Arrhyth-
mia Dataset (Moody and Mark, 2001) which contains
17 classes of Electrocardiography (ECG) beats. We
used wfdb software package to segment each ECG
beat. Moreover, to test the applicability of TimeCaps,
we used validated the
Table 1: Dataset statistics
Dataset
Number
of
Classes
Train
size
Test
size
Sample
length
MIT-BIH 17 13538 4522 360
Google speech
commmands
30 51776 12944 16000
4.1 Implementation
We used Keras and Tensorflow libraries for the devel-
opment. For the training procedure, we trained the net-
work for 35 epochs and we used Adam optimizer with
an initial learning rate of 0.001 and the λ defined in
Eq. 5 is set to 0.5. The models were trained on GTX-
1080 and V100 GPUs,
4.2 Beat Classification
Due to to the class imbalance present in the dataset,
researchers have either used the AAMI standard to
fuse sets of classes to produce five groups (N,S,V,F,Q)
(Li and Zhou, 2016; Martis et al., 2013) or used a sub-
set of classes (Yu and Chou, 2008). We followed the
latter, and used 13 classes out of 17 classes for clas-
sification, since the rest of the classes had lower than
50 training samples per class.
Our model consists of 6,149,856 number of train-
able parameters. Table 2 compares our results to the
state of the art.
Table 2: Comparison of TimeCaps with state-of-the-art re-
sults
Implementation
Number of
Classes
Accuracy
Yu et
al (Yu and Chou, 2008)
8 98.00%
Martis et
al (Martis et al., 2013)
5 99.28%
Kim et
al (Kim et al., 2009)
6 99.50%
Li et
al (Li et al., 2017)
5 97.50%
TimeCaps 13 96.21%
Due to low number of training samples present
in set of classes in MIT-BIH data set, current state-
of-the-art for the classification with only 8 number
of classes is 98% which was achieved by Yu et al
(Yu and Chou, 2008), whereas we achieved 96.21%
accuracy for 13 classes. Proving Timecaps ability to
work with very low number of training samples.
Figure 4: Normalized confusion matrix for the ECG beat
classifier. Each symbol denote a beat type2
Further, Timecaps possess the ability of encod-
ing each beat with low dimensional vector and recon-
structing each signal with the decoder network.
2https://archive.physionet.org/physiobank/database/html/
Moreover, we observed that convergence of the
network with a weighted concatenation of differ-
ent features is much slower than 1:1 concatenation.
Fig. 5 illustrate the trained weights α and β in the
concatenation layer.
(a) α (b) β
Figure 5: Weights learnt by the concatenation layer for the
ECG dataset. α corresponds to the contribution from Time-
Caps Cell A and β is corresponds to the contribution from
TimeCaps Cell B
4.3 TimesCaps on Audio Signals
In order to explore the robustness of the network, we
test our proposed architecture with Google Speech
Commands Dataset (Warden, 2018) which contains
one second long audio commands. Even though the
common practice is to extract audio features using
Mel-frequency cepstral coefficients (MFCC) and feed
the extracted features to the network, we explore the
network’s ability of classifying raw audio signals.
In order to facilitate a full audio command, the net-
work needed to be adjusted accordingly. With simple
adjustments, TimeCaps were able to achieve 92.65%
accuracy on Google Speech Commands Dataset.
Which surpassed the state-of-the-art capsule network
accuracy 89.5% (Bae and Kim, 2018).
(a) α (b) β
Figure 7: Weights learnt by the concatenation layer for the
audio dataset. α corresponds to the contribution from Time-
Caps Cell A and β is corresponds to the contribution from
TimeCaps Cell B
4.4 Reconstruction Results
Decoder network has jointly learnt to decipher the en-
coded signal which was parameterized by the Time-
mitdbdir/intro.htm#annotations
Caps network. Fig. 6 shows sample of reconstructed
signals. Each of the instantiation has learnt a tempo-
ral property of the signal. We were able to success-
fully parameterize each ECG signal with 360 sam-
ples with 16 independent parameters. It was observed
that, higher the number of parameters, lower the de-
gree of temporal relationships captured by one param-
eter. Hence, with a sufficient number of instantiation
parameters, it is possible to completely characterize
each and every temporal property present in the 1D
signal individually.
Since each input signal can be parameterized us-
ing the TimeCaps, different aspects of the signal can
be modified by altering the value of the respective in-
stantiation parameter.
Further, Table 3 demonstrates the effect of
having low number of instantiation parameters
at the classification capsules layer. When the
number of instantiation parameters decreases, the
mean square error between the input signal and the
reconstructed signal also decreases. Yet, as illustrated
in Fig. 6, the reconstructed signal can be employed in
applications which are required to perform well with
low quality signals. Further, when the number of in-
stantiation parameters increases, it introduces unnec-
essary artifacts to the reconstruction signal as illus-
trated in Recon 24.
Table 3: Comparison of different number of instantiation
parameters
Number of Inst.
Parameters
MSE loss at
decoder
Accuracy
16 0.0318 96.21%
8 0.0137 96.12%
4 0.0149 95.99%
24 0.0132 96.08%
5 Conclusion
This paper introduced a novel CapsuleNetwork
based architecture, TimeCaps which was tailored to
classify, decode, and encode ECG signals.
Our results indicated that TimeCaps performs on
par with other state of the art methods. Also one ma-
jor advantage of TimeCaps is its ability to reconstruct
raw ECG with very low dimensional latent representa-
tion. We also evaluated the performance of TimeCaps
in a raw audio classification task to evaluate its per-
formance on other types of time series data. Results
indicated that we can surpass the state-of-the-art re-
sults with capsule network.
As future work capabilities of TimeCaps can be
further extended to synthesize ECG data samples
which might be helpful in improving the accuracy of
rare beat types. Possible methods include, adding a
Original
Signal
Recon 4
Recon 8
Recon
16
Recon
24
Original
Signal
Recon 4
Recon 8
Recon
16
Recon
24
Figure 6: Reconstruction results for different instantiation parameters. We investigate the quality of the reconstruction with
the variation of the number of instantiation parameters.
controlled noise to the instantiating parameters as sug-
gested by Sabour et al.(Sabour et al., 2017).
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