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ABSTRACT 
We consider an infinite complex symmetric (not necessarily Hermitian) tridi- 
agonal matrix T whose diagonal elements diverge to oc in modulus and whose 
off-diagonal elements are bounded. We regard T as a linear operator mapping 
a maximal domain in the Hilbert space 12 into 12. Assuming the existence of 
T -1 we consider the problem of approximating a given simple eigenvalue A of 
T by an eigenvalue An of Tn, the nth order principal submatrix of T. Let 
x = [x(1),x (2) . . . .  ]T be an eigenvector corresponding to A. Assuming xTx ~ 0 
and fn+lx('~+l)/x ('~) --~ 0 as n --~ ~,  we show that there exists a sequence {~n} 
of T~ such that A - )~,~ = f,~+lx('~)x('~+l)[1 + o(1)]/(xTx) --~ 0, where fn+l rep- 
resents the (n, n + 1) element of T. Application to the following problems is 
included: (a) solve J,(z) -- 0 for ~, given z ~ 0, and (b) compute the eigenvalues 
of the Mathieu equation. Fortunately, the existence of T-1 need not be verified 
for these examples ince we may show that T + (~I with a taken appropriately 
has an inverse. 
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1. INTRODUCTION 
In this paper we consider the eigenvalue problem 
Tx  = ,kx, (1) 
where 
T= f3 d3 " • ' (2) 
".  *. 
with 
0 < Idnl ---+ co and 0 < [fn[ -~ a(say, a constant), (3) 
and the eigenvector 
z = Ix (1), # o (4) 
is sought in the Hilbert space 12, the well-known Hilbert space of all square- 
summable complex sequences (written as a column vector). The domain of 
T is defined to be the maximal domain 
D(T)  = {y = [y(1), y(2), . . . IT:  idly(l), duy(2),...]T E 12}. (5) 
In our earlier paper [10], we study the eigenvalue problem for a compact 
complex symmetric matrix, especially for a tridiagonal matrix (i.e., the case 
dn --* 0 and fn --* 0 as n -~ co, to use the same notation as in (2)). The 
present paper is complementary to our earlier paper. Also related to the 
present paper is [16], which is concerned with the localization of eigenvalues 
of a matrix acting in the 11 or loo space. 
Our particular concern in this paper is the problem of approximating 
a given nonzero simple eigenvalue A of T (see below for definition) by 
an eigenvalue AN of Tn, the nth order principal submatrix of T (n -=- 
1, 2, . . . ) .  We assume the existence of T -1, namely, that Tu = 0 has only 
the trivial solution u = 0. The operator T-1 is then compact (see the proof 
of Theorem 1 in Section 2). The eigenvalue A of T, or equivalently A -1 of 
T -1, is simple if the corresponding eigenvector is unique (up to the scalar 
multiplication, of course) and if no corresponding generalized eigenvectors 
of rank 2 exist, namely, if no vectors y ~ 0 satisfy (T -  A/)2y = 0. 
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Let x = Ix 0), x(2),... IT be an eigenvector corresponding to A, the simple 
eigenvalue of T under study. Assuming zTx ¢ 0 and fn+lx('~+l)/x (n) --* 0 
as n -~ c~, we are able to show that there exists a sequence {An} of Tn such 
that A - An = fn+lX(n)X(~H)[1 + O(1)]/(~Tx) ~ O. This is the essential 
theoretical result of this paper. See Theorem 1 in Section 2. It should be 
remarked that this expression for the error A - AN is identical in appearance 
with the expression for the same error A - A,~ for the case of dn ---* 0 and 
f~ --* 0 [10, Theorem 1.4]. 
Our study in this paper is motivated again by our wish to apply operator- 
theoretic techniques to problems in special function computation. In fact, 
we include in Sections 3 and 4 examples of application of Theorem 1. They 
are (a) the solution of J~(z) = 0 for ~, given a generally complex z ~ 0, 
where J~(z) denotes the Bessel function of the first kind of order ~; and 
(b) the computation of the eigenvalues of the Mathieu equation 
w" + (A -  2qcos2z)w = O, (6) 
given q ~ 0, generally complex. 
Fortunately, the assumption of the existence of T -  1 does not present an 
adverse ffect on the application of Theorem 1, to these examples, for we 
may consider, if necessary, the eigenvalue problem for T+ a lw i th  a taken 
appropriately so that (T  + ~/) -1  may exist. 
2. THEORETICAL  ANALYSIS 
Throughout his section we assume as given the situation described by 
(1) through (5) in Section 1, where T --1 is assumed to exist and )~ given 
and simple. 
LEMMA 1. For all sufficiently large n (for all n > no, say), x (n) ~ O. 
Proof. Suppose the contrary and let x (~) = 0 for n = nl < n2 < - "  --~ 
co. Let n denote any one of n l ,n2 , . . .  • Then x (~H) ~ 0, for otherwise 
all components of ~ would be zero due to the fact that none of the f ' s  
vanish, contradicting x ~ 0. Substitution of x (n) = 0 into Tx = As gives, 
in particular, 
[ d,~+l fn+2 f~+2 dn+2 f~+3 fn+3 dn+3 x(n+l) ] 
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from which follows IAI > Id,,+pl - ]fn+pl - If~+p+ll >- Idn+pl - 2 lal, where 
p is some natural number such that x (n+p) is largest in modulus among 
x (n+l),x(n+2),.. .   By letting n = nl, n2, . . ,  in turn one concludes that 
IAI would have to be greater than any positive number sincc Idk[ ---+ oo as 
k --+ oo. This is absurd since % is a fixed eigenvalue of T. • 
THEOREM 1. For the given simple eigenvalue A of T, where the exis- 
tence of T -1 is assumed, there exists a sequence {An} of an appropriate 
eigenvalue of Tn such that An --* A and for  any such sequence the error is 
given by 
A - An = fn+lx(n)x(n+l) xT ~ [1 + O(1)l, (2) 
provided xTx  ~ 0 and fn+lx(n+l) /x  (n) --* 0 as n --* oo. 
Before proceeding to the proof, a few remarks on the nature of the error 
(2) are in order. In the first place, the relation (2) shows that the error A-An 
asymptotically decreases in proportion to the product fn+lx(n)x (n+l), as 
n --* oo, where, as defined already, fn+l represents the (n, n+ 1) component 
of the given matrix T, and x (n) and x (n+l) are respectively the nth and 
(n + 1)th component of the exact eigenvector x corresponding to the exact 
simple eigenvalue A. This describes the asymptotic structure of the error. 
The asymptotic behavior of the component of x can often be estimated. In 
fact, if the asymptotic behavior of dn/ fn+l  and fn / fn+l  are known to be 
of the form 
dn/ fn+l  = a.  na i l  + o(1)] and fn / fn+l  = b"  n~[1 -~ o(1)]. 
Then x('~+l)/x (n) = - (b /a )  • n ~-~, provided 2a >/3. See [9, Theorem 2.3]. 
For our later application in Section 3, we have a = -2 /z ,  a = 1, b -- 1, 
and/3 = 0 and for the application in Section 4, a = 4/q, a = 2, b = 1, 
and/3 = 0. Indeed, in these applications, the exact form of x is known as 
indicated in Sections 3 and 4. 
Second, it is impossible to know a priori which one of the n eigenvalues 
of Tn, the nth truncation of T, should be chosen as the An referred to 
in Theorem 1. However, as seen in applications in Sections 3 and 4, the 
identification of the A,~ is numerically quite clear. 
Third, Theorem 1 deals only with the approximation of the simple eigen- 
values. Numerical evidences in Sections 3 and 4 represent cases where al- 
most all eigenvalues of the exact matrix are simple with countably many 
double eigenvalues (see Fig. 3.3, Table 3.3, Fig. 4.2, and Table 4.3). Again, 
there is no a priori way of knowing which eigenvalues of the exact matrix 
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T are simple except in special cases (for example, the case where T is real, 
symmetric, tridiagonal and none of the f 's  vanish). Indeed, in the actual 
numerical computations, we seek only convergent sequences consisting of 
judicially selected eigenvalues ofthe truncated finite matrices. The fact that 
every simple eigenvalue of T is obtained as a limit in this way is guaranteed 
by Theorem 1. 
Lastly, the error estimate (2) gives an extremely accurate result except 
for low values of n, as demonstrated in Sections 3 and 4. 
Pwof. We factor T into 
T= D- I (DSD + 1)D -1, (3) 
where 
D = 
[lJj 0 
S= 
fi2 f2 0 
0 f3 
f3 0 "- 
".. " .  
(4) 
The matrix DSD is in B(12), the space of all bounded linear operators 
mapping l2 into itself, and is compact since S E B(/2) and D compact by 
[2, p. 59]. Hence T -1 exists and is in B(l 2) if and only if DSD + I has an 
inverse, which is true if and only if -1  is not an eigenvalue of the compact 
operator DSD. Hence the existence of T - t  guarantees the existence of 
(DSD + 1) -1. Thus 
T -1 = D(DSD+ I) - ID,  (5) 
which is also compact, again by the compactness of D. Therefore tile eigen- 
value problem (1) in Section 1, namely, Tx = Ax, is equivalent to 
Ax = (1/;~)x, A =- T -1. (6) 
We take the nth approximation to A to be 
A,, - PnD(PnDSDP~ + 1)-tDP**, n > no(say), (7) 
where 
(s) 
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We show that An is a well-defined compact operator for all sufficiently 
large n. To see this we note that for any compact operator K c B(/2) 
I l PnK-  K[I -* 0 (9) 
by [11, p. 151, Lemma 3.7]. 
We also have 
II(PnK- K)*I[ ~ 0 (by[18, p. 242]) (lO) 
where * denotes the adjoint. 
The • represents, in the present situation, the conjugate transpose. 
Hence 
IC  = (DSD)*  = (DSD)  T = DSD 
and 
(PnK)*  = ICPn  = DSDPn,  (11) 
since D and S are symmetric (it is here that we need the symmetry of T). 
Substituting these into (10), we find 
I lgPn - g[[ --~ 0. (12) 
It follows from (9), (12), and the fact that [[/'nll = l(n = 1, 2, . . . )  that 
I [PnKPn - Eli --* 0 or [ [PnDSDPn - DSD[[ --* O. (13) 
Since the existence of (DSD + 1)-1 has been assumed, (13) guarantees 
the existence of (PnDSDPn + 1)-1 and, hence, of An, for all sufficiently 
large n. 
Again, by a similar line of argument, we can prove 
LEMMA 2. 
I Ian - All --* 0. (14) 
We next show the existence of T~n 1 for all large n. To see this, compute 
first 
" Dn Tn Dn 0] 
PnDSDPn + I = 0 I J  ' (15) 
where Dn denotes the n x n principM submatrix of D. Hence, the existence 
of (PnDSDPn + 1) -1 is equivalent to the existence of T~ 1 (since D~ 1 
exists for all n). Thus, using (15) in the definition (7) of An,  we find 
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LEMMA 3. 
= n > no(say). (16) 
0 
This means that the eigenvalues of the approximate operator An are pre- 
cisely the reciprocals of the n eigenvalues of T,~ and zero. 
LEMMA 4. There exists a sequence {1/An} of eigenvalues of An, namely, 
of T~n 1, simple for all large n, and a corresponding sequence {re.n} of eigen- 
vectors such that 
An ---+ A and a~ + m, whereA,~m_~ = (1/An)Z~. (17) 
This is true from the known fact in [12, pp. 272-274, Theorem 18.1-3]. 
By (16) mn has the form 
x.n= 0 
and the relation A,~x,~ = (1/A,J~.n translates to 
T~n 1 '~ = (1/.'~n)~-n, or Tn.~.n = ~n '~.  (19) 
The argument up to this point thus proves the first half of Theorem 1. 
We now proceed to the proof of the last half, namely, the error expression 
(2). To this end we begin by decomposing A - A~ into 
X - X,~ = (A - ~n) + (~ - A~), (20) 
where ~n denotes the generalized Rayleigh quotient 
I~n = vT Tn vn / ( VT vn ) , (21) 
with vn denoting the n-vector consisting of the first n components of x, 
the exact eigenvector of T corresponding to the eigenvalue A (see (1) in 
Section 1). Note that  vTvn --+ xTx ~ 0 (by assumption); hence v~v~ ~ 0 
for all large n. 
We show 
and 
(22) 
const .  (23) 
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Using in (20) these two relations and the stated assumption fn+lX(n+l)/ 
x (~) --* 0, we would obtain the error expression (2), completing the proof 
of Theorem 1. 
The derivation of the expression (22) for A - #~ is straightforward. In- 
deed, the substitution of the definition (21) of Pn into A - #~ gives 
- ~ = .~n(A*n T . ) . . / ( , ,~ . . )  
Expanding Tx  = Ax, or 
fn+l  
fn+l  ' " • 
i] 
(24) 
one finds 
= , where : x, (25) 
(T~ - ~ In )~ = [0,. . .  ,0 , -A÷IZ(~+' ) ]T .  (2~) 
- (T.  -~ . I . )vn .  (2S) 
Then (26) reads 
#n- -A~=vTz~/ (vTv ,~)  with ~Tz~ = 0, (29) 
the latter being true since Tn~n = An~zn by (19) and Tn is symmetric. 
Let )(n denote the subspace of C n ( = the space of all complex column 
vectors of order n), consisting of all those y that satisfy ~Ty  = 0, or 
2~ = {y c c~: ~[y  = 0}. (3o) 
By (29) z~ e .Y~. 
LEMMA 5. Tn - An ln  maps  C n into Xn and is nonsingular when re- 
stricted to Xn for all large n. 
(27) 
For brevity, let 
Substitution of this into (24) gives (22). 
It remains to prove (23), which requires more steps as we show. First, 
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The first half follows again from T~£~ = An£~ and the symmetry of T~. 
To verify the last half, one observes that (Tn - AnI, Oy  = 0 with ~fy  = 0 
(y • C n) implies y = 0, due to the fact that Ag 1 is a simple eigenvalue 
of An, or equivalently An is a simple eigenvalue of Tn by Lemma 3, and 
~rxn  = XTXn (by (18)) --* xTx # 0 (by assumption). 
We denote by (Tn - Anln)Zxl the inverse of Tn - A~In with its domain 
restricted to )(n. We now return to (29) and compute 
#n - An = T T 
= vT[(g,~ - A,~In){(Tn - AnI,~)~xi ' Z~}]/(VTnV,~) 
= <(n-  A.X~)~i:a/(,&,,O. (31) 
Hence 
I . .  - ant _< tLz~ll [l(Tn - A.I.))~, z~ll t Iv~vnl 
(by the Cauchy-Schwarz inequality) 
<_ II(T~ - Anln)-l[l~,l[~L[=/Iv~v,~l. (32) 
LEMMA 6. IL(T,~ - AnIn)- l l l~,,  <_/3 (say, a constant) for all large n. 
To prove this, we compute 
1 -1 
(Tn -An ln )~x l  ' = -A~lT~nl(T~nl - An In ) -~.  (33) 
We know that An --+ k and II T~I[I = IIA~[[ (by Lemma 3) --+ flAIl (by 
Lemma 2). Hence, it suffices now to show that ]I(T~ 1 - An  1 T~)-III~. is 
bounded for all large n. 
To show this, we need subspaces X and Xn defined by 
and 
X ={y•12:mTy=O} 
Using Lemma 3, we find 
--1 
(An - A~I I )x  n = 
I --1 -1 (T-£n 1 - a n In )v .  
0 
(a4) 
(by (18)). (35) 
o] 
--AnI ' 
(36) 
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where the meaning, and the argument for showing the existence, of (An - 
A- in- in " Jx, ,  is similar for (Tn - An In )x ,  (see the proof of Lemma 5). It easily 
follows from (36) that 
I1( 1 - < I I (An -  =lx)-lllx, . (37) 
But by [10, Theorem 1.2], 
[ I (A  n 1 -1  - A; / )  ]Ix. -* I[( A - A -1 / ) - l f l x  (n ~ c¢). (38) 
This completes the proof of Lemma 6. 
LEMMA 7. I]Znll : [fn+lx(n+l)[ • [1 + O(1)]. 
To prove this, we rewrite zn into the form 
z.n = (Tn  - An ln )vn  (by definition (28)) 
= (Tn - A /~)vn  + (A - An)vn 
= [0 , . . . ,0 ,  --fn+lx(n+l)] T 
+(A - An)vn (by (26)), (39) 
whence 
Hence 
IIZnll _< ]fn+lX(n+l)l + IA -- An]" ]Ix H (by (25)). (40) 
IIz~ll ~ 0. (41) 
We now decompose z~ further into the form 
z.n = ( Tn  - A In )Vn  + (A - #n)Vn  + (#n - An)v,~. (42) 
We evaluate ach term on the right-hand side of (42). For the first term 
I I (Tn - A In )vn l l  = I fn+lx(n+l )  I (by (26)). (43) 
For the second term we have from (22) 
II(A -- ~n)Vnll : Ifn+lx(n)x'(n+l)l IlVnll / IVTn Vnl 
= [x(n)l [ l (Tn - A In )vn l l  HVnH/[VTVn[ (by (43)). (44) 
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For the third term 
II(P- - A,)vnll __5 eonst. IIz~N 2 (by (32), Lemma 6 
and the fact VTVn --~ xTx). (45) 
Using (43), (44), and (45) together with the fact that  x (n) ~ O, IIv,~ll 
Ilxll, vTvn ~ xTx, and Ilznll --* 0 in (42) we obtain 
Itz~ll = [I(T~ - AIn)vnH [1 + o(1)] = If~+lx(~+a)l[1 + o(1)1. (46) 
This proves Lemma 7. 
Using Lemmas 6 and 7 in (32) we finally have (23), i.e., 
lu~ - ~.1 -< const.l/.+~x(~+~)12. (47) 
3. APPL ICAT ION TO J ,(z) = 0 
We consider solving 
J,,(z) = 0 (1) 
for u, where 0 ¢ z is given and generally complex. For the solution of (1) 
for z with a given u see [10]. 
The fact that  the x (k) -- J~,+k(z) are the minimal solution of the second- 
order difference quation 
(z/2)x (k) - (u + k + 1)x (k+l) + (z/2)x (k+2) = 0, k = 0, 1 ,2 , . . .  (2) 
(see [9, Theorem 2.3]) implies that  J~,(z) = 0 if and only if for some nonzero 
xE l  2 
Tx  = ux, (3) 
where 
In fact, 
T= 
- i  z /2 0 z 2 -2 z/2 
~12 -3 
• . .  " . .  
(4) 
~= [x(l),x(2),...]7 = p,+l(z),  J.+2(z), ...]7 ¢ 0. (5) 
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The matrix T in (4) satisfies the condition in Theorem 1 in Section 2, 
except possibly that T -1 may not always exist depending on the value of 
z. In fact, T -1 exists if and only if Jo(z) ~ O. 
However, T + a I  with c~ = - I z l  has an inverse, since none of the 
Gerschgorin disks for T + a I  contain zero. By applying Theorem 1 to 
T + a I ,  we see immediately that for any simple eigenvalue u of T, there 
exists a sequence {u~} of an appropriate eigenvalue of T~ such that un -~ u 
and 
- . .  : A+lx(n)x("+l)[1 + 
= (z/2)J~,+n(z)J~,+,~+l(z)[1 + o(1)] E J~+ k(z)" 
k=l  
(6) 
Hence 
(~ - un+l ) / ( -  - ~)  = J .+n+2(z)[1 + o(1)]/J~+,~(z) 
= z211 + o(1) ] /4 (u  + n) 2, (7) 
which shows that the relative error is diminished approximately by the 
factor of z2/{4(u + n) 2} with the unit increase of the value of n. 
Dougall [6] appears to be among the first to be concerned with the local- 
ization of the zeros u in the case z is given and pure imaginary. Coulomb 
[5] gives a more systematic study on the zeros u apparently without the 
knowledge of Dougall's work. More recently, Flajolet and Schott [8] en- 
counter the need of solving J .  (2) = 0 in studying a class of combinatorial 
problems called nonoverlapping partitions. They numerically compute the 
zeros of the Lommel polynomial P~,~+1(2) (n = 1, 2, . . . )  [19, p. 294] as an 
approximation to the zeros of J .(2). It turns out this is precisely equivalent 
to solving the eigenvalue problem for Tn, the n × n principal submatrix of 
T. Feinsilver and Schott [7] give an estimate for a quantity ]u - vnl (u, un 
in our notation), which appears weaker than our estimate (6). 
For an important special case where z is real and nonzero, every eigen- 
value of T may be shown to be real and simple. Fig. 3.1 gives the complete 
family of curves representing the z - u relation satisfying J,(z) -- 0 with 
z restricted to reals (in [19, p. 510, Fig. 33] a similar and less complete 
plot is given). The approximate values of u corresponding to a given z are 
computed as the eigenvalues of Tn for a suiticiently large n through the use 
of the standard subroutines uch as those in the EISPACK package [17] or 
in the LAPACK package [3]. 
We consider the case where z is pure imaginary. Dougall [6] proves no 
zeros u exists for which Re(u) >_ 0. In Fig. 3.2 a plot of zeros of J~(i6) is 
given, where u(k) denotes the zero of J .( i6) whose real part is kth largest. 
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FIG. 3.1. The real z-real u relation. 
X v O) 
v 03) v (11)v (l°)v (g) X v (7) 
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I [ I I I 
-5  0 
X u (4) 
X v (6) -2  
I 
X v (2) - -4  
'Im( v ) 
Re( ~ ) 
FIG. 3.2. A plot of the first 14 zeros of J.(i6). 
The first eight zeros are complex (i.e., nonreal) and the rest are negative 
reals close to negative integers. 
Their  values correct to 20 decimals are given in Table 3.1 computed  
through the procedure indicated in Theorem 1 where the values of n large 
enough to give the prescr ibed accuracy are numerical ly found. 
In Table 3.2 the actual  relative errors (v - vn)/v are checked against  he 
theoret ical  est imates (see (6)) 
En(V) ~ (Z/2)Jv+n(Z)Jv+n+l(Z)/ (v~=lJ2+k(z) ) (z--i6) (s) 
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TABLE  3.1 
THE FIRST 14 ZEROS OF Jv(i6) CORRECT TO 20 DECIMALS. 
k v (k) 
1 -2 .86497 19531 79587 81162 . . .  + i 4.28177 75584 62667 05260 .. 
2 -2 .86497 19531 79587 81162 . . . .  i 4.28177 75584 62667 05260 
3 -4.93981 14391 13353 78403 .-.  + i 2.94065 36043 64872 32355 
4 -4.93981 14391 13353 78403 . . . .  i 2.94065 36043 64872 32355 
5 -6 .59799 73051 78632 80040 --. + i 1.80238 99225 15421 84748 
6 -6 .59799 73051 78632 80040 . . . .  i 1.80238 99225 15421 84748 
7 -8 .03737 27373 31138 76955 . . .  + i 0.76530 46391 84327 65676 
8 -8 .03737 27373 31138 76955 . . . .  i 0.76530 46391 84327 65676 
9 -9 .13439 42110 61678 85098 . . .  
10 -9 .98430 00231 78234 52853 . . .  
11 -11.00105 96223 84819 62060 . . .  
12 -11.99993 61086 80997 29165 . . .  
13 -13.00000 33084 24652 83023 ..-  
14 -13.99999 98509 76760 64235 .-- 
TABLE  3.2 
ACTUAL RELATIVE ERRORS AND THEORETICAL ESTIMATES. 
n (v (1) - u(nl ) ) /v  (1) En(u (1)) (u (3) - u~(3))/u (3) En(~ ,(3)) 
Real Imaginary  Real Imaginary  Real Imaginary Real Imaginary  
4 4.25e--01 --1.99e--01 - -9.83e--02 1.32e--01 7.95e--01 --5.05e--01 6.06e--01 - -2.31e--00 
6 1.52e--02 - -9.21e--03 1.27e--02 - -7.29e--03 3.53e--01 --1.03e--01 - -1.28e--00 6.02e--01 
8 - -4,75e--04 - -1.40e--04 --4.14e--04 - -1.82e--04 5.50e--02 5.72e--02 1.29e--01 1,31e--01 
10 - -5.40e--07 6.33e--06 - -9.31e--07 5.86e--06 6.63e--03 --5.78e--03 5.49e--03 - -5.26e--03 
12 3.93e--08 5.31e--09 3.70e--08 6.75e--09 - -7.01e--05 - -1.16e--04 - -5.75e--05 - -1,10e--04 
14 4 .97e- - l l  - -1.23e--10 5 .12e- - l l  - -1.16e--10 - -9.89e--07 3.73e--08 - -9.26e--07 1,55e--09 
16 - -1.79e--13 - -1.82e--13 - -1.69e--13 --1.79e--13 --2.15e--09 3.07e--09 - -2,11e--09 2.87e--09 
18 - -2.91e--16 7.11e--17 - -2.84e--16 6.48e--17 1.59e--12 7.81e--12 1.41e--12 7.54e--12 
20 - -8.85e--20 2.08e--19 - -8.88e--20 2.03e--19 8.11e--15 6.17e--15 7.80e--15 6.07e--15 
22 4.89e--23 1.03e--22 4.71e--23 1.02e--22 8.26e-- 18 3.74e--20 8.05e-- 18 1.02e--19 
24 3.70e--21 --2.43e--21 3.64e--21 - -2.36e--21 
26 7.17e--25 - -1.47e--24 7,12e--25 - -1.44e--24 
for  a se lec ted  set  o f  vMues  o f  n .  In  the  tab le ,  ~(k) denotes  the  approx imat ion  
to  g(k) computed  f rom the  n x n mat r ix  Tn .  The  cor respond ing  va lues ,  
namely ,  (v  (k) - v(k))/~ (k) and En(~(k)), may be  seen  to  be  in  agreement ,  
approx imate ly  one  d ig i t  except  for  a few low va lues  o f  n .  
I f  z is not  rea l  T may have  mul t ip le  e igenva lues .  In  fac t ,  cons ider  in  
par t i cu la r  the  case  where  z is pure  imag inary .  A theorem of Hunvitz asser ts  
that  i f  v > -1  the  zeros  z o f  J~(z) are  al l  rea l  and  i f  v E ( -p  - 1, -p )  for  
a natura l  number  p, J~(z) has  exact ly  2p  complex  zeros  z, o f  wh ich  two  
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FIG. 3.3. The  pure  imag inary  z-real  u relat ion.  
are pure imaginary if p is odd, and the rest real [19, p. 483]. Hence, for 
u c ( -2,  -1)  U ( -4 , -3 )  U ( -6 , -5 )  U.- .  there exists exactly a pair of pure 
imaginary zeros z of J ,(z). In Fig. 3.3 such z - u relation is plotted. To 
obtain this relation we compute the real values o fu  for a given set of pure 
imaginary z instead of solving J~,(z) = 0 for z for a given set of values of 
u. The reason is that the former is a well-conditioned problem while the 
latter is ill conditioned, as can be seen from Fig. 3.3. 
Fig. 3.3 also indicates the presence of double eigenvalues of T, which 
are represented by the leftmost and rightmost extreme points (such as 
P1, Q1, P2, Q2,.- .) of each closed curve. The first several double eigenvMues 
correct o 10 decimals are given in Table 3.3. 
REMARK. From the numerical evidence (see Fig. 3.2 and Table 3.1, 
for example), one might conjecture that if z is pure imaginary the zeros u 
' FABLE  3.3 
EXAMPLES OF  PURE IMAGINARY z G IV ING DOUBLE 
Q1,P1  
Q2,P2 
Qa, P3 
Q4, P4 
Qs, P5 
Q6, P6 
QT, P7 
Qs, Ps 
Q9,P9 
E IGENVALUES v .  
Z U 
~i  1.26786 89031 
±i  2.58947 93891 
~i  3.91357 50289 
~i  5.23835 03301 
±i  6.56340 57743 
~i  7.88860 33324 
±i  9.21388 27795 
• i 10.53921 36827 
• i 11.86457 90177 
-1 .69752 36772 - 
-3 .70245 24295 
--5,70416 30259 
-7 ,70502 50615 
-9 .70554 33265 .- 
-11 .70588 89803 .- 
-13 .70613 58495 .- 
-15 .70632 09487 - . .  
-17 .70646 48665 - . -  
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consist of a finite number of nonreals and an infinity of reals, a situation 
somewhat similar to the theorem of Hurwitz stated above. 
4. APPL ICATION TO THE MATHIEU EQUATION 
We consider the eigenvalue problem of the Mathieu equation 
w" + (A - 2q cos 2z)w = O, (1) 
where the parameter q is given, complex, and nonzero. We concern our- 
selves with the problem of finding the eigenvalues A so that (1) admits 
eigenfunctions that are ~- or 27r-periodic and even or odd. Thus written 
in Fourier series, they may be represented by an even-cosine, odd-cosine, 
odd-sine, or even-sine Fourier series. They are commonly referred to simply 
as Mathieu functions. For the standard reference on the Mathieu equation 
see, for example, [14] or [15]. 
The method of this paper is best illustrated by an example. Thus we 
consider computing the eigenvalues corresponding to the Mathieu func- 
tions that are represented by an even-sine series, namely, Se2k(Z, q), k = 
1,2,3, . . . ,  
se2k (z, q) = B2 sin 2z + B4 sin 4z + B6 sin 6z + . . . .  (2) 
The following fact is well known: the x (k) = B2k represent the minimal 
solution of the linear second-order difference quation 
(4 - )~)X (1) -1- qx (2) = 0 
qx (k- l)  + (4k 2 - A)x (k) + qx (k+l) = 0, 
(3) 
k = 2 ,3 ,4 , . . . ,  (4) 
so that 
x(k ) /x  (k- l)  = B2k/B2k-2 
= q[1 + o(1)]/(A -- 4k 2) (by [9, Theorem 2.3]). (5) 
It  follows that A is an eigenvalue of the indicated type if and only if for 
some nonzero x E 12 
Tx  = Ax, (6) 
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where 
l q :1 
22 42 q 
T = 6 2 . . (7) q 
• . " .  
Indeed, 
X = [X (1), X (2 ) , . . . ]T  : [g2 ,  B4,...]T ~k 0.  (8) 
Theorem 1 again applies (we may consider T + 2 Jq]/, if necessary, whose 
inverse exists for any q). Hence, for any simple eigenvalue A, there is a 
sequence {Am} of appropriate igenvalues of T~ such that An --* A and 
= B 2 % - An qB2nB2n+2[1 + o(1)] E 2k" 
k=l  
(9) 
Again, 
(A - An) / (A  - An- l )  ---- B2n+2[ 1 -{- 0(1) ] /B2 ,~-2  
= q2[1 + o(1) ] / (A  - 4n2)  2. (10) 
As an example we take the case q = i50. A plot of the first 12 eigenvalues 
is given in Fig. 4.1, where A (k) denotes the eigenvalue whose real part is the 
kth smallest. The first 12 eigenvalues correct to 20 decimals are tabulated 
in Table 4.1. 
Im% 
-100 
Fro. 4.1. 
X ;,0) 
X ),(3) 
• ~ " :~bo  - ' ~ 460  ' " ~ , j . . .  k ) 
X ,~(4) 
• x jl(2) 
A plot of first 12 e igenvalues for the  case q = i50. 
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TABLE 4.1 
THE FIRST 12 EIGENVALUES CORRECT TO 20 DECIMALS FOR THE CASE q = i50. 
k )~(k) 
1 28.72229 11370 32355 49601 
2 28.72229 11370 32355 49601 
3 63.39929 14509 62812 29031 
4 63.39929 14509 62812 29031 
5 92.06491 93049 30234 38145 
6 135.51494 61243 03635 01229 
7 189.71757 07735 82690 73268 
8 251.15610 66985 33519 76394 
9 320.15885 67485 25160 00697 
10 396.88252 79468 21650 31833 
11 481.42068 67817 00903 23046 
12 573.83123 64944 14797 70809 
.. + i 69.96801 99265 72528 65758 . . .  
i 69.96801 99265 72528 65758 . - .  
i 29.60852 31269 66005 20473 . . .  
i 29.60852 31269 66005 20473 . . -  
TABLE 4.2 
ACTUAL RELATIVE ERRORS AND THEORETICAL ESTIMATES. 
n ()~(1) -- A(nl))/X(1) En(£(1))  ()~(3) - A(n3))/X(3) En()~(3)) 
Real Imaginary Real Imaginary Real Imaginary Real Imaginary 
4 --4.19e--02 --4.10e--02 --6.53e--02 --1.94e--02 3.82e--01 --2.10e--01 1.51e+00 --5.64e--01 
6 6.99e--04 --8.32e--04 6.18e--04 --8.19e--04 8.75e--02 2.47e--02 7.75e--02 6.89e--02 
8 1.82e--06 4.48e--07 1.78e--06 4.09e--07 1.04e--04 3.97e--04 1.03e--04 3.79e--04 
10 3.11e--10 4.51e--10 3.09e--10 4.44e--10 --1.57e--08 1.83e--07 --1.49e--08 1.80e--07 
12 3.56e--15 3.61e--14 3.59e--15 3.58e--14 -5.00e--12 1.54e--ll --4.94e--12 1.53e--ll 
14 --1.82e--19 6.55e--19 --1.81e--19 6.53e--19 --1.71e--16 3.29e--16 --1.70e--16 3.28e--16 
16 --2.24e--24 3.64e--24 --2.24e--24 3.64e--24 --1.53e--21 2.24e--21 --1.53e--21 2.23e--21 
In Table 4.2 the actual relative errors are compared with the correspond- 
ing theoretical estimates 
En()~) - qB2,~B2,~+2 A E B2k 
/ \ k=l  
(q = i50) (11) 
for a selected set of values of n. In this table, A (k) denotes the approximation 
to A (k) computed from the n x n matrix Tn. They match up at least to a 
few digits except for low values of n. 
In Fig. 4.2 is shown the pure imaginary q-real A relation, where the pres- 
ence of double eigenvalues such as P1, Q1, P2, Q2,- .., whose values correct 
to 10 decimals are tabulated in Table 4.3 together with the correspond- 
ing values of q, are evident. The reader might recall a similar situation in 
Fig. 3.3 in Section 3. 
EIGENVALUE PROBLEM 
TABLE 4.3 
EXAMPLES OF PURE IMAGINARY q GIVING DOUBLE 
EIGENVALUES .~. 
q 
Q1, P1 ±i 6.92895 47587 • • 
Q2,P2 =hi 30.09677 28375 . .  
Q3 ,  P3 i i  69 .59879 32768 - .  
Q4,P4 ±i 125.43541 3143 .. 
Q5,P5 ±i 197.60667 86924 •. 
Q6,P6 1i286.1126087616 .. 
QT,P7 ±i 390.95320 62955 .- 
11.19047 35991 ...  
50.47501 61557 -.. 
117.86892 41608 -.. 
213.37256 86374 ... 
336.98604 39502 ..- 
488.70938 44758 -.. 
668.54260 56541 .-. 
617 
P~ ~ 0.~ 
P 4 ~ Q ,  
P3 ~ Q3 cl 
-500  i 5 OOi 
/ looo' 
/ 
/ 
P~ ~ ~  
FIG. 4.2. The pure imaginary q-real A relation. 
REMARK. One  suspects  that  if q is pure  imaginary ,  on ly  a f inite number  
of e igenvalues are nonrea l  and  the  rest  real, a s i tuat ion  s imi lar  to  that  noted  
in the  Remark  in Sect ion 3. 
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