Abstract. Neural network models have recently 1 received heated research attention in the natural language processing community. Compared with traditional models with discrete features, neural models have two main advantages. First, they take low-dimensional, real-valued embedding vectors as inputs, which can be trained over large raw data, thereby addressing the issue of feature sparsity in discrete models. Second, deep neural networks can be used to automatically combine input features, and including non-local features that capture semantic patterns that cannot be expressed using discrete indicator features. As a result, neural network models have achieved competitive accuracies compared with the best discrete models for a range of NLP tasks. On the other hand, manual feature templates have been carefully investigated for most NLP tasks over decades and typically cover the most useful indicator pattern for solving the problems. Such information can be complementary the features automatically induced from neural networks, and therefore combining discrete and neural features can potentially lead to better accuracy compared with models that leverage discrete or neural features only. In this paper, we systematically investigate the effect of discrete and neural feature combination for a range of fundamental NLP tasks based on sequence labeling, including word segmentation, POS tagging and named entity recognition for Chinese and English, respectively. Our results on standard benchmarks show that state-of-the-art neural models can give accuracies comparable to the best discrete models in the literature for most tasks and combing discrete and neural features unanimously yield better results.
Introduction
There has been a surge of interest in neural methods for natural language processing over the past few years. Neural models have been explored for a wide range of tasks, including parsing [1, 2, 3, 4, 5, 6, 7] , machine translation [8, 9, 10, 11, 12, 13] , sentiment analysis [14, 15, 16, 17, 18] and information extraction [19, 20, 21, 22] , achieving results competitive to the best discrete models.
Compared with discrete models with manual indicator features, the main advantage of neural networks is two-fold. First, neural network models take low-dimensional dense embeddings [23, 24, 25] as inputs, which can be trained from large-scale test, thereby overcoming the issue of sparsity. Second, non-linear neural layers can be used for combining features automatically, which saves the expense of feature engineering. The resulting neural features can capture complex non-local syntactic and semantic information, which discrete indicator features can hardly encode.
On the other hand, discrete manual features have been studied over decades for many NLP tasks, and effective feature templates have been well-established for them. This source of information can be complementary to automatic neural features, and therefore a combination of the two feature sources can led to improved accuracies. In fact, some previous work has attempted on the combination. Turian et al. [26] integrated word embedding as real-word features into a discrete Conditional Random Field [27] (CRF) model, finding enhanced results for a number of sequence labeling tasks. Guo et al. [28] show that the integration can be improved if the embedding features are carefully discretized. On the reverse direction, Ma et al. [29] treated a discrete perception model as a neural layer, which is integrated into a neural model. Wang & Manning [30] integrated a discrete CRF model and a neural CRF model by combining their output layers. Greg & Dan [6] and Zhang et al. [18] also followed this method. Zhang & Zhang [31] compared various integration methods for parsing, and found that the second type of integration gives better results.
We follow Zhang & Zhang [31] , investigating the effect of feature combination for a range of sequence labeling tasks, including word segmentation, Part-OfSpeech (POS) tagging and named entity recognition (NER) for Chinese and English, respectively. For discrete features, we adopt a CRF model with stateof-the art features for each specific task. For neural features, we adopt a neural CRF model, using a separated Long Short-Term Memory [32] (LSTM) layer to extract input features. We take standard benchmark datasets for each task. For all the tasks, both the discrete model and the neural model give accuracies that are comparable to the state-of-the-art. A combination of discrete and neural feature, gives significantly improved results with no exception.
The main contributions that we make in this investigation include: -We systematically investigate the effect of discrete and neural feature combination for a range of fundamental NLP tasks, showing that the two types of feature are complimentary.
-We systematically report results of a state-of-the-art neural network sequence labeling model on the NLP tasks, which can be useful as reference to future work.
-We report the best results in the literatures for a number of classic NLP tasks by exploiting neural feature integration.
-The source code of the LSTM and CRF implementations of this paper are released under GPL at https://github.com/SUTDNLP/NNSegmentation, ../NNPOSTagging and ../NNNamedEntity .
Related Work
There has been two main kinds of methods for word segmentation. Xue [33] treat it as a sequence labeling task, using B(egin)/I(nternal) /E(nding)/S(inglecharacter word) tags on each character in the input to indicate its segmentation status. The method was followed by Peng et al. [34] , who use CRF to improve the accuracies. Most subsequent work follows [34, 35, 36, 37, 38] and feature engineering has been out of the key research questions. This kind of research is commonly referred to as the character-based method. Recently, neural networks have been applied to character-based segmentation [39, 40, 41] , giving results comparable to discrete methods. On the other hand, the second kind of work studies wordbased segmentation, scoring outputs based on word features directly [42, 43, 44] . We focus on the character-based method, which is a typical sequence labeling problem.
POS-tagging has been investigated as a classic sequence labeling problem [45, 46, 47] , for which a well-established set of features are used. These handcrafted features basically include words, the context of words, word morphologies and word shapes. Various neural network models have also been used for this task. In order to include word morphology and word shape knowledge, a convolutional neural network (CNN) for automatically learning character-level representations is investigated in [48] . Collobert et al. [25] built a CNN neural network for multiple sequence labeling tasks, which gives state-of-the-art POS results. Recurrent neural network models have also been used for this task [49, 50] . Huang et al. [50] combines bidirectional LSTM with a CRF layer, their model is robust and has less dependence on word embedding. Named entity recognition is also a classical sequence labeling task in the NLP community. Similar to other tasks, most works access NER problem through feature engineering. McCallum & Li [51] use CRF model for NER task and exploit Web lexicon as feature enhancement. Chieu & Ng [52] , Krishnan & Manning [53] and Che et al. [54] tackle this task through non-local features [55] . Besides, many neural models, which are free from handcrafted features, have been proposed in recent years. In Collobert et al. [25] model we referred before, NER task has also been included. Santos et al. [56] boost the neural model by adding character embedding on Collobert's structure. James et al. [57] take the lead by employing LSTM for NER tasks. Chiu et al. [58] use CNN model to extract character embedding and attach it with word embedding and afterwards feed them into Bi-directional LSTM model. Through adding lexicon features, Chiu's NER system get state-of-the-art performance on both CoNLL2003 and OntoNotes 5.0 NER datasets. 
Method
The structures of our discrete and neural models are shown in Fig. 1 (a) and 1(b), respectively, which are used for all the tasks in this paper. Black and white elements represent binary features for discrete model and gray elements are continuous representation for word/character embedding. The only difference between different tasks are the definition of input and out sequences, and the features used.
The discrete model is a standard CRF model. Given a sequence of input x = x 1 , x 2 , . . . , x n , it models the output sequence y = y 1 , y 2 , . . . , y n by calculating two potentials. In particular, the output clique potential shows the correlation between inputs and output labels,
where f o (x, y i ) is a feature vector extracted from x and y i , and θ o is a parameter vector.
The edge clique potential shows the correlation between consecutive output labels,
where f e (x, y i , y i−1 ) is a feature vector extracted from x, y i and y i−1 , and θ e is a parameter vector. The final probability of y is estimated as
where Z(x) is the partition function,
The overall features {f o (x, y i ), f e (x, y i , y i−1 )} are extracted at each location i according to a set of feature templates for each task.
The neural model takes the neural CRF structure. Compared with the discrete model, it replaces the output clique features f o (x, y i )) with a dense neural feature vector h i , which is computed using neural network layer,
where e(x i ) is the embedding form of x i , BiLSTM represents bi-directional LSTM structure for calculating hidden state h i for input x i , which considers both the left-to-right and right-to-left information flow in a sequence. The BiLSTM structure receives input of the embeddings from a window of size 5 as shown in Fig. 1(b) . For the neural model, the edge clique is replaced with a single transition weight τ (y i , y i−1 ). The remainder of the model is the same as the discrete model
Here θ o and τ (y i , y i−1 ) are model parameters, which are different from the discrete model.
The joint model makes a concatenation of the discrete and neural features at the output cliques and edge cliques,
where the ⊕ operator is the vector concatenation operation.
The training objective for all the models is to maximize the margin between gold-standard and model prediction scores. Given a set of training examples {x n , y n )} N n=1 , the objective function is defined as follows
Here Θ is the set of model parameters θ o , θ e , W , b and τ , and λ is the L 2 regularization parameter.
The loss function is defined as
where δ(y, y n ) denotes the hamming distance between y and y n . Online Adagrad [59] is used to train the model, with the initial learning rate set to be η. Since the loss function is not differentiable, a subgradient is used, which is estimated as
where y is the predicted label sequence. Chinese Word Segmentation Features. Table 1 shows the features used in Chinese word segmentation. For "type", each character has five possibilities: 0/Punctuation, 1/Alphabet, 2/Date, 3/Number and 4/others. Table 2 lists features for POS tagging task on both English and Chinese datasets. The prefix and suffix include 5 characters for English and 3 characters for Chinese.
NER Features. Table 3 shows the feature template used in English NER task. For "word shape", each character in word is located in one of these four types: number, lower-case English character, upper-case English character and others. "Connect" word has five categories: "of", "and", "for", "-" and other. Table 4 presents the features used in Chinese NER task. We extend the features used in Che et al. [54] by adding part-of-speech information. Both POS tag on 
Experiments
We conduct our experiments on different sequence labeling tasks, including Chinese word segmentation, Part-of-speech tagging and Named entity recognition. For these three tasks, their input embeddings are different. For Chinese word segmentation, we take both character embeddings and character bigram embeddings for calculating e(x i ). For POS tagging, e(x i ) consists of word embeddings and character embeddings. For NER, we include word embeddings, character embeddings and POS embeddings for e(x i ). Character embeddings, character bigram embeddings and word embeddings are pretrained separately using word2vec [23] . English word embedding is chosen as SENNA [25] . We make use of Chinese Gigaword Fifth Edition 1 to pretrain necessary embeddings for Chinese words. The Chinese corpus is segmented by ZPar [60] . During training, all these aforementioned embeddings will be fine-tuned. The hyper-parameters in our experiments are shown at Table 5 . Dropout [61] technology has been used to suppress over-fitting in the input layer.
Chinese Word Segmentation
For Chinese word segmentation, we choose PKU, MSR and CTB60 as evaluation datasets. The PKU and MSR dataset are obtained from SIGHAN Bakeoff 2005 corpus 3 . We split the PKU and MSR datasets in the same way as Chen et al. [62] , and the CTB60 set as Zhang et al. [63] . Table 6 shows the statistical results for these three datasets. We evaluate segmentation accuracy by Precision (P), Recall (R) and F-measure (F). The experiment results of Chinese word segmentation is shown in Table 7 . Our joint models shown comparable results to the state-of-the-art results reported by Zhang & Clark [42] , where they adopt a word-based perceptron model with carefully designed discrete features. Compared with both discrete and neural models, our joint models can achieve best results among all three datasets. In particular, the joint model can outperform the baseline discrete model by 0.43, 0.42 and 0.37 on PKU, MSR, CTB60 respectively. In order to investigate whether the discrete model and neural model can benefit from each other, we scatter sentence-level segmentation accuracy of two models for three datasets in Fig. 2 . As we can see from Fig. 2 , some sentences can obtain higher accuracies in the neural model, while other sentences can win out in the discrete model. This common phenomenon among three datasets suggests that the neural model and the discrete model can be combined together to enjoy the merits from each side. 
POS Tagging
We compare our models on both English and Chinese datasets for the POS tagging task. The English dataset is chosen following Toutanova et al. [64] and Chinese dataset by Li et al. [65] on CTB. Statistical results are shown in Table  8 . Toutanova's model [64] exploits bidirectional dependency networks to capture both preceding and following tag contexts for English POS tagging task. Li et al. [65] utilize heterogeneous datasets for Chinese POS tagging through bundling two sets of tags and training in enlarged dataset, their system got state-of-the-art accuracy on CTB corpus. Both the discrete and neural models get comparable accuracies with state-ofthe-art system on English and Chinese datasets. The joint model has significant enhancement compared with separated model, especially in Chinese POS tagging task, with 1% accuracy increment. Fig. 3 shows the accuracy comparison for the discrete and neural models based on each sentence. There are many sentences that are not located at the diagonal line, which indicates the two models gives different results and have the potential for combination. Our joint model outperforms state-of-the-art accuracy with 0.23% and 0.97% on English and Chinese datasets, respectively. 
NER
For the NER task, we split Ontonotes 4.0 following Che et al. [54] to get both English and Chinese datasets. Table 10 shows the sentence numbers of train/develop/test datasets.
We follow Che et al. [54] on choosing both the English and the Chinese datasets. Their work induces bilingual constrains from parallel dataset which gives significant enhancement of F-scores on both English and Chinese datasets.
Our discrete and neural models show comparable recall values compared with Che's results [54] on both datasets. Similar with the previous two tasks, the joint model gives significant enhancement compared with separated models (discrete/neural) on all metrics. This shows that discrete and neural model can identify entities using different indicator features, and they can be complementary with each other. The comparison of sentence F-measures in Fig. 4 confirms this observation.
The joint model outperforms the state-of-the-art on both datasets in the two different languages. The precision of joint models are less than state-of-the-art system. This may be caused by the bilingual constrains in baseline system, which ensures the precision of entity recognition.
Conclusion
We proposed a joint sequence labeling model that combines neural features and discrete indicator features which can integrate the advantages of carefully designed feature templates over decades and automatically induced features from neural networks. Through experiments on various sequence labeling tasks, including Chinese word segmentation, POS tagging and named entity recognition for Chinese and English respectively, we demonstrate that our joint model can unanimously outperform models which only contain discrete features or neural features and state-of-the-art systems on all compared tasks.The accuracy/Fmeasure distribution comparison for discrete and neural model also indicate that discrete and neural model can reveal different related information, this explains why combined model can outperform separate models.
In the future, we will investigate the effect of our joint model on more NLP tasks, such as parsing and machine translation.
