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方法 OCSVM GAN GAN GAN Flow (RealNVP) GAN GAN
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０. 評価指標はAUROC (Area Under the Receiver Operating Characteristic)。
Feature ExtractorはResNet-32を使用。
１. テストデータ(正常・異常)をvalidation・testに分割(1:1)。
２. 8epoch毎にvalidationを実施。
３. 192epochの学習後、validationで最高性能のモデルでtestを評価。
４. 異なるseed値で上記実験を10回づつ実施。
上行：平均
下行：標準偏差
p-valueはMVTec-ADデータセットにてstate-of-the-artである
DifferNetと、Ours-featureのマン・ホイットニーのU検定結果。
提案手法 ：黄色
GAN-based method：水色
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