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Abstract
We continue the presentation of the pragmatic mode-sum regularization (PMR) method for
computing the renormalized stress-energy tensor (RSET). We show in detail how to employ the
t-splitting variant of the method, which was first presented for
〈
φ2
〉
ren
, to compute the RSET in
a stationary, asymptotically-flat background. This variant of the PMR method was recently used
to compute the RSET for an evaporating spinning black hole. As an example for regularization,
we demonstrate here the computation of the RSET for a minimally-coupled, massless scalar field
on Schwarzschild background in all three vacuum states. We discuss future work and possible
improvements of the regularization schemes in the PMR method.
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I. INTRODUCTION
Computation of the renormalized stress-energy tensor (RSET) 〈Tαβ〉ren is important for
studying the effects of a quantum field on the metric. For example, the field can be a
minimally-coupled, massless scalar field φ (x) satisfying the d’Alembertian equation
φ = 0. (1.1)
The back-reaction on the metric is described by the semiclassical Einstein equation 1
Gαβ = 8pi 〈Tαβ〉ren , (1.2)
where Gαβ is the Einstein tensor. The most notable physical phenomenon described by Eqs.
(1.1)-(1.2) is evaporation of a black hole (BH) due to Hawking radiation [1].
The naive computation of the stress-energy tensor yields a divergent mode-sum. In flat
spacetime one can use the normal ordering operator to regularize this divergence. Unfor-
tunately, normal ordering is not defined in curved spacetime. In 1965 DeWitt [2] used the
point-splitting method (first introduced by Schwinger [3]) to renormalize 〈φ2〉, and in 1976
Christensen [4] adapted it for the computation of the RSET. In the point-splitting method
one can compute the renormalized value of a quantity which is quadratic in the field (or its
derivatives) at a point x, e.g. 〈φ2 (x)〉, by splitting the point x into two points x, x′, and
considering a two-point function (TPF) of the form 〈φ (x)φ (x′)〉. Then one subtracts from
the TPF a known counter term and takes the limit x′ → x.
Although the recipe for computing the RSET is known for four decades it is still a great
challenge to compute it generically, even for a prescribed background. The difficulty is
caused by the limit x′ → x. This limit can be taken rather simply if the modes are known
analytically, however, in most cases, and in particular for BHs backgrounds, the modes are
known only numerically, which turns the limit into a very difficult task.
To overcome this difficulty, Candelas, Howard, Anderson and others [5–9] developed
a method to implement point-splitting numerically. This method relied on a forth order
WKB, which is very hard to compute in a Lorentzian background, so they have used Wick’s
rotation and computed the RSET in the Euclidean sector. More recently, Taylor and Breen
introduced [10] a more sophisticated version of the traditional method, which does not
require a WKB approximation, but is still using the Euclidean sector.
Unfortunately, the Euclidean sector does not exist for most backgrounds, and so the
aforementioned methods were developed for static, spherically-symmetric backgrounds. This
leaves out all possible dynamical backgrounds, which are of great interest, as well as back-
grounds of spinning BHs, such as Kerr, which are stationary but not static.
Recently, Levi and Ori introduced [11–13] the pragmatic mode-sum regularization (PMR)
method. This method does not rely on the Euclidean sector, and all computations are done
directly in the Lorentzian background. The PMR method requires the background to admit
a single symmetry (a Killing field), and takes different variants depending on the symmetry
exploited.
So far, two variants of PMR were introduced in detail for the computation of 〈φ2〉ren:
the t-splitting variant [11], for stationary backgrounds, and the Angular-splitting variant
1 Throughout this paper units G = c = 1 are used, as well as (−+++) signature.
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[12], for spherically-symmetric backgrounds. A third variant, the ϕ-splitting (also named
the azimuthal-splitting), for axially-symmetric backgrounds was introduced briefly [13].
Although the details of implementing the method to compute the RSET were not given
yet, results for the RSET obtained using the PMR method were already presented: The
RSET in Schwarzschild in the Unruh state was displayed using all three variants [13]. In a
more recent work, the t-splitting and ϕ-splitting variants were used to compute the RSET
in Kerr in the Unruh state [14].
In this paper we fill in the gaps for the t-splitting variant by showing in detail how
to utilize it to compute the RSET for an asymptotically-flat, stationary background. For
briefness we restrict our attention to a minimally-coupled, massless scalar field. We then
harness it to compute the RSET in Schwarzschild in all three vacuum states.
Further details of how to implement PMR for the RSET in the angular-splitting variant
for spherically symmetric backgrounds, and in the ϕ-splitting variant for axially-symmetric
backgrounds will be given elsewhere [15].
This paper is organized as follows: Section II presents the basic point-splitting scheme for
the RSET. Section III presents the the implementation of t-splitting for the calculation of
the RSET and section IV presents the detailed computation of the RSET in Schwarzschild.
In section V we discuss the PMR method in general as well as future research.
II. THE POINT-SPLITTING SCHEME
The computation of the RSET in the point-splitting scheme, as formulated by Christensen
[4], takes the form
〈Tµν (x)〉ren = limx′→x [〈Tµν (x, x
′)〉 − Cµν (x, x′)] , (2.1)
where we use Cµν (x, x′) for Christensen’s counter-term tensor, which depends on the bi-
scalar σ (x, x′), its covariant derivatives and on the metric. The bi-scalar σ (x, x′) is defined
to be half the geodesic distance squared, of the short geodesic connecting x and x′. The
explicit expression for Cµν (x, x′) is very long and can be found in Ref. [4]. The quantity
〈Tµν (x, x′)〉, which we will name the two-point stress tensor (TPST) is analogous to the
TPF used in the regularization of 〈φ2〉. If we denote the symmetric TPF (also known as the
Hadamard function) by
G(1) ≡ 〈φ (x)φ (x′)〉+ 〈φ (x′)φ (x)〉 = 〈[φ (x)φ (x′)]+〉 , (2.2)
where []+ denotes anti-commutation, then the TPST explicit form for a minimally-coupled,
massless scalar field is 2
〈Tµν (x, x′)〉 = 1
4
(
g¯β
′
µ G
(1)
;β′ν + g¯
β′
ν G
(1)
;µβ′
)
− 1
4
gµν g¯
β′
σ G
(1);σ
;β′ . (2.3)
Primed derivatives are taken at x′, e.g.
G
(1)
;β′ν =
〈
[φ;ν (x)φ;β′ (x
′)]+
〉
,
2 For brevity we restrict our attention to a minimally-coupled, massless scalar field. The expression for a
general scalar field can be found in Ref. [4], and for an electromagnetic field in Ref [16].
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and g¯β′µ is the bi-vector of parallel transport, which transfers a vector at x′ to x, satisfying
σ;µ = −g¯β′µ σ;β′ . (2.4)
For a concrete split it is straightforward to compute g¯β′µ as a series in the separation, by
solving the parallel transport equation order by order. For further details on the bi-scalar
σ, and bi-vector of parallel transport g¯β′µ we refer to [4].
We now take the recipe by Christensen and rewrite it to obtain a form which is more
natural for concrete computations. Notice that the RHS of Eq. (2.3) has the form of a trace-
reversed tensor. It is convenient to use this structure to reverse the trace of the equation.
Denoting with a tilde a trace reversed tensor, Eq. (2.3) takes the form〈
T˜µν (x, x
′)
〉
=
1
4
(
g¯β
′
µ G
(1)
;β′ν + g¯
β′
ν G
(1)
;µβ′
)
.
Substituting the Hadamard function〈
T˜µν (x, x
′)
〉
=
1
4
(
δαµ g¯
β′
ν + δ
α
ν g¯
β′
µ
) 〈
[φ,α (x)φ,β′ (x
′)]+
〉
.
Inserting it to the trace reversed version of Eq. (2.1) one obtains〈
T˜ µν (x)
〉
ren
= lim
x′→x
[
1
4
(
δαµ g¯
β′
ν + δ
α
ν g¯
β′
µ
) 〈
[φ,α (x)φ,β′ (x
′)]+
〉− C˜µν (x, x′)] ,
which can also be written in the form〈
T˜ µν (x)
〉
ren
= lim
x′→x
(
δαµ g¯
β′
ν + δ
α
ν g¯
β′
µ
)[1
4
〈
[φ,α (x)φ,β′ (x
′)]+
〉− 1
2
δσα
(
g¯−1
)ρ
β′ C˜σρ (x, x
′)
]
.
The limit of the parentheses is finite, as well as the limit of the brackets. So we can take
the limit of the parentheses, which is trivial, since the limit of the bi-vector g¯β′µ is the unit
matrix δβ′µ (Ref. [4]). Bringing the parentheses back into the brackets yields〈
T˜ µν (x)
〉
ren
= lim
x′→x
∣∣∣∣14 〈[φ,µ (x)φ,ν (x′)]+〉+ 14 〈[φ,ν (x)φ,µ (x′)]+〉
−1
2
((
g¯−1
)ρ
ν
C˜µρ (x, x
′) +
(
g¯−1
)ρ
µ
C˜νρ (x, x
′)
)]
.
Note that here we deviated from the usual covariant bi-tensor notation, which is constructed
to allow two different coordinate systems at x and x′. We use a single coordinate system,
and take derivative according to the coordinate system of point x on the field at point x′.
This approach is less systematic, but proves to be very useful for computations.
For convenience we define a new quantity, which is a symmetrized version of the Chris-
tensen tensor C˜σρ (x, x′) multiplied by the bi-vector (g¯−1)
ρ
µ. Henceforth we will call this
quantity the counter-term
L˜µν (x, x
′) ≡ 1
2
((
g¯−1
)ρ
ν
C˜µρ (x, x
′) +
(
g¯−1
)ρ
µ
C˜νρ (x, x
′)
)
, (2.5)
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and we conclude that〈
T˜ µν (x)
〉
ren
= lim
x′→x
[
1
4
〈
[φ,µ (x)φ,ν (x
′)]+
〉
+
1
4
〈
[φ,ν (x)φ,µ (x
′)]+
〉− L˜µν (x, x′)] . (2.6)
One example that illustrates how L˜µν captures better the essence of the singularity is the
trace of the RSET for a minimally-coupled, massless scalar field in a Ricci-flat solution. The
trace of Christensen’s tensor C σσ (x, x′) in such a case has no singular piece. Nevertheless,
if one tries to naively (i.e. with no split) compute the trace of the stress tensor one finds
it diverges. The trace L σσ (x, x′) however, has a singular term proportional to 1/σ (x, x′),
which corresponds directly to the divergence of the mode-sum.
III. REGULARIZATION OF THE STRESS TENSOR
Continuing the line taken in [11] we would like to build a scheme that will enable the
computation of the RSET using the mode-sum at the coincidence, based on the analytic
point-splitting recipe given by Christensen. We claim it is possible given that the space-time
admits some symmetry (a Killing field), and for each symmetry the scheme takes a different
form. Here we present the t-splitting variant which is applicable for asymptotically-flat,
stationary backgrounds. We use the coordinates t, r, θ, ϕ, and the metric gαβ depends on
r, θ, ϕ but not on t. In the limit r →∞ the metric takes the form
ds2 = −dt2 + dr2 + r2dΩ2,
where dΩ2 ≡ dθ2 + sin2 θdϕ2.
We shall first address the case of a background with a regular center, and in Sec. III B we
will show the simple adjustments for the case of an eternal BH. In a stationary background
one can decompose the modes in the form
φ (x) =
∫ ∞
0
dω
∞∑
l=0
l∑
m=−l
(
fωlm (x) aωlm + f
∗
ωlm (x) a
†
ωlm
)
(3.1)
fωlm (x) = e
−iωtYlm (θ, ϕ) ψ¯ωlm (r, θ, ϕ) , (3.2)
where a†ωlm, aωlm are the creation and annihilation operators and Ylm (θ, ϕ) are the spherical
harmonics functions. In a non-eternal, asymptotically-flat background one can choose the
initial conditions for the modes fωlm at past null infinity to be the same as in flat space,
which defines a vacuum state |0〉 such that aωlm |0〉 = 0 for all ωlm. The modes evolve
according to the d’Alembertian equation
fωlm = 0,
which yields a differential equation for ψ¯ωlm (r, θ, ϕ) that can in general be solved numerically.
It is important to note that, unless specifically stated otherwise, all the integrals over ω in
this paper are generalized integrals, as defined in Appendix A.
It is very helpful to first examine the naive divergent calculation one gets when trying to
calculate the stress-tensor without splitting the points〈
T˜ µν (x)
〉
naive
=
1
2
〈
[φ,µ (x)φ,ν (x)]+
〉
= ~
∫ ∞
0
dω
∞∑
l=0
l∑
m=−l
<{fωlm,µ (x) f ∗ωlm,ν (x)} , (3.3)
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where < denoted the real part of a complex number. The sum over m is a finite sum, and
due to asymptotic flatness the sum over l converges 3. So one can define
Fµν (ω, x) ≡
∞∑
l=0
l∑
m=−l
<{fωlm,µ (x) f ∗ωlm,ν (x)} , (3.4)
where the tensor Fµν can be computed numerically. Inserting it back to Eq. (3.3) we get〈
T˜ µν (x)
〉
naive
= ~
∫ ∞
0
Fµν (ω, x) dω,
which is of course divergent for most of the non-vanishing components, e.g. to leading order
Ftt (ω, x) ∝ ω3.
Returning to the regularization scheme in Eq. (2.6), we choose to split the points in the
direction of the symmetry. For the stationary backgrounds considered in this paper we split
in the t direction, so the points are
x = (t, r, θ, ϕ), x′ = (t+ ε, r, θ, ϕ),
and taking the limit x′ → x corresponds to taking ε → 0. For this type of split the modes
satisfy
fωlm (x
′) = fωlm (x) e−iωε.
Using this identity together with the definition of Fµν (ω, x) in Eq. (3.4) one can recast Eq.
(2.6) to get 〈
T˜ µν (x)
〉
ren
= lim
ε→0
[
~
∫ ∞
0
Fµν (ω, x) cos (ωε) dω − L˜µν (x, ε)
]
, (3.5)
where the counter-term is now considered as a function of the point x and ε. If we expand
it in ε it takes the general form
1
~
L˜µν (ε) = aµν (x) ε
−4 + bµν (x) ε−2 + cµν (x) ε−1 + dµν (x) ln (µε) + eµν (x) +O (ε) , (3.6)
where aµν (x) , bµν (x) , cµν (x) , dµν (x) , eµν (x) are local tensors that depend on the metric,
and µ is the unknown parameter that corresponds to the scale-ambiguity in the regularization
(see Ref. [4]).
One can now decompose L˜µν (ε) to its Fourier components, using the following identities
(γ is Euler’s constant) :
3 If there is no asymptotic flatness, or alternatively if the computation is done in the interior of an eternal
BH, the sum over l might not converge. One can then employ an intermediate regularization technique
similar to the one used in the angular splitting [12].
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∫ ∞
0
ω3 cos (ωε) dω = 6ε−4∫ ∞
0
ω cos (ωε) dω = −ε−2∫ ∞
0
ln (ω) cos (ωε) dω = −pi
2
ε−1∫ ∞
0
1
ω + µe−γ
cos (ωε) dω = − ln (µε) +O (ε) .
Inserting it back to Eq. (3.5) one obtains〈
T˜ µν (x)
〉
ren
= ~ lim
ε→0
[∫ ∞
0
FRegµν (ω, x) cos (ωε) dω
]
− ~eµν (r) , (3.7)
where
FRegµν (ω, x) ≡ Fµν (ω, x)− F Singµν (ω, x) (3.8)
and
F Singµν (ω, x) ≡
1
6
aµνω
3 − bµνω − 2
pi
cµν ln (ω)− dµν 1
ω + µe−γ
. (3.9)
Interchanging the limit and integral in Eq. (3.7) we obtain〈
T˜ µν (x)
〉
ren
= ~
∫ ∞
0
FRegµν (ω, x) dω − ~eµν . (3.10)
This interchanging is not trivial, and we address it in the next subsection.
We emphasis that the integral over ω in Eq. (3.10) is a generalized integral, and converges
as such. Namely, it might contain oscillation at large ω. To pragmatically compute the
generalized integral we use the method of self-cancellation which is described in App. A.
Once
〈
T˜ µν (x)
〉
ren
is computed one can trace-reverse it to obtain 〈Tµν (x)〉ren.
A. Blind spots
The idea behind the interchanging of the limit with the integral in Eq. (3.7) is that the
decomposition of the counter-term would contain all the information about the divergent
part of Fµν (ω, x), and so one can simply set ε to zero in the integral. Unfortunately it is
not necessarily true. One can imagine a function B (ω), for which the integral∫ ∞
0
B (ω) cos (ωε) dω
is identically zero, for any ε 6= 0. Yet at the coincidence, namely ε = 0, the integral diverges.
These types of functions we name blind spots 4. It is quite simple to find not just one, but
a family of blind spots
Bn (ω) = ω
2n, n ∈ 0, 1, 2, 3...
4 A similar concept of blind-spots was introduced in the Angular-splitting [12]
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With this concept in mind, we return to Eq. (3.7) and see that there might be a singular
part in Fµν (ω, x) that one can not learn about from the counter-term. So the integral over
FRegµν (ω, x) does not necessarily have to converge, as FRegµν (ω, x) might contain blind spots.
This is quite manageable, as one can classify the problematic blind spot and simply remove
it by using techniques similar to self cancellation, discussed in App. A.
If we assume that the only blind spots are of the form Bn (ω) (although we do not prove
it), then we expect only ω2 or ω0 to appear, as we expect the most singular part in Fµν (ω, x)
to correspond to the most singular term in the counter-term, which is proportional to ω3.
In reality, we did not come across any blind spot in the t-splitting, so our best guess is that
this blind spots do not exist in Fµν (ω, x).
Note that the family of blind spots we presented here was not a blind spot in the cal-
culation for 〈φ2〉ren in [11]. This is due to the fact that the counter-term used there was
developed to an arbitrary split, and in the case of the RSET the Christensen tensor was
calculated for a symmetric split only. One can also see it by noticing that for 〈φ2〉ren the
decomposition was carried out using eiωε and here it is done using cos (ωε). Taking ω0,
which is an example for a blind spot in the case of the RSET, it is obvious that∫ ∞
0
dωω0eiωε =
i
ε
6= 0.
So it is clearly not a blind spot in the calculation of 〈φ2〉ren.
B. Eternal BHs
In the case of an eternal BH, one has to introduce a second set of creation and annihilation
operators in the decomposition of the field, which defines the boundary condition on the
past horizon. In this case the field decomposition (analogous to Eq. (3.1)) takes the from
φ (x) =
∫ ∞
0
dω
∞∑
l=0
l∑
m=−l
(
fωlm (x) aωlm + f
∗
ωlm (x) a
†
ωlm + gωlm (x) bωlm + g
∗
ωlm (x) b
†
ωlm
)
.
(3.11)
Each of the sets of modes fωlm and gωlm defines a vacuum state such that aωlm |0a〉 =
bωlm
∣∣0b〉 = 0, and both sets satisfy the d’Alembertian equation. In addition both fωlm and
gωlm can be written in the form of Eq. (3.2)
fωlm (x) = e
−iωtYlm (θ, ϕ) ψ¯
f
ωlm (r, θ, ϕ) ,
gωlm (x) = e
−iωtYlm (θ, ϕ) ψ¯
g
ωlm (r, θ, ϕ) . (3.12)
The regularization scheme presented above is unchanged for an eternal BH, except for
the definition of Fµν (ω, x) in Eq. (3.4), which now takes the form
Fµν (ω, x) ≡
∞∑
l=0
l∑
m=−l
<{fωlm,µ (x) f ∗ωlm,ν (x) + gωlm,µ (x) g∗ωlm,ν (x)} . (3.13)
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IV. COMPUTATION OF THE RSET IN SCHWARZSCHILD
In this section the method constructed in Sec. III is utilized to compute the RSET in
Schwarzschild spacetime, for a minimally-coupled, massless scalar field. We show a detailed
calculation for one component of the RSET in the Boulware state at a specific r value, and
then present the full results of the RSET, for various r values, in all three vacuum states.
The Schwarzschild metric is
ds2 = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2dΩ2.
Following Sec. III B (as Schwarzschild is an eternal BH) we know that the decomposition
of the field contains two sets of modes fωlm and gωlm. Due to the spherical symmetry the
expression for the modes given in Eq. (3.12) can now be expressed more explicitly
fωlm (x) = e
−iωtYlm (θ, ϕ) ψ¯
f
ωl (r) ,
gωlm (x) = e
−iωtYlm (θ, ϕ) ψ¯
g
ωl (r) . (4.1)
Consequently, the mode-sum in Eq. (3.13) is simpler, because the sum over m can be done
analytically.
It is useful to express ψ¯f/gωl (r) by another radial function with a different normalization
ψ¯
f/g
ωl (r) =
ψ
f/g
ωl (r)√
4piωr
.
And ψfωl (r) and ψ
g
ωl (r) satisfy the radial equation
d2ψωl (r)
dr2∗
= − [ω2 − Vl (r)]ψωl (r) , (4.2)
where the effective potential Vl (r) is given by
Vl (r) =
(
1− 2M
r
)[
l (l + 1)
r2
+
2M
r3
]
, (4.3)
and r∗ is the usual tortoise coordinate
r∗ = r + 2M ln
∣∣∣ r
2M
− 1
∣∣∣ .
The general solution of the radial equation (4.2) is spanned by two sets of basis solutions
ψinωl (r) =
 τ inωl e−iωr∗ , r∗ → −∞
e−iωr∗ + ρinωl e
iωr∗ , r∗ →∞
ψupωl (r) =
 eiωr∗ + ρupωl e−iωr∗ , r∗ → −∞
τupωl e
iωr∗ , r∗ →∞
(4.4)
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where τωl, ρωl represent the transmission and reflection amplitudes. The vacuum state as-
sociated with the solutions ψinωl (r) , ψ
up
ωl (r) is the Boulware vacuum state, and its modes
are usually denoted as f inωlm and f
up
ωlm instead of fωlm and gωlm. Here we first consider the
Boulware state, and the computations of the other two vacuum states is presented in Sec.
IVA. Once ψinωl (r) and ψ
up
ωl (r) are calculated numerically, the quantity Fµν (ω, x) can be
computed according to Eq. (3.13). In the Boulware state we can write specifically
Fµν (ω, x) ≡
∞∑
l=0
l∑
m=−l
<{f inωlm,µ (x) f in∗ωlm,ν (x) + fupωlm,µ (x) fup∗ωlm,ν (x)} .
For the Schwarzschild metric, the constant tensors that compose L˜µν (x, r) are
a νµ (r) =
1
2pi2 (1− 2M/r)2Diag {−3, 1, 1, 1} ,
b νµ (r) =
M
12pi2r3 (1− 2M/r)2Diag
{
0, −2, 1− 3M
r
, 1− 3M
r
}
,
c νµ (r) = 0, d
ν
µ (r) = 0,
e νµ (r) =
M2
1440pi2r6 (1− 2M/r)2Diag
{
69M2 − 60Mr + 12r2
r2
,
393M2 − 456rM + 140r2
r2
,
87M2 − 90rM + 26r2
r2
,
87M2 − 90rM + 26r2
r2
}
,
where Diag is a shorthand for a diagonal matrix. Using these tensors one can easily compute
F Singµν (ω, r) according to Eq. (3.9).
We have numerically computed the tensor Fµν (ω, r) by solving the radial equation (4.2)
using MATHEMATICA and computing ψinωl (r) and ψ
up
ωl (r) for ω between 0 and 3.5 with a
uniform step of dω = 1/300. For each ω the sum over m was done analytically, and the sum
over l was computed by sequentially computing l’s until the sum converged to an accuracy of
one part in 1012. Note that in all the numerical values and plots we are using units M = 1,
in addition to G = c = 1.
The regularization was carried out according to Eq. (3.10), for the singular components
of
〈
T˜ µν (r)
〉
ren
at various r values. To demonstrate the scheme, regularization of the rr
component is presented here for r = 6 . Figure 1a exhibits the numerically calculated
Frr (ω, r = 6), together with the analytically computed F Singrr (ω, r) from Eq. (3.9). It is
obvious that the integral over Frr (ω, r = 6) will diverge. By subtracting from it F Singrr (ω, r),
according to Eq. (3.8), one obtains FRegrr (ω, r) which is displayed in Fig. 1b.
The generalized integral over FRegrr (ω, r = 6) now converges, but it is clear that the regular
integral does not. To compute the generalized integral we employ the self-cancellation
technique that was presented in [11], and is also discussed in App. A. We first compute the
regular integral function
Hrr (ω, r) =
∫ ω
0
FRegrr (ω
′, r) dω′,
10
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to ω3 for large ω and clearly divergent. The
dashed line is the analytically computed
singular part, FSingrr (ω, r = 6), which
captures the non-oscillatory divergent part
of Frr (ω, r = 6).
0 0.5 1 1.5 2 2.5 3 3.5
!
-0.05
0
0.05
FReg
rr
(!, r=6) vs  !
(b) The result of subtracting the singular
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Eq. (3.8). It is dominated by oscillations
with an amplitude proportional to ω5/2.
Figure 1:
which can be observed in Fig. 2a for r = 6. It is now possible to remove the oscillations by
applying the self-cancellation operator T∗, following Eq. (A1) one can define
H∗rr (ω, r) ≡ T∗ [Hrr (ω, r)] .
According to the self-cancellation technique the generalized integral over FRegrr (ω, r) is
equivalent to the limit ω →∞ of H∗rr (ω, r). Figure 2b displays H∗rr (ω, r = 6) and it is clear
that it has a defined limit as ω → ∞, and that it converges to this limit rapidly. Notice
that we have started with a quantity (Frr (ω, r = 6)) with a magnitude of about unit value,
and after subtractions and self-cancellations obtained a result (H∗rr (ω, r = 6)) of the order
of about 10−7. This is a great demonstration of the many orders of accuracy lost in the
regularization process. This loss of accuracy turns the computation of the RSET into a
difficult task, and requires the initial modes to be computed with a very high accuracy. The
loss of accuracy is the cause of the numerical deviations at large ω in H∗rr (ω, r = 6) which
are visible in Fig. 2b. To handle this inaccuracy we have built an algorithm that picks the
optimal ω for evaluating the limit ω → ∞. The chosen value is marked in Fig. 2b by a
cross.
Following Eq. 3.10, if we subtract from the limit of H∗rr (ω, r = 6) the term err (r = 6)
we get
〈
T˜ µν (r = 6)
〉
ren
(in units of ~). Repeating the scheme described above for different
r values, and for all the non-trivial components of the RSET we computed
〈
T˜ µν (r)
〉
ren
.
Simply by trace-reversing this result we obtained 〈Tµν (r)〉ren. Figure 3 presents the results
for the RSET, for all the non-trivial components (T tt , T rr , T θθ = T ϕϕ ). For reference we also
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Figure 2:
plot results by Paul Anderson, obtained using the traditional regularization method in the
Euclidean sector [9]. We note that we also computed the RSET using the angular-splitting
and the agreement between the two is usually a few parts in 103.
A. Unruh and Hartle-Hawking states
Due to the fact that our method does not resort to the Euclidean sector, the regular-
ization process is exactly the same for all quantum states. Thus in order to compute a
different quantum state one only needs to insert the solution for the modes in this par-
ticular state. In the Schwarzschild example the two states that are physically interesting,
apart from the Boulware state, are the Unruh and Hartle-Hawking states. Conveniently, in
the Schwarzschild case one is not required to recalculate the modes, and can build the the
mode-sum in the Unruh and Hartle-Hawking states using the modes of the Boulware state
f inωlm (x) , f
up
ωlm (x) [17]. In our notation it can be written as
FUnruhµν (ω, x) =
∞∑
l=0
l∑
m=−l
<
{
f inωlm,µ (x) f
in∗
ωlm,ν (x) + coth
(piω
κ
)
fupωlm,µ (x) f
up∗
ωlm,ν (x)
}
.
FH−Hµν (ω, x) =
∞∑
l=0
l∑
m=−l
coth
(piω
κ
)
<{f inωlm,µ (x) f in∗ωlm,ν (x) + fupωlm,µ (x) fup∗ωlm,ν (x)} .
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Anderson's results
Figure 3: The solid curves represent the RSET in the Boulware state, calculated
using the t-splitting variant. The plus symbols are results by Paul Anderson,
obtained using the traditional regularization method [9]. The RSET in the Boulware
state is divergent at the horizon, and decays at infinity like r−4. To clarify the picture
we multiplied the components by factors of f (r) ≡ 1− 2M/r and r.
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Figure 4: The RSET in the Unruh state. Here the RSET is finite on the horizon and
we multiply by f (r) ≡ 1− 2M/r to treat the coordinate singularity. Note that −r2T rt
is a conserved quantity, representing the outgoing Hawking radiation to infinity.
Using these relations we have calculated the RSET in the Unruh and Hartle-Hawking
states. Note that the regularization scheme remains the same, because the counter-term
is independent of the quantum state. Figure 4 presents the results for the Unruh state
and Fig. 5 the results for the Hartle-Hawking state. In both states we have crossed our
results by computing the RSET in a different method, the angular-splitting variant [12].
In Unruh the two variants agree to about one part in 103, and in Hartle-Hawking the
deviation is about one part in 104. In the Unruh state there is also a non-vanishing flux
component T rt , which represents the Hawking radiation. We computed the total luminosity
to be L ≡ −4pir2T rt ∼= 7.4388 · 10−5~M−2, in full agreement with the result by Elster [18].
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Figure 5: The RSET in the Hartle-Hawking state. Here the RSET is finite at the
horizon, and the multiplication by f (r) ≡ 1− 2M/r is for scaling purposes only.
V. DISCUSSION
We have presented the details of the RSET computation for stationary, asymptotically-
flat backgrounds, using the t-splitting variant of the PMR method. Results were given for
the Schwarzschild background in all vacuum states for a minimally-coupled, massless scalar
field. We have also demonstrated that many orders of magnitude of accuracy are lost in the
computation, which requires the original modes to be computed very accurately in order to
obtain a good evaluation of the RSET (see Sec. IV).
Although the scheme was presented here for a minimally-coupled, massless scalar field,
it can also be implemented for other fields. For example, one can use the same technique on
Christensen’s tensor for an electromagnetic field, which can be found in [16]. In addition we
have presented the method using Christensen’s scheme and counter terms, but one can also
implement it to the Hadamard regularization approach [19], where it can also be extended
to higher dimensions (similar to Ref. [10]).
An important issue regarding the t-splitting variant is to understand where it is expected
to break down. We do not go into deep investigation of this point, and merely state that
the scheme breaks down where the norm of the Killing field vanishes. For example, in
Schwarzschild t-splitting does not work on the horizon. Furthermore, the scheme does not
break dichotomically, rather, it becomes less efficient on approaching the locus where the
norm vanishes. By less efficient we mean that it requires a larger number of modes, namely
a larger lmax for the convergence of the sum, and a larger ωmax for the convergence of the
integral. For example, in Schwarzschild we used t-splitting to approached the horizon up to
r = 2.05M .
Another important aspect of the t-splitting is the different techniques for treating the
oscillations. In App. A we discussed different techniques that we have explored and were not
mentioned in Ref. [11]. We believe that one can think of other techniques to implement the
generalized integral. As these techniques will become more efficient the number of modes
required for regularization will decrease and computation will become easier. One such
approach that we have not tested yet is studying the oscillations using the global Hadamard
form. Such global function was recently found for the Schwarzschild case by Casals and
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Nolan [20]. We hope that future work will enable to study the global Hadamard function
for more generic backgrounds.
The t-splitting presented here was already used to compute 〈φ2〉ren and the RSET in the
exterior region of Kerr [14], yet we believe that there are many more implications for it.
Possible extensions of the current work in Kerr spacetime are to compute the RSET inside
the ergosphere and inside the horizon. In addition, the method can be used to study other
interesting stationery backgrounds such as compact, rapidly spinning stars.
Other implementations of the PMR method, including the details of how to compute
the RSET using the angular-splitting variant, and the details of the ϕ-splitting variant will
be given elsewhere [15]. Furthermore, we think that the different PMR variants can be
improved further in the future to create more efficient schemes, without demanding more
symmetries.
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Appendix A: Oscillations, generalized integrals, and self-cancellation
This appendix briefly summarizes the broad discussion in [11] regarding the oscillations in
the mode sum. As explained there these oscillations are caused by singularities in the TPF
which are not at the coincidence limit. Rather, these singularities correspond to connecting
null geodesics (CNGs) [21], and by computing the CNGs of the background metric one can
compute the wavelengths of the oscillations.
Analytically the oscillations are not a problem at all, as our integral is a generalized
integral. One way to define a generalized integral over a function h (ω) is taking the limit
of a Laplace transform
lim
α→0+
∫ ∞
0
h (ω) e−αωdω.
But this is very hard to perform numerically. To this purpose we have introduced the self
cancellation technique, which enables one to compute the generalized integral for the case
of a function with oscillations, given that the wavelengths of the oscillations are known. For
example, if one wants to compute the generalized integral over h (ω), which apart from a
regularly convergent part contains an oscillatory term of the type cos
(
2pi
λ
ω
)
, than by first
computing the standard integral function
H (ω) =
∫ ω
0
h (ω′) dω′,
one can apply the self-cancellation operator
Tλ [H (ω)] ≡ H (ω) +H (ω + λ/2)
and the limit ω →∞ of Tλ [H (ω)] will converge to the value of the generalized integral.
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If the function h (ω) contains more than a single wavelength, one can simply repeat this
process for each wavelength. Moreover, if the function contains oscillations with more diver-
gent amplitudes, e.g. ω3/2 cos
(
2pi
λ
ω
)
, one can apply the self-cancellation operator repeatedly
until the oscillations are suppressed. This general application of the self cancellation tech-
nique we denote by
T∗ [H (ω)] ≡ (Tλ1)k1 (Tλ2)k2 ... (Tλn)kn H (ω) . (A1)
For the Schwarzschild case it was argued [11] that there is a family of wavelengths λn with
amplitude that decreases exponentially from n to n+ 1; thus, only the first few wavelength
are important. The frequencies that correspond to the first few wavelength εn ≡ 2pi/λn are
ε1 ' 37.50 , ε2 ' 70.17 , ε3 ' 102.8 , ε4 ' 135.5 .
Although it is very interesting to learn the origin of the oscillations and obtain the
wavelengths by integrating the corresponding CNGs it is not really necessary, and one can
use other techniques to remove the oscillations. This techniques are important because
for some backgrounds finding and integrating the CNGs can be a difficult task. One such
technique that we have explored is simply to use a low pass filter. This produces very
good results, though it is less efficient than a prior knowledge of the wavelengths. Another
interesting technique that we have explored is to recursively use a Fourier transformation
of the integrand h (ω) to determine the wavelength of the dominant oscillatory term and
self-cancel it, this technique also provided good results.
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