Abstract-Humans are avid consumers of visual content. Every day, people watch videos, play games, and share photos on social media. However, there is an asymmetry-while everybody is able to consume visual data, only a chosen few are talented enough to express themselves visually. For the rest of us, most attempts at creating realistic visual content end up quickly "falling off" what we could consider to be natural images. In this thesis, we investigate several machine learning approaches for preserving visual realism while creating and manipulating photographs. We use these methods as training wheels for visual content creation. These methods not only help users easily synthesize realistic
& EVERY DAY, PEOPLE consume astounding amounts of visual content, as they watch videos, play digital games, and share photos on social networks. For example, Facebook alone reports 3 million photo uploads per day, and YouTube sees 300 hours of video uploaded every single minute. As of this writing, an estimated 4.7 trillion photos have been taken since the invention of photography, of which around 20% are from the past 12 months.
The availability of this big visual data has enabled researchers to develop powerful visual understanding methods, which aim at compressing visual data, such as images or videos, into abstract representations. For example, a machine can convert an image into a single word "street" via scene classification, into multiple words "pedestrians," "motorcycles," and "buildings" via object detection, or even into a human-like sentence such as "A group of people riding motorcycles on a busy city street" via image captioning. However, there is another side of visual intelligence: visual synthesis. It operates in the opposite direction, from compact concepts back into visual data. In this dissertation, 1 I would like to teach machines to imagine the realistic visual world from both low-level visual concepts such as texture and shape, as well as high-level semantic concepts like objects and scenes.
But why would visual synthesis be useful? Indeed, it can help address the one-sided nature of communication between humans and vast amounts of visual data. While we all perceive information in the visual form through photographs, paintings, sculpture, videos, etc., only a chosen few are talented enough to effectively express themselves visually. This imbalance manifests itself even in the most mundane tasks. Consider an online shopping scenario. A user looking for shoes has found a pair that mostly suits them, but perhaps they would like them to be a little taller, or wider, or in a different color. How can the user communicate their preference to the shopping website? How can we recreate the vivid visual world representing the user's mental picture? If the user is an artist, then a few minutes with an image editing program will allow them to transform the shoe into the desired one, and then a simple image-based search can find it. However, for most of us, even a simple image manipulation in Photoshop presents insurmountable difficulties. One reason is the lack of "safety wheels" in visual synthesis and editing: any less-than-perfect edit immediately makes the image look completely unrealistic. To put it another way, the classic visual synthesis and manipulation paradigm does not prevent the user from "falling off" the set of natural images.
In this dissertation, I investigated several datadriven visual synthesis approaches for preserving visual realism while creating and manipulating photographs. Most prior works rely on low-level visual cues, such as color and texture, for modeling visual realism or hand-crafted engineering to reduce artifacts for individual applications. Unlike these methods, we propose to model visual realism directly from large-scale collections of natural images. We then use the learned models as training wheels for visual content creation. We define a class of image synthesis and manipulation operations, constraining their outputs to look realistic according to the learned visual realism models.
We first build our methods on two classic machine learning paradigms: discriminative learning and generative modeling. For discriminative learning, we train a classifier to predict visual realism and aesthetics. The classifier can then be used for choosing the best-looking photos from a collection, as well as computing the optimal parameters of an image editing program. For generative modeling, we directly enforce the synthesized results to look realistic, as characterized by the learned image generation models, while satisfying user constraints. We explore several variants of this idea, from a 19th-century-old image averaging model 2 to a state-of-the-art deep generative model. 3 We present real-time applications such as visual data exploration and image editing.
In the above-mentioned methods, visual realism modeling and image synthesis algorithms serve as two independent system components which are designed and optimized separately. To take advantage of end-to-end learning, we combine the realism classifier and image synthesis program into a single image-to-image translation pipeline. Inspired by a recently proposed method known as generative adversarial networks (GANs), 3 we train an image generation network to translate inputs (such as user sketches) directly to output results, while simultaneously teaching a realism classifier to distinguish the synthesized results from natural photographs. Through many qualitative results and human perceptual studies, we demonstrate that our proposed methods help users easily synthesize more visually appealing photos, compared to the previous state-of-the-art. We also show that our methods enable many new visual effects not possible before, such as turning a running horse video into a zebra video, generating real photographs from Impressionist paintings, and converting an image captured at night into day images with different types of lighting, sky, and clouds.
DISCRIMINATIVE LEARNING OF VISUAL REALISM AND AESTHETICS
A key open problem in data-driven image synthesis is how to make sure that the synthesized image looks realistic, i.e., if it lies in the set of natural images. The human ability to very quickly decide whether a given image is "realistic" is impressive. In contrast, characterizing this in closed form for a computer is very difficult, and this is precisely what makes good computer graphics and photographic editing so difficult. So many things must be "just right" for a human to perceive an image as realistic, while a single thing going wrong will likely hurtle the image down the Uncanny Valley.
So what makes an image appear realistic? This is one of the most long-standing problems in computer vision. Back in 1999, Huang and Mumford 6 studied the local statistics of images, ranging from a simple histogram of intensity values to the joint distribution of texture features, such as wavelets. But until now, no existing machine learning method has been shown to reliably tell whether a given image looks natural. This is because the spectrum of unrealistic images is much larger than the spectrum of natural ones. If this were not the case, photorealistic computer graphics would have been solved long ago.
Predicting and Improving Visual Realism
In our work, RealismCNN, 4 we took a discriminative approach to address a particular instance of the above problem, training a high-capacity discriminative model, a convolutional neural network (CNN), 7 to estimate the realism of spliced image composites. Since it is difficult to obtain enough human-labeled training data to learn what looks realistic, we instead learned to classify between real images and automatically generated composites. Surprisingly, the resulting classifier can actually predict how realistic a new composite would look to a human, as shown in Figure 1 (a). Interestingly, the model appears to be picking up on cues about visual realism, as demonstrated by its ability to rank image composites by their perceived realism. Our model mainly characterizes visual realism regarding color, lighting, and texture compatibility. Moreover, we demonstrated that our learned model can be used as a tool for creating better image composites automatically via simple color adjustment. Given a low-dimensional color mapping function, we directly optimized the visual realism score predicted by our CNN model. Our method outperforms previous color adjustment methods on a large-scale human subject study (see Figure 2 (a)). We also used our model to choose an object from a category that best fits a given background at a specific location (see Figure 2 (b)).
Modeling and Improving Photo Aesthetics
Along the same line of thought, we developed a discriminative learning approach for modeling and improving the photograph aesthetics of portraits. 5 We used crowdsourcing to score the portraits for their attractiveness. We then used these scores to train an SVM that can automatically predict attractiveness of different expressions of a given person. As shown in Figure 1 (b), the model can evaluate the attractiveness of facial expressions and can automatically mine attractive photos from personal photo collections. Furthermore, we demonstrated a training app that helps people learn how to mimic their best expressions. See our training demo 5 for more details. given subject. 5 This model can automatically mine attractive photos (top row) from a personal photo collection.
GENERATIVE MODELING FOR VISUAL EXPLORATION AND SYNTHESIS
We have demonstrated that discriminative classifiers can learn to accurately predict the photorealism of the result regarding a single factor, such as color compatibility 4 or facial expressions. 5 However, many factors play a role in the perception of realism. While a learned classifier picks up on one visual cue such as color, others such as lighting, semantics, scene layout, perspective, etc., are also important. Learning a classifier for all the factors is challenging due to the lack of training data. Besides, to produce a single result, we have to first generate many candidate results and rank them with a classifier. Therefore, the running time is exponential to the number of the parameters in an image editing program, which makes it computationally prohibitive for real-time graphics applications. We can perhaps search for the best parameters if the image editing program is differentiable, but the search space is still huge. To address the issues above, we directly model the natural image prior via generative models and constrain the output of an image manipulation tool to look realistic according to the learned prior. Generative models can directly synthesize a realistic image given a lowdimensional vector as input, often in real-time. This advantage allows us to build interactive data-driven exploration and editing interfaces.
Visual Exploration via Image Averaging
We first studied a simple and old image generation model: image averaging, pioneered by Sir Francis Galton 2 in 1878. The image averaging model constrains the output result to be a convex combination of the database images. Building on this simple model, we presented AverageExplorer, an interactive framework 8 that allows a user to rapidly explore and visualize a large image collection using the medium of average images. Our interactive, real-time system provides a way to summarize large amounts of visual data by weighted averages of an image collection, with the weights reflecting user-indicated importance. As shown in Figure 3 , we not only captured the mean of the distribution, but also a set of modes, discovered via interactive exploration. We posed this exploration in terms of a user interactively "editing" the average image using various types of strokes, brushes, and warps, with each user interaction providing a new constraint for updating the average. Together, these tools allow the user to simultaneously perform two fundamental operations on visual data, user-guided clustering and user-guided alignment, within the same framework. The supplemental video shows that our system is useful for various computer vision and graphics applications.
Visual Manipulation With Deep Generative Models
Simple image averaging models 2 can serve as an intuitive and artistic medium for visual data exploration. However, the generated results often look blurry and far from realistic, even with the alignment algorithm implemented in AverageExplorer. 8 Furthermore, novel results cannot always be represented as linear combinations of dataset images. To produce more natural and diverse results, we turned to recently developed deep generative models due to the quality and complexity of their samples. In the last two years, there has been rapid advancement, fueled mainly by the development of the GANs. 3 In particular, recent work has shown visually impressive samples drawn from the model. 9 However, two reasons prevent these advances from being useful in practical applications at this time. First, the generated images, while impressive, are still not quite photo-realistic. Second, more importantly, these generative models are set up to produce images by sampling a vector, typically at random. So, these methods are not able to create or manipulate visual content in a user-controlled fashion.
To improve the quality and user control, we used the GANs to learn the prior of natural images, but we did not actually employ it for image generation. Instead, we used it as a constraint on the output of various image manipulation operations, to make sure the results follow the learned prior at all times. This idea enables us to reformulate several editing operations, specifically color and shape manipulations, in a natural and data-driven way. The model automatically adjusts the output keeping all edits as realistic as possible (see Figure 4 ). The supplemental video shows three image editing applications based on our proposed interface iGAN 10 :
(1) manipulating an existing photo based on an underlying generative model to achieve a different look (shape and color), (2) "generative transformation" of one image to look more like another, (3) generating a new image from scratch based on user's scribbles and warping UI. Figure 4 illustrates our approach. Given a real photo, we first projected it onto a low-dimensional representation parameterized by GANs. Then, we presented a real-time method for generating a desired image that both satisfies the user's edits and stays close to the natural image prior. Unfortunately, the generative model usually loses low-level details of the input image. Therefore, we proposed an image alignment method that can transfer the edits from generated image to the original photo and produce the final result.
IMAGE-TO-IMAGE TRANSLATION
In the methods above, the modeling of visual realism and the algorithms for image synthesis are designed and optimized separately. To solve such coupled problems jointly, my coauthors and I proposed a general-purpose image-to-image translation framework, pix2pix, 12 where we learned a graphics program to translate inputs (e.g., user sketches) directly to output results, while simultaneously teaching a realism classifier to distinguish Figure 3 . Examples of interactively discovered modes in the data using AverageExplorer. 8 See our interactive interface and more vision and graphics applications in our supplemental video.
Dissertation Impact the synthesized results from real photos. This method can achieve visually appealing results for many problems that traditionally would require very different formulations, such as synthesizing photos from label maps, turning sketches into pictures, and colorizing images.
Unpaired Image-to-Image Translation
Training a pix2pix 12 model requires paired training data, which is often difficult and expensive to collect. For example, only a couple of small datasets exist for tasks like semantic segmentation. Obtaining input-output pairs for graphics tasks such as artistic stylization can be even more difficult since the desired output often requires artistic authoring. To address this issue, we proposed a model, CycleGAN, 11 for learning to translate an image x from a source domain to an image y in a target domain, in the absence of paired examples. Our goal is to learn a mapping G: x ! y, such that the distribution of images from G(x) is indistinguishable from the data distribution of target images y using an adversarial loss. Because this mapping is highly under-constrained, we enforced the additional constraint that translation should be "cycle consistent," in the sense that if we translate, e.g., a sentence from English to French, and then translate it back from French to English, we should arrive back at the original sentence. In practice, we coupled it with an inverse mapping, F: y ! x, and introduce a cycle consistency loss to push F(G(x)) x (and vice versa). Figure 5 shows qualitative results on several tasks where paired data does not exist, including collection style transfer, object transfiguration, season transfer, and photo enhancement.
Multimodal Image-to-Image Translation
Our methods 11, 12 can only produce one plausible result given an input image. However, many image-to-image translation problems are inherently ambiguous, as a single input image may correspond to multiple possible outputs. To address the issue above, my coauthors and I proposed a conditional generative modeling framework 13 to model a distribution of possible outputs. The ambiguity of the mapping is distilled into a lowdimensional vector, which can be randomly sampled at test time. A generator learns to map the given input, combined with this vector, to the output. We explicitly encouraged the connection between output and the vector to be invertible. This objective helps prevent a many-to-one mapping from the vector to the output during training, also known as the problem of mode collapse and produces diverse results. Our proposed method encourages bijective consistency between the encoding vector and output modes. Figure 6 shows an example result of using our method to generate a day image from a night one. Given the : we first project an original photo (a) onto a low-dimensional representation (b) by regenerating it using GAN. A user can then modify the color and shape of the generated image (d) using various brush tools (c) (for example, dragging the top of the shoe). Finally, our edit transfer algorithm applies the same amount of geometric and color changes to the original photo to achieve the final result (e). See our interactive image editing video for more details.
same input night image, our method can synthesize day images with different sky color, various lighting effects on the ground, and different density and shape of clouds.
IMPACT AND APPLICATIONS
We have described a few data-driven approaches for learning visual realism directly from large-scale image collections. We used the learned visual realism models for realistic image synthesis and editing. The presented approaches not only produce more visually appealing results compared to previous methods that rely on hand-crafted engineering or heuristics, but also enable several new visual effects, unachievable by any prior work.
Research
Several of our algorithms above, most notably CycleGAN, 11 have been used in different fields including modifying the style of images, three-dimensional (3-D) models, and animation (graphics), generating synthetic training data Figure 6 . Multimodal image-to-image translation 13 : given an input image from one domain (night image of a scene), we can model a distribution of potential outputs in the target domain (corresponding day images), producing both realistic and diverse results. (vision), adapting policy from simulations to the real world (robotics), converting MRIs into CT scans (medical imaging), synthesizing voice and music (audio processing), and changing the sentiment of text (NLP). Even as authors, we are consistently surprised by these creative applications, many of which we never considered ourselves. These individual applications demonstrate the utility of our work as general-purpose unsupervised learning methods for transforming data across different domains.
Education
CycleGAN 11 and pix2pix 12 have been taught in several universities worldwide such as Stanford, MIT, UC Berkeley, University of Toronto, as well as in leading MOOC platforms such as Udacity and Fast.ai. CycleGAN has also been used as homework and projects in the courses above. CycleGAN and pix2pix have also appeared or will appear in several textbooks.
Software
We have open-sourced many of our research projects and online demos for public use. As a result, many researchers and practitioners have built new models and practical applications based on our work. Among them, three projects were listed as the top 30 machine learning projects in 2017 (out of 8800 projects) according to a recent survey.
14 One of my favorite application is cat and dog transformation, where an Internet user from Japan transformed a dog into a cat using CycleGAN.
Art
A number of our tools have been used widely not just by researchers and developers, but also by visual artists. For example, many professional artists and amateurs have used CycleGAN to perform collection artistic style transfer, including turning a face portrait into anime art, transforming a real landscape photo into stained glass art, or rerendering everyday drink and food pictures with flowers sketches. 15 These results demonstrate exciting, artistic collaborations between humans, machines, and algorithms.
FUTURE DIRECTIONS
Below, I discuss several potential future directions, building on our current image synthesis and manipulation algorithms.
Communication Interfaces Between Humans and Visual Data
We are living in an age of big visual data. In the end, it is humans, not machines, who are overwhelmed by trillions of photos on the Internet. How can we help humans better understand this vast visual space, to see what is out there? While keywords are often used as a proxy for indexing visual content, the visual world is much richer than what can be named by words; and yet this process is inevitably lossy and noisy. Fortunately, generative models have the potential to provide a useful human-data interface. If users can synthesize their mental pictures using generative models, systems can understand the intent and retrieve results quickly and accurately. We performed a preliminary study with the AverageExplorer system. 8 As shown in Figure 7 , the user may start with a set of black high heels (left), and then decide on a different color. Simply drawing a stroke with the desired red color on the generated image (center) retrieves the available red shoes of similar styles. If the user then wants a heel with more support, adding an edge stroke at the bottom of the shoe switches the heel style (right). In the future, generative modeling will be a promising way to connect a user's mental picture directly to large-scale datasets. Image search with a mental picture: our image synthesis system could be potentially used as an image search interface for efficient browsing.
Learning Graphics for Building Autonomous Systems
Historically, graphics research has mainly focused on creating content for humans. However, computer graphics can also be used to create richly annotated virtual environments for training autonomous systems. Unfortunately, the performance of such systems can suffer if the virtual environments used in training look different from the real-world environments in which the systems are used. To bridge this gap, our recent work 17 learns to adapt virtual CG inputs to the appearance of a real-world test domain (see Figure 8) , significantly improving the model's generalizability. Moving forward, I plan to build differentiable graphics pipelines that can easily adapt these methods to a wide range of new datasets and tasks. The parameters of the graphics engine will be learned given an objective, rather than specified by humans. For example, the model would learn to produce training images optimized for a particular vision or robotics application while matching the appearance of a target domain.
Beyond 2-D Image Generation
Deep generative models such as GANs 3 have been able to produce visually appealing images, enabling computer vision and graphics applications as mentioned in this paper. 11, 12 
