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Abstract
Financial time series analysis is a highly empirical discipline concerned with the evo-
lution of the price of an asset. The key feature that distinguishes financial time series
from time series of other scientific domains is the element of uncertainty that they con-
tain. The recent financial crisis has tested the capabilities of several existing models
and evidenced the need for methods able to deal with the high complexity and the
non-stationary characteristics of the data observed in financial markets. The objective
of this thesis is to provide a better understanding of financial time series, to enhance the
abilities of existing methods, especially their predictive performance but also to develop
novel methods which aim to provide inferences in the presence of non-stationarities and
reduce the complexity of high dimensional tasks. To this end, the memory in the mag-
nitude and the memory in the sign of logarithmic returns is studied and a novel model
is constructed whose fit suggests that long memory might be present in the volatility
process and that when memory in the sign increases so does the memory in the mag-
nitude. Additionally, wavelets are employed for that they operate in both the time and
frequency domains. Thus, classic time series models and other methods extensively used
in the time domain are deployed across different frequency bands to combine knowledge
from both domains and provide information that might not be accessible otherwise. In
particular, the volatility process is modeled in the time domain after some of the noisy
behavior that exists in high frequencies, which might also contain outliers, is neglected.
Moreover, the volatility process is modeled directly in the wavelet domain in a scale-
by-scale manner in an effort to improve the forecasting performance. Furthermore, we
attempt to detect changes in the autocorrelation function of a process, which result
in changes in the spectral density function, by monitoring the wavelet variance across
different multiresolution scales.
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Chapter 1
Introduction
This study is concerned with serial data observed and obtained through financial transac-
tions such as the price and the return process of a financial asset. In particular, we discuss
the dependence of sequential observations by employing memory measures and favouring
an interplay between the time and the wavelet (time-scale) domain. The choice of wavelet
filter is due to its ability to capture non-stationary signals 1[107, 118, 121, 218, 259], to
decorrelate several dependent processes [67, 91, 96, 249], to efficiently denoise a signal
that contains random noise [79, 80, 147] and to reduce the dimensionality of the data
by capturing the important characteristics of the signal using only a small number of
coefficients[107, 144, 145].
The immense complexity of financial markets combined with the plethora of finan-
cial data available has made data mining methods an important part of modeling and
forecasting. Financial time series are inherently noisy and often present inconsistent be-
haviour with time varying moments[3, 8, 253]. A modeler often faces the challenge (i)
to select the most explanatory variables (including lagged observations) amongst many
possible ones, (ii) to estimate the (possibly high dimensional) parameters that maximize
1Unlike the Fourier transform , the wavelet transform can be inverted to fully recover non-stationary
input data
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the explanatory power of the (parametric) model and (iii) to decide on the length of
the historical data used to train the model taking into account only the most influential
values from the past. Moreover, observing and studying the “financial universe” requires
methods with low complexity and a tangible economic reasoning. It is often of interest
to group together assets that have common properties, and then use this knowledge to
exploit trading opportunities or manage the risk of a portfolio more efficiently[8, 185].
However, the complexity of the task increases with the size of the data, a phenomenon
known as the “curse of dimensionality”[58]. That includes tasks beyond the immedi-
ate and obvious interpretation. For instance it is expected that stocks which belong to
the same sector will tend to behave similarly. Nevertheless, this information is trivial
and possibly of limited practical use. In this work we aim to give some answers to the
following questions:
1. Which covariates should someone use and how far back in history should someone
go to train a volatility model in an unstable environment with structural breaks?
2. Do statistical tasks, such as modeling and forecasting, in the wavelet (time-scale)
domain improve results compared with their time domain peers?
To this end, we invent methods that extract information and detect patterns that exist in
the data which have an influence on the temporal behaviour of the processes of interest.
In particular, memory and time-scale behaviour are studied in an effort to improve
existing forecasting models, and develop new mining methods that can take a march
on other methods that operate only in the time domain. Memory is important for it
implies some degree of dependence between present and past values. Extrapolating the
dependency between present and future values forecasting can be achieved. Financial
time series (logarithmic returns) are usually non-stationary but large samples of their
transformations (absolute and squared logarithmic returns) present long memory[22,
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28, 152]. In particular, it is observed that absolute and squared returns exhibit significant
autocorrelation at large lags while there exist periods of high fluctuations and periods
of low fluctuations representing the market uncertainty[65, 120, 173, 185, 200, 253].
The fluctuations are related to the volatility of financial returns. The extensive interest
in volatility stems from its importance in quantitative finance and its handy statistical
properties observed through historical data. Financial volatility is a crucial input for risk
management [8], asset pricing [136], and portfolio management [185] and it may exert
important repercussions on the economy as a whole as evinced forcefully by the recent
financial crisis. Usually, volatility forecasts are used to measure the potential future losses
of a portfolio of assets. In asset allocation, the approach of minimizing risk for a given
level of expected returns proposed by Markovitz [177] employs volatility, and of course an
estimate of the variance-covariance matrix is required to measure risk. The long range
dependency promises some degree of predictability while the non-stationarity in the
magnitude of the fluctuations implies changes of “unexpected” scale. The two facts that
appear to be contradictory, have manufactured two statistical approaches for modeling
the volatility of financial returns. There exists a number of studies that employ long
memory models to describe the evolution of the volatility [21, 40, 128] while some other
methods assume that short memory contaminated with structural changes [181, 186, 209]
can better explain the dynamics of the volatility. Studies propose that structural changes
in short memory stationary processes can be confused with unit root processes [207, 208].
When a stationary process is contaminated by structural changes, the estimate of the
sum of its autoregressive coefficients is biased towards one, and unit root tests have the
tendency to accept the null hypothesis of unit root presence. This phenomenon has been
shown to apply to the long-memory context as well. That is, when a stationary short-
memory process is contaminated by structural changes in magnitude, the estimate of
the long-memory parameter is biased away from zero and the autocovariance function
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of the process exhibits a slow rate of decay [186]. Practitioners however tend to use
ARCH-GARCH type models [30, 85] for volatility modeling and forecasting. Although
GARCH type models are the most commonly used, empirical evidence has shown that
the estimates of parameters in standard GARCH models can be biased in the presence of
outliers and the models tend to provide poor-volatility forecasts [98]. While most models
can provide satisfying estimates for one step ahead, they seem to perform poorly when
longer horizons are of interest. However, most money managers will recognize that notice
given one day in advance of increasing risk is insufficient for defensive action, particularly
in illiquid asset classes. In addition, structural breaks due to changes in the parameters
of a GARCH model is an active research area that has recently gained a lot of attention
[69, 100]. The 2007-2008 financial crisis [34] prompted a series of frequent structural
changes in the statistical behaviour of the financial markets. These changes often resulted
in departures from stationarity. To overcome the inconsistent characteristics of the data
two main methods have been proposed: (i) piecewise stationary models [100], (ii) models
with time varying parameters [69]. In this study we focus on the former. The incentive
is that the piecewise constant parameter approach can be of use in forecasting, where it
is often of interest to obtain the last stationary segment of the data which can then be
used to forecast the future behaviour.
Thesis Outline
The objective is to enhance the understanding of the financial returns process and to
further improve modeling and forecasting of the conditional volatility.
In Chapter 2 important tools for Time Series Analysis are introduced. Often, definitions
are provided in both the time and the frequency domain. Also, a brief introduction to
wavelets with particular emphasis on the Haar basis is rendered, followed by some dis-
cussion related to the computation methods deployed in the discrete time. The wavelet
domain enjoys the benefits of capturing the time-scale behaviour of the data, which
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explains the reason we define the tools in both domains. The machinery presented in
Chapter 2 becomes the basis upon which this study is built.
Chapter 3 is mainly concerned with the statistical properties of financial returns known
as stylized facts [65, 120, 200, 253, 185]. Popular models used to capture and reproduce
these properties are briefly presented in this chapter. This work adopts a data driven
approach, thus a thorough investigation of the data becomes crucial and necessary.
Memory observed in financial time series is discussed in Chapter 4. The importance of
the memory properties in financial modeling is noted by many authors [92, 215, 87, 117,
36, 54, 179]. First, small changes are usually followed by small changes and consecutive
large changes of either sign are often observed [173]. Second, trend reinforcing behaviour
observed in financial returns is usually explained through self-similarity measures such
as the Hurst exponent H. Some authors have provided evidence that high values of the
Hurst exponent imply predictability [215]. Furthermore, in previous studies, the Hurst
exponent is applied directly on return series aiming to associate periods of low H with
market efficiency [87, 53]. Nevertheless, the two aforementioned areas are yet to be uni-
fied through a systematic and meaningful model. In addition, time series models, such
as GARCH-type models, fitted to financial data can possibly overlook some memory
properties of the magnitude of change in financial returns which have been observed
through empirical studies. Aiming to unify the two areas and meet the challenges dis-
cussed earlier a new model for asset returns based on the discrete fractional Gaussian
noise is proposed which reproduces several well documented stylized facts. The proposed
method attempts to associate a number of these facts with memory properties observed
and developed in financial markets. The Hurst exponent is employed for quantifying
memory in financial returns. The results that appear in this chapter are also available
in [254].
In Chapter 5 wavelet based methods to improve volatility forecasting are presented. Pre-
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dicting the conditional volatility of financial returns is a difficult task, especially when
one is interested in forecasting many steps ahead. There exist studies which indicate that
GARCH models can perform very poorly in prediction tasks [99]. We utilize the prop-
erties of the discrete wavelet transform aiming to improve the forecasting performance.
More precisely, wavelet smoothing [79, 80] is performed in an effort to diminish the pres-
ence of outliers and in general the noisy nature of the observed data[23, 94]. In addition
the property of the wavelet functions to decorrelate dependent serial data[67, 96, 249]
enables us to model the multiresolution scales of a series independently. The approach of
scale-by-scale modeling has been applied in different domains before [240, 274]. Multires-
olution analysis is applied on log squared returns and the outcome is the approximation
of the input at a specific dyadic frequency J0 subject to the task and the details of the
input from frequency 1/2 up to the frequency of the approximation coefficients J0. It is
observed that the smooth coefficients that approximate the input no longer exhibit long
memory properties. In the next step each component is modeled independently by em-
ploying ARMA models. It is also attempted to capture possible dynamic structure of the
data which results in time varying parameters. To take into account new information,
the estimation of the parameters is done recursively [62, 131, 150]. To capture the time
varying behaviour of the parameters , more weight is given to recent observations, while
the impact of past observations decays exponentially [131]. The method we propose,
aims to model both the within scale and cross scale behaviour. This chapter is based on
[255].
In Chapter 6 we consider the task of on-line detection of parameter change of a GARCH
model. The 2007-2008 financial crisis [34] prompted a series of frequent structural
changes in the statistical behaviour of the financial markets. Furthermore, there is sig-
nificant evidence of structural breaks in the unconditional variance of seven of eight US
dollar exchange rate return series over the 1980-2005 period implying unstable GARCH
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processes for these exchange rates and GARCH(1,1) parameter estimates often vary
substantially across the subsamples defined by the structural breaks [221]. In general
these changes often resulted in departures from stationarity which is the ground upon
which time series models such as ARIMA, ARCH and GARCH are based. To overcome
the inconsistent characteristics of the data two main methods have been proposed: (i)
piecewise stationary models [100], (ii) models with time varying parameters [69]. We fo-
cus on piecewise stationary modeling. It is assumed that between two structural breaks
the data can be described by a stationary model with constant parameter values. The
appeal of this kind of modeling is that it is easily interpretable as it provides seg-
mentation of the data into time intervals where the parameters of the process remain
constant. Also, the piecewise constant parameter approach can be of use in forecasting,
where it is often of interest to obtain the last stationary segment of the data which
can then be used to forecast the future behaviour. Stationary models are employed
for modeling the conditional variance of logarithmic returns. It is manifested that it
almost always pays to allow for structural breaks when forecasting exchange rate re-
turn volatility in real time [221]. Therefore, the task to on-line detect a change in the
process is of great importance in predicting the fluctuations of the asset price process.
Thus we attempt to address and deal with this change detection problem from a qual-
ity control point of view. The oldest available work in change point detection appears
in the 1920-1930’s motivated by considerations of quality control. A notable example
is Shewhart’s charts [232], also known as control charts, which were used to monitor
the state of a process. A process is “in control” as long as the observations lie within
two predetermined barriers and “out of control” when it hits any of the two barriers.
However, the study of change point detection started flourishing soon after the work on
Sequential Analysis by Wald [261] . The developments by Shewhart and Wald became
the foundation upon which an extensive literature of sequential change-point detection
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is based [110, 201, 233, 234, 235, 223, 239, 247]. Nevertheless, to on-line detect a change
in autocorrelated data is a difficult task. Using wavelets the problem is transformed to
the task of detecting changes in the variance or the relative variance of the iid wavelet
coefficients at different scales. Detecting the changes as quickly as possible it is of great
importance for traders and risk managers. To this end on-line methods such as the Cu-
mulative Sum [201, 190] and the Exponentially Weighted Moving Average [223, 166] are
applied on the wavelet coefficients. To obtain the wavelet coefficients on-line a method
proposed by Gilbert et.al [109] is used. This chapter is a summary of [256], which is in
preparation for submission.
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Prerequisites
2.1 Time Series Analysis
A time series is a collection of random variables {Xt, t ∈ A ⊆ Z} with t often in-
terpreted as time in this study, unless stated otherwise. Usually, A = N, A = Z, or
A = [0, 1, 2, ...T ]. With a slight abuse of terminology the observed realization (value) Xt
at time t and the process {Xt} are used interchangeably when we refer to time series.
The area of statistics concerned with modeling and forecasting of time series is known
as Time Series Analysis (TSA) [42, 123, 214, 253]. A common assumption for TSA is
stationarity.
Definition 1. A time series {Xt} is said to be strictly stationary if
(Xt1 , Xt2 , · · · , Xtκ) d= (Xt1+τ , Xt2+τ , · · · , Xtκ+τ )
which means that the joint distribution of (Xt1 , Xt2 , · · · , Xtκ) is identical to the joint
distribution of (Xt1+τ , Xt2+τ , · · · , Xtκ+τ ) for all τ , where κ is an arbitrary positive in-
teger. In fact, strict stationarity is a strong condition that is very difficult to verify
empirically. Instead, a weaker version of stationarity is assumed.
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Definition 2. A time series {Xt} is weakly stationary if the following two conditions
hold
(1) E[Xt] = µ, with µ a constant
(2) E[(Xt − µ)(Xt+τ − µ)] = γX(τ). only depends on τ
with γX(·) called the autocovariance of the process {Xt}. Throughout this thesis when
the term stationary is used we refer to a weakly stationary process. In addition, in
this study action is often shifted from the time domain to the frequency and the wavelet
domain, and the vice versa. This interplay allows for combined statistical inference which
in some cases can provide new information that might not be accessible otherwise (see
Chapter 5). Under mild conditions [42] the covariance function of {Xt} is also given by
γX(τ) =
∫ 1/2
−1/2
SX(f)e
i2pifτdf. (2.1)
where SX(f) is the Spectral Density Function (SDF) of {Xt}, which can be expressed
in terms of the autocovariance as follows
SX(f) = ∆t
∞∑
τ=−∞
γX(τ)e
−i2pifτ , |f | ≤ 1
2∆t
. (2.2)
where ∆t is the sampling interval (in this study ∆t = 1).
Time series analysis (TSA) has a long history in statistical modeling which dates back to
the late 60’s [6]. At that early stage, a linear model to explain an autoregressive process as
well as to predict its futures values was introduced. Later, a more general framework for
time series analysis that embraces and deals with a larger family of stochastic processes
called ARIMA (AutoRegressive Integrated Moving Average) was provided [38]. When
a series Xt is modeled by an ARIMA (p,d,q) it is meant that 5dXt = Xt − Xt−d for
d ∈ N+ is an ARMA (p,q). Thus, an ARIMA(p,d,q) model with d = 0 is an ARMA(p,q)
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which can be expressed as follows
Xt =
p∑
i=1
φiXt−i +
q∑
j=1
θjt−j + t,  ∼ N(0, s2).
where φi and θj are parameters. Assume a dataset (time series) to be explained by an
ARIMA model. To narrow the number of different candidate models usually the sample
ACF and the sample PACF plots are used as diagnostic tools and defined as follows:
• ACF plot: It is the visualization of ρX(τ) vs τ , where ρX(τ) = γX(τ)γX(0) .
• PACF plot: It is the visualization of φτ,τ vs τ , where φτ,τ is the coefficient of the
following type of AR models
Xt = φ0,1 + φ1,1Xt−1 + 1,t,
Xt = φ0,2 + φ1,2Xt−1 + φ2,2Xt−2 + 2,t,
Xt = φ0,3 + φ1,3Xt−1 + φ2,3Xt−2 + φ3,3Xt−3 + 3,t,
...
(2.3)
Usually, the ACF plot is used to determine the family of the model (i.e AR, MA or
ARMA) and the PACF plot provides information about the order of the AR model.
From (2.3) the PACF plot at lag τ shows the added contribution of Xt−τ given that the
contribution at lags τ
′
< τ is already explained.
A loss function (or likelihood) is defined which the model aims to minimize (or max-
imized) by the appropriate selection of the (estimated) parameters. Consequently, the
selection of the most appropriate model that belongs to the subset is made on the
grounds of an information criterion such as the AIC and BIC (see [42] for more details)
AIC = 2k − 2 ln(Lˆ). (2.4)
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BIC = −2 ln(Lˆ) + k ln(T ). (2.5)
where k is the number of parameters of the model, ln(Lˆ) denotes the maximized value of
the likelihood function of the model and T is the number of observations (length of the
series). A comparison of AIC and BIC is available in [51]. The estimation of φi and θi is
batch based. The model is trained using the entire dataset and the “best” parameters
are assumed to be constant. An ARIMA model is stationary if the following polynomial
φ(z) = 1− φ1z − · · ·φpzp. (2.6)
has no roots in the closed unit disk. Also the spectral density of an ARMA(p,q) process
{Xt} is given by
SX(f) = σ
2
X
∣∣∣∣ θ(e−2piif )φ(e−2piif )
∣∣∣∣2 , (2.7)
also known as rational spectrum, where
θ(z) = 1 + θ1z + · · · θqzq. (2.8)
and σ2X =Var(Xt). A stationary process {Xt} (with finite variance) is said to have long
memory if its autocorrelation function ρX(τ), where
ρX(τ) = cor(Xt, Xt−τ ),
is not summable
∑∞
τ=0 ρX(τ) =∞ and can be expressed as follows
γX(τ) ∼ C|τ |−α, when |τ | → ∞ (2.9)
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with C a constant and 0 < α < 1, thus (2.9) represents a slowly decay rate. It must
be noted that this is a basic condition of all processes that belong to the long memory
class. Analogously, the long memory property in the frequency domain is observed when
the spectral density function is expressed as
SX(f) = CS|f |β. (2.10)
with CS > 0 a slowly varying function and 0 < β < 1. A function g(·) varies slowly if
for y ∈ R, g(yx)
g(x)
→ 1, as x → ∞.
Definition 3. A stochastic process {Xt}t≥0 is said to be self-similar if there exists HX >
0 such that for any scaling factor c > 0, the processes {Xct}t≥0 and {cHXXt}t≥0 have
the same law:
{Xct}t≥0 d= {cHXXt}.
HX is called the Hurst (or self-similarity) exponent of the process {Xt} [137]. An alter-
native definition of self similarity employing frequencies is
Definition 4. A process {Xt} is said to be self-similar (following a pure law) if
SX(f) ∝ |f |α.
where −1 < a < 0 and SX(f) is the SDF of {Xt}.
From 2.10 It is obvious that a self-similar stochastic process exhibits long memory.
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2.2 Wavelets
This section provides a brief introduction to wavelets. For a general treatise the reader is
referred to the work by Percival & Walden [206] and Vidakovic [259] and for particular
applications to economics and finance the work by Gencay, Selcuk & Whitcher [107]
is proposed. Wavelet analysis is a method used to transform data into different scale
components, and then study each component with a resolution matched to its scale. The
advantage of wavelets over traditional Fourier methods is that they can capture some
properties of nonstationary signals, which is crucial in this study. A discrete wavelet
transform (DWT) is a domain transform technique for the hierarchical decomposition
of finite energy signals. It allows a real valued function to be described in terms of an
approximation of the original function, plus a set of details that range from coarse to fine
through a procedure called multiresolution analysis (MRA). The property of wavelets
is that the broad trend of the input function is captured in the approximation part,
while the localized changes are kept in the detail components. The term “wavelet” itself
was coined in the geophysics literature by Morlet et al [188] in 1982, however the first
“wavelet basis” was discovered in 1910 by Alfred Haar [122]. Wavelets, as the name sug-
gests, are small waves that fluctuate around zero. They have a gender, there are father
wavelets φ and mother wavelets ψ. The graphical representation of a wavelet basis is
shown below in Figure 2.1. In particular, (a) is the mother and (b) the father of the
Daubechies wavelet of length 4 [76].1
1In this work the “Wavelets” package of the R statistical software is used for the necessary compu-
tations and all figures illustrated. Also the visualization of several wavelet bases and their properties
along with a rich list of R and SPLUS commands are provided in [48] and [194].
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Figure 2.1: Wavelet Snapshot
The mother wavelets extract information which correspond to the details of the data oc-
curring at high frequencies, while the father wavelets capture the smooth characteristics
of them which are observable at low frequencies. The aim of this section is twofold. One
objective is to introduce the wavelet functions, also known as bases, and their properties.
The second goal is to present how to apply the wavelet functions on an input function
that represents the data and study the outcome of the operation known as the wavelet
transform. It is customary in the academic literature to introduce wavelets and define
their properties in continuous time and then move the action to the discrete time do-
main. The reason for this is that the continuous time setting provides a global definition
which is independent to any discretization choices and the intuition behind the prop-
erties are sometimes more straightforward when they are first presented in continuous
time.
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2.2.1 Continuous Time
To formalize the notion of a small wave that grows and decays in a limited time period,
let ψ(·) be a real valued function such that
Cψ =
∫ ∞
0
|Ψ(f)|2
f
df <∞.
where Ψ(f) is the Fourier transform of ψ(t). The above ensures that Ψ(f) goes to zero
quickly as f → 0 [119]. Alternatively Cψ <∞ is true when Ψ(0) = 0, that is equivalent
to
∫ ∞
−∞
ψ(u)du = 0. (2.11)
In addition, the square of ψ(·) integrates to unity
∫ ∞
−∞
ψ2(u)du = 1. (2.12)
Now consider a two variables function W (u, s) which is the projection of the original
data f(x), f ∈ L2(R) onto the wavelet ψ, this is the continuous wavelet transform
(CWT) defined by
W (u, s) =
∫ ∞
−∞
f(x)ψu,s(x)dx,
where:
ψu,s(x) =
1√
s
ψ
(
x− u
s
)
. (2.13)
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The variables u and s correspond to the translations and dilations respectively of the
wavelet function. The resulting wavelet coefficients are a function of the two parameters,
location and scale, although the original was only t dependent. By applying shifted
and translated versions of the mother wavelet the complicated structure present in the
function can be decomposed into simpler elements. If a wavelet satisfies conditions (2.11)
and (2.12) the inverse operation can be performed and the square integrable function is
reconstructed from its wavelet coefficients.
f(x) =
1
CΨ
∫ ∞
0
∫ ∞
−∞
W (u, s)ψu,s(x)du
ds
s2
.
Now assume
s = 2−j and u = k2−j,
For the above values the discretization is called critical sampling, of course there are
other discretization choices but these could lead to non consistent wavelet transforma-
tions. The critical sampling is the minimum number of coefficients sampled from the
CWT to ensure that all information present in the original function is retained by the
wavelet coefficients [107]. Therefore, the mother wavelet ψ in discrete time takes form
ψj,k(x) = 2
j
2ψ(2jx− k),
Loosely speaking, father wavelets are functions that extract the behaviour of the data at
frequencies [0, 2−j] for j ≥ 1 while the behaviour of the data within higher frequencies
[2−j, 1/2] has been removed (or just explained) by the mother wavelets. In other words,
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the L2(R) space in which the data belong to can be decomposed to two complimentary
objects, one object is derived from the projection of the data onto the space formed by
the mother wavelets and the other object is derived by the projection of data onto the
space created by the father wavelets. Father wavelets are scaling functions whose integer
translates span the L2(R) space and have the form:
φj,k(x) = 2
j
2φ(2jx− k).
Unlike the mother wavelets, the father wavelets integrate to unity as illustrated in (2.14)
∫ ∞
−∞
φ(u)du = 1. (2.14)
Having defined the objects of interest, namely the mother and the father wavelets, in
the next section the association of them in relation to a time scale analysis is explained.
2.2.2 MultiResolution Analysis
Multiresolution Analysis (MRA) is a representation of the original data projected on
spaces created by φ and ψ. Such representation is complete but not unique. Through this
chapter a better understanding of the relationship between mother and father wavelets
can be gained. MRA is a sequence of closed subspaces Vn, n ∈ Z, in L2(R) such that
they lie in a containment hierarchy: V−j−1 ⊃ V−j · · · ⊃ V−1 ⊃ V0 ⊃ V1 ⊃ Vj ⊃ Vj+1.2
We assume a square integrable function f such that
f(x) =
∞∑
k=−∞
αkφ(x− k),
2V−j−1 ⊂ V−j · · · ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ Vj ⊂ Vj+1 Mallat’s convention
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The translates φ(· − k), k ∈ Z form an orthonormal basis for V0. With V0 defined as
V0 = {f(x); f(x) =
∞∑
k=−∞
αkφ(x− k), α ∈ (Z)}. (2.15)
The above representation enables us to determine the function completely, if we know
the value of the function f at one point in each interval [k, k+1). It trivially follows that
the V0 space has a compact support. If we are interested in extracting (removing) more
details of the function f we form the orthonormal basis {2 j2φ(2jx − k)}.This implies
that sampling the function values at 2j evenly-spaced points in the interval [k, k + 1)
determines the function on this interval. Functions in this space have possible disconti-
nuities at x = 2−jk, k ∈ Z. Nevertheless, the space of square-integrable step functions of
width 2−j, denoted by Vj, is a subspace of L2(R) that also forms the orthonormal basis
{2 j2φ(2jx− k)}.
Proposition 1. ([259] Section 3.3)For any square integrable function f , f ∈ V0 if and
only if f(2−jx) ∈ Vj, or equivalently f ∈ Vj if and only if f(2jx) ∈ V0
From the above proposition we have V0 ⊃ V1, the function φ(x) ∈ V1 can be represented
as a linear combination of functions that belong to V0. Thus the scaling function φ(x)
takes the following expression
φ(x) =
∑
k∈Z
hk
√
2φ(2x− k).
The above implies the following inclusions V−j ⊂ V−j−1 ⊂ V0 ⊂ V1 ⊂ Vj ⊂ Vj+1 (Mallat’s
convention). The motivation of MRA is to use a sequence of embedded subspaces to
approximate L2(R) so that the statistical analysis is carried out in a proper subspace
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for a specific application task, subject to a balance between accuracy and efficiency
(Heisenberg’s uncertainty principle [259]).
Figure 2.2: Google: (top) Stock price, (bottom) Daily returns
from July - 2004 to Sep -2012.
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Figure 2.3: Google Stock: Wavelet Coefficients at scales 1,2,3 and 4.
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Figure 2.4: Google Stock: Wavelet Coefficients at scales 5,6 and 7. Smooth Coefficients
at scale 7.
Whenever a sequence of subspaces satisfies the MRA properties, there exists (though
not unique) an orthonormal space basis for L2(R),
ψj,k = 2
j/2ψ(2jx− k), j, k ∈ Z.
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such that ψj,k, j-fixed, k ∈ Z is an orthonormal basis of the “difference space” Wj =
Vj+1 	 Vj. Daubechies [76] introduced a projection operator Pj that projects a function
into the space Vj . Since {φj,k}k is a basis for Vj , the projection can be written as
fj(x) =
∑
k∈Z
cj,kφj,k(x) = Pjf. (2.16)
for some coefficients {cj,k}k. Informally, Pjf can be thought of as the “explanation” of
the function f using just the father wavelets at level j, or, in slightly more statistical
terms, the best fitting model of a linear combination of {φj,k} to f(x) [194](although
this is a serious abuse of terminology because (2.16) is a mathematical representation
and not a stochastic one). The orthogonality of the basis means that the coefficients can
be computed by
cj,k =
∫ ∞
∞
f(x)φj,k(x)dx =< f, φj,k > .
where <,> is the usual inner product operator.
Theorem 2.2.1. (Daubechies [75]) Let {Vj}j∈Z with φ form a multiresolution analysis
of L2(R) , then there exists an associated orthonormal wavelet basis {ψj,k, j, k ∈ Z} for
L2(R) such that for j ∈ Z
Pjf = Pj+1f +
∑
< f, ψj,k > ψj,k. (2.17)
In Figure 2.2 the price and the return process of the Google stock is depicted. In addition,
MRA on the price of the Google stock is performed using the Haar wavelet [122] and
the outcome is illustrated in Figures 2.3 - 2.4. It is important to note that there is a
strong resemblance between the wavelet coefficients at scale 1 and the return process.
Moreover, the smooth coefficients (bottom Figure2.4) capture the smooth characteristics
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using only 16 coefficients. In MRA the knowledge of the Vj combined with the knowledge
of W1, · · · Wj, can provide full knowledge of the equation (data) f(x) ∈ L2(R). In other
words, using the smooth coefficients at scale 7, and the wavelet coefficients at scales 1,
2, · · · 7, of the MRA outcome of the Google stock, we can reconstruct the original data
(price process).
2.2.3 Discrete Wavelet Filters
In discrete time, a wavelet can be represented as a vector H called the high pass filter,
whereas in continuous time the corresponding object was the function ψ. Assume L
denotes the length of the wavelet filter H. In the discrete time setting a vector H =
[h0, h1 · · ·hL−1] is a high pass wavelet filter if the following hold
L−1∑
l=0
hl = 0 basic notion of wavelets,
L−1∑
l=0
h2l = 1 unit energy,
L−1∑
l=0
hlhl+2m = 0 orthogonality of wavelets.
(2.18)
Likewise, in the discrete time setting the peer to the father wavelet φ is the vector
G = [g0, g1 · · · gL−1] called the low pass filter with:
gl = (−1)l+1hL−1−l.
An example is the Haar wavelet [122] (used in this work) with:
h0 =
1√
2
, h1 = − 1√
2
, (2.19)
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and
g0 = g1 =
1√
2
. (2.20)
2.2.4 Discrete Wavelet Transform (DWT)
Assume the input series X = [X1, X2, . . . XT ], with T = 2
J0 . The discrete filters are ap-
plied on the input data to give rise to the DWT. To reduce the complexity of the process
Mallat [171] developed a pyramid algorithm that computes the coefficients recursively,
as illustrated in Figure 2.5.
X
VX,1
WX,1
VX,2
WX,2
VX,3
WX,3
Figure 2.5: Mallat’s Algorithm
The filters G and H introduced in Section 2.2.3 are applied on the data and the outcome
is the subsamples VX,1 and WX,1 which are of size T/2, half the size of X. In the next
step the subsampled output VX,1 which is associated with the filter G is used as the
input and the same operation is applied recursively. The process can be repeated up to
J0 times. Using the Haar wavelet, the wavelet and the smooth coefficients at j = 1 take
the expression
WX,1,t =
1√
2
(X2t −X2t−1), t = 1, 2, . . . , T/2,
41
CHAPTER 2. PREREQUISITES
VX,1,t =
1√
2
(X2t +X2t−1), t = 1, 2, . . . , T/2,
also, the recursive expressions for any j = 1 · · · J0 can be obtained
WX,j,t =
1
2j/2
(VX,j−1,2jt − VX,j−1,2jt−1), t = 1, 2, . . . , T/2j, (2.21)
VX,j,t =
1
2j/2
(VX,j−1,2jt + VX,j−1,2jt−1), t = 1, 2, . . . , T/2
j. (2.22)
For a general filter {hl}L−1l=0 the boundary-independent scale 1 wavelet and smooth coef-
ficients are given by
WX,1,t =
L−1∑
l=0
hlX2t+1−l and VX,1,t =
L−1∑
l=0
glX2t+1−l,
where t = (L − 2)/2, (L − 2)/2 + 1, · · · , T/2 − 1. Likewise, at scale j the boundary-
independent coefficients of {Xt} are given by
WX,j,t =
L(j)−1∑
l=0
hj,lX2jt+1−l and VX,j,t =
L(j)−1∑
l=0
gj,lX2jt+1−l.
where L(j) = (2j − 1)(L − 1) + 1 is the length of the scale j wavelet filter {hj,l}. The
processes {WX,j} and {VX,j} correspond to the wavelet and the smooth components of
{Xt} respectively, which are associated with the [1/2j, 1/2j−1] frequency band.
Analysis of Variance (ANOVA)
The DWT allows a real valued function to be described in terms of an approximation of
the original function, plus a set of details that range from coarse to fine. Furthermore, the
orthogonality of wavelets ensures that the energy (sum of squares) of the input data is
preserved in the wavelet domain (sum of squared wavelet coefficients). Henceforth when
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the term wavelet energy is used it refers to the sum of the squared wavelet coefficients at
a specific scale. For input X as before, the wavelet coefficients are computed as follows
W =WX. (2.23)
Where W is a matrix that contains the discrete (high-pass) wavelet and (low-pass)
smooth filters at all possible translations and dilations up to J0. Each element of the
matrix corresponds to the dyadic translations and dilations of the selected filter. For
example for T = 8, j = 1 and the Haar wavelet the matrix W =
W1
V1
 is given in
(2.24)
W =

h0 h1 0 0 0 0 0 0
0 0 h0 h1 0 0 0 0
0 0 0 0 h0 h1 0 0
0 0 0 0 0 0 h0 h1
g0 g1 0 0 0 0 0 0
0 0 g0 g1 0 0 0 0
0 0 0 0 g0 g1 0 0
0 0 0 0 0 0 g0 g1

(2.24)
This implies that the matrix is inherited with the orthogonal properties of its elements
with WWT = I. Thus, X can be decomposed to a number of J0 new series of wavelet
coefficients, with each of them having length T/2j, j = 1, · · · , J0 and 1 new series of
smooth coefficients with length T/2J0 . As a result the data X can be reconstructed
by using the obtained coefficients and the matrix W , using the notation of [206] the
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operation can be expressed as follows
X =WTW =
J0∑
j=1
WTj Wj + VTJ0VJ0 , (2.25)
One of the major strengths of the wavelet coefficients is the energy preserving property
‖X‖2 = XTX = (WTW)T (WTW) = WTWWTW = WTW = ‖W‖2, (2.26)
Furthermore, the same property is inherited to the resulting series at different scales.
‖X‖2 = ‖W‖2 =
J0∑
j=1
‖Wj‖2 + ‖VJ0‖2. (2.27)
Therefore, the energy (sum squared coefficients) of a series distributed at different
wavelet scales can be used as a tool for statistical inference.
2.3 Wavelet Applications
Wavelets have a very wide range of applications the list of which is too long to be
exhausted in this thesis, for example time series analysis [205, 206], signal processing
[2, 147], image analysis [15], density estimation [80] and data mining [158] to mention
only a few. Instead we discuss some specific implementations to appear in the next
chapters which also provide some intuition about the benefits of wavelet analysis. For
applications with a particular focus on economics and finance a survey is available in
[220].
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Nonparametric Regression
One of the most important applications of the DWT known as wavelet shrinkage [79,
80, 147] is discussed in Section 5.3.1 in relation to some proposed methods aiming to
improve the forecasting ability of GARCH-type models. Wavelet shrinkage is based on
nonparametric regression [97]. The traditional nonlinear regression model fits the model
yt = f(β,x
′
t) + t. (2.28)
where β = (β1, β2, · · · βp)′ is a vector of parameters to be estimated and x′t = [x1, x2, · · ·xm]
is a vector of predictors for the i of T observations; the errors t are assumed to be nor-
mally and independently distributed with mean 0 and constant variance s2 . The function
f(·), relating the average value of the response yt to the predictors, is specified in ad-
vance, as it is in a linear regression model. The general nonparametric regression model
is written in a similar manner, but the function f(·) is left unspecified:
yt = f(x
′
t) + t
= f(xt,1, xt,2, · · · , xt,m) + t.
(2.29)
Unlike the parametric regression task (2.28) which aims to estimates the parameters β,
in nonparametric regression (2.29) the objective is to estimate the function f(·) directly.
Thus a convenient assumption is that f(·) is a smooth and continuous function which
can be projected to the wavelet domain and (using (2.17)) represented by
f(x) =
∑
k∈Z
cJ0,kφJ0,k(x) +
J0∑
j=1
∑
k∈Z
dj,κψj,k. (2.30)
Dimensionality Reduction
In (2.30) the ability of the DWT to preserve the important features by compressing the
information encapsulated in the function f(·) at significantly small number of coefficients
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(smooth) is presented. Furthermore, it is illustrated in Figure 2.4 that the information
about the trend of the Google stock can be captured and represented by only 16 smooth
coefficients.
Figure 2.6: NCSS representation: (a) Input data (b) Energy vs number of (i) raw data
(green-dotted) (ii) DWT coefficients (red-solid).
The success of the DWT in summarizing the data with a considerably smaller number
of coefficients is illustrated in Figure 2.6. For signal m(t):
m(t) = 0.0003t+ 5h(t),
with
h(t) =
 cos(2pi
t
256
) for 1025 ≤ t ≤ 3072
0 otherwise.
The normalized cumulative sum of the squares (NCSS) applied to the ordered coefficients
is presented. Let X(n) denote the nth largest coefficient (in square magnitude) of the
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length N of the m(t).
|x(0)|2 ≥ |x(1)|2 ≥ · · · ≥ |x(N−1)|2,
The computed NCSS quantity is defined as
En =
∑n
i=0 |x(i)|2∑N−1
i=0 |x(i)|2
, n = 0, · · · , N − 1.
In this example 98% of the energy of the signal m(t) can be captured by a single smooth
DWT coefficient. This implies that by using as input data this single coefficient and
performing the MRA reconstruction or inverse process (discussed in Section 5.3) the
recovered series can be a reasonably good approximation of the entire dataset.
2.4 On-line Incremental Wavelets
This approach is suitable for research of infinite length time series. A notable exam-
ple is the Arbitrary Window Stream mOdeling Method (AWSOM) [202] model which
deals with streaming data and is employed later in Section 5.3.3. However, the notion
of a number of permanently stored smooth coefficients called the “Wavelet Crest” is
pioneered in [109]. In particular, the method computes the DWT incrementally and re-
quires space (L− 1) log T + L = O(L log T ). It becomes apparent that the space grows
logarithmically with time, however for stationary (finite variance) processes analysis can
be performed up to a constant number of scales. To avoid any boundary coefficients the
Haar wavelet basis is used in this work, which has length L = 2. However, the gener-
alization to any wavelet filter with length L is straightforward. The process is similar
to the classical MRA. To avoid any confusion we will call this method On-Line Multi-
Resolution Analysis (OLMRA). Assume that the information, data points, is gathered
47
CHAPTER 2. PREREQUISITES
on regular time intervals. Utilizing the Haar wavelet, when two new data points have
arrived they are both used to construct a new smooth coefficient at scale 1. Similarly
two smooth coefficients at scale 1 are required to generate one smooth coefficient and
one detail coefficient at scale 2. As more information becomes available the number of
scales of the OLMRA increases. One can think of the OLMRA’s graphical representation
as a reversed pyramid, at the bottom of which a significantly small number of smooth
coefficients always lie. To be able to estimate the new wavelet coefficients dynamically
it is necessary to store the last L − 1 smooth coefficients at each scale j, for the Haar
case only the last one smooth coefficient at each scale is stored. In the general case a
new wavelet coefficient at scale j needs Lj time to be updated. For example to compute
a new coefficient at scale j, L smooth coefficients from scale j − 1 are required. As a
consequence, on average the wavelet scaling coefficients can be updated in O(1) amor-
tized time.
In the following example, illustrated in Figure 2.7, it is assumed that 4 points have
been seen already, also note that Sj,i =
Sj−1,2i+Sj−1,2i−1√
2
and Wj,i =
Sj−1,2i−Sj−1,2i−1√
2
, for
j = 1, 2, · · · J and S0,i = Xi. In addition, the reader should keep track of two things:
1. The colour that is associated with a particular time step. A time step is the
number of data entries required to compute one new smooth coefficient (a new
wavelet coefficient is computed simultaneously) at any scale. In this example we
use the Haar DWT, so two new points are required.
2. The cursor that points out which smoothing coefficients must be stored at the
present time step.
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Figure 2.7: This figure illustrates the sequential operation that is conducted on-line. In
this example it is assumed that four points have been seen already and four new points
arrive one by one.
2.5 Exponentially Weighted Recursive Least Squares
(EWRLS)
Regression models can be used in a variety of ways in time series. Here we describe the
basic methodology and notation, to prepare for its use in Section 5.3.3. The regression
models considered in this thesis involve a univariate response variable Y , and a d-
variate column vector of covariates (or explanatory variables) which is denoted by X,
with some abuse of the notation that is used in the following chapters. Recursive Least
Squares (RLS) algorithms are least squares filters updated iteratively [62, 131, 150, 197].
The iterative nature is achieved by retaining memory of the data and updating the
estimates using the latest information only. However due to the non-stationary nature
of financial data often correlations vary with time. Especially in TSA past observations
which a classical model might still consider informative about the current or the future
values of the process of interest could become irrelevant due to some structural change.
To overcome these difficulties the EWRLS algorithm was proposed [131] with a cost
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function C(β) expressed as follows
C(RLS)(βT ) =
T∑
t=1
λT−t(yt − x′tβt)2, (2.31)
The parameter λ is called the forgetting factor and takes values in (0, 1]. The value of λ
is typically set by data experimentation. As λ decreases, more weight is given to more
recent data. When model parameters vary in time because of the dynamic structure
of the data, then λ provides a flexible tool to capture these variations by weighting
recent observations more and thus preserving the structure of the covariance matrix
over the memory window implied by λ. Note that for λ = 1 the algorithm equals the
RLS algorithm. From (2.31) β attains its minimum value at time T , when
ΦT βˆT = ψT (Normal Equations), (2.32)
where
ΦT =
T∑
t=1
λT−tXtX
′
t, (2.33)
is the correlation matrix of the explanatory variables and
ψT =
T∑
t=1
λT−tXtYt, (2.34)
is the cross-correlation matrix. From [131] the recursive expressions of (2.33) and (2.36)
ΦT = λ
[
T−1∑
t=1
λT−1−tXtX
′
t
]
+ XTX
′
T
= λΦT−1 + XTX
′
T ,
(2.35)
50
CHAPTER 2. PREREQUISITES
and
ψT =
T∑
t=1
λT−tXtYt, (2.36)
From the matrix inversion [39, 124, 131] the inverse of a matrix A = B−1 +CD−1C
′
can
be expressed as
A−1 = B −BC(D + C ′BC)−1C ′B,
This identity is commonly used in adaptive filtering to derive recursive equations. Now
let A = ΦT , B
−1 = λΦT−1, C = xT and D = 1
P T = λ
−1P T−1 − λ
−2P T−1XTX
′
TP T−1
1 + λ−1X
′
TP T−1XT
, (2.37)
where P T = Φ
−1
T is the inverse of the correlation matrix. Now assume the following
representation
κT =
λ−1P T−1xT
1 + λ−1x′TP T−1xT
, (2.38)
using (2.38) in (2.37) the following is obtained
P T = λ
−1P T−1 − λ−1κTx′TP T−1,
The d× 1 vector κT is commonly referred to as the gain vector [229]. From (2.38), the
gain vector takes the form
κT = P TxT ,
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From (2.32) βT estimate can be expressed as follows
βˆT = λP TψT−1 − P TxT
= βˆT−1 + κTT ,
where eT is given by
eT = yT − βˆ
′
T−1xT ,
known as the a priori estimation error and define
sT = yT − βˆ
′
TxT .
referred to as the a posteriori estimation error. RLS algorithms only require initial
values of the inverse correlation matrix and the vector of regression coefficients, as well
as scalar values for the forgetting factor.
EWRLS Algorithm
1 λ← λ0(∈ (0, 1]), βˆ0 ← 0d, P 0 = Id
2 Input: yt, xt
3 Repeat
for t ← 1 to T
κt ← λ
−1
t P t−1xt
1+λ−1t x
′
tP t−1xt
et ← yt − βˆ
′
t−1xt
βˆt ← βˆt−1 + κtet
P t ← λ−1P t−1 + λ−1κ′txtP t−1
4 End
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2.6 Summary
Some fundamental notions of TSA along with other important statistical tools were
introduced in this chapter. These elements will be the building blocks of the construc-
tion of this thesis. The autocovariance and the spectral density of a stationary process
which are related to its memory were presented. Wavelets were introduced and emphasis
was given to the two important properties of the DWT which are extensively used in
this work are (a) the energy preserving property of the DWT coefficients due to the
orthogonality of the wavelet basis and (b) the recursive algorithm by Mallat which has
contributed to a fast and straightforward computation of the DWT coefficients per-
formed by not involving high dimensional matrices that represent the values of the
filter at different dilations and translations. An adaptive estimation of the regression
parameters is presented which will be used to capture the time varying behaviour of the
covariance structure between the dependent variable and the covariates of the model .
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Financial Time Series
3.1 Motivation
In this chapter, modeling financial data is mostly concerned with asset returns (instead
of prices of assets) due to their appealing statistical properties. [8, 52, 253]
Definition 5. The logarithmic returns rt at time t ≥ 0 of the price Pt of a financial
asset over a period τ are defined as
rt = log(Pt+τ )− log(Pt) = log
(
Pt+τ
Pt
)
. (3.1)
In this work daily returns are of interest, by convention we set τ = 1.
Definition 6. The variance σ2 of a financial asset is a measure of the dispersion in the
probability density of the returns rt of the underlying asset. In fact, it is the conditional
volatility σ2t that is of interest which is obtained by the following expression
σ2t = V ar(rt|Ft−1). (3.2)
where Ft−1 denotes the information set available at time t− 1. Typically, Ft−1 consists
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of all linear functions of the past returns.
Often the empirical distribution of financial returns can be approximated by known
theoretical distributions and mixtures thereof. More successfully, conditional moments
of financial returns are described by time series models. The aspiration to predict future
values of financial returns stems from their importance in asset and risk management
[9, 86, 185]. The task to predict future values of financial assets using past values, also
known as “technical analysis”, has a long history in asset management and trading.
Attempts to forecast future returns based on previous observations have existed since
the introduction of the stock market [41]. In opposition to technical analysis and its
objectives lies the “efficient market hypothesis”[89]. When the market is efficient the
current price of any traded asset fully encapsulates all available information and thus
future values are not predictable. Nevertheless, the existence of quantitative hedge funds
[5, 168, 266] known as CTAs (Commodity Trading Advisor) that employ mathematical
and statistical models to predict future returns and make profits evidences some degree
of predictability in financial markets, which makes technical analysis a useful tool for
financial forecasting. Predictability in financial markets is theoretically manifested and
related to two main factors. On the one hand risk premiums are time varying and
depend on the business cycle [73], so financial returns are associated with some slow
moving economic variables that exhibit cyclical patterns. On the other hand market
participants can be irrational, in the sense that they may underreact in the short run
but overreact at long horizons [134]. These two sources of predictability are exploited
by traders, in fact by models, through momentum strategies. A momentum strategy is
an investment style based solely on the historical values of the asset [70]. Thus there are
two main classes of momentum strategies [50]:
1. the trend following strategy which is executed by buying (selling) an asset whose
future values will be tending to move upwards (downwards).
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2. the statistical arbitrage (or mean-reverting) strategy, which consists of buying (or
selling) an asset whose current price is below (above) an established equilibrium
level.
The goal of a trend following strategy is to immediately detect a trend, ride on it, and
get off it the moment at which the trend diminishes. In Chapter 5 methods to improve
volatility forecasting are presented. Such methods can be potentially used in (1). For
example when high volatility is predicted it can be associated with forthcoming financial
crises and market downturns.
3.2 Stylized Facts
In the course of the past forty years or so, several independent studies have come to
agree on a set of properties common across many instruments, markets and time periods
[65, 120, 200, 253, 185]. The empirical results that have emerged from these studies
are known as stylized facts. In Chapter 4 and Chapter 5 we focus on the long memory
property and develop novel methods which can further exploit this feature and challenge
other existing methods. In this section several of these facts are observed and discussed
using the historical values of the S&P500 index between June 1981 and March 2013
illustrated in Figure 3.1. To better observe the behaviour of the index a zoom in period
from July 1987 to May 1988 is also available (inset).
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Figure 3.1: The historical price process of the S&P500
• Volatility Clustering
Mandelbrot [173] on analyzing the return series of financial assets observed that there
exist volatility clusters. As in Figure 3.2 there are time periods during which consecutive
changes are large of either sign, as well as time periods for which small changes are
followed by small changes.
Figure 3.2: The historical return process of the S&P500
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• Autocorrelations
It has been observed that for any h (maybe apart from some small intraday time scales)
the autocorrelations of asset returns ρr(τ) ≈ 0 where
ρr(τ) =
E
[
(rt − µrt)(rt−τ − µrt−τ )
]
σrtσrt−τ
. (3.3)
The insignificant autocorrelation of return series implies poor predictive power of linear
models, when such models are directly applied on returns. However, the absolute values
of returns and the squared returns present long memory properties as observed in Figure
3.3. We make use of this stylized fact later in Chapter 4 where a new model to explain
the behaviour of logarithmic returns is proposed.
Figure 3.3: Estimated ACF plots of (left) the log-returns of the S&P 500, (middle)
the absolute log-returns of the S&P 500, (right) the squared log-returns of the S&P 500
from June 1981 to March 2013.
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• Leptokurtic and Fat Tails
The (unconditional) distribution of returns rt displays a heavy tail with positive excess
kurtosis as in Figure 3.4. In particular, returns seem to display a very large cluster of
values around the mean and power-law or Pareto-like tail, which is in contrast to the
behaviour of a normally distributed variable. For the S&P500 index from June 1981 to
March 2013 which consist of T = 8192 values, the estimated mean is
µˆrt =
∑T
t=1 rt
T
= 3× 10−4, (3.4)
and the estimated Kurtosis for the same period is estimated to be
kˆrt =
∑T
t=1(rt − µˆrt)4∑T
t=1(rt − µˆrt)2
= 30.12, (3.5)
whereas E[(X−µ)
4]
E[(X−µ)2] = 3 for X ∼ N(µ, σ2X).
• Leverage Effect
The behaviour of several financial assets exhibit sharp increase in volatility associated
with large decline in asset price. The fact that the volatility of negative returns is
generally higher than the volatility of positive returns is known as the volatility leverage
effect. This implies a negative correlation between past returns and future volatility.
• Aggregational Gaussianity
It can be observed that when the time scale τ over which returns are calculated increases,
their distribution looks more and more like a normal distribution. In other words, the
shape of the distribution is not the same at different time scales.
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• Excess volatility:
Many empirical studies point to the fact that it is difficult to justify the observed level
of variability in asset returns by variations in“fundamental” economic variables. In par-
ticular, the occurrence of large (negative or positive) returns is not always explainable
by the arrival of new information on the market.
Figure 3.4: The histogram of the S&P 500 returns and the fitted Normal density with
parameters equal to the observed mean and variance of the S&P 500 returns.
3.3 GARCH-type Models
The potential to predict stock market returns has fascinated market participants and
researches for many decades. Nevertheless, forecasting financial returns still remains
a difficult task. The first notable effort to probabilistically describe the evolution of
financial asset prices was by Bachelier [20] in 1900. In his pioneering work Bachelier
assumed that price changes are independent and of Gaussian nature. Bachelier’s model
however has two major antitheses to the stylized facts. First, financial data commonly
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display temporal dependence in the alternation of periods of large price changes with
periods of smaller changes. Second, the probability of extreme returns that are observed
empirically is significantly higher than the probability of extreme returns under the
normal distribution.
3.3.1 Generalized AutoRegressive Conditional Heteroskedas-
ticity (GARCH)
To meet the challenges set by the behaviour of the data several new methods have been
introduced including AutoRegressive Conditional Heteroskedasticity (ARCH)[85] and
Generalized AutoRegressive Conditional Heteroskedasticity (GARCH)[30], which are the
main reference models in literature. When GARCH models are entertained the return
process and the conditional volatility are given by the following expressions
rt = σtt, σ
2
t = α0 +
p∑
i=1
αir
2
t−i +
q∑
j=1
βjσ
2
t−j, (3.6)
where {t} is a sequence of iid random variables t ∼ N(0, 1). Also α0 > 0, αi > 0,
βj > 0 and
∑p
i=1 αi +
∑q
j=1 βj < 1. The simplest case of the model is the GARCH(1,1)
where
rt = σtt, σ
2
t = α0 + α1r
2
t−1 + β1σ
2
t−1, (3.7)
and α0 > 0, α1 > 0, β1 > 0 and (α1 + β1) < 1. The constraint α1 + β1 < 1 implies
that the unconditional variance of rt is finite, while the conditional variance evolves over
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time.
V ar(rt) = E[r2t ] =
α0
1− (α1 + β1) . (3.8)
Thus the autocorrelation function of the process rt is
ρr(τ) =
E[rtrt−τ ]
V ar(rt)
= 0.
Also, it is directly observable that large values of either r2t−1 and σ
2
t−1 will produce a
large σ2t . In other words, large values of r
2
t−1 in general are followed by large values of
r2t . Therefore, the model is capable of generating volatility clusters as discussed earlier.
In addition, when 1− 2α21 − (α1 + β1)2 > 0, then
E[r4t ]
(E[r2t ])2
=
3[1− (α1 + β1)2)]
1− (α1 + β1)2 − 2α21
> 3.
which confirms that the tail distribution is heavier than the normal distribution tail dis-
cussed earlier. However, the GARCH conditional modeling framework often produces
evidence that the conditional volatility process is highly persistent, which means that
α1 + β1 ≈ 1. In this case the GARCH(1,1) suggests as a data generating process for
returns a stationary model with an infinite second moment and in which shocks have a
permanent effect on volatility. This last assumption has a serious impact on volatility
forecasts: current information remains relevant when forecasting the conditional vari-
ance for all horizons. To overcome this rather undesirable phenomenon a smoothing
method is proposed later in Chapter 5.
The estimation of the GARCH(p,q) parameters is usually conducted through the Likeli-
hood Estimation method. It must be noted that prior to the estimation of the parameters
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p and q, ARMA modeling is applied on the return series to remove any autocorrelation.
The obtained residuals is the input data to be modeled by the GARCH model denoted
by rt in (3.6). Thus rt is assumed to be normally distributed with zero mean and con-
ditional variance σ2t . Unlike the simple case, the time varying σ
2
t makes the likelihood
function of GARCH models more complex. For a sample r0, r1, · · · , rT it is assumed that
rt has the following density function
f(rt) =
1√
2piσ2t
e
− r
2
t
2σ2t . (3.9)
Thus, using (3.9) the Log-Likelihood function of θ = (α0, α1, ..., αp, β1, β2, ..., βq)
′
is the
sum of the values of the log-likelihood function at each time t
L(θ) =
T∑
t=q+1
Lt(θ) =
T∑
t=q+1
(
− 1
2
log 2pi − 1
2
log σt − r
2
t
2σ2t
)
. (3.10)
Now we make use of the Newton method presented. To this end the first derivatives
may be written
∂Lt(θ)
∂θ
=
(
r2t
2σ4t
− 1
2σ2t
)
∂σ2t
∂θ
, (3.11)
and the second derivatives can be expressed as
∂2Lt(θ)
∂θ∂θ
′ =
(
r2t
2σ4t
− 1
2σ2t
)
∂2σ2t
∂θ∂θ
′+
(
1
2σ4t
− r
2
t
σ6t
)
∂σ2t
∂θ
∂σ2t
∂θ
′ , (3.12)
where
∂σ2t
∂θ
= (1, r2t−1, · · · , r2t−q, σ2t−1, · · · , σ2t−p)
′
+
p∑
i=1
βi
∂σ2t−i
∂θ
, (3.13)
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thus, the gradient is
∇L(θ) = 1
2
T∑
t=q+1
(
r2t
σ4t
− 1
σ2t
)
∂σ2t
∂θ
, (3.14)
and the Fisher Information matrix is
J =
T∑
i=q+1
E
[(
r2t
2σ4t
− 1
2σ2t
)
∂2σ2t
∂θ∂θ
′+
(
1
2σ4t
− r
2
t
σ6t
)
∂σ2t
∂θ
∂σ2t
∂θ
′
]
. (3.15)
Thus the estimation of θk is conducted recursively.
θˆk+1 = θˆk − J−1(θˆk)∇L(θk). (3.16)
Often, convergence problems arise because the higher the dimension of θ the “flatter”
the likelihood function becomes, which makes it difficult to find its maximum value. To
avoid getting stuck at a local optimum the method is run using many different starting
values of θ0 and each time the likelihood of the optima is recorded. Another remedy to
this problem is to employ the most parsimonious model.
Since the introduction of conditional volatility modeling, several extensions of the GARCH
model have been proposed aiming to capture more characteristics of the realized return
series. The impact of the aforementioned models has shaped the way of thinking in
the analysis of time series of financial returns by introducing a “data driven” approach
to statistical modeling, especially in finance. In particular, most of the contemporary
models used in finance aim to capture and reproduce as many as possible of the afore-
mentioned “stylized facts”. From a vast literature we select and include in this study
the EGARCH and TGARCH models which are designed to capture the leverage effect.
Nevertheless, the parsimonious GARCH(1,1) compared to other more complex models
is often proved to perform equally well [126], which makes it one of the most popular
models among practitioners.
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3.3.2 Threshold Generalized AutoRegressive Conditional Het-
eroskedasticity (TGARCH)
An extension to GARCH is TGARCH [111, 219, 272], designed to capture the asym-
metric behaviour of the conditional volatility, also known as leverage effect (see Section
3.2). Its simplest form is the following:
σ2t = α0 + (α1 + γ1It−1(c))r
2
t−1 + β1σ
2
t−1. (3.17)
with α0 > 0, α1, β1 and γ1 are nonnegative and satisfy conditions similar to those of
GARCH models. Also It(c) is an indicator function equaling one when the previous
periods return is below some threshold c.
It−1(c) =
 1 for rt−1 < c0 for rt−1 > c (3.18)
The TGARCH model aims to capture the tendency of conditional volatility to increase
more when past returns are negative.
3.3.3 Exponential Generalized AutoRegressive Conditional Het-
eroskedasticity (EGARCH)
The EGARCH model [196] also aims to capture the asymmetric effects between positive
and negative returns. In its simplest form the EGARCH can be written as
ln(σ2t ) = α0 + α1
( |rt|
σt
−
√
pi
2
)
+ γ1
rt−1
σt−1
+ β1 ln(σ
2
t−1). (3.19)
The EGARCH model does not require non-negativity constraints, which means that the
parameters are allowed to take negative values.
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Figure 3.5: The historical price and return process of the S&P500, FTSE 100 and DAX
indices
Table 3.1: Parameters of GARCH-type models for the S&P 500, FTSE 100 and DAX.
Data Model Parameters AIC
w0 w1 α0 α1 β1 γ1
-7.16 × 10−2 -3.70 × 10−2 2.02 × 10−6 9.88 × 10−2 8.87 × 10−1
GARCH (2.41 × 10−2) ( 2.37 × 10−2) (4.31 × 10−7) (1.17 × 10−2) (1.22 × 10−2) -6.306
∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
-7.16 × 10−2 -3.70 × 10−2 3.82 × 10−6 7.95 × 10−2 9.11 × 10−1 8.12 × 10−2
S&P 500 TGARCH (2.41 × 10−2) ( 2.37 × 10−2) (1.46 × 10−7) (1.18 × 10−2) (1.47 × 10−2) (1.01 × 10−2) -6.407
∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
-7.16 × 10−2 -3.70 × 10−2 -1.38 × 10−1 -1.49 × 10−1 9.85 × 10−1 1.30 × 10−1
EGARCH (2.41 × 10−2) ( 2.37 × 10−2) (1.14 × 10−2) (1.90 × 10−2) (1.31 × 10−3) (2.76 × 10−2) -6.390
∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
-6.56 × 10−2 -2.37 × 10−2 2.12 × 10−6 1.13 × 10−1 8.75 × 10−1
GARCH (2.36 × 10−2) (2.35 × 10−2) (5.81 × 10−7) (1.54 × 10−2) (1.57 × 10−2) -6.243
∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
-6.56 × 10−2 -2.37 × 10−2 5.03 × 10−6 8.12 × 10−2 9.07 × 10−1 8.62 × 10−2
FTSE 100 TGARCH (2.36 × 10−2) (2.35 × 10−2) (2.26 × 10−7) (1.38 × 10−1) (1.33 × 10−2) (1.32 × 10−2) -6.303
∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
-6.56 × 10−2 -2.37 × 10−2 -1.97× 10−1 -1.36× 10−1 9.78× 10−1 1.39× 10−1
EGARCH (2.36 × 10−2) ( 2.35 × 10−2) (2.87 × 10−3) (9.25 × 10−3) (3.01 × 10−4) (2.76 × 10−2) -6.293
∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
-2.23× 10−2 -1.91× 10−2 3.14× 10−6 9.74× 10−2 8.87× 10−1
GARCH (2.37 × 10−2) (2.36 × 10−2) (7.97 × 10−7) (1.30 × 10−2) (1.40 × 10−2) -5.928
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
-2.23× 10−2 -1.91× 10−2 4.61× 10−6 1.23× 10−2 8.78× 10−1 7.83× 10−2
DAX TGARCH (2.37 × 10−2) (2.36 × 10−2) (1.56× 10−7) (1.77× 10−2) (1.55× 10−2) (1.52× 10−2) -6.121
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
-2.23× 10−2 -1.91× 10−2 -2.14× 10−1 -1.54× 10−1 9.76× 10−1 1.28× 10−2
EGARCH (2.37 × 10−2) (2.36 × 10−2) (4.10 × 10−4) (1.37 × 10−2) (3 × 10−6) (1.17 × 10−2) -5.998
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
In Figure 3.5 the price and the return process of three indices are depicted. For the
S&P 500 the period from 3/08/2005 to 13/09/2013, for FTSE 100 the period from
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27/07/2005 to 17/09/2013 and for DAX from 15/08/2005 to 15/08/2013. The return
series are of length 2048 for all indices. In Table 3.1 the estimated parameters of the
GARCH(1,1), TGARCH(1,1) and EGARCH(1,1) are presented. It must be noted that
AR(1) model is applied on rt (i.e rt = w0 + w1rt−1) to remove any correlation and the
obtained residuals are modeled. The estimates of w0 and w1 are presented in Table 3.1.
For each method, the first row gives the estimated values, the second row shows the
standard error of the estimates (within brackets) and the third row shows the level of
statistical significance, with ∗, ∗∗ and ∗∗∗ denoting significance at the 10%, 5% and 1%
levels respectively. The AIC value associated with each model is given in the far right
column. It can be observed that some of the parameters of the EGARCH models take
negative values, including the parametrs α0 and α1. Additionally, the results suggest
that the assymetric models improve the fit in terms of AIC, with the TGARCH having
the best performance. However, the comparison involves only the parsimonious versions
of the models. In Section 5.3.1 the same models are utilized on smoothed data and the
resulting AIC values are illustrated in Table 5.6.
3.4 Alternative Models
In quest of a model that can capture as many as possible of the aforementioned styl-
ized facts various different approaches have been proposed. Besides the GARCH-type
models that assume a deterministic function to govern the dynamics of σ2t , there exist a
class of models known as stochastic volatility models. A notable example is the Heston
model[132]. The theoretical properties of stochastic volatility models and their compat-
ibility with the empirical properties of financial time series are discussed in [32, 33, 257].
Furthermore, generalizations of the Heston model in an effort to better explain the time
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behaviour of financial time series, such as the leverage effect, have been proposed [33].
There are also long memory models which are able to reproduce autocorrelation similar
to those observed in the ACF plots of real data [40]. More recently, alternative methods
to stochastic modeling have been introduced, such as agent-based models which aim to
explain volatility clustering [167] and fat tails [93] in terms of the behaviour of mar-
ket participants. Furthermore, information based approaches suggest that the relation-
ship between financial news and movements in financial markets, can be an alternative
method for modeling and explaining financial data [7, 213].
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Memory Based Modeling
4.1 Motivation
Memory has an important role in TSA for it implies some degree of dependence. In
particular, long memory is the strong dependence between observations that are sepa-
rated by large time intervals. The concept of long memory dates back to 1951 [137] when
Hurst observed the existence of persistence (his description for the phenomenon) in river
flow data as well as in other geophysical series he studied. Later, the idea was applied
to many different fields in an effort to give a better representation of the behaviour of
some time series including financial data [40, 78, 173, 174]. Some studies observed that
the autocorrelation function of GARCH-type models can decay exponentially to zero
[78], but when the sum of the parameters of a GARCH model takes values near one
(
∑p
i=1 αi+
∑q
j=1 βj (see (3.6)) a shock in the volatility will persist over a long time scale
[176]. In fact, a shock in volatility will persist forever if the order of integration is one. In
contrast, the long memory models predict that a shock will slowly weaken and disappear
in a hyperbolic rate (i.e γX(τ) ∼ C|τ |−α as τ →∞ see (2.9) ). Assume a stationary long
memory process {Xt} and a stationary short memory {Yt} (i.e an ARMA(p,q)). From
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[28] the autocorrelation function of the long memory process has the property
∞∑
τ=−∞
ρX(τ) =∞, (4.1)
as described in (2.9), on the other hand for a short memory process the following holds
∞∑
τ=−∞
ρY (τ) <∞. (4.2)
From (4.1) a long memory process allows for small autocorrelations at large time lags
[28]. A short memory process can possibly exhibit strong autocorrelation at small time
lags but the autocorrelation will decay quickly. For example when a small number of
time lags is taken into account the sum of autocorrelations of a short memory can be
higher than the sum of autocorrelations of a long memory. However, as autocorrela-
tions at larger lags are added the sum for the long memory process will become non-
summable while for short memory the sum of the autocorrelations will converge [42].
This property can be very important in TSA for it can determine the appropriate model
that better explains the behaviour of the data, by giving emphasis to the rate at which
the autocorrelation function decays[160]. In Figure 3.3 the phenomenon is observed in
the estimated autocorrelations of the squared and the absolute logarithmic returns of
the S&P500.
4.2 Memory Detection Tools
The memory of a process is directly related to its variance. In the time domain we
are interested in the (autoco-) variance between distant observations, and in the fre-
quency domain we want to know how much variability is explained by components of
the variance at low frequencies. To investigate the memory of a time series the following
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methods are proposed
• Autocorrelation Function
The autocorrelation function (2.1) of {Xt} is usually inspected visually through esti-
mated ACF plots, ρX(τ) =
γ(τ)
γ(0)
for τ = 0, 1, 2 · · · . For a long memory process the
autocorrelation decays hyperbolically. Autocorrelation is deemed to be insignificant as
long as it lies within the range ±T−1/2. For any time lag at which the autocorrelation
takes a value outside this interval the autocorrelation is assumed to be significant at this
lag. However as when the process, {Xt}, is correlated it is difficult to interpret the con-
fidence intervals for the autocorrelations [28]. Thus, instead of inspecting each time lag
individually it may be more informative to investigate the sum of the autocorrelations,
which for high values may imply long memory.
• Spectral Density Function
Assume a zero mean series {Xt} for t = 1, 2, · · · , T with spectral density function SX(f)
as defined in (2.2). There exist various methods to estimate SX(f) [205], the simplest of
which is the periodogram Sˆ
(p)
X (f) which utilizes a biased estimator of the autocovariance
γˆ
(p)
X (τ) in (2.2):
γˆ
(p)
X (τ) =
1
T
T−τ∑
t=1
XtXt−τ , for τ ≤ T − 1 (4.3)
thus the estimated SDF takes the form
Sˆ
(p)
X (f) =
T−1∑
τ=−(T−1)
γˆ
(p)
X (τ)e
−i2pifτ
=
1
T
T−1∑
τ=−(T−1)
T−|τ |∑
t=1
XtXt+|τ |e−i2pifτ
=
1
T
T∑
j=1
T∑
k=1
XjXke
−i2pif(k−j)
(4.4)
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hence
Sˆ
(p)
X (f) =
1
T
T∑
j=1
Xje
i2pifj
T∑
k=1
Xke
−i2pifk
=
1
T
∣∣∣∣∣
T∑
k=1
Xke
−i2pifk
∣∣∣∣∣
2 (4.5)
When the underlying zero mean process has long memory the spectral density function
will have a pole at zero.
4.3 Long Memory Models
The long memory models introduced in this section are capable of capturing the char-
acteristics of the autocorrelation function of a series which exhibits dependence between
distant observations or equivalently a sharp increase in the spectral density function as
the frequency decreases towards zero.
4.3.1 Discrete Fractional Brownian Motion and Discrete Frac-
tional Gaussian Noise
A Fractional Brownian Motion (FBM) is a generalization of the normal Brownian Motion
defined in [174] as follows
Definition 7. A FBM BH(t) is a zero mean non-stationary Gaussian random process
with covariance function
E[BH(t)BH(s)] =
σ2B
2
[|t|2H + |s|2H − |t− s|2H ] (4.6)
where σ2B is the variance and 0 < H < 1 the Hurst exponent of the process BH(t).
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In particular forH = 1/2 it reduces to the ordinary Brownian motion withE[BH(t)BH(s)] =
min(t, s).
A Discrete Fractional Brownian Motion (DFBM) has the following properties:
1. BH(0) = 0.
2. BH(t) is Gaussian random variable with zero mean and variance E[BH(t)
2] = t2H .
3. For any choice of n and 0 < t1 < t2 < ... < tn, the increments BH(t2) −
BH(t1), ..., BH(tn)−BH(tn−1) are independent and stationary.
4. BH(t) is self similar, meaning thatBH(ct) has the same distribution law as c
HBH(t).
In this work, we assume that the FBM is sampled at regular time intervals. Thus the
DFBM is defined as
B[κ] = BH(κ∆t) κ ∈ Z (4.7)
where ∆t is the sampling period (for the scope of this work ∆t = 1). The increment
process X(κ∆t) = B((κ + 1)∆t) − B(κ∆t), called Discrete Fractional Gaussian Noise
(DFGN) is zero mean and stationary, which is represented by X[κ] = B[κ + 1]− B[κ],
and for τ ∈ Z has an autocovariance of the form
γX(τ) =Cov(X(κ), X(κ+ τ))
=Cov (B(κ+ 1)−B(κ), B(κ+ τ + 1)−B(κ+ τ))
=E[B(κ+ 1)B(κ+ τ + 1)]− E[B(κ+ 1)B(κ+ τ)]
−E[B(κ)B(κ+ τ + 1)] + E[B(κ)B(κ+ τ)]
(4.8)
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From (4.6) the autocovariance of the DFGN is expressed as
γX(τ) =
σ2B
2
(|τ + 1|2H − 2|τ |2H + |τ − 1|2H) (4.9)
It is therefore apparent that for H = 1/2 the autocovariance function γ(τ) is equal to
zero (except for τ = 0) as in the case of a Brownian Motion. Assume the function h(x)
with
h(x) = (1− x)2H − 2 + (1 + x)2H . (4.10)
then the autocovariance function of the DFGN can take the form
γX(τ) =
1
2
τ 2Hh
(
1
τ
)
(4.11)
By using the Taylor expansion of h(x) at the origin and noting that γ(τ) = 1
2
τ 2Hh(1/τ)
for τ ≥ 1 from (4.11) the autocovariance for τ →∞ is described by
γX(τ) = H(2H − 1)τ 2H−2 (4.12)
which implies long range dependence for 1/2 < H < 1 :
∑∞
τ=0 γX(τ) =∞. It is therefore
apparent that both DFBM and DFGN processes are entirely characterized by H and
σ2B. The importance of the Hurst exponent H is twofold. It determines the memory of
the process but also controls the roughness of its path. For example for 0 < H < 1/2 a
DFBM process has short memory and its trajectory is quite rough, while for 1/2 < H < 1
distant observations from the past have significant influence to the present values of the
process which presents smooth sampled paths. From [28], the theoretical SDF of {Xt}
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is expressed as
SX(f)− 2CS(1− cos f)
∞∑
j=−∞
|2pij + f |−2H−1, for pi < f < pi (4.13)
where CS = σ
2
B(2pi)
−1 sin(piH)Γ(2H + 1). Thus the spectral density function takes the
form
SX(f) = 2CS|f |1−2H , for − pi < f < pi (4.14)
and as f → 0 and for 1/2 < H < 1 there is a pole at 0 which is an indication of long
memory [183].
Later in this chapter, the DGFN process will be used as the building block for the
construction of a new model named D-DFGN (Double Discrete Fractional Gaussian
Noise) that aims to describe financial returns.
4.3.2 Autoregressive Fractionally Integrated Moving Average
ARFIMA is a model able to capture long memory behaviour in a time series [115, 135].
Definition 8. An ARFIMA is a generalization of the standard ARIMA (p,d,q) (see
Chapter 2). When the differencing operator is applied to the series {Xt} d times, with
d ∈ R, then the following series results
{∇dXt} = (1−B)dXt =
∞∑
l=0
(
d
l
)
(−B)lXt
= Xt − dXt−1 − 1
2
d(1− d)Xt−2 − 1
6
d(1− d)(2− d)Xt−3 − · · ·
(4.15)
if the series {∇dXt} is a stationary ARIMA(p,q) model then the series {Xt} is an
ARFIMA(p,d,q) process.
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The simplest case is the ARFIMA(0,d,0) which implies that after the differencing the
resulting process {∇dXt} is a white noise with σ2 and a mean equal to zero. Let {Xt}
be an ARFIMA(0,d,0) process, from [28] the autocovariance and the spectral density
function of {Xt} are given by
γX(τ) = E[XtXt−τ ] =
σ2 (−1)τ (−2d)!
(τ − d)!(−τ − d)! (4.16)
and
SX(f) = σ
2
 |2 sinpif |−2d, 0 < f < 1/2 (4.17)
It is immediately observed that for the simplest process, the ARFIMA(0,d,0), both the
ACF and the SDF will indicate the existence of long range dependence when d > 0. In
particular from (4.16) the rate of decay of γX(τ) for τ →∞ is slow when d > 0 and the
spectral density given in (4.17) will show a pole as f → 0. The fractional integration
parameter d is usually estimated through the spectral density function (periodogram)
on the raw data as proposed by [108] or by decorrelating and decomposing the process
and obtaining a relationship between the variance and the frequency (or dyadic scales
when DWT is employed) of the process from which d can be estimated as in [182]. The
aforementioned methods as well as extensions thereof are compared in [198].
4.4 The D-DFGN Model
Modeling financial data (logarithmic returns) often faces two challenges, the ability to
predict the rate of change in direction (i.e how quickly positive changes turn to negative)
and the magnitude of the change (i.e the absolute value) [133]. In this section we provide
a novel model that captures this information while being compatible with a number of
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the stylized facts discussed in Section 3.2. Furthermore, along the lines of the model’s
construction a discussion about long memory in financial time series is developed. The
discussion provides some new results that contribute to the debate between long memory
and short memory contaminated by structural breaks in financial time series. To this
end we employ the Hurst exponent [137], which is extensively used in Econophysics, and
the discrete fractional Gaussian noise used in Time Series Analysis.
4.4.1 Hurst and Predictability
Given the characteristics (stylized facts) of financial data it is natural to consider their
degree of predictability rather than the capabilities of a specific model. Several authors
have proposed the Hurst parameter H, as a measure of the stock market efficiency and
predictability [215, 87, 117, 53, 54, 179]. The aforementioned studies argue that the
Hurst exponent measures the long-range dependence exhibited by the return series of
the asset under analysis. In a general framework H = 0.5 indicates a random series
while H > 0.5 indicates a trend reinforcing series. It is reasonable to assume that
predictability in financial markets exists at periods during which the price process is
less noisy. For instance a smooth process can possibly be observed when under the
current conditions there is a common belief (majority of the market participants in
terms of trading volume) that the observed price is either undervalued or overvalued.
Thus, actions (trades) towards the “correct” price are taking place in the market which
signal the prevailing trend. There are several methods for estimating the Hurst exponent,
each one with its weaknesses and its strengths [243]. The most commonly used are
the Rescaled Range (R/S) and the Detrended Fluctuation Analysis (DFA) which are
employed in this work. The estimation methods are presented below
• R/S method [215]
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1. Assume a time series X = X1, X2 · · ·XT .
2. Calculate the mean µ = 1
T
∑T
i=1Xi.
3. Calculate the mean adjusted series A,
At = Xt − µ, t = 1, 2, ...N .
4. Calculate the cumulative deviate series B,
Bt =
∑N
t=1At, t = 1, 2, ...T .
5. Calculate the range series R,
Rt = max(B1, B2, ..., BT )−min(B1, B2, ..., BT ), t = 1, 2, ...T .
6. Calculate the standard deviation series S,
St =
√
1
t
∑T
i=1(Xi − u)2, t = 1, 2, ...N , where u is the mean value from X1 to
Xt.
7. Calculate the rescaled range series (R/S)t =
Rt
St
, t = 1, 2, ...T .
Note that (R/S)t is averaged over the regions [X1, Xt], [Xt+1, X2t] until [X(m−1)t+1, Xmt]
where m = (T/t). In practice, to use all data for calculation, a value of t is chosen that
is divisible by T . The relationship between (R/S)t and the Hurst exponent H is given
by
(R/S)t = cαt
H
⇒ log(R/S)t = H log(t) + log cα
(4.18)
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with cα a constant. Hence H can be estimated by OLS as the slope of the regression of
log(t) against log(R/S)t.
• DFA method [203]
1. Assume a time series X = X1, X2 · · ·XT .
2. Calculate the mean µ
µ = 1
T
∑T
i=1Xi.
3. Calculate the cumulative sum or profile At
At =
∑t
i=1Xi − µ.
4. Cut the profile At into Ts = [T/s] non-overlapping segments of equal length s.
5. For each segment n with length s fit φn(t) = αnt+ bn (or other polynomial) using
OLS and estimate the local trend.
6. Calculate the detrended time series for segment duration s, denoted by As(t)
As(t) = At − φn(t).
7. Calculate the variance of each segment
F 2s (n) =
1
s
∑s
i=1A
2
s
(
(n− 1)s+ i
)
8. Calculate the average variance of all segments F (s)2 = 1
Ts
∑Ts
n=1 F
2
s (n)
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H is estimated as the slope of the regression of logF (s) to log s. For different choices of
s if the process has long memory then the following holds
F (s) = cβs
H (4.19)
where cβ is a constant. Hence F (s) can be estimated by regressing logF (s) on log s
using OLS. When the length T is not a multiple of the considered time scale s, a
short part at the end of the profile will remain. In order not to disregard this part of
the record, the same procedure is repeated starting from the other end of the record.
Thus, 2Ts segments are obtained altogether, and the procedure described is applied. For
illustration purposes the R/S method is applied on the S&P 500 from June 1981 to
February 2013 and the estimated Hurst exponent takes the value Hglobal = 0.55. The
term global in the subscript implies that the estimation method is performed only once
to the entire data set. However a time varying Hurst exponent can also be considered.
Figure 4.1: Hurst exponent of rt (black) and |rt| (red) over a sliding window of 256
observations
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The Hurst exponent Hrt of the process rt is informative of the roughness of the price
process Pt. For a small Hrt , i.e 0 < Hrt < 1/2, the process is anti-persistent. In other
words, when Hrt → 0+ a positive return rt > 0 at time t is more likely to be followed
by a negative rt+1 < 0 and so on. For Hrt ≈ 0.5 the return series should resemble the
incremental values of a random walk. When 1/2 < Hrt < 1 the price will be smooth
and the process rt will be dominated by long periods of either positive or negative
consecutive values. As Hrt → 1− the process Pt becomes smoother. The relationship
between the value of the Hurst parameter and the smoothness of the underlying process
is developed later in Section 4.3.1. Analogously, the Hurst exponent H|rt| of |rt| provides
information about the memory in the magnitude of the changes. A high value of H|rt|
implies that the level of the most recent change is most likely to be of the same scale with
a number of past values of |rt|. However, the aggregational Gaussianity observed implies
that financial returns cannot be described by constant values of Hrt and H|rt|. From
Definition 3 it is reminded that a stochastic process {Xt}t≥0 is said to be self-similar if
there exists HX > 0 such that for any scaling factor c > 0, the processes {Xct}t≥0 and
{cHXXt}t≥0 have the same law:
{Xct}t≥0 d= {cHXt}t≥0. (4.20)
However, in [65] it is pointed out that the shape of the distribution of logarithmic
returns is not the same at different time scales which invalidades (4.20). Moreover, from
[185] as c increases, the distribution of logarithmic returns looks more and more like a
Gaussian law, while for c = 1 it is leptokurtic with fat tails. For example the estimated
excess kurtosis of weekly returns can get a much lower value to the estimated excess
kurtosis of the daily returns, while monthly returns of some equities can be thought of
as normally distributed random variables. Scale-invariant distributions of logarithmic
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returns have been observed by [120, 65], where it is manifested that the self-similarity
property described above does not hold at all time scales but only for short ones, typically
less than a week. In addition, in [268] it is pointed out that different values of H are found
for different values of c in certain Foreign eXchange (FX) time series, which suggests
that the process is more likely to be multifractal rather than self-similar. The theory of
multifractals examines a more general relationship where H(c) is a function of c. Instead,
we consider time varying Hrt and H|rt| also proposed in [11, 56]. In Figure 4.1 Hrt and
H|rt| for a sliding window of length 256 are illustrated. It is observed that since February
of 1982 the two statistics have the tendency to diverge with a particular high negative
correlation when the market is “flat”. It can be assumed that the upward trend of H|rt|
and the decreasing tendency of Hrt are related to the growing efficiency in financial
markets. However, this pattern is interrupted during significant market movements. In
fact, when the market is “rallying” the correlation seems to be positive, mainly due to
the behaviour of Hrt which increases in value. Specifically, Hrt shows a neat increasing
behaviour with time in the period preceding the unfolding of the crisis, as expected, but
strong fluctuating behaviour after 2008 with values a little bit greater than 0.5. Moreover,
H|rt|, after a decreasing behaviour, as expected before the beginning of the crisis, shows
an increasing behaviour and from 2008 and onwards, an almost constant time behaviour.
Additionally, during periods of “market crashes” and “financial crises” it is observed
that they evolve with negative correlation. More precisely during financial meltdowns
Hrt increases while H|rt| declines. Nevertheless, it must be noted that the displayed
behaviour of the two statistics is dependent to the length of the sliding window and their
relationship may vary for different choices of the length of the window. Many authors
have proposed different measurements of the Hurst exponent including the time varying
and the Generalized Hurst (different moments) methods aiming to capture important
characteristics and test the properties of a stochastic process [11, 56, 178, 187]. The
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study of the interrelationship and the statistical behaviour of Hrt and H|rt| has not been
discussed before to the best of our knowledge. They will be used later as the (hyper-
) parameters of a model that describes the process of the logarithmic returns. The
objective is to provide a parsimonious model that takes this information into account
while being in line with the established properties of the data. Prior to this the statistical
tools used and their properties are discussed.
4.4.2 Volatility Clustering and Long Memory
In this section we attempt to give a quantitative description of the debate between the
two main approaches that aim to explain the tendency for volatility periods of similar
magnitude to cluster. The theoretical autocorrelation functions for various GARCH(1,
1) models are found to be exponentially decreasing [78], which is rather different from
the sample autocorrelation function for the real data. Recently, the hidden or less under-
stood features of financial time series such as long-term memory have been studied on
different classes of assets [102, 36]. The presence of long memory means that the market
does not immediately respond to an amount of information flowing into the financial
market, but reacts to it gradually over a period. Therefore, past price changes can have
a significant influence on current changes and can be used for the prediction of future
price changes. Thus, in financial time series modeling it is of interest to know whether
the long memory property of the volatility is only due to the existence of different
volatility clusters or there is also memory observed within clusters. The reason is that
in the first case the source that produces the observed returns goes through periods of
different volatility regimes but without strong memory within each regime, while in the
second case there is significant memory inside a cluster which implies some dependence
no matter the choice (likelihood) of the segmentation.
In [186] the lack of robustness of the detection tools, presented in Section 4.2, in dis-
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tinguishing long memory from non-stationarity is discussed. It is evidenced that under
non-stationary second moment both the ACF and the periodogram can wrongly indicate
the presence of long memory in the series. Assume the sample of the process {Yt} for
t = 1, 2, · · ·T which can be divided to subsamples of distinct stationary processes. More
precisely, let pl, l = 0, · · · , η be positive numbers such that p1 + p2 + · · · pη = 1 and
p0 = 0. Also define ql = p0 + p1 + · · · pl, l = 0, 1, · · · η. Now the sample Y1, Y2, · · · , YT
can be written as
Y
(1)
1 , Y
(1)
2 , · · ·Y (1)[Tq1], · · · , Y
(r)
[Tqη ]+1
, Y
(r)
[Tqη ]+2
, · · ·Y (η)T (4.21)
where the η subsamples come from distinct stationary ergodic models with finite second
moment. As a result {Yt} is not stationary. Let the sample ACF of Yt described by
γˆY (τ) =
1
T
T−τ∑
t=1
(Yt − Y¯ )(Yt−τ − Y¯ ) (4.22)
where Y¯ denotes the sample mean. In [186] an expression of the autocorrelation which
respects the existence of the distinct η subsamples is derived. By the ergodic theorem
it follows for fixed τ > 0 as T →∞ that
γˆY (τ) =
η∑
l=1
pl
1
Tpl
[Tql]∑
t=[Tql−1]+1
Y
(l)
t Y
(l)
t+τ −
 η∑
l=1
pl
1
Tpl
[Tql]∑
t=[Tql−1]+1
Y
(l)
t
2
+ o(1)→
η∑
l=1
plE[Y (l)0 Y (l)τ ]−
(
η∑
l=1
plE[Y (l)]
)2
=
η∑
l=1
plγˆY (l)(τ) +
∑
1≤i<l≤η
pipl
(
E[Y (l)]− E[Y (i)]
)2
a.s
(4.23)
Thus from the second term of (4.23) it is easier to perceive the difficulty to distinguish
between a long memory process and a process with structural breaks using the ACF.
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Suppose that r1,r2,· · · ,rT is a log-return series which consists of disjoint subsamples
of white noise processes with different variances. It is straightforward to notice that
E[rt] = 0, for t = 1, 2, ..., T and that for Y = r the autocorrelation ρY (τ) = 0 for any
τ ∈ N. However, for Y = |r| or Y = r2 the autocorrelation will decay exponentially for
small τ but approaches a positive constant for large τ . That is because the autocorrela-
tion ρY (l)(τ) of the subsamples Y
(l), for 1 ≤ l ≤ r, will decay exponentially for τ →∞,
but the overall ACF ρY (τ) for sufficiently large τ is close to a strictly positive constant
given by the second term in Equation (4.23).
In addition in Section 4.2 the periodogram is introduced as a tool which can be used
to estimate the SDF of a process. The presence of long memory is detected by ob-
serving high values of the SDF at low frequencies. In [186] it is pointed out that the
periodogram at low frequencies can become arbitrarily large if the expectations E[Y (l)]
of the sequences Y (l) differ. Consider the estimated periodogram of the process {Yt}
given in (4.21) for t = 1, 2, ..., T , which is denoted by Sˆ
(p)
Y (f) and defined as (see Section
4.2)
Sˆ
(p)
Y (f) =
1
T
∣∣∣∣∣
T∑
t=1
Yte
−i2pift
∣∣∣∣∣
2
(4.24)
which for the scope of this task can take the equivalent expression
Sˆ
(p)
Y (λ) =
∣∣∣∣∣ 1√T
T∑
t=1
Yte
−iλt
∣∣∣∣∣
2
, λ ∈ [0, pi] (4.25)
which is evaluated at the Fourier frequencies λj =
2pij
T
. The following expression of
Sˆ
(p)
Y (λ) which respects the formation of the sample of the {Yt} described in (4.21) is
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derived
Sˆ
(p)
Y (λ) =
∣∣∣∣∣∣ 1√T
η∑
l=1
[Tql]∑
t=[Tql−1]+1
Y
(l)
t e
−iλjt
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣ 1√T
η∑
l=1
[Tql]∑
t=[Tql−1]+1
(Y
(j)
t − E[Y (l)t ])e−iλjt
+
1√
T
η∑
l=1
E[Y (l)t ]
[Tqj ]∑
t=[Tql−1]+1
e−iλjt
∣∣∣∣∣
2
(4.26)
it can be noted that
η∑
l=1
E[Y (l)t ]e−iλj([Tql−1]+1)
[Tql]−[Tql−1]−1∑
t=0
e−iλjt =
=
e−iλj
1− e−iλj
η∑
l=1
E[Y (l)t ](e−iλj [Tql−1] − e−iλj [Tql])
=
e−iλj
1− e−iλj
[
E[Y (1)]− E[Y (η)]−
η−1∑
l=1
(
E[Y (l)]− E[Y (l+1)]
)
e−iλj([Tql])
] (4.27)
which does not sum to zero if the expectations E[Y (j)] vary with j. We need to inves-
tigate the behaviour of the Sˆ
(p)
Y (λj) as λj → 0. If the results suggest that assuming no
dependence between subsamples the estimator of the SDF of the entire sample is ex-
pected to peak around zero, then the SDF might not be the appropriate tool to test for
long memory. Assuming uncorrelatedness between different subsamples, straightforward
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calculation yields for λj → 0 that
E[Sˆ(p)Y (λj)] =
η∑
l=1
plE
∣∣∣∣∣ 1√Tpl
[Tql]−[Tql−1]−1∑
t=1
(Y
(l)
t − E[Y (l)])e−iλjt
∣∣∣∣∣
2
+∣∣∣∣∣ 1√T
η∑
l=1
E[Y (l)t ]
[Tql]∑
t=[Tql−1]+1
e−iλjt
∣∣∣∣∣
2
=
η∑
l=1
pl
(
var(Y (l)) + 2
[Tpl]−1∑
h=1
(
1− h
Tpl
)
γY (l)(h)cos(fh)
)
+
1
T
1
|1− e−iλj |2
∣∣∣∣∣E[Y (1)]− E[Y (η)]−
η−1∑
l=1
(E[Y (l)]− E[Y (l+1)])
∣∣∣∣∣+ o(1)
=
η∑
l=1
pl[2piSY (l)(λj)] +
1
T
1
|1− e−iλj |2
∣∣∣∣∣E[Y (1)]− E[Y (η)]
− (1 + o(1))
η−1∑
l=1
(E[Y (l)]− E[Y (l+1)])e−i2pijql
∣∣∣∣∣
2
+ o(1)
=
η∑
l=1
pl[2piSY (l)(λj)] +
1
Tλ2j
∣∣∣∣∣E[Y (1)]− E[Y (η)]−
η−1∑
l=1
(E[Y (l)]
− E[Y (l+1)])e−i2pijql
∣∣∣∣∣
2
+ o(1)
(4.28)
where SY (l) denotes the SDF of the sequence Y
(l). Now assume that each of the sub-
sequences Y (l) has a continuous SDF on [0, pi], then the first term in (4.28) is bounded
for all frequencies λj, in particular for small ones. If Tλ
2
j → 0 as T → ∞ the order of
magnitude of the second term in equation (4.28) is determined by (Tλ2j)
−1. For the sake
of illustration assume η = 2. Then the Equation (4.28) turns into
p1[2piSY (1)(λj)] + p2[2piSY (2)(λj)] +
1
Tλ2j
|E[Y (1)]− E[Y (2)]|22(1− cos(2pijp1)) (4.29)
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Under the assumption E[Y (1)] 6= E[Y (2)], the right-hand probability for small Tλ2j is of
order
(Tλ2j)
−1(1− cos(2pi{jp1})) (4.30)
where {ξ} denotes the fractional part of ξ. As it is pointed in [186], for j such that Tλ2j
is small, the quantity (4.30) is either 0 or bounded away from 0, uniformly for all j. The
effect on (4.29) is that this quantity becomes arbitrarily large for various small values
of j as T → ∞ and is bounded from below by the weighted sum of the spectral den-
sities p1[2piSY (1)(λj)] + p2[2piSY (2)(λj)]. Assume now that a log-return series r1, · · · , rT
is modeled by disjoint subsamples from distinct GARCH models. Because E[rt] = 0,
we see that the second term in (4.28) disappears. Moreover, since a GARCH process is
white noise, its spectral density is a constant. According to (4.28), we expect the peri-
odogram estimates to be flat, that is, approximate a constant. This is in agreement with
periodogram estimates on log-return data. The situation changes when one considers
the periodogram of the absolute values |r1|, · · · , |rT | and the squares r21, ..., r2T . Because
the ACFs of both series decay exponentially fast, the spectral densities S|r(i)| and Sr(i)2
corresponding to the ith GARCH model are continuous functions on [0, pi]. Thus the
apparent explosion of the spectral estimate for absolute and squared returns at small
frequencies could be due to the second term in (4.28), which is nonnegligible because
the expectations E[|r(i)t |] and E[r(i)2] differ in the different subsamples.
To overcome the difficulties that arise from the use of the ACF and the SDF we intend
to investigate the memory properties after the series is segmented with respect to struc-
tural changes in the first and the second moment. Assume there are N clusters detected
and located1 using the Mood test statistic as described in [226]. The method developed
in [226] aims to detect multiple change points in the mean and the variance of the un-
derlying distribution in an on-line fashion, while the pre and post - change distributions
1The cpm package in R is employed [228]
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are unknown. Although on-line detection is not a requirement for this task we adopt
the method for it can still detect multiple changes in a given sample. It is assumed that
the we want to monitor the observations Yi (in this work Yis can be thought of as the
logarithmic returns) which when the monitoring starts can be obtained by a distribution
F0 and at a time point τ the distribution that generates Yi changes to F1 as explained
in Equation 4.31
Yi ∼
 F0 for i < τ,F1 for i ≥ τ (4.31)
To test for a change a hypothesis test is designed. Unlike other existing methods that
assume a fixed size dataset, the test proposed in [226] is designed to test for changes
while new information is added. That is described by the following hypothesis test
H0 : ∀i Yi ∼ F0, H1 : ∃k < t : Yi ∼
 F0 for i < τF1 for i ≥ τ
Hence, the CPM method relies on a statistic evaluated at every time point, and the
maximum value being compared to a predetermined threshold. For the scope of this
work we only discuss the ability of the method to detect changes in the variance of
the underlying process. For the simplest version of the Mood test, it is supposed that
there are T points spread over two samples T1 and T2, then assuming no tied ranks, the
expected rank of each point under the null hypothesis that both samples are identically
distributed is (T + 1)/2. The rank of the ith observation at time t is defined as
g(yi) =
t∑
j 6=i
I(yi ≥ yj) (4.32)
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where yi is the i
th observation of the sample and I is the indicator function. The Mood
test employs a test statistic which measures the extent to which the rank of each point
deviates from its expected value:
M
′
=
∑
yi∈T1
(g(yi)− (T + 1)/2)2 (4.33)
The distribution of M
′
is independent of the underlying random variables, with mean
µM ′ = nT1(T
2−1)/12 and variance σ2
M ′ = nT1nT2(T+1)(T
2−4)/180, whose standardized
expression is given by
M =
∣∣∣∣∣M
′ − µM ′
σM ′
∣∣∣∣∣ (4.34)
Where the absolute value ensures that both increases and decreases in the scale param-
eter can be detected. For every observation xi, M is evaluated, with the series being
split into two samples around each point. The maximum value of M is compared to
a predetermined threshold value. The threshold is subject to the Average Run Length
(ARL0)(see Chapter 6). If the maximum value of M exceeds the threshold a changed
is flagged. A method to estimate the threshold value given an ARL0 value is proposed
in [226]. The choice of a nonparametric test is motivated by the discussion in Section
3.2 on non-Gaussianity. Let H|rt|,n, with 1 ≤ n ≤ N be the estimated Hurst exponent
of the absolute value of the return series observed within cluster n. The change point
detection method is applied to rt. Also, Hˆ|rt| =
(∑N
n=1H|rt|,n
)
/N represents the mean
of the Hurst exponents of all N clusters. For the S&P500 the Mood method is applied,
with the average number of observations before a false positive (ARL0) taking the val-
ues of 100,200 and 300, and the number of observations after which monitoring begins
(startup) set to be 20,50 and 80, the resulting 9 different settings illustrated in Figures
4.2-4.4. Usually, in change point detection tasks the choice of ARL0 and startup input
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values are up to the modeler. That is because there is a trade-off between ARL0 and the
expected detection speed. As the average number of observations before a false positive
increases the mean delay until a change is detected also increases. Thus, if a modeler’s
priority is to detect a change as quickly as possible a small ARL0 is selected, but this
comes at a price in the frequency of falsely detected changes which in this case will be
high. Additionally, since we assume no prior knowledge of any descriptive statistics (i.e
first and second moment) of the regimes (distributions) before and after the change, a
burn-in period called startup is required within which information about the process is
extracted (i.e the first and the second moment are estimated for parametric models). A
longer startup results in more accurate information about the process before the change,
however if the period is long enough to include observations from two (or more) dis-
tinct regimes it will lead to inaccurate estimates. Practically, a modeler sets the value
of startup equal to a length at which it is assumed that no change occurs. In the next
step the mean Hurst exponent of the absolute values of every resulted segmentation is
estimated. To avoid significant estimation errors, clusters of length less or equal to 50
are neglected.
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Figure 4.2: Segmented S&P500 with ARL0 = 100 and startup = {20, 50, 80}
Figure 4.3: Segmented S&P500 with ARL0 = 200 and startup = {20, 50, 80}
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Figure 4.4: Segmented S&P500 with ARL0 = 300 and startup = {20, 50, 80}
In Table 4.2 the Hˆ|rt|,n of all proposed segmentations is presented. As a benchmark,
the value of Hˆ|rt|,n of a White Noise (WN) over non-overlapping windows of length
W = {50, 100, 200, 250} is estimated. The statistics when the underlying process is a
white noise are presented in Table 4.1, the estimates have been obtained through 10000
simulations of WN series of length 2000 for each window selection W .
Table 4.1: The statistics (mean, standard deviation, 95-th percentile and 99-th per-
centile) of the Hˆ|rt|,n for different choices of window lengths when rt is a WN
W Mean SD Pˆ0.95 Pˆ0.99
50 0.5909 0.0258 0.6334 0.6500
100 0.5778 0.0243 0.6183 0.6345
200 0.5674 0.0251 0.6089 0.6258
250 0.5589 0.0282 0.6044 0.6227
It is observed that for some segmentation choices the value H|rt|,n of the S&P500 lies
outside the 95-th percentile of the corresponding value of the WN . Thus the high H|rt|,n
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of the S&P500 for different values of ARL0 and startup suggests that memory might
exist within clusters regardless of the segmentation. Therefore an appropriate model
to generate data with properties similar to the financial returns requires the ability
to replicate these memory characteristics. GARCH models are proven to be able to
capture ARCH effects, however within a cluster the ARCH effect is weak if it exists
at all. Thus the memory in the absolute value observed by the Hurst exponent can be
possibly overlooked by GARCH models.
Table 4.2: The values of Hˆ|rt|,n of the S&P500 for all the proposed choices of ARL0
and startup. The number of the resulting clusters is indicated in the parenthesis.
XXXXXXXXXXXXARL0
startup
20 50 80
100 0.5981 (67) 0.6013 (55) 0.6107 (48)
200 0.6055 (56) 0.6150 (45) 0.6302 (43)
300 0.6155 (47) 0.6195 (43) 0.6311 (42)
Figure 4.5: Hrt vs H|rt| of the segmented S&P500 for ARL0 = 100 and startup =
{20, 50, 80}.
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Figure 4.6: Hrt vs H|rt| of the segmented S&P500 for ARL0 = 200 and startup =
{20, 50, 80}.
Figure 4.7: Hrt vs H|rt| of the segmented S&P500 for ARL0 = 300 and startup =
{20, 50, 80}.
In Figures 4.5 - 4.7 it can be observed that Hrt and H|rt| under specific segmentations
exhibit linear association. As Hrt increases the value of H|rt| rises to higher levels. The
pattern becomes stronger for short startup and ARL0 values. Where a short startup
period and a small ARL0 makes the detector more sensitive [226], and as a result more
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clusters are likely to be detected. The relationship of Hrt and H|rt| implies that when
the market moves towards a specific direction, either upwards or downwards, both the
rate of change in sign and the magnitude of the changes exhibit significant memory.
In addition, for lengthy startup and ARL0, which implies fewer detected regimes, the
pattern weakens and the values of Hrt are concentrated around the value of 0.5. This
is a rational market behaviour, for it implies that memory in actual returns decreases
when the length of the investigated series increases. In other words, the more distant
two time points are the more randomly the realization of the series behaves within the
two points.
4.4.3 The Model
We propose a model which we refer to as Double - Discrete Fractional Gaussian Noise,
which is able to capture some of the characteristics of asset price returns discussed
earlier, while being informative about the memory properties of the underlying process.
Definition 9. The process rt called Double- Discrete Fractional Gaussian Noise (D-
DFGN) is defined as
rt = σXtst (4.35)
The stochastic processes Xt and st are independent. Xt is a DFGN (4.3.1) with Hurst
exponent HX , V ar(Xt) = 1 and st is a sign process
st = sign(Yt) =
 1 for Yt ≥ 0−1 for Yt < 0 (4.36)
where Yt is a DFGN with Hurst exponent HY . Note that the variance of Yt has no
influence on rt, thus it is assumed that V ar{Yt} = 1.
The volatility σ is assumed to be constant. The parsimony of the model becomes ap-
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parent for it is described by the unknown parameters HX and HY and σ. In broad
terms, the value of HY determines the autocorrelation of rt and the roughness of the
price process Pt (see (3.1)), while HX is informative about the autocorrelation of |rt|.
Thus if HY = 1/2 then rt has no memory. Similarly, if HX = 1/2 the absolute values
of rt present no autocorrelation. When HX > 1/2 and HY ∈ [12 ± δ], for a small δ ≥ 0
the process rt has similar autocorrelation properties to the observed financial returns
discussed in Section 3.2. Some experimental results are provided in Section 4.4.4. The
discussion about the properties of the model starts with the variance σ2.
Proposition 4.4.1. The variance of the process rt at time t is equal to σ
2.
Proof.
V ar(rt) =E[(σXtst − E[σXtst])2]
=E[(σXtst − (σE[Xt]E[st]))2]
=σ2E[X2t ]E[s2t ]
=σ2
(4.37)
In the previous section it is illustrated that a DFGN is completely characterized by its
Hurst exponent and its variance. In the D-DFGN setting V ar(Xt) = V ar(Yt) = 1. Thus
the interest is focused exclusively on the Hurst exponents. To investigate the influence
of the parameters HY and HX on rt the theoretical autocorrelations of rt are expressed
in terms of st and Xt.
Proposition 4.4.2. The autocorrelation function ρr(τ) of the process rt is expressed by
σ2E[XtXt−τ ]E[stst−τ ].
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Proof.
ρr(τ) =E[rtrt−τ ]
=E[σXtstσXt−τst−τ ]
=σ2E[XtXt−τ ]E[stst−τ ]
(4.38)
Thus from (4.8) the expression (4.38) decays quickly when either E[XtXt−τ ] or E[stst−τ ]
converges to zero (insignificant values) for small values of τ . However, the significant
memory of the absolute values of financial returns implies a slow decaying autocorrela-
tion for Xt. To reproduce the characteristics of real data E[XtXt−τ ] must be significant
at higher lags. But the need for a memoryless rt imposes a fast decaying st, thus the
rate of the ACF decay of rt is dominated by st, with
E[stst−τ ] =
1
2
(|τ + 1|2HY − 2|τ |2HY + |τ − 1|2HY ) (4.39)
For short range dependent processes (HY <
1
2
) and the Brownian motion case (HY =
1
2
)
it can be observed that E[rtrt−τ ] ≈ E[stst−τ ] = 0 for τ > 0.
Proposition 4.4.3. The autocorrelation function ρ|r|(τ) of the process |rt| decays as
quickly as the the autocorrelation function ρ|X|(τ) of the process |Xt|.
Proof.
ρ|r|(τ) =E[|rt||rt−τ |]
=E[|σXtst||σXt−τst−τ |]
=σ2E[|XtXt−τ |]E[|stst−τ |]
=σ2E[|XtXt−τ |]
(4.40)
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It is not difficult to deduce that for high HX > 1/2 and HY ≈ 1/2 the autocorrelation
function ρr(τ) of rt is determined by st, while the autocorrelation function R|r|(t, τ) of
the absolute value |rt| is driven by Xt. Nevertheless, it must be noted that the acf of |rt|
is determined by the E[|XtXt−τ |] and not the E[XtXt−τ ]. The statistical relationship of
the two quantities is investigated in Section 4.4.5.
4.4.4 Experimental Results
Example 4.4.1. Assume a generated series rt with σ
2 = 1, HY = 0.45 and HX = 0.90.
The properties of the model are illustrated in Figure 4.8, where the simulated return
series rt and the resulting price process Pt are plotted. The simulated returns are in-
vestigated through the ACF plot, the histogram and the QQ-Plot. As the ACF plot
suggests, the model can produce similar memory properties to real life data, however by
setting a constant value for the volatility the histogram and the QQ-plot do not detect
any leptokurtic behaviour.
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Figure 4.8: Simulated process with HX = 0.90, HY = 0.45: (a) Price Process St, (b)
Return Process rt, (c) ACF of rt, (d) ACF of |rt|, (e) Histogram of the returns, (f)
QQ-Plot of the returns
.
In Definition 9 the parameters HY , HX and the variance σ
2, are assumed to be constant.
However, as discussed in Section 4.4.1 the Hurst exponents of both the return series and
the absolute return series may vary with time. In addition, the observed heteroscedas-
ticity of the realized volatility is in contrast to the assumption of a constant σ2. In
Section 4.4.2 a discussion based on volatility clustering and long memory is developed
which has motivated memory and volatility varying modeling. For that purpose the
series was segmented to periods of (assumed to be ) constant volatility. In fact, there
are several studies that propose a regime switching volatility, with stationary behaviour
within each regime period [116, 153, 123]. In the same spirit step-wise constant HX(t)
and HY (t) are assumed. The need to locate the time points at which the structural
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breaks occur has attracted the interest of a branch of statistics called change point de-
tection [138, 100, 155, 227]. To make the D-DFGN model able to accommodate these
time varying properties of the real data the Time Varying Double Discrete Fractional
Gaussian Noise (TVD-DFGN) is introduced.
Definition 10. The process rt called Time Varying Double Discrete Fractional Gaussian
Noise (TVD-DFGN) if rt is a D-DFGN with independent, time varying and piece wise
constant HY (t) , HX(t) and σt.
Example 4.4.2. Assume rt is a TVD-DFGN of length N = 1024 with time varying
parameters HX and HY and a time varying realized volatility σt defined as
HX(t) =

0.85 for 1 ≤ t ≤ 256
0.91 for 257 ≤ t ≤ 512
0.80 for 513 ≤ t ≤ 1024
and
HY (t) =

0.49 for 1 ≤ t ≤ 256
0.45 for 257 ≤ t ≤ 512
0.52 for 513 ≤ t ≤ 1024
and
σt =

0.025 for 1 ≤ t ≤ 256
0.018 for 257 ≤ t ≤ 512
0.035 for 513 ≤ t ≤ 1024
It is noted that the values of HX(t) are selected to be always higher than 0.5 which ensures
long memory in the fluctuations (volatility). Moreover, the choices for HY (t), which
describes the sign, are close to 0.5 so the simulated series represent realistic scenarios
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observed in Figure 4.1. In fact, when HY (t) = 0.5 the sign of the series behaves similarly
to a random walk which implies that the market is efficient.
Figure 4.9: Simulated process with HX = 0.9, HY = 0.45 and σ = 1: (a) Price Process
St, (b) Return Process rt, (c) ACF of rt, (d) ACF of |rt|, (e) Histogram of the returns,
(f) QQ-Plot of the returns
.
Table 4.3: The mean (sd) value of Kurtosis and ACF of the absolute values at Lags
5,10 and 15 of 1000 series of White Noise, D-DFGN and TVD-DFGN, all of length 1024.
Kurtosis ACF(5) ACF(10) ACF(15)
WN 3.01 (0.146) -0.001 (0.031) -0.002 (0.030) -0.002 (0.030)
D-DFGN 2.69 (0.455) 0.325 (0.118) 0.220 (0.118) 0.175 (0.112)
TVD-DFGN 6.23 (0.358) 0.290 (0.062) 0.251 (0.060) 0.233 (0.058)
In Table 4.3 the properties of data generated by: (a) a White Noise (WN), (b) a D-DFGN
and (c) a TVD-DFGN model are examined in terms of the estimated Kurtosis, as well
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as the autocorrelation of their absolute value at Lags 5,10 and 15. For each model 1000
series of length 1024 are produced. The WN fails to capture both the excess kurtosis of
returns and the memory properties of their absolute values. In addition, while the D-
DFGN model succeeds in capturing the autocorrelation of the absolute values, it cannot
mimic the leptokurtic behaviour of financial returns for demonstrating low kurtosis.
The TVD-DFGN seems to be able to generate data compatible with the Stylized Facts
discussed in Section 3.2.
4.4.5 Estimation of the D-DFGN parameters of an observed
process
The results of the performed simulations provide evidence that the TVD-DFGN model
can reproduce several properties of the data. In this section the estimation of HX and
HY is discussed. The process rt is observed and the values Hrt and H|rt| are calculated.
Through these values the parameters HX and HY are estimated so an appropriate
D-DFGN model is chosen that best describes the data. In fact, the parameters are
estimated within every cluster. The estimation of the parameter σ of rt, t = 1 · · ·N is
straightforward
σˆ =
√∑N
i=1 r
2
t
N − 1 (4.41)
The parameter H|rt| is associated with HX for it is the Hurst exponent of the absolute
value of the DFGN Xt, as explained in (4.40). Thus, H|rt| is independent to the process
st.
We cannot estimate HX and HY directly, but we can estimate Hrt and H|rt|. However,
we expect the latter two quantities to functionally depend onHX andHY . This motivates
us to seek a transformation which could yield estimates of HX and HY from estimates
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of Hrt and H|rt|. An analytical formula for this transformation is beyond the scope of
this thesis, so instead we utilize a data-driven approach to approximate it. As a starting
point, we utilize a linear model, but in future work this could be studied further to
consider non-linearity. Intuitively, when the autocorrelation of Xt decays slowly then the
autocorrelation of |Xt| will present significant values at large lags. Hence the following
linear association is assumed
HX = βH|rt| + HX , X ∼ N(0, σ2HX ) (4.42)
To obtain an estimate βˆ through simulations the uniform distribution is employed. It is
assumed that the two parameters are independent with
f(HX) =

1
0.90−0.40 for HX ∈ [0.40, 0.90]
0 otherwise
(4.43)
and
f(HY ) =

1
0.70−0.30 for HY ∈ [0.30, 0.70]
0 otherwise
(4.44)
Thus, 5000 series rt, with t = 1, 2, · · · , 1000, are simulated. For each simulation the val-
ues HX and HY are randomly obtained by the uniform distributions f(HX) and f(HY )
respectively. Aiming to produce series rt with statistical behaviour that corresponds to
realistic scenarios the range for HX is selected to be [0.40, 0.90], and the value of HY is
set to be in [0.30, 0.70]. As a result the Hurst exponents Hrt and H|rt| of the simulated
series coincide with the observed values of the segmented S&P500 data in Figure 4.7.
Then the dependence of the obtained values of interest is examined through (4.42). The
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scatter plot in Figure 4.10 suggests that the explanatory variable H|rt| and the response
variable HX are linearly related.
Figure 4.10: Scatter plot: H|rt| vs HX
The diagnostic plots of the residuals in Figure 4.11 show that (4.42) provides a satisfac-
tory explanation about the relationship of the two variables. Furthermore, the measured
R2 illustrated in Table 4.4 also suggests that the model is meaningful.
Figure 4.11: Diagnostic plots of residuals: (i) Histogram, (ii) QQ-plot
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Table 4.4: The OLS estimate and the R2 of the linear model (4.42)
βˆ R2
1.155 (0.001) 0.89
Likewise, it is assumed that a linear relationship can describe the dependence between
HY and the observed parameters Hrt . The scatter plots are illustrated in Figure 4.12.
The choice of explanatory variables is due to (4.40). The model that is entertained is
given by the following relationship
HY = αHrt + HY , Y ∼ N(0, σ2Y ) (4.45)
The input data is the simulated series rt obtained by the method described above. The
diagnostic plots Figure 4.13 indicate that the model performs satisfactorily well. The
value of R2 presented in Table 4.5 claims that the variation of HY can be successfully
explained by the parameter Hrt .
Figure 4.12: Scatter Plot: (i) Hrt vs HY
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Figure 4.13: Diagnostic plots of residuals: (i) Histogram, (ii) QQ-plot
Table 4.5: The OLS estimate and the R2 of the linear model (4.45)
αˆ R2
1.055 (0.002) 0.97
4.4.6 Real Data
In this section the capabilities of the TVD-DFGN are tested on real datasets. For this
reason the historical prices of the: (a) S&P500, (b) FTSE100, (c) DAX, and (d) Crude
Oil are used. Important statistics of the data are illustrated in Table 4.6. The return
series are calculated as described in (3.1). The observed statistics suggest that there
is clearly long memory and excess kurtosis. The memory will be modeled through the
D-DFGN and the excess kurtosis will be treated through segmentation, thus the TVD-
DFGN is applied. The obtained series of the four assets are segmented into clusters of
(assumed to be) constant volatility using the Mood Test statistic. Within every cluster
the volatility is estimated, and the Hurst exponents Hrt and H|rt| are calculated. In the
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next step, the parameters HˆX and HˆY of the TVD-DFGN are estimated by applying
(4.42) and (4.45) respectively.
Table 4.6: Descriptive statistics of the dataset: Kurtosis and ACF of the absolute values
at Lags 5,10 and 15
Kurtosis ACF(5) ACF(10) ACF(15)
S&P500 9.96 0.319 0.268 0.225
FTSE100 11.29 0.263 0.243 0.196
DAX 7.77 0.287 0.236 0.205
Crude Oil 10.47 0.224 0.212 0.201
When the estimated parameters HˆX , HˆY ≥ 1 they are set to be equal to 0.99. In addition,
the GARCH(1,1) model is applied at each cluster for all four series and the parameters
are estimated. Due to computational difficulties, especially in the estimation of the
GARCH parameters, clusters of length less than 50 are neglected and not included in
the vector.
Table 4.7: The maximum number of discarded points and the corresponding ARL0 and
startup.
ARL0 startup Points
S&P500 100 50 293
FTSE100 100 50 249
DAX 100 50 211
Crude Oil 100 50 127
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Table 4.8: The minimum number of discarded points and the corresponding ARL0 and
startup.
ARL0 startup Points
S&P500 200 100 83
FTSE100 200 100 71
DAX 200 100 67
Crude Oil 200 100 53
In particular, as it is illustrated in Figure 4.7 for the S&P500 the maximum number of
discarded data-points is observed for ARL0 = 100 and startup = 50 which is 293 out of
4000 observations. For the FTSE100 the maximum number of discarded data-points is
also observed for ARL0 = 100 and startup = 50 which is 249 out of 4000 observations.
For the same choices of ARL0 and startup there will be a maximum number of redundant
observations equal to 211 and 127 for the DAX and Crude Oil correspondingly. Similarly,
in Table 4.8 it is observed that for the S&P500 the minimum number of neglected points
is 83 out of 4000 for the choice ARL0 = 200 and startup = 100, whereas for the same
values of ARL0 and startup FTSE100 has a minimum number of neglected points equal
to 71. Finally, when ARL0 = 200 and startup = 100 the minimum number of redundant
observations of the DAX is 67, and for the Crude Oil the minimum number of redundant
observations is reported which is equal to 51. Our primary objective here is to view the
D-DFGN and the GARCH model as generative models, so we test them by generating
data of equal size to the length of the non-redundant time points and compare them
to the real data. Given the estimated parameters, for a specific segmentation, 10000
simulations generated by the TVD-DFGN and an equal number of simulation using the
GARCH(1,1) are performed independently. As a result 10000 vectors are created by
each model. The simulated series are compared to the real data (vector) in terms of
the Kolmogorov-Smirnov (K-S) test. More precisely, the p-values and the distance (D)
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of the K-S tests of the simulated series for both models are obtained. The method is
repeated for different ARL0 and startup. In Table 4.9 and Table 4.10 the 95-th percentile
Pˆ0.95(D) of the K-S test distance and the the probability of the chi-squared value p(X 22N)
are provided for both models and for different segmentations. The Hurst exponent is
estimated by employing the (R/S) method. In Table 4.11 and Table 4.12 the performance
using the DFA method is illustrated. The chi-squared value is obtained through Fisher’s
method [95] as described in (4.46), where N is the length of the vector and pi is the
p-value obtained by the K-S test every time a simulated series is compared to the real
data.
X 22N ∼ −2
N∑
i=1
ln(pi) (4.46)
A small value of p(X 22N) implies that there is no significant evidence to reject the null
hypothesis. In this case the null hypothesis is that the empirical distribution functions
of the simulated series is equal to empirical distribution function of the real data. As
p(X 22N) increases the simulated series become more dissimilar to the real data and the
null hypothesis can be rejected. Analogously, a smaller K-S test distance (D) indicates
a better performing model. From Table 4.9 and Table 4.10 it is observed that the TVD-
DFGN constantly outperforms the GARCH (1,1) for any choice of segmentation. In
addition, for small values of ARL0 and startup both models improve their performance.
In particular, for ARL0 = 100 and startup=50 the two models achieve their best per-
formance. As these two variables increase the results worsen. The poor performance at
higher values is probably due to the difference in the kurtosis between the simulated
series and the real data.
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Table 4.9: The performance of the simulated series in terms of KS-test. The values of
p(X 22N) and Pˆ0.95(D) for the TVD-DFGN and the GARCH(1,1) using (R/S).
ARL, startup Model Statistic S&P500 Crude Oil DAX FTSE100
Pˆ0.95(D) 0.055 0.046 0.059 0.057TVD-DFGN
p(X 22N ) 0.13 0.09 0.11 0.17
(100,50)
Pˆ0.95(D) 0.062 0.059 0.071 0.069
GARCH(1,1)
p(X 22N ) 0.26 0.19 0.27 0.32
Pˆ0.95(D) 0.069 0.061 0.062 0.065TVD-DFGN
p(X 22N ) 0.29 0.14 0.31 0.41
(100,80)
Pˆ0.95(D) 0.081 0.077 0.089 0.081
GARCH(1,1)
p(X 22N ) 0.91 0.77 0.97 0.92
Pˆ0.05(D) 0.100 0.098 0.077 0.072TVD-DFGN
p(X 22N ) 0.97 0.88 0.97 0.98
(100,100)
Pˆ0.05(D) 0.240 0.160 0.250 0.270
GARCH(1,1)
p(X 22N ) 1 1 1 1
Table 4.10: The performance of the simulated series in terms of KS-test. The values of
p(X 22N) and Pˆ0.95(D) for the TVD-DFGN and the GARCH(1,1) using (R/S).
ARL, startup Model Statistic S&P500 Crude Oil DAX FTSE100
Pˆ0.95(D) 0.075 0.066 0.079 0.061TVD-DFGN
p(X 22N ) 0.53 0.45 0.61 0.57
(200,50)
Pˆ0.95(D) 0.098 0.079 0.091 0.069
GARCH(1,1)
p(X 22N ) 0.76 0.69 0.71 0.72
Pˆ0.95(D) 0.11 0.091 0.12 0.092TVD-DFGN
p(X 22N ) 0.92 0.79 0.90 0.91
(200,80)
Pˆ0.95(D) 0.220 0.200 0.290 0.031
GARCH(1,1)
p(X 22N ) 1 1 1 1
Pˆ0.05(D) 0.440 0.390 0.440 0.510TVD-DFGN
p(X 22N ) 1 1 1 1
(200,100)
Pˆ0.05(D) 0.670 0.510 0.690 0.650
GARCH(1,1)
p(X 22N ) 1 1 1 1
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Table 4.11: The performance of the simulated series in terms of KS-test. The values of
p(X 22N) and Pˆ0.95(D) for the TVD-DFGN and the GARCH(1,1) using DFA.
ARL, startup Model Statistic S&P500 Crude Oil DAX FTSE100
Pˆ0.95(D) 0.061 0.048 0.059 0.058TVD-DFGN
p(X 22N ) 0.14 0.09 0.15 0.17
(100,50)
Pˆ0.95(D) 0.062 0.059 0.071 0.069
GARCH(1,1)
p(X 22N ) 0.26 0.19 0.27 0.32
Pˆ0.95(D) 0.073 0.061 0.063 0.066TVD-DFGN
p(X 22N ) 0.31 0.15 0.33 0.42
(100,80)
Pˆ0.95(D) 0.081 0.077 0.089 0.081
GARCH(1,1)
p(X 22N ) 0.91 0.77 0.97 0.92
Pˆ0.05(D) 0.109 0.098 0.081 0.072TVD-DFGN
p(X 22N ) 1 0.89 0.98 1
(100,100)
Pˆ0.05(D) 0.240 0.160 0.250 0.270
GARCH(1,1)
p(X 22N ) 1 1 1 1
Table 4.12: The performance of the simulated series in terms of K-S test. The values
of p(X 22N) and Pˆ0.95(D) for the TVD-DFGN and the GARCH(1,1) using DFA.
ARL, startup Model Statistic S&P500 Crude Oil DAX FTSE100
Pˆ0.95(D) 0.068 0.053 0.079 0.059TVD-DFGN
p(X 22N ) 0.51 0.45 0.61 0.57
(200,50)
Pˆ0.95(D) 0.098 0.079 0.091 0.069
GARCH(1,1)
p(X 22N ) 0.76 0.69 0.71 0.72
Pˆ0.95(D) 0.11 0.091 0.12 0.092TVD-DFGN
p(X 22N ) 0.92 0.79 0.90 0.91
(200,80)
Pˆ0.95(D) 0.220 0.200 0.290 0.031
GARCH(1,1)
p(X 22N ) 1 1 1 1
Pˆ0.05(D) 0.559 0.395 0.430 0.480TVD-DFGN
p(X 22N ) 1 1 1 1
(200,100)
Pˆ0.05(D) 0.670 0.510 0.690 0.650
GARCH(1,1)
p(X 22N ) 1 1 1 1
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4.4.7 Concluding Remarks
Memory plays an important role in financial modeling. That is because it determines
the autocorrelation between serial data. In this chapter we first develop a method to
examine whether there is long memory in financial time series or simply short memory
contaminated with structural breaks. To this end, we employ a recently developed change
point detection method to detect different volatility clusters, and then investigate the
within clusters behaviour. Our findings suggest that there might be long memory that
describes the time varying second moment of the financial returns. Furthermore, we
propose a new model able to capture both short and long memory characteristics of a
process. The motive is that so far there exist two main memory related tasks undertaken
by researchers who deal with financial time series. First the conditional variance, which is
observed to be time varying, explains the memory in the magnitude of the change of the
underlying process. Small changes are usually followed by small changes and consecutive
large changes of either sign are often observed. Second, trend reinforcing behaviour
observed in financial returns is usually explained through self-similarity measures such as
the Hurst exponent. Some authors have provided evidence that high values of the Hurst
exponent imply predictability. Furthermore, in previous studies, the Hurst exponent
is applied directly on return series aiming to associate periods of low H with market
efficiency. Nevertheless, the two aforementioned areas are yet to be unified through a
systematic and meaningful model. In addition, time series models, such as GARCH-type
models, fitted to financial data can possibly overlook some memory properties of the
magnitude of change in financial returns which have been observed through empirical
studies. In this study, the time series of the S&P500 are investigated which suggest
that memory might exists within volatility clusters which is difficult to be captured by
GARCH-type models.
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4.5 Summary
In this chapter we have exposed the concept of long memory in a stochastic process.
The importance of the distinction between a short memory and a long memory process
is manifested and evidenced through two important tools, the ACF and the SDF. Two
popular long memory processes were presented and their properties are discussed. In
addition, we have emphasized on some possible limitations of the tools when structural
breaks occur. A novel model able to reproduce several properties of financial returns is
developed and its use in explaining possible long memory is illustrated through simu-
lated and real data. Additionally, the new model can capture both the memory in the
fluctuations and the memory in the sign of logarithmic returns.
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Volatility Forecasting Using
Wavelets
5.1 Motivation
In this section we discuss the motives for the novel methods that we develop later in
this chapter. It must be noted that in some cases different models might have different
motives, but all of them are related to the stylized facts discussed in Section 3.2. A com-
parative study on the performance of the novel methods is provided in the last section
of this chapter. Volatility models usually aim to capture the behaviour of logarithmic
return as discussed in Section 3.3 and this can be capitalized to produce estimates of
future values. In particular more emphasis is given to volatility clustering and the asym-
metric behaviour of the conditional volatility ( i.e, GARCH-type models). Additionally,
in Chapter 4 we went beyond the GARCH-type models and discussed other methods
that attempt to explain the volatility clustering phenomenon through long memory. In
this chapter we aim to preserve the objectives of the aforementioned models but also
attempt to enhance their abilities. The novel methods we introduce challenge the exist-
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ing models in terms of predictive performance.
In some cases, even simpler ARMA specifications might do a better job of predicting
future volatility compared to GARCH models [112]. Concerns regarding the forecasting
ability of GARCH models can arise because of the usually estimated excessive persis-
tence of individual shocks on volatility[176]. A notable example is a shock on a given
week that produced non-negligible effects for more than a year later [123]. The key fact
from the review of the GARCH models in Section 3.3, is that when they strive to capture
the slow decay of the sample ACF of logarithmic returns by setting their parameters
to values whose sum is near one, they become very sensitive to outliers and isolated
shocks. For example, consider the GARCH(1,1) model, if α1 + β1 ≈ 1 an isolated shock
will decay very slowly resulting in predicted values much higher than the realized ones.
The same applies to all GARCH-type models [253]. Empirical evidence has shown that
the estimates of parameters in standard GARCH models can be biased in the presence of
outliers and the models tend to provide poor-volatility forecasts [98]. In particular, it is
observed that the residuals standardized by the conditional volatility computed by using
an estimated GARCH model still have excess kurtosis [22]. This implies the presence of
outliers in returns series that are not captured by the GARCH model [23, 94], which can
have undesirable effects on the estimates of the parameters of the equation governing the
volatility dynamics. A possible remedy to this problem, which we intend to investigate
in this chapter, is to apply wavelet shrinkage on the squared logarithmic returns, which
approximate the conditional volatility process, and use the smoothed data for modeling
and forecasting. Furthermore, if the volatility process indeed possesses long memory we
want to be able to exploit this feature. Thus, models that take into account autocor-
relation between distant observations (see Section 4.3) might have a utility, especially
in prediction tasks. This can be an advantage over the most commonly used GARCH
models. In fact, the out of sample forecasting performance of GARCH type models is
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questioned by a number of authors [99, 263]. It is shown that long memory models
usually provide better forecasts than GARCH or other short memory models [40, 128].
Modeling long memory process in the wavelet domain provides several advantages as it
is discussed later in this chapter. Also, assets whose volatility process contains seasonal
components have been observed and studied [27, 265], which underlines the need for
models that can possibly capture periodic behaviour. Thus we will propose a method
able to capture random periodicities later in this chapter.
5.2 Reconstruction Process
In this section we describe the inverse MRA process (see Section 2.2.2) which is used to
recover the original data, given the MRA components (series at different dyadic scales)
originally obtained by the method described in Section 2.2.3. It is important to note
that if the MRA components are modified before the inverse process is applied, then
some information is removed (or added) and the recovered series will not be identical
to the original data. However in this section we only describe the reconstruction steps
assuming no changes have taken place. Consider the input data Z = [z1, z2, · · · , zT ], a
vector of length T = 2J0 which corresponds to the observations of the process {Zt}, for
t = 1, 2, · · · , T . DWT (see Section 2.2.4) is applied to Z which results in VZ,j, WZ,j,
WZ,j−1, · · ·WZ,1 for 1 ≤ j ≤ J0. VZ,j is a 1 × n (n = T/2j) vector which corresponds
to the vector of smooth coefficients of Z at scale j. Similarly, WZ,j is a 1 × n vector
which corresponds to the vector of detail coefficients of Z at scale j. Suppose we want
to recover the original data vector Z (= VZ,0) of length T , given VZ,j, WZ,j, WZ,j−1,
· · ·WZ,1. The inverse process is described employing the Haar wavelet, however the
procedure can be generalized for any wavelet basis. The choice of the Haar wavelet is
twofold. First, we want to ensure consistency with the rest of the material presented in
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this thesis, and second the Haar basis yields no boundary coefficients [206].
Wj =W2n×2n

h0 h1 0 0 · · · 0 0 0
0 0 h0 h1 · · · 0 0 0
...
0 0 0 0 0 0 h0 h1
g0 g1 0 0 · · · 0 0 0
0 0 g0 g1 · · · 0 0 0
...
0 0 0 0 0 0 g0 g1

(5.1)
The wavelet filters h = [h0, h1] and g = [g0, g1] were given in (2.19) and (2.20) respec-
tively. LetMZ,j denote a vector of size T/2j−1 that contains the information related to
the frequency band 2j. More precisely, the first T/2j elements are equal to the wavelet
coefficients at multiresolution scale j, while the remaining T/2j elements of the vec-
tor MZ,j are identical to the smooth coefficients at the same scale. Thus MZ,j can be
written as
MZ,j =
(
WZ,j,VZ,j
)
(5.2)
From (5.2) the smooth coefficients at the scale j− 1 can be expressed in terms ofMZ,j
VZ,j−1 =W−1j MZ,j (5.3)
As a result, a recursive algorithm with inputs VZ,j, WZ,j, WZ,j−1, · · ·WZ,1 and for a
given basis, in this case the Haar basis, can be constructed as follows
Haar DWT Reconstruction Algorithm
1 h0 =
1√
2
, h1 = − 1√2 , g0 = g1 = 1√2 , T
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1 Input: VZ,j, WZ,j, WZ,j−1, · · ·WZ,1
3 Repeat
for i ← 1 to j
MZ,j−i = (WZ,j−i,VZ,j−i)
VZ,j−i =W−1j−i−1MZ,j−i−1
4 End
The reconstruction process will be implemented in all methods proposed and described
in the rest of this chapter.
5.3 Methods
We propose five wavelet based methods in an effort to improve forecasting, GARCH-
type models on smoothed squared returns which in this work are called (i) Smooth
GARCH (SM-GARCH), (ii) Smooth EGARCH (SM-EGARCH) and (iii) Smooth TGARCH
(SM-TGARCH), prediction in the wavelet domain referred to as the (iv) Wavelet ARMA
(WV-ARMA) model and a prediction method in the wavelet domain able to capture
arbitrary periodicities and time varying long memory named (v) Exponentially Weighted
Recursive Least Squares Wavelets (EWRLS-WV). The models are presented in Table
5.1, where it is indicated a) the domain in which prediction is performed, b) if they have
the ability to capture the asymmetric behaviour (leverage effect), c) whether the are
able to capture long memory and d) if the parameters are allowed to vary with time.
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Table 5.1: The models proposed in this chapter
Model Domain Asymmetry Long memory Time-varying
SM-GARCH Time No No No
SM-EGARCH Time Yes No No
SM-TGARCH Time Yes No No
WV-ARMA Wavelet No Yes No
EWRLS-WV Wavelet No Yes Yes
Before we elaborate on the proposed models it is important to note that the main prob-
lem in evaluating the predictive ability of volatility models is that the true underlying
volatility process is not observed. Usually squared returns are used as a proxy for the
unobservable volatility process [19, 267]. It is pointed out that squared returns are an
unbiased but very noisy measure of volatility [16]. However, when comparison of relative
accuracy is of interest squared returns as a proxy for volatility ensures a correct ranking
of models in terms of a quadratic loss function [19]. In Figure 5.1 and Figure 5.2 the
MRA components up to scale 3 of the squared returns of the S&P 500 are illustrated.
Figure 5.1: Smooth coefficients of the squared returns of the S&P500 from 09/06/1997
to 17/09/2013 at scales 1,2 and 3.
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Figure 5.2: Wavelet coefficients of the squared returns of the S&P500 from 09/06/1997
to 17/09/2013 at scales 1,2 and 3.
5.3.1 Smoothed GARCH-type Models
In this section the SM-GARCH, SM-EGARCH and SM-TGARCH models are described.
We present a number of possible methods. The objective is to implement existing wavelet
shrinkage methods on financial time series as a preprocessing step and then examine the
predictive ability of GARCH-type models on the smoothed data. Thus, if any improve-
ment in forecasting is attained it will be due to the denoising process. A forecasting
model usually strives to capture any observed behaviour in the data which can be useful
for predicting future values. The rationale of incorporating the preprocessing step in
forecasting is to enable the models (i.e GARCH) not to over-react to noisy behaviours
that could lead to inaccurate estimates. Although wavelet shrinkage was developed two
decades ago [79] its use for improving predictability in volatility is rather underexploited.
To reduce the influence of noise in time series prediction, wavelet based smoothing before
modeling and forecasting is proposed by a number of authors [163, 164, 184, 211, 222].
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For example, in [163] a neural network model, the multilayer perceptron, combined
with wavelet shrinkage smoothing is presented, in which two approaches are compared:
smoothing based on the universal threshold and smoothing which uses the prediction
error as the criterion. We intend to investigate the contribution of smoothing to the
predictive ability of the GARCH-type models. A recent study employs DWT for im-
proving forecasting of GARCH models [273]. However, in [273] only one day ahead
forecasting is considered, while we conduct a comparison that involve several forecast-
ing horizons. Furthermore, an attempt to compare the predictive power of the GARCH
model on smoothed data against estimates obtained using raw data is presented in [55],
in which only the GARCH(1,2) is considered. However, unlike the method developed in
[55] we will perform smoothing on the squared logarithmic returns instead of the actual
logarithmic returns. Additionally, we aim to investigate the results of wavelet shrinkage
combined with a wider family of GARCH-type models (especially those that can capture
the leverage effect) and assess the power of predictability of the novel hybrid models. It
must be noted that the studies in [55, 273] agree on the improved forecasting ability of
the GARCH model when de-noising is applied before modeling and forecasting. From
[16] r2t is an unbiased but very noisy measure of volatility. Therefore it is reasonable to
assume that squared return process is driven by the latent process σ2t . In [107] wavelet
smoothing on squared and absolute returns is proposed. However, the possible benefits
of smoothing in terms of modeling and forecasting are not further investigated. Instead,
we will apply smoothing and then use the outcome for GARCH-type modeling. To this
end we use the following relationship
r2t = σ
2
t + t, t ∼ N(0, s2)
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for zt = r
2
t and ot = σ
2
t
Z = O + ,  ∼ N(0, s2) (5.4)
the vectors Z, O and  are of size 1× T , for T = 2J . Since O is an unobserved process
we are looking for an approximation Oˆ, which minimizes the loss function C(Oˆ,O) for
C(Oˆ,O) = 1
T
E||Oˆ−O||22 =
1
T
T∑
t=1
E(oˆt − ot)2 = 1
T
T∑
t=1
E(σˆ2t − σ2t )2
Let W be an T × T an orthonormal matrix defined in (2.24) for the Haar wavelet, then
applying it to (5.4) yields
WZ =WO +W (5.5)
We want to preserve the information contained inWO and discardW. In fact the DWT
on Z yields the vectors VZ,j, WZ,j, WZ,j−1, · · ·WZ,1 as discussed earlier. Assume that
wZ,j,t is a coefficient obtained from the DWT on Z. The simplest method of nonlinear
wavelet denoising is via thresholding [79, 80]. By shrinking the coefficients wY,j,t some
noise is removed, however it is important to preserve any significant information that
might be captured by them. The difficult part is to decide on the quantity that will
be discarded. Usually, the decision is based on a thresholding rule. In this study we
employ the two most common thresholding rules due to their simplicity and performance,
known as hard and soft thresholding to be defined later in this section. Seeking for a
minimum mean-square-error in 5.5 several extensions of these two fundamental rules
have been proposed [90, 103, 104], in an effort to deal with possible discontinuities
which arise from the hard thresholding that cause high variance and the bias due to the
soft thresholding as all coefficients are reduced in magnitude. Notable examples are the
semi-soft thresholding rule [49] which provides a middle ground between the hard and
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the soft thresholding rules, and the nonnegative garrote. As in [107] we present the basic
thresholding rules and some popular threshold choices.
Hard Thresholding
Hard thresholding is a straightforward technique for implementing wavelet denoising.
The rule is to keep a coefficient wj,t unchanged (and use it in the reconstruction process)
if its absolute value exceeds a threshold value θ, otherwise set the value of the coefficient
equal to zero.
H(wj,t, θ) =
 wj,t if |wj,t| > θ0 otherwise
Soft Thresholding
In soft thresholding any coefficient wj,t that is smaller in absolute value than the thresh-
old θ is set to zero as in hard thresholding, and the other coefficients are pushed to zero
by θ. The rule is given by the following expression
S(wj,t, θ) =
 sign(wj,t)(|wY,j,t| − θ) if |wj,t| > θ0 otherwise
The choice between the two thresholding rules depends on the objectives of the task.
For instance, in the presence of large spikes the hard thresholding rule will preserve the
magnitude of the spikes, while the soft thresholding rule will suppress them. On the other
hand, when soft thresholding is applied the estimated signal is smoother in comparison
to the the one obtained via hard thresholding. That is because the former will reduce the
magnitude of all coefficients. Thresholding rules have benefits and disadvantages, and
therefore the choice of the most appropriate thresholding rule is up to the modeler [107],
depending on the application. The objective of smoothing the squared returns process is
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to remove some noise but most importantly we want to eliminate the persistent effect of
isolated shock events [123, 176]. To this end soft thresholding is employed as it is more
effective at reducing the impact of those isolated events.
Theoretically, optimal thresholding is achieved when the value of the threshold is set
to be θ = s. When θ < s both H(wj,t, θ) and S(wj,t, θ) will retain unwanted noise.
If θ > s information belonging to the signal will be neglected. The task of threshold
selection has been extensively studied [1, 72, 79, 80, 125, 206, 199, 258] for various types
of input data and different assumptions about the noise (i.e, correlated noise). The
methods include non-Bayesian and Bayesian modeling and the choice of threshold can
be either scale-dependent or scale-independent. A review of different threshold selection
methods is provided in [193] with more emphasis given to cross validation. In this study
however we restrict our interest in the following three threshold selections: (a)Universal
Thresholding, (b) Minimax Thresholding and (c) SURE Thresholding. The selections (a)
and (b) are scale independent [79], while the method (c) is scale-dependent [80]. Any of
the three threshold options can be plugged into both hard and soft thresholding rules.
(a) Universal Threshold
The universal threshold is
θ = sˆ
√
2 log T (5.6)
where T is the number of data points and sˆ is an estimate of the noise standard
deviation. The ground for setting the threshold value as defined (5.6) is that
P
[
max
i
(|ξi|) ≤ s
√
2 log T
]
→ 1 (5.7)
as T → ∞ with ξ1, ξ2,· · · , ξT iid r.v and ξi ∼ N(0, s2). The most commonly used
estimator of s2 is the maximum absolute deviation (MAD) standard deviation using
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only the first scale of wavelet coefficients, defined to be
sMAD =
median(|wξ,1,1|, |wξ,1,2|, · · · , |wξ,1,T/2|)
0.6745
The denominator ensures that sMAD is adjusted to estimating the standard deviation
for Gaussian white noise. The median is used in order to produce a robust estimator of
the noise variance, isolating it from the signal variance. The asymptotic result of (5.7)
implies that the universal thresholding can be optimal for large input data, however for
small input sizes unwanted noise is more likely to be preserved in the outcome of the
smoothing process.
(b) Minimax Threshold
The threshold is optimal in terms of L2 risk and is not available in a closed form
expression. The idea is to seek an estimator that attains the minimax risk
C˜(F) = inf
Oˆ
sup
O
C(Oˆ,O)
where F is a certain class of smooth functions. We know that O belongs to F , but
nothing more. Minimax threshold values may be approximately numerically and are
provided in Table 5.2, taken from[79].
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Table 5.2: Minimax thresholds for different choices of length T
T θ
64 1.474
128 1.669
256 1.860
512 2.048
1024 2.232
2048 2.414
4096 2.594
The values of the Table 5.2 suggest that the minimax threshold kills the wavelet coeffi-
cients no matter the choice of the thresholding.
(c) SURE threshold
The method estimates a threshold θj for each scale j with j = 1, 2, · · · J0, with J0 =
log2(T ). The appropriate threshold values which minimize Stein’ s unbiased estimator of
risk [242] at each scale j are selected. Suppose ξ1, ξ2, · · · , ξT are iid r.v with ξi ∼ N(µi, 1).
In fact ξis play the role the wavelet coefficients at a scale j each time. Let µˆ be an
estimator of µ = (µ1, µ2, · · ·µT ). If the function g(.) : RT → RT (when the method is
applied at scale j then g(.) : RT/2
j → RT/2j) is weakly differentiable and assuming that
the estimator µˆ of µ can be written as
µˆ = ξ + g(ξ)
then from [242] an unbiased estimator of the loss function for µˆ is provided via
E||µˆ− µ|| = T + E
[
||g(ξ)||2 + 2∇g(ξ)
]
(5.8)
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where ∇g(ξ) = ∑Ti=1 ∂∂i gi(ξ). Applying (5.8) to the soft thresholding rule the following
is obtained
SURE(ξ, θ) = T − 2#{i : |ξi| ≤ θ}+
T∑
i=1
min2(|ξi|, θ)
where #S denotes the cardinality (number of elements) of S. A more thorough treatment
can be found in [206]. To describe the per scale SURE threshold the above takes the
form
SURE(wZ,j,t, θ) = T/2
j − 2#{i : |wZ,j,i| ≤ θ}+
T/2j∑
i=1
min2(|WZ,j,i|, θ)
The computation of the SURE threshold in practice is straightforward, in this work we
have used the Wavethresh package of R [262].
We now turn back to the models presented in Section 3.3. The parsimonious GARCH,
EGARCH and TGARCH models can be entertained to model the outcome of smoothing
Oˆ instead of Z. By parsimonious it is implied that the model with the least parameters
is employed, i.e, GARCH(1,1). Of course the input Oˆ can be used to train any GARCH
model, however only the parsimonious models are considered in this study. As a result,
the combined smoothing and modeling gives rise to the SM-GARCH, SM-EGARCH and
SM-TGARCH respectively. The SM-EGARCH and SM-TGARCH require the actual
returns and not the squared returns as input values. That is because these two models
require the knowledge of both the sign and the magnitude of logarithmic returns, so
they can capture the asymmetric behaviour. However, the smoothing described earlier
is performed on the squared returns, to retrieve the modified returns the following
operation is proposed
rˆt = sign(rt)
√
oˆt
128
CHAPTER 5. VOLATILITY FORECASTING USING WAVELETS
where oˆt is the smoothed squared return at time t and the function sign(·) returns the
sign of rt. The models presented in Section 3.3 take the form
• SM-GARCH :
σ2t = ω + α1zˆt−1 + β1σ
2
t−1.
• SM-EGARCH :
ln(σ2t ) = α0 + α1
(
|rˆt|
σt
−√pi
2
)
+ γ1
rˆt−1
σt−1
+ β1 ln(σ
2
t−1).
• SM-TGARCH :
σ2t = α0 + (α1 + γ1It−1(c))r
2
t−1 + β1σ
2
t−1.
The smoothing methods discussed in this section are now applied to the data described
and depicted in Figure 3.5. The GARCH-type models introduced in Section 3.3 are
fitted to the data and the estimated parameters are illustrated in Table 3.1. Before we
proceed to the modeling part, the outcome of the smoothing methods is visualized. We
use the R package wavethresh [195]. Some examples demonstrating wavethresh can be
found in the tutorial work of [194].
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Figure 5.3: S&P500 from 27/07/2005 to 17/09/2013: (top left) Original squared re-
turns, (top right) Minimax threshold, (bottom left) Universal threshold, (bottom
right) SURE threshold.
Table 5.3: Threshold values at scale 1 and scale 2 for the S&P 500.
Threshold Scale 1 Scale 2
Minimax 2.232 2.414
Universal 0.0223 0.0223
SURE 0.0703 0.0516
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Figure 5.4: FTSE100 from 03/08/2005 to 13/09/2013: (top left) Original squared
returns, (top right) Minimax threshold, (bottom left) Universal threshold, (bottom
right) SURE threshold.
Table 5.4: Threshold values at scale 1 and scale 2 for the FTSE 100.
Threshold Scale 1 Scale 2
Minimax 2.232 2.414
Universal 0.0218 0.0218
SURE 0.0589 0.0275
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Figure 5.5: DAX from 15/08/2005 to 15/08/2013: (top left) Original squared returns,
(top right) Minimax threshold, (bottom left) Universal threshold, (bottom right)
SURE threshold.
Table 5.5: Threshold values at scale 1 and scale 2 for the DAX.
Threshold Scale 1 Scale 2
Minimax 2.232 2.414
Universal 0.0271 0.0271
SURE 0.0702 0.0453
DWT is applied on zt (squared logarithmic returns) and the multiresolution analysis
up to scale 2 gives rise to VZ,2, WZ,2, WZ,1. The smooth coefficients at scale 2 are
maintained unchanged and wavelet shrinkage is performed on WZ,2 and WZ,1. The
values of thresholds θj are calculated and the operation results to the vectors WOˆ,1,WOˆ,2,
with elements wOˆ,j,t = sign(wZ,j,t)(|wZ,j,t| − θ) for wZ,j,t > θ or wZ,j,t = 0 for wZ,j,t ≤ θ.
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The rationale for involving only scale 1 and scale 2 in the smoothing process is that we
want to smooth out only the noise within a week, however, smoothing can be performed
up to scale J0, where J0 = log2(T ). The soft-threshold method is applied to the three
indices for the three threshold options (Minimax,Universal,SURE).
Table 5.6: Parameters of the GARCH-type models for the smoothed series S&P 500,
FTSE 100 and DAX using the “Universal” threshold.
Threshold Model AIC
S&P 500 FTSE 100 DAX
SM-GARCH -6386 -6292 -5978
Minimax SM-TGARCH -6412 -6331 -6276
SM-EGARCH -6404 -6312 -6118
SM-GARCH -6398 -6299 -6119
Universal SM-TGARCH -6422 -6402 -6198
SM-EGARCH -6411 -6354 -6107
SM-GARCH -6492 -6311 -6219
SURE SM-TGARCH -6586 -6494 -6305
SM-EGARCH -6534 -6399 -6289
The idea to compare a model’s AIC when it is fitted to the original data with the
likelihood obtained from the smoothed data sounds like a self-fulfilling prophecy. By
removing some noise, it is expected that the model will improve its goodness of fit. The
AIC provides information about the in-sample performance. However, we are interested
in the out-of-sample forecasting performance of the GARCH-type models fitted to the
smoothed data. To this end, we intend to use the better performing smoothing method
in terms of AIC. In Table 3.1 the performance of the models using the original data is
illustrated. As in Section 3.3 AR(1) models are implemented on rˆt with w0 and w1 rep-
resenting the coefficients of the model. When the outcome of the standard GARCH-type
models is compared with the performance of the proposed methods depicted in Table
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5.6, it is observed that all novel models improve the goodness of fit. More specifically,
the SURE threshold consistently gives the best fit for all data and all models. For ex-
ample, if the GARCH model is considered, fitted to the original data returns an AIC
of −6.306, −6.243 and −5.928 for the S&P500, the FTSE 100 and the DAX respec-
tively. Now, the AIC of the GARCH model on the smoothed data using the Minimax
threshold corresponds to the values of −6.386, −6.292 and −5.987. Likewise, for the
Universal threshold the likelihood of the GARCH is −6.398 for the S&P 500, −6.299
for the FTSE 100 and −6.119 for the DAX. The SURE methods for the corresponding
indices is −6.492, −6.311 and −6.219, which signals the best performance. The same
holds true for any GARCH-type model and any index. Thus we suggest the use of the
SURE threshold for prediction. In Section 5.4 the method is tested against other novel
method proposed in this study.
5.3.2 Prediction in the Wavelet Domain
Unlike the smoothed GARCH-type modeling, the method proposed in this section in-
volves prediction directly in the wavelet domain. The squared returns are log transformed
and then approximated through their smooth coefficients at a specific multiresolution
scale j and the details are captured by the wavelet coefficients from scale 1, 2, · · · , j. Re-
garding long memory processes in [240] it is suggested that when time series with slowly
decaying ACF are decomposed in the wavelet domain to elements which belong to dif-
ferent MRA scales, the resulting processes of the smooth and the wavelet coefficients at
each scale no longer present long range dependence. Thus, by iteratively decomposing a
series into a “trend” and a hierarchy of “details” with all elements being stationary and
having short memory, modeling and prediction can be achieved by implementing classi-
cal ARMA models [42] across each scale, which we propose in this section. Moreover, the
advantage of this method is that it avoids the estimation of the fractional integration
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parameter and the Hurst exponent estimation [4, 108, 135, 182]. Even when the spec-
ifications of the employed model (i.e p,q in the ARFIMA case) are correct, estimating
the long memory parameter (i.e d or H) can be a challenging task. The difficulty in
the estimation of the long memory parameter is due to the fact that non-parametric
methods might require large datasets to provide accurate estimates while parametric
methods such as the maximum likelihood method are very demanding computationally
and require a lot of complicated calculations because of the form of the covariance ma-
trix, which takes into account the long-term dependencies between the observations. The
Hurst exponent H is usually estimated through the (R/S) method proposed in [137] or
the DFA method originally developed in [203], both methods are presented in Section
4.4.1. The fractional integration parameter d is usually estimated through the spectral
density function (periodogram) or in the wavelet domain using DWT as described in
Section 4.3.2. However we intend to avoid the part of the long memory parameter es-
timation by independently modeling selected scales and predicting the wavelet and the
smooth coefficients of each scale using ARMA models. In Figure 5.7 and Figure 5.8 the
sampled autocorrelation of the wavelet and the smooth coefficients up to scale 4 of the
transformed squared returns (as in 5.10) of the S&P500 is illustrated. The behaviour
of the autocorrelation appears to be in line with the results of [240, 274]. In particu-
lar, as the approximation progresses to higher multiresolution scales (lower frequency
bands) the smooth coefficients exhibit short memory. The wavelet coefficients present
short memory across all scales. In Chapter 4 we discussed the relationship between
long memory and volatility clustering. Note that our findings suggest that long memory
which cannot be only due to structural breaks might exist in the conditional variance
of the S&P500, FTSE 100, Crude Oil and DAX. There is a vast literature concerned
with the observed long memory of the squared log returns which can be summarized
by two main approaches. A number of studies employ long memory models to describe
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the evolution of the volatility [21, 29, 40, 128] while there exist methods which assume
that short memory contaminated with structural changes [181, 186, 209] can better ex-
plain the dynamics of the volatility. In this section we do not intend to support any
of the two approaches. Instead we propose a method that is capable of capturing long
memory characteristics as evidenced in [240, 274], no matter if long memory exists or
not. At the end of this section the method is compared to other methods in terms of
out-of-sample forecasting. To further motivate the independent scale-by-scale modeling
the decorrelation properties of wavelets are briefly discussed. The ability of the DWT
to decorrelate signals with a slowly decaying autocorrelation function has been studied
and demonstrated by [67, 96, 249]. More precisely, in [96] the properties of the Haar
wavelet coefficients of a FBM are studied. It is shown that the within-scale wavelet co-
efficients constitute a stationary process with exponentially decaying correlation while
between-scale coefficients are correlated. More general results are derived in [249] where
it is proved that when the underlying process is a FBM the wavelet coefficients are
correlated, but the correlation dies down hyperbolically at a rate determined by the
number of vanishing moments of the wavelet basis applied. Additionally, the follow-
ing theorem associates the between-scales correlation of the wavelet coefficients with a
specific structure of the spectral density function of a stationary process.
Theorem 5.3.1. (Theorem 5.1 in [67]) Let {Yt} be a stochastic process with a SDF than
can be expressed as SY (f) = B(f)/|4 sin2(pif)|δ, with δ ∈ R and B(f) a bounded function
that can be regarded as the SDF of a stationary process. Let {WY,j,t} and {WY,j′ ,t′} the
wavelet coefficients of {Yt} using the filter {hl} of length L and transfer function HL(f)
at scales j and j
′
respectively, then Cov(WY,j,t,WY,j′ ,t′ )→ 0 at rate L−
1
4 as L→∞
The process {Yt} involved in Theorem 5.3.1 possesses long memory properties similar to
the ARFIMA process as it is discussed later in this section. Now, assume that the (mean
corrected) return process rt is described using the long memory stochastic volatility model
136
CHAPTER 5. VOLATILITY FORECASTING USING WAVELETS
proposed in [40, 128] which can be expressed as
rt = ω exp(ζt/2)t (5.9)
where t is a white noise process, ω is a constant and ζt is a zero mean ARFIMA
(p,d,q)long memory process. By squaring and using log transformation the Equation
(5.9) takes the form
r˜t = log r
2
t = logω
2 + ζt + log 
2
t (5.10)
thus log r2t can be viewed as a sum of a long memory process and a normal distribution.
To justify the use of the DWT on the transformed returns r˜t we give the following
corollary.
Corollary 1. Let the wavelet coefficients of the process r˜t at multiresolution scale j
denoted by Wr˜t,j,t. The between - scales Cov(Wr˜t,j,t,Wr˜t,j′ ,t′ )→ 0 at rate L−
1
4 as L→∞
Proof. DWT is applied on r˜t which results to the wavelet coefficients Wr˜t,j,t . From the
properties of the DWT the following holds
Wr˜t,j,t = Wω,j,t +Wζ,j,t +W,j,t (5.11)
where Wω,j,t, Wζ,j,t and W,j,t are the wavelet coefficients of logω
2, ζt and log 
2
t respec-
tively. Thus, the between scales covariance of the wavelet coefficients of the process r˜t
can expressed as
Cov(Wr˜t,j,t,Wr˜t,j′ ,t′ ) = Cov(Wω,j,t +Wζ,j,t +W,j,t,Wω,j′ ,t′ +Wζ,j′ ,t′ +W,j′ ,t′ )
= Cov(Wζ,j,t,Wζ,j′ ,t′ )
(5.12)
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The above holds true because Wω,j,t = 0 and log 
2
t for t ≥ 0 is approximately Gaussian
[40, 128] and independent of ζt, thus Cov(Wζ,j,t,W,j,t) = 0. Therefore, from (5.12) to
illustrate the ability of wavelets to decorrelate r˜t it suffices to show that wavelets can
decorrelate the ARFIMA process ζt. The task to express the between-scales covariance
of wavelet coefficients of a fractionally differenced process is already undertaken by the
authors of [67] and we proceed similarly. From (4.15) the process ζt is expressed as
ζt =
d∑
k=1
(
d
k
)
(−1)kXt−k
for d ≥ 0 and Xt a stationary process. Thus, the autocovariance γζ(τ), with τ ∈ Z, of
the backward differenced stationary process is
γζ(τ) =
∫ 1/2
−1/2
Sζ(f)e
i2pifτdf
where Sζ(f) represents the spectral density function of the process ζt. Then as it is
suggested in [67], the theory of time-invariant filters linear (see Chapter 5 in [205])
dictates that
Sζ(f) = Dd(f)SZ(f) (5.15)
where D(·) is the squared gain function backward difference filter. Additionally, the
squared gain function is the squared modulus of the transfer function for the filter used,
in this case the Haar wavelet. Hence,
D(f) =
∣∣∣ ∞∑
l=−∞
hle
−i2pifl
∣∣∣2 = ∣∣∣1− e−i2pif ∣∣∣ = 4 sin2(pif) (5.16)
Thus, substituting the expression of D(f) in (5.16) into (5.15) and using Theorem 5.3.1
the proof is complete.
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Prediction of various types of data performed in the wavelet domain has also been
proposed in [71, 64, 68, 222, 244, 271]. Many of these studies usually hybridize DWT
with a mainstream prediction method such as neural networks, support vector machines,
linear regression and other statistical models aiming to provide accurate forecasts. In
particular, we adopt the method proposed in [64] which is applied to r˜t aiming to model
and forecast the conditional variance. Predicted values can be attained by modeling
each multiresolution scale independently.
Figure 5.6: The log squared returns r˜t of the S&P500 and their ACF plot
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Figure 5.7: The smooth coefficients of the log squared returns r˜t of the S&P500 and
their ACF plot up to scale 4
Figure 5.8: The wavelet coefficients of the log squared returns r˜t of the S&P500 and
their ACF plot up to scale 4
In Figure 5.6 the r˜t series and its ACF are depicted. The slow decay rate of the aucorre-
lation in the ACF plot suggests that there is long memory in the series. Additionally, in
Figure 5.7- 5.8 the MRA components of r˜t is illustrated, using scales 1 to 4 along with
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their ACF plots are presented. The sample autocorrelation of the MRA components
verifies the theoretical results of [240] discussed in the beginning of this section. Also
note that for a long memory process {Yt} it is presented in [142] that
E
[
WY,j,t
]
= E
[
2j/2
∫
Ytψ(2
jt− k)dt
]
= 2j/2
∫
E
[
Yt
]
ψ(2jt− k)dt = 0 (5.17)
and the second moment is given by
V ar(WY,j,t) = E
[
W 2Y,j,t
]
= 2j
∫ ∫
E
[
YtYs
]
ψ(2jt− k)ψ(2js− k)dsdt (5.18)
Additionally, from [142] the wavelet variance of Yt only depends on the scale j and the
parameter d, thus (5.18) may be written as
V ar(WY,j,t) = C2
−2jd (5.19)
for a finite C and d the ARFIMA memory parameter.
Remark 1. From Theorem 5.3.1 and (5.19) the wavelet coefficients of a long memory
process are asymptotically uncorrelated between scales (subject to the length of the filter
L), and the variance at specific scale only depends on the memory parameter d.
Now let assume Yt, is a long memory process corresponding to an ARFIMA(0,d,0).
In Section 4.3 the ARFIMA model is presented. Moreover, an ARFIMA(0,d,0), with
d = 0.45 is illustrated in Figure 5.9
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Figure 5.9: The realization of an ARFIMA(0,0.45,0) with T = 2048
Figure 5.10: The smooth coefficients of an ARFIMA(0,0.45,0) at scales 1,2,3 and 4.
142
CHAPTER 5. VOLATILITY FORECASTING USING WAVELETS
Figure 5.11: The wavelet coefficients of an ARFIMA(0,0.45,0) at scales 1,2,3 and 4.
A strong similarity in the ACF plots between r˜t (Figure 5.6) and the ARFIMA process
{Yt} (Figure 5.9) is observed. In particular both processes in the time domain present
long memory, while the MRA components of both processes have short memory. Also,
it must be noted that the autocorrelation in the MRA components decays faster as the
MRA level increases. For example the smooth coefficients at level 3 of the process r˜t
displayed in Figure 5.7 are more persistent than those at scale 4. The same behaviour
is observed in the the MRA components of the process {Yt}.
To describe the behaviour of the wavelet and the smooth coefficients of the process {r˜t}
the following models are entertained:
Wr˜,j,i =
p∑
k=1
αiWr˜,j,i−k +
q∑
l=1
βiWr˜,j,i−l , Wr˜,j,i ∼ N(0, σ2Wr˜,j,i )
where Wr˜,j,i is the ith wavelet coefficient of the input vector r˜ at scale j, and
Vr˜,j,i =
p∑
k=1
φiVr˜,j,k−i +
q∑
l=1
θiVr˜,j,i−l , Vr˜,j,i ∼ N(0, σ2Vr˜,j,i )
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with Vr˜,j,i representing the ith smooth coefficient of the input vector r˜ at scale j. Now
suppose we are interested in predicting n = 2j steps ahead of the process . One-step
ahead of the smooth coefficient process Vr˜,j,i at scale j and one-step ahead of the wavelet
coefficient process Wr˜,j,i at the same scale are required. In addition, the predicted values
of two-steps ahead of Wr˜,j−1,i are needed, up to scale 1 for which 2j−1 steps ahead are
estimated. This prediction method, that is a very flexible procedure, permits capturing
of short-range as well as long-range dependencies with only a few parameters. Next, the
inverse process 5.2 is employed and a vector of 2j predicted values is obtained.
Example 5.3.1. Assume r˜th is the observation of the process {r˜t} corresponding to the
squared logarithmic returns of the S&P500 at time th = 2048 we want to predict 8-steps
ahead, denoted by ˆ˜rth+1 ,
ˆ˜rth+2 ,
ˆ˜rth+3 ,
ˆ˜rth+4 ,
ˆ˜rth+5 ,
ˆ˜rth+6 ,
ˆ˜rth+7 ,
ˆ˜rth+8.
For the period between 06/06/1997 and 28/07/2005 2048 the squared logarithmic daily
returns of the S&P500 are observed, which are represented by the process {r˜t}, with
t = 1 · · · 2048. DWT is applied and {r˜t} is approximated through the smooth coefficients
{Vr˜,3} of the DWT at scale 3 and the details are captured by the detail coefficients
{Wr˜,1},{Wr˜,2} and {Wr˜,3}. In particular, the transformation results to 1024 wavelet
coefficients {Wr˜,1} at scale 1, 512 wavelet coefficients {Wr˜,2} at scale 2, 256 wavelet
coefficients {Wr˜,3} at scale 3 and 256 smooth coefficients {Vr˜,3} at scale 3. For the
wavelet coefficients at all scales j = 1, 2, 3 we employ ARMA(1,0,1) for it provides a
good fit in terms of AIC[38]. Furthermore, the process of the smooth coefficients is
explained by an ARMA(1,0,0) model, again selected in terms of AIC.
Predict one-step ahead of the smooth coefficients at scale 3
Vˆr˜,3,t257 = φ3,1Vr˜,3,t256 .
Predict one-step ahead of the wavelet coefficients at scale 3
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Wˆr˜,3,t257 = α3,1Wr˜,3,t256 + β3,1r˜,3,t256 .
Predict two-steps ahead of the wavelet coefficients at scale 2
Wˆr˜,2,t513 = α2,1Wr˜,2,t512 + β2,1Wr˜,2,t512 ;
Wˆr˜,2,t514 = α2,1Wˆr˜,2,t513 + β2,1ˆWr˜,2,t513 .
Predict four-steps ahead of the wavelets coefficients at scale 1
Wˆr˜,1,t1025 = α1,1WY,1,t1024 + β1,1WY ,1,t1024 ;
Wˆr˜,1,t1026 = α1,1Wˆr˜,1,t1025 + β1,1ˆWr˜,1,t1025 ;
Wˆr˜,1,t1027 = α1,1Wˆr˜,1,t1026 + β1,1ˆWr˜,1,t1026 ;
Wˆr˜,1,t1028 = α1,1Wˆr˜,1,t1027 + β1,1ˆWr˜,1,t1027 .
Note that the future values of the residuals of the ARIMA(1,1) model need to be esti-
mated. This can be done recursively [81, 156]. The inverse process his as follows. First
the predicted wavelet and smooth coefficients at scale 3 are used to predict the smooth
coefficients at level 2 denoted V 2 using the wavelet matrix W3, where
W3 =
 1√2 − 1√2
1√
2
1√
2

Hence,
V 2 =
(
Vˆr˜,3,t257 , Wˆr˜,3,t257
)
W−13
Similarly, the predicted wavelet coefficients at scale 2 and the vector V 2 are the input
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values in the next step, also the wavelet matrix W2 is involved as described below
W2 =

1√
2
− 1√
2
0 0
0 0 1√
2
− 1√
2
1√
2
1√
2
0 0
0 0 1√
2
1√
2

Hence,
V 1 =
(
V 2,
(
Wˆr˜,2,t513 Wˆr˜,2,t514
))
W−12
Finally, given W1
W1 =

1√
2
− 1√
2
0 0 0 0 0 0
0 0 1√
2
− 1√
2
0 0 0 0
0 0 0 0 1√
2
− 1√
2
0 0
0 0 0 0 0 0 1√
2
− 1√
2
1√
2
1√
2
0 0 0 0 0 0
0 0 1√
2
1√
2
0 0 0 0
0 0 0 0 1√
2
1√
2
0 0
0 0 0 0 0 0 1√
2
1√
2

we obtain,
[yˆth+1 ,
ˆ˜rth+2 ,
ˆ˜rth+3 ,
ˆ˜rth+4 ,
ˆ˜rth+5 ,
ˆ˜rth+6 ,
ˆ˜rth+7 ,
ˆ˜rth+8 ] =(
V 1,
(
WˆY,1,t1025 Wˆr˜,1,t1026 Wˆr˜,1,t1027 Wˆr˜,1,t1028
))
W−11
(5.20)
Thus, prediction of the transformed returns r˜t is achieved. To retrieve the predicted val-
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ues of the actual returns exponential transformations is required. It is worth mentioning
that modeling and forecasting using long memory processes is regarded as a difficult
task. The DWT is a practically expedient alternative which transforms the task to a
straightforward short-memory ARMA estimation problem.
5.3.3 Volatility With Arbitrary Periodicities and Time - Vary-
ing Memory
In this section a new method named the Exponentially Weighted Recursive Least Square
Wavelets (EWRLS-WV) model is developed, which attempts to capture time varying
long-memory and random patterns and periodicities in an effort to improve modeling
and forecasting of volatility. Several assets exhibit volatility with periodic behaviour
[27, 265]. To capture the seasonality components of the volatility dynamics appropriate
models have been developed [31, 127]. In addition, a periodic behaviour is observed in
the volatility of high-frequency returns [37]. In fact, intra-day (5 mins) volatility ex-
hibits periodicity and spikes. This behaviour can be possibly modeled using wavelets.
The influence of the spikes can be eliminated by shrinking the detail coefficients at high
frequencies and the periodicity can be captured by temporal analysis of the smooth coef-
ficients at lower frequencies. Thus forecasting using high-frequency data is an area which
we intend to study further in future work. Many existing methods assume a fixed seasonal
pattern, the model we propose aims to capture random periodicities that evolve over
time. A method to capture random periodicities is proposed in [202] named Arbitrary
Window Stream mOdeling Method (AWSOM). AWSOM is proved to perform well in
modeling and forecasting long memory processes with self-similarity characteristics. This
is attained by linearly modeling within and between scales relationships of the wavelet
coefficients. To this end RLS [270] estimation is applied. The EWRLS-WV developed in
this thesis diverges from AWSOM as it has the ability to forget exponentially[131] and
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for predicting smooth coefficients while AWSOM only uses existing stored smoothed
coefficients. The EWRLS algorithm with the ability to discard old information is pre-
sented in Section 2.5. Prediction mechanisms are mostly exploratory in nature, they are
intended to detect patterns in the data that may be continuously changing and evolving
over time. Under this scenario, the algorithm’s estimation process should be of adaptive
nature, that is the estimates adapt in time to account for the non-stationarity of financial
data. Moreover, EWRLS-WV can possibly adapt to time-varying long memory by time
varying ARMA coefficients across scales. Time-varying long memory in financial data
has also been studied in [143]. The ability of wavelets in capturing periodic behaviours
is illustrated in Figure 5.12 through two simple examples.
Two Ticks Period
Four Ticks Period
w1,1 w1,2 w1,3 w1,4
w1,1 = w1,2 = w1,3 = w1,4
w2,1 w2,2w2,1 = w2,2
Figure 5.12: Capturing random periodicities, a dyadic example
The example of the “two” and the “four” ticks periodic signals explain how wavelet
coefficients can capture the time - scale characteristics of the signal. Arbitrary periodic-
ities that drive the process can be identified across different multiresolution scales, with
each of these scales presenting significant variance (energy). Furthermore, successive co-
148
CHAPTER 5. VOLATILITY FORECASTING USING WAVELETS
efficients in these scales will have related values. In other words a seasonal pattern can
be detected in the wavelet domain as a sequence of large coefficients (in magnitude) at
a specific scale [202].
w1,1 w1,2 w1,3 w1,4
w2,1 w2,2
Figure 5.13: Capturing bursty behaviour
ARMA models cannot handle bursty time series, even when the bursts are re-occurring
[202]. Instead, AWSOM aims to predict possible bursty behaviour by modeling the re-
lationship of wavelet coefficients across different multiresolution scales. The intuition is
that the magnitude of a burst or a spike will be transmitted vertically across scales.
In Figure 5.13 cells with cyan colour signify the high magnitude (absolute value) of
the wavelet coefficient that lies in the cell. Every time a wavelet coefficients is used to
reconstruct the signal its magnitude will locally influence the smoothness of the signal.
From the shrinkage methods discussed in Section 5.3.1 it is straightforward to see that
an increase in the magnitude of a wavelet coefficient will have the opposite effects of
smoothing. As it is illustrated in Figure 5.13 the high variance in the first four obser-
vations results in higher magnitude for each of the first two wavelet coefficients w1,1
and w1,2 than the magnitude of any of w1,3 and w1,4. Similarly, the magnitude of w2,1 is
larger than the magnitude of w2,2. In an effort to handle the class of self-similar bursty
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sequences the work of [202] suggests that if the bursty behaviour follows some pattern,
then it is likely that there will be an inter-scale correlation among several of the wavelet
coefficients. Assume again the model of the Equation (5.9) and following the same pro-
cedure the r˜t is obtained on which DWT is applied and the wavelet coefficients are given
by (5.11). As proposed in [40, 128] modeling r˜t is equivalent to studying the variance of
the process rt. Thus DWT is employed and the MRA components are obtained. First,
we discuss the modeling of the smooth coefficients and then the wavelet coefficients are
studied. Likewise the methods presented in Section 5.3.1 and Section 5.3.2, the inverse
algorithm is involved in the last step. The difference of the method proposed in this
section and the one described in Section 5.3.1 is that prediction is performed before
the reconstruction across multiresolution scales. Moreover, the difference between the
method proposed in this section and the method described in Section 5.3.2 is that we
discard past information while modeling the smooth and the wavelet coefficients. Also
in this section cross scales relationship of the wavelet coefficients is attempted. Earlier
we proposed ARMA(p,q) processes to independently model the wavelet and the smooth
coefficients across multiresolution scales. Given the number of parameters, p and q, the
estimation is usually conducted by using the likelihood function. As it is discussed in
Section 5.3.2 an AR(1) model seem adequate enough to model the smooth coefficients
at a scale j. Assume the ARFIMA process {Yt} with memory parameter d
VY,j,t = φj,1VY,j,t−1 + VY ,j,t, VY ,j,t ∼ N(0, σ2VY ,j,t) (5.21)
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Table 5.7: The estimated AR(1) parameters of {VY,j,t}, with j = 3, 4 and Y ∼
ARFIMA(0,d,0)
d φˆ3,1 φˆ4,1
0.49 0.71 (0.06) 0.67 (0.08)
0.45 0.66 (0.07) 0.63 (0.09)
0.30 0.44 (0.07) 0.41 (0.10)
0.15 0.20 (0.06) 0.19 (0.09)
In Table 5.7 the estimated parameters φj,1 of AR(1) models applied at scales 3 and
4 are depicted. The estimates are obtained through 1000 simulations, the values in
the brackets correspond to the standard deviation. The Table 5.7 suggests that as d
decreases the smooth coefficients process {VY,j,t} becomes less persistent. When d ≈ 0.5
the process of the smooth coefficients becomes highly persistent. The Log Likelihood of
the AR(1) model defined in (5.21) is L(θ|VY,j,1, VY,j,2, · · ·VY,j,T/2j), for θ = (φj,1, σ2VY ,j,t).
L(θ|VY,j,1, VY,j,2, · · ·VY,j,T/2j) = ln f
(
VY,j,1
)
f
(
VY,j,2|VY,j,1
)
· · · f
(
VY,j,T/2j |VY,j,(T/2j)−1
)
= lnN
(
0,
σ2VY ,j,t
1− αj,1
)
f
(
VY,j,2|VY,j,1
)
· · · f
(
VY,j,T/2j |VY,j,(T/2j)−1
)
= −T/2
j
2
ln(2piσ2VY ,j,t) +
1
2
ln(1− φ2j,1)−
(
V 2Y,j,1(1− φ2j,1) +
∑T/2j
t=2
(
VY,j,t − φj,1VY,j,t−1
)2
2σ2VY,j,t
)
the derivative of L(θ|VY,j,1, VY,j,2, · · ·VY,j,T/2j) with respect to φj,1 is
∂L
∂φj,1
=
φj,1V
2
Y,j,1 +
∑T/2j
t=2
(
VY,j,t − φj,1VY,j,t−1
)
VY,j,t−1
σ2VY,j,t
− φj,1
1− φ2j,1
Setting the above equal to zero and solving for φj,1 gives
φˆj,1
( σ2VY,j,t
1− φˆ2j,1
− VY,j,1
)
=
T/2j∑
t=2
(
VY,j,t − φˆj,1VY,j,t−1
)
VY,j,t−1 (5.22)
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Now assume that we attempt to estimate the parameter φj,1 using the least squares
method, conditioned on the first observation. Which implies that we want to find an
φj,1 which minimizes the following cost function
T/2j∑
t=2
(
VY,j,t − φj,1VY,j,t−1
)2
thus the least squares estimator can be written as
φˆ
′
j,1 =
∑T/2j
t=2 VY,j,tVY,j,t−1∑T/2j
t=2 V
2
Y,j,t−1
From (5.22) it can be seen that the maximum likelihood estimator of φˆj,1 and the
least squares estimator φˆ
′
j,1 are similar. In fact if we assume that VY,j,t−1 is given, the
two estimators become equal. Therefore, without loss of generality, we assume that the
estimation of φj,1 is performed using the least squares method. Now we have paved the
ground for the method introduced in Section 2.5. The EWRLS Algorithm is applied on
the smooth coefficients, assuming that the underlying process is explained by an AR(1)
model as in (5.21),but with time varying parameter φj,1,t. Now assume that instead of
{Yt} we want to model r˜t given in (5.10) which can also be regarded as a long memory
process. The smooth coefficients of r˜t are modeled by the following algorithm:
EWRLS Algorithm on Smooth Coefficients
1 λ← λ0(∈ (0, 1]), φˆj,1,0 ← 0d, P 0 = Id
2 Input: Vr˜,j,t, Vr˜,j,t−1
3 Repeat
for t ← 1 to T/2j
κt ← λ
−1
t P t−1Vr˜,j,t−1
1+λ−1t V
′
r˜,j,t−1P t−1Vr˜,j,t−1
et ← Vr˜,j,t − φˆ
′
j,1,t−1V r˜,j,t−1
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φˆj,1,t ← φˆj,1,t−1 + κtet
P t ← λ−1P t−1 + λ−1κ′tV r˜,j,t−1P t−1
4 End
To model the wavelet coefficients, the AWSOM method is adopted. It is assumed that
a wavelet coefficient Wr˜,j,t at scale j and time t of the input data is described by the
following expression
Wr˜,j,t =βj,1Wr˜,j,t−1 + βj,2Wr˜,j,t−2 + · · · βj,hjWr˜,j,t−hj
+ βj+1,1Wr˜,j+1,t/2 + βj+1,2Wr˜,j+1,t/2−1 + · · · βj+1,hj+1Wr˜,j−1,t/2−hj+1
· · ·
+ βr˜,j+l,1Wr˜,j+l,t/2l + βj+l,2WY,j+l,t/2l−1 + · · · βj+l,hδWr˜,j+l,t/2l−hl .
(5.23)
From (5.23) a wavelet coefficient Wr˜,j,t depends on preceding coefficients of the same
multiresolution scale as well as on wavelet coefficients belonging to lower frequency
bands. More specifically, a wavelet coefficient Wr˜,j,t depends on hj covariates coming
from the same scale j, hj+1 covariates from scale j + 1, up to scale j + l from which
hj+l covariates are used. To abbreviate the representation of the model the following
expression is used
Wr˜,j,t =
∑
(δl,δt)∈D
βδl,δhWr˜,j+δl,t/2δl−δh + j,t (5.24)
D = {(0, 1), (0, 2), · · · , (0, h0)
(1, 1), (1, 2), · · · , (1, h1)
· · ·
(l, 1), (l, 2), · · · , (1, hl)}
(5.25)
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The first element in each bracket denotes the “scale distance” of each covariate from
the response wavelet coefficient. For instance, the first line represents the covariates
that belong to the same scale with the dependent variable (wavelet coefficient), thus
the distance is zero. The next line includes all covariates from one scale higher to the
one the response belongs to. Also h0 denotes the number of covariates that belong
to the same multiresolution scale with the dependent coefficient Wr˜,j,t. Likewise, h1
represents the number of covariates belonging to scale j − 1 and so forth. A question
that naturally arises is how to select the most predictive subset D. For economy we
adopt the notation D = {h0, h1, · · ·hl}. AWSOM uses a fixed l and also predetermined
values of h0, h1, · · · hl, in particular in [202] it is suggested that D = {6, 4, 2} can
capture the patterns of the data of interest. However, through preliminary studies the
D = {3, 3, 3} turns out to be an adequate model for the purpose of this work. For
simplicity let Wδl,δh,t =
∑
(δl,δh)∈D βδl,δhWr˜,j+δl,t/2δl−δh from (5.24).
EWRLS Algorithm on Wavelet Coefficients
1 l,h1,· · · hl, λ← λ0(∈ (0, 1]), βˆδl,δh,0 ← 0d, P 0 = Id
2 Input: Wr˜,j,t, Wδl,δh,t
3 Repeat
for t ← 1 to T/2j
κt ← λ
−1
t P t−1Wδl,δh,t
1+λ−1t W
′
δl,δh,tP t−1Wδl,δh,t
et ← Wr˜,j,t − βˆ
′
δl,δh,t−1W δl,δh,t
βˆδl,δh,t ← βˆδl,δh,t−1 + κtet
P t ← λ−1P t−1 + λ−1κ′tW δl,δh,tP t−1
4 End
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5.4 Model Comparison
In this section, we compare the out-of-sample predictive ability of the following mod-
els: GARCH, TGARCH, EGARCH, SM-GARCH, SM-TGARCH, SM-EGARCH, WV-
ARMA and EWRLS-WV. The introduction of the new models allows for different ver-
sions thereof. Before the comparison we specify the models used for comparison studies.
• GARCH: The parsimonious GARCH(1,1) (3.7) is used.
• TARCH: The parsimonious TGARCH(1,1) (3.17) is used.
• EGARCH: The parsimonious EGARCH(1,1) (3.19)is used.
• SM-GARCH: First the data (logarithmic squared returns r2t (5)) are smoothed
using the universal threshold (5.6) and the soft thresholding rule (5.6). Shrinkage
is only applied on the wavelet coefficients at scale 1 and 2, the smooth coefficients
at level 2 are kept unchanged. Then the parsimonious GARCH(1,1) is fitted to
the smoothed data. The reason for shrinking only the wavelet coefficients at scale
1 and 2 is because we only want to decrease the impact of isolated shock events
and outliers, these are captured at high frequencies.
• SM-TGARCH: As with SM-GARCH , but a TGARCH is fitted to the smoothed
data instead.
• SM-EGARCH: As with SM-GARCH and SM-TGARCH , but an EGARCH is
fitted to the smoothed data instead.
• WV-ARMA: First the data are transformed to r˜t(5.10). Then ARMA models
across multiresolution scales are employed. When 2j steps ahead are predicted the
smooth coefficient at level j are calculated through multiresolution analysis and
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modeled by an AR(1) model. Similarly, the wavelet coefficients from level 1 to j
are modeled using ARMA(1,1).
• EWRLS-WV: First the data are transformer to r˜t (5.10). Then the EWRL al-
gorithm is applied on both smooth and wavelet coefficients. In both algorithms
λ = 0.95. The selected covariate of the smooth coefficients is the previous (one step
backwards) coefficient of the same scale. For the wavelet coefficients D = {3, 3, 3}
for D described in (5.25) is selected.
• EWMA: The Exponentially Weighted Moving Average model (EWMA) proposed
in [162] is used to forecast the volatility process. This approach has two important
advantages over the equally weighted model. First, volatility reacts faster to shocks
in the market as recent data carry more weight than data in the distant past.
Second, following a shock (a large return), the volatility declines exponentially as
the weight of the shock observation falls. For example the EWMA model for the
one day volatility forecast is given by σ2t+1 = λσ
2
t +(1−λ)r2t . Here we set λ = 0.95.
The parameters of all GARCH models have been recursively estimated by Quasi-Maximum-
Likelihood (QML), using a Gaussian likelihood. The estimation method of the ARMA
parameters of the WV-ARMA are also obtained by a Gaussian likelihood, and the choice
of the models is based on the AIC measure. When GARCH models are entertained in this
study the mean is modeled by an AR(3) model. In other words, first AR(3) is applied on
the returns (or smoothed returns) and the residuals are the input to the GARCH-type
models. Moreover, when the TGARCH model is fitted, we set the constant c = 0 in
(3.18). Assume a data set of length T which represents the daily logarithmic returns of
the underlying asset. Similar to the method proposed in [19], we choose a window of
length N which is used to train the model and consequently we predict h steps ahead
of the conditional volatility σˆ2t . In the next step the window of length N(< T ) is moved
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h steps ahead by discarding the h oldest observations and including the h most recent
values. Thus the training data set is a sliding window of constant length N . Considering
the difficulties arising from volatility being a latent process [19, 267] that we discussed
earlier in this thesis, in this section we describe the methods used to measure the per-
formance of the models. The obvious way to compare the performance of two or more
forecasting methods is to contrast their Mean Squared Error (MSE) at different out -
of- sample horizons h which is defined as
MSE(h) =
∑h
i=1(σˆ
2
t+i − r2t+i)2
h
(5.26)
However, as it was mentioned earlier the comparison is based on the squared returns
and not on the true conditional volatility. Thus a new statistic called Diebold-Mariano
(DM) test was proposed [77] that compares the predictive performance of two different
models at a time. In broad terms, the test requires that the same loss function is applied
on two models and investigates whether the expected difference between the residuals of
the two models obtained using the loss function is equal to zero or there is a significant
divergence from zero. For the purpose of this study assume the following hypothesis
test:
H0 : E
[
(σˆ2A,t − r2t )2 − (σˆ2B,t − r2t )2
]
= 0
H1 : E
[
(σˆ2A,t − r2t )2 − (σˆ2B,t − r2t )2
]
6= 0
where σˆ2A,t and σˆ
2
B,t are the predicted values obtained by model A and B respectively.
Let dt denote the difference of the loss function of the two models with
dt = (σˆ
2
A,t − r2t )2 − (σˆ2B,t − r2t )2
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with sample mean
µˆd =
N∑
t=1
dt
and the spectral density of dt at f = 0 given by
Sd(0) =
1
2pi
( ∞∑
τ=−∞
γdt(τ)
)
If dt series is covariance stationary and short memory the following holds
√
T −N(µˆdt − µdt)→ N
(
0, 2piSdt(0)
)
which gives the following
µˆd − µd√
2piSdt (0)
N
→ N(0, 1)
Thus from [77] under H0 the DM-test is of the following form
DM =
µˆd√
2piSd(0)
T−N
∼ N(0, 1)
Under the null hypothesis, the DM-test is asymptotically N(0, 1) distributed. The null
hypothesis of no difference will be rejected if the computed DM statistic falls outside the
range of −za/2 to za/2, that is if |DM | > za/2, where za/2 is the upper (or positive) z-value
from the standard normal table corresponding to half of the desired level of the test.
Suppose that the forecasts are h > 1 step ahead. In order to test the null hypothesis that
the two models have the same accuracy, the D-M test is utilized. Each model forecasts
the volatility σˆ2t for h-steps ahead using a training set of length N . That is repeated
for (T − N)/h times, where T is the length of the entire data set. Then the squared
residuals from each model are calculated and their difference divided by h will give µˆdt .
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The dataset is chosen so T −N is divisible by h. Additionally, Sdt(0) is not known and
an estimate Sˆdt(0) is obtained using the periodogram (4.5). Thus the estimate can be
expressed as
Sˆd(0) =
1
2pi
N−1∑
τ=−(N−1)
I
( τ
h− 1
)
γˆd(τ)
where
I
( τ
h− 1
)
=
 1 for |
τ
h−1 | ≤ 1
0 otherwise
and
γˆd(τ) =
1
T −N
T−N∑
|τ |+1
(dt − µˆdt)(dt−τ − µˆdt)
The data set consists of 4096 daily observations on the Standard and Poor 500 Compos-
ite Price Index (S&P 500) covering the period from 9-June-1997 to 16-September-2013,
the Financial Time Stocks Exchange 100 Index (FTSE100) for the period 26-June-1997
to 17-September-2013 and the Deutsche Boerse Ag German Stock Index (DAX) between
6-May-1998 and 3-June-2014, adjusted for splits and dividends. In this study we do not
consider nested models (same family but with more parameters), but only compare
the most parsimonious models (i.e GARCH(1,1)) to the their derivatives that employ
wavelets. By derivatives it is meant the novel models which we have proposed in this
section. To compute the value of the DM-test the R package forecast is utilized.
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Table 5.8: S&P 500: Out - Of - Sample Mean Squared Error, N=256. The outlined
values have been multiplied by a 107 scalar.
Data Model Horizons
N=256 h = 2 h = 16 h = 32 h = 64
GARCH 0.859 0.867 0.882 0.899
EGARCH 0.842 0.858 0.877 0.899
TGARCH 0.841 0.855 0.878 0.893
S&P 500 SM-GARCH 0.849 0.876 0.893 0.891
SM-EGARCH 0.840 0.845 0.858 0.890
SM- TGARCH 0.833 0.848 0.855 0.891
WV-ARMA 0.859 0.863 0.866 0.868
ERLSWV-ARMA 0.823 0.841 0.869 0.875
EWMA 0.832 0.864 0.889 0.911
Table 5.9: S&P 500: Out - Of - Sample Mean Squared Error, N=512. The outlined
values have been multiplied by a 107 scalar.
Data Model Horizons
N=512 h = 2 h = 16 h = 32 h = 64
GARCH 0.843 0.869 0.871 0.883
EGARCH 0.839 0.844 0.869 0.881
TGARCH 0.835 0.840 0.869 0.879
S&P 500 SM-GARCH 0.836 0.862 0.872 0.883
SM-EGARCH 0.833 0.842 0.851 0.882
SM- TGARCH 0.832 0.839 0.849 0.879
WV-ARMA 0.844 0.842 0.844 0.855
ERLSWV-ARMA 0.824 0.849 0.867 0.874
EWMA 0.841 0.868 0.886 0.911
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Table 5.10: S&P 500: Out - Of - Sample Mean Squared Error, N=1024. The outlined
values have been multiplied by a 107 scalar.
Data Model Horizons
N=1024 h = 2 h = 16 h = 32 h = 64
GARCH 0.812 0.851 0.869 0.882
EGARCH 0.793 0.845 0.861 0.882
TGARCH 0.786 0.841 0.859 0.879
S&P 500 SM-GARCH 0.801 0.867 0.877 0.879
SM-EGARCH 0.783 0.811 0.867 0.878
SM- TGARCH 0.779 0.850 0.871 0.874
WV-ARMA 0.804 0.821 0.832 0.838
ERLSWV-ARMA 0.823 0.824 0.859 0.873
EWMA 0.792 0.852 0.897 0.922
Table 5.11: S&P 500: Out- Of -Sample MD test, N=512.
Data Model Horizons
N=512 h = 2 h = 16 h = 32 h = 64
EGARCH vs GARCH 1.190 1.955 2.439 2.818
TGARCH vs GARCH 1.887 2.378 3.018 3.140
S&P 500 SM-GARCH vs GARCH 1.981 2.290 2.845 3.112
SM-EGARCH vs GARCH 2.475 2.942 2.733 3.129
SM- TGARCH vs GARCH 3.199 3.290 3.978 4.101
WV-ARMA vs GARCH 1.992 2.717 3.091 6.213
ERLSWV-ARMA vs GARCH 1.833 2.260 2.791 4.952
EWMA vs GARCH 1.783 0.990 0.901 0.567
The out-of-sample performance of the models using the SP500 historical time series is
illustrated in Table 5.8 - 5.10 in terms of MSE(h). As a matter of fact out of sample
MSE comparison is difficult to give a particularly meaningful information about the
relative predictive ability of the various competitors [139]. Nevertheless, it gives an
initial overview of model performance. The findings from the DM test are reported in
Table 5.11, all models are compared with the GARCH model across all forecast horizons
selected for this study. The null hypothesis is that of equal predictive accuracy of the
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two models, a significantly positive (negative) t-statistic indicates that the GARCH(1,1)
model is dominated by (dominates) the competitor model. Moreover, the performance
of the models using the historical time series of the FTSE 100 (Table 8.1 -8.4) and the
DAX (Table 8.5 -8.8) is available in the Appendix 8.
Some important highlights are:
• All the new methods proposed in this chapter seem to have an advantage over the
traditional GARCH-type models. The performance ranking offered by MSE does
not necessarily agree with that of the DM test, so that it is possible to have a lower
MSE than a competing method but a DM larger than 1. Some of the novel methods
improve short horizon forecasting, while some other consistently outperform the
GARCH-type models when long horizon predictions are considered.
• The traditional GARCH-type models employed in this study show better perfor-
mance as the length N of the training set increases.
• It can be observed that there is a consistent hierarchy in the performance among
the traditional GARCH-type models. Specifically, the TGARCH(1,1) model sys-
tematically outperforms the EGARCH(1,1), while the EGARCH(1,1) shows better
performance in comparison to the GARCH(1,1). Remarkably, the same hierarchy
is observed among the smooth versions of the GARCH-type models. In particular,
the SM-TGARCH(1,1) has the best performance among the smoothed models, the
SM-EGARCH is ranked second and the SM-GARCH has the worst performance.
• At long horizons (i.e h = 32, h = 64)) the WV-ARMA model outperforms all
other models included in this study. The ERLSWV-ARMA also presents better
performance in long horizon prediction tasks when it is compared to smoothed
and non-smoothed GARCH-type models.
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• The smoothed GARCH-type models (SM-GARCH, SM-EGARCH, SM-TGARCH)
consistently outperform their parental versions at short horizons, while at longer
horizons the superior performance fades. In fact for h = 64 the original models
outperform their smoothed versions.
• The EWMA performs well at short horizons but at long horizons is in most cases
the worst methods in terms of MSE.
The findings regarding the size of the training set are in line with the results presented
in [47]. Moreover, the superior performance of asymmetric models, with the ability to
capture the leverage effect, over the traditional GARCH models is well documented
by a number authors[19]. As it is discussed in Chapter 3 and Chapter 4 the GARCH,
EGARCH and TGARCH models as well as their smoothed versions (SM-GARCH, SM-
EGARCH and SM-TGARCH) imply that shocks to the volatility decay at an exponential
rate. Additionally, the fit of the D-DFGN model, which is developed in Section 4.4,
suggests that long memory exists in time series returns of the S&P 500. From Section
5.3.2 and Section 5.3.3 the WV-ARMA and the ERLSWV-ARMA can capture long
memory characteristics. Therefore, we believe that the superior performance of the two
models at longer horizons h is due to their ability to handle autocorrelations of distant
time points. Furthermore, we believe that the reasonably better performance of the SM-
GARCH, SM-EGARCH and SM-TGARCH at short horizons is due to their ability to
smooth out some of the noisy behaviour while the impact of significant events is still
preserved. In general terms, a smoothing task is a trade off between the information
perceived to be the signal and the random non-informative quantity seen as the noise.
The more noise a smoothing method can discard the more risk a modeler takes to
ignore important information belonging to the signal. In fact, the combination of the
soft thresholding rule (5.6) and the SURE threshold (5.6) is a good compromise between
large fluctuations that we do not want to ignore and the unwanted inherent noise of the
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observed data. The impact of outliers in the estimation of GARCH-type models has
been studied and it is concluded that better performance is achieved when outliers are
excluded. A possible explanation for the fact that the smoothed version are slightly
outperformed by the standard versions of the GARCH-type models at long horizons is
that the denoising process might underestimate the constant variance, for example see
(3.8). Also, the fact that the ERLSWV-ARMA model has a lower power of predictability
when it is compared to the WV-ARMA at long horizons and to smoothed models in
short horizons leads to the conclusion that either there are no periodicities in the data
or the value λ = 0.95 is not appropriate for capturing the time varying behaviour of
the long memory parameter, if such behaviour exists. It is important to note that the
MSE of the ERLSW-ARMA does not vary as much with horizon h as the other models
compared to the GARCH(1,1), which might have some utility. Nevertheless, when it is
aimed to predict the volatility at long horizons (i.e h ≥ 16) the smoothed versions do
not show any advantage over the traditional GARCH-type models.
However, it must be noted that the remarks on the performance of the models, presented
and developed in this study, are based on a specific class of assets, in particular stock
indices, and consider the specific dataset detailed above. The choice of the the GARCH
(1,1) as a benchmark is motivated by [126] where it is concluded the best models do not
provide a significantly better forecast than the GARCH(1,1). It has also been used as
the benchmark model by other authors, including [19, 47]. Moreover, it is important to
note that the comparison involves only the parsimonious versions of the GARCH-type
models and it is not guaranteed that the improvements from using the novel methods
are still evidenced when more complex models are employed. Nevertheless, comparisons
using the parsimonious models is a natural starting point for model comparison due to
their ubiquity and progenesis, thus this approach often provides an overview about the
abilities of the models of interest and is somewhat standard in the relevant literature
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[19, 47]. Furthermore, long memory models are not included in this study which other
studies indicate that can perform well [29]. There are two main reasons for not including
such models. First, they require the estimation of the long memory parameter which
is not an easy task when financial data are considered. Second, the complexity of such
models can skyrocket the time required for long horizon forecasts, which has made them
not very attractive to modelers and especially to practitioners. However, the method
proposed earlier in this chapter which turns the problem of estimating the parameters
of a long memory model to the “straightforward” task of estimating the parameters of
an ARMA model which is fitted on the smooth and wavelet coefficients can be regarded
as promising alternative.
5.5 Summary
In this chapter DWT is employed aiming to improve the performance of out-of-sample
forecasting of financial volatility. The choice of wavelets is due to their ability to smooth
out random noise and to decorrelate long memory processes. More specifically, (i) it
is examined whether smoothing the input data (squared returns) can lead to better
results, (ii) it is investigated if predicting the behaviour at lower frequency bands has an
advantage over traditional methods that operate in the time domain (frequency f = 1)
and (iii) methods that operate in the wavelet domain which allow for time varying
parameters are considered and evaluated. It is observed that all novel methods applied
to equity indices can outperform the parsimonious versions of GARCH-type models,
subject to the forecasting horizon.
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Chapter 6
On-line Change Point Detection of
Piece-Wise Stationary Processes
TSA aims to model information which is observed sequentially [42, 123, 214, 253], often
assuming time-invariant correlations between observations for a given time-lag. How-
ever, real-life data often violate theoretical assumptions which have been made in the
TSA framework. Several fundamental notions and various statistical tools which are
extensively used in TSA were introduced in Chapter 2. Here, we aim to hybridize these
tools and extend their use to modeling data that undergo changes and experience struc-
tural breaks which cannot be explained by classical time series models. Moreover, we
are interested in detecting a change in an on-line fashion. In other words, we require a
statistical mechanism which is able to infer whether at the current time-point a change
is likely to have occurred or not, without needing to revisit the data history. A natural
link between the time and frequency domains is the wavelet domain which, through
the MRA can simultaneously provide information about the temporal and the spectral
behaviour of the data. Thus, by using the DWT it is possible to monitor a series for
a change in the SDF, whereas the SDF is by definition (see (2.2)) related to the ACF
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of the serial data. From Chapter 2, TSA heavily relies on the (weak-) stationarity as-
sumption (see Definition 2), which is also a necessary condition for the application of
ARIMA models [38]. Without loss of generality we intend to develop and demonstrate
novel methods that assume that the data within a regime (between two changes) can be
modeled as an ARIMA process. However these novel methods can be employed for any
type of data for which it can be assumed that between two changes stationarity holds.
For example the long memory models presented in Section 4.3 can also be considered.
An ARIMA(p,0,q) model, equivalent to ARMA(p,q) is given by
Yt =
p∑
i=1
φiYt−i +
q∑
k=1
θkt−k + t,  ∼ N(0, s2). (6.1)
for t > 0. In TSA the choice of the appropriate ARMA model and the number of
parameters p and q are usually determined through the ACF and the PACF plots as
discussed in Chapter 2. The estimation of φi and θk is batch based. The model is trained
in an off-line fashion using the entire dataset and the best parameters are estimated in
terms of goodness of fit. There is a loss function (or likelihood) which is minimized (or
maximized) by the appropriate selection of the (estimated) parameters. However, there
are many real-world problems that require on-line monitoring for changes in the process
such as speech recognition [57], aircraft engines monitoring [63], wireless networks [191]
and sensor networks [175] to mention only a few. Coming back to ARMA models a
change can occur either in the parameters φi and θk or in the variance s
2
 of the noise.
The former is of interest in this work. This study attempts to address and deal with
this change detection problem from a quality control point of view. The oldest available
work in change point detection appeared in the 1920-1930’s motivated by considerations
of quality control. A notable example is Shewhart’s charts [232], also known as control
charts, which were used to monitor the state of a process. A process is “in control”
as long as the observations lie within two predetermined barriers and “out of control”
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when it hits either of the two barriers. However, the study of change point detection
started flourishing soon after the work on Sequential Analysis by Wald in 1947 [261]. The
developments by Shewhart and Wald became the foundation upon which an extensive
literature of sequential change-point detection is based [110, 201, 233, 234, 235, 223, 239,
247]. Nevertheless, it is difficult to treat autocorrelated data in this context. The main
reason is that generally these methods do not hold in the case where the observations
are serially dependent. Other authors have proposed a two stage method e.g [46]. First,
an appropriate model is fitted to the data and then the residuals, which are obtained
recursively, are monitored for changes in the mean and the variance. In this chapter we
contribute to the field of research by providing an on-line and model free method which
can overcome the difficulties than can arise by inappropriate model specifications (i.e
wrong number of parameters) or possible problems in the estimation of the parameters
(for accurate estimates lengthy series might be required).
6.1 Motivation
The 2007-2008 financial crisis [34] prompted a series of frequent structural changes in
the statistical behaviour of the financial markets. These changes often resulted in depar-
tures from stationarity[61]. To overcome the inconsistent characteristics of the data two
main methods have been proposed: (i) piecewise stationary models [100, 228], (ii) models
with time varying parameters[69, 224]. This study focuses on piecewise stationary mod-
eling. It is assumed that within two changes the data can be described by a stationary
model with constant parameter values. The appeal of this kind of modeling is that it
is easily interpretable as it provides segmentation of the data into time intervals where
the parameters of the process remain constant. Also, the piecewise constant parameter
approach can be of use in forecasting, where it is often of interest to obtain the “latest”
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stationary segment of the data which can then be used to forecast the future behaviour.
Stationary models (i.e GARCH) are usually employed for modeling the conditional vari-
ance of logarithmic returns. Therefore, the task to detect a change in the parameters of
such models is of great importance. The problem has been studied from an econometric
point of view [26]. The need to know when a change has occurred, so a new model must
be applied, makes on-line detection an important task. The method proposed in this
work claims (i) Parsimony: The detection is model free. (ii) Low space complexity:
The method is on-line and depending on the task a constant number of data is required
to be stored. (iii) Robustness: The speed of the detection is subject to probability of
false detection, as in quality control problems. Also small changes, for example a change
from an AR(1) with φ1 = 0.25 to φ
′
1 = 0.50 can be successfully detected. By successfully
it is meant that the detection can be achieved relatively quickly and at an acceptable
probability of being false. (i.e ARL0 >> ARL1 as originally introduced in [24] and de-
fined 6.22 and 6.23). Through the DWT the task of detecting a change in the parameters
of a piecewise stationary process is reduced to the the problem of detecting a change in
the wavelet variance, also known as the Allan variance [10], and the relative wavelet vari-
ance. We show that, under homoscedastic noise (constant variance) the actual variance
of the wavelet coefficients is informative of such changes and there is no need to monitor
the relative energy. On the contrary, when the zero mean noise presents time varying
variance the relative energy is of interest for it is insensitive to changes in the variance
of the noise. The relative energy of an MRA scale can be viewed as the percentage of
the variability of the underlying process at this specific scale. As discussed in Chapter
2 the DWT preserves the variance (energy), thus the sum of the relative variance of
all scales is always equal to one. To obtain the wavelet coefficients on-line the OLMRA
method is employed, introduced in section 2.7 and originally developed in [109]. For a
single change detection in the variance of iid variables the Cumulative Sum (CUSUM)
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method [201], the Exponentially Weighted Moving Average (EWMA) method [223] or
other nonparametric methods [227] can be used. Nonparametric methods are usually
more preferable when the family of the underlying process is unknown. Thus, for the
purpose of this chapter the two parametric algorithms will be employed and monitored.
It is often assumed that the value of the parameters, in this case the variance, of the
pre-change distribution is known. To overcome this restriction the variance is estimated
within a burn-in time interval, the length of which is usually determined by the modeler
[148, 149]. Additionally, if we want to detect multiple changes a common approach is to
restart the algorithm soon after a change is detected. The performance of each method
is measured by (i) ARL0 and (ii) ARL1.
6.2 Wavelets and Short Memory Stationary Process
The purpose of this section is to associate stationary processes with their wavelet vari-
ance decomposition which is later in this work called energy curve. In particular, the
energy decomposition of a stationary process has an expected structure which allows
us to estimate the curve through simulations and infer statistical results based on the
estimated curve. Assume the stationary zero mean process {Xt} has autocovariance
cov{Xt, Xt−τ} = γX(τ), (6.2)
and autocorrelation,
ρX(τ) =
γX(τ)
γX(0)
. (6.3)
where by the definition of stationarity the autocorrelation of {X}, γX(τ) is a finite
constant for a given integer τ . By setting τ = 0 in (6.2) the relationship γX(0) = V ar(Xt)
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is derived, which implies constant variance over time. From 2.2 the SDF of {Xt}, denoted
as SX(f) is given by
SX(f) =
∞∑
τ=−∞
γX(τ)e
−i2pifτ , |f | ≤ 1
2
, (6.4)
which satisfies
∫ 1/2
−1/2
SX(f)df = σ
2
X = V ar(Xt). (6.5)
From [206] the relationship between the SDF of a stationary process and the variance
of the DWT coefficients is
σ2X,j = V ar(WX,j) = V ar(WX,j,t) ≈ 2
∫ 1/2j
1/2j+1
SX(f)df, (6.6)
also from the MRA property the following holds
∞∑
j=1
σ2X,j = σ
2
X . (6.7)
The wavelet variance estimators are essentially sample means of the squared DWT
coefficients w2X,j,i
σˆ2X,j =
1
N/2j
N/2j∑
i=1
w2X,j,i. (6.8)
For the scope of this work the DWT coefficients are employed. From Percival[204],
Allan[10] and Percival & Walden[206] the estimator σˆ2X,j is asymptotically Gaussian
distributed with mean E[σˆ2X,j] = σ2Xj and variance Sw2X,j(0)/(T/2
j),
σˆ2X,j ∼ N
(
σ2X,j,
Sw2X,j(0)/(T/2
j)
T/2j
)
(6.9)
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where Sw2X,j(0) is the SDF of the scale j squared wavelet coefficients w
2
X,t,j of the process
{X} evaluated at frequency zero and is given by
Sw2X,j(0) = 2
∫ 1/2
−1/2
S2X,j(f)df (6.10)
with SX,j(f) = S
(p)
X,j(f), where S
(p)
X,j(f) is the periodogram at scale j, and
∫ 1/2
−1/2
S2X,j(f)df =
∫ 1/2
−1/2
[SPX,j(f)]
2df =
(T/2j)−1∑
i=−(T/2j)+1
γ2X,j,i
From (6.9) estimates of the relative variance (energy) rX,j at scale j, assuming σ
2
X known
can be obtained from
rˆX,j =
σˆ2(j)
σ2X
. (6.11)
Thus a 95% CI for rX,j can be constructed. For illustration purposes three AutoRegressive
(AR) process [6, 42] are discussed. An autoregressive process of order p denoted by AR(p)
is described by the following formula
Xt =
p∑
i=1
φiXt−i + t, t ∼ N(0, σ2 ) (6.12)
where the roots of the polynomial zp−∑pi=1 φizp−1 lie within the unit circle. The choices
of the parameters of the AR(1) processes are φ1 = 0.15, φ1 = 0.50, and φ1 = 0.75. From
[42] the autocorrelation ρX(τ) of the process decays quickly for low values of φ1, while the
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autocorrelation is found to be significant at large lags as the parameter φ1 approaches
one. The mean and the 95% confidence bounds of rj at scales j = 1, · · · , 10 for the three
processes are obtained through 1000 simulations in aech case, with length T = 1024.
Figure 6.1: 95% CI of rX,j, j = 1, · · · , 10 for AR(1) with φ1 = 0.15 (left-red), φ1 = 0.50
(middle-green) and φ1 = 0.75 (right-blue).
In Figure 6.1 for φ1 = 0.15 most of the variability of the AR(1) process is explained
at scale j = 1 which is associated with frequency 1/2 and for scales j ≥ 5 the relative
energy is observed to be near zero. When φ1 = 0.50 the relative energy decays at a
slower rate than the process discussed previously. The most persistent AR(1) process
with φ1 = 0.75 is expected to have most energy located in scale 4, while at scale 5 the
energy can still be significant.
6.3 Single Change Point Detection Framework
Although the final objective is to detect changes in autocorrelated data, in this section
we give a quantitative description of the change point detection task assuming that the
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data are iid random variables. The reason for taking this path is twofold. First, change
detection of iid data have been thoroughly studied in the last fifty years or so which
has resulted to a rich literature. Second, we will show later that by applying the DWT
to autocorrelated data the task becomes the standard change point detection problem
of iid random variables. The relevant literature is divided into two main categories, the
detection for a fixed size sequence and the sequential detection. In this section, we discuss
the former and postpone the introduction of the sequential detection methods until the
following section.
Using the methodology outlined in [216, 217] we assume that the dataset consists of
the series y1, y2, · · · , yT which we want to investigate and infer whether it contains a
change point or not. In frequentist approaches a hypothesis test is constructed where
the null hypothesis is that there is no change point, with the alternative being that a
single change point occurs at some unknown time-point τ . Also, assume that f0(Yt,θ0)
and f1(Yt,θ1) represent the distributions before and after the change respectively, which
belong to the exponential family with parameters θ0 and θ1. Thus the hypotheses are
H0 : Yt ∼ f0(yt,θ0) t = 1, 2, · · · , T, (6.13)
and
H1 : Yt ∼
 f0(yt,θ0) for t = 1, 2, · · · , τ − 1;f1(yt,θ1) for t = τ, τ + 1, · · · , T, (6.14)
for some unknown τ , which must be estimated. Thus the log-likelihood under the null
hypothesis takes the form
L0(y1, y2, · · · , yT |θ0) =
T∑
t=1
log
(
f0(yt,θ0)
)
(6.15)
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and under the alternative hypothesis the log-likelihood is of the form
L1(y1, y2, · · · , yT |θ0,θ1) =
τ−1∑
t=1
log
(
f0(yt,θ0)
)
+
T∑
t=τ
log
(
f1(yt,θ1)
)
. (6.16)
We have assumed that the parameters θ0 and θ1 are known, in the case where they are
unknown, let θˆ0(τ) and θˆ1(τ) denote their maximum likelihood estimates conditional
on τ . Then, the maximum likelihood estimator of τ under the alternative hypothesis is
τˆ = arg max
τ
L1(y1, y2, · · · , yT |θˆ0(τ), θˆ1(τ)). (6.17)
In practice, we must evaluate the log-likelihood at all time points t = 1, 2, · · ·T and
obtain the maximum value. It must be noted that so far we have assumed that only
one change point exists. However, if multiple change points are considered the compu-
tational burden can make the procedure practically infeasible. With all parameters thus
estimated, a generalized likelihood ratio test can be deployed by considering the test
statistic:
R =
L0(y1, y2, · · · , yT |θˆ0(τ))
L1(y1, y2, · · · , yT |θˆ0(τ), θˆ1(τ))
. (6.18)
The R statistic rejects the null hypothesis if its value exceeds a specified threshold
[216, 217]. Many authors have used the distribution of R to test the null hypothesis
under different scenarios about the parameters.
175
CHAPTER 6. ON-LINE CHANGE POINT DETECTION OF PIECE-WISE
STATIONARY PROCESSES
6.4 Change Detection of Autocorrelated Data Un-
der Homoscedastic Noise
We first attempt to detect a change in the parameters under homoscedastic noise. The
proposed method is inspired by the test developed in [154] which is formulated in the
wavelet domain, where a change in the generalized spectral density results in a change
in the variance of wavelet coefficients at one or several scales. It is assumed that the
underlying process {Yt} can be described as follows
Yt =

∑q
k=1 θkt−k +
∑p
i=1 φiYt−i + t for t < τ∑q′
k=1 θ
′
kt−k +
∑p′
i=1 φ
′
iYt−i + t for t ≥ τ
(6.19)
with t ∼ N(0, s2). At time τ a change occurs and the model that explains the underlying
process changes from ARMA(p,q) to ARMA(p′,q′). Note that both the value and the
number of the parameters can change. For example assume {Yt} can be expressed in
terms of the following ARMA models
Yt =
 0.15Yt−1 + t for t < τ ;0.4Yt−1 − 0.2Yt−2 + 0.2t−1 + t for t ≥ τ. (6.20)
For t = 1, 2 · · · τ − 1, {Yt} is described by an AR(1), while for t ≥ τ it behaves as an
ARMA(2,1). From [67, 91] when the DWT is applied on an ARMA process {Yt}, the
wavelet coefficients WY,j,t at level j are approximately iid, zero mean Gaussian random
variables. This is due to the approximate decorrelation property of the DWT [206].
Moreover, in Figure 6.4 the ACF plots of the wavelet coefficients of a process which
can be explained by three different regimes of AR(1) models suggest that there is no
autocorrelation. To formalize the change detection task of data with homogeneous noise,
denote the distribution of the wavelet coefficients at a particular scale j, j = 1, 2, · · · J0 as
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N(0, σ2Y,j). The change of σ
2
Y,j occurs at an unknown time point τ . Thus the distribution
can be described by
WY,j,t ∼
 N(0, σ
2
Y (0),j
) for t < τ
N(0, σ2
Y (1),j
) for t ≥ τ
(6.21)
In other words the wavelet coefficients WY,j,t of a piecewise stationary process at a
particular level j are described by a zero mean normal distribution N(0, σ2
Y (0),j
) and
when a change at time t = τ occurs the wavelet coefficients are described by N(0, σ2
Y (1),j
).
Note that Y (0) and Y (1) represent the regime (i.e specific ARIMA model) before and
after the change respectively. When τ =∞ no change occurs. The two most widely used
performance measures are
• ARL0 is the average number of observations until a false detection has occurred,
ARL0 = E[τˆ |σ2Y,j = σ2Y (0),j]. (6.22)
• ARL1 is the mean delay until a change is detected.
ARL1 = E[τˆ − τ |σ2Y,j = σ2Y (1),j]. (6.23)
A detection method can be viewed as a trade-off between ARL0 and ARL1. When the
proposed method is very sensitive to changes, which it can detect very quickly, then the
expected time between false positive detections is usually short. In contrast, a method
that does not result in frequent false positives will most likely delay to detect a change.
The reason to monitor the wavelet variance is motivated by its direct link with the SDF
of {Yt}. Assume that the wavelet variance at scale j is denoted by σ2Y,j. Then from [206]
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it can be expressed in terms of SY (f)
σ2Y,j = V ar(WY,j,t) ≈ 2
∫ 1/2j
1/2j+1
SY (f)df (6.24)
The expression (6.24) shows that a change of SY (f) is reflected in σ
2
Y,j. We now return
to (6.19) which from (2.7) can take the following form in the frequency domain
SY (f) =
 SY (0)(f) = σ
2
Y (0)
∣∣∣ θ(0)(e−2piif )φ(0)(e−2piif ) ∣∣∣2 for t < τ
SY (1)(f) = σ
2
Y (1)
∣∣∣ θ(1)(e−2piif )φ(1)(e−2piif ) ∣∣∣2 for t ≥ τ (6.25)
where Y (0) and Y (1) represent {Yt} for t ≤ τ and t > τ respectively. Also σ2Y (0)
∣∣∣ θ(0)(e−2piif )φ(0)(e−2piif ) ∣∣∣2
and σ2
Y (1)
∣∣∣ θ(1)(e−2piif )φ(1)(e−2piif ) ∣∣∣2 are the rational spectrum expressions of Y (0) and Y (1) correspond-
ingly. The polynomials θ and φ are given in (2.6) and (2.8). Thus the change at time
τ results in a change in the SDF as illustrated in (6.25). It is important to note that
SY (f) depends only on f , while a change occurs at a specific time τ which we want to
detect. DWT provides information in both time and frequency domains which allows us
to locate a neighborhood of time points in which the change takes place, subject to the
Heisenberg uncertainty principle [259]. However, a change in SY (f) could possibly be
due to a change in the variance σ2Y (i.e σ
2
Y (0)
6= σ2
Y (1)
). We next show that as long as the
variance of the noise s2 remains constant, any change in σ
2
Y could only be caused by a
change in the parameters φi and θj. To this end the following compact representation
of an ARMA(p,q) is used
φ(B)Yt = θ(B)t, t = 0,±1,±2, · · · (6.26)
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from [43] assume that φ(·) and θ(·) have no common zeros and θ(z) 6= 0 for all z ∈ C,
which allow for the invertible representation
Yt = φ(B)
−1θ(B)t = ψ(B)t, t = 0,±1,±2, · · · (6.27)
where ψ(·) = θ(·)
φ(·) which can be written as an MA(∞) process
Yt =
∞∑
i=0
ψit−i, (6.28)
therefore the variance of the process {Yt} can take the form
V ar(Yt) = σ
2
Y =
∞∑
i=0
ψ2i s
2
 , (6.29)
with
∑∞
i=0 ψ
2
i <∞. From (6.29) it can be seen that under homoscedastic noise, a change
of the variance σ2Y can only occur due a change of the ARMA parameters φi and θk. In
Figure 6.2 3 ARIMA regimes are illustrated which are separated by two change points.
OLMRA is applied and the resulting wavelet coefficients are presented in Figure 6.3. For
clarity it is stated that the time t = 2048 at which the last point is observed does not
imply that the method requires a fixed series, but it is selected for illustration purposes
only. The methods presented in this section can detect a single change in an endless
series (stream) or multiple change points in a stream by restarting itself.
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Figure 6.2: Yt: AR(1): φ1 = 0.55 for 1 ≤ t ≤ 512 (red), φ1 = 0.15 for 513 ≤ t < 1024
(green) and φ1 = 0.75 for 1025 ≤ t ≤ 2048 (blue).
Figure 6.3: The wavelet coefficients of Yt from scale 1 to 6, the colour corresponds to
the 3 AR regimes described above.
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Figure 6.4: The ACF plots of the wavelet coefficients of the process Yt from scale 1 to
6.
Given that σ2Y,j =
1
T/2j
∑T/2j
t=1 w
2
Y,j,t = E[w2Y,j,t], thus detecting a change in the variance
of wY,j,t is equivalent to detecting a change in the expected value of w
2
Y,j,t. In Section
WavStationary the statistical properties of the wavelet variance are discussed. In partic-
ular, the estimator of the variance at a scale j of a stationary process {Yt}, t = 1, 2 · · ·T
is found to be unbiased, normally distributed and governed by the law illustrated below
σˆ2Y,j ∼ N(σ2Y,j, v2) (6.30)
from (6.30) we can apply CUSUM and EWMA on w2Y,j,t. The monitoring methods
presented in the following section aim to apply existing methods originally designated to
monitor iid variables on a new domain of autocorrelated data. The new results rely on the
theoretical properties of the employed methods which have been previously established
by other authors. Our intention is to expand the range of applications of these methods.
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6.4.1 Monitoring a Homoscedastic Process
The monitoring methods employed in this work are the CUSUM and the EWMA al-
gorithms, used for sequential change point detection. It is important to note that both
methods aim to detect changes in the variance of the wavelet coefficients at a given
multiresolution scale j. Thus the descriptions that follow are purpose built and focus
exclusively on the second moment of the distribution of the wavelet coefficients. Fur-
thermore, if one is interested in detecting multiple changes (i.e as in streaming data) it
is customary to restart the monitoring after a change is detected [130].
• CUSUM
The CUSUM algorithm was developed in [201]. The variance of the wavelet coefficients
at scale j is monitored by the following algorithm
Λ0 = 0,
Λt = max(0,Λt−1 + w2Y,j,t − σ2Y,j − δv).
(6.31)
An increase is detected when
Λt > ∆u. (6.32)
where δ and ∆ are called control parameters. The parameter δ can be thought of as
a tuning parameter which controls whether the CUSUM is more effective at detecting
small or large changes. If the pre and post change variance of the variable, in this case
the wavelet coefficients at a scale j, are known, then CUSUM is optimal [192] and
the values of δ and ∆ are estimated so a specific ARL0 is satisfied. Thus a modeler
can predetermine the values of the parameters subject to the magnitude of the change
aimed to be detected. This can be done explicitly or more practically the values can be
approximated through Monte Carlo simulations [45]. It must be noted that the expected
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value of the pre and post-distribution of the wavelet coefficients at any scale j is known
and equal to zero. In most practical applications the value of the variance is unknown
and we estimate variance σˆ2Y,j within a fixed time interval called the burn-in period,
following [129, 149]. A discussion about the choices of δ and ∆ is available in [225].
• EWMA
The general EWMA algorithm was originally developed in [223], which for the scope of
this study is described as:
Π0 = σ
2
Y,j
Πt = κΠt−1 + (1− κ)w2Y,j,t.
(6.33)
An increase is detected when
Πt > σ
2
Y,j +KσΠt , (6.34)
for
σΠt =
(√
κ
2− κ [1− (1− κ)
2t]
)
σY,j. (6.35)
where κ and K are the control parameters. Likewise, the values of the control parameters
are usually predetermined by the modeler and depend on the magnitude of the change
aimed to be detected. A burn-in period is required to estimate σˆ2Y,j. A discussion about
the choices of κ and K is available in [166].
6.4.2 Simulation Studies
The main objective of this study is not centered on finding the optimal control pa-
rameters, but to investigate their effect we employ three different choices of control
parameters for each monitoring method. Then we observe the capabilities of the meth-
ods for different magnitudes of change and at different scales for all three choices of the
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parameters. It must be noted that we use both CUSUM and EWMA aiming to illustrate
that the wavelet based framework is not restricted to a specific monitoring method and
that the results are independent of the choice of the detector. However, it is useful to
mention that if one is to compare two algorithms in terms of ARL0 and ARL1, it is
customary to fix ARL0, and then compare ARL1, but this is beyond the scope of this
study. Based on the performance of the methods we attempt to provide evidence that
this wavelet based framework can be a promising method for on-line change detection
of autocorrelated data. The simulation study aims to provide some intuition about the
relationship between the multiresolution scales and the magnitude of the change in the
autocovariance of the process. For instance, how efficient are the methods in detecting
a small change in the parameters of the process by monitoring a particular scale? When
is a big change detected faster? It is important to note that if the modeler is interested
in detecting a change of a particular magnitude (i.e from φ1 = 0.25 to φ
′
1 = 0.55 for
Xt an AR(1)), through Monte Carlo simulations the optimal control parameters can
be approximated for a predetermined (desired) ARL0. This scenario lies in the case at
which pre and post changes are known and thus CUSUM is optimal. It is reminded
that ARL0 is estimated by the sum of the lengths of the waiting regions between false
detections, divided by the number of false detections. Additionally, ARL1 is estimated
by the average of the lengths of the detection regions between the correctly detected
change points and their nearest true change points. In particular we present three differ-
ent scenarios. We assume that the underlying process is an AR(1) process and a change
at time τ = 4096 occurs and the parameter changes from φ1 to φ
′
1 with:
• φ1 = 0.25 and φ′1 = 0.50
• φ1 = 0.25 and φ′1 = 0.75
• φ1 = 0.50 and φ′1 = 0.75
184
CHAPTER 6. ON-LINE CHANGE POINT DETECTION OF PIECE-WISE
STATIONARY PROCESSES
To provide on-line results the OLMRA method presented in Chapter 2 is employed. We
note that we use the Haar wavelet basis, which is of length L = 2 and requires one smooth
coefficient VY,j,t stored at each scale j. For the experiments conducted in this chapter
the monitoring is performed up to scale 5. Thus the space of 5 coefficients is required.
In Section 6.2 we discuss the relative variance of 3 different AR(1) processes, where it is
shown that for non-persistent processes the relative energy for scales above 5 becomes
insignificant (i.e < 0.1). However, when it is not known in advance which scales carry the
most information (variability) we can estimate the relative variance during the burn-in
period and identify the most significant scales. In addition the wavelet variance (not to
be confused with the relative variance or the variance of the process) at each scale can be
estimated within the burn-in period. However, since we use the DWT that downsamples
the original data at each scale, we may require a long burn-in period to monitor higher
scales. A possible way to overcome this difficulty is by using the MODWT transform[206]
which is non-decimated, but we will not consider this approach in our work. Also, when
a change is detected at τˆj at scale j, it is implied that the estimated change occurs at
time τˆ = 2j τˆj on the original series (data). In our experiments monitoring is applied
on the wavelet scales 3, 4 and 5 and the performance is illustrated in Table 6.1, Table
6.2 and Table 6.3 respectively. The burn in period is selected to be 30 coefficients at
every scale. As a result to obtain the ARL0 and ARL1 for a scale j it is assumed that
30 × 2j observations of the AR(1) process have been observed before the monitoring
begins. Although it might not be of practical use to monitor high scales (i.e j > 4),
we include experimental results that include j = 5 for comparison purposes. The ARL0
value is obtained by sampling the data from an AR(1) and recording the time of the
false detection. This is repeated R = 10000 times and thus ARL0 is defined to be the
sum of the time points of false detections, divided by R. For ARL1 , we use data sampled
from AR(1) initially with parameter φ1, and then changing to φ
′
1 (as described above)
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with the changepoint τ set to be equal to 4096. After detecting the change at τˆ , we
record the delay τˆ − τ . We repeat this process for a large number of trials N (we use
N = 10000), and then the ARL1 is estimated by the sum of the delays divided by T . It
must be noted that in the calculation of the ARL1 any false detections are ignored and
only the first true detection is recorded.
Table 6.1: Change point detection performance under homoscedasticity applying
CUSUM and EWMA at multiresolution scale 3.
Change Wavelet Scale Algorithm Parameters Values ARL0 ARL1
3 CUSUM (δ,∆) (0.75,8) 149.34 17.33
φ1 = 0.25 → φ′1 = 0.50 3 CUSUM (δ,∆) (0.50,8) 168.92 18.01
3 CUSUM (δ,∆) (0.25,8) 221.75 18.75
3 EWMA (κ,K) (0.25,3) 244.65 28.56
φ1 = 0.25 → φ′1 = 0.50 3 EWMA (κ,K) (0.40,3) 199.76 22.33
3 EWMA (κ,K) (0.45,3) 121.43 16.21
3 CUSUM (δ,∆) (0.75,8) 149.34 9.09
φ1 = 0.25 → φ′1 = 0.75 3 CUSUM (δ,∆) (0.50,8) 168.92 11.34
3 CUSUM (δ,∆) (0.25,8) 221.75 12.15
3 EWMA (κ,K) (0.25,3) 244.65 16.31
φ1 = 0.25 → φ′1 = 0.75 3 EWMA (κ,K) (0.40,3) 199.76 15.63
3 EWMA (κ,K) (0.45,3) 121.43 14.12
3 CUSUM (δ,∆) (0.75,8) 142.76 19.11
φ1 = 0.50 → φ′1 = 0.75 3 CUSUM (δ,∆) (0.50,8) 169.08 21.34
3 CUSUM (δ,∆) (0.25,8) 212.71 36.64
3 EWMA (κ,K) (0.25,3) 239.15 35.32
φ1 = 0.50 → φ′1 = 0.75 3 EWMA (κ,K) (0.40,3) 212.63 29.78
3 EWMA (κ,K) (0.45,3) 201.29 22.23
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Table 6.2: Change point detection performance under homoscedasticity applying
CUSUM and EWMA at multiresolution scale 4.
Change Wavelet Scale Algorithm Parameters Values ARL0 ARL1
4 CUSUM (δ,∆) (0.75,8) 153.12 12.33
φ1 = 0.25 → φ′1 = 0.50 4 CUSUM (δ,∆) (0.50,8) 174.92 14.27
4 CUSUM (δ,∆) (0.25,8) 233.51 15.51
4 EWMA (κ,K) (0.25,3) 258.52 25.56
φ1 = 0.25 → φ′1 = 0.50 4 EWMA (κ,K) (0.40,3) 219.55 20.33
4 EWMA (κ,K) (0.45,3) 137.98 14.10
4 CUSUM (δ,∆) (0.75,8) 153.12 7.21
φ1 = 0.25 → φ′1 = 0.75 4 CUSUM (δ,∆) (0.50,8) 174.92 9.04
4 CUSUM (δ,∆) (0.25,8) 233.51 10.39
4 EWMA (κ,K) (0.25,3) 258.52 13.07
φ1 = 0.25 → φ′1 = 0.75 4 EWMA (κ,K) (0.40,3) 219.55 12.32
4 EWMA (κ,K) (0.45,3) 137.98 10.44
4 CUSUM (δ,∆) (0.75,8) 185.67 9.45
φ1 = 0.50 → φ′1 = 0.75 4 CUSUM (δ,∆) (0.50,8) 207.40 11.34
4 CUSUM (δ,∆) (0.25,8) 239.83 12.64
4 EWMA (κ,K) (0.25,3) 239.15 15.32
φ1 = 0.50 → φ′1 = 0.75 4 EWMA (κ,K) (0.40,3) 212.63 14.78
4 EWMA (κ,K) (0.45,3) 201.29 12.23
Table 6.3: Change point detection performance under homoscedasticity applying
CUSUM and EWMA at multiresolution scale 5.
Change Wavelet Scale Algorithm Parameters Values ARL0 ARL1
5 CUSUM (δ,∆) (0.75,8) 221.75 8.93
φ1 = 0.25 → φ′1 = 0.50 5 CUSUM (δ,∆) (0.50,8) 238.92 10.01
5 CUSUM (δ,∆) (0.25,8) 283.34 11.52
5 EWMA (κ,K) (0.25,3) 244.65 16.45
φ1 = 0.25 → φ′1 = 0.50 5 EWMA (κ,K) (0.40,3) 199.76 15.79
5 EWMA (κ,K) (0.45,3) 199.81 14.77
5 CUSUM (δ,∆) (0.75,8) 277.44 5.95
φ1 = 0.25 → φ′1 = 0.75 5 CUSUM (δ,∆) (0.50,8) 286.29 7.72
5 CUSUM (δ,∆) (0.25,8) 301.34 8.06
5 EWMA (κ,K) (0.25,3) 244.65 11.45
φ1 = 0.25 → φ′1 = 0.75 5 EWMA (κ,K) (0.40,3) 199.76 10.99
5 EWMA (κ,K) (0.45,3) 199.81 8.77
5 CUSUM (δ,∆) (0.75,8) 227.76 7.09
φ1 = 0.50 → φ′1 = 0.75 5 CUSUM (δ,∆) (0.50,8) 254.08 8.34
5 CUSUM (δ,∆) (0.25,8) 267.75 10.15
5 EWMA (κ,K) (0.25,3) 259.65 12.31
φ1 = 0.50 → φ′1 = 0.75 5 EWMA (κ,K) (0.40,3) 244.76 11.63
5 EWMA (κ,K) (0.45,3) 221.29 9.12
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We observe that the experimental results verify the theoretical trade-off between ARL0
and ARL1 for all 3 changes studied and at any given scale. In particular, for a specific
scale j and given a pair of φ1 and φ
′
1 (φ1 6= φ′1), which correspond to the parameters of
two processes before and after the change, when the ARL0 increases the ARL1 increases
as well. It must be noted that this behaviour is common to the two monitoring methods
employed. Furthermore, a large change in δφ1 = |φ1 − φ′1| is more likely to be detected
sooner than a smaller change as long as we monitor either the scale at which most
variance is observed before the change or the scale at which most variance will be located
after the change. To do the latter requires a priori knowledge of the autocovariance of
the process after the change. Thus we propose that during the burn-in period the scale
with the most variance should be identified and monitored. By definitions, the lower
the ARL1 value the quicker the method detects a change. At scale 3 the lowest value
of ARL1 equal to 9.09 is recorded for the change φ1 = 0.25 → φ′1 = 0.75. Similarly,
at scales 4 and 5 the lowest ALR1 is achieved for the change φ1 = 0.25 → φ′1 = 0.75
with values equal to 7.21 and 5.95 respectively. Nevertheless, the detection performance
can vary across scales. More precisely, at higher scales a change is likely to be detected
sooner than at lower scales, however this comes with an associated cost in the detection
speed. Note that ALR1 at a given scale j implies that the true ARL1 is 2
j × ARL1.
One other interesting result is that for the same δφ1 the performance at a scale j still
depends on φ1 and φ
′
1. In particular, keeping δφ1 constant and equally increasing φ1 and
φ′1, higher scales outperform lower scales. For the change φ1 = 0.50 → φ′1 = 0.75, where
δφ1 = 0.25, scale 3 is underperformed by scales 4 and 5. While for the change φ1 = 0.25
→ φ′1 = 0.50, again δφ1 = 0.25, the scale 3 is expected to detect the change faster than
the scales 4 and 5. In general, autocorrelated processes with low persistence is better
to be monitored at low scales (associated to high frequencies), while more persistent
processes are better monitored at higher scales subject to the complexity of the task.
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The framework presented in this section can be deployed in financial applications. For
example, two series that tend to move together when are linearly combined can yield
stationary residuals [8, 260]. In this case the two series are said to form an equilibrium.
It is possible however for an established equilibrium to “break” abruptly and thus pairs
trading on the securities which had been fluctuating around the equilibrium is no longer
possible and might lead to financial losses. A notable example is (presented in [189])
the equities of Exxon Mobil Corporation and South West Airlines illustrated in Figure
6.5 for the period 1997-2004 which exhibit co-integrating behaviour but after 2004 they
seem to diverge from each other and the equilibrium vanishes.
Figure 6.5: Historical price process of Exxon Mobil Corporation and SouthWest Air-
lines for the period 1997-2007. The spread time series, reported in the inset, shows an
equilibrium level between the two prices until about January 2004. ( obtained from
[189])
Thus monitoring the spread of two (or more) tradable assets for structural changes can
have a value in statistical arbitrage methods, where a false detection would result in
a premature termination of the strategy, or a long delay in the detection would result
in financial losses. Furthermore, a trader might be interested in financial assets that
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co-integrate with a specific speed. The speed at which the two assets co-integrate is
reflected on the spread. A persistent spread indicates a slowly co-integrated pair, while
a pair that has the tendency to revert quickly to the established equilibrium level results
in a low persistent spread whose autoccorelation decays very quickly to zero. Therefore,
possible changes in the persistence (rate of autocorrelation decay) in the spread can be
monitored using the method developed in this section.
6.5 Change Detection of Autocorrelated Data Un-
der Heteroscedastic Noise
It is possible to observe an ARMA(p,q) process with constant parameters φi, i =
1, 2, · · · , p and θk, k = 1, 2, · · · , q and a time varying s2(t) = s2t . For a modeler, espe-
cially one who is interested in predicting future values, there is no need to re-estimate
the parameters since the existing ones will provide the best fit in terms of maximum
likelihood or least square error. In other words the heteroscedastic behaviour of the noise
should not flag a change in the behaviour of the underlying process. This is of great value
in financial applications, where often the heteroscedastic nature of the residuals could
be confused with a change in the model’s parameters. To describe the task in terms of
the motivation given in 6.1, it is assumed that the process has piece-wise constant pa-
rameters. A mechanism able to detect changes in the parameters while being insensitive
to the heteroscedastic behaviour of the noise is required. As earlier, we make use of the
distribution of the wavelet variance estimator
σˆ2Y,j ∼ N(σ2Y,j, v2) (6.36)
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with σˆ2Y,j =
∑T/2j
t=1 W
2
Y,j,t
T/2j
and v2 = Sw2Y,j,t(0)/(T/2
j) (see Section 6.2). From (6.24) the
relative variance rY,j at a scale j is given by
rY,j =
σ2j
σ2Y
=
V ar(WY,j)
V ar(Y )
≈ 2
∫ 1/2j
1/2j+1
1
σ2Y
SY(f)df
= 2
∫ 1/2j
1/2j+1
∣∣∣∣ θ(e−2piif )φ(e−2piif )
∣∣∣∣2 df
(6.37)
Unlike the wavelet variance σ2Y,j, the relative wavelet variance rY,j at level j is only
sensitive to the value of the parameters φi and θk as it is shown in equation (6.37). As
a result, any change of s2 will not signal a change of rY,j. Assuming that the variance
σ2Y is known a density function for the estimator rˆY,j using (6.36) can be obtained.
σˆ2Y,j = rˆY,jσ
2
Y ∼ N(rjσ2Y , v2), (6.38)
thus for rˆY,j it takes the form
rˆY,j ∼ N
(
rY,j,
v2
σ4Y
)
(6.39)
It is therefore rational to attempt to detect a change illustrated in the following example
(6.40) by monitoring the behaviour of rY,j. To illustrated this, assume a change occurs
at time τ and the process {Xt} is described by expressions below
Yt =

∑q
k=1 θkt−k +
∑p
i=1 φiYt−i + t,  ∼ N(0, σ2 ) for t < τ ;∑q′
k=1 θ
′
kt−k +
∑p′
i=1 φ
′
iYt−i + 
′
t, 
′ ∼ N(0, σ2
′ ) for t ≥ τ.
(6.40)
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The two examples illustrated in (6.42) and (6.43) only differ due to the heteroscedastic
behaviour of the noise component t. We have,
rY,j =

σ2j,0
σ2
Y (0)
= 2
∫ 1/2j
1/2j+1
∣∣∣ θ(e−2piif )φ(e−2piif )∣∣∣2 df for t < τ ;
σ2j,1
σ2
Y (1)
= 2
∫ 1/2j
1/2j+1
∣∣∣ θ(e−2piif )φ(e−2piif )∣∣∣2 df for t ≥ τ. (6.41)
Where σ2Y,j,0 and σ
2
Y,j,1 represent the pre and post-change wavelet variance of level j
respectively. Similarly, σ2
Y (0)
is the variance of the process {Yt} before the change and
σ2
Y (1)
represents the variance of the process after the change. Assuming that the variance
σ2Y is known a density function for the variable rˆY,j using (6.36) can be obtained. Consider
the following processes {Yt} and {Y ′t } where
Y
′
t =
 0.85Y
′
t−1 + t, t ∼ N(0, 4) for 1 ≤ t ≤ 4096
0.85Yt−1 + t, t ∼ N(0, 1) for 4097 ≤ t ≤ 8192
(6.42)
and
Yt =
 0.15Yt−1 + t, t ∼ N(0, 4) for 1 ≤ t ≤ 40960.85Y ′t−1 + t, t ∼ N(0, 1) for 4097 ≤ t ≤ 8192 (6.43)
Figure 6.6: The processes Y
′
t (top) and Yt (bottom) given in 6.42 and (6.43) respectively.
192
CHAPTER 6. ON-LINE CHANGE POINT DETECTION OF PIECE-WISE
STATIONARY PROCESSES
In Figure 6.6 the different colours denote distinct regimes. We want a detector which
is able to ignore the change that occurs in the variance of the noise as in {Y ′t } at
t = 4096, but efficiently (subject to the trade off between ARL0 and ARL1) detect the
change observed in {Yt} at t = 4096. The next section employs the monitoring methods
discussed earlier on rY,j =
∑T/2j
t=1 WY,j,t
T/2j
.
6.5.1 Monitoring a Heteroscedastic Process
As earlier, the monitoring methods of CUSUM and EWMA will be employed across
multiresolution levels that carry important information about the underlying process.
It is now of interest to keep track of the relative variance of the wavelet coefficient at
scale j.
• CUSUM
The relative variance of the wavelet coefficients at scale j is monitored by the following
algorithm
Λ0 = 0,
Λt = max
(
0,Λ
′
t−1 +
W 2Y,j,t∑2jt
i=2j(t−1)+1 Y
2
i
− rY,j − δ u
σ2Y
)
,
(6.44)
An increase is detected when
Λt > ∆
u
σ2Y
(6.45)
Again δ and ∆ are the control parameters. Also an estimate rˆY,j of the relative variance
is obtained within a burn-in period of dyadic length.
• EWMA
Π0 = rY,j,
Πt = κΠ
′
t−1 + (1− κ)
W 2Y,j,t∑2jt
i=2j(t−1)+1 Y
2
i
.
(6.46)
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A change is detected when
Πt > rY,j +KσΠt ; (6.47)
where
σΠt =
(√
κ
2− κ [1− (1− κ)
2t]
)
u
σY
. (6.48)
Likewise κ and K are the control parameters predetermined by the modeler.
For both monitoring methods each time step t involves some added information captured
by the quantity W 2Y,j,t/
∑2jt
i=2j(t−1)+1 Y
2
i . This is because a wavelet coefficient WY,j,t at
scale j requires 2j observations of the process Yt. For example assume that the values
Y1, Y2, · · ·Y64 have been observed, on which DWT is applied. The result is 32 coefficients
at level 1, 16 wavelet coefficients at level 2, 8 wavelet coefficients at level 3, 4 wavelet
coefficients at level 4, 2 wavelet coefficients at level 5 , 1 wavelet coefficient at level 6
and 1 smooth coefficient at level 6. Suppose that we want to monitor the relative energy
rY,2 at scale 2 and the burn-in period is the first 8 values. Initially, rˆY,2 =
∑8
t=1W
2
Y,2,t∑36
t=1 Y
2
t
is
estimated. To compute the next wavelet coefficient WY,2,9 we wait until the observations
Y37, Y38, Y39 and Y40 have arrived. Then to update the variance at level 2 the square
coefficientW 2Y,2,9 is taken into account. However, we are interested in the relative variance
at each level, therefore the new information regarding the variance at level 2 must be
expressed as a percentage of the overall energy of the process {Yt}. To this end we divide
by Y 237 + Y
2
38 + Y
2
39 + Y
2
40. Intuitively, a change in the numerator of the added quantity
which is due to a change in the variance of the noise, will be canceled out by a change
in the denominator.
6.5.2 Simulation Studies
Simulations are performed in a similar manner to the homoscadestic noise case described
earlier. A change point occurs at τ = 4096 and the data are obtained by an AR(1)
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process. In this experiment however we set t ∼ N(0, 1) for 1 ≤ t ≤ 511 and t ∼
N(0, 4) for t ≥ 512, where t is the noise of the AR(1) generating process. We want the
monitoring methods to ignore the change in the variance of t but to detect as quickly
as possible the change in the parameters of the process which occurs at τ = 4096. The
estimation of the performance measures ARL0 and ARL1 is identical to the method
used in homoscedastic noise simulation studies, also the changes in the parameters are
the same as before for consistency and comparison purposes.
Table 6.4: Change point detection performance under heteroscedasticity applying
CUSUM and EWMA at multiresolution scale 3.
Change Wavelet Scale Algorithm Parameters Values ARL0 ARL1
3 CUSUM (δ,∆) (0.75,8) 115.56 33.09
φ1 = 0.25 → φ′1 = 0.50 3 CUSUM (δ,∆) (0.50,8) 161.45 36.40
3 CUSUM (δ,∆) (0.25,8) 208.00 49.99
3 EWMA (κ,K) (0.25,3) 198.65 50.25
φ1 = 0.25 → φ′1 = 0.50 3 EWMA (κ,K) (0.40,3) 162.09 45.11
3 EWMA (κ,K) (0.45,3) 114.98 37.76
3 CUSUM (δ,∆) (0.75,8) 129.34 26.09
φ1 = 0.25 → φ′1 = 0.75 3 CUSUM (δ,∆) (0.50,8) 165.92 32.29
3 CUSUM (δ,∆) (0.25,8) 219.86 35.42
3 EWMA (κ,K) (0.25,3) 222.59 40.37
φ1 = 0.25 → φ′1 = 0.75 3 EWMA (κ,K) (0.40,3) 183.55 37.63
3 EWMA (κ,K) (0.45,3) 120.90 31.12
3 CUSUM (δ,∆) (0.75,8) 126.74 28.11
φ1 = 0.50 → φ′1 = 0.75 3 CUSUM (δ,∆) (0.50,8) 150.19 37.34
3 CUSUM (δ,∆) (0.25,8) 186.71 46.64
3 EWMA (κ,K) (0.25,3) 184.45 40.23
φ1 = 0.50 → φ′1 = 0.75 3 EWMA (κ,K) (0.40,3) 163.62 31.19
3 EWMA (κ,K) (0.45,3) 127.42 28.06
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Table 6.5: Change point detection performance under heteroscedasticity applying
CUSUM and EWMA at multiresolution scale 4.
Change Wavelet Scale Algorithm Parameters Values ARL0 ARL1
4 CUSUM (δ,∆) (0.75,8) 139.48 27.45
φ1 = 0.25 → φ′1 = 0.50 4 CUSUM (δ,∆) (0.50,8) 153.27 29.02
4 CUSUM (δ,∆) (0.25,8) 180.41 34.12
4 EWMA (κ,K) (0.25,3) 203.92 37.26
φ1 = 0.25 → φ′1 = 0.50 4 EWMA (κ,K) (0.40,3) 169.55 31.05
4 EWMA (κ,K) (0.45,3) 101.98 19.10
4 CUSUM (δ,∆) (0.75,8) 123.12 12.59
φ1 = 0.25 → φ′1 = 0.75 4 CUSUM (δ,∆) (0.50,8) 144.76 14.63
4 CUSUM (δ,∆) (0.25,8) 183.44 22.08
4 EWMA (κ,K) (0.25,3) 198.52 23.01
φ1 = 0.25 → φ′1 = 0.75 4 EWMA (κ,K) (0.40,3) 166.40 25.45
4 EWMA (κ,K) (0.45,3) 111.29 16.89
4 CUSUM (δ,∆) (0.75,8) 162.57 19.22
φ1 = 0.50 → φ′1 = 0.75 4 CUSUM (δ,∆) (0.50,8) 201.40 27.34
4 CUSUM (δ,∆) (0.25,8) 228.83 32.49
4 EWMA (κ,K) (0.25,3) 209.64 35.26
φ1 = 0.50 → φ′ = 0.75 4 EWMA (κ,K) (0.40,3) 182.59 26.92
4 EWMA (κ,K) (0.45,3) 171.00 22.75
Table 6.6: Change point detection performance under heteroscedasticity applying
CUSUM and EWMA at multiresolution scale 5.
Change Wavelet Scale Algorithm Parameters Values ARL0 ARL1
5 CUSUM (δ,∆) (0.75,8) 111.75 22.49
φ1 = 0.25 → φ′1 = 0.50 5 CUSUM (δ,∆) (0.50,8) 148.23 24.52
5 CUSUM (δ,∆) (0.25,8) 211.90 31.67
5 EWMA (κ,K) (0.25,3) 219.66 35.11
φ1 = 0.25 → φ′1 = 0.50 5 EWMA (κ,K) (0.40,3) 156.76 26.82
5 EWMA (κ,K) (0.45,3) 139.81 19.77
5 CUSUM (δ,∆) (0.75,8) 277.44 18.95
φ1 = 0.25 → φ′1 = 0.75 5 CUSUM (δ,∆) (0.50,8) 286.29 22.72
5 CUSUM (δ,∆) (0.25,8) 301.34 28.22
5 EWMA (κ,K) (0.25,3) 244.65 29.45
φ1 = 0.25 → φ′1 = 0.75 5 EWMA (κ,K) (0.40,3) 199.76 23.99
5 EWMA (κ,K) (0.45,3) 199.81 18.77
5 CUSUM (δ,∆) (0.75,8) 227.76 23.09
φ1 = 0.50 → φ′1 = 0.75 5 CUSUM (δ,∆) (0.50,8) 254.08 29.34
5 CUSUM (δ,∆) (0.25,8) 267.75 32.15
5 EWMA (κ,K) (0.25,3) 179.71 33.45
φ1 = 0.50 → φ′1 = 0.75 5 EWMA (κ,K) (0.40,3) 125.43 29.05
5 EWMA (κ,K) (0.45,3) 101.29 24.12
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It is observed that the performance of the monitoring methods under the scenario of
heteroscedastic noise worsens in comparison to their performance under homoscedastic
noise. We believe this is related to the choice of the DWT and the choice of the Haar
filter used. In [10, 204] it is pointed out that both the DWT and the MODWT provide
unbiased estimates of the variance across an MRA scale, however the sequence of the
MODWT coefficients is proved to be a more effective quantity when it is used to estimate
the variance at MRA scales. Thus the MODWT as well as other wavelet filters will be
considered in future work.
6.6 Applications to Finance
Following the discussion of Section 6.1, it is of interest to monitor volatility models
that describe the conditional variance of the underlying process. The motivation is to
obtain the most recent set of parameters that better explain the data, which can po-
tentially lead to some improvement in the prediction accuracy. As a benchmark the
performance of the off-line model named BASTA (binary segmentation for transformed
auto-regressive conditional heteroscedasticity), proposed in [100], is compared to our
novel on-line method entertained in this section. Details on the implementation condi-
tions and theoretical results related to BASTA can be found in [100]. In addition, the
BASTA algorithm is applied 1 on the FTSE 100 and the results are presented in [100].
We also compare the results of BASTA with our on-line method developed in Section
6.5.
1R software implementing BASTA can be obtained from http://stats.lse.ac.uk/fryzlewicz/basta/basta.html
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Figure 6.7: Resulted changepoints using the BASTA method.
BASTA’s outcome is 3 change points (CP).
• CP1: It occurs at t = 467 which corresponds to June 5th, 2007. The year of 2007
is widely regarded as the start of the subprime mortgage crisis. Especially, in
July of that year a financial event is recorded, with the Bear Stearns hedge fund
experiencing substantial losses of funds related to subprime mortgage assets.
• CP2: It occurs at t = 773 which corresponds to August 18th, 2008. This time
point is related to the turbulent period before the collapse of Lehman Brothers, a
major investment bank. The bankruptcy of Lehman Brothers is referred by many
economists and researchers as the start of the financial meltdown.
• CP3: It occurs at t = 850 which corresponds to December 4th, 2008. There seems
to be no obvious financial event at this time point which could directly affect
the fluctuations of the traded assets. However, the authors of [100] point out
that the end of the year 2008 was the time when governments, national banks and
international institutions such as the International Monetary Fund announced and
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began to implement a range of financial measures to bolster the world economy.
In previous sections of this chapter the task of on-line detection of a change in the
parameters of an ARMA process is discussed under two scenarios about the noise of
the process. More specifically, in Section 6.4.1 we devised a method to detect structural
breaks in an ARMA process assuming homoscedastic noise. Additionally, in Section 6.5.1
we present a method to detect a change in the parameters of an ARMA process while
the variance of the noise is allowed to vary with time. Assuming an ARMA underlying
process is convenient and makes the discussion easier to follow. Nevertheless, throughout
this thesis we have illustrated that the volatility process may differ dramatically differs
from an ARMA process. However, for any stationary model such as the GARCH and the
ARCH the SDF does not change over time. Also, it is important to note the autocorre-
lation function of stationary GARCH-type models decay exponentially to zero, which is
convenient as it implies that monitoring only at high frequencies (i.e scale 1,2,3) should
be adequate for detection of chaange points. From (6.24) a change in the SDF would
result in a change in the variance of the the wavelet coefficients across an MRA scale.
This allows for monitoring a process without knowing the explicit stationary model that
governs its dynamics. Additionally, by monitoring the relative energy the homoscedastic
noise constraint can be relaxed. More over, as discussed in Chapter 5, squared returns
are used as a proxy for the unobservable volatility process [19, 267]. Therefore, we pro-
pose to monitor squared returns for changes in relative variance. In the next step we
attempt to monitor the FTSE series used in [100] and compare the results with the
outcome of the BASTA method.
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Figure 6.8: On-line changepoints monitoring scale 1, the left column shows the CUSUM
and the right column shows the EWMA. BASTA change points are shown in red.
The method described in Section 6.5.1 is performed on FTSE 100 at MRA scale 1 and
the estimated change points are depicted in Figure 6.8. We set a burn-in period of 30
observations and select the same value of the control parameters used in the previous sec-
tions. We observe that the two monitoring methods are able to detect changes that have
also been detected by the BASTA model. For the purpose of this discussion we classify
the choices of control parameters to 1) insensitive : (δ,∆) = (0.75, 8), (κ,K) = (0.25, 3),
2) moderate : (δ,∆) = (0.50, 8), (κ,K) = (0.40, 3) and 3) sensitive : (δ,∆) = (0.25, 8),
(κ,K) = (0.45, 3). Thus, when the choice of the parameters equate to an insensitive
monitoring process (top row of Figure 6.8) both models can only detect one CP, which
occurs after the 2nd CP obtained by the BASTA. It must be noted that for both models
the CP occurs at t = 792, which is 19 working days later than the off-line detection.
Tuning the parameters towards a moderate monitoring process (middle row of Figure
6.8) it is observed that both models detect as many CP as the BASTA method. More
precisely, the EWMA method detects 3 CP at t = 500, t = 792 and t = 860 while for
the CUSUM method the CP occur at t = 508, t = 792 and t = 862. In the case of the
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sensitive monitoring process the EWMA detects 4 CP and the CUSUM 5. These CP are
detected at t = 210 t = 508, t = 792 and t = 862 when the EWMA method is employed
and at t = 160, t = 320, t = 508, t = 792 and t = 862 for the CUSUM algorithm. Nev-
ertheless, we have selected to conduct the monitoring at MRA scale 1 only, the motive
is that it requires the smallest possible burn-in period so it can detect changes quickly,
as long as these changes have a significant impact on the relative energy at level 1. In
general, we propose monitoring at the scale which presents the highest relative energy
during the burn-in period, but further investigation is required for the selection of the
“best” scale to monitor. As discussed earlier, in this study we are not aiming to provide
the optimal control parameters or to discuss thoroughly the performance of the novel
methods with respect to the choices of these parameters. Instead, we have demonstrated
that the existing EWMA and CUSUM methods can be deployed for on-line change point
detection of autocorrelated data. The consistency in the performance of the proposed
methods with respect to the sensitivity of the monitoring process indicates that there is
some utility which can be exploited in order to improve the predictive performance of a
volatility model. It is a promising area which we intend to further investigate towards
financial returns modeling.
6.6.1 Summary
The objective of this chapter is to illustrate that existing methods used to monitor
independent and identically distributed random variables for changes in the first and
the second moment can be applied for monitoring autocorrelated data. In particular,
changes in the autocovariance function of a process would result in changes in the SDF.
By definition, wavelets extract information from both the frequency and the time do-
main, thus a change in the SDF can be monitored by employing change point detection
methods in the wavelet domain. Simulation based on a specific set of parameters verify
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the theoretical trade off between the average number of observations until a false detec-
tion has occurred (ARL0) and the mean delay until a change is detected (ARL1). We
believe that future development of methodology for selecting optimal control parameters
would enhance the applicability of the proposed framework.
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Chapter 7
Conclusions and Future Work
In Chapter 1 we raised two questions to motivate this study and set the journey in
motion. Now that the journey is over, we come back to these questions and challenge
the knowledge gained through the previous chapters by trying to give answers based on
new results obtained in this thesis.
• Conclusions
1. When models that incorporate or can handle long memory behaviour are applied
to financial time series, they seem to explain better the time varying conditional
variance than models with short memory and a forethought of structural breaks.
This is evidenced through the empirical distribution of the TVD-DFGN and the
performance of forecasting models in the wavelet domain which can capture long
memory.
2. Forecasting in the wavelet domain is possible to improve out-of-sample perfor-
mance, especially at long horizons. Results obtained by applying classic time se-
ries models, such as ARMA, at MRA scales associated with lower frequencies can
provide better results in comparison with several known GARCH-type models.
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Moreover, through wavelet shrinkage the noisy behaviour at high frequencies can
be eliminated, which could lead to better short-horizon forecasting.
Modeling financial time series is a very challenging task for that they are usually non-
stationary and noisy. Wavelet methods can be hybridized with other standard TSA tools
to provide a remedy to this problem. The ability of wavelets to extract information in
both time and frequency domains enables them to adjust to structural changes and other
non-stationary behaviours, to focus on specific scales which are more informative about
the data and in some cases to simplify complex modeling tasks through independent
scale-by-scale operations.
• Future Work
When logarithmic returns are considered, the debate between long memory models and
short memory methods with regime changes is still on. The D-DFGN model which is
developed in Section 4.4 is a promising method which can provide a middle ground.
Additionally, the fit of the D-DFGN model, which is developed in Section 4.4, suggests
that long memory might exist in time series returns of the S&P 500 regardless of the
presence of structural breaks. To further improve the capabilities of the D-DFGN model
we intend to develop alternative to (4.42) and (4.45) methods to estimate the parame-
ters HX and HY respectively. We also aim to investigate the prediction performance of
the D-DFGN model against other volatility models.
In Section 5.3.1 we have employed wavelet smoothing as a pre-processing step aiming
to improve the predictive performance of three GARCH-type models. In particular we
have used the soft thresholding rule and the Minimax, Universal and SURE thresh-
olds. However, the Bayesian framework [258] is an alternative approach that it is worth
considering. In the Bayesian framework, several wavelet probabilistic models have been
studied. A notable example is the generalized Gaussian distribution proposed in [172]
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which can capture the leptokurtic behaviour of financial logarithmic returns discussed
in Section 3.2.
In Section 5.3.2 we have illustrated that a long memory process in the wavelet domain
can be modeled as an ARMA process. Furthermore, we have attempted to capture a
time varying behaviour in the long memory parameter through the implementation of
the EWRLS method across MRA scales. Nevertheless, the EWRLS estimation assumes
a fixed forgetting factor λ. In future work we intend to model the behaviour of the
long memory parameter in an on-line fashion by temporally adaptive estimation as in
[131, 169] where adaptive schemes are superimposed to the RLS formulation aiming to
tune λ. Also, in [202] it is suggested that a D = {6, 4, 2} can capture the patterns of the
data of interest. Instead we have used a fixed D = {3, 3, 3} after preliminary studies.
However, in data mining tasks when the number of candidate explanatory variables is
large sparse learning is achieved through penalization of the residuals, an example is the
Lasso method [250]. The ability of Lasso to “kill” covariates of little or no effect to the
response variable by sending their coefficients to zero has been exploited in several data
mining tasks [13, 14, 17]. Although Lasso has a non differentiable least squares cost func-
tion due to the penalty term, recursive expressions for the lasso estimator are derived
in [17] while the estimation mechanism has the ability to downgrade the importance of
each observation exponentially over time, similarly to the EWRLS method. Also, Lasso
methods are included in a more general framework of on-line methods [12], which em-
ploy the the negative log-likelihood function instead of the least square cost function.
Therefore, the use of sparse learning techniques may further improve the performance
of the proposed methods.
Additionally in Chapter 6 we have developed methods to detect changes in autocorre-
lated data in an on-line fashion. To this end the DWT and the Haar wavelet are used. It
would be interesting however to investigate the performance of the monitoring processes
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when the MODWT is employed and other wavelet filters with length L > 2 are used.
This will certainly increase the complexity of the task but it is expected to improve the
performance of the detection methods in terms of ARL0 and ARL1. The MODWT is
a more efficient estimator of the wavelet variance [204] than the DWT and also other
wavelet filters may be more appropriate to capture the behaviour of the underlying
process at lower frequencies [107]. Additionally, in this thesis we have restricted the
choices of monitoring to the CUSUM and the EWMA methods. The reason for using
these two monitoring methods is that the wavelet coefficients are approximately nor-
mally distributed and thus parametric methods seem to be the most appropriate choice.
In [226] however, nonparametric methods are developed for on-line monitoring which
can perform well in detecting changes in Gaussian distribution.
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Appendix
Table 8.1: FTSE 100: Out - Of - Sample Mean Squared Error, N=256. The outlined
values have been multiplied by a 107 scalar.
Data Model Horizons
N=256 h = 2 h = 16 h = 32 h = 64
GARCH 0.851 0.865 0.872 0.891
EGARCH 0.849 0.856 0.869 0.889
TGARCH 0.833 0.855 0.868 0.885
FTSE 100 SM-GARCH 0.841 0.859 0.878 0.889
SM-EGARCH 0.844 0.841 0.853 0.876
SM- TGARCH 0.830 0.834 0.866 0.886
WV-ARMA 0.834 0.849 0.845 0.858
ERLSWV-ARMA 0.836 0.841 0.849 0.863
EWMA 0.850 0.862 0.906 0.909
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Table 8.2: FTSE 100: Out- Of -Sample Mean Squared Error, N=512. The outlined
values have been multiplied by a 107 scalar.
Data Model Horizons
N=512 h = 2 h = 16 h = 32 h = 64
GARCH 0.825 0.844 0.864 0.890
EGARCH 0.818 0.839 0.860 0.889
TGARCH 0.799 0.818 0.845 0.881
FTSE 100 SM-GARCH 0.781 0.822 0.869 0.886
SM-EGARCH 0.775 0.797 0.828 0.879
SM- TGARCH 0.771 0.782 0.797 0.882
WV-ARMA 0.802 0.817 0.829 0.834
ERLSWV-ARMA 0.833 0.824 0.857 0.867
EWMA 0.824 0.859 0.877 0.911
Table 8.3: FTSE 100: Out - Of - Sample Mean Squared Error, N=1024. The outlined
values have been multiplied by a 107 scalar.
Data Model Horizons
N=1024 h = 2 h = 16 h = 32 h = 64
GARCH 0.785 0.808 0.831 0.882
EGARCH 0.749 0.778 0.855 0.880
TGARCH 0.719 0.762 0.846 0.881
FTSE 100 SM-GARCH 0.711 0.738 0.878 0.889
SM-EGARCH 0.698 0.733 0.829 0.885
SM- TGARCH 0.694 0.791 0.821 0.876
WV-ARMA 0.716 0.729 0.779 0.829
ERLSWV-ARMA 0.835 0.847 0.852 0.865
EWMA 0.789 0.821 0.886 0.934
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Table 8.4: FTSE 100: Out- Of -Sample MD test, N=512.
Data Model Horizons
N=512 h = 2 h = 16 h = 32 h = 64
EGARCH vs GARCH 1.110 1.947 2.120 2.811
TGARCH vs GARCH 1.710 2.154 2.898 3.037
FTSE 100 SM-GARCH vs GARCH 1.521 2.290 2.845 2.791
SM-EGARCH vs GARCH 2.475 2.942 2.733 3.112
SM- TGARCH vs GARCH 2.560 3.290 3.713 3.907
WV-ARMA vs GARCH 1.811 2.640 3.018 5.639
ERLSWV-ARMA vs GARCH 1.641 2.105 2.551 4.299
EWMA vs GARCH 0.129 0.384 0.169 -0.096
Table 8.5: DAX: Out - Of - Sample Mean Squared Error, N=256. The outlined values
have been multiplied by a 107 scalar.
Data Model Horizons
N=256 h = 2 h = 16 h = 32 h = 64
GARCH 0.891 0.901 0.972 0.981
EGARCH 0.889 0.899 0.969 0.979
TGARCH 0.873 0.895 0.958 0.965
DAX SM-GARCH 0.853 0.859 0.878 0.969
SM-EGARCH 0.849 0.841 0.893 0.976
SM- TGARCH 0.834 0.889 0.926 0.959
WV-ARMA 0.844 0.859 0.875 0.908
ERLSWV-ARMA 0.856 0.871 0.899 0.939
EWMA 0.895 0.913 0.977 1.007
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Table 8.6: DAX: Out - Of - Sample Mean Squared Error, N=512. The outlined values
have been multiplied by a 107 scalar.
Data Model Horizons
N=512 h = 2 h = 16 h = 32 h = 64
GARCH 0.866 0.891 0.932 0.968
EGARCH 0.859 0.885 0.911 0.967
TGARCH 0.857 0.875 0.905 0.968
DAX SM-GARCH 0.853 0.859 0.878 0.937
SM-EGARCH 0.849 0.841 0.893 0.936
SM- TGARCH 0.834 0.889 0.926 0.929
WV-ARMA 0.742 0.759 0.765 0.821
ERLSWV-ARMA 0.856 0.781 0.883 0.879
EWMA 0.867 0.892 0.977 1.011
Table 8.7: DAX: Out- Of -Sample Mean Squared Error, N=1024. The outlined values
have been multiplied by a 107 scalar.
Data Model Horizons
N=1024 h = 2 h = 16 h = 32 h = 64
GARCH 0.825 0.844 0.864 0.897
EGARCH 0.818 0.839 0.860 0.891
TGARCH 0.799 0.818 0.845 0.887
DAX SM-GARCH 0.781 0.822 0.846 0.896
SM-EGARCH 0.775 0.797 0.828 0.888
SM- TGARCH 0.771 0.782 0.797 0.879
WV-ARMA 0.712 0.717 0.749 0.813
ERLSWV-ARMA 0.833 0.845 0.857 0.875
EWMA 0.824 0.855 0.881 0.953
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Table 8.8: DAX: Out- Of -Sample MD test, N=512.
Data Model Horizons
N=512 h = 2 h = 16 h = 32 h = 64
EGARCH vs GARCH 2.146 2.352 2.679 3.115
TGARCH vs GARCH 1.887 2.378 3.018 3.197
DAX SM-GARCH vs GARCH 2.218 2.390 2.645 3.191
SM-EGARCH vs GARCH 2.822 3.490 3.841 4.612
SM- TGARCH vs GARCH 3.199 3.290 3.978 4.969
WV-ARMA vs GARCH 2.015 2.717 3.091 6.140
ERLSWV-ARMA vs GARCH 2.297 2.384 3.120 5.439
EWMA vs GARCH 0.789 0.384 -0.112 -0.496
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