Evidence from psychophysical studies in normal and brain-damaged subjects suggests that auditory information relevant to recognition and localization are processed by distinct neuronal populations. We report here on anatomical segregation of these populations. Brain activation associated with performance in sound identification and localization was investigated in 18 normal subjects using fMRI. Three conditions were used: (i) comparison of spatial stimuli simulated with interaural time differences; (ii) identification of environmental sounds; and (iii) rest. Conditions (i) and (ii) required acknowledgment of predefined targets by pressing a button. After coregistering, images were normalized and smoothed. Activation patterns were analyzed using SPM99 for individual subjects and for the whole group. Sound recognition and localization activated, as compared to rest, inferior colliculus, medial geniculate body, Heschl gyrus, and parts of the temporal, parietal, and frontal convexity bilaterally. The activation pattern on the fronto-temporo-parietal convexity differed in the two conditions. Middle temporal gyrus and precuneus bilaterally and the posterior part of left inferior frontal gyrus were more activated by recognition than by localization. Lower part of inferior parietal lobule and posterior parts of middle and inferior frontal gyri were more activated, bilaterally, by localization than by recognition. Regions selectively activated by sound recognition, but not those selectively activated by localization, were significantly larger in women. Passive listening paradigm revealed segregated pathways on superior temporal gyrus and inferior parietal lobule. Thus, anatomically distinct networks are involved in sound recognition and sound localization.
INTRODUCTION
Hearing a sound in natural surroundings conveys at least two types of information. It allows us to identify the sound source and determine its position in space. While evidence from psychophysical studies suggests that sound recognition and sound localization are processed independently , evidence from activation and neuropsychological studies demonstrates the involvement of distributed cortical networks including the temporal, parietal, and prefrontal cortex of both hemispheres.
Recent activation studies demonstrated that a sound categorization task activated a distributed left-hemisphere network consisting of dorsolateral prefrontal, middle temporal, inferior parietal, and anterior cingulate regions (Engelien et al., 1995) . Neuropsychological studies showed that focal hemispheric lesions, involving the right (Spreen et al., 1965; Spinnler and Vignolo, 1966; Faglioni et al., 1969; Vignolo, 1982; Fujii et al., 1990; Schnider et al., 1994; Clarke et al., 1996) , left (Spinnler and Vignolo, 1966; Faglioni et al., 1969; Vignolo, 1982; Schnider et al., 1994; Clarke et al., 1996; Clarke et al., 2000a) , or both hemispheres (Albert et al., 1972; Rosati et al., 1982; Vignolo, 1982; Mendez and Geehan, 1988; Buchtel and Stewart, 1989; Engelien et al., 1995; Clarke et al., 1996; Nové-Josserand et al., 1998) were associated with sound recognition deficits.
Similarly, sound localization was shown to activate largely distributed cortical networks with an important contribution of the temporal, parietal and prefrontal cortices (Griffiths et al., 1998 (Griffiths et al., , 2000 Bushara et al., 1999) . Some authors suggested right hemispheric dominance (Griffiths et al., 1998; Weeks et al., 1999) , whereas others found no evidence for lateralization in auditory spatial processing Woldorff et al., 1999) . Neuropsychological studies showed that sound localization deficits were associated with focal lesions of the right or left hemisphere (Sanchez-Longo and Forster, 1958; Klingon and Bontecou, 1966; Efron et al., 1983; Poirier et al., 1994; Zatorre et al., 1995; Haeske-Dewick et al., 1996) and right hemisphere specialization for auditory spatial functions has been proposed (Altman et al., 1979; Ruff et al., 1981; Bisiach et al., 1984; Pinek and Brouchon, 1992) . While some authors attributed impaired sound localization exclusively to lesions in the temporal lobe (Sanchez-Longo and Forster, 1958; Efron et al., 1983) , others questioned its importance in sound localization (Jerger et al., 1972) or reported auditory spatial deficits following parietal lobe lesions (Bisiach et al., 1984; Pinek and Brouchon, 1992; Griffiths et al., 1997) .
The question arises whether sound recognition and sound localization involve at least partially segregated networks. We report here on activation patterns to sound recognition and to sound localization that strongly suggest such a possibility. Preliminary results were published in abstracts Clarke et al., 2000b) .
MATERIALS AND METHODS

Subjects
Eighteen normal subjects, aged 23-47 years, participated in this study; 8 were female (mean age 31.1 years, SD ϭ 9.1 years) and 10 male (mean age 27.7 years; SD ϭ 4.1 years). All subjects were right-handed, as established by means of the Oldfield questionnaire (Oldfield, 1971) , without previous history of neurological or psychiatric illness and with normal audition. Informed consent was obtained from all subjects before testing.
Experimental Protocol
Brain activation associated with sound recognition or sound localization was investigated with a triple epoch fMRI study (recognition-localization-rest) . Two paradigms were used, one active, requiring a motor response, and one passive, requiring no response. In a first study with 18 subjects both tasks were active and required the subject's response (for a similar approach see Grady et al., 1997; Jä ncke et al., 1999) . The stimuli were 5-s-long stimuli and consisted of sound background and sound targets (Fig. 1 ).
In the recognition task, the background consisted of an everyday auditory scene. Five different backgrounds were used (market place, street, beach, shop, railway station) and presented each six times. Targets were meaningful, environmental sounds lasting 2 s and starting 1.5 s after the background onset (Fig. 1 ). Subjects were required to press a pneumatic device, with their right hand in response to animal cries. Each presentation contained an unusual sound, but only animal cries had to be acknowledged. The detection of a particular target was not possible on the sole basis of acoustical cues. The complexity of targets did not allow a subject to memorize the backgrounds sufficiently to be able to detect putative targets as frequency and/or intensity deviants. The unusual sounds could also not be detected as pop-out. The unusual sounds (including targets) were louder by only 9 dB than the mean background intensity to avoid a too easy target-background discrimination, and the overall impression was that of merging with the background intensity while still remaining audible. Auditory background and targets presented frequency and intensity modulations and contained burst-like (intermittent) sounds (e.g., hammer, church bells, ducks).
In the localization task, the background consisted of 25 white noise bursts, each lasting 50 ms, with interaural time differences varying between 0 and 681 s and hence simulating different azimuthal positions. The targets consisted of two 500-ms-long, filtered white noise tracts (low-pass 1000 Hz), the first presented 1.5 s and the second 3 s after the onset of the background (Fig. 1) . The task consisted in discriminating whether the two targets were presented at the same or at two different locations within the same hemifield; when two different locations were used, the difference between the interaural time differences was 340.5 s . As in the recognition task, the target volume was 9 dB louder than the background. Subjects were required to press a pneumatic device with their right hand when the targets were at different locations. The subjects were asked to discriminate two locations within the same hemispace; we refer to this as "localization."
The mean intensities in the recognition and localization tasks were similar.
In each condition, 30 stimuli were presented, of which 16 required a manual response. During acquisition, the tasks were presented in blocks of 5 trials: 5 acquisitions for the localization task, 5 for the recognition task and 5 for rest (Fig. 1) . The presentation order of the three conditions was not counterbalanced between participants, since we aimed at single subject analysis.
FIG. 1.
Schematic representation of the experimental paradigm, the blocks, and the structure of the stimuli. R, recognition task; L, localization task; r, rest.
In a second study with nine subjects the same set of stimuli was used, but an active response was not required. The subjects were instructed "to listen to the auditory stimuli." The nine subjects participating in this paradigm had not performed the active tasks before.
The subjects lay in the scanner with eyes closed and room light extinguished. They were asked not to move their eyes or their body during the experiment and were instructed to relax during periods without stimulation. Eye movements were not recorded. Although, more generally, the activity of the subjects during the rest condition could not be controlled, what they did during rest cannot have appreciably influenced the main results of our study; the subtraction recognition versus localization analysis did not involve the rest condition.
Sound Generation and Transmission
Digitally synthesized sounds (Macintosh, Sound designer II, Protools Powermix) and real recorded sounds were loaded in an audio sampler-sequencer (MCP2000, Akai, Japan) for synchronization with the fMRI acquisition. The audio signal was digitally filtered with a 31-band (1/3 octave frequency each) stereo equalizer (Ultracurve Behringer, Willich-MŸ nchheide, FRG), for correction of the nonlinearity of the transducers driving the pneumatic earphones, and amplified. The spectral content of the stimuli was confined to the resulting linear part of the bandwidth (500 -4000 Hz).
The sound transmission system was made of pneumatic headphones chosen to fit in the head coil of the scanner with a high attenuation of the external noise, connected to piezoelectric transducers inserted in alu- minum boxes (Newmatic Sound System, Petaluma, CA) located at the subject's feet. Coaxial cables were used from the power amplifier to the transducers, crossing the filter plate of the Faraday cage of the examination room.
Functional Magnetic Resonance Imaging
BOLD fMRI acquisitions were performed with a head coil on a 1.5 Tesla Siemens Magnetom Vision system equipped for echoplanar imaging. The subject's head was cushioned in the coil with a vacuum bean bag to prevent motion. Sixteen slices, each 5 mm thick, with 1 mm gap covering the whole hemispheres in the bicommissural plane were acquired. Functional MRI images were acquired with an EPI gradient echo T2*-weighted sequence (FA 90, TE 66, pixel size 1.8 ϫ 1.8 mm, acquisition time 3.95 s). The 5 s of stimulus presentation immediately preceded the acquisition. A long TR of 15 s and careful adjustment of the timing of the stimuli presentation allowed acquisition of the fMRI data only during the BOLD effect elicited by the stimuli. Thanks to this "sparse" sampling technique (Belin et al., 1999; Hall et al., 1999; Meuli et al., 2000) interference with the BOLD effect elicited by the gradient noise could be avoided. The 5-s stimuli were presented in alternation with rest for a total of 90 epochs over 22 min, 30 s.
A sagittal conventional T1-weighted 3D gradientecho sequence (MPRAGE), 128 slices, 1.25 mm thick was acquired as the structural basis for Talairach transformation (Talairach and Tournoux, 1988) .
Data Analysis
Both preprocessing and data analysis were conducted on a Silicon Graphic Indigo 2 workstation with SPM99 (Wellcome Department of Cognitive Neurology, London, UK). At first, each subject's images were realigned to the first scan by calculating and applying translation and rotation parameters requisites in order to correct for head movement during acquisition. The maximal values of the translation were the following: 0.45 mm for the x axis, 1.73 mm for the y axis, and 1.77 mm for the z axis. All images were normalized matching each image to a MNI template (Montreal Neurological Institute) and resliced to 2 ϫ 2 ϫ 2-mm voxel size using the bilinear interpolation method. Afterward, a smoothing procedure was applied in order to increase signal to noise ratio using an isotropic Gaussian kernel of 6-mm FWHM.
A first statistical analysis was performed for each subject according to the General linear model as implemented in SPM99; baseline drift across the imaging time series was attenuated with a high-pass filter and changes in global activity were removed by proportional scaling. Contrasts of interest (recognition vs baseline, localization vs baseline, recognition vs localization, and localization vs recognition) were estimated using a weighted square-wave function, and the respective hypotheses were tested with a t statistic generating a statistical parametrical map SPM {t} of corresponding T values for each voxel. Regions significantly activated were considered to be those who survived a threshold of T ϭ 3.19 (P Ͻ 0.001 uncorrected with df ϭ 81), and containing a cluster of, at least, 60 contiguous activated voxels.
The same statistical analysis and contrasts were used for the two paradigms (active response and passive listening).
Having a set of 18 subjects' acquisitions, we could consider having a reasonable statistical power to allow a population study. The statistical inference was performed according to random effects theory, so a second level t statistic was applied to our population sample for each contrast. As in a fixed effect model, the results maps were thresholded at a significance level of P Ͻ 0.001 (T score of 3.65; different in order to the different degrees of freedom of the statistic df ϭ 17).
The activation maps reflect responses to targets and nontargets.
Cluster coordinates were transposed in Talairach space by applying a dedicated nonlinear transformation.
RESULTS
Active Response Paradigm of Sound Recognition and Localization
Performance in tasks. All subjects included in the study attended correctly to the tasks. In each task, 30 stimuli were presented and an answer was considered as a right answer when the subject responded to a target (animal sound and different spatial positions) and when he did not responded to a nontarget. The subjects gave on average 22.6 (SD ϭ 4.1) correct replies in the localization task and 27.1 (SD ϭ 2.1) in the recognition task. A paired t test showed a significant difference (P ϭ 0.0006) in the performance between the recognition and the localization task, the latter being more difficult. A two-samples t test for the means showed no statistically significant difference in performance between men and women (P ϭ 0.23 for the localization task and P ϭ 0.44 in the recognition task).
A comparison of performance within the first and last block of acquisitions showed no significant variations in performance, which might have been due to learning or decrease in attention.
Comparison between task and rest conditions. Within the population of 18 subjects, statistical comparison of activation by the localization or the recognition task vs rest showed strong activation in tectum, medial geniculate body, medial thalamic nuclei, Heschl's gyrus, and distinct parts of the temporal, parietal, and frontal convexity on both sides (Fig. 2) .
Sound recognition versus sound localization. Statistical comparison of activation by recognition vs localization (Fig. 3) or by localization vs recognition (Fig.  4) did not show significant differences in subcortical structures or in Heschl's gyrus on either side. Statistically significant differences were, however, found on both convexities, both in group and individual analyses.
Group analysis of 18 subjects showed that several regions were more activated by sound recognition than sound localization: the middle temporal gyrus on both sides, the posterior part of the inferior frontal gyrus on the left side, inferoposterior part of the precuneus bilaterally, and small regions scattered on the posterior convexity bilaterally ( Fig. 5 ; Table 1 ). Other regions were more activated by sound localization than sound recognition: the inferior parietal lobule and parts of the premotor cortex bilaterally, prefrontal cortex, and anterior cingulate on the right side ( Fig. 5; Table 2 ).
Statistical comparison of activation between localization and recognition or between recognition and localization in individual subjects showed very similar activation patterns as in the group analysis. Ten of the 18 subjects had a very similar distribution of selective activation patterns to recognition or to localization (for an example see Fig. 6 , top row). Three subjects had sparse activation foci, in one case with indication of a lateralization, localization activating more the right, and recognition more the left hemisphere (Fig. 6 , middle row). One subject had relatively sparse activation for recognition with a typical activation for localization. Four subjects showed wide spread activation foci, two selectively for recognition, one for localization, and one for recognition and localization (Fig. 6, bottom  row) .
Activation foci that were defined in the population analysis were also identified in individual cases, based on their anatomical position and Talairach coordinates (Tables 1 and 2 ). Some of these foci were found in all subjects, others only in a subpopulation.
Among the foci selectively activated by recognition, right and left temporal convexities were found in all 18 subjects, left posterior parietal cortex in 15, left frontal operculum in 14, left parahippocampal gyrus in 13, right posterior parietal cortex in 12, right parahippocampal gyrus in 11, right and left lateral occipital cortex in 8 and right insula in 7 (Table 1) . Among the foci selectively activated by localization, left and right parietal lobules were found in all 18 subjects, left dorsal premotor cortex in 17, right dorsal precuneus in 16, left dorsal precuneus in 15, right dorsal premotor cortex in 14, right dorsal prefrontal cortex in 12, right ventral prefrontal cortex in 11, right inferior frontal gyrus plus right anterior cingulate gyrus in 9 and left insula in 8 (Table 2) .
Passive Listening Paradigm of Sound Recognition and Localization
The visualization of the two specialized pathways in the above paradigm might indeed reflect a genuine organizational principle of the human auditory cortex or might be due to attentional or motor aspects of the active tasks. To distinguish between these possibilities, we performed a second study in which nine subjects participated. They were not required to respond to stimuli, but just to listen to them.
Passive listening to stimuli yielded very distinct activation patterns: middle temporal gyrus and posterior prefrontal cortex on both sides were more activated by listening to meaningful than to spatialized sounds. The inferior part of the inferior parietal lobule and the posterior part of the superior temporal gyrus were more activated on both sides by listening to spatialized than to meaningful sounds (Fig. 7) .
Thus, the information comprised in an auditory stimulus can preferentially drive the initial stages of one or the other auditory pathway.
Sex Related Differences in Auditory Activation Pattern
In the active response paradigm, activation patterns between men and women were compared and the analysis showed a striking-and statistically significantdifference in the number of pixels activated selectively by the recognition tasks-the women activating almost the double than the men (P ϭ 0.023 in a two-samples t test for the means). There was no difference between men and women in the number and in the location of activated clusters.
No statistically significant differences were obtained for the number of pixels (P ϭ 0.86 in a two-samples t test for the means) or the location of the clusters activated predominately by the localization task.
DISCUSSION
Investigations of activation patterns to auditory stimuli by means of fMRI BOLD technique may suffer from problems linked to difficulties in transmission of acoustic stimuli in the magnetic resonance environment. The noise of the gradient, particularly in case of EPI sequences, is in most cases as loud as or even louder than the acoustic stimulus. Several groups proposed recently that stimuli should be presented prior to acquisition (Belin et al., 1999; Hall et al., 1999; Talavage et al., 1999; Meuli et al., 2000) ; this approach eliminates interference between stimuli and gradient noise.
High temporal resolution studies of the time course of the BOLD signal, have shown that the vascular response of the BOLD signal to a short stimulus reaches its maximum about 3 to 4 s after stimulus onset (Belin et al., 1999) , and it returns to the baseline after a latency of a few seconds, according to the stimulus duration. A longer stimulus produces a slightly higher and delayed peak of signal. Using a TR of 15 s, a stimulus duration of 5 s, and a sampling time of 3 s, starting immediately after the offset of the stimulus, we were able to dissociate the BOLD effect due to the stimulus from the BOLD effect elicited by the gradient noise. Our approach was successful: epochs with presentation of auditory stimuli, as compared to rest, yielded a reliable activation in auditory structures (Fig. 1) .
Activation Pattern in Subcortical Structures and the Primary Auditory Cortex
The two conditions involving auditory stimuli, as compared to rest, yielded activation in various struc-tures, some of which were shown in previous studies to respond to auditory stimuli. Activation of the relay nuclei was described both for the inferior colliculus and the medial geniculate body (Lookwood et al., 1999) .
The foci in midthalamus do not correspond to known auditory structures, but their activation may be related to auditory attention. Activation at the same location was found to be modulated by increase in attention to tones (Frith and Friston, 1996) .
The activation of the primary auditory cortex in recognition was as described previously with PET (Engelien et al., 1995) . Sound localization studies using the PET or fMRI methodology (Griffiths et al., 1998) described a similar activation of the primary auditory cortex.
Subcortical and primary auditory cortex activation was similar in extent and intensity for recognition and localization. Comparing conditions of specific auditory stimuli versus noise has yielded no primary auditory cortex activation for environmental sounds (Engelien et al., 1995) or auditory motion (Griffiths et al., 2000) . 
Regions Selectively Activated by Sound Recognition
Semantically relevant stimuli yielded activation mainly in the midtemporal convexity on both sides, the parahippocampal gyrus on both sides, but predominantly on the left side, the left frontal operculum and a strikingly intense activation in the ventral precuneus bilaterally. Lateral temporal regions were shown to be involved in different aspects of sound recognition by other groups. Animal studies demonstrated that lateral areas of the temporal convexities were involved in temporal pattern analysis (Dewson et al., 1970; Cowey and Weiskrantz, 1976 ) and recognition of intraspecies cries in non-human primates (Rauschecker et al., 1995) . Human studies showed that lateral superior temporal regions were activated in the processing of speech sounds (Rauschecker et al., , 1998 and environmental noises (Engelien et al., 1995; O'Leary et al., 1996) . Parahippocampal gyrus has been recognized as a central component of a neural network engaged during auditory discrimination (Kikuchi et al., 1997) . The activation of the left frontal operculum could be related to verbalization and semantic processing of complex sounds. Finally, the bilateral ventral precuneus activation may be due to the long-term memory retrieval for identification of the sounds (Grasby et al., 1993) and probably to the use of imagery as a retrieval strategy (Fletcher et al., 1995 (Fletcher et al., , 1998 . The small and variable foci in lateral occipital and posterior parietal convexity suggest that parts of extrastriate visual cortex may participate in auditory recognition. The high interindividual variability of these foci precludes a simple model.
Regions Selectively Activated by Sound Localization
During the localization task, the largest activated clusters were found in the inferior parietal lobule on both sides, but predominantly on the right, in the premotor cortex on both sides, in the ventral prefrontal cortex on the right and in the anterior part of the cingulate gyrus.
Neuropsychological (Clarke et al., 2000a) and functional imaging evidence (Griffiths et al., 1998 (Griffiths et al., , 2000 Bushara et al., 1999; Weeks et al., 1999 ) strongly suggests that the parietal, and in particular the right parietal region, is a key part of a larger network involved in auditory spatial functions.
This region appears involved also in attentional aspects of auditory spatial and non spatial tasks (Coull et al., 1997 (Coull et al., , 1998 and in auditory streaming (Pugh et al., 1996; Tzourio et al., 1997; Benedict et al., 1998) .
In our paradigm, the attentional load was very similar in the recognition and localization tasks and the selective activation of the parietal region may indeed reflect involvement in auditory spatial aspects. Previous studies (Griffiths et al., 1998 (Griffiths et al., , 2000 Bushara et al., 1999; Weeks et al., 1999) have repeatedly found a prefrontal activation in auditory spatial tasks and proposed a parieto-frontal loop for auditory processing. These regions are near the frontal eye field and may be involved in orienting of spatial attention (Sheliga et al., 1994; Paus, 1996; Berman et al., 1999) .
Right frontal and cingulate activation may be related to attention load produced by active tasks (Griffiths et al., 1994 (Griffiths et al., , 1998 (Griffiths et al., , 2000 Tzourio et al., 1997; Benedict et al., 1998) . The middle portion of the ventrolateral frontal cortex and mid-dorsolateral frontal cortex are probably part of the spatial working memory processing network (Owen et al., 1996a (Owen et al., ,b, 1997 (Owen et al., , 1998 .
In summary, as other studies in primates and humans (Griffiths et al., 1998 (Griffiths et al., , 2000 Bushara et al., 1999) have pointed out, the inferior parietal region in connection with premotor and prefrontal areas represents a network involved in sound spatial perception, selective attention, and preparation of limb and saccadic eye movement.
Interindividual Variations
Although the largest and most significant clusters observed at the group level were also present in most of the individual activation maps, variations in size and intensity were noticed among our 18 subjects. In particular, some individuals seemed to be better responders for one of the two tasks, and the hemispheric difference for each task also varied between subjects. This difference may reflect genuine interindividual differences in cortical networks or individual strategies for the treatment of similar information.
Passive Listening to Semantic or Spatial Cues
Using the passive listening task, we have demonstrated that auditory information that contains semantic but not spatial cues and that contains spatial but not semantic cues are processed by different pathways. Thus, the differential activation of the two pathways, at least at its initial stage, does not results from putative attentional or motor biases involved in the active task, but corresponds most likely to a organizational principle of human auditory cortex.
Gender Differences in Activation
To date, results about gender differences on cerebral activation are conflicting. While some studies reported no gender differences in CBF (Melamed et al., 1980; Hannay et al., 1983) , others found that women had higher rates of CBF than men and that was related to age, since by the sixth decade (Gur et al., 1987) men and women had similar flow rates. PET (Rodriguez et al., 1988; Gur and Gur, 1990; Jaeger et al., 1998; Ragland et al., 2000) and fMRI (Kastrup et al., 1999) studies found differences in activation during resting state (Rodriguez et al., 1988) , cognitive tasks (Gur and Gur, 1990; Jaeger et al., 1998; Ragland et al., 2000) , or visual stimulation (Kastrup et al., 1999) . Many factors were invoked to explain such a difference; blood viscosity (Shaw et al., 1984) , glucose metabolism (Baxter et al., 1987; Yoshii et al., 1988) , heart rate, pulse pressure, and cardiac index (Messerli et al., 1987) are higher in women than in men. Endocrine factors may also play a role (Baxter et al., 1987; Kastrup et al., 1999) .
Some authors reported not only an increased CBF in women, but also a difference in activation pattern relative to men. This difference was generally expressed as a more symmetric activity in women (Rodriguez et al., 1988; Jaerger et al., 1998; Ragland et al., 2000; Sadato et al., 2000) . While some authors found that these differences in activation patterns were associated to a difference in performance Ragland et al., 2000) , other authors found that differences in activation had no effects on performance (Jaerger et al., 1998; Sadato et al., 2000) .
Our data revealed a statistical difference in the total number of activated pixels during the recognition task, the number of activated pixels being larger in women than in men (P ϭ 0.023 in a two-samples t test for the means). Comparison for activation during the localization task showed no differences between men and women (P ϭ 0.86 in a two-samples t test for the means). Statistical comparisons showed no differences in performance between men and women. These results were coherent with the data of those authors who found that activation differences between men and women were not associated with differences in tasks performance (Jaerger et al., 1998; Sadato et al., 2000) .
What and Where Networks in Human Auditory Processing
Evidence from animal (Mishkin et al., 1983; Bachevalier et Mishkin, 1986; Romanski et al., 1999) and human (Haxby et al., 1991; Ungerleider and Haxby, 1994 ) studies demonstrated the existence of two specialized processing pathways in vision, a ventral stream involved in object vision and a dorsal stream in spatial vision.
Our study demonstrated a similar organization in human audition: in normal subjects, sound recognition, and sound localization rely on at least partially segregated cortical networks. The sound recognition network involves the anterior part of the middle temporal gyrus and the ventral part of the precuneus on both sides and the left prefrontal cortex. Sound localization network involves the inferior parietal lobule, parts of the prefrontal and the premotor cortex and the dorsal part of the precuneus. Zatorre et al. (2000) tested, and partially confirmed, the hypothesis that similar neural systems are involved in attending to spectral and to spatial features of sounds. To demonstrate this, they used the same set of stimuli, namely pure tones presented either to the left, right or both ears and asked their subjects to attend either to a particular frequency or a particular location. Both conditions, as compared to rest, activated right superior parietal, dorsolateral frontal, and premotor regions, with no modulation as function of attention condition. These results do not oppose our conclusions. First, stimuli used by Zatorre et al. contained always spatial cues and were therefore likely to activate the spatial pathway. Second, their attend-tofrequency task did not really deal with semantic identification of sound and was thus unlikely to activate the recognition pathway. In addition, previous neuropsychological studies (e.g., Vignolo et al., 1982; al., 1996) suggest that different regions are involved in apperceptive and semantic aspects of auditory recognition.
The existence of two distinct networks has been recently confirmed by neuropsychological studies. Deficient sound recognition and normal sound localization were observed following focal lesions centered on the temporal convexity; deficient sound localization and normal sound recognition was found in association with focal parieto-frontal lesions (Clarke et al., 2000a) . Moreover, psychophysical studies in normal subjects showed the existence of distinct short-term memory systems for sound content and sound localization .
The question arises whether distinct early stage auditory areas, in particular putative areas on the superior temporal gyrus, can be ascribed to one or the other pathway. Our previous work demonstrated the existence of distinct auditory areas around AI (Rivier and Clarke, 1997) and of intraareal compartments within AI (Clarke and Rivier, 1998) , which are putative candidates for such a specialization. The 500-m-wide cytochrome oxidase stripes found in the supragranular layers of AI are too small for the spatial resolution of our fMRI study. However, our study failed to demonstrate functional specialization within cortical areas surrounding AI, which have been shown to have a surface area of 1 to 3 mm 2 in histological material. In this respect, human early stage auditory areas may differ from those in nonhuman primates; in the latter electrophysiological recordings demonstrated that the posterior part of superior temporal gyrus plays a role in auditory spatial analysis (e.g., Rauschecker and Tian, 2000) .
The two separate processing pathways for auditory recognition and localization have each parts that appear to be selectively involved in the corresponding sound analysis-the middle temporal gyrus for recognition and the inferior part of the inferior parietal lobule for localization-but involve also regions known to participate in visual processing. Large parts of the parietal and premotor network visualized by the active paradigm are part of the more general attention network (Mesulam, 1990) and were shown to play a role in (visual) spatial selection (Corbetta et al., 1993) . The focus in the precuneus, activated selectively by sound recognition in the active paradigm, appears to coincide with activation observed in tasks of visual recognition in an impoverished context (Dolan et al., 1997) . A dichotomy into a dorsal sound localization and a ventral sound recognition pathways is compatible with data from nonhuman primates. The discrimination of species-specific communication sounds was shown to be impaired after superior temporal cortex lesions, but not after temporoparietal lesions Heffner, 1984, 1986; Colombo et al., 1990) . Moreover, electrophysiological studies showed that, while neurons selective for auditory spatial localization were found in area LIP (Stricanne et al., 1996) , neurons selective for complex sounds were found in lateral auditory areas and it has been proposed that these areas participate in the processing of communication sounds (Rauschecker et al., 1995 (Rauschecker et al., , 1997 .
The segregation between the two pathways may continue further, since the temporofrontal projections originating in areas involved in recognition and those originating in areas involved in localization have separate targets within the prefrontal cortex (Romanski et al., 1999) . 
CONCLUSION
We have been able to demonstrate the activation of two different networks involved in the processing of auditory stimuli with spatial localization or pattern recognition content in the human brain.
