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nilnik
NOS Network Operating System omrezˇni operacijski sistem
LLDP Link Layer Discovery Protocol protokol za odkrivanje na poveza-
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REST Representational State Transfer slog spletne storitve
IBN Intent-Based Networking mrezˇenje na osnovi namena
DPI Deep Packet Inspection temeljito pregledovanje paketov
ToS Type of Service vrsta storitve
WAN Wde Area Networks prostrana omrezˇja
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BNG Broadband Network Gateway sˇirokopasovni robni prehod
OLT Optical Line Termination opticˇno dostopovno vozliˇscˇe
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kratica anglesˇko slovensko
GPS Global Positioning System sistem globalnega pozicioniranja
BFT Byzantine Fault-Tolerance bizantinska odpornost na napake
PoW Proof-of-Work dokazilo o delu
RPC Remote Procedure Call oddaljen klic procedure
MTBF Mean Time Between Failure povprecˇen cˇas med zaporednima
odpovedma
2PC Two-Phase Commit protokol dvofaznega potrjevanja

Povzetek
Naslov: Algoritmi soglasja v porazdeljenih krmilnikih programsko dolocˇenih
omrezˇij
Programsko dolocˇena omrezˇja z logicˇno centralizacijo nadzora in abstrak-
cijo omrezˇnih virov obljubljajo vecˇjo prilagodljivost, cenovno ucˇinkovitost
in lazˇje upravljanje omrezˇne infrastrukture, vendar njihovo sˇirsˇo uporabo
ovirajo razlicˇni izzivi. V magistrskem delu raziˇscˇemo problem zagotavlja-
nje visoke razpolozˇljivosti krmilnikov programsko dolocˇenih omrezˇij. Gre
za slabo raziskan problem, ki je hkrati kljucˇnega pomena pri uvajanju pro-
gramsko dolocˇenih omrezˇij v produkcijska okolja. Najprej predstavimo kon-
cept programsko dolocˇenih omrezˇij. Pri tem raziˇscˇemo, kje ima njihova upo-
raba najvecˇji potencial in identificiramo razlicˇne izzive, ki otezˇujejo njihovo
uvedbo. Izpostavimo problem zagotavljanja visoke razpolozˇljivosti in ska-
labilnosti omrezˇja zaradi centralizacije krmilne ravnine ter kot resˇitev nave-
demo implementacijo krmilnika v obliki porazdeljenega sistema odpornega na
napake. V nadaljevanju preucˇimo omejitve pri nacˇrtovanju in implementaciji
teh sistemov. Osredotocˇimo se na algoritme soglasja kot kljucˇno komponento
za zagotavljanje visoke razpolozˇljivosti. Nato predstavimo strategije pri za-
snovi porazdeljenih krmilnikov in raziˇscˇemo, katere odprtokodne implementa-
cije omogocˇajo njihovo visoko razpolozˇljivost. Krmilnik ONOS izberemo kot
potencialno najbolj primeren za produkcijsko uporabo in analiziramo njegovo
arhitekturo. Z izbranim krmilnikom in simulatorjem programsko dolocˇenih
omrezˇij Mininet vzpostavimo pilotno okolje. Razvijemo testno ogrodje, s ka-
terim simuliramo scenarije, ki vkljucˇujejo razlicˇne odpovedi vozliˇscˇ krmilnika
in komunikacijskih kanalov, ter pri tem analiziramo obnasˇanje sistema. Na
podlagi rezultatov analize ovrednotimo izbrano implementacijo krmilnika z
vidika zagotavljanja visoke razpolozˇljivosti in podamo predloge za izboljˇsanje
razpolozˇljivosti resˇitve.
Kljucˇne besede
programsko dolocˇena omrezˇja, visoka razpolozˇljivost, porazdeljeni sistemi
Abstract
Title: Consensus algorithms in distributed SDN controllers
Software defined networks (SDN) promise greater flexibility, cost effi-
ciency and easier management of network infrastructure by logically cen-
tralizing the control and abstracting network resources, but their wider use
is inhibited by various challenges. In this master’s thesis, we explore the
problem of ensuring high-availability of SDN controllers. It is a mostly un-
explored problem which is also crucial with the implementation of software
defined networks in production environments. Firstly, we present the concept
of software defined networking. Doing so, we explore where their use has the
greatest potential and identify various challenges which make their imple-
mentation difficult. We emphasize the problem of ensuring high-availability
and the scalability of the network because of the centralized control plane
and list as a solution the implementation of a controller in the form of a
fault-tolerant distributed system. Following this, we study the limitations in
design and the implementation of these systems. We focus on consensus al-
gorithms as a key component in ensuring high availability. Following this, we
present strategies with developing distributed controllers and explore which
open-source implementations allow for their high availability. We choose the
ONOS controller as the potentially most suitable for production use and ana-
lyze its architecture. With the chosen controller and the simulator of software
defined networks Mininet, we establish a pilot environment. We develop a
test framework for simulating scenarios that include various controller node
and communication channel failures and analyze system behavior while do-
ing so. Based on the results of the analysis we evaluate the chosen controller
implementation based on ensuring high availability and give suggestions for
improving the availability of the solution.
Keywords
software-defined networks, high availability, distributed systems
Poglavje 1
Uvod
Razvoj interneta nas je pripeljal v digitalno druzˇbo, kjer je skoraj vse po-
vezano in dostopno kjerkoli in kadarkoli. Pricˇa smo eksponentnemu pove-
cˇevanju informacijskih potreb. Kolicˇina letnega prometa IP (angl. Internet
Protocol) na globalni ravni naj bi zˇe v letu 2016 presegla zetabajt [1]. V
razmahu so oblacˇne storitve, ki zahtevajo fleksibilno infrastrukturo za av-
tomatizirano izstavljanje poljubnih virov na zahtevo. Vse to prinasˇa nove
izzive tudi na podrocˇju omrezˇne infrastrukture, medtem ko so tradicionalna
omrezˇja vedno bolj kompleksna in tezˇavna za upravljanje [2]. Sestavljena so
iz avtonomnih naprav, ki vsaka zase tesno zdruzˇujejo upravljavsko, krmilno
in podatkovno ravnino. Upravljavska ravnina (angl. management plane)
omogocˇa konfiguracijo in nadzor naprave, krmilna ravnina (angl. control
plane) zajema sˇtevilne kontrolne in usmerjevalne protokole, s pomocˇjo ka-
terih izracˇuna in namesti ustrezna pravila v posredovalne tabele, medtem
ko podatkovna ravnina (angl. data plane) skrbi za ucˇinkovito posredovanje
paketov na podlagi teh pravil. Uveljavljanje novih politik tako zahteva upo-
rabo nizkonivojskih nestandardiziranih ukazov na mnozˇici naprav, ki nimajo
globalnega pogleda na omrezˇje, hitro in samodejno odzivanje na spremembe
v vse bolj dinamicˇnih okoljih pa predstavlja velik izziv [3]. V zadnjem cˇasu se
zato pojavlja nova paradigma programsko dolocˇenih omrezˇij (angl. Software-
Defined Networks, SDN ), ki z logicˇno centralizacijo nadzora in abstrakcijo
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omrezˇnih virov obljublja vecˇjo prilagodljivost, cenovno ucˇinkovitost in lazˇje
upravljanje omrezˇne infrastrukture.
Kljucˇni element programsko dolocˇenih omrezˇij predstavlja krmilnik omre-
zˇja. Gre za programsko opremo, ki tecˇe na obicˇajnih strezˇnikih in preko
juzˇnih programskih vmesnikov (angl. southbound APIs) dolocˇa delovanje po-
datkovne ravnine v mnozˇici omrezˇnih naprav [4]. Najbolj razsˇirjen protokol
za komunikacijo med krmilnikom in posredovalnimi napravami, je protokol
OpenFlow, ki omogocˇa krmiljenje v proaktivnem ali reaktivnem nacˇinu s
pomocˇjo tokovnih pravil (angl. flow rules). Proaktivni nacˇin omogocˇa vna-
prejˇsnjo namestitev tokovnih pravil, medtem ko v reaktivnem nacˇinu pravila
predstavljajo odziv na dejanski promet v omrezˇju. Krmilnik preko severnih
programskih vmesnikov (angl. northbound APIs) aplikacijam zagotavlja ab-
strakcijo omrezˇnih virov in globalen pogled na omrezˇje. Krmilna ravnina je
tako logicˇno centralizirana, omrezˇne naprave pa so zadolzˇene le sˇe za posre-
dovanje prometa na podlagi pravil, ki jih dolocˇa osrednji krmilnik. Taksˇen
pristop omogocˇa hitrejˇso implementacijo omrezˇnih funkcionalnosti v obliki
aplikacij, z globalnim pogledom na omrezˇje poenostavi resˇevanje problemov,
kot sta prometno nacˇrtovanje (angl. traffic engineering, TE ) ali uveljavlja-
nje razlicˇnih politik na nivoju celotnega omrezˇja, in zato predstavlja velik
potencial zlasti za ponudnike oblacˇnih in telekomunikacijskih storitev. [5]
Centralizacija krmilne ravnine pa ima poleg tezˇav s skalabilnostjo tudi
vpliv na razpolozˇljivost celotnega omrezˇja, saj osrednji krmilnik predstavlja
kriticˇno tocˇko odpovedi (angl. single point of failure, SPOF ). V pricˇujocˇem
delu podrobneje raziˇscˇemo mozˇnosti za zagotavljanje visoke razpolozˇljivos-
ti (angl. high availability, HA) krmilnikov programsko dolocˇenih omrezˇij.
Gre za slabo raziskan problem, ki je hkrati kljucˇnega pomena pri uvajanju
programsko dolocˇenih omrezˇij v produkcijska okolja [4, 6]. O visoki raz-
polozˇljivosti govorimo takrat, kadar je razpolozˇljivost, torej odstotek cˇasa,
ko je storitev dostopna z razumno zakasnitvijo, blizu 100% [7]. To lahko
zagotovimo z implementacijo krmilnika v obliki porazdeljenega sistema, ki
lahko nemoteno deluje tudi v primeru odpovedi posameznih instanc krmil-
3nika.
Temeljni problem porazdeljenih sistemov, odpornih na napake (angl. fault-
tolerant distributed systems), predstavlja problem soglasja (angl. consensus
problem), ki v popolnoma asinhronem sistemu nima resˇitve [7], medtem ko
resˇitve v delno sinhronem sistemu vodijo v kompromis med varnostjo (angl.
safety) in zˇivostjo (angl. liveness). Omejitve pri implementaciji prakticˇnih
sistemov ponazarja teorem CAP, ki pravi, da v primeru razdelitve omrezˇja ne
moremo hkrati zagotoviti konsistentnosti in razpolozˇljivosti podatkov [8, 9].
V kontekstu krmilnikov so to podatki o stanju omrezˇja. Teorem PACELC
razsˇirja teorem CAP z navedbo, da je tudi v primeru normalnega delovanja
potreben kompromis, in sicer kompromis med nizko zakasnitvijo ter strogo
konsistentnostjo [10]. Razlicˇne implementacije tako slonijo bodisi na modelu
stroge ali eventuelne konsistentnosti kot tudi na kombinaciji obeh mode-
lov [11, 12, 13]. Strogo konsistentno stanje krmilnikov lahko zagotovimo z
uporabo algoritmov soglasja (angl. consensus algorithms) [14, 15]. Najbolj
razsˇirjen je algoritem Paxos, medtem ko Raft predstavlja enostavnejˇso in
bolj razumljivo alternativo [16], ki je vedno bolj zanimiva tudi za uporabo v
prakticˇnih sistemih.
Glavni prispevek magistrskega dela je analiza obnasˇanja programsko do-
locˇenega omrezˇja v primeru razlicˇnih odpovedi. V ta namen predstavimo
kljucˇne strategije pri zasnovi porazdeljenih krmilnikov in raziˇscˇemo, katere
odprtokodne implementacije omogocˇajo njihovo visoko razpolozˇljivost. Kot
potencialno najbolj primeren krmilnik za uporabo v produkcijskem okolju
izberemo krmilnik ONOS, analiziramo njegovo arhitekturo in vzpostavimo
pilotno okolje. Za potrebe predvidene analize razvijemo testno ogrodje z
razsˇiritvijo simulacijskega okolja Mininet. Z uporabo razvite resˇitve simuli-
ramo testne scenarije za razlicˇne primere odpovedi, ter pri tem analiziramo
obnasˇanje sistema. Na podlagi rezultatov analize ovrednotimo izbrano impel-
mentacijo krmilnika z vidika zagotavljanja visoke razpolozˇljivosti in podamo
predloge za izboljˇsanje razpolozˇljivosti resˇitve.
Struktura preostanka pricˇujocˇega dela je naslednja: v poglavju 2 predsta-
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vimo koncept programsko dolocˇenih omrezˇij, pri cˇemer raziˇscˇemo, kje ima nji-
hova uporaba najvecˇji potencial in identificiramo razlicˇne izzive, ki otezˇujejo
sˇirsˇo uporabo. Kot kljucˇno oviro pri uvedbi programsko dolocˇenih omrezˇij v
produkcijska okolja izpostavimo problem zagotavljanja visoke razpolozˇljivosti
in skalabilnosti omrezˇja zaradi centralizacije krmilne ravnine ter kot resˇitev
navedemo implementacijo krmilnika v obliki porazdeljenega sistema odpor-
nega na napake. Omejitve pri nacˇrtovanju in implementaciji teh sistemov
preucˇimo v poglavju 3. Osredotocˇimo se na algoritme soglasja kot kljucˇno
komponento za zagotavljanje visoke razpolozˇljivosti. V poglavju 4 predsta-
vimo kljucˇne strategije pri zasnovi porazdeljenih krmilnikov, raziˇscˇemo, ka-
tere odprtokodne implementacije omogocˇajo njihovo visoko razpolozˇljivost,
in analiziramo arhitekturo izbranega krmilnika. V poglavju 5 opiˇsemo vzpo-
stavitev pilotnega okolja, ki vkljucˇuje razvoj testnega ogrodja. Nato v po-
glavju 6 predstavimo razlicˇne testne scenarije in analizo obnasˇanja na podlagi




Razlicˇne ideje in tehnologije za programsko upravljanje omrezˇij se postopoma
razvijajo zˇe zadnjih dvajset let, medtem ko se je izraz programsko dolocˇena
omrezˇja (angl. Software-Defined Networks, SDN ) sˇirsˇe uveljavil v kontekstu
projekta OpenFlow, ki so ga predstavili na Stanfordski univerzi leta 2008
[17]. Od tod izvira tudi osnovna definicija te paradigme, ki predvideva fizicˇno
locˇitev krmilne in podatkovne ravnine v omrezˇju, pri cˇemer je krmilna rav-
nina logicˇno centralizirana in dolocˇa delovanje podatkovne ravnine v mnozˇici
omrezˇnih naprav. Zanimanje za programsko dolocˇena omrezˇja narasˇcˇa od
leta 2011, ko so potencial prepoznali Google, Facebook, Yahoo, Microsoft,
Verizon in Deutsche Telekom ter ustanovili organizacijo ONF (angl. Open
Networking Foundation) za promocijo in uveljavitev SDN z razvojem odprtih
standardov. ONF sˇe danes bdi nad standardom OpenFlow, ki predstavlja
najbolj razsˇirjeno izvedbo programsko dolocˇenih omrezˇij.
V zadnjem cˇasu se pojavlja vse vecˇ alternativnih definicij programsko
dolocˇenih omrezˇij, ki nekoliko odstopajo od prvotne ideje. Temeljijo pred-
vsem na uporabi obstojecˇih vmesnikov za upravljanje in nastavljanje omrezˇnih
naprav. Namesto centralizacije krmilne ravnine ima krmilnik vlogo orke-
stratorja omrezˇnih storitev. To pomeni, da skrbi predvsem za koordinacijo
aktivnosti pri avtomatiziranem nastavljanju in upravljanju naprav, ki zago-
tavljajo zˇelene omrezˇne storitve. Taksˇne resˇitve so v praksi sˇirsˇe uporabne in
5
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zdruzˇljive z obstojecˇo infrastrukturo. Kljub temu lahko v dolocˇenih primerih
uporabe prava programsko dolocˇena omrezˇja prinasˇajo sˇtevilne prednosti. V
nadaljevanju dela se bomo osredotocˇili na arhitekturo in koncepte, ki izhajajo
iz osnovne definicije programsko dolocˇenih omrezˇij in standarda OpenFlow.
2.1 Definicija
Programsko dolocˇena omrezˇja predstavljajo nov pristop k realizaciji racˇunal-
niˇskih omrezˇij, ki ima naslednje kljucˇne lastnosti [18, 19, 5]:
1. Locˇitev krmilne in podatkovne ravnine (angl. Decoupling of con-
trol and data planes)
Naloga podatkovne ravnine je medpomnjenje (angl. buffering), razvr-
sˇcˇanje (angl. scheduling) in posredovanje (angl. forwarding) paketov
ter prilagajanje podatkov v zaglavju. V ta namen podatkovna ravnina
vkljucˇuje fizicˇne vmesnike za sprejem in oddajo, posredovalne tabele
in pripadajocˇo logiko za ustrezno obdelavo prejetih paketov glede na
razlicˇne podatke iz zaglavij, kot so naslovi MAC ali IP, identifikatorji
VLAN in znacˇke MPLS. Za izracˇun in namestitev ustreznih pravil v
posredovalne tabele so zadolzˇeni razlicˇni kontrolni in usmerjevalni pro-
tokoli krmilne ravnine. V nasprotju s tradicionalnimi omrezˇji, kjer
je krmilna ravnina vsebovana v vsaki izmed omrezˇnih naprav in te-
sno zdruzˇena s podatkovno ravnino, je krmilna ravnina programsko
dolocˇenih omrezˇij fizicˇno locˇena. Implementirana je v obliki zunanje
entitete, ki jo imenujemo krmilnik SDN. Locˇitev nam omogocˇa neodvi-
sen razvoj kontrolnih funkcij in logicˇno centralizacijo nadzora. Funkcija
omrezˇnih naprav je pri tem poenostavljena.
2. Logicˇno centraliziran nadzor (angl. Logically centralized control)
Nadzor nad omrezˇjem je logicˇno centraliziran s pomocˇjo osrednjega kr-
milnika SDN, ki opravlja nalogo krmilne ravnine za mnozˇico omrezˇnih
naprav. Z globalnim pogledom na omrezˇje ima krmilnik mozˇnost ucˇin-
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kovitejˇse izrabe virov in poenostavi resˇevanje problemov, kot je pro-
metno nacˇrtovanje ali uveljavljanje politik na ravni celotnega omrezˇja.
Ravno tako je poenostavljen razvoj novih omrezˇnih funkcionalnosti in
samodejno odzivanje na spremembe v omrezˇju. Kljub temu da je kr-
milna ravnina v osnovi centralizirana, arhitektura z namenom vecˇje
operativne ucˇinkovitosti dopusˇcˇa tudi delegacijo dolocˇenih kontrolnih
funkcij omrezˇnim napravam. To je smiselno predvsem za funkcije, kot
je procesiranje sporocˇil ICMP ali hitro zaznavanje izpadov s protokolom
BFD (angl. Bidirectional Forwarding Detection), saj njihova centrali-
zacija ne prinasˇa dodane vrednosti.
3. Programabilnost omrezˇnih storitev (angl. Programmability of ne-
twork services)
Omrezˇne storitve so programabilne s pomocˇjo aplikacij, ki tecˇejo na kr-
milniku SDN. Za razvoj novih omrezˇnih storitev nista potrebna uvedba
dragih namenskih naprav ali poseg v strojno opremo, saj jih lahko raz-
vijamo neodvisno, in sicer v obliki programskih modulov za osrednji
krmilnik. Pri tem se programerju ni treba ukvarjati s podrobnostmi
fizicˇne arhitekture, saj krmilnik skrbi za abstrakcijo porazdeljenega
stanja, posredovanja in konfiguracije [20]. Abstrakcija posredovanja
omogocˇa, da programer opredeli zˇeleno stanje posredovalnih tabel brez
specificˇnih ukazov strojne opreme. Abstrakcija porazdeljenega stanja
aplikacijam zagotavlja globalen pogled na omrezˇje, kar pomeni, da pro-
gramer namesto kompleksnega porazdeljenega problema resˇuje prepro-
stejˇsi logicˇno centraliziran problem. Abstrakcija konfiguracije pa po-
meni, da lahko aplikacija zahteva zˇeleno obnasˇanje omrezˇja, za izvedbo
in optimizacijo v realnem cˇasu pa poskrbi krmilnik. Uporaba aplika-
cijskih vmesnikov pri tem omogocˇa enostavnejˇso integracijo z ostalimi
sistemi in prilagajanje omrezˇnih storitev potrebam aplikacij v realnem
cˇasu.
4. Odprti vmesniki (angl. Open interfaces)
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Velika zˇelja pri implementaciji programsko dolocˇenih omrezˇij je upo-
raba odprtih, dobro dokumentiranih in standardiziranih aplikacijskih
programskih vmesnikov tako za komunikacijo med aplikacijami in kr-
milnikom kot tudi za upravljanje podatkovne ravnine. Na ta nacˇin naj
bi se izognili zaklepanju uporabnikov, spodbudili razvoj inovativnih
omrezˇnih funkcij in znizˇali strosˇke izdelave strojne opreme. Prakticˇne
resˇitve za implementacijo dolocˇenih funkcionalnosti kljub temu vkljucˇu-
jejo lastniˇske razsˇiritve vmesnikov. Lastniki omrezˇij se morajo odlocˇiti
za kompromis med odprtostjo vmesnikov in dodano vrednostjo, ki jo
ta resˇitev ponuja.
Visokonivojski pogled na arhitekturo programsko dolocˇenega omrezˇja v pri-
merjavi s tradicionalnim omrezˇjem lahko vidimo na sliki 2.1. Krmilna rav-
Tradicionalno omrežje Programsko določeno omrežje
Krmilna ravnina














Slika 2.1: Visokonivojska arhitektura programsko dolocˇenih omrezˇij [15]
nina je fizicˇno locˇena in centralizirana v obliki krmilnika SDN, ki s pomocˇjo
aplikacij dolocˇa delovanje podatkovne ravnine celotnega omrezˇja.
2.2 Zgodovina
Raziskovalci so potrebo po lazˇjem upravljanju omrezˇij in hitrejˇsi uvedbi no-
vih storitev prepoznali davno pred rojstvom protokola OpenFlow in samega
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izraza ˝programsko dolocˇena omrezˇja˝ [17]. Prve poskuse locˇitve krmilne in
podatkovne ravnine lahko zasledimo zˇe v pobudah iz sredine devetdesetih
let, kot sta npr. Open Signaling in DCAN (angl. Devolved Control of ATM
Networks) [21].
Namen projekta DCAN je bil razvoj infrastrukture za prilagodljivo upra-
vljanje in nadzor omrezˇij ATM (angl. Asynchronous Transfer Mode) s pred-
postavko, da je potrebno krmilne in upravljavske funkcije fizicˇno locˇiti iz
mnozˇice omrezˇnih naprav. Nadzor naj bi prevzela zunanja entiteta, ki ima
podobno vlogo kot krmilnik v programsko dolocˇenih omrezˇjih. Locˇitev kr-
milne programske opreme od posredovalne strojne opreme so predlagali tudi
raziskovalci v okviru pobude Open Signaling, saj so ugotovili, da je hitro uva-
janje novih omrezˇnih storitev tezˇavno ravno zaradi zaprtosti ter vertikalne
integracije stikal in usmerjevalnikov. Kljucˇni element njihovega predloga je
bila vrsta odprtih vmesnikov za nadzor stikal ATM. Na temeljih tega predloga
je pod okriljem organizacije IETF (angl. Internet Engineering Task Force)
nastala tudi specifikacija protokola GSMP (angl. General Switch Manage-
ment Protocol) [22]. Protokol osrednjemu krmilniku omogocˇa vzpostavljanje
in sprosˇcˇanje povezav na stikalih ATM ter opravljanje mnozˇice drugih krmil-
nih funkcij, ki so sicer v domeni porazdeljenih protokolov na tradicionalnih
usmerjevalnikih [21]. Leta 1996 je podjetje Ipsilon Networks predstavilo pro-
dukt IP Switch [23] kot resˇitev za prenos prometa IP po takratnih omrezˇjih
ATM. IP Switch na zunaj deluje kot usmerjevalnik IP, pri cˇemer uporablja
GSMP za identifikacijo tokov ter dinamicˇno vzpostavitev navideznih zvez
(angl. virtual circuit) na stikalih ATM. Uporabljen koncept tokov, kjer po-
datkovni tok predstavlja skupino paketov med dvema koncˇnima tocˇkama,
je podoben konceptu mikrotokov v arhitekturi OpenFlow. Glavna omeji-
tev resˇitve IP Switch je velikost tabel navideznih zvez, saj vsak tok zahteva
uporabo svoje navidezne zveze. Za uporabo v hrbtenicˇnih omrezˇjih so se uve-
ljavile bolj skalabilne resˇitve z uporabo protokola MPLS (angl. Multiprotocol
Label Switching). [21, 5, 17]
V sredini devetdesetih let je nastala tudi iniciativa aktivnih omrezˇij (angl.
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Active Networks) s konceptom programabilnih stikal. Ta omogocˇajo prenos
ukazov za obdelavo paketov bodisi s pomocˇjo zunajpasovnega protokola ali
pa skupaj s podatki v samih paketih. To naj bi omogocˇalo dinamicˇno prila-
gajanje obnasˇanja omrezˇja v realnem cˇasu, vendar se tehnologija ni obnesla
predvsem zaradi varnostnih tezˇav in tezˇav z zmogljivostjo.
Pomembnejˇso vlogo pri razvoju programsko dolocˇenih omrezˇij, kot jih
poznamo danes, imajo poleg projekta OpenFlow tudi projekti ForCES (angl.
Forwarding and Control Element Separation), PCE (angl. Path Computation
Element), 4D in Ethane.
Organizacija IETF je leta 2003 ustanovila delovno skupino ForCES za
razvoj istoimenskega projekta, ki definira arhitekturno ogrodje in pripadajocˇ
protokol za standardizirano izmenjavo informacij med krmilno in podatkovno
ravnino v omrezˇnem elementu ForCES [24]. Osnovna ideja je, tako kot pri
protokolu OpenFlow, locˇitev krmilne in podatkovne ravnine, vendar sta kr-
milni in podatkovni element vsebovana v sami omrezˇni napravi. Pristop
omogocˇa centralizacijo nadzora in dopusˇcˇa umik kontrolnega elementa v
drugo napravo. Protokol ni priˇsel v sˇirsˇo uporabo, delovna skupina ForCES
pa je svoje delo zakljucˇila leta 2014.
Leta 2005 je organizacija IETF zacˇela tudi s standardizacijo arhitekture
PCE [25], ki omogocˇa centralni izracˇun poti v omrezˇjih MPLS ter GMPLS za
potrebe prometnega nacˇrtovanja. Arhitektura locˇuje elemente za izracˇun poti
PCE in odjemalce PCC (angl. Path Computation Client). Vlogo centralnega
krmilnika oziroma elementa za izracˇun poti PCE z globalnim pogledom na
omrezˇje ima lahko ena izmed omrezˇnih naprav ali zunanji strezˇnik. Za namen
komunikacije med elementom PCE in odjemalci PCC so v okviru arhitekture
razvili in standardizirali protokol PCEP (angl. Path Computation Element
(PCE) Communication Protocol) [26]. Ta krmilniku omogocˇa namestitev
tunelov MPLS-TE (angl. Multiprotocol Label Switching-Traffic Engineering)
na podlagi centralno izracˇunanih poti. Za sam izracˇun optimalnih poti pa
krmilnik potrebuje podatke o topologiji omrezˇja in lastnosti povezav. Do teh
podatkov lahko pride z izmenjavo sporocˇil preko notranjega usmerjevalnega
2.2. ZGODOVINA 11
protokola (angl. Interior Gateway Protocol, IGP), ki ga uporablja omrezˇje.
Druga mozˇnost je uporaba protokola BGP (angl. Border Gateway Protocol)
oziroma njegove razsˇiritve BGP-LS (angl. Border Gateway Protocol-Link
State) [27] za izvoz topologije oziroma prenos podatkov o stanju povezav
iz razlicˇnih notranjih usmerjevalnih protokolov. Delovna skupina za razvoj
PCE je sˇe vedno aktivna, arhitektura pa je zanimiva predvsem zato, ker
prinasˇa nekatere prednosti programsko dolocˇenih omrezˇij z uporabo obstojecˇe
infrastrukture MPLS.
V okviru projekta 4D [28] so avtorji leta 2005 predstavili ideje za omrezˇno
arhitekturo, ki popolnoma odstopa od tradicionalnih omrezˇij. Namesto upo-
rabe avtonomnih omrezˇnih naprav so predlagali dekompozicijo omrezˇja v 4
ravnine, pri cˇemer so vse krmilne in upravljavske funkcije implementirane v
obliki zunanjega neodvisnega sistema. Ta sistem naj bi imel popoln nadzor
nad omrezˇnimi napravami in njihovimi posredovalnimi tabelami. Arhitek-
tura naj bi tako omogocˇala enostavno definicijo politik na nivoju celotnega
omrezˇja. Projekt 4D tako kot ForCES predstavlja pomemben korak v smer
programsko dolocˇenih omrezˇij, kot jih poznamo danes, vendar tudi ta ni
dozˇivel dejanskih izvedb, ki bi dokazale njegovo uporabno vrednost.
Izhajajocˇ iz idej projekta 4D so raziskovalci na univerzah Stanford in Bar-
kley leta 2007 predstavili konkretno resˇitev za kontrolo dostopa v poslovnem
omrezˇju, imenovano Ethane [29]. Le-ta omogocˇa avtentikacijo uporabnikov
in njihovo izolacijo v primeru krsˇenja politik. Resˇitev temelji na uporabi
centralnega krmilnika, ki nadzoruje delovanje podatkovne ravnine v mnozˇici
omrezˇnih naprav z uporabo tokovnih pravil. Stikala neznan promet posre-
dujejo krmilniku, ta pa v tokovne tabele namesti ustrezno tokovno pravilo.
Ethane je sluzˇil kot osnova za razvoj projekta OpenFlow, ki so ga prvicˇ
predstavili leta 2008 [30]. OpenFlow definira standardni protokol za komu-
nikacijo med krmilno in podatkovno ravnino ter zgradbo stikala, ki vsebuje
eno ali vecˇ tokovnih tabel. Tokovne tabele vsebujejo tokovna pravila, ki se
nanasˇajo na dolocˇeno podmnozˇico omrezˇnega prometa. Delovanje podat-
kovne ravnine v stikalu je tako v celoti odvisno od tokovnih pravil, ki jih
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namesti centralni krmilnik. Projekt je bil sprva namenjen izvajanju posku-
sov za razvoj novih protokolov v akademskih okoljih, vendar je z demonstra-
cijo prakticˇnih primerov uporabe pritegnil tudi zanimanje industrije. Revija
MIT Technology Review je leta 2009 OpenFlow oznacˇila kot eno izmed dese-
tih najbolj prodornih tehnologij leta, pri cˇemer so pristop opisali z izrazom
˝programsko dolocˇena omrezˇja˝ [31]. Leta 2011 so potencial med drugim pre-
poznali Google, Facebook, Yahoo, Microsoft, Verizon in Deutsche Telekom
ter ustanovili organizacijo Open Networking Foundation [32] za promocijo
in uveljavitev programsko dolocˇenih omrezˇij z razvojem odprtih standardov.
Organizacija je prevzela skrb za standardizacijo protokola OpenFlow, ki se
je uveljavil kot de facto standard za komunikacijo med krmilno in podat-
kovno ravnino v programsko dolocˇenih omrezˇjih. Danes je standardiziranih
zˇe vecˇ razlicˇic protokola, ki ga podpirajo tako omrezˇne naprave razlicˇnih
proizvajalcev kot razlicˇne implementacije odprtokodnih in lastniˇskih krmil-
nikov SDN. ONF sˇteje zˇe vecˇ kot 150 cˇlanov, med katerimi so predvsem vecˇji
ponudniki telekomunikacijskih ter oblacˇnih storitev in proizvajalci omrezˇne
opreme. Leta 2016 je zdruzˇitev z ONF napovedala tudi neprofitna organi-
zacija Open Networking Lab (ON.LAB), pod okriljem katere se med drugim
razvija odprtokodni krmilnik programsko dolocˇenih omrezˇij ONOS.
Prve komercialno uspesˇne resˇitve, ki temeljijo na konceptu programsko
dolocˇenih omrezˇij, so bile vecˇinoma namenjene virtualizaciji omrezˇij v na-
videznih strezˇniˇskih okoljih. Primer taksˇnih resˇitev sta VMware NSX in
Juniper Contrail. V zadnjem cˇasu vedno vecˇje zanimanje za programsko
dolocˇena omrezˇja kazˇejo tudi ponudniki oblacˇnih in telekomunikacijskih sto-
ritev. Kljub velikemu zanimanju pa uporabo v produkcijskih okoljih otezˇujejo
razlicˇni izzivi, ki jih bomo obravnavali v nadaljevanju tega dela. Google B4
[33] je ob tem ena od redkih realizacij programsko dolocˇenih omrezˇij, ki deluje
v produkcijskem okolju. Resˇitev temelji na uporabi protokola OpenFlow in s
pomocˇjo centralne aplikacije za prometno nacˇrtovanje omogocˇa skoraj 100%
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Slika 2.2: Komponente programsko dolocˇenih omrezˇij [34]
2.3.1 Infrastrukturni sloj
Infrastrukturni sloj programsko dolocˇenih omrezˇij sestavlja mnozˇica omrezˇnih
naprav [19]. V primerjavi s tradicionalnimi omrezˇnimi napravami so te po-
enostavljene, saj ne izvajajo kompleksnih krmilnih funkcij. Skrbijo za ob-
delavo in posredovanje paketov s pomocˇjo dobro definiranih ukazov oziroma
pravil, ki jih dolocˇa zunanji krmilnik preko t. i. juzˇnega vmesnika (angl.
southbound API ). Juzˇni vmesnik definira nabor ukazov podatkovne ravnine
in protokol za komunikacijo ter predstavlja kljucˇno orodje za locˇitev krmilne
in podatkovne ravnine.
Ukazi za procesiranje so obicˇajno podani v obliki tokovnih pravil, ki so
namesˇcˇena v eno ali vecˇ tokovnih tabel. Pravila za posamezen podatkovni
tok dolocˇajo pripadajocˇo akcijo, kot je npr. posredovanje prometa na enega
ali vecˇ izhodnih omrezˇnih vmesnikov, sprememba polj v zaglavju ali skok na
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naslednjo tokovno tabelo. V tem primeru govorimo o tokovno osnovanem
procesiranju, kjer podatkovni tok predstavlja skupino paketov med dvema
ali vecˇ koncˇnimi tocˇkami. Mnozˇica izvornih in ciljnih koncˇnih tocˇk je lahko
dolocˇena s fizicˇnimi vmesnikom, naslovi MAC ali IP, vrati UDP oziroma
TCP in drugimi polji v zaglavju paketov, odvisno od konkretne izvedbe. Ob
sprejemu paketa na vhodnem vmesniku naprava poskrbi za razcˇlenitev polj
v zaglavju, dejanske vrednosti polj primerja s pravili v tokovni tabeli, poiˇscˇe
prvo ujemanje in izvede pripadajocˇo akcijo. Obicˇajno je dolocˇena tudi pri-
vzeta akcija, ki se izvede v primeru, ko v tabeli, ni ujemajocˇega pravila.
Z namestitvijo ustreznih pravil v tokovne tabele je mogocˇe implementirati
razlicˇne omrezˇne storitve, kot so pozˇarne pregrade, tunelski prehodi ali iz-
enacˇevalniki bremena. Gre za neke vrste programiranje podatkovne ravnine,
zato naprave imenujemo tudi programabilna stikala.
Najbolj razsˇirjen juzˇni vmesnik je OpenFlow, ki poleg namestitve po-
datkovnih tokov omogocˇa tudi posredovanje paketov krmilniku za reaktivni
nacˇin delovanja. Alternativo predstavlja ForCES, vendar v praksi ni dozˇivel
sˇirsˇe uporabe. Protokol OVSDB (angl. Open vSwitch Database Manage-
ment Protocol) je v osnovi miˇsljen kot komplement protokolu OpenFlow za
upravljanje stikal Open vSwitch. Dejansko gre za protokol, ki omogocˇa ma-
nipulacijo oddaljenih podatkovnih struktur. Te lahko odvisno od implemen-
tacije predstavljajo tudi vsebino posredovalnih tabel. OVSDB poleg stikala
Open vSwitch uporabljajo sˇe nekatere druge resˇitve. Protokola MPLS-TP
[35] in BGP Flowspec [36] sta ravno tako namenjena upravljanju oddaljene
podatkovne ravnine v omrezˇnih napravah. Eden izmed novejˇsih pristopov, ki
naj bi omogocˇil bolj fleksibilno procesiranje paketov, je protokol POF (angl.
Protocol-Oblivious Forwarding) [37]. Namesto podpore za ujemanje polj po-
znanih protokolov v zaglavju paketov namrecˇ omogocˇa ujemanje pravil s
pomocˇjo odmikov in dolzˇin poljubnih polj, vendar zahteva uporabo prilago-
jene strojne opreme. Razlicˇne omejitve obstojecˇih protokolov pa naslavljajo
sˇe nekatere druge pobude, kot so ROFL, OpFlex, OpenState in PAD. V
sˇirsˇem smislu med juzˇne vmesnike sˇtejemo tudi protokole, ki omogocˇajo in-
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terakcijo s krmilno ali upravljavsko ravnino omrezˇnih naprav, kot so PCEP,
I2RS, NETCONF, OF-config in XMPP.
Vlogo omrezˇnih naprav programsko dolocˇenih omrezˇij imajo lahko bodisi
fizicˇne naprave, kjer je funkcionalnost podatkovne ravnine implementirana
v obliki namenske strojne opreme, ali t. i. navidezna stikala (angl. virtual
switch), ki so v celoti implementirana s pomocˇjo programske opreme. Tako
fizicˇne kot navidezne naprave poleg funkcij krmilne ravnine vkljucˇujejo tudi
agenta za komunikacijo preko juzˇnega vmesnika.
Navidezna stikala so uporabna predvsem za virtualizacijo omrezˇij v stre-
zˇniˇskih okoljih, kjer zagotavljajo povezljivost, locˇevanje prometa ter druge
omrezˇne funkcije za navidezne stroje (angl. virtual machines) in sistemske
vsebnike (angl. containers). Navidezna omrezˇja so lahko tesno povezana
s fizicˇnim omrezˇjem, vedno bolj pa je razsˇirjena tudi uporaba navideznih
prekrivnih omrezˇij (angl. overlay virtual networks). V tem primeru navide-
zna stikala v strezˇnikih poskrbijo tudi za enkapsulacijo prometa z razlicˇnimi
tunelskimi protokoli, fizicˇna omrezˇna infrastruktura pa zagotavlja zgolj tran-
sport preko protokola IP. Na voljo je vecˇ odprtokodnih in komercialnih im-
plementacij navideznih stikal OpenFlow, med katerimi so najbolj razsˇirjeni
Open vSwitch [32], Indigo [38] in NEC PF1000 [39], ki se uporabljajo tudi
v komercialnih resˇitvah. Sˇtevilne druge implementacije se uporabljajo pred-
vsem za prototipiranje in simulacijo omrezˇij.
Za implementacijo tokovnih tabel navidezna stikala uporabljajo razlicˇne
podatkovne strukture, kot so zgosˇcˇevalne table (angl. hash tables) ali iskalna
drevesa (angl. search trees) [40], vendar je prepustnost programskih resˇitev
v praksi omejena na nekaj 10 Gb/s. Fizicˇne naprave za procesiranje prometa
s hitrostmi do 100 Gb/s na posamezen vmesnik in skupno vecˇ kot 3Tb/s v ta
namen izkoriˇscˇajo namensko strojno opremo. Kompleksna tokovna pravila,
ki omogocˇajo ujemanje velikega sˇtevila polj z uporabo nadomestnih znakov
(angl. wildcards) zahtevajo uporabo vecˇje kolicˇine relativno dragega ternar-
nega vsebinsko naslovljivega pomnilnika (angl. Ternary Content-Addressable
Memory, TCAM ). Ta se sicer uporablja tudi v tradicionalnih omrezˇnih na-
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pravah za iskanje najboljˇsega ujemanja (angl. longest-prefix match) naslovov
IP, implementacijo usmerjanja na osnovi prometnih filtrov (angl. policy based
routing) ter seznamov za kontrolo dostopa (angl. access control lists), vendar
je zaradi visoke cene obicˇajno omejene velikosti, ki zadostuje zgolj za nekaj
tisocˇ zapisov. Proizvajalci se zato posluzˇujejo razlicˇnih tehnik za optimizacijo
poizvedovanja. Preprostejˇsa pravila, ki zahtevajo zgolj natancˇno ujemanje
dolocˇenih polj, se lahko preslikajo v kombinacijo zapisov obicˇajnih posredo-
valnih tabel druge in tretje plasti. Za iskanje natancˇnega ujemanja pri tem
zadostuje uporaba cenejˇsega binarnega vsebinsko naslovljivega pomnilnika
(angl. Binary Content-Addressable Memories, BCAM ) ali celo obicˇajnega
pomnilnika z nakljucˇnim dostopom (angl. Random-access memory, RAM )
v kombinaciji z naprednimi algoritmi in podatkovnimi strukturami, kot so
Bloomovi filtri [41]. To omogocˇa cenovno ucˇinkovitejˇso izvedbo naprav s pod-
poro za vecˇje sˇtevilo tokovnih pravil. Ucˇinkovita uporaba strojne opreme za
implementacijo tokovnih pravil v splosˇnem predstavlja velik izziv, zato se
zmozˇnosti fizicˇnih naprav lahko precej razlikujejo.
Vecˇina proizvajalcev omrezˇne opreme, kot so Cisco, HP, NEC, IBM, Juni-
per in Extreme, je vsaj nekaterim obicˇajnim stikalom dodala tudi podporo za
protokol OpenFlow. Taksˇna stikala omogocˇajo tako uporabo tradicionalnih
omrezˇnih protokolov kot tudi delovanje v nacˇinu OpenFlow oziroma kom-
binacijo obeh nacˇinov. Logiko za oddaljeno krmiljenje podatkovne ravnine
lahko namestimo tudi na dolocˇena genericˇna stikala (angl. white-box swit-
ches), ki omogocˇajo namestitev razlicˇnih omrezˇnih operacijskih sistemov, kot
je Cumulus Linux [42]. Omrezˇni operacijski sistem PICA8 PicOS [43] teme-
lji na operacijskem sistemu Linux in z uporabo odprtokodnega agenta Open
vSwitch omogocˇa interakcijo s podatkovno ravnino preko protokola Open-
Flow ali OVSDB. V zadnjem cˇasu je na voljo tudi vecˇ namenskih naprav
OpenFlow, ki so optimizirane za vecˇje sˇtevilo tokovnih pravil. Vecˇina trenu-
tno dostopnih naprav omogocˇa od nekaj tisocˇ do nekaj deset tisocˇ tokovnih
pravil, medtem ko nekatera namenska stikala za tokovno procesiranje sprej-
mejo tudi do milijon tokovnih pravil [44]. Pri tem se je potrebno zavedati,
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da je najvecˇje sˇtevilo tokovnih pravil odvisno tudi od kompleksnosti pogojev
za ujemanje teh pravil.
2.3.2 Krmilni sloj
Krmilni sloj je sestavljen iz enega ali vecˇ krmilnikov SDN, ki predstavljajo
kljucˇni element programsko dolocˇenih omrezˇij [19]. Gre za programsko opremo,
ki tecˇe na obicˇajnih strezˇnikih in skupaj z aplikacijami opravlja nalogo logicˇno
centralizirane krmilne ravnine za mnozˇico omrezˇnih naprav. Krmilnik deluje
kot neke vrste posrednik med aplikacijami, ki zahtevajo zˇeleno obnasˇanje
omrezˇja, in omrezˇnimi napravami, s pomocˇjo katerih zagotovi ustrezne o-






















Slika 2.3: Tipicˇna zgradba krmilnika SDN [5]
APIs) aplikacijam zagotavlja abstrakcijo omrezˇnih virov in globalen pogled
na omrezˇje. Pri tem jih obvesˇcˇa o razlicˇnih omrezˇnih dogodkih, kot so spre-
membe topologije zaradi odpovedi povezav ali priklop nove koncˇne naprave,
in skrbi za izvedbo ter optimizacijo aplikacijskih zahtev z namestitvijo ustre-
znih tokovnih pravil v omrezˇne naprave. V ta namen poleg severnih vme-
snikov na eni strani in gonilnikov za implementacijo razlicˇnih juzˇnih vmesni-
kov na drugi strani, vkljucˇuje razlicˇne module za osnovne omrezˇne funkcije
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ter pripadajocˇe shrambe podatkov, kjer vzdrzˇuje podatke o stanju omrezˇja.
Tipicˇno zgradbo krmilnika lahko vidimo na sliki 2.3. Krmilniki imajo v
arhitekturi programsko dolocˇenih omrezˇij podobno vlogo kot tradicionalni
operacijski sistemi v racˇunalniˇskih sistemih, zato jih pogosto imenujemo tudi
omrezˇni operacijski sistemi (angl. network operating systems, NOS ). Nji-
hove distribucije velikokrat zˇe vsebujejo razlicˇne aplikacije za konkretne pri-
mere uporabe, cˇeprav v splosˇnem predstavljajo ogrodje za razvoj poljubnih
omrezˇnih funkcij.
Osnovne omrezˇne funkcije, ki jih zagotavlja krmilnik, vkljucˇujejo odkri-
vanje omrezˇne topologije, izracˇun najkrajˇsih poti v omrezˇju, upravljanje to-
kovnih pravil in sledenje omrezˇnim statistikam [45]. Odkrivanje topologije
zajema tako odkrivanje omrezˇnih naprav in povezav med njimi, kakor tudi
odkrivanje povezav s koncˇnimi napravami, ki se prikljucˇujejo v omrezˇje. Kr-
milnik podatke o omrezˇnih napravah in njihovih zmozˇnostih pridobiva preko
juzˇnega vmesnika od naprav samih. Povezave med njimi lahko odkriva s
posˇiljanjem paketov LLDP (angl. Link Layer Discovery Protocol) preko vme-
snika ene naprave in prejemom istega paketa na vmesnik neke druge naprave
ali pa iz zunanjih virov. Na podlagi zbranih podatkov gradi in hrani topolo-
gijo celotnega omrezˇja, iz katere izracˇuna tudi optimalne poti med razlicˇnimi
vozliˇscˇi. Odkrivanje povezav izvaja periodicˇno ter ob razlicˇnih dogodkih, ki
vplivajo na spremembo topologije, kot je dodajanje nove naprave ali obve-
stilo o spremembi stanja vmesnika obstojecˇe naprave. Ob vsaki spremembi
poskrbi za posodobitev poti in ostalih povezanih podatkov ter o spremembi
obvesti aplikacije, ki te podatke uporabljajo. Krmilnik vzdrzˇuje tudi bazo
tokovnih pravil, ki izhajajo iz zahtev aplikacij in trenutnega stanja omrezˇja,
ter skrbi za sinhronizacijo teh pravil z vsemi omrezˇnimi napravami. Ob
tem belezˇi razlicˇne statisticˇne podatke posameznih tokov, ki jih pridobi iz
omrezˇnih naprav. Poskrbeti mora tudi za ustrezno prioritizacijo tokovnih
pravil razlicˇnih aplikacij. Poleg omenjenih funkcij lahko krmilnik vkljucˇuje
tudi nekatere varnostne mehanizme za implementacijo varnostnih politik na
nivoju celotnega omrezˇja ter druge storitve, ki so skupne razlicˇnim aplikaci-
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jam.
Prvi krmilnik SDN za krmiljenje naprav OpenFlow imenovan NOX [46],
so razvili v podjetju Nicira. Napisan je v programskem jeziku C++, njegova
programska koda pa je sedaj prosto dostopna. Pozneje so avtorji z namenom
lazˇje uporabe v raziskovalne in izobrazˇevalne namene razvili tudi krmilnik
POX, ki je napisan v programskem jeziku Python in omogocˇa preprostejˇsi
razvoj modulov. Nicira je v sodelovanju s podjetjema Google in NTT raz-
vila sˇe lastniˇski krmilnik Onix [47], ki je sluzˇil kot osnova za implementacijo
omrezˇja Google B4 [33] ter komercialne resˇitve Nicira NVP za virtualizacijo
omrezˇij v strezˇniˇskih okoljih [48]. Niciro je prevzel VMware, ki NVP naprej
razvija pod imenom VMware NSX. Danes so na voljo sˇtevilne implementa-
cije tako odprtokodnih kot komercialnih krmilnikov SDN. Vecˇinoma gre za
monolitne aplikacije napisane v razlicˇnih programskih jezikih. Predstavniki
odprtokodnih krmilnikov so med drugim Beacon [49], njegov naslednik Flo-
odlight [50], Trema [51], Ryu [52], OpenContrail [53], OpenDaylight [54],
ONOS [55], OpenMUL [56] in RuNOS [57]. Pomembnejˇso vlogo ima ja-
vanski krmilnik OpenDaylight, ki se razvija pod okriljem organizacije Linux
Foundation in predstavlja tudi osnovo za nekatere lastniˇske resˇitve. Poleg
protokola OpenFlow na juzˇnem vmesniku podpira razlicˇne protokole, kot so
NETCONF, BGP in PCEP, za upravljanje tradicionalne omrezˇne infrastruk-
ture. V zadnjem cˇasu je vedno vecˇ pozornosti zlasti s strani telekomunikacij-
skih ponudnikov delezˇen tudi krmilnik ONOS. Tako OpenDaylight kot ONOS
veljata za dominantni resˇitvi na podrocˇju krmilnikov OpenFlow, vendar se
osredotocˇata na razlicˇne primere uporabe. OpenContrail predstavlja nekoliko
drugacˇno resˇitev, ki na juzˇnem vmesniku uporablja protokole BGP, XMPP
ter NETCONF za upravljanje navideznih omrezˇnih naprav. Proizvajalci, kot
so NEC, HP in IBM ponujajo tudi svoje lastniˇske implementacije krmilnikov
OpenFlow. Pri tem je najbolj aktiven NEC s svojo resˇitvijo Programma-
bleFlow Controller. Vecˇina ostalih proizvajalcev ponuja zaprte resˇitve ali pa
OpenFlow podpirajo le delno [5].
V nasprotju s standardiziranimi juzˇnimi vmesniki, kjer prevladuje pro-
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tokol OpenFlow, vsak krmilnik ponuja svoj lasten nestandardiziran severni
vmesnik za razvoj aplikacij. Vecˇinoma gre za aplikacijske programske vme-
snike v programskem jeziku, v katerem je razvit sam krmilnik. Razlicˇne
aplikacije so tako namesˇcˇene kot programski moduli krmilnika. Dolocˇene
funkcionalnosti krmilniki izpostavljajo tudi preko vmesnikov REST (angl.
Representational State Transfer) za lazˇjo integracijo z zunanjimi sistemi.
Organizacija ONF je z namenom standardizacije severnih vmesnikov, ki bi
omogocˇili prenosljivost aplikacij med razlicˇnimi krmilniki, ustanovila namen-
sko delovno skupino [58]. Resˇitev se za zdaj kazˇe predvsem v standardizi-
ranem modelu in vmesnikih z uporabo mrezˇenja na osnovi namena (angl.
Intent-Based Networking, IBN ) [59]. V praksi se severni vmesniki sˇe vedno
razvijajo in sproti prilagajajo potrebam razlicˇnih namenov uporabe.
2.3.3 Aplikacijski sloj
Aplikacijski sloj sestavljajo aplikacije oziroma programska oprema, ki sluzˇi
implementaciji krmilne logike razlicˇnih omrezˇnih storitev [19]. Sem spadajo
tako osnovne funkcionalnosti, kot so povezljivost koncˇnih tocˇk na drugi pla-
sti, usmerjanje, dodeljevanje naslovov IP in razlicˇni uporabniˇski vmesniki za
upravljanje, kakor tudi naprednejˇse storitve, kot so pozˇarne pregrade ali iz-
enacˇevalniki bremena [5]. Zˇeleno obnasˇanje omrezˇja lahko aplikacije dosezˇejo
z uporabo severnega vmesnika krmilnika, preko katerega npr. zahtevajo na-
mestitev tokovnih pravil za posredovanje paketov med dvema tocˇkama po op-
timalni poti, posˇiljanje paketa preko dolocˇenega vmesnika omrezˇne naprave,
delitev prometa po razlicˇnih poteh ali celo njegovo preusmerjanje aplikacij-
ski logiki za potrebe avtentikacije, temeljitega pregledovanja paketov (angl.
Deep Packet Inspection, DPI ) in podobnih nalog povezanih z uveljavljanjem
varnostnih politik. Obicˇajno se aplikacije odzivajo na razlicˇne dogodke, o
katerih so ravno tako obvesˇcˇene preko severnega vmesnika s pomocˇjo povra-
tnih funkcij (angl. callback functions). To so vecˇinoma spremembe omrezˇne
topologije zaradi odpovedi povezav ali priklopa novih naprav. Odzivajo se
lahko tudi na dogodke iz zunanjih virov, kot so usmerjevalni strezˇniki, sistemi
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za nadzor omrezˇja ali druge poslovne aplikacije.
2.4 OpenFlow
OpenFlow [60] je odprt standard, ki definira protokol za komunikacijo med
krmilno in podatkovno ravnino ter abstraktni model stikala oziroma obnasˇanje
podatkovne ravnine. Omogocˇa neposredni dostop in upravljanje podatkovne
ravnine s pomocˇjo tokovnih pravil tako v fizicˇnih kot navideznih omrezˇnih
napravah.
Standardiziranih je zˇe 6 glavnih razlicˇic standarda z oznakami od 1.0 do
1.5, pri cˇemer ima vsaka izmed njih sˇe nekaj manjˇsih izdaj. V pripravi je zˇe
sedma glavna razlicˇica z oznako 1.6, vendar vecˇina programske in strojne
opreme trenutno podpira razlicˇico 1.3 ali starejˇso. Razlicˇica 1.3 je tudi
razlicˇica s podaljˇsano podporo (angl. long term support).
2.4.1 Stikalo OpenFlow


























Slika 2.4: Kljucˇne komponente stikala OpenFlow [60]
22 POGLAVJE 2. PROGRAMSKO DOLOCˇENA OMREZˇJA
iz omrezˇnih vmesnikov za sprejem in oddajo paketov, ene ali vecˇ tokovnih
in skupinskih tabel ter krmilnega kanala OpenFlow za komunikacijo s kr-
milnikom. Komunikacija poteka z uporabo sporocˇil, ki jih definira protokol
OpenFlow. Sporocˇila omogocˇajo dodajanje, brisanje in posodabljanje tokov-
nih pravil ter druge operacije za nadzor podatkovne ravnine.
Stikalo se v vlogi odjemalca povezuje na krmilnik preko protokola TCP
na vratih 6653. Opcijsko sta lahko vlogi odjemalca in strezˇnika tudi za-
menjani. Mozˇna je uporaba varnega kanala s protokolom TLS, vendar ta
od razlicˇice 1.1 ni vecˇ obvezna, zato je podpora v nekateri programski in
strojni opremi pomanjkljiva [61]. Krmilni kanal je obicˇajno vzpostavljen
preko fizicˇno locˇenega upravljavskega omrezˇja, cˇeprav standard dopusˇcˇa tudi
mozˇnost znotrajpasovnega krmiljenja (angl. in-band control). To pomeni, da
komunikacija s krmilnikom poteka kar preko programsko dolocˇenega omrezˇja
OpenFlow, ki ga sicer upravlja krmilnik. Taksˇna postavitev je bolj komple-
ksna, saj je potrebno zˇe pred vzpostavitvijo krmilnega kanala kakor tudi ob
vsaki spremembi tokovnih tabel zagotoviti vsaj osnovno povezljivost stikala
s krmilnikom.
Vsaka vrstica tokovne tabele predstavlja tokovno pravilo. Kot lahko vi-
Tabela 2.1: Komponente tokovnega pravila [60]
Primerjalna
polja




dimo v tabeli 2.1, so tokovna pravila sestavljena iz:
• Primerjalnih polj, ki sestavljajo pogoj za ujemanje tokovnega pra-
vila. Prva razlicˇica standarda omogocˇa ujemanje 12-terke (angl. 12-
tuple) polj vhodnega paketa, ki dolocˇajo:
– vhodni vmesnik prejetega paketa,
– izvorni naslov MAC,





– izvorni naslov IP,
– ponorni naslov IP,
– razlicˇico protokola IP,
– polje IP ToS (angl. Type of Service)
– izvorna vrata TCP/UDP ali tip ICMP in
– ciljna vrata TCP/UDP ali kodo ICMP.
Pogoj je lahko sestavljen iz enega ali vecˇ omenjenih polj, pri cˇemer je
mozˇna uporaba nadomestnih znakov. Z vsako novo razlicˇico standarda
se nabor podprtih polj mocˇno povecˇuje. Osnovna podpora za protokol
IPv6 je bila dodana z razlicˇico 1.2. Razlicˇica 1.5 dopusˇcˇa primerjavo
vecˇ kot 40 polj iz zaglavij poznanih protokolov, kot so znacˇke MPLS,
operacijska koda ARP in razlicˇne zastavice TCP. Poleg tega je mozˇno
tudi ujemanje na podlagi razlicˇnih metapodatkov, dolocˇenih v predho-
dnih fazah procesiranja.
• Prioritete, ki dolocˇa vrstni red primerjave tokovnih pravil.
• Sˇtevcev, ki so namenjeni zbiranju statistike posameznega podatkov-
nega toka, kot je sˇtevilo ujemajocˇih paketov, sˇtevilo ujemajocˇih oktetov
in trajanje podatkovnega toka.
• Seta ukazov, ki se izvedejo v primeru ujemanja pravila. Ukazi omo-
gocˇajo skok na naslednjo tabelo in dodajanje akcij v set akcij, ki se
izvede ob koncu cevovodnega procesiranja vsakega paketa oziroma z
eksplicitnim ukazom Apply-Actions. Set akcij za posamezen paket je
na zacˇetku prazen in se pri procesiranju prenasˇa med tokovnimi ta-
belami. Lahko vsebuje najvecˇ eno akcijo posameznega tipa. Te se
24 POGLAVJE 2. PROGRAMSKO DOLOCˇENA OMREZˇJA
izvedejo v naprej dolocˇenem vrstnem redu. Sem spadajo akcije, kot
je sprememba polja TTL za pakete IP in MPLS, dodajanje in odstra-
njevanje znacˇk MPLS, PBB ali VLAN, uveljavljanje razlicˇnih politik
QoS, procesiranje paketa preko dolocˇene skupine v skupinski tabeli in
posredovanje paketa na izhodni vmesnik. Izhodni vmesnik je lahko pri
tem eden izmed fizicˇnih omrezˇnih vmesnikov stikala, logicˇni vmesnik,
ki predstavlja npr. agregacijsko skupino ali tunelski vmesnik, ali eden
izmed rezerviranih vmesnikov, ki omogocˇajo izvedbo nekaterih drugih
posredovalnih akcij. Rezervirani vmesniki so npr.:
– ALL: Rezerviran vmesnik za posredovanje paketa na vse omrezˇne
vmesnike stikala razen vmesnika, preko katerega je stikalo paket
prejelo.
– CONTROLLER: Omogocˇa posredovanje paketa krmilniku s po-
mocˇjo sporocˇila PACKET IN za potrebe reaktivnega krmiljenja.
– LOCAL: Predstavlja vmesnik lokalnega omrezˇnega sklada sti-
kala. Uporablja se za znotrajpasovno krmiljenje.
– NORMAL: Namenjen je posredovanju paketa obicˇajnemu cevo-
vodu za procesiranje v hibridnih stikalih, ki omogocˇajo tudi upo-
rabo tradicionalnih omrezˇnih protokolov.
– FLOOD: V hibridnih stikalih omogocˇa poplavljanje paketa s po-
mocˇjo obicˇajnega cevovoda za procesiranje, pri cˇemer se lahko
obnasˇanje razlikuje glede na konkretno implementacijo obicˇajnega
cevovoda.
V kolikor je set ukazov ujemajocˇega pravila prazen oziroma ne vsebuje
akcije za posredovanje na skupino, vmesnik ali drugo tabelo, se paket
privzeto zavrzˇe.
• Cˇasovne omejitve, ki dolocˇa cˇas, v katerem mora prispeti vsaj en
paket, ki se ujema s tem pravilom, cˇe gre za omejitev idle timeout, ozi-
roma mora krmilnik pravilo obnoviti, cˇe gre za omejitev hard timeout,
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sicer stikalo to pravilo odstrani iz tokovne tabele.
• Piˇskotkov, ki predstavljajo poljubne vrednosti, namenjene krmilniku
za potrebe filtriranja, oziroma izbero tokov za posodobitev ali izbris in
ne vplivajo na samo procesiranje.
• Zastavic, ki dolocˇajo zahteve tokov pri procesiranju. Zastavica OFPFF -
SEND FLOW REM npr. zahteva, da stikalo obvesti krmilnik, v kolikor
iz tokovne tabele pobriˇse pravilo, na katero se zastavica nanasˇa.
Vsako tokovno pravilo enolicˇno identificirata njegova prioriteta in seznam
primerjalnih polj. Obicˇajno tokovna tabela vsebuje tudi pravilo table-miss s
prioriteto 0 in brez pogojev za ujemanje. To pravilo se izvede v primeru, da
ni drugega ujemajocˇega pravila. V primeru reaktivnega krmiljenja pravilo
vkljucˇuje akcijo za posredovanje paketa krmilniku, v splosˇnem pa se lahko
izvede tudi katera koli druga akcija npr. posredovanje paketa obicˇajnemu
cevovodu za procesiranje ali skok na drugo tabelo. V kolikor krmilnik ne
namesti specificˇnega pravila table-miss, se paketi, ki se ne ujemajo z nobenim
pravilom v tabeli, privzeto zavrzˇejo.
Podpora za vecˇje sˇtevilo tokovnih tabel in skoke med njimi je na voljo od
razlicˇice 1.1 dalje. Uporaba ene same tabele lahko namrecˇ vodi v eksplozijo
sˇtevila potrebnih pravil za izvedbo ortogonalnega procesiranja paketov npr.
na podlagi pravil za kontrolo dostopa, pravil za locˇevanje prometa razlicˇnih
najemnikov in posredovalnih pravil, kjer je koncˇni rezultat kartezicˇni produkt
vseh omenjenih pravil. Uporaba vecˇ tabel tako omogocˇa zmanjˇsanje sˇtevila
potrebnih zapisov in prinasˇa vecˇjo fleksibilnost pri procesiranju. Sˇtevilo tabel
in njihove zmozˇnosti so odvisne od konkretne implementacije stikala.
Razlicˇica 1.1 je prinesla tudi mozˇnost uporabe skupinskih tabel. Kot
Tabela 2.2: Polja zapisov skupinskih tabel [60]
Identifikator skupine Tip skupine Sˇtevci Seznam akcijskih kosˇev
prikazuje tabela 2.2, so zapisi skupinskih tabel sestavljeni iz:
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• Identifikatorja skupine, ki je 32 bitno nepredznacˇeno celo sˇtevilo in
enolicˇno dolocˇa skupino.
• Tipa skupine, ki dolocˇa semantiko, in sicer:
– all: Dolocˇa izvedbo vseh kosˇev v skupini. Uporablja se za imple-
mentacijo razprsˇenega (angl. broadcast) posredovanja in posredo-
vanja vecˇ prejemnikom (angl. multicast).
– select: Dolocˇa izvedbo enega izmed kosˇev v skupini. Procesiranje
paketa se izvede s setom akcij kosˇa, ki je izbran na podlagi izbir-
nega algoritma, npr. rezultata enosmerne zgosˇcˇevalne funkcije nad
dolocˇeno skupino polj. To omogocˇa izvedbo deljenja prometa med
vecˇ enakovrednih poti oziroma izhodnih vmesnikov, pri cˇemer se
lahko ob izpadu posameznega vmesnika uporabi preostanek de-
lujocˇih vmesnikov brez posredovanja krmilnika. Algoritem lahko
uposˇteva tudi razlicˇne utezˇi kosˇev, vendar konfiguracija in stanje
izbirnega algoritma nista del standarda OpenFlow.
– indirect: Dolocˇa izvedbo edinega kosˇa v skupini, saj lahko sku-
pina vsebuje zgolj en akcijski kosˇ. Namenjena je enolicˇni identifi-
kaciji seta akcij, na katerega lahko kazˇe vecˇ tokovnih ali skupinskih
zapisov. Vsebinsko gre za enak konstrukt kot skupina all z enim
samim kosˇem.
– fast failover: Dolocˇa izvedbo prvega zˇivega kosˇa v skupini in
s tem omogocˇa spremembo posredovanja brez posega krmilnika.
Skupina potrebuje mehanizem za preverjanje zˇivosti (angl. live-
ness) posameznih kosˇev.
• Sˇtevcev, ki so namenjeni zbiranju statistike posamezne skupine.
• Seznama akcijskih kosˇev, kjer vsak kosˇ vsebuje set akcij s pripa-
dajocˇimi parametri.
Merilne tabele so na voljo od razlicˇice 1.3 dalje in vsebujejo razlicˇne me-







• set akcij = {izhodni vmesnik}




• inicializiraj prazen set akcij
• inicializiraj polja cevovoda
• začni v tabeli 0 
Izvedi set akcij:
• posodobi polja v zaglavju
• posodobi primerjalna polja





































• posodobi set akcij
• posodobi polja v zaglavju
• posodobi primerjalna polja
• posodobi polja cevovoda
• po potrebi kloniraj paket
na izstop 
Izvedi set akcij:
• posodobi polja v zaglavju
• posodobi primerjalna polja
• posodobi polja cevovoda 
Posodobi števce
Izvedi set ukazov:
• posodobi set akcij
• posodobi polja v zaglavju
• posodobi primerjalna polja
• posodobi polja cevovoda











Slika 2.5: Poenostavljen diagram poteka procesiranja paketa [60]
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implementacijo razlicˇnih enostavnih operacij za zagotavljanje kakovosti sto-
ritev, v kombinaciji s cˇakalnimi vrstami posameznih vmesnikov pa tudi im-
plementacijo kompleksnih ogrodij kakovosti storitev, kot je DiffServ.
Ob prejemu paketa na enem izmed omrezˇnih vmesnikov stikalo vedno
pricˇne s procesiranjem v prvi tokovni tabeli. Nadaljnji koraki so odvisni od
ukazov, ki jih dolocˇa ujemajocˇe pravilo v tej tabeli. Poenostavljen diagram
poteka procesiranja paketa v stikalu OpenFlow je prikazan na sliki 2.5.
Stikalo tekom procesiranja povecˇuje razlicˇne sˇtevce za potrebe belezˇenja
statistike tako na nivoju celotnih tokovnih, merilnih in skupinskih tabel, kot
tudi na nivoju posameznih tokov, skupin, meril, merilnih pasov, vmesnikov,
cˇakalnih vrst in akcijskih kosˇev. Zahtevani so zgolj nekateri tipi sˇtevcev,
medtem ko je prisotnost ostalih sˇtevcev odvisna od implementacije stikala.
2.4.2 Protokol OpenFlow
Protokol OpenFlow definira tri tipe sporocˇil, in sicer sporocˇila krmilnik proti
stikalu (angl. controller-to-switch), asinhrona (angl. asynchronous) in si-
metricˇna (angl. symmetric) sporocˇila, pri cˇemer ima vsak tip vecˇ podtipov
sporocˇil.
Sporocˇila krmilnik proti stikalu
Sporocˇila krmilnik proti stikalu so sporocˇila, pri katerih komunikacijo pricˇne
krmilnik:
• Sporocˇili FEATURES REQUEST in FEATURES REPLY krmilniku
omogocˇata, da identificira stikalo in pridobi osnovne podatke o njegovih
zmozˇnostih, kot je sˇtevilo tokovnih tabel.
• Nastavitvena sporocˇila omogocˇajo poizvedbo in nastavljanje dolocˇenih
parametrov stikala.
• Sporocˇila za spremembo stanja omogocˇajo dodajanje, brisanje in poso-
dabljanje zapisov v tokovnih, skupinskih in merilnih tabelah. Najbolj
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pogosto je sporocˇila tipa FLOW MOD, ki je namenjeno manipulaciji
tokovnih pravil.
• Sporocˇila za branje stanja omogocˇajo branje vrednosti sˇtevcev, nastavi-
tev in zmozˇnosti stikala. Vecˇina teh sporocˇil je sestavljenih iz sekvence
vecˇdelnih sporocˇil, ki omogocˇajo prenos vecˇje kolicˇine podatkov.
• Sporocˇilo PACKET OUT omogocˇa, da krmilnik stikalu posreduje vse-
bino paketa, ki ga zˇeli poslati iz dolocˇenega vmesnika stikala. Obicˇajno
gre za vracˇanje paketa, ki ga je stikalo poslalo v obdelavo aplikacij-
ski logiki krmilnika s paketom PACKET IN. Sporocˇilo mora vsebovati
tudi navodila za procesiranje posredovanega paketa. V kolikor stikalo
omogocˇa medpomnjenje paketov, se lahko namesto vsebine paketa po-
sreduje zgolj identifikator medpomnilnika, kjer stikalo hrani paket, ki
ga je predhodno posredovalo krmilniku s sporocˇilom PACKET IN. Kr-
milnik lahko vsebino paketa generira tudi samostojno in jo posreduje
stikalu npr. za potrebe odkrivanja topologije.
• S sporocˇilom BARRIER REQUEST krmilnik zahteva, da stikalo izvede
vsa predhodno poslana sporocˇila za spremembo stanja preden odgovori
s sporocˇilom BARRIER REPLY. Na ta nacˇin krmilnik izvede sinhro-
nizacijo v primeru, da zˇeli poslati sporocˇila za spremembo stanja, ki so
odvisna od uspesˇne izvedbe predhodnih sprememb.
• Z razlicˇico protokola 1.2 ali novejˇso, ki omogocˇa povezovanje z vecˇ
krmilniki hkrati, lahko krmilnik spremeni svojo vlogo s sporocˇilom
ROLE REQUEST, na katerega stikalo odgovori z ROLE REPLY. Vecˇ
o tem si bomo pogledali v poglavju 4 o porazdeljenih krmilnikih v
kontekstu pristopov za povezovanje stikala na vecˇ kot eno instanco kr-
milnika.
• Sporocˇila za konfiguracijo asinhronih sporocˇil krmilniku omogocˇajo na-
stavitev filtrov za tipe asinhronih sporocˇil, ki jih zˇelijo prejemati od
posameznega stikala.
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Asinhrona sporocˇila
Asinhrona sporocˇila so sporocˇila, pri katerih komunikacijo pricˇne stikalo brez
poizvedovanja krmilnika:
• Sporocˇilo PACKET IN je namenjeno posredovanju vsebine paketa apli-
kacijski logiki krmilnika. V primeru reaktivnega krmiljenja stikalo na
ta nacˇin krmilniku posreduje vse pakete, za katere ni ujemajocˇega pra-
vila v tokovni tabeli. Krmilnik odgovori z namestitvijo ustreznega
pravila s sporocˇilom FLOW MOD in paket vrne z uporabo sporocˇila
PACKET OUT. V kolikor stikalo omogocˇa medpomnjenje paketov, la-
hko stikalo krmilniku posˇlje le del paketa, ki je potreben za procesiranje,
in identifikator medpomnilnika, ki ga krmilnik uporabi pri odgovoru.
Tudi v primeru proaktivnega krmiljenja lahko poljuben promet npr.
za potrebe avtentikacije ali odkrivanja topologije preusmerimo krmil-
niku z uporabo tokovnega pravila, ki pakete posreduje na rezerviran
vmesnik CONTROLLER. Ujemajocˇi paketi se ravno tako posredujejo
krmilniku z uporabo sporocˇila PACKET IN.
• S sporocˇilom FLOW REMOVED stikalo obvesti krmilnik o brisanju
tokovnega pravila, ki je oznacˇeno z zastavico OFPFF SEND FLOW -
REM. Brisanje je lahko posledica potekle cˇasovne omejitve ali ekspli-
citnega brisanja s sporocˇilom FLOW MOD.
• Sporocˇila PORT STATUS omogocˇajo obvesˇcˇanje krmilnika o spremembi
stanja vmesnikov bodisi zaradi spremembe konfiguracije ali izpada po-
vezave.
Simetricˇna sporocˇila
Simetricˇna sporocˇila so sporocˇila, ki jih lahko posˇiljata tako krmilnik kot
stikalo:
• Sporocˇilo HELLO se uporablja za vzpostavitev povezave in dogovor o
uporabljeni razlicˇici protokola OpenFlow.
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• Sporocˇilo ECHO REQUEST zahteva odgovor s sporocˇilom ECHO -
REPLY in se posˇilja periodicˇno za preverjanje zˇivosti povezave med
stikalom in krmilnikom. Omogocˇa tudi meritev zakasnitve in pasovne
sˇirine.
• Sporocˇilo ERROR je namenjeno obvesˇcˇanju o napakah.
• Rezervirana sporocˇila EXPERIMENTER omogocˇajo lastniˇske razsˇiritve
protokola.
2.5 Primeri uporabe
Zasledimo lahko vedno vecˇ primerov uporabe programsko dolocˇenih omrezˇij,
pri cˇemer vecˇina aplikacij spada v eno izmed sledecˇih kategorij: centralizi-
rano prometno nacˇrtovanje, varnost, nadzor omrezˇja, omrezˇja podatkovnih
centrov ter fiksna in mobilna dostopovna omrezˇja [4].
2.5.1 Centralizirano prometno nacˇrtovanje
Prometno nacˇrtovanje oziroma optimizacija omrezˇnih poti z namenom ucˇin-
kovitejˇse izrabe omrezˇnih virov je eden izmed problemov, ki je najlazˇje resˇljiv
s pomocˇjo osrednje tocˇke, ki ima pregled nad celotnim omrezˇjem. Tradici-
onalni usmerjevalni protokoli vecˇinoma temeljijo na izbiri najkrajˇsih poti,
ki z vidika razpolozˇljivih kapacitet ali drugih parametrov niso nujno opti-
malne. Poleg tega so povezave v prostranih omrezˇjih (angl. wide area ne-
tworks, WAN ) relativno drage in zahtevajo prekomerno zagotavljanje kapaci-
tet (angl. overprovisioning) z namenom maskiranja razlicˇnih odpovedi. Ves
promet namrecˇ obravnavajo enakovredno, medtem ko imajo poslovne aplika-
cije zelo razlicˇne zahteve po pasovni sˇirini in zakasnitvah pri prenosu. Upra-
vljavci omrezˇij se zato posluzˇujejo razlicˇnih tehnik za prometno nacˇrtovanje,
pri cˇemer tradicionalne tehnologije, kot je MPLS-TE, nimajo globalnega po-
gleda na omrezˇje in ne omogocˇajo optimalne resˇitve. Aplikacije za prometno
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nacˇrtovanje izkoriˇscˇajo globalen pogled na omrezˇje in fleksibilnost program-
sko dolocˇenih omrezˇij za optimizacijo omrezˇnih poti ter dinamicˇno dodeljeva-
nje pasovne sˇirine. Pri tem uposˇtevajo razpolozˇljivost kapacitet in zakasnitev
posameznih povezav kakor tudi dejanske potrebe in prioritete razlicˇnih po-
slovnih aplikacij.
Google je z implementacijo centralne aplikacije za prometno nacˇrtovanje
v njihovem prostranem omrezˇju B4 [33] dosegel skoraj 100% izkoriˇscˇenost
nekaterih povezav oziroma vecˇ kot 75% povprecˇno izkoriˇscˇenost vseh pove-
zav med njihovimi podatkovnimi centri. To jim prinasˇa znatne prihranke
v primerjavi z uporabo tradicionalnih prostranih omrezˇij, kjer so povezave
izkoriˇscˇene zgolj 30-40% in zahtevajo ustrezno vecˇje kapacitete. Hkrati so
dosegli tudi hitrejˇso konvergenco omrezˇja v primeru izpadov posameznih
povezav. Pri tem so namesto dragih namenskih usmerjevalnikov za pro-
strana omrezˇja uporabili obicˇajna stikala, namenjena uporabi v podatkovnih
centrih, ki jih krmilijo s pomocˇjo protokola OpenFlow in prilagojenega la-
stniˇskega krmilnika Onix. Vzporedno z aplikacijo za prometno nacˇrtovanje
uporabljajo tudi aplikacijo za usmerjenje po najkrajˇsih poteh, ki usmerje-
valne poti BGP in ISIS izmenjuje z ostalo omrezˇno infrastrukturo s pomocˇjo
odprtokodne implementacije usmerjevalnih protokolov Quagga. Aplikacija
zagotavlja osnovno povezljivost IP, ki sluzˇi prenosu tunelskega prometa apli-
kacije za prometno nacˇrtovanje. Hkrati omogocˇa posredovanje prometa po
najkrajˇsi poti v primeru tezˇav z aplikacijo za prometno nacˇrtovanje. Gre za
eno izmed prvih in verjetno najvecˇjih implementacij programsko dolocˇenih
omrezˇij z uporabo protokola OpenFlow v produkcijskem okolju. Microsoft
razvija podobno resˇitev v okviru projekta SWAN [62], na voljo pa so tudi
razlicˇne komercialne resˇitve, ki omogocˇajo optimizacijo prostranih omrezˇij v
poslovnih okoljih, npr. Nuage SD-WAN [63].
2.5.2 Varnost
Programsko dolocˇena omrezˇja odpirajo razlicˇne mozˇnosti tudi na podrocˇju
implementacije varnostnih resˇitev. Vecˇina resˇitev izkoriˇscˇa prednosti cen-
2.5. PRIMERI UPORABE 33
tralnega krmilnika za uveljavljanje varnostnih politik na nivoju celotnega
omrezˇja z namestitvijo tokovnih pravil, ki dovoljujejo oziroma preprecˇujejo
dolocˇen tip prometa na robnih napravah, kamor so prikljucˇeni koncˇni uporab-
niki oziroma strezˇniki. S preusmerjanjem prometa aplikacijski logiki lahko
aplikacije uporabnika oziroma napravo prehodno tudi overijo. Med drugim
so mozˇne implementacije razlicˇnih sistemov za zaznavanje in preprecˇevanje
vdorov ali preprecˇevanje porazdeljenih napadov za prekinitve storitev (angl.
Distributed Denial of Service, DDoS ). V ta namen pridejo do izraza pred-
vsem razlicˇne omrezˇne statistike, ki jih belezˇi centralni krmilnik, saj apli-
kacijam omogocˇajo identifikacijo anomalij v omrezˇju, ter mozˇnost filtriranja
nezˇelenega prometa cˇim blizˇje izvora. Filtriranje z uporabo tokovnih pravil
je pri tem lahko bolj selektivno kot obicˇajno oddaljeno prozˇenje cˇrnih lukenj
(angl. Remotely Triggered Black Hole, RTBH ) z uporabo protokola BGP.
2.5.3 Omrezˇja podatkovnih centrov
Nekatere aplikacije za uporabo v podatkovnih centrih so namenjene optimi-
zaciji posredovanja na nivoju fizicˇne infrastrukture, predvsem pa srecˇujemo
resˇitve za virtualizacijo omrezˇij [48] v navideznih strezˇniˇskih okoljih. VMware
NSX [64] je komercialna resˇitev, ki se v ta namen zˇe uporablja v produkcijskih
okoljih. Poleg povezljivosti navideznih strojev, ki je z uporabo navideznih
prekrivnih omrezˇij v celoti locˇena od fizicˇne omrezˇne infrastrukture, nudi
tudi razlicˇne napredne omrezˇne storitve. To so med drugim izenacˇevalniki
bremena, navidezna zasebna omrezˇja, verizˇenje storitev in zagotavljanje var-
nosti po principu mikrosegmentacije, kjer uveljavljanje varnostnih politik
poteka na nivoju posameznih delovnih bremen, npr. navideznih strojev in
ne celotnega omrezˇnega segmenta. Varnostne politike so pri tem izvedene
z namestitvijo tokovnih pravil na navidezna stikala, preko katerih ta bre-
mena komunicirajo. Podobne koncepte za izstavitev in upravljanje navi-
dezne omrezˇne infrastrukture z integracijo v oblacˇno platformo OpenStack
uporabljata tudi odprtokodni aplikaciji SONA za krmilnik ONOS in NetVirt
za krmilnik OpenDaylight. Tovrstne resˇitve naj bi predstavljale manjkajocˇ
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cˇlen pri implementaciji programsko dolocˇenih okolij [65], kjer je virtualizacija
racˇunskih in shranjevalnih virov zˇe uveljavljena praksa, medtem ko so bile
mozˇnosti virtualizacije omrezˇnih virov s tradicionalnimi pristopi omejene.
2.5.4 Fiksna in mobilna dostopovna omrezˇja
Za ponudnike telekomunikacijskih storitev je uporaba konceptov program-
sko dolocˇenih omrezˇij zanimiva predvsem v kombinaciji s komplementarno
tehnologijo virtualizacije omrezˇnih funkcij (angl. Network Functions Virtua-
lization, NFV ). Gre za tehnologijo, kjer funkcionalnost namenskih omrezˇnih
naprav realiziramo s pomocˇjo programske opreme v obliki navideznih stro-
jev, sistemskih vsebnikov ali druge tehnologije, ki lahko tecˇe na obicˇajnih
strezˇnikih [66]. SDN pri tem sluzˇi za verizˇenje storitev in centralno upra-
vljanje celotne infrastrukture. V okviru projekta CORD (Central Office Re-
architected as a Datacenter) [67] organizacije ONF se razvija agilna plat-
forma za dostavo telekomunikacijskih storitev s ciljem preoblikovanja funk-
cijskih lokacij (angl. Central Office, CO) ponudnikov storitev v podatkovne
centre, kjer se uporabljajo zgolj genericˇna stikala OpenFlow v arhitekturi
listov in hrbtenic (angl. Leaf-and-Spine) ter obicˇajni strezˇniki. Platforma
zdruzˇuje uporabo orkestratorja XOS, oblacˇne platforme OpenStack za iz-
stavljanje racˇunskih virov in krmilnika programsko dolocˇenih omrezˇij ONOS
skupaj z razlicˇnimi aplikacijami za upravljanje fizicˇne omrezˇne infrastrukture
ter virtualiziranih omrezˇnih funkcij, ki tecˇejo na oblacˇni infrastrukturi. Na
ta nacˇin naj bi platforma omogocˇila nudenje storitev, ki jih sicer omogocˇajo
sˇirokopasovni robni prehodi (angl. Broadband Network Gateway, BNG),
opticˇna dostopovna vozliˇscˇa (angl. Optical Line Termination, OLT ) in druge
namenske omrezˇne naprave v fiksnih dostopovnih omrezˇjih. Pri razvoju in
testiranju posameznih komponent omenjenih resˇitev sodelujejo tudi vecˇji po-
nudniki storitev, kot so AT&T, NTT, Comcast, Telefo´nica in Deutsche Tele-
kom. Podobne resˇitve so zanimive tudi za uporabo v mobilnih omrezˇjih in so
ravno tako predvidene v okviru projekta CORD. Poleg tega se predlogi, kot
je SoftRAN [68], ukvarjajo z optimizacijo uporabe frekvencˇna spektra, dode-
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ljevanja radijskih virov in ucˇinkovitejˇsega prehoda uporabnikov med baznimi
postajami z uporabo centraliziranih aplikacij za nadzor radijskega omrezˇja.
2.6 Izzivi
Uporaba pravih programsko dolocˇenih omrezˇij v produkcijskih okoljih je
kljub velikemu potencialu in vedno vecˇjemu zanimanju sˇe vedno dokaj redka,
saj njihovo uvedbo ovirajo razlicˇni izzivi. Eden izmed razlogov je prav go-
tovo velika mera sprememb, s katerimi se je potrebno soocˇiti tako z vidika
uporabljene strojne in programske opreme kot tudi z vidika potrebnih znanj
za implementacijo. Problem lahko nekoliko omili uporaba razlicˇnih strategij
za postopno uvajanje programsko dolocˇenih omrezˇij tam, kjer ta prinasˇajo
najvecˇ koristi, pri cˇemer interakcija s preostalo omrezˇno infrastrukturo poteka
transparentno z uporabo tradicionalnih omrezˇnih protokolov. Kljub temu so
lahko zacˇetni vlozˇki zelo veliki. Tudi Google se je realizacije konceptov pro-
gramsko dolocˇenih omrezˇij lotil postopoma [33]. Zacˇeli so z razvojem krmilne
platforme in aplikacije za usmerjanje po najkrajˇsih poteh, s pomocˇjo katere
so lahko v svojem prostranem omrezˇju posamezne usmerjevalnike nadome-
stili s stikali OpenFlow v arhitekturi listov in hrbtenic. Pozneje so resˇitev
nadgradili z aplikacijo za prometno nacˇrtovanje, o kateri smo nekaj vecˇ po-
vedali v prejˇsnjem poglavju. Trenutno v okviru projekta Espresso podobne
koncepte uvajajo tudi v delu omrezˇja, ki skrbi za komunikacijo z zunanjim
svetom [69].
V preteklosti je bil eden izmed vecˇjih izzivov tudi dostopnost strojne
opreme s podporo oddaljenega upravljanja podatkovne ravnine. Danes so
na voljo programabilna stikala razlicˇnih proizvajalcev, vendar se njihove
zmozˇnosti precej razlikujejo. Kljub temu da med juzˇnimi vmesniki domi-
nira protokol OpenFlow, ki je dobro definiran, se ta sˇe vedno razvija in
dopusˇcˇa sˇtevilne implementacijske razlike. Kot smo omenili pri predstavitvi
infrastrukturnega sloja programsko dolocˇenih omrezˇij, so zˇe razlike v kapa-
citetah tabel za tokovna pravila lahko precejˇsnje. Poleg tega prihaja tudi
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do velikih razlik pri sˇtevilu pravil, ki jih lahko stikalo namesti na cˇasovno
enoto ter podprtih opcij, ki so odvisne od razlicˇice protokola. Z mozˇnostjo
uporabe vecˇ povezanih tabel, ki sicer omogocˇajo bolj fleksibilno procesiranje,
le-te obicˇajno niso vecˇ popolnoma genericˇne, temvecˇ predstavljajo razlicˇne
fizicˇne tabele stikala, zato se mora krmilnik zavedati njihove strukture. Vse
to je potrebno vzeti v obzir tako pri izbiri strojne opreme kot tudi pri razvoju
same resˇitve. Dodaten izziv predstavlja tudi pomanjkanje standardizacije na
podrocˇju severnih vmesnikov, ki onemogocˇa prenosljivost aplikacij. Dolocˇeni
meri vertikalne integracije se tako ni mogocˇe izogniti.
Resnejˇsi pomisleki pri uvedbi programsko dolocˇenih omrezˇij se nanasˇajo
predvsem na skalabilnost in razpolozˇljivost omrezˇja zaradi centralizacije kr-
milne ravnine. V nasprotju s tradicionalnimi omrezˇji, ki so visoko decen-
tralizirana in kot taka odporna na odpovedi posameznih komponent, saj
se lahko omrezˇne naprave avtonomno odlocˇajo o izbiri alternativnih poti
v omrezˇju, cˇe te obstajajo, je razpolozˇljivost programsko dolocˇenih omrezˇij
odvisna tudi od razpolozˇljivosti osrednjega krmilnika, ki tako predstavlja
kriticˇno tocˇko odpovedi. Poleg tega mora zmogljivost krmilnika zadosˇcˇati za
izvedbo krmilnih funkcij celotnega omrezˇja. Za zagotavljanje skalabilnosti in
visoke razpolozˇljivosti sistema je kljub logicˇni centraliziranosti modela po-
membna fizicˇna porazdeljenost krmilnika [4, 6]. Z implementacijo krmilnika
v obliki porazdeljenega sistema lahko zagotovimo nemoteno delovanje tudi
v primeru odpovedi posameznih instanc krmilnika ali razdelitev v omrezˇju.
Obenem lahko izkoristimo racˇunsko mocˇ vecˇjega sˇtevila fizicˇnih strezˇnikov.
Temeljni problem pri implementaciji porazdeljenih sistemov, odpornih na
napake, predstavlja problem soglasja [7]. V nadaljevanju si bomo pogledali
vecˇ o algoritmih soglasja, ki ta problem resˇujejo in tako predstavljajo kljucˇno
komponento za zagotavljanje visoke razpolozˇljivosti krmilnikov, s tem pa tudi




Porazdeljeni sistemi so sestavljeni iz vozliˇscˇ (angl. nodes), obicˇajno so to
komponente programske oziroma strojne opreme, ki so povezana preko omre-
zˇja in komunicirajo ter usklajujejo svoje delovanje zgolj z izmenjavo sporocˇil
[7]. Vozliˇscˇa so lahko pri tem prostorsko locˇena s poljubno razdaljo. To
zajema celo vrsto sistemov, ki uporabljajo mnozˇico omrezˇnih racˇunalnikov za
dosego skupnega cilja. Vsi ti sistemi imajo za posledico dolocˇene pomembne
skupne lastnosti, in sicer:
• Socˇasnost izvajanja (angl. concurrency): Programska koda se izvaja
socˇasno na vseh vozliˇscˇih. Socˇasnost omogocˇa povecˇanje zmogljivosti
z dodajanjem novih vozliˇscˇ, vendar zahteva koordinacijo pri uporabi
deljenih virov.
• Odsotnost globalne ure (angl. no global clock): Sinhronizacija ur
posameznih vozliˇscˇ je zaradi zakasnitve pri izmenjavi sporocˇil in ome-
jene natancˇnosti ur racˇunalniˇskih sistemov mogocˇa samo do dolocˇene
mere natancˇnosti. Posamezna vozliˇscˇa nimajo dostopa do globalne ure,
s katero bi lahko natancˇno dolocˇila zaporedje dogodkov, ki se zgodijo
na preostalih vozliˇscˇih, kar otezˇuje koordinacijo.
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• Neodvisnost odpovedi (angl. failures independence): Vsak racˇunal-
niˇski sistem lahko odpove, zato je treba pri nacˇrtovanju sistema to upo-
sˇtevati. Po eni strani vecˇje sˇtevilo vozliˇscˇ povecˇuje verjetnost, da vsaj
eno izmed njih odpove na tak ali drugacˇen nacˇin, vendar so odpovedi
neodvisnih vozliˇscˇ med seboj neodvisne. S pravilno zasnovo sistema, ki
omogocˇa delovanje tudi v primeru napak na dolocˇenem sˇtevilu vozliˇscˇ,
je mogocˇe to lastnost izkoristiti za izboljˇsanje zanesljivosti celotnega
sistema. Pri tem je potrebno uposˇtevati tudi mozˇnosti napak, ki so
specificˇne za porazdeljene sisteme, npr. napake in zakasnitve na komu-
nikacijskih povezavah, preko katerih vozliˇscˇa izmenjujejo sporocˇila.
Glavni cilj implementacije storitev v obliki porazdeljenih sistemov je obicˇajno
povecˇanje zmogljivosti in razpolozˇljivosti. Zazˇelena je tudi skalabilnost celo-
tnega sistema.
3.1.1 Skalabilnost
Skalabilnost je zmozˇnost sistema, da se prilagaja povecˇanim zahtevam po
obdelavi na predvidljiv nacˇin, pri tem pa sistem ne postane prezapleten, pre-
drag ali nemogocˇ za upravljanje. Poznamo razlicˇne dimenzije skalabilnosti,
in sicer:
• Obremenitvena: Porazdeljen sistem mora dovoljevati preprosto pove-
cˇevanje oziroma zmanjˇsevanje sˇtevila virov, da zadosti vecˇji ali manjˇsi
obremenitvi.
• Geografska: Sistem mora ohranjati uporabnost in odzivnost ne glede
na oddaljenost uporabnikov in virov.
• Administrativna: Dodajanje kapacitet naj ne bi bistveno povecˇalo
strosˇkov administracije.
Porazdeljeni sistemi porabljajo del svojih virov za zagotavljanje skalabilnosti.
V praksi za vsak sistem obstaja omejitev najvecˇje rasti za vsako od omenjenih
dimenzij.
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3.1.2 Povecˇevanje zmogljivosti
Zmogljivost je dolocˇena s kolicˇino uporabnega dela, ki ga sistem opravi glede
na porabljen cˇas in sistemske vire. Zmogljivostne metrike so odvisne od kon-
kretne domene uporabe. Odvisno od konteksta lahko povecˇanje zmogljivosti
pomeni npr. vecˇjo prepustnost ali zmanjˇsanje odzivnega cˇasa. Z uporabo
zmogljivejˇse strojne opreme je mogocˇe zmogljivosti sistema povecˇati tudi v
primeru, ko storitev tecˇe na enem samem fizicˇnem vozliˇscˇu. To imenujemo
vertikalno skaliranje (angl. scale-up) storitev. V dolocˇeni meri je uporaba
zmogljivejˇse strojne opreme preprostejˇsa od implementacije porazdeljenega
sistema, vendar mocˇi strojne opreme ne moremo povecˇevati v nedogled. Z
vecˇanjem zahtev v dolocˇeni tocˇki uporaba zmogljivejˇse strojne opreme po-
stane enostavno predraga ali pa sploh ni vecˇ mogocˇa. Takrat je smiselno
horizontalno skaliranje (angl. scale-out) oziroma povecˇanje zmogljivosti z
dodajanjem novih vozliˇscˇ, ki zahteva implementacijo porazdeljenega sistema.
3.1.3 Povecˇevanje razpolozˇljivosti
Razpolozˇljivost je odstotek cˇasa, ko je storitev dostopna z razumno zakasni-
tvijo [7]. Odvisna je od zanesljivosti celotnega sistema, torej od verjetnosti
za pojav napake in cˇasa, ki je potreben za vzpostavitev normalnega delova-
nja. Zˇeleno razpolozˇljivost lahko definiramo s sˇtevilom devetk, kot vidimo
v tabeli 3.1, ki za razlicˇne nivoje razpolozˇljivosti prikazuje, kaksˇen je lahko
Tabela 3.1: Nivoji razpolozˇljivosti storitve
Razpolozˇljivost Nedostopnost/leto Nedostopnost/teden
90% (”one nine”) 36,5 dni 16,8 ure
99% (”two nines”) 3,65 dni 1,68 ure
99.9% (”three nines”) 8,76 ure 10,1 min
99.99% (”four nines”) 52,56 min 1,01 min
99.999% (”five nines”) 5,26 min 6,05 s
99.9999% (”six nines”) 31,5 s 604,8 ms
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najvecˇji dovoljen cˇas nedostopnosti storitve na letni in tedenski ravni.
O visoki razpolozˇljivosti govorimo takrat, kadar je razpolozˇljivost blizu
100%. Konkretne zahteve se lahko v razlicˇnih produkcijskih sistemih raz-
likujejo in so navadno podane v obliki dogovora na ravni storitev (angl.
Service-Level Agreement). Obicˇajno gre za najmanj 99,9% razpolozˇljivost.
Z uporabo enega samega vozliˇscˇa je taksˇen nivo razpolozˇljivosti zelo tezˇko
ali nemogocˇe dosecˇi, saj smo omejeni z zanesljivostjo posameznih kompo-
nent strojne in programske opreme. Poleg tega lahko najvecˇji dovoljen cˇas
nedostopnosti storitve hitro presezˇemo zˇe z rednim vzdrzˇevanjem. V tem
primeru je nujna implementacija storitve v obliki porazdeljenega sistema od-
pornega na napake (angl. fault-tolerant distributed system). Taksˇen sistem
lahko nemoteno deluje tudi v primeru dolocˇenih napak npr. sesutja posa-
meznih vozliˇscˇ ali razdelitev v omrezˇju. Mera in tip dopusˇcˇenih napak sta
pri tem odvisna od njegove zasnove, ki najvecˇkrat predstavlja kompromis
med razpolozˇljivostjo, zmogljivostjo in kolicˇino potrebnih strojnih virov za
izvedbo.
Ker povecˇanje zanesljivosti sistema temelji na predpostavki, da so od-
povedi posameznih vozliˇscˇ med seboj neodvisne, je pomembno, da tudi na
fizicˇnem nivoju sistem ne vsebuje kriticˇnih tocˇk odpovedi. Vozliˇscˇa morajo
predstavljati najmanj fizicˇno locˇene strezˇnike. Ravno tako je potrebno po-
skrbeti za ustrezno redundanco napajanja, hlajenja in drugih sistemov, od
katerih je odvisno delovanje vseh vozliˇscˇ. V dolocˇenih primerih je za vecˇjo
mero neodvisnosti zazˇelena tudi geografska porazdeljenost vozliˇscˇ.
3.2 Temeljni modeli
Porazdeljeni sistemi so namenjeni uporabi v realnem svetu, kjer morajo v
najrazlicˇnejˇsih okoliˇscˇinah zagotavljati pravilno delovanje s cˇim vecˇjo mero
zmogljivosti in razpolozˇljivosti. Pri tem jih omejujejo razlicˇni fizicˇni dejav-
niki, ki jih moramo za dosego zˇelenih rezultatov uposˇtevati pri njihovem
nacˇrtovanju. Temeljni modeli nam pomagajo pri razumevanju in sprejema-
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nju razlicˇnih nacˇrtovalskih odlocˇitev znotraj teh omejitev. Predstavljajo for-
malni opis skupnih lastnosti, ki so kljucˇnega pomena za obnasˇanje sistema,
pri cˇemer nudijo abstrakcijo nepotrebnih podrobnosti. S temeljnimi modeli
eksplicitno izpostavimo vse pomembne predpostavke sistema in ugotavljamo,
kaj je pod danimi predpostavkami sploh izvedljivo ali neizvedljivo. Izvedlji-
vost dolocˇene zasnove sistema lahko preverimo s tem, da preverimo, ali v
danem sistemu drzˇijo vse relevantne predpostavke. Jasno izrazˇene predpo-
stavke predstavljajo tudi osnovo za matematicˇno dokazovanje lastnosti. Za
razumevanje omejitev pri nacˇrtovanju porazdeljenih sistemov sta pomembna
predvsem model interakcije in model napak.
3.2.1 Model interakcije
Obnasˇanje in stanje preprostega programa je odvisno od algoritma, ki dolocˇa
zaporedje korakov za dosego dolocˇenega cilja. Program se izvaja na enem vo-
zliˇscˇu, medtem ko so porazdeljeni sistemi sestavljeni iz mnozˇice vozliˇscˇ. Nji-
hovo stanje in obnasˇanje opisujejo porazdeljeni algoritmi, ki dolocˇajo zapo-
redje korakov za vsako izmed vozliˇscˇ, vkljucˇno z izmenjavo sporocˇil, ki sluzˇijo
prenosu informacij in koordinaciji aktivnosti. Pri analizi in nacˇrtovanju po-
razdeljenih sistemov smo na te interakcije sˇe posebej pozorni. Modeli inte-
rakcije se osredotocˇajo predvsem na omejitve, ki izhajajo iz lastnosti komu-
nikacijskih kanalov in dejstva, da vozliˇscˇa nimajo dostopa do globalne ure ali
skupnega pomnilnika.
Lastnosti komunikacijskih kanalov
Komunikacijski kanali so lahko izvedeni na razlicˇne nacˇine obicˇajno s preno-
som sporocˇil preko racˇunalniˇskega omrezˇja. Pomembni so njihova zakasnitev
(angl. latency), pasovna sˇirina (angl. bandwidth) in trepetanje (angl. jit-
ter). Zakasnitev je cˇas od oddaje sporocˇila na eni strani do prejema na drugi
strani. Minimalna zakasnitev je pogojena s svetlobo hitrostjo in oddaljeno-
stjo vozliˇscˇ. Poleg tega je odvisna od cˇasa, ki je potreben za procesiranje
sporocˇila tako na poti kot tudi v omrezˇnem skladu enega in drugega vozliˇscˇa,
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preden se sporocˇilo dostavi ciljnemu procesu. Na zakasnitev lahko ravno
tako vpliva obremenitev omrezˇja sˇe posebej v okoljih, kjer je prenosni ka-
nal deljen. Trepetanje je varianca zakasnitve, pasovna sˇirina pa predstavlja
kolicˇino podatkov, ki jo lahko prenesemo v dolocˇeni cˇasovni enoti.
Globalni cˇas in ure
Vsak racˇunalnik v porazdeljenem sistemu ima svojo interno uro, ki jo lo-
kalni procesi uporabljajo za dolocˇanje trenutnega cˇasa. Procesi, ki tecˇejo na
razlicˇnih racˇunalnikih, lahko svoje dogodke sicer oznacˇijo s cˇasovnimi zˇigi
(angl. timestamps), vendar obstaja velika verjetnost, da cˇasovna zˇiga za
dogodka, ki sta se v istem trenutku zgodila na dveh razlicˇnih racˇunalnikih,
ne bosta enaka. Ure v posameznih napravah namrecˇ ne tecˇejo s popolnoma
enako frekvenco, zato scˇasoma pride do odstopanja med njimi, tudi cˇe v
dolocˇeni tocˇki vse ure v porazdeljenem sistemu uskladimo. Odstopanje fre-
kvence ure od idealne referencˇne ure imenujemo drsenje ure (angl. clock
drift). Stopnje drsenja (angl. drift rate) pa se od naprave do naprave razli-
kujejo.
Poznamo razlicˇne pristope za usklajevanje ur racˇunalniˇskih sistemov. Z
uporabo satelitskih sprejemnikov GPS (angl. Global Positioning System)
lahko racˇunalnik dolocˇi cˇas z natancˇnostjo mikrosekunde. Potrebno je upo-
sˇtevati, da sprejem signala GPS znotraj stavb ni mogocˇ, predvsem pa upo-
raba sprejemnikov GPS za vsak racˇunalniˇski sistem ni strosˇkovno smiselna
in prakticˇna za uporabo. Obicˇajno racˇunalniki svojo uro periodicˇno uskla-
jujejo preko omrezˇja z izmenjavo sporocˇil z namenskimi cˇasovnimi strezˇniki,
ki tocˇen cˇas pridobivajo iz zunanjih virov, kot so cezijevi oscilatorji ali spre-
jemniki GPS. Na natancˇnost taksˇnega usklajevanja vplivajo predvsem zaka-
snitve pri izmenjavi sporocˇil oziroma njihova varianca.
Sinhronost sistema
V porazdeljenih sistemih tezˇko dolocˇimo cˇasovne meje za izvedbo operacij,
dostavo sporocˇil ali drsenje ure. Za potrebe njihove analize obicˇajno operi-
3.2. TEMELJNI MODELI 43
ramo z dvema preprostima modeloma, ki imata nasprotne cˇasovne predpo-
stavke, in sicer:
• Sinhron model (angl. Synchronous model)
V sinhronem porazdeljenem sistemu veljajo naslednje predpostavke
[70]:
– Poznamo zgornjo in spodnjo cˇasovno mejo za izvedbo vsakega
koraka procesa.
– Poznamo zgornjo in spodnjo cˇasovno mejo za prenos vsakega spo-
rocˇila preko komunikacijskega kanala.
– Vsak proces ima lokalno uro z omejeno stopnjo drsenja.
Resˇevanje problemov v sinhronem sistemu je zaradi cˇasovnih predpo-
stavk lazˇje. Mozˇno je npr. zaznavanje odpovedi z uporabo cˇasovnikov.
V realnih sistemih sicer lahko predvidimo cˇasovne meje za izvedbo pro-
cesnih korakov in prenos sporocˇil ter stopnjo drsenja ure, vendar tezˇko
dolocˇimo tocˇne vrednosti. V kolikor vrednosti mej ne moremo garan-
tirati, bo sistem, katerega zasnova temelji na teh mejah, nezanesljiv.
Modeliranje algoritmov z uporabo modela sinhronega sistema je kljub
temu koristno, saj nam poda osnovno idejo o obnasˇanju algoritma v
realnem sistemu, cˇe bo le-ta vecˇino cˇasa deloval sinhrono.
• Asinhron model (angl. Asynchronous model)
Asinhron porazdeljen sistem ne vsebuje nobenih cˇasovnih predpostavk.
To pomeni, da ne poznamo mej za hitrost izvajanja procesa, zakasnitev
pri prenosu sporocˇil ali stopnje drsenja ure. Pojem cˇasa pravzaprav ne
obstaja in se nanj ne moremo zanasˇati. Dolocˇanje zaporedja dogodkov z
uporabo realnega cˇasa ali zaznavanje napak z uporabo cˇasovnikov tako
ni mogocˇe. Z uporabo asinhronega modela lahko modeliramo porazde-
ljene sisteme, kot je internet, kjer nobena od teh lastnosti v resnici ni
zagotovljena. Izkazˇe se, da je dolocˇene probleme mogocˇe resˇiti tudi brez
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cˇasovnih predpostavk. Taksˇne resˇitve so bolj robustne, saj so odporne
na razlicˇne cˇasovne tezˇave v realnih sistemih.
Za realne sisteme ne moremo predpostavljati, da so popolnoma sinhroni,
saj so podvrzˇeni napakam in nedolocˇenosti z vidika cˇasa, ki je potreben za
izvajanje dolocˇenih operacij in dostavo sporocˇil. Po drugi strani je resˇevanje
mnogih problemov v popolnoma asinhronih sistemih nemogocˇe. Modeliranje
realnih sistemov je zato smiselno z uporabo delno sinhronih modelov [71], ki
predpostavljajo, da se sistem vsaj nekaj cˇasa obnasˇa sinhrono, pri tem pa
dopusˇcˇajo intervale asinhronosti.
Vrstni red dogodkov
Vecˇkrat nas zanima ali se je dolocˇen dogodek na enem vozliˇscˇu zgodil pred, po
oziroma istocˇasno kot nek dogodek na drugem vozliˇscˇu. S pravilnim vrstnim
redom operacij je obicˇajno dolocˇena pravilnost delovanja sistema, vrstni red
dogodkov pa je v pomocˇ tudi pri resˇevanju konfliktnih zahtev. Izvajanje
porazdeljenega sistema lahko z dogodki in njihovim vrstnim redom opiˇsemo
tudi brez natancˇnega poznavanja globalne ure z uporabo logicˇnega cˇasa ozi-
roma logicˇnih ur (angl. logical clocks) [72], ki temeljijo na uporabi sˇtevcev
operacij ter izmenjavi sporocˇil.
3.2.2 Model napak
V porazdeljenih sistemih lahko pride do odpovedi (angl. failures) tako vozliˇscˇ
oziroma procesov kot tudi komunikacijskih kanalov med njimi. O odpovedi
govorimo takrat, ko vozliˇscˇe ali komunikacijski kanal zaradi napacˇnega stanja
(angl. error) ne deluje vecˇ tako, kot bi moral v skladu s specifikacijo. Vzrok
napacˇnega stanja je napaka (angl. fault). Z modelom napak definiramo
in klasificiramo napake z namenom analize njihovih ucˇinkov in nacˇrtovanja
sistemov, ki lahko delujejo pravilno tudi takrat, ko se napake pojavijo. To so
t. i. robustni sistemi oziroma sistemi odporni na napake. Glede na vedenje
locˇimo vecˇ tipov napak, in sicer:
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• Izpustitvene napake (angl. omission failures) so napake, pri kate-
rih komponenta ne izvede zadane naloge. Poseben primer izpustitvene
napake procesa oziroma vozliˇscˇa je njegovo sesutje (angl. crash). To
pomeni, da je proces prenehal z delovanjem in ne bo izvajal nadaljnjih
korakov. Cˇe predpostavimo, da lahko procesi odpovejo zgolj s sesutjem,
je nacˇrtovanje sistema poenostavljeno. Ostali procesi morajo odpoved
zaznati in ukrepati s porazdelitvijo opravil na druga vozliˇscˇa. Zazna-
vanje sesutja je mogocˇe z uporabo cˇasovnikov, ki se po dolocˇenem cˇasu
iztecˇejo, vendar potrebujemo vsaj delno sinhron sistem. V asinhronem
sistemu namrecˇ ne moremo locˇiti med sesutjem procesa in njegovim
pocˇasnim odzivom oziroma morebitnimi zakasnitvami pri komunikaciji.
Izpustitvene napake komunikacijskih kanalov so napake, pri katerih ko-
munikacijski kanal sporocˇila ne dostavi ciljnemu vozliˇscˇu.
• Bizantinske napake (angl. Byzantine failures) predstavljajo najhujˇsi
tip napak, ki lahko vodijo v poljubno napacˇno stanje sistema. Bizantin-
ska napaka procesa je napaka, pri kateri lahko proces samovoljno izpu-
sti dolocˇene korake procesiranja ali samovoljno izvede napacˇne. Proces
lahko pri tem na zahtevo odgovori z napacˇnimi podatki, ali pa napacˇne
podatke shrani. Tovrstne napake so najvecˇkrat povzrocˇene zlonamerno
in jih je tezˇko zaznati zgolj na podlagi odgovora enega samega vozliˇscˇa.
Do bizantinskih napak lahko pride tudi na komunikacijskih kanalih,
cˇe se poslano sporocˇilo npr. okvari med samim prenosom ali vecˇkrat
dostavi ciljnemu sistemu.
• Cˇasovne napake (angl. timing failures) so napake do katerih pride
zaradi neusklajenosti ur ali nepricˇakovanih zakasnitev pri izmenjavi
sporocˇil oziroma izvedbi procesnih korakov. Obicˇajno so posledica pre-
obremenitve omrezˇja ali racˇunalniˇskega sistema in so relevantne za sin-
hrone sisteme, kjer veljajo cˇasovne predpostavke.
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Maskiranje napak
Komponente porazdeljenih sistemov so obicˇajno sestavljene iz mnozˇice pre-
prostejˇsih komponent. Poznavanje lastnosti napak nam omogocˇa, da s pra-
vilno zasnovo sistema maskiramo napake posameznih komponent in zgradimo
sistem, ki je na te napake odporen. Pri maskiranju lahko napake bodisi skri-
jemo ali pa jih prevedemo na bolj sprejemljiv tip napake.
Bizantinske napake komunikacijskih kanalov lahko v primeru, ko te niso
zlonamerne, spremenimo v eno izmed izpustitevnih napak npr. tako, da z
uporabo kontrolnih vsot zavrzˇemo okvarjena sporocˇila, sporocˇila dostavljena
v napacˇnem vrstnem redu pa pred predajo procesu razvrstimo na podlagi
sekvencˇnih sˇtevilk. Poleg tega lahko obcˇasne izpustitvene napake pri ko-
munikaciji skrijemo z uporabo protokolov za potrditev prejema in ponovno
posˇiljanje. Iz temeljnega rezultata [73], ki je povezan s problemom dveh
generalov, lahko vidimo, da zanesljiva komunikacija preko nezanesljivega ka-
nala v osnovi sicer ni mogocˇa, lahko pa to lastnost zagotovimo zˇe z relativno
sˇibkimi predpostavkami o zanesljivosti omrezˇja. V praksi lahko implementa-
cijo porazdeljenih algoritmov precej poenostavimo s predpostavko, da je na
voljo zanesljiv komunikacijski kanal, ki ga zagotovimo z uporabo protokola
TCP (angl. Transmission Control Protocol) preko omrezˇja, kjer so napake
zgolj obcˇasne. Po potrebi pri tem z uporabo protokola TLS zagotovimo, da
je kanal tudi varen. Porazdeljeni algoritmi se tako osredotocˇajo predvsem na
maskiranje odpovedi samih procesov s tehnikami, kot je replikacija, medtem
ko morajo z vidika napak komunikacijskih kanalov zagotoviti predvsem pra-
vilno delovanje v primeru razdelitev v omrezˇju. Do teh lahko sˇe vedno pride,
cˇe komunikacijski kanal v celoti odpove, medtem ko vozliˇscˇa oziroma procesi
sˇe vedno delujejo.
3.3 Nezmozˇnost soglasja v asinhronem sistemu
Varnost (angl. safety) in zˇivost (angl. liveness) sta temeljni lastnosti pra-
vilnosti (angl. correctness) porazdeljenih sistemov. Njun koncept je prvi
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vpeljal Leslie Lamport v [74]. Neformalno ju lahko definiramo kot:
• lastnost varnosti, ki zagotavlja, da se v sistemu ne bo zgodilo nicˇ
slabega in
• lastnost zˇivosti, ki zagotavlja, da se bo scˇasoma zgodilo nekaj dobrega.
Vsak porazdeljen sistem zagotavlja dolocˇeno mero varnosti in zˇivosti. Njuno
razmerje oziroma kompromis med zˇivostjo in varnostjo je predmet sˇtevilnih
raziskav zlasti od predstavitve t. i. rezultata nezmozˇnosti FLP (angl. FLP
impossibility result) [75], v katerem so Fischer, Lynch in Paterson dokazali,
da v asinhronem sistemu noben deterministicˇen algoritem ne more garantirati
soglasja zˇe ob odpovedi enega samega vozliˇscˇa. To velja tudi ob predpostavki,
da lahko vozliˇscˇa odpovejo zgolj s sesutjem in da se sporocˇila ne morejo
izgubiti.
Problem soglasja (angl. consensus problem) je temeljni problem porazde-
ljenih sistemov, odpornih na napake, pri katerem se mora mnozˇica procesov
oziroma vozliˇscˇ z izmenjavo sporocˇil odlocˇiti za neko skupno vrednost, ki
je potrebna za izvajanje porazdeljenega algoritma. Lahko gre za odlocˇitev
o izvedbi oziroma razveljavitvi transakcije v porazdeljeni podatkovni bazi,
dolocˇitev vrstnega reda operacij, replikacijo dnevniˇskega zapisa, izbiro zma-
govalca volitev ali poljubne druge vrednosti, ki je relevantna za konkreten
primer uporabe. Dolocˇeno sˇtevilo vozliˇscˇ je lahko pri tem nedostopnih ali
v katerem od drugih napacˇnih stanj, odvisno od tega, kaksˇen tip napak
dopusˇcˇa konkretna resˇitev. Na ta nacˇin lahko vozliˇscˇa tudi ob prisotnosti na-
pak vzdrzˇujejo konsistentno stanje in delujejo kot skladen sistem. Formalno
mora algoritem soglasja za vsako izvedbo izpolnjevati naslednje pogoje [7]:
• Soglasnost (angl. Agreement): Odlocˇitev vseh pravilno delujocˇih pro-
cesov je enaka.
• Veljavnost (angl. Validity): Cˇe vsi pravilno delujocˇi procesi predla-
gajo enako vrednost, se mora vsak pravilno delujocˇ proces zanjo tudi
odlocˇiti.
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• Koncˇnost (angl. Termination): Scˇasoma vsak pravilno delujocˇ proces
dosezˇe odlocˇitev.
Soglasnost in veljavnost predstavljata lastnosti varnosti, medtem ko je koncˇnost
lastnost zˇivosti.
Dokaz nezmozˇnosti soglasja v asinhronem sistemu [75] izhaja iz problema
detekcije napak v sistemu, kjer sta zakasnitev sporocˇil in cˇas za izvedbo
operacij lahko poljubna. Proces bi moral v dolocˇenem trenutku, ko cˇaka na
odgovor drugega procesa, bodisi cˇakati sˇe naprej, dokler ne bi prejel odgovora,
ali pa domnevati, da je drugi proces v napacˇnem stanju, in nadaljevati brez
njegovega odgovora. V prvem primeru bi se lahko zgodilo, da se algoritem ne
bi nikoli koncˇal, cˇe bi drugi proces dejansko odpovedal, medtem ko bi drug
primer lahko privedel do tega, da bi se razlicˇni procesi odlocˇili za razlicˇne
vrednosti. Varnosti in zˇivosti algoritma soglasja tako pod predpostavkami
asinhronega sistema ni mogocˇe zagotoviti, kar pa ne pomeni, da je problem
v praksi neresˇljiv. Resˇitev posledicˇno vodi v kompromis med zˇivostjo in
varnostjo v situacijah, ko predpostavljene cˇasovne meje ne drzˇijo.
Eden izmed pristopov za resˇevanje tega problema v praksi je namrecˇ pred-
postavka o delno sinhronem sistemu, ki je dovolj sˇibkejˇsi od sinhronih siste-
mov, da ga lahko uporabimo kot model realnega sistema, a hkrati zagotavlja
minimalne cˇasovne predpostavke za resˇljivost problema soglasja z dovolj ve-
liko verjetnostjo. Za resˇljivost problema soglasja v delno sinhronem sistemu
je kljucˇna locˇitev varnosti in zˇivosti algoritma [71]. Prakticˇni algoritmi so-
glasja tako zagotavljajo, da varnost ni krsˇena niti v cˇasu asinhronosti sistema,
torej takrat, ko so zakasnitve izven predvidenih mej, medtem ko je koncˇnost
zagotovljena zgolj v primeru, da se procesi odzivajo znotraj dolocˇenih predvi-
denih mej. To je mogocˇe zagotoviti z razlicˇnimi tehnikami, kot je maskiranje
napak, detekcija napak z uporabo cˇasovnikov ter randomizacija. Detekcija
napak z uporabo cˇasovnika je v delno sinhronem sistemu mogocˇa s pomocˇjo
lokalne ure, ki sicer ni nujno usklajena s preostalimi urami, vendar lahko
sluzˇi izteku maksimalnega predvidenega cˇasa za odgovor, po katerem proces
domneva, da je drugi proces odpovedal in njegovih sporocˇil ne uposˇteva vecˇ.
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Uporabo teh tehnik si bomo v razdelku 3.6 pogledali na prakticˇnem primeru
algoritma soglasja Raft.
Sˇtevilo napak, ob katerih lahko sistem sˇe vedno dosezˇe soglasje, je odvi-
sno od njegove zasnove. Minimalno sˇtevilo vozliˇscˇ, s katerimi lahko zgradimo
sistem, ki dopusˇcˇa dolocˇeno sˇtevilo napak, je pogojeno z modelom sistema in
tipom dopusˇcˇenih napak. V delno sinhronem sistemu potrebujemo za odpor-
nost na f bizantinskih napak najmanj 3f+1 vozliˇscˇ oziroma najmanj 2f+1
vozliˇscˇ, cˇe predpostavimo, da lahko vozliˇscˇa odpovedo zgolj s sesutjem [71].
Taksˇnim sistemom pravimo, da so f-odporni (angl. f-resilient). V nadalje-
vanju se bomo osredotocˇili na sisteme, ki dopusˇcˇajo zgolj odpovedi s sesu-
tjem. Taksˇni sistemi so v praksi najvecˇkrat uporabljeni za splosˇno namensko
zagotavljanje visoke razpolozˇljivosti storitev. Algoritmi, ki zagotavljajo bi-
zantinsko odpornost na napake (angl. Byzantine fault tolerance, BFT ), so
namrecˇ bistveno kompleksnejˇsi tako za implementacijo kot samo izvajanje.
Uporabni so za posebne namene, kot so misijsko kriticˇni (angl. mission cri-
tical) sistemi npr. sistemi za kontrolo letenja ali sistemi nicˇelnega zaupanja
(angl. zero-trust). Primer sistemov nicˇelnega zaupanja so omrezˇja porazde-
ljenih kripto valut, ki temeljijo na uporabi verige blokov (angl. blockchain),
kjer kljucˇ za zagotavljanje bizantinske odpornosti predstavlja dokazilo o delu
(angl. Proof-of-Work, PoW ).
3.4 Teorem CAP in PACELC
Teorem CAP, imenovan tudi Brewerjev teorem, izhaja iz domnev profesorja
Erica Brewerja o omejitvah pri implementaciji porazdeljenih sistemov v kon-
tekstu spletnih storitev. Eric je svoje domneve prvicˇ predstavil leta 2000
na Simpoziju principov porazdeljenega racˇunalniˇstva [76], medtem ko sta jih
pozneje formalno dokazala Seth Gilbert in Nancy Lynch [77]. Kratica CAP
predstavlja tri lastnosti, in sicer [76]:
• Konsistentnosti (angl. consistency, C ): Konsistentnost podatkov
vseh vozliˇscˇ je ekvivalentna eni sami kopiji podatkov. To pomeni, da
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branje podatka iz poljubnega vozliˇscˇa vedno vrne rezultat zadnjega
pisanja ali napako.
• Razpolozˇljivost (angl. availability, A): Sistem mora na vsako zah-
tevo scˇasoma odgovoriti, pri cˇemer odgovor ni nujno rezultat zadnjega
pisanja.
• Particijska toleranca (angl. partition tolerance, P): Sistem mora de-
lovati pravilno tudi ob prisotnosti razdelitev v omrezˇju, torej takrat, ko
so zaradi napak komunikacijskih kanalov vozliˇscˇa locˇena na dve ali vecˇ
skupin, kjer je komunikacija mogocˇa zgolj znotraj posamezne skupine
ne pa tudi med vozliˇscˇi v razlicˇnih skupinah.
Teorem pravi, da v porazdeljenih sistemih z deljenimi podatki ni mogocˇe
istocˇasno garantirati vseh treh lastnosti, zato je pri implementaciji potre-
ben kompromis. Pri tem je pomembno, da konsistentnost v kontekstu te-
orema CAP predstavlja strogo linearizabilno konsistentnost, medtem ko v
splosˇnem poznamo tudi sˇibkejˇse modele konsistentnosti, kot je eventuelna
konsistentnost. Model stroge konsistentnosti edini zagotavlja, da porazde-
ljen sistem deluje ekvivalentno sistemu, ki tecˇe na enem samem vozliˇscˇu, pri
cˇemer locˇimo sˇe:
• zaporedno konsistentnost (angl. sequential consistency), kjer je zapo-
redje operacij nad podatki enako na vseh vozliˇscˇih, in
• linearizabilno konsistentnost (angl. linearizable consistency), kjer je
zaporedje operacij nad podatki ne samo enako na vseh vozliˇscˇih temvecˇ
tudi skladno z zaporedjem zahtev v globalnem realnem cˇasu.
Poleg tega je potrebno poudariti, da teorem CAP podobno kot rezultat FLP
predpostavlja asinhron sistem. Cˇe poskusˇamo teorem CAP umestiti v sˇirsˇi
kontekst porazdeljenih sistemov, lahko vidimo, da gre pravzaprav za poseben
primer kompromisa med zˇivostjo in varnostjo nezanesljivih porazdeljenih sis-
temov [8]. Konsistentnost je v tem primeru lastnost varnosti, medtem ko je
razpolozˇljivost lastnost zˇivosti.
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Teorem CAP ponazarja pomembne omejitve pri prakticˇni implementaciji
razlicˇnih porazdeljenih sistemov, vendar v resnici omejuje manjˇsi del njihove
zasnove [9]. Odpornost sistema na razdelitve v omrezˇju je lastnost, ki je
v primeru porazdeljenega sistema nujna, saj pri komunikaciji preko omrezˇja
vedno obstaja mozˇnost, da pride do razdelitev. Pri implementaciji se moramo
tako odlocˇiti, ali bo sistem poleg odpornosti na razdelitve vedno zagotavljal
strogo konsistentnost podatkov ali razpolozˇljivost. Kompromis je v resnici
potreben le takrat, ko se sistem obnasˇa asinhrono, torej takrat, ko so v
omrezˇju dejansko prisotne razdelitve. V praksi to pomeni, da lahko glede na
obnasˇanje v primeru razdelitev zgradimo dva tipa porazdeljenih sistemov, in
sicer:
• Sisteme tipa CP (konsistentnost in particijska toleranca), ki v primeru
razdelitev zˇrtvujejo razpolozˇljivost, zato da zagotovijo strogo konsi-
stentnost podatkov. V to kategorijo obicˇajno spadajo vsi sistemi, ki za
izvajanje operacij zahtevajo vecˇinsko sklepcˇnost (angl. majority quo-
rum), kar pomeni, da skupine, ki v danem trenutku ne vsebujejo vecˇ
kot polovice vozliˇscˇ, niso razpolozˇljive.
• Sisteme tipa AP (razpolozˇljivost in particijska toleranca), ki v primeru
razdelitev zˇrtvujejo strogo konsistentnost podatkov. Vecˇ skupin vozliˇscˇ
lahko vracˇa in spreminja podatke, kljub temu da med seboj ne mo-
rejo komunicirati, zato lahko pride do divergence stanja. Sistem lahko
omejuje operacije, ki so dovoljene v cˇasu razdelitve, da omeji stopnjo
divergence. Po odpravi razdelitve mora poskrbeti za uskladitev vseh
skupin in odpravo morebitnih konfliktov. V ta namen obicˇajno po-
leg samega stanja vozliˇscˇa hranijo tudi zgodovino operacij in njihove
cˇasovne zˇige.
Ker so razdelitve v omrezˇju zlasti znotraj podatkovnih centrov relativno
redke, lahko oba tipa vecˇino cˇasa zagotavljata tako strogo konsistentnost
kot razpolozˇljivost.
Teoreticˇno lahko v kontekstu teorema CAP govorimo tudi o sistemih tipa
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CA, vendar bi tak sistem deloval pravilno zgolj na enem samem vozliˇscˇu,
kjer razdelitve niso mogocˇe. Cˇe smatramo, da obstaja tudi porazdeljen sis-
tem tipa CA in v primeru razdelitev zgolj ne zagotavlja razpolozˇljivosti, gre
pravzaprav za sistem tipa CP.
3.4.1 Teorem PACELC
Teorem PACELC [10] predstavlja razsˇiritev teorema CAP za primer normal-
nega delovanja. Zagotavljanje stroge konsistentnosti podatkov v porazdelje-
nem sistemu omejuje njegovo zmogljivost, saj sta za vsako operacijo potrebna
bodisi izmenjava sporocˇil z vecˇino vozliˇscˇ za dosego soglasja ali vsaj posre-
dovanje zahteve vodilnemu vozliˇscˇu, kar ni optimalno z vidika zakasnitev in
izrabe racˇunskih virov. Problem predstavlja predvsem replikacija v prostra-
nih omrezˇjih, kjer so lahko zakasnitve relativno velike. Teorem PACELC
poleg omejitev teorema CAP, ki se nanasˇajo na razdelitve v omrezˇju, navaja,
da je kompromis potreben tudi v primeru normalnega delovanja, in sicer
kompromis med nizko zakasnitvijo ter strogo konsistentnostjo. Z uporabo
sˇibkejˇsih konsistentnih modelov lahko zmanjˇsamo zakasnitev, saj si lahko
dovolimo branje in pisanje s pomocˇjo manjˇse mnozˇice vozliˇscˇ. Nekateri sis-
temi omogocˇajo tudi izbiro parametrov, s katerimi dolocˇimo, koliko vozliˇscˇ
je potrebnih za branje in pisanje glede na zˇeleno razmerje med zakasnitvijo
in konsistentnostjo podatkov.
3.5 Algoritmi soglasja
Replikacija avtomatov (angl. state machine replication) z uporabo algorit-
mov soglasja je uveljavljen pristop za implementacijo strogo konsistentnih
storitev, odpornih na napake [78]. Algoritmi soglasja omogocˇajo, da skupina
vozliˇscˇ oziroma strezˇnikov deluje kot skladen sistem tudi ob odpovedi posa-
meznih komponent. V tem primeru gre za izvajanje identicˇnega zaporedja
operacij na poljubnem deterministicˇnem avtomatu vsakega strezˇnika. Pri-
stop omogocˇa resˇevanje sˇtevilnih problemov porazdeljenih sistemov, kot je
3.5. ALGORITMI SOGLASJA 53
izbira vodje, upravljanje cˇlanstva v skupinah, deljenje in podvajanje podat-
kov, odkrivanje storitev, zaklepanje deljenih virov ali upravljanje konfigura-
cije.
Implementacija repliciranega avtomata je mogocˇa s pomocˇjo repliciranega








Slika 3.1: Arhitektura repliciriranega avtomata [16]
strezˇnik hrani dnevnik z nizom ukazov oziroma operacij, ki jih mora avtomat
izvrsˇiti v dolocˇenem vrstnem redu. Vsi dnevniki vsebujejo iste ukaze v istem
vrstnem redu, zato je izvajanje avtomatov na vseh vozliˇscˇih enako. Ker v
ta namen uporabljamo deterministicˇne avtomate, so tudi izhodi in koncˇna
stanja enaka.
Naloga algoritma soglasja je, da poskrbi za konsistentno stanje vseh dnev-
nikov. Modul soglasja sprejema zahteve odjemalcev in z izmenjavo sporocˇil z
moduli soglasja preostalih strezˇnikov zagotovi, da scˇasoma vsi dnevniki vse-
bujejo iste zahteve v istem vrstnem redu. Sˇele ko posamezno zahtevo v svoj
dnevnik zapiˇse in potrdi vecˇina strezˇnikov, lahko strezˇniki zahtevo tudi izve-
dejo. Modul nato odgovor posreduje odjemalcu. Mnozˇica strezˇnikov tako na
zunaj deluje kot en sam visoko razpolozˇljiv avtomat, ki zagotavlja poljubno
storitev. Vecˇina prakticˇnih algoritmov soglasja ima naslednje lastnosti:
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• Zagotavljajo varnost za vse nebizantinske napake, vkljucˇno z razdeli-
tvami v omrezˇju, nepredvidenimi zakasnitvami, izgubo paketov in pod-
vojenimi ali napacˇno razvrsˇcˇenimi sporocˇili.
• Zagotavljajo razpolozˇljivost dokler deluje in med seboj komunicira vecˇ
kot polovica vseh strezˇnikov, saj za izvedbo operacij zahtevajo vecˇinsko
sklepcˇnost. Pri tem predpostavljajo, da lahko posamezni strezˇniki od-
povedo kvecˇjemu s sesutjem, dopusˇcˇajo pa njihovo obnovitev in po-
novno pridruzˇitev grucˇi. Za odpornost na f napak potrebujemo 2f+1
strezˇnikov, kar je tudi minimum za dosego soglasja v delno sinhronem
sistemu. Grucˇa petih strezˇnikov lahko tako nemoteno deluje ob odpo-
vedi najvecˇ dveh strezˇnikov.
• Za zagotavljanje konsistentnega stanja niso odvisni od realnega cˇasa.
Neusklajene ure ali zelo velike zakasnitve lahko v najslabsˇem primeru
povzrocˇijo nerazpolozˇljivost sistema.
• Izvedba operacije je mogocˇa takoj, ko jo potrdi vecˇina strezˇnikov v
grucˇi, zato manjˇsina pocˇasnejˇsih strezˇnikov ne vpliva na skupno zmo-
gljivost sistema.
V splosˇnem sta v uporabi dva pristopa za dosego soglasja v porazdelje-
nih sistemih [16]. To sta simetricˇni in asimetricˇni pristop. Pri simetricˇnem
pristopu imajo vsi strezˇniki enako vlogo, zato lahko klienti zahteve posˇljejo
poljubnemu strezˇniku, ki pricˇne z njihovo replikacijo na preostale strezˇnike.
Pri asimetricˇnem pristopu ima v vsakem trenutku eden izmed strezˇnikov vo-
dilno vlogo, kar pomeni, da lahko sprejema in razvrsˇcˇa zahteve odjemalcev,
medtem ko jih preostali strezˇniki zgolj potrjujejo in izvrsˇujejo. To omogocˇa
dekompozicijo problema na dva dela, in sicer na protokol za izbiro vodje ozi-
roma volitve in protokol normalnega delovanja, pri cˇemer je lahko protokol
normalnega delovanja precej poenostavljen. Izbira vodje je potrebna zgolj ob
samem zagonu in ob morebitnem izpadu vodilnega strezˇnika. Ker vse zah-
teve potujejo cˇez vodilni strezˇnik, je mogocˇe enostavno razvrsˇcˇanje zahtev
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v skladu z realnim cˇasom. V praksi tak pristop omogocˇa vecˇjo ucˇinkovitost
sistema, zato ga uporablja vecˇina prakticˇnih implementacij.
Algoritem Paxos [79] je v zadnjih desetih letih postal sinonim na podrocˇju
algoritmov soglasja in predstavlja izhodiˇscˇe za vecˇino prakticˇnih implemen-
tacij repliciranih avtomatov. Uporabljajo ga sˇtevilni Googlovi porazdeljeni
sistemi, med drugim tudi storitev za zaklepanje deljenih virov Chubby [80],
ki omogocˇa koordinacijo v porazdeljeni shrambi Bigtable [81]. V nasprotju
z vecˇino drugih shranjevalnih sistemov, kjer Paxos sluzˇi predvsem hrambi
metapodatkov in koordinaciji aktivnosti, shrambi Megastore [82] in Span-
ner [83] uporabljata Paxos za primarno replikacijo vecˇje kolicˇine podatkov.
Paxos sluzˇi tudi zagotavljanju konsistentnega stanja porazdeljenih krmilni-
kov SDN v omrezˇju Google B4 [33]. Glavna tezˇava Paxosa je njegova kom-
pleksnost. Avtor Leslie Lamport je podrobno razlago algoritma [79] sprva
podal v obliki fiktivne zgodbe, ki je bila marsikomu nerazumljiva. Pozneje je
objavil poenostavljeno razlicˇico [84], vendar implementacija celovite resˇitve
na osnovi Paxosa sˇe vedno predstavlja velik izziv za razvijalce. Podrobno
je namrecˇ definiral algoritem, ki omogocˇa soglasje za posamezno vrednost
npr. en zapis repliciranega dnevnika, medtem ko je za kompozicijo mnozˇice
osnovnih instanc Paxosa v t. i. multi-Paxos podal le smernice. Sˇtevilne
podrobnosti so tako prepusˇcˇene razvijalcem. Poleg tega enostavna kompo-
zicija Paxosa v multi-Paxos ni optimalna za uporabo v prakticˇnih sistemih.
Implementacije zato vsebujejo kopico kompleksnih razsˇiritev ter optimizacij
in tako precej odstopajo od prvotne definicije algoritma, kar povecˇuje ver-
jetnost napak. Konkretne resˇitve, kot je Chubby, so vecˇinoma lastniˇske in
niso javno dokumentirane. Algoritem Viewstamped Replication [85] temelji
na podobnih idejah kot Paxos, cˇeprav gre za neodvisno delo Briana Okija
in Barbare Liskov iz priblizˇno istega cˇasa. Zab [86] je nekoliko novejˇsa al-
ternativa, ki predstavlja jedro odprtokodne in zelo razsˇirjene koordinacijske
storitve Apache ZooKeeper. Nedavno se je skupini algoritmov soglasja pri-
druzˇil sˇe algoritem Raft [16], katerega glavno vodilo pri zasnovi je bila razu-
mljivost. Avtorja Diego Ongaro in John Ousterhout sta ga prvicˇ predstavila
56 POGLAVJE 3. PORAZDELJENI SISTEMI
leta 2014 v cˇlanku z naslovom ”In Search of an Understandable Consensus
Algorithm” [16]. Doktorska disertacija Diega Ongara [87] vsebuje sˇe nekoliko
bolj podrobno razlago in dopolnitev z enostavnejˇsim mehanizmom za spre-
membo cˇlanstva grucˇe. Raft obravnava vse potrebne vidike za implemen-
tacijo prakticˇnega sistema, vkljucˇno z interakcijo odjemalcev, spremembo
cˇlanstva grucˇe in zgosˇcˇevanja dnevniˇskih zapisov. Kljub enostavnejˇsi zasnovi
je njegova ucˇinkovitost primerljiva z ostalimi algoritmi, zato smo pricˇa vedno
vecˇjemu sˇtevilu odprtokodnih implementacij, ki se uporabljajo tudi v realnih
sistemih. Vecˇ o samem algoritmu Raft in njegovih implementacijah si bomo
pogledali v nadaljevanju.
3.6 Raft
Raft [16] je torej algoritem soglasja za upravljanje repliciranega dnevnika,
ki omogocˇa implementacijo repliciranega avtomata poljubne storitve, za ka-
tero zˇelimo zagotoviti visoko razpolozˇljivost. Problem soglasja resˇuje z upo-
rabo asimetricˇnega pristopa tako, da s pomocˇjo volitev najprej izbere vo-
dilni strezˇnik, ki ima popolno odgovornost za upravljanje dnevnika. Vodilni
strezˇnik sprejema zahteve odjemalcev, jih posreduje preostalim strezˇnikom
in strezˇnike tudi obvesti, kdaj lahko zahtevo izvedejo. V primeru, da vodja
odpove ali ne more komunicirati s preostalimi strezˇniki, sledi nov krog volitev.
Raft tako problem soglasja deli na dva relativno neodvisna podproblema,
in sicer volitve za izbiro vodilnega strezˇnika ter proces normalnega delovanja.
Z omejitvami pri glasovanju ter preverjanjem skladnosti in omejitvami pri
potrjevanju zapisov ves cˇas zagotavlja naslednje lastnosti varnosti:
• V vsakem mandatu je izvoljen najvecˇ en vodilni strezˇnik.
• Vodja nikoli ne prepisuje ali briˇse obstojecˇih zapisov, temvecˇ jih v dnev-
nik zgolj dodaja.
• Vsak potrjen zapis bo prisoten tudi v dnevniku vseh novih vodilnih
strezˇnikov.
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• Cˇe katerikoli strezˇnik izvede zahtevo, ki je zapisana na dolocˇenem inde-
ksu dnevnika, noben drug strezˇnik ne bo za ta indeks dnevnika izvedel
drugacˇne zahteve. To je tudi kljucˇna lastnost za zagotavljanje konsi-
stentnega stanja.
3.6.1 Vloge in stanje strezˇnikov
Grucˇo Raft obicˇajno sestavlja liho sˇtevilo strezˇnikov, ki imajo lahko med
izvajanjem algoritma eno izmed treh vlog, in sicer:
• Vodja (angl. leader) je zmagovalec volitev, ki je odgovoren za replika-
cijo dnevnika in interakcijo z odjemalci.
• Sledilec (angl. follower) je pasiven strezˇnik, ki ne posˇilja nobenih
zahtev, temvecˇ zgolj odgovarja na zahteve vodje ali kandidatov.
• Kandidat (angl. candidate) v procesu volitev kandidira za vodjo.
Tekom normalnega delovanja je vodja natanko en strezˇnik, medtem ko imajo
preostali strezˇniki vlogo sledilcev. Prehajanje med razlicˇnimi vlogami lahko
Kandidat Vodja
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Slika 3.2: Prehajanje strezˇnikom med razlicˇnimi vlogami [87]
vidimo na sliki 3.2. Vsak strezˇnik zacˇne v vlogi sledilca in po izteku cˇasovnika
pricˇne s postopkom volitev. Cˇe prejme vecˇino glasov preostalih strezˇnikov v
grucˇi, postane vodja. V nasprotnem primeru postane sledilec, ki ohrani svojo
vlogo dokler ne odpove ali prejme zahteve od nove vodje. To se lahko zgodi v
primeru razdelitev v omrezˇju, cˇe vecˇina preostalih strezˇnikov sˇe vedno lahko
komunicira in tako izvoli novo vodjo.
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Vsak strezˇnik v trajnem pomnilniku hrani:
• sˇtevilko trenutnega mandata (atribut currentTerm),
• identifikator kandidata, za katerega je oddal glas na volitvah trenutnega
mandata (atribut votedFor) in
• seznam dnevniˇskih zapisov (atribut log[]), ki vsebujejo ukaz za izvedbo
ter sˇtevilko mandata, v katerem je strezˇnik ukaz prejel.
Vsak strezˇnik v zacˇasnem pomnilniku hrani:
• indeks zadnjega potrjenega zapisa v dnevniku (atribut commitIndex )
in
• indeks zadnjega zapisa v dnevniku, katerega ukaz je zˇe izvedel na svo-
jem avtomatu (atribut lastApplied).
Vodja poleg tega za vsakega sledilca hrani sˇe:
• indeks naslednjega zapisa, ki ga bo poslal doticˇnemu sledilcu in je na
zacˇetku kandidature za eno vecˇji od indeksa zadnjega zapisa vodje (atri-
but nextIndex[])
• indeks zadnjega uspesˇno repliciranega zapisa, ki je na zacˇetku kandi-
dature postavljen na 0 (atribut matchIndex[]).
3.6.2 Mandati
Raft deli cˇas na mandate (angl. terms) poljubnih dolzˇin, kot prikazuje
slika 3.3. Vsak mandat se zacˇne s procesom volitev, kjer eden ali vecˇ kandi-
datov poskusˇa postati vodja. Mandati so predstavljeni v obliki celega sˇtevila,
ki se monolitno povecˇuje z vsako kandidaturo. Imajo vlogo logicˇne ure [72] in
omogocˇajo identifikacijo zastarelih podatkov. Sˇtevilka mandata se prenasˇa
v vseh sporocˇilih. Cˇe strezˇnik prejme sporocˇilo z viˇsjo sˇtevilko kandidature,
mora takoj posodobiti svojo sˇtevilko mandata. V primeru, da gre za vodjo
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Slika 3.3: Delitev na mandate [16]
ali kandidata, ob tem tudi preide v vlogo sledilca. V kolikor strezˇnik prejme
zahtevo z zastarelo sˇtevilko mandata, jo avtomatsko zavrne in v odgovoru
posreduje sˇtevilko trenutnega mandata.
3.6.3 Sporocˇila
Strezˇniki komunicirajo z uporabo oddaljenih klicev procedur (angl. Remote
Procedure Call, RPC ). V ta namen Raft definira zgolj dva tipka klicev ozi-
roma sˇtiri razlicˇna sporocˇila. To sta zahtevek in odgovor za pripenjanje
novega ukaza v dnevnik (AppendEntries RPC ) ter zahtevek in odgovor za
glasovanje (RequestVote RPC ).
AppendEntries RPC
Zahtevke za pripenjanje novega ukaza v dnevnik vedno posˇilja trenutni vodja,
sledilci pa morajo nanje odgovarjati. Uporabljajo se tudi kot mehanizem za
preverjanje zˇivosti vodje. Vsak zahtevek vsebuje:
• sˇtevilko trenutnega mandata (term),
• identifikator vodje (leaderId),
• indeks zadnjega zapisa, kateremu sledijo poslani zapisi (prevLogIndex ),
• sˇtevilko mandata zadnjega zapisa, kateremu sledijo poslani zapisi (pre-
vLogTerm),
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• seznam zapisov, ki jih mora sledilec pripeti v svoj dnevnik (entries[])
in
• indeks zadnjega potrjenega zapisa v dnevniku vodje (leaderCommit).
Sledilec lahko odgovori s pozitivnim ali negativnim odgovorom ter sˇtevilko
njegovega mandata.
RequestVote RPC
Zahtevek za glasovanje posˇlje kandidat vsem ostalim strezˇnikom ob zacˇetku
volitev. Zahtevek vsebuje:
• sˇtevilko mandata kandidata (term),
• identifikator kandidata (candidateId),
• indeks zadnjega zapisa v kandidatovem dnevniku (lastLogIndex ) in
• sˇtevilko mandata zadnjega zapisa v kandidatovem dnevniku (lastLog-
Term).
Tudi odgovor na zahtevek za glasovanje je lahko pozitiven ali negativen in
vkljucˇuje sˇtevilko mandata.
3.6.4 Volitve
Vsak strezˇnik ima ob zagonu vlogo sledilca, v kateri ostane dokler prejema
zahtevke od trenutnega vodje. Vodja vsem sledilcem periodicˇno posˇilja zah-
tevke AppendEntries tudi takrat, ko nima novih zapisov za pripenjanje, da
ohrani svojo avtoriteto. Cˇe sledilec v naprej dolocˇenem cˇasovnem intervalu
ne prejme nobenega zahtevka vodje, predvideva, da je priˇslo do njegovega
sesutja ali izolacije in zacˇne s procesom volitev. To stori tako, da povecˇa
sˇtevilko mandata, ponastavi sˇtevec za iztek cˇasovnika volitev in glasuje sam
zase, pri cˇemer vsem ostalim strezˇnikom posˇlje zahtevek za glasovanje. S
tem tudi preide v vlogo kandidata. V kolikor dobi pozitiven odgovor vecˇine
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preostalih strezˇnikov, preide v vlogo vodje in zacˇne s posˇiljanjem zahtevkov
AppendEntries.
Strezˇniki zahtevo za glasovanje zavrnejo v primeru, da je sˇtevilka man-
data kandidata manjˇsa od njihove sˇtevilke mandata. Cˇe sta sˇtevilki mandata
enaki, zahtevo zavrnejo v primeru, da je indeks zadnjega zapisa v kandidato-
vem dnevniku manjˇsi od indeksa zadnjega zapisa v njihovem dnevniku. Na
ta nacˇin nikoli ne glasujejo za drug strezˇnik s starejˇso razlicˇico dnevnika. Na
volitvah lahko zmaga le strezˇnik z najbolj popolnim dnevnikom. Ta omejitev
pri glasovanju skupaj z omejitvijo pri potrjevanju zapisov zagotavlja, da je
vsak potrjen zapis prisoten tudi v dnevniku nove vodje.
Strezˇniki zahtevo za glasovanje zavrnejo tudi v primeru, cˇe so zˇe glaso-
vali bodisi za sebe ali nek drug strezˇnik, od katerega so dobili zahtevo za
glasovanje pred iztekom lastnega cˇasovnika za zacˇetek volitev. V kolikor se
cˇasovnik za zacˇetek volitev iztecˇe v priblizˇno istem cˇasu na vecˇ kot enem
strezˇniku, se lahko zgodi, da noben od kandidatov ne dobi vecˇine glasov. V
tem primeru volitve niso uspesˇne, zato kandidati po dolocˇenem cˇasu zacˇnejo
z novim krogom volitev. Zaradi uporabe randomizacije pri izbiri vrednosti za
iztek cˇasovnika, so taksˇne situacije dokaj redke in relativno hitro razresˇene.
Vrednost je ob vsaki ponastavitvi sˇtevca izbrana nakljucˇno na intervalu [T,
T2], pri cˇemer je T parameter, ki ga lahko prilagajamo in vpliva na raz-
polozˇljivost, kot bomo videli v razdelku 3.6.6.
3.6.5 Normalno delovanje
Po uspesˇnem krogu volitev zacˇne vodja sprejemati zahteve odjemalcev. Vsa-
ka zahteva vsebuje ukaz za izvedbo na repliciranem avtomatu, ki ga vodja
skupaj s sˇtevilko mandata pripne v svoj dnevnik in z zahtevkom Appen-
dEntries razposˇlje vsem sledilcem. Strukturo dnevnikov lahko vidimo na
sliki 3.4. Sledilci najprej preverijo skladnost zahtevka. To pomeni, da indeks
in sˇtevilko mandata zadnjega zapisa v svojem dnevniku primerjajo z inde-
ksom in sˇtevilko mandata iz zahtevka, ki se nanasˇa zapis, kateremu sledijo
novo poslani zapisi. Cˇe se tako indeks kot sˇtevilka mandata ujemata, so vsi


















































































Slika 3.4: Struktura dnevnikov [16]
predhodni zapisi dnevnika vodje in sledilca enaki, zato sledilec nove zapise
pripne v svoj dnevnik in vodji posˇlje pozitiven odgovor. Vecˇina zahtevkov je
skladnih, saj vodja v seznamu nextIndex[] za vsakega sledilca hrani indeks
naslednjega zapisa. Do neskladja lahko pride samo v primeru odpovedi in
menjave vodje. Takrat lahko sledilcu dolocˇeni zapisi manjkajo ali pa dnevnik
vsebuje odvecˇne nepotrjene zapise, zato je indeks v njegovem dnevniku bo-
disi manjˇsi od indeksa v zahtevku ali pa se za isti indeks sˇtevilki mandata ne
ujemata. V tem primeru sledilec zahtevek zavrne. Vodja zmanjˇsuje indeks
naslednjega zapisa, ki ga posˇlje sledilcu, dokler se indeks in sˇtevilka mandata
v zahtevku ne ujemata z indeksom in sˇtevilko mandata sledilca. Sledilec ta-
krat zahtevek sprejme in v dnevnik doda vse manjkajocˇe zapise ter prepiˇse
zapise, ki se ne ujemajo z zapisi vodje. Na ta nacˇin je zagotovljena skla-
dnost dnevnikov tudi ob menjavi vodje. V primeru nedosegljivosti sledilca
bodisi zaradi njegovega sesutja ali zgolj zacˇasne razdelitve v omrezˇju, vodja
poskusˇa s ponovnim posˇiljanjem zahtevka za pripenjanje zapisa, dokler ne
dobi potrditve.
Ko vodja prejme pozitivne odgovore najmanj polovice sledilcev, lahko
zapis v dnevniku potrdi s povecˇanjem indeksa zadnjega potrjenega zapisa,
saj je ta varno shranjen na vecˇ kot polovici strezˇnikov. Ukaz potrjenega
zapisa nato izvede s pomocˇjo avtomata in odgovor vrne odjemalcu. Sledilce
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o potrditvi obvesti z naslednjim zahtevkom za pripenjanje novega zapisa, ki
vedno vsebuje indeks zadnjega potrjenega zapisa v dnevniku. Sˇele takrat
lahko ukaz izvedejo tudi sledilci.
Vse zahteve odjemalcev so enolicˇno oznacˇene z identifikatorjem odjemalca
in zaporedno sˇtevilko zahteve, ki ju strezˇniki ravno tako zabelezˇijo v dnevniˇski
zapis z namenom preverjanja duplikatov. Odjemalec lahko v primeru odpo-
vedi vodje zahtevo enostavno ponovi s poljubnim strezˇnikom v grucˇi. Cˇe ciljni
strezˇnik ni vodja, zahtevo bodisi zavrne in odjemalca preusmeri na novega
vodjo ali novemu vodji zahtevo posreduje. Vodja preveri, cˇe je zahteva zˇe
pripeta v dnevnik, potrjena in izvedena. Za uspesˇno izvedene zahteve samo
vrne odgovor, potrjene pred tem sˇe izvede, medtem ko nepotrjene zahteve
potrdi in izvede sˇele s potrditvijo ene izmed zahtev v trenutnem mandatu.
Cˇe je v prejˇsnjem mandatu priˇslo do sesutja vodje sˇe preden je zahtevo v
svoj dnevnik zapisala vecˇ kot polovica strezˇnikov, se lahko zgodi, da dnevnik
novega vodje ter posledicˇno tudi vseh sledilcev v novem mandatu te zah-
teve ne vsebuje. V tem primeru vodja pricˇne z obicˇajnim postopkom njene
replikacije.
Ko se odjemalec prvicˇ povezˇe z enim od strezˇnikov, se ustvari nova seja,
ki predstavlja logicˇno povezavo med odjemalcem in vsemi strezˇniki grucˇe
Raft. Podatki o seji se hranijo v repliciranem avtomatu, zato lahko odjemalec
prehaja med razlicˇnimi strezˇniki, ne da bi izgubil sejo. Da odjemalec ohrani
sejo, mora grucˇi periodicˇno posˇiljati sporocˇila za preverjanje zˇivosti. S tem
v repliciranem avtomatu posodablja cˇasovni zˇig za svojo sejo. Seja potecˇe,
cˇe odjemalcu cˇasovnega zˇiga seje ne uspe posodobiti v naprej dolocˇenem
cˇasovnem intervalu.
3.6.6 Cˇas in razpolozˇljivost
Rekli smo, da algoritmi soglasja za zagotavljanje konsistentnega stanja niso
odvisni od realnega cˇasa, kar velja tudi za algoritem Raft. Varnost algoritma
namrecˇ ni krsˇena niti v primeru napacˇnega delovanja ur ali nepredvidenih
zakasnitev pri procesiranju oziroma dostavi sporocˇil. To je kljucˇno za pra-
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vilno delovanje sistema, saj lahko cˇasovne zamike poleg drsenja ure, okvar
ali povecˇane obremenitve sistema povzrocˇijo tudi dogodki, kot je sprosˇcˇanje
pomnilnika (angl. garbage collection) v nekaterih programskih jezikih ali
zˇiva selitev navideznega stroja, cˇe se algoritem izvaja v navideznem oko-
lju. Kot smo videli iz rezultata nezmozˇnosti FLP (razdelek 3.3) in teorema
CAP (razdelek 3.4), algoritem v delno sinhronem sistemu ne more garanti-
rati tako varnosti kot zˇivosti, zato Raft zˇrtvuje razpolozˇljivost v situacijah,
ko se sistem obnasˇa asinhrono torej izven predvidenih cˇasovnih mej. Cˇe npr.
prenos sporocˇil traja dlje od cˇasovne omejitve za zacˇetek volitev, volitve niso
uspesˇne, brez vodje pa napredovanje algoritma ni mogocˇe.
Cˇasovne meje so najbolj kriticˇne pri samem procesu volitev. Cˇe je todgovor
povprecˇen cˇas za odgovor na oddaljene klice procedur, tvolitve cˇasovna omeji-
tev za zacˇetek volitev in tMTBF povprecˇen cˇas med zaporednima odpovedma
(angl. Mean Time Between Failure, MTBF ), lahko Raft izvoli in vzdrzˇuje
stabilnega vodjo dokler velja:
todgovor << tvolitve << tMTBF (3.1)
Cˇas todgovor mora biti za velikostni razred manjˇsi od tvolitve zato, da lahko
vodja zanesljivo dostavlja sporocˇila za preverjanje zˇivosti in s tem ohrani
svojo avtoriteto. Ravno tako mora biti tvolitve za velikostni razred manjˇsi od
tMTBF , da lahko algoritem napreduje. Vrednosti todgovor in tMTBF sta lastno-
sti sistema, medtem ko lahko omejitev tvolitve prilagajamo. Tipicˇni strezˇniki
imajo tMTBF vsaj nekaj mesecev, zato druge neenakosti ni tezˇko zagotoviti.
Cˇas todgovor je odvisen od cˇasa, ki je potreben za dostavo zahteve in odgovora
preko omrezˇja ter cˇasa, ki je potreben za procesiranje zahteve. Klici odda-
ljenih procedur algoritma Raft v vecˇini primerov zahtevajo, da prejemnik
vsaj dolocˇene informacije shrani v trajni pomnilnik, zato se lahko vrednosti
todgovor tudi med strezˇniki v lokalnem omrezˇju gibljejo od 0.5ms do 20ms
odvisno od hitrosti trajnega pomnilnika. Pri vecˇjih razdaljah med posame-
znimi strezˇniki, npr. pri replikaciji med geografsko porazdeljenimi strezˇniki,
je potrebno uposˇtevati ustrezno vecˇjo zakasnitev pri prenosu sporocˇil v obe
smeri. Obicˇajne vrednosti za tvolitve so tako med 10ms in 1000ms. Manjˇsi kot
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je tvolitve, manjˇsi je lahko cˇas nedostopnosti ob izpadu vodje, saj se proces
volitev zacˇne hitreje. Po drugi strani lahko premajhna vrednost povzrocˇi ne-
potrebne menjave vodstva in nerazpolozˇljivost sistema v primeru povecˇanih
zakasnitev pri izmenjavi sporocˇil ali procesiranju zahtev.
Drug cˇasovni parameter, od katerega je odvisno delovanje algoritma, je
interval za periodicˇno posˇiljanje sporocˇil za preverjanje zˇivosti. Ta mora biti
strogo manjˇsi od cˇasovne omejitve za zacˇetek volitev in je obicˇajno enak njeni
polovici. S pogostejˇsim posˇiljanjem sporocˇil za preverjanje zˇivosti se lahko
izognemo nezˇelenim menjavam vodstva v primeru obcˇasne izgube paketov,
vendar zmanjˇsanje intervala dodatno obremenjuje centralno procesne enote
in omrezˇje. Intervali manjˇsi od todgovor v vecˇini primerov niso smiselni.
3.6.7 Implementacije
LogCabin je prosto dostopna referencˇna implementacija Rafta, ki je avtor-
jem sluzˇila kot testna platforma pri zasnovi samega algoritma. Algoritem
in njegovo referencˇno implementacijo so razvili za potrebe koordinacije v
shranjevalnem sistemu RAMCloud. Danes so na voljo tudi sˇtevilne druge
odprtokodne in lastniˇske implementacije, ki se uporabljajo v razlicˇnih poraz-
deljenih sistemih.
Facebook zˇe dlje cˇasa testira resˇitev Facebook HydraBase [88], razsˇiritev
porazdeljene shrambe Apache HBase, ki jo trenutno uporabljajo za shra-
njevanje tekstovnih sporocˇil za instantno sporocˇanje. Uporaba algoritma
Raft za replikacijo podatkov znotraj posameznih podatkovnih regij naj bi
jim omogocˇala potencialno povecˇanje razpolozˇljivosti sistema iz trenutnih
99,99% na 99,999%.
CoreOS etcd [89] je odprtokodna porazdeljena podatkovna baza tipa
kljucˇ-vrednost (angl. key-value), ki uporablja lastno implementacijo algo-
ritma Raft v programskem jeziku Go. Med drugim sluzˇi kot zaledni sistem
za odkrivanje storitev ter shranjevanje stanja in konfiguracije v priljublje-
nem sistemu za orkestracijo sistemskih vsebnikov Kubernetes [90]. Odkriva-
nju storitev in upravljanju konfiguracije je namenjena tudi resˇitev HashiCorp
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Consul [91], ki ravno tako temelji na lastni prosto dostopni implementaciji
Rafta.
Ena izmed bolj razsˇirjenih implementacij algoritma Raft je tudi Atomix
Copycat [92], ki je na voljo v obliki odprtokodne knjizˇnice za programski
jezik Java in predstavlja jedro koordinacijskega ogrodja Atomix za razvoj
porazdeljenih sistemov odpornih na napake. Copycat v osnovi omogocˇa im-
plementacijo poljubnega repliciranega avtomata z razsˇiritvijo javanskega ra-
zreda StateMachine, medtem ko samo ogrodje zˇe implementira funkcional-
nost za upravljanje cˇlanstva v skupinah, skupinsko komunikacijo in razlicˇne
podatkovne ter koordinacijske primitive. Tako ponuja strogo konsistentne
porazdeljene razlicˇice nekaterih obicˇajnih podatkovnih struktur, kot so slo-
var (angl. map), mnozˇica (angl. set) in vrsta (angl. queue), kakor tudi
primitive za zaklepanje virov in izbiro vodje v skupini. Atomix za vse ope-
racije v osnovi zagotavlja linearizabilno strogo konsistentnost, omogocˇa pa
tudi izbiro zaporedne stroge konsistentnosti za hitrejˇse branje, ki se lahko
izvede na poljubnem strezˇniku brez izmenjave sporocˇil z najmanj polovico
preostalih strezˇnikov. Ogrodje podpira tudi transakcije z uporabo protokola
dvofaznega potrjevanja (angl. Two-Phase Commit, 2PC ), pri cˇemer ponuja
razlicˇne nivoje izolacije. Poleg aktivnih strezˇnikov oziroma replik, ki sodelu-
jejo v replikaciji podatkov z algoritmom Raft, lahko v grucˇo Atomix dodamo
sˇe pasivne in rezervne replike. V primeru, da katera od aktivnih replik od-
pove, jo lahko Atomix samodejno nadomesti s pasivno ali rezervno repliko.
Rezervne replike ne sodelujejo pri replikaciji podatkov, medtem ko replikacija
podatkov na pasivne replike poteka asinhrono z uporabo protokola Gossip.
To omogocˇa hitrejˇso promocijo pasivnih replik v aktivne. Pasivne replike
lahko poleg tega sodelujejo tudi pri branjih, kjer je dovoljena zaporedna kon-
sistentnost. Poleg javanskega vmesnika je na voljo tudi samostojen agent,
ki je lahko tako v vlogi strezˇnika kot odjemalca grucˇe Atomix in omogocˇa
oddaljeno upravljanje preko vmesnika REST. Ogrodje Atomix predstavlja
kljucˇno komponento porazdeljenega jedra krmilnika programsko dolocˇenih
omrezˇij ONOS in se skupaj s krmilnikom razvija pod okriljem organizacije
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Poglavje 4
Porazdeljeni krmilniki
V poglavju 2 smo temeljito analizirali koncepte programsko dolocˇenih omrezˇij.
Pri tem smo raziskali, kje ima njihova uporaba najvecˇji potencial (razde-
lek 2.5), ter identificirali razlicˇne izzive, ki otezˇujejo sˇirsˇo uporabo (razde-
lek 2.6). Kot kljucˇno oviro pri uvedbi programsko dolocˇenih omrezˇij v pro-
dukcijska okolja smo izpostavili problem zagotavljanja visoke razpolozˇljivosti
in skalabilnosti omrezˇja zaradi centralizacije krmilne ravnine ter priˇsli do spo-
znanja, da je kljub logicˇni centraliziranosti modela nujno potrebna fizicˇna po-
razdeljenost krmilnika. To pomeni, da krmilnik sestavlja vecˇje sˇtevilo instanc
oziroma fizicˇnih strezˇnikov, ki so povezani v grucˇo in na zunaj delujejo kot
ena sama logicˇno centralizirana krmilna ravnina. Porazdeljeni krmilniki, kot
sta OpenDaylight in ONOS, v ta namen izkoriˇscˇajo uveljavljenje mehanizme
za gradnjo porazdeljenih sistemov [93], ki smo jih skupaj z omejitvami pri
nacˇrtovanju teh sistemov spoznali v poglavju 3. Najprej si bomo pogledali
nekaj kljucˇnih strategij pri zasnovi porazdeljenih krmilnikov in raziskali, ka-
tere implementacije odprtokodnih krmilnikov OpenFlow omogocˇajo njihovo
visoko razpolozˇljivost. Nato bomo analizirali arhitekturo izbranega krmil-
nika, ki ga bomo v nadaljevanju uporabili za vzpostavitev pilotnega okolja
in izvedbo testov.
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4.1 Zasnova
Arhitekture porazdeljenih krmilnikov programsko dolocˇenih omrezˇij so pri-
lagojene potrebam konkretnih resˇitev. V splosˇnem jih lahko razdelimo glede
na razlicˇne strategije pri deljenju podatkov, povezovanju stikal s krmilniki,
koordinaciji in tipu krmiljenja [11, 12].
4.1.1 Deljenje podatkov
Podatki, ki so pomembni za delovanje krmilnika, so predvsem podatki o sta-
nju omrezˇja [94]. Z vidika deljenja podatkov v osnovi locˇimo plosko (angl.
flat) oziroma horizontalno in hierarhicˇno oziroma vertikalno arhitekturo kr-
milnikov.
V horizontalni arhitekturi imamo samo en nivo enakovrednih instanc kr-
milnikov, pri cˇemer ima vsaka instanca globalen pogled na omrezˇje, ki ga
skupaj z ostalimi instancami vzdrzˇuje v porazdeljeni shrambi. V ta na-
men instance komunicirajo preko t. i. vzhodno-zahodnih vmesnikov (angl.
east-west APIs). Vsaka instanca posodablja stanje za del omrezˇja, ki ga
direktno nadzoruje. Kljucˇni gradnik predstavljajo algoritmi soglasja, ki za-
gotavljajo strogo konsistentno stanje sistema tudi ob prisotnosti napak in s
tem omogocˇajo, da porazdeljen krmilnik deluje ekvivalentno krmilniku na
enem samem vozliˇscˇu tudi v primeru odpovedi posameznih instanc ali razde-
litev v omrezˇju. V primeru odpovedi instance lahko preostali krmilniki pre-
vzamejo nadzor nad njenimi omrezˇnimi napravami, saj se kopija celotnega
stanja nahaja na vseh pravilno delujocˇih instancah v grucˇi. Kot smo spoznali
v poglavju 3, zagotavljanje konsistentnega stanja zahteva kompromis z vidika
zakasnitev sistema. V primeru porazdeljenih krmilnikov to omejuje odziv-
nost krmilne ravnine, zato se nekatere resˇitve vsaj za dolocˇen tip podatkov
posluzˇujejo tudi sˇibkejˇsih modelov konsistentnosti [13].
V hierarhicˇni arhitekturi imamo vecˇ nivojev krmilnikov, pri cˇemer ima
globalen pogled na omrezˇje zgolj korenski krmilnik, medtem ko krmilniki na
nizˇjih nivojih hranijo le stanje za svoj del omrezˇja. Koordinacija med krmil-
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niki je precej poenostavljena, saj vedno poteka preko skupnega krmilnika na
viˇsjem nivoju. Posamezen krmilnik lahko vse operacije znotraj dela omrezˇja,
ki ga nadzoruje, izvaja popolnoma neodvisno od ostalih, kar omogocˇa vecˇjo
skalabilnost sistema. Poleg tega je lahko nivo abstrakcije omrezˇja na koren-
skem krmilniku bistveno viˇsji, medtem ko se s podrobnostmi posameznega
dela omrezˇja ukvarjajo le pripadajocˇi lokalni krmilniki. Po drugi strani mora
krmilnik za vse operacije, ki zahtevajo globalen pogled na omrezˇje, komuni-
cirati s krmilnikom na viˇsjem nivoju, ki sˇe vedno predstavlja kriticˇno tocˇko
odpovedi. Ravno tako je razpolozˇljivost posameznega dela omrezˇja odvisna
od razpolozˇljivosti krmilnika, ki ta del direktno nadzoruje. Za zagotavlja-
nje visoke razpolozˇljivosti so posamezni krmilniki v hierarhicˇni arhitekturi
obicˇajno tudi horizontalno porazdeljeni. Taksˇen pristop uporablja Google
v svojem programsko dolocˇenem omrezˇju B4 [33], kjer ima vsaka fizicˇna lo-
kacija svoj horizontalno porazdeljen lokalni krmilnik, ki zagotavlja visoko
razpolozˇljivost in direktno nadzoruje stikala na dolocˇeni lokaciji, medtem
ko globalni krmilnik komunicira z mnozˇico lokalnih krmilnikov in skrbi za
globalno optimizacijo prometa. Tudi globalni krmilnik je pri tem horizon-
talno porazdeljen in sicer med vecˇ podatkovnih centrov na razlicˇnih fizicˇnih
lokacijah. Posebnost arhitekture lokalnih krmilnikov je v tem, da osnovno
povezljivost med lokacijami sˇe vedno zagotavljajo z uporabo tradicionalnih
omrezˇnih protokolov, medtem ko je globalni krmilnik namenjen zgolj opti-
mizaciji omrezˇnih poti.
4.1.2 Povezovanje stikal s krmilniki
Cˇe zˇelimo s fizicˇno porazdelitvijo krmilnika zagotoviti visoko razpolozˇljivost
programsko dolocˇenega omrezˇja, moramo poskrbeti, da lahko s podatkovno
ravnino vsakega stikala po potrebi upravlja vecˇ kot ena fizicˇna instanca kr-
milnika. To lahko dosezˇemo s selitvijo naslova IP, preko katerega krmilnik
komunicira s stikali. Stikalo je v tem primeru sˇe vedno povezano na eno samo
instanco krmilnika, vendar se ob njeni odpovedi ponovno povezˇe na naslov,
ki ga med tem preselimo na drugo delujocˇo instanco. Bolj fleksibilno alter-
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nativo za mehkejˇso izvedbo nadomestnega nacˇina delovanja (angl. failover)
predstavlja mozˇnost hkratnega povezovanja stikala na vecˇ kot eno instanco
krmilnika, ki so jo v podjetju Nicira sprva implementirali v obliki lastniˇskih
razsˇiritev protokola OpenFlow. Z razlicˇico protokola 1.2 so te razsˇiritve po-
stale del standarda OpenFlow [60]. Stikalo tako vzpostavi krmilni kanal z
vsemi instancami krmilnika v grucˇi, ki so lahko v vlogi gospodarja (angl.
master), suzˇnja (angl. slave) ali v enakovredni (angl. equal) vlogi. In-
stance krmilnika, ki so v vlogi gospodarja ali v enakovredni vlogi, imajo poln
bralno-pisalni (angl. read/write) dostop, kar pomeni, da lahko spreminjajo
vsebino tokovnih tabel, hkrati pa prejemajo tudi vsa asinhrona sporocˇila z
omrezˇnimi dogodki, medtem ko imajo instance v vlogi suzˇnja zgolj bralni
dostop. Koordinacija selitve stikal med instancami je v domeni same im-
plementacije krmilnika in poteka s pomocˇjo sporocˇil ROLE REQUEST in
ROLE REPLY, s katerimi lahko instanca spremeni svojo vlogo. Krmilnik
mora pri tem zagotoviti, da vlogo s polnim bralno-pisalnim dostopom od
posameznega stikala zahteva najvecˇ ena instanca v grucˇi, sicer lahko pride
do konfliktov pri spreminjanju tokovnih pravil. Stroga konsistentnost presli-
kave med stikali in pripadajocˇimi instancami krmilnikov z vlogo gospodarja
je tako kljucˇna za pravilno delovanje sistema.
4.1.3 Koordinacija
Z vidika koordinacije locˇimo pristope, ki temeljijo na uporabi vodje, in pri-
stope, kjer imajo vse instance enakovredne vloge. V hierarhicˇni arhitekturi
ima korenski krmilnik implicitno vlogo vodje, medtem ko so pristopi v hori-
zontalnih arhitekturah lahko razlicˇni. Rekli smo, da vecˇina prakticˇnih algo-
ritmov soglasja koordinacijo zagotavlja z uporabo vodje. V primeru odpovedi
vodje to sicer pomeni, da morajo krmilniki najprej izvoliti novo vodjo, kar
lahko vpliva cˇas, ki je potreben za vzpostavitev normalnega delovanja, ven-
dar tak pristop zahteva manj rezˇijskega dela pri sami replikaciji podatkov.
Za vecˇjo ucˇinkovitost sistema nekatere implementacije krmilnikov delijo po-
datke med vecˇ neodvisnih instanc repliciranih avtomatov, kar pomeni, da
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ima lahko vsaka instanca krmilnika vlogo vodje za dolocˇen del podatkov.
4.1.4 Zunajpasovno in znotrajpasovno krmiljenje
Kot smo omenili v poglavju 2, lahko krmiljenje stikal OpenFlow poteka bo-
disi zunajpasovno ali znotrajpasovno. Znotrajpasovno krmiljenje v primeru
porazdeljenih krmilnikov predstavlja poseben problem, saj lahko pride do
ciklicˇnih odvisnosti med omrezˇno povezljivostjo, algoritmom soglasja, ki za
napredovanje potrebuje povezljivost s preostalimi vozliˇscˇi, ter krmilno logiko
omrezˇja, ki temelji na algoritmu soglasja in zagotavlja omrezˇno povezljivost
[93]. Odpoved povezave lahko povzrocˇi zacˇasno razdelitev v omrezˇju in pri-
vede do nerazpolozˇljivosti krmilnike ravnine, ki razdelitve v omrezˇju tako
ne more odpraviti s preusmeritvijo prometa po alternativni poti. Avtorji
[93] predlagajo razsˇiritev algoritma Raft, ki v primeru odpovedi direktne
povezave med dvema krmilnikoma omogocˇa posredno komunikacijo preko
ostalih cˇlanov v grucˇi. V splosˇnem se tezˇavam najlazˇje izognemo z uporabo
zunajpasovnega krmiljenja, vendar moramo v tem primeru zagotoviti tudi
redundanco na nivoju krmilnega omrezˇja. Pri uporabi znotrajpasovnega kr-
miljenja si lahko pomagamo z vnaprejˇsnjo namestitvijo alternativnih poti, ki
jih omogocˇajo skupinske tabele OpenFlow, ali pa osnovno povezljivost zago-
tovimo neodvisno od centralizirane krmilne ravnine s pomocˇjo tradicionalnih
omrezˇnih protokolov, kot to pocˇne Google med posameznimi podatkovnimi
centri v omrezˇju B4.
4.2 Implementacije
Onix [47] je bil prvi krmilnik namenjen uporabi v vecˇjih produkcijskih oko-
ljih. Problem skalabilnosti in visoke razpolozˇljivosti resˇuje s horizontalno
porazdeljeno arhitekturo in uporabo uveljavljenih mehanizmov za gradnjo
porazdeljenih sistemov, vendar gre za lastniˇsko resˇitev, ki je kljub drugacˇnim
prvotnim namenom ostala zaprtega tipa. Ravno tako njegov poznejˇsi razvoj
za potrebe krmiljenja omrezˇja Google B4 in komercialne resˇitve VMware
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NSX ni javno dokumentiran.
V poglavju 2 smo zˇe nasˇteli nekatere predstavnike odprtokodnih krmil-
nikov SDN. Ugotovili smo, da je vecˇina implementacij fizicˇno centraliziranih
in v osnovi ne zagotavlja visoke razpolozˇljivosti krmilne ravnine. Izjema so
krmilniki OpenDaylight [54], ONOS [55], OpenMUL [56] in RuNOS [57].
Vecˇ poskusov zagotavljanja visoke razpolozˇljivosti krmilne ravnine lahko za-
sledimo v okviru projektov, kot so HyperFlow [95], DISCO [96] in Ravana
[97]. Vecˇinoma gre za prototipe resˇitev, ki temeljijo na obstojecˇih centralizi-
ranih krmilnikih in uporabi porazdeljene shrambe podatkov. HyperFlow je
aplikacija za krmilnik NOX, ki omogocˇa sinhronizacijo stanja krmilnikov s
pomocˇjo porazdeljenega datotecˇnega sistema WheelFS. Tudi Ravana temelji
na obstojecˇem krmilniku Ryu, vendar zagotavlja strogo konsistentno stanje
vseh krmilnikov grucˇi z replikacijo avtomata na osnovi algoritma Viewstam-
ped Replication. Vecˇ informacij o aktivnem razvoju katere od omenjenih
razsˇiritev nismo zasledili. Ravno tako implementacije teh razsˇiritev niso do-
stopne v obliki izvorne kode ali izvrsˇljivih datotek, zato smo se osredotocˇili
na trenutno dostopne odprtokodne resˇitve.
Ugotovili smo, da krmilnika OpenMUL in RuNOS ne omogocˇata hori-
zontalnega skaliranja krmilne ravnine. Njuno arhitekturo sestavljata najvecˇ
dve instanci krmilnika, pri cˇemer je aktivna samo ena, medtem ko je druga
v pripravljenosti, da prevzame nalogo krmilne ravnine v primeru odpovedi
aktivne instance. Socˇasno delovanje obeh instanc ni predvideno. Hkrati
taksˇna resˇitev v primeru odpovedi komunikacijskih kanalov ne garantira, da
je aktivna samo ena instanca, zato lahko razdelitve v omrezˇju povzrocˇijo
nekonsistentno stanje, ki vodi v napacˇno delovanje krmilne ravnine in ne-
razpolozˇljivost omrezˇja. Tezˇava je namrecˇ v zaznavanju odpovedi. Kot smo
videli v poglavju 3, za dosego soglasja v delno sinhronem sistemu ob prisotno-
sti f nebizantinskih napak potrebujemo najmanj 2f+1 vozliˇscˇ. Cˇe bi zˇeleli
garantirati varnost sistema, ki ga v tem primeru predstavlja porazdeljena
krmilna ravnina, bi odpoved ene od dveh instanc povzrocˇila njegovo neraz-
polozˇljivost. Instanca, ki je v pripravljenosti, zato v primeru nezmozˇnosti ko-
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munikacije z drugo instanco v grucˇi prevzame aktivno vlogo, cˇeprav je lahko
nezmozˇnost komunikacije tudi posledica razdelitve v omrezˇju in ne samo se-
sutja aktivne instance. V skladu s teoremom CAP gre torej za resˇitev tipa
AP, ki v primeru razdelitev zˇrtvuje strogo konsistentnost, da zagotovi raz-
polozˇljivost krmilne ravnine, vendar to sˇe ne zagotavlja razpolozˇljivosti pro-
gramsko dolocˇenega omrezˇja. Nekonsistentno delovanje obeh instanc lahko
privede do tveganih stanj (angl. race condition) pri prevzemu nadrejene
vloge krmilnika za posamezno omrezˇno napravo, kar pomeni, da nadrejeno
vlogo hkrati poskusˇata prevzeti obe instanci v grucˇi, zato nadzor stikala ni
mogocˇ. Verjetnost za pojav razdelitev lahko sicer zmanjˇsamo z vecˇjo redun-
danco krmilnega omrezˇja, vseeno pa se aplikacije na tak mehanizem izvedbe
nadomestnega nacˇina delovanja ne morejo zanesti pri spreminjanju stanja,
ki zahteva strogo konsistentnost, npr. pri definiciji varnostnih politik.
Poleg omenjenih pomanjkljivosti je tudi obseg funkcionalnosti obeh resˇitev
znatno manjˇsi od obsega funkcionalnosti krmilnikov OpenDaylight in ONOS,
ki veljata za dominantni resˇitvi [6, 5] in sta potencialno tudi najbolj primerni
za uporabo v produkcijskih okoljih. Njun razvoj podpira zelo velika odpr-
tokodna skupnost v sodelovanju z razlicˇnimi proizvajalci omrezˇne opreme in
ponudniki storitev. Oba krmilnika sta napisana v programskem jeziku Java
in omogocˇata visoko modularnost, saj so posamezne storitve implementirane
v obliki modularnih gradnikov OSGi, ki jih lahko dinamicˇno odstranjujemo in
dodajamo med samim delovanjem. Tako OpenDaylight kot ONOS problem
koordinacije resˇujeta z uporabo algoritma soglasja Raft, ki zahteva vecˇinsko
sklepcˇnost za izvedbo operacij. Za zagotavljanje razpolozˇljivosti v primeru
izpada ene instance tako potrebujemo grucˇo najmanj treh strezˇnikov, ven-
dar s tem lahko zagotovimo pravilnost tudi v primeru razdelitev krmilnega
omrezˇja. Porazdeljeno jedro krmilnika ONOS predstavlja razsˇiritev koordi-
nacijskega ogrodja Atomix, medtem ko OpenDaylight uporablja lastno im-
plementacijo algoritma Raft na temelju ogrodja Akka. Obe resˇitvi za vecˇjo
ucˇinkovitost omogocˇata deljenje podatkov med vecˇ instanc algoritma Raft.
OpenDaylight deli podatke glede na vsebinske sklope, medtem ko so po-
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datki pri krmilniku ONOS z namenom vecˇje skalabilnosti razdeljeni glede na
kljucˇ posamezne vrednosti. Krmilnik ONOS poleg tega omogocˇa eventuelno
konsistentno shrambo podatkov, pri cˇemer sta hitrejˇse branje in pisanje po-
membnejˇsa od stroge konsistentnosti. Za vzpostavitev pilotnega okolja in
izvedbo testov smo izbrali krmilnik ONOS. V tej fazi z vidika zagotavlja-
nja visoke razpolozˇljivosti sicer nismo prepoznali vecˇjih razlik v primerjavi s
krmilnikom OpenDaylight, smo pa ocenili, da arhitektura krmilnika ONOS
omogocˇa vecˇjo skalabilnost, kar naj bi bil tudi eden izmed kljucˇnih atri-
butov pri njegovi zasnovi. Poleg tega krmilnik ONOS cilja na ponudnike
telekomunikacijskih storitev, kjer smo prepoznali velik potencial za uporabo
programsko dolocˇenih omrezˇij (poglavje 2). Arhitekturo krmilnika ONOS si
bomo podrobneje ogledali v nadaljevanju.
4.3 ONOS
ONOS (angl. Open Network Operating System) je torej odprtokoden kr-
milnik programsko dolocˇenih omrezˇij, katerega glavna cilja pri razvoju sta
horizontalna skalabilnost in visoka razpolozˇljivost, saj je namenjen uporabi v
omrezˇjih ponudnikov storitev, ki obicˇajno predstavljajo kriticˇno infrastruk-
turo. Kljub temu da gre v primerjavi z ostalimi krmilniki za relativno novo
resˇitev, prva razlicˇica je bila izdana konec leta 2014, je zˇe pritegnil pozornost
nekaterih telekomunikacijskih ponudnikov in proizvajalcev omrezˇne opreme,
ki financˇno pomagajo in sodelujejo pri samem razvoju v okviru organizacije
ONF.
4.3.1 Arhitektura
Visokonivojski pregled arhitekture krmilnika ONOS lahko vidimo na sliki 4.1.
Po zgledu krmilnika Onix je ONOS zgrajen okoli porazdeljenega jedra (angl.
distributed core), ki skrbi za sinhronizacijo stanja in koordinacijo vseh in-
stanc v grucˇi. Porazdeljeno jedro hrani in preko severnih vmesnikov apli-















Slika 4.1: Vecˇnivojska arhitektura krmilnika ONOS [98]
(angl. protocol-agnostic) na juzˇni strani. Neodvisno od protokolov lahko
aplikacije tudi podajo omrezˇne zahteve bodisi v obliki visokonivojskih to-
kovnih pravil ali v obliki namere (angl. intent) za komunikacijo med dvema
tocˇkama v omrezˇju. Poleg tega jedro aplikacijam nudi razlicˇne porazdeljene
podatkovne in koordinacijske primitive za hranjenje lastnega stanja. Za inte-
rakcijo z omrezˇnimi napravami skrbijo t. i. ponudniki (angl. providers), ki s
pomocˇjo gonilnikov (angl. drivers) implementirajo razlicˇne protokole juzˇnih
vmesnikov. Sprva je bil poudarek ONOSa predvsem na protokolu Open-
Flow, medtem ko so pozneje dodali tudi ponudnike za druge protokole, kot
so NETCONF, OVSDB, REST, SNMP in TL1. Ponudniki v vsaki instanci
krmilnika procesirajo dogodke dolocˇene podmnozˇice omrezˇnih naprav. Pri
tem skrbijo za preslikavo med abstraktnim omrezˇnim stanjem in zahtevami
jedra ter specificˇnimi ukazi oziroma sporocˇili konkretnega juzˇnega vmesnika,
kot je OpenFlow.
4.3.2 Storitve
Krmilnik ONOS je sestavljen iz mnozˇice storitev oziroma podsistemov, ki
predstavljajo posamezno enoto funkcionalnosti. Sem spadajo razlicˇni omrezˇni
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podsistemi za upravljanje omrezˇnih naprav (angl. device subsystem), pove-
zav (angl. link subsystem), koncˇnih tocˇk (angl. host subsystem), topologije
(angl. topology subsystem), poti (angl. path service), tokovnih pravil (angl.
flow rule subsystem) in paketov (angl. packet subsystem), kot tudi jedrni pod-
sistemi za upravljanje grucˇe (angl. cluster subsystem), konfiguracije (angl.
configuration subsystem), shranjevalni podsistem (angl. storage subsystem)








































Slika 4.2: Storitve oziroma podsistemi krmilnika ONOS [98]
Vsak podsistem je sestavljen iz ene ali vecˇ kljucˇnih komponent, ki lezˇijo
na razlicˇnih nivojih krmilnika in so med seboj povezane z enim ali vecˇ aplika-
cijskih vmesnikov, kot prikazuje slika 4.3. V jedru obicˇajno lezˇita upravljavec
(angl. manager) in shramba (angl. store) posameznega podsistema. Upra-
vljavec prejema informacije od ponudnikov na juzˇni strani, jih shranjuje v
pripadajocˇi shrambi, ki je lahko bodisi strogo ali eventuelno konsistentna,
ter jih servira aplikacijam in drugim storitvam preko vmesnika na severni
strani. Komunikacija lahko poteka sinhrono s pomocˇjo poizvedb oziroma zah-
tev preko storitvenega vmesnika ali asinhrono z implementacijo poslusˇalca,















































Slika 4.3: Struktura podsistemov ONOS [98]
prave ali prispetje paketa za obdelavo v aplikacijski logiki. Vsi podsistemi
pri tem ne vkljucˇujejo komponent na vseh nivojih. Sistem za upravljanje to-
pologije npr. ne komunicira neposredno s ponudniki na juzˇni strani, temvecˇ
za izgradnjo topolosˇkega grafa omrezˇja uporablja informacije podsistemov za
upravljanje naprav in povezav. Podobno storitev za izracˇun poti operira le
nad grafom omrezˇja topolosˇkega podsistema.
4.3.3 Predstavitev stanja omrezˇja
Stanje omrezˇja je v porazdeljenem jedru predstavljeno neodvisno od proto-
kolov s pomocˇjo razlicˇnih konstruktov.
Topologija omrezˇja
Globalni pogled na omrezˇje je shranjen s pomocˇjo naslednjih tipov:
• Naprava (angl. device): Omrezˇna naprava, ki ima vecˇ vmesnikov in je
enolicˇno dolocˇena z identifikatorjem DeviceId. Naprave predstavljajo
notranja vozliˇscˇa omrezˇnega grafa.
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• Vmesnik (angl. port): Omrezˇni vmesnik naprave, ki skupaj z identi-
fikatorjem naprave tvori tocˇko povezave (angl. connect point). Tocˇka
povezave predstavlja zacˇetek ali konec povezave v omrezˇnem grafu.
• Koncˇna tocˇka (angl. host): Koncˇna tocˇka v omrezˇju, ki ima dolocˇen
naslov IP, naslov MAC, identifikator VLAN in tocˇko povezave. Koncˇne
tocˇke predstavljajo liste v omrezˇnem grafu.
• Povezava (angl. link): Usmerjena povezava med dvema napravama
oziroma tocˇkama povezave.
• Robna povezava (angl. edge link): Poseben primer povezave, ki pred-
stavlja povezavo med napravo in koncˇno tocˇko.
• Pot (angl. path): Seznam ene ali vecˇ povezav, vkljucˇno z robnimi
povezavami.
• Topologija (angl. topology): Posnetek prehodnega grafa omrezˇja, ki
je uporaben za izracˇun poti s poljubnim algoritmom.
Krmiljenje omrezˇja
Krmiljenje omrezˇja omogocˇajo tipi:
• Tokovno pravilo (angl. flow rule): Visokonivojska predstavitev to-
kovnega pravila, ki je podana s parom pogoja za ujemanje in pripa-
dajocˇe akcije oziroma kompozita akcij.
• Namera (angl. intent): Visokonivojska zahteva za zˇeleno obnasˇanje
omrezˇja, npr. povezljivost dveh koncˇnih tocˇk v omrezˇju. Podsistem za
mrezˇenje na osnovi namena jih prevede v ustrezna tokovna pravila, ki
odrazˇajo zˇeleno obnasˇanje omrezˇja.
• Vloga (angl. role): Predstavlja vlogo posamezne instance krmilnika
za dolocˇeno omrezˇno napravo in ima lahko vrednost:
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– NONE, cˇe omrezˇna naprava nima vzpostavljenega krmilnega ka-
nala s konkretno instanco krmilnika,
– MASTER, cˇe ima instanca krmilnika vlogo gospodarja za to na-
pravo, ali
– STANDBY, cˇe ima naprava vzpostavljen krmilni kanal z instanco,
vendar le-ta ni njen gospodar.
Omrezˇni paketi
Za potrebe preusmerjanja prometa aplikacijski logiki sta na voljo tudi tipa:
• odhodni paket (angl. outbound packet), ki je namenjen predstavitvi
paketa za posˇiljanje s sporocˇilom OpenFlow PACKET OUT, in
• dohodni paket (angl. inbound packet), ki je namenjen predstavitvi
paketa prejetega s sporocˇilom OpenFlow PACKET IN.
4.3.4 Porazdeljeno delovanje
Porazdeljeno jedro krmilnika ONOS od razlicˇice 1.4 dalje temelji na koordi-
nacijskem ogrodju Atomix, ki smo ga omenili v okviru implementacij algo-
ritma Raft (razdelek 3.6.7). Sˇtevilne razsˇiritve avtorji krmilnika postopoma
vkljucˇujejo tudi v samo ogrodje, ki se sedaj kot kljucˇna komponenta krmil-
nika ravno tako razvija pod okriljem organizacije ONF. Koordinacija sta-
rejˇsih razlicˇic je temeljila na uporabi porazdeljene shrambe Hazelcast [99],
vendar le-ta v primeru razdelitev ni garantirala pravilnega delovanja, saj gre
za resˇitev tipa AP.
Krmilnik ONOS je sestavljen iz grucˇe ene ali vecˇ instanc (angl. instance)
oziroma vozliˇscˇ (angl. node) krmilnika. Obicˇajno je sˇtevilo vozliˇscˇ z name-
nom zagotavljanja visoke razpolozˇljivosti liho in vecˇje ali enako 3, saj algo-
ritem Raft, ki je osnova za koordinacijo grucˇe, za izvedbo operacij zahteva
vecˇinsko sklepcˇnost. Grucˇa treh instanc krmilnika je tako razpolozˇljiva, do-
kler delujeta in med seboj komunicirata vsaj 2 instanci. Vsaka instanca ima
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enolicˇni identifikator NodeID, ki je privzeto enak naslovu IP, preko katerega
instanca komunicira s preostalo grucˇo. Za potrebe porazdeljenega delovanja
jedro nudi tako strogo kot tudi eventuelno konsistentno shrambo.
Strogo konsistentna shramba
Strogo konsistentna shramba temelji na replikaciji podatkov z uporabo al-
goritma soglasja Raft, pri cˇemer so vse instance tako v vlogi strezˇnikov kot
tudi odjemalcev Raft. Podatki so za vecˇjo ucˇinkovitost pri branju in pisanju
razdeljeni v vecˇ razdelkov oziroma med vecˇ instanc algoritma, kot prikazuje
slika 4.4. Privzeto sˇtevilo razdelkov je enako sˇtevilu instanc v grucˇi, kar
	 


























Slika 4.4: Delitev podatkov med vecˇ instanc algoritma Raft [98]
pomeni, da ima lahko vsaka instanca vlogo vodje za dolocˇeno podmnozˇico
podatkov. Implementacija poleg tega omogocˇa branje z zaporedno strogo
konsistentnostjo iz poljubnega vozliˇscˇa, obicˇajno je to kar lokalni strezˇnik
Raft, cˇe ta za vodjo zaostaja manj kot za en interval preverjanja zˇivosti.
Zahteva za branje se posreduje vodji samo, cˇe je striktno zahtevana lineari-
zablnost, ali cˇe strezˇnik zaostaja za vodjo vecˇ kot za en interval preverjanja
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zˇivosti, medtem ko se zahteva za pisanje vedno posreduje vodji in replicira
po obicˇajnem postopku.
Strogo konsistentna shramba je razlicˇnim storitvam krmilnika na voljo v
obliki porazdeljenih podatkovnih struktur, in sicer porazdeljenega slovarja,
mnozˇice, vrste, atomarnega sˇtevca in atomarne vrednosti. Poleg tega je na
voljo tudi storitev za upravljanje cˇlanstva v skupinah z mozˇnostjo preverja-
nja zˇivosti in izbire vodje. Izbira vodje je ravno tako izvedena z replikacijo
avtomata in jo lahko aplikacije uporabijo za lastne potrebe, npr. cˇe mora
aplikacija dolocˇeno operacijo izvesti zgolj na eni izmed zˇivih instanc krmil-
nika. Cˇe vodja dolocˇene skupine odpove oziroma ne more komunicirati z
grucˇo, mu po dolocˇenem cˇasu potecˇe seja, zato ga grucˇa samodejno izkljucˇi
iz skupine in izbere novo vodjo z viˇsjo sˇtevilko mandata. Vodje skupin in
pripadajocˇe sˇtevilke mandatov so pri tem neodvisne od vodij in mandatov
algoritma Raft.
Storitev za izbiro vodje se uporablja tudi interno v okviru storitve za
upravljanje vloge gospodarja (angl. mastership role service), ki mora za
vsako omrezˇno napravo med instancami krmilnika, ki so v vlogi pripravlje-
nosti (vrednost STANDBY ), izbrati vodjo oziroma instanco z vlogo gospo-
darja (vrednost MASTER). Instanca v vlogi gospodarja lahko edina zahteva
bralno-pisalni dostop do te omrezˇne naprave. Instanca lahko sama odstopi
od vloge gospodarja, cˇe izgubi povezavo z dolocˇeno omrezˇno napravo, ali cˇe
omrezˇna naprava na sporocˇilo za spremembo vloge ROLE REQUEST odgo-
vori z napako. V primeru, da instanca ne more komunicirati s preostankom
grucˇe, grucˇa po poteku njene seje samodejno izvoli novo vodjo oziroma novo
instanco z vlogo gospodarja za to napravo. Stroga konsistentnost pri iz-
biri vodje zagotavlja, da je gospodar dolocˇene naprave najvecˇ ena instanca.
Sˇtevilka mandata gospodarja, ki se z vsako spremembo gospodarja monotono
povecˇuje, se uporabi tudi v sporocˇilu za spremembo vloge ROLE REQUEST
kot parameter generation ID, na podlagi katerega lahko omrezˇna naprava
zavrne zastarelo zahtevo za spremembo vloge. Na ta nacˇin je zagotovljena
pravilnost delovanja tudi v primeru, ko zahteva za spremembo vloge zaradi
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nepredvidenih zakasnitev do omrezˇne naprave prispe pozneje kot neka druga
novejˇsa zahteva.
Poleg vlog gospodarjev so strogo konsistentno shranjeni tudi podatki o
koncˇnih tocˇkah v omrezˇju, konfiguracija in druge zahteve aplikacij, kot so
visokonivojska tokovna pravila, namere in zahteve za posˇiljanje odhodnih
paketov.
Eventuelno konsistentna shramba
Eventuelno konsistentna shramba krmilnika ONOS zˇrtvuje strogo konsisten-
tnost v zameno za bistveno hitrejˇse branje in pisanje, saj temelji na optimi-
sticˇnem pristopu replikacije in ne zagotavlja trajnosti podatkov. Vsa branja
so rezultat lokalnega stanja, pri pisanju pa instanca zahtevo sicer razposˇlje
preostalim instancam v grucˇi, vendar ne cˇaka na njihove potrditve. Zaradi
uporabe optimisticˇnega pristopa pri replikaciji se lahko dolocˇene zahteve iz-
gubijo zˇe med normalnim delovanjem, zato sinhronizacija instanc poteka tudi
z uporabo protokola Gossip. Instanca si vsakih nekaj sekund izbere drugo
nakljucˇno instanco, s katero uskladi stanje na podlagi cˇasovnih zˇigov. Na
ta nacˇin lahko tudi nove instance ali instance, ki nekaj cˇasa niso mogle ko-
municirati s preostalimi cˇlani grucˇe, hitro uskladijo svoje stanje. Shramba
je razlicˇnim storitvam na voljo v obliki eventuelno konsistentnega slovarja,
ki lahko za razvrsˇcˇanje dogodkov uporablja cˇasovne zˇige na osnovi realnega
cˇasa ali poljubne logicˇne ure.
Eventuelno konsistentna shramba v porazdeljenem jedru hrani vecˇino in-
formacij, ki tvorijo globalni pogled na omrezˇje. To so predvsem podatki
o omrezˇenih napravah, stanju njihovih vmesnikov in povezavah med njimi.
Kljub sˇibkim zagotovilom same shrambe je globalni pogled relativno kon-
sistenten. Spremembe stanja namrecˇ izhajajo iz samih omrezˇnih naprav,
pri cˇemer krmilnik garantira, da dogodke dolocˇene naprave procesira in v
shrambi ustrezno posodablja njihovo stanje samo ena instanca. To je in-
stanca, ki ima za to napravo vlogo gospodarja. Gospodar skrbi tudi za
cˇasovno zˇigosanje dogodkov, ki je neodvisno od realnega cˇasa, saj cˇasovni
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zˇig sestavljata sˇtevilka mandata gospodarja in zaporedna sˇtevilka dogodka
znotraj mandata. To omogocˇa striktno razvrsˇcˇanje dogodkov posamezne na-
prave in identifikacijo zastarelih dogodkov. Poleg tega gospodar periodicˇno
preverja dejansko stanje naprave in morebitne neskladnosti ustrezno posoda-
blja v shrambi. Do neskladnosti lahko pride v primeru, da gospodar odpove,
preden uspe dolocˇen dogodek, ki ga je sicer prejel od omrezˇne naprave, npr.
spremembo stanja vmesnika, razposlati preostalim cˇlanom grucˇe.
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Poglavje 5
Pilotno okolje
Za potrebe predvidene analize obnasˇanja programsko dolocˇenega omrezˇja v
primeru razlicˇnih odpovedi smo najprej vzpostavili pilotno okolje z izbranim
krmilnikom ONOS in simulatorjem programsko dolocˇenih omrezˇij Mininet.
Ker smo zˇeleli pilotno okolje kar se da priblizˇati resnicˇni postavitvi, smo
vozliˇscˇa oziroma instance krmilnika ONOS locˇili od samega simulacijskega
okolja, kot prikazuje slika 5.1. Grucˇa ONOS se tako izvaja na treh ali vecˇ
namenskih strezˇnikih, medtem ko se simulacijsko okolje nahaja na locˇenem
strezˇniku in sluzˇi orkestraciji testov ter emulaciji programsko dolocˇenega
omrezˇja z uporabo navideznih stikal Open vSwitch. Prepoznali smo potrebo
po ponovljivosti celotnega procesa testiranja, vkljucˇno s samo vzpostavitvijo
krmilnika, zato smo namestitev instanc krmilnika in njihovo povezovanje v
grucˇo avtomatizirali s pomocˇjo skript, ki za oddaljeno izvedbo ukazov upo-
rabljajo protokol SSH. Te smo v nadaljevanju integrirali v testno ogrodje,
ki predstavlja razsˇiritev simulatorja Mininet. Ogrodje omogocˇa interakcijo
s krmilnikom ONOS in simulacijo razlicˇnih odpovedi instanc krmilnika ter
povezav med njimi. V prvi fazi smo uporabili navidezne strezˇnike na hiper-
vizorju VMware ESXi, ki smo jih pozneje z namenom vecˇje konsistentnosti
rezultatov nadomestili s fizicˇnimi strezˇniki. Na koncu smo resˇitev preizkusili
tudi v javnem oblaku. Za zajem in analizo tako krmilnega kot uporabniˇskega
prometa smo uporabili orodji tcpdump in Wireshark, medtem ko smo si pri
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odpravljanju tezˇav pomagali tudi z orodjem ovs-vsctl za konfiguracijo ter
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Slika 5.1: Predvidena arhitektura pilotnega okolja
5.1 Priprava
Za vzpostavitev pilotnega okolja smo izbrali stabilno izdajo krmilnika ONOS,
in sicer razlicˇico 1.10.3, ki smo jo pozneje nadomestili z razlicˇico 1.10.4.
Preucˇili smo dokumentacijo za namestitev in konfiguracijo stabilne izdaje,
ki za razliko od razvojnega okolja obicˇajno tecˇe kot sistemska storitev z upo-
rabo locˇenega uporabniˇskega imena in pod nadzorom sistemskega upravljavca
storitev, v nasˇem primeru je to systemd. V skladu s predvideno arhitekturo
pilotnega okolja smo za instance krmilnika pripravili vecˇ strezˇnikov z ope-
racijskim sistemov Linux Ubuntu 16.04 LTS, saj je ta priporocˇen za name-
stitev krmilnika. Razlicˇica 16.04 LTS je bila ob tem tudi aktualna razlicˇica
s podaljˇsano podporo. Poskrbeli smo za osnovno konfiguracijo omrezˇja in
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strezˇnikov z omrezˇnimi nastavitvami, imeni in kljucˇi SSH za oddaljen do-
stop, pri cˇemer smo onemogocˇili dostop z gesli. Z orodjem iptables smo
definirali paketne filtre, ki preprecˇujejo ves dohodni promet z izjemo odda-
ljenega dostopa s protokolom SSH iz upravljavskega omrezˇja, komunikacije
med strezˇniki na vratih TCP 9876 za potrebe koordinacije grucˇe, dostop iz
simulacijskega okolja preko vrat TCP 6653 za povezavo stikal s krmilnikom
in dostop do spletnega vmesnika na vratih TCP 8181. Trajnost definira-
nih pravil smo dosegli z uporabo paketa iptables-persistent. Za usklajevanje
cˇasa smo namestili programsko opremo ntpd in nastavili sinhronizacijo na
Arnesova javna strezˇnika za tocˇen cˇas.
Namestitev instanc krmilnika smo na pripravljene strezˇnike najprej opra-
vili rocˇno, vendar smo v prvi fazi testiranja naleteli na razlicˇna napacˇna sta-
nja krmilnika in tezˇave pri spreminjanju sˇtevila strezˇnikov v grucˇi, medtem
ko smo za izvedbo vseh testov zˇeleli enotno izhodiˇscˇe. Postopek namesti-
tve smo zato avtomatizirali s pomocˇjo skripte, ki celoten postopek opravi z
oddaljeno izvedbo ukazov preko protokola SSH. Na izbranem strezˇniku naj-
prej doda sistemskega uporabnika, pod katerim se bo storitev izvajala. V
kolikor ni namesˇcˇena ustrezna razlicˇica jave, doda manjkajocˇ repozitiorij in
namesti javansko izvajalno okolje. Nato z orodjem scp na ciljni strezˇnik
prenese namestitvene datoteke in po potrebi pripravi kljucˇe za dostop do
ukazne vrstice krmilnika, ki je z razlicˇico 1.10.4 privzeto zasˇcˇitena z geslom
ali kljucˇi SSH. V nadaljevanju sledi cˇiˇscˇenje morebitne obstojecˇe namesti-
tve, ekstrakcija namestitvenih datotek, njihovo kopiranje v ustrezne imenike,
dolocˇanje imeniˇskih pravic, namesˇcˇanje storitvenih datotek in njihova regi-
stracija s sistemskim upravljavcem storitev systemd ter dodajanje dolocˇenih
opcij v nastavitvene datoteke. Skripta med drugim nastavi parametre za
maksimalno velikost kopice v javanskem izvajalnem okolju, ki je pomembna
za pravilno delovanjem ob vecˇjem sˇtevilu povezanih omrezˇnih naprav. Cˇe
skripti podamo tudi pot do shrambe kljucˇev, poskrbi za njen prenos na ciljni
strezˇnik in definicijo ustreznih parametrov za uporabo varnega kanala med
krmilnikom in omrezˇnimi napravami s protokolom TLS. Na koncu krmilniˇsko
90 POGLAVJE 5. PILOTNO OKOLJE
storitev tudi zazˇene. Uporabo skripte smo predvideli iz testnega strezˇnika v
sklopu izvajanja testov.
Pripravo omenjenih kljucˇev za vzpostavitev varnega kanala med omrezˇnimi
napravami in krmilnikom smo ravno tako avtomatizirali s skripto, ki z upo-
rabo orodij ovs-pki, keytool in openssl generira certifikatni agenciji, kljucˇe
in pripadajocˇa digitalna potrdila tako za krmilnik kot stikala ter jih pre-
tvori v ustrezne formate. Privatni kljucˇ in digitalno potrdilo stikala ter di-
gitalno potrdilo certifikatne agencije krmilnika v formatu pem tudi namesti
na lokalno stikalo Open vSwitch, medtem kot javansko shrambo kljucˇev s
privatnim kljucˇem in digitalnim potrdilom krmilnika ter digitalnim potrdi-
lom certifikatne agencije stikala prepusti skripti za namestitev krmilnika. Z
avtomatizacijo celotnega procesa namestitve skupaj z nadaljnjimi koraki za
vzpostavitev grucˇe, ki smo jih implementirali v okviru testnega ogrodja, smo
omogocˇili tudi enostavnejˇso prenosljivost pilotnega okolja.
Za simulacijsko okolje smo uporabili simulator Mininet [100] razlicˇice
2.2.2, ki smo ga namestili na testni strezˇnik z operacijskim sistemom Linux
Ubuntu 14.04 LTS. Z novejˇsimi razlicˇicami operacijskega sistema se namrecˇ
pojavljajo tezˇave pri uporabi simulatorja Mininet zaradi hrosˇcˇa v jedru [101],
ki povzrocˇi obesˇenje sistema pri izvedbi dolocˇenih sistemskih klicev za delo
z imenskimi prostori. Testni strezˇnik smo pripravili podobno kot preostale
strezˇnike. Dovolili smo zgolj oddaljen dostop s protokolom SSH z uporabo
kljucˇev SSH. Poskrbeli smo tudi, da je s kljucˇem testnega strezˇnika mogocˇ
dostop do vseh instanc krmilnikov, kar predstavlja osnovni predpogoj tako
za namestitev kot tudi samo interakcijo s krmilnikom v okviru nasˇe resˇitve.
5.2 Simulacijsko okolje
5.2.1 Mininet
Mininet je omrezˇni simulator, ki z uporabo lahke virtualizacije na nivoju
operacijskega sistema Linux omogocˇa enostavno prototipiranje programsko
dolocˇenih omrezˇij preko ukazne vrstice ali aplikacijskega programskega vme-
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snika v jeziku Python [102, 100]. S programsko kodo lahko definiramo
mnozˇico gostiteljev, stikal in krmilnikov ter topologijo, ki dolocˇa povezave
med njimi. S posameznimi elementi lahko nato tudi upravljamo. Vsak go-
stitelj je realiziran s procesom ukazne lupine v lastnem omrezˇnem imenskem
prostoru (angl. network namespace), ki omogocˇa locˇevanje omrezˇnega konte-
ksta na nivoju jedra operacijskega sistema. Omrezˇni imenski prostori imajo
izolirane omrezˇne vmesnike, sklade protokola IP, usmerjevalne tabele in ime-
nik /proc/net. Standardni vhod in izhod procesa sta z uporabo cevi (angl.
pipe) preusmerjena v starsˇevski proces mininet, preko katerega lahko iz pro-
gramske kode izvrsˇujemo razlicˇne ukaze z metodo cmd() ali preko vmesnika
popen(). Na ta nacˇin lahko v gostiteljih poganjamo poljubno programsko
opremo za operacijski sistem Linux, npr. orodje ping ali strezˇnik HTTP.
Razlicˇna navidezna stikala, ki nadomesˇcˇajo fizicˇne omrezˇne naprave, obicˇajno
tecˇejo v privzetem imenskem prostoru in so z drugimi stikali ter gostitelji po-
vezana z uporabo navideznega etherneta (angl. virtual-ethernet, veth).
5.2.2 Navidezna stikala
Za nasˇe potrebe smo izbrali navidezno stikalo Open vSwitch. Kot smo ome-
nili v razdelku 2.3.1, se stikalo Open vSwitch za razliko od nekaterih ekspe-
rimentalnih implementacij uporablja tudi v komercialnih resˇitvah, zato smo
ocenili, da bo najbolj primerno tudi za nasˇe pilotno okolje. Preucˇili smo
mozˇnosti za povezovanje stikala na vecˇ instanc krmilnika iz simulacijskega
okolja. Okolje Mininet namrecˇ definira razred OVSSwitch, ki omogocˇa upra-
vljanje stikala Open vSwitch. Ravno tako so na voljo razredi za interakcijo z
razlicˇnimi enostavnimi krmilniki, kot je Pox, in razred RemoteController, ki
omogocˇa povezovanje na poljuben zunanji krmilnik, vendar v osnovi ne po-
nuja mozˇnosti za povezovanje s porazdeljenimi krmilniki. Ugotovili smo, da
stikalo Open vSwitch to sicer omogocˇa in stikalo tudi uspesˇno povezali na vse
instance krmilnika ONOS z orodjem ovs-vsctl. Resˇitev smo najprej preizkusili
z uporabo protokola OpenFlow 1.0, ki ga podpirata tako stikalo kot krmilnik
in z lastniˇskimi razsˇiritvami omogocˇa tudi povezovanje na vecˇ krmilnikov. Pri
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tem smo naleteli na razlicˇne tezˇave pri prevzemanju vloge gospodarja, cˇe smo
prekinili zgolj krmilni kanal med stikalom in eno instanco krmilnika. Zˇeleli
smo izkljucˇiti mozˇnost tezˇav zaradi razlicˇice protokola, saj je povezovanje
z vecˇ krmilniki standardizirano sˇele z razlicˇico 1.2 (razdelek 4.1.2). Ocenili
smo, da bi bilo najbolje uporabiti OpenFlow 1.3, ki je aktualna razlicˇica
s podaljˇsano podporo. Tudi knjizˇnica logixen [103], ki je osnova za imple-
mentacijo protokola na krmilniˇski strani, za produkcijsko uporabo priporocˇa
razlicˇico 1.3, medtem naj bi bila razlicˇica 1.2 namenjena zgolj eksperimen-
talni uporabi. Pri tem smo ugotovili, da stikalo Open vSwitch 2.0.2, ki je
namesˇcˇeno skupaj s simulatorjem Mininet, nima popolne podpore za Open-
Flow 1.2 in 1.3. Tudi prakticˇen preizkus je pri uporabi omenjenih razlicˇic
pokazal dolocˇene napake v dnevniˇskih zapisih krmilnika. Odlocˇili smo se za
nadgradnjo stikala Open vSwitch, vendar se je izkazalo, da namestitveni pa-
keti za novejˇse izdaje stikala za operacijski sistem Ubuntu 14.04 LTS niso
na voljo, medtem ko operacijskega sistema nismo mogli nadgraditi zaradi zˇe
omenjenega hrosˇcˇa v novejˇsem jedru. Na koncu smo uspeli iz izvorne kode
prevesti in namestiti Open vSwitch razlicˇice 2.7.2, ki je bila v cˇasu postavitve
tudi aktualna stabilna razlicˇica in v celoti podpira protokol OpenFlow 1.3.
V sklopu razvoja testnega ogrodja smo v nadaljevanju implementirali
ustrezne razsˇiritve razredov krmilnika in stikala za delo s porazdeljenim kr-
milnikom ONOS.
5.3 Testno ogrodje
Za izvedbo predvidenih testov in analizo obnasˇanja smo razvili ogrodje, ki
predstavlja razsˇiritev simulacijskega okolja Mininet in omogocˇa interakcijo s
porazdeljenim krmilnikom ONOS ter simulacijo razlicˇnih odpovedi. Pri tem
smo uporabili razvojno okolje PyCharm, v katerem smo nastavili oddaljen in-
terpreter Python, ki se z uporabo protokola SSH izvaja na testnem strezˇniku
v pilotnem okolju. Za hitrejˇso izvedbo smo poskrbeli tudi za avtomatsko
namesˇcˇanje izvorne kode iz razvojnega okolja na testni strezˇnik s pomocˇjo
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protokola SFTP.
5.3.1 Krmilnik
Za interakcijo in povezovanje s porazdeljenim krmilnikom ONOS smo im-
plementirali razred ONOSController, ki razsˇirja genericˇen razred Controller
okolja Mininet in med drugim hrani seznam vseh vozliˇscˇ krmilnika, ki so
predstavljena razredom ONOSNode. Uporaba vgrajenega razreda Remote-
Controller poleg tega, da predstavlja eno samo instanco krmilnika, namrecˇ
sluzˇi zgolj kot referenca za povezavo stikal na krmilnik s protokolom Open-
Flow, medtem ko ne omogocˇa interakcije s samim krmilnikom.
Konstruktor razreda ONOSController sprejme seznam domenskih imen
oziroma naslovov IP strezˇnikov, na katerih je namesˇcˇen oziroma na katere
zˇelimo namestiti krmilnik ONOS, razlicˇico krmilnika in nekatere druge pa-
rametre, kot sta velikost kopice in zahteva po uporabi varnega kanala med
omrezˇnimi napravami in krmilnikom. Od konstruktorja lahko z zastavico
deploy zahtevamo svezˇo namestitev krmilnika. V tem primeru se ob iniciali-
zaciji s pomocˇjo pripravljene skripte izvede vzporedna namestitev krmilnika
na vse podane strezˇnike preko protokola SSH. Po potrebi se pred namestitvijo
iz uradnega repozitorija prenesejo tudi namestitvene datoteke krmilnika in
pripravijo kljucˇi za vzpostavitev varnega kanala med omrezˇnimi napravami
ter krmilnikom. Okolje nato pocˇaka, da so vse instance krmilnika pripra-
vljene. To je takrat, ko se ukazne vrstice vseh instanc zacˇnejo odzivati in v
seznamu vozliˇscˇ vrnejo lastno stanje, ki je enako READY. Sledi povezovanje
vseh instanc v grucˇo z ukazom onos-form-cluster. Vzpostavitev krmilnika se
zakljucˇi, ko je grucˇa delujocˇa, kar pomeni, da je na vseh instancah mogocˇa
izvedba ukazov. Preverjanje poteka z uporabo ukaza summary preko uka-
zne vrstice krmilnika, ki vrne povzetek stanja grucˇe le v primeru, da lahko
instanca komunicira z vecˇino cˇlanov v grucˇi, saj zahteva branje iz strogo
konsistentne porazdeljene shrambe.
Za nadaljnjo interakcijo s krmilnikom smo implementirali razlicˇne me-
tode, ki na oddaljenih strezˇnikih omogocˇajo izvedbo sistemskih ukazov, iz-
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vedbo ukazov preko ukazne vrstice krmilnika, zagon in zaustavitev storitve,
preverjanje stanja posameznih instanc ali celotne grucˇe, kakor tudi enostavno
izvedbo dolocˇenih pogostih operacij, kot je aktivacija aplikacij ali izpis vseh
tokovnih pravil krmilnika. Izvedba vseh operacij temelji na oddaljeni izvedbi
ukazov s protokolom SSH. Klic metode activateForwarding() na instanci ra-
zreda ONOSNode npr. na doticˇnem vozliˇscˇu, ki ga instanca razreda predsta-
vlja, izvede ukaz za aktivacijo aplikacije, ki omogocˇa posredovanje prometa
na drugi plasti. Cˇe istoimensko metodo poklicˇemo na instanci razreda ONO-
SController, ki predstavlja celotno grucˇo, se ukaz izvede na prvi delujocˇi in-
stanci krmilnika oziroma vrne napako v primeru, da nobena instanca ukaza
ne more izvrsˇiti.
5.3.2 Stikalo
Z razredom MultiOVSSwitch smo ustrezno razsˇirili tudi razred OVSSwitch,
tako da za instanco razreda ONOSController stikalu posreduje naslove vseh
vozliˇscˇ porazdeljenega krmilnika in privzeto uporablja protokol OpenFlow
1.3. Poleg tega v fazi inicializacije preveri, cˇe je namesˇcˇena razlicˇica stikala
Open vSwitch 2.7.2 ali novejˇsa.
5.3.3 Topologije
Okolje Mininet zˇe vkljucˇuje razlicˇne enostavne omrezˇne topologije. Za iz-
vedbo testov smo z razredom LeafAndSpineTopo dodatno implementirali to-
pologijo listov in hrbtenic, ki je sestavljena iz dveh nivojev omrezˇnih naprav,
in sicer nivoja hrbtenic ter nivoja listov. Gostitelji so povezani na posamezne
liste, vsak list pa je povezan na vse hrbtenice. Topologija listov in hrbtenic
zaradi vedno vecˇje kolicˇine prometa med strezˇniki (angl. east-west traffic) v
podatkovnih centrih pocˇasi nadomesˇcˇa tradicionalno tronivojsko arhitekturo,
saj zagotavlja enako pasovno sˇirino in razdaljo med gostitelji na poljubnih
dveh listih. Poleg tega omogocˇa enostavno razsˇirljivost z dodajanjem listov
in povecˇanje pasovne sˇirine z dodajanjem hrbtenic. Topologijo smo parame-
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trizirali s parametri s, l in h. Parameter s dolocˇa sˇtevilo hrbtenic, parameter
l sˇtevilo listov in parameter h sˇtevilo gostiteljev na vsakem listu. Za lazˇje
razhrosˇcˇevanje smo zaporedne sˇtevilke listov, hrbtenic in gostiteljev uporabili
v njihovih identifikatorjih podatkovne poti oziroma naslovih MAC in IP.
5.3.4 Simulacija odpovedi vozliˇscˇ
Simulacijo odpovedi vozliˇscˇ smo implementirali z metodami, ki na ciljnem
vozliˇscˇu izvedejo zaustavitev procesa, njegovo sesutje ali ponovni zagon stre-
zˇnika. Metoda za simulacijo sesutja procesa z orodjem systemctl najprej
pridobi identifikator procesa (angl. process identifier, PID) pod katerim tecˇe
storitev krmilnika in z orodjem kill procesu posˇlje signal SIGKILL. Ker zna
upravljavec storitev proces tudi ponovno zagnati, smo dodali mozˇnost, ki
pred sesutjem procesa preprecˇi njegov ponovni zagon z odstranitvijo stori-
tvenih datotek in njihovo ponovno namestitvijo po uspesˇnem sesutju procesa.
S pomozˇnimi metodami smo omogocˇili hkratno zaustavitev, sesutje ali po-
novni zagon manjˇsine, vecˇine ali celotne grucˇe.
5.3.5 Simulacija odpovedi komunikacijskih kanalov
Za simulacijo odpovedi komunikacijskih kanalov smo preizkusili vecˇ mozˇnosti.
Prvi prototip je temeljil na spreminjanju stanja omrezˇnih vmesnikov, vendar
na ta nacˇin ni mogocˇe preprecˇiti komunikacije zgolj z dolocˇenimi vozliˇscˇi.
Ravno tako nismo zˇeleli uporabiti resˇitve, ki bi bila odvisna od spodaj lezˇecˇe
fizicˇne ali navidezne infrastrukture. Poleg tega smo tekom razvoja ogrodje
za vecˇjo fleksibilnost zlasti pri prenosu resˇitve na oblacˇno infrastrukturo in
fizicˇne strezˇnike prilagodili tako, da lahko pilotno okolje uporablja enotno
omrezˇje tako za koordinacijo grucˇe, krmiljenje stikal kot tudi upravljanje
strezˇnikov preko protokola SSH. Simulacijo razdelitev smo zato implementi-
rali z uporabo paketnih filtrov, ki jih simulacijsko okolje namesti na posame-
zna vozliˇscˇa z orodjem iptables.
Resˇitev smo zasnovali tako, da okolje ob zagonu krmilnika na vsa vozliˇscˇa
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z orodjem iptables doda uporabniˇsko dolocˇeni verigi ONOS-IN in ONOS-
OUT, v kateri s pravilom z najviˇsjo prioriteto iz privzetih verig INPUT ter
OUTPUT v tabeli filter preusmeri ves dohodni oziroma odhodni promet z iz-
jemo prometa za vrata TCP 22, ki omogocˇa upravljanje s tem vozliˇscˇem preko
protokola SSH. Obe verigi na koncu vsebujeta pravilo z akcijo RETURN za
vrnitev v verigo, iz katere je bil skok izveden. Ves promet, ki ga za potrebe
simulacije odpovedi komunikacijskih kanalov eksplicitno ne preprecˇimo v ve-
rigah ONOS-IN in ONOS-OUT, se tako filtrira v skladu s paketnimi filtri, ki
so sicer definirani na tem strezˇniku. Metode, ki omogocˇajo simulacijo razde-
litev omrezˇja med vozliˇscˇi krmilnika kot tudi med vozliˇscˇi in stikali oziroma
simulacijskim okoljem, smo izvedli z dodajanjem pravil za ustrezne naslove
IP z akcijo DROP v verigi ONOS-IN in ONOS-OUT, medtem ko z metodo
networkPartitionsClearAll(), ki odpravi vse razdelitve, odstranimo vsa pra-
vila v omenjenih verigah. Ob zakljucˇku testov verigi enostavno izpraznimo
in odstranimo.
5.3.6 Meritev zmogljivosti
V skladu z zadanimi cilji smo zˇeleli primerjati tudi zmogljivost krmilne rav-
nine med izvedbo nadomestnega nacˇina delovanja in normalnim delovanjem.
Odlocˇili smo se, da bomo merili kolicˇino sporocˇil PACKET IN, ki jih lahko
krmilna ravnina obdela na cˇasovno enoto. Ta metrika je pogosto uporabljena
za primerjavo zmogljivosti razlicˇnih krmilnikov [6]. Ugotovili smo, da z upo-
rabo normalnega prometa, ki ga lahko ustvarimo v simulacijskem okolju, to
ni mogocˇe. Tovrstno meritev nam med drugim omogocˇa orodje cbench, ki
simulira mnozˇico stikal OpenFlow zgolj s posˇiljanjem paketov PACKET IN
in sˇtetjem odgovorov krmilnika, vendar ne omogocˇa povezovanja s porazde-
ljenimi krmilniki. Enako omejitev ima tudi vecˇina drugih orodij vkljucˇno s
komercialno resˇitvijo PktBlaster. Odlocˇili smo se za integracijo orodja cbench
v nasˇe ogrodje na nacˇin, da na vsako instanco krmilnika povezˇemo locˇen ozi-
roma vecˇ locˇenih procesov cbench. To smo dosegli z implementacijo lastnega
razreda stikala, ki v resnici ne predstavlja dejanskega navideznega stikala
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temvecˇ posamezen proces orodja cbench, razreda topologije, ki poskrbi za
zagon in povezavo ustreznega sˇtevila procesov, ter logike za obdelavo re-
zultatov. Vsak proces vmesne rezultate na dolocˇen interval npr. vsakih 100
ms belezˇi v datoteko s preusmeritvijo standardnega izhoda in uporabo orodja
stdbuf za prilagoditev medpomnenja. Datoteke z rezultati na koncu ustrezno
obdelamo, da dobimo povprecˇne vrednosti za celotno grucˇo. Pri tem vme-
sne rezultate vsakega procesa najprej normaliziramo, jih na podlagi cˇasovnih
zˇigov razvrstimo v cˇasovne kosˇe in izracˇunamo njihove povprecˇne vrednosti.
Vrednosti kosˇev razlicˇnih procesov za isti cˇasovni interval nato sesˇtejemo.
5.3.7 Belezˇenje
V okviru nasˇe resˇitve smo omogocˇili belezˇenje celotne izvedbe testov za
potrebe poznejˇse analize. V ta namen za vsak test ob inicializaciji okolja
ustvarimo imenik, ki je oznacˇen s cˇasovnim zˇigom in hrani vse rezultate ter
pomozˇne datoteke posameznega testa. V omenjen imenik med izvedbo testa
z orodjem tcpdump zajemamo tudi ves promet OpenFlow med krmilnikom
in stikali v simulacijskem okolju. Ob koncˇanju testa se v imenik prenesejo
tudi dnevniˇski zapisi vseh instanc krmilnikov.
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Poglavje 6
Analiza obnasˇanja
V pricˇujocˇem poglavju bomo analizirali obnasˇanje programsko programsko
dolocˇenega omrezˇja v primeru razlicˇnih odpovedi in ovrednotili izbrano im-
plementacijo krmilnika predvsem z vidika zagotavljanja visoke razpolozˇljivosti,
ki je kljucˇnega pomena za produkcijsko uporabo. Najprej bomo definirali te-
stne scenarije, nato bomo opisali izvedbo testov in predstavili ugotovitve ter
predloge za izboljˇsave na podlagi rezultatov teh testov.
6.1 Scenariji za izvedbo testov
Obnasˇanje programsko dolocˇenega omrezˇja je v primeru tezˇav s krmilno rav-
nino precej odvisno od zasnove same aplikacije, kot bomo v nadaljevanju
tudi podrobneje razdelali. Pri izvedbi testov smo se osredotocˇili na primer,
pri katerem je razpolozˇljivost krmilne ravnine najbolj kriticˇna. To je re-
aktivni nacˇin delovanja, kjer stikalo neznan promet posreduje krmilniku s
sporocˇilom PACKET IN. Krmilnik nato odgovori z namestitvijo ustreznega
tokovnega pravila in paket skupaj z navodili za procesiranje vrne s sporocˇilom
PACKET OUT. V primeru nedosegljivosti krmilne ravnine posredovanje pro-
meta, ki ne pripada nobenemu od obstojecˇih podatkovnih tokov, tako ni vecˇ
mogocˇe, medtem ko je posredovanje prometa obstojecˇih podatkovnih tokov
mogocˇe le do poteka cˇasovne omejitve pripadajocˇih tokovnih pravil. V ta
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namen smo uporabili aplikacijo za posredovanje prometa na drugi plasti, ki
je del krmilnika ONOS.
Vsak scenarij za izvedbo testa je v grobem sestavljen iz
• vzpostavitve grucˇe krmilnika ONOS,
• aktivacije podsistema OpenFlow,
• aktivacije aplikacije za posredovanje prometa na drugi plasti,
• cˇakanja na uspesˇno povezavo z vsemi stikali,
• prerazporeditve vlog gospodarjev,
• preizkusa zmozˇnosti komunikacije in izpisa stanja krmilnika,
• simulacije odpovedi ter
• ponovnega preizkusa zmozˇnosti komunikacije in izpisa stanja krmilnika.
Pri tem smo zˇeleli simulirali razlicˇne odpovedi vozliˇscˇ ter komunikacijskih
kanalov, in sicer:
• sesutje procesa na manjˇsini oziroma vecˇini vozliˇscˇ,
• sesutje procesa na manjˇsini oziroma vecˇini vozliˇscˇ, pri cˇemer smo pre-
precˇili ponovni zagon procesa,
• zaustavitev procesa na manjˇsini oziroma vecˇini vozliˇscˇ,
• razdelitev v omrezˇju, ki manjˇsini oziroma vecˇini vozliˇscˇ v celoti one-
mogocˇa komunikacijo tako s stikali kot preostalimi voziˇscˇi,
• razdelitev v omrezˇju, ki manjˇsini oziroma vecˇini vozliˇscˇ onemogocˇa ko-
munikacijo s preostalimi vozliˇscˇi, in
• razdelitev v omrezˇju, ki enemu ali vecˇ vozliˇscˇem onemogocˇa komunika-
cijo s stikali.
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Razlikovanje med nedelovanjem oziroma nezmozˇnostjo komunikacije vecˇine
in manjˇsine vozliˇscˇ v grucˇi je pomembno predvsem z vidika algoritma soglasja
Raft, ki je kljucˇen element za koordinacijo grucˇe in za izvedbo operacij zah-
teva vecˇinsko sklepcˇnost.
Za omenjene scenarije nas je v prvi vrsti zanimala razpolozˇljivost pro-
gramsko dolocˇenega omrezˇja, ki je odvisna tako od razpolozˇljivosti krmilne
ravnine kot tudi njenega pravilnega delovanja. Zmozˇnost komunikacije smo
v simulacijskem okolju preverjali z metodo pingall, ki preverja dosegljivost
vseh kombinacij gostiteljev v omrezˇju z orodjem ping, stanje krmilnika pa s
pomocˇjo ukazov za izpis tokovnih pravil, prikljucˇenih naprav, vlog gospodar-
jev in stanja vozliˇscˇ preko ukazne vrstice krmilnika. Alternativno smo zˇeleli
preveriti tudi dostopnost vmesnika REST in mozˇnost izvedbe ukazov preko
ukazne vrstice posameznih instanc krmilnika. V nadaljevanju nas je v pri-
merih, kjer je bila izvedba nadomestnega nacˇina delovanja uspesˇna, zanimal
tudi cˇas, ki je potreben za njeno izvedb, ter vpliv odpovedi na zmogljivost
celotne grucˇe. Pri analizi obnasˇanja smo si pomagali sˇe z vsebino dnevniˇskih
datotek, ki se ob koncu vsakega testa prenesejo v imenik z rezultati testov,
pri cˇemer smo z ukazom log:set TRACE io.atomix na krmilniku omogocˇili
belezˇenje vseh dogodkov algoritma Raft v porazdeljenem jedru.
Predvideli smo izvedbo testov na topologiji listov in hrbtenic z razlicˇnim
sˇtevilom omrezˇnih naprav in gostiteljev ter tremi, petimi oziroma sedmimi
instancami krmilnika v grucˇi.
6.2 Izvedba in rezultati
Izvedbo testov smo zacˇeli s topologijo s tremi hrbtenicami, sˇtirimi listi in po
dvema gostiteljema na vsakem listu ter tremi instancami krmilnika v grucˇi.
Kljub temu, da smo v okviru testnega ogrodja postopek vzpostavitve kr-
milnika v celoti avtomatizirali, smo med izvedbo testov vecˇkrat naleteli na
tezˇave zˇe pri samem zagonu grucˇe. V dolocˇenih primerih je po izvedbi ukaza
za povezovanje instanc krmilnika v grucˇo ta ostala nedosegljiva. Iz dnevniˇskih
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datotek smo ugotovili, da je priˇslo do razlicˇnih napacˇnih stanj. Ena izmed
tezˇav je bila uporaba napacˇnih naslovov IP, preko katerih so zˇelele nekatere
instance komunicirati s preostalimi cˇlani grucˇe. Vsaka instanca krmilnika
ima namrecˇ tako vlogo strezˇnika kot odjemalca grucˇe Raft, pri cˇemer odje-
malski del samodejno pridobi naslove strezˇnikov. V teh primerih je sˇlo za na-
slove napacˇnih mrezˇnih vmesnikov, ki niso bili namenjeni koordinaciji grucˇe.
Tezˇavi smo se izognili tako, da smo uporabili enotno omrezˇje za koordinacijo
grucˇe, krmiljenje stikal kot tudi upravljanje strezˇnikov. To sicer nekoliko
odstopa od predvidene arhitekture nasˇega pilotnega okolja, vendar drugacˇe
nismo uspeli zagotoviti, da so vse instance vedno uporabile naslove pravih
mrezˇnih vmesnikov. Sˇe vedno so se takoj po vzpostavitvi grucˇe obcˇasno
pojavljale nekatere druge napake. Med drugim smo naleteli na izjeme za-
radi manjkajocˇih posnetkov stanja, ki jih algoritem Raft periodicˇno izvaja
za potrebe zgosˇcˇevanja dnevniˇskih zapisov, izjeme zaradi manjkajocˇih upra-
vljavcev sporocˇil, kot tudi izjeme zaradi uporabe nedefiniranih objektov null
v dolocˇenih komponentah. Nobene od omenjenih napak nismo uspeli deter-
ministicˇno reproducirati, vendar so se pojavile na dolocˇeno sˇtevilo poskusov,
pri cˇemer je ponovni zagon celotne grucˇe tezˇavo odpravil. Poleg tega smo
ugotovili, da so bile napake manj pogoste, ko smo pilotno okolje preselili iz
navideznih na fizicˇne strezˇnike, kjer smo izvedli tudi vecˇino testov z meri-
tvami cˇasa in zmogljivosti. Predvidevamo, da so napake posledica hrosˇcˇev
v implementaciji krmilnika in se pojavijo v primerih, ko se dolocˇene kom-
ponente krmilnika ne nalozˇijo pravocˇasno, zato je tudi obnasˇanje na fizicˇni
infrastrukturi, kjer viri niso deljeni, nekoliko bolj predvidljivo. Za izvedbo
testov smo prilagodili postopek vzpostavitve krmilnika tako, da simulacijsko
okolje v fazi cˇakanja na pripravljenost grucˇe po dolocˇenem cˇasu, ki je bistveno
daljˇsi od predvidenega cˇasa za vzpostavitev, poskrbi za njen ponovni zagon
in se s tem izogne napacˇnemu stanju krmilnika, sˇe vedno pa so omenjene
tezˇave problematicˇne za uporabo v produkcijskem okolju.
Na dolocˇene anomalije, za katere menimo, da niso posledica zasnove kr-
milnika temvecˇ hrosˇcˇev pri implementaciji, smo naleteli tudi v fazi samega
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delovanja krmilnika oziroma pri simulaciji odpovedi. Konkretno smo pri
simulaciji razdelitve omrezˇja, ki zgolj eni izmed treh instanc krmilnikov pre-
precˇuje komunikacijo s preostalimi cˇlani grucˇe, oziroma pri odpravi te razde-
litve v nekaterih ponovitvah ugotovili, da komunikacija med gostitelji vseeno
ni bila vecˇ mogocˇa ali pa je priˇslo do podvojitve paketov. Glede na stanje
grucˇe, je bila ob pojavu razdelitve izvedba nadomestnega nacˇina delovanja
uspesˇna, saj je vlogo gospodarja za naprave, katere je krmilila instanca v
manjˇsinski skupini, uspesˇno prevzela druga instanca krmilnika. Od odpravi
razdelitve, se je instanca ponovno pridruzˇila grucˇi, vendar delovanje omrezˇja
ni bilo vecˇ pravilno. Iz izpisa prikljucˇenih naprav, vmesnikov, poti med gosti-
telji in tokovnih pravil na obeh preostalih instancah krmilnika nismo opazili
nekonsistentnosti. Ravno tako, je bilo stanje tokovnih pravil konsistentno
z dejanskim stanjem namesˇcˇenih tokovnih pravil na sama stikala, kar smo
preverili z orodjem ovs-ofctl. Podroben pregled tokovnih pravil je pokazal,
da nekatera tokovna pravila vsebujejo napacˇen izhodni vmesnik, kljub temu,
da je bil izpis poti, ki so osnova za izracˇun tokovnih pravil, pravilen. Stikala
so tako promet gostiteljev posredovala na napacˇne vmesnike. V nekaterih
primerih je to pomenilo izgubo prometa, v primeru, ko je paket prispel na
drugo stikalo po nepredvideni poti, pa je krmilnik uporabil celo akcijo za
poplavljanje paketa na vse vmesnike, kar je vodilo v podvajanje paketov.
Napacˇnega stanja nismo uspeli odpraviti niti z ukazom wipe-out, ki na kr-
milniku pobriˇse vse podatke o stanju omrezˇja. Krmilna ravnina je delovala
pravilno sˇele z deaktivacijo in ponovno aktivacijo podsistema OpenFlow ter
aplikacije za posredovanje na drugi plasti in brisanjem stanja. Vecˇje tezˇave
smo opazili v primerih, ko smo onemogocˇili zgolj povezavo med dolocˇeno in-
stanco krmilnika in stikali, saj izvedba nadomestnega nacˇina ni bila vedno
uspesˇna, pri cˇemer je krmilnik ostal v napacˇnem stanju.
Zaradi omenjenih tezˇav, ki so se pojavljale tudi po spremembi na vme-
snem cˇasu izdano novejˇso razlicˇico krmilnika 1.10.4, smo teste izvedli v ome-
jenem obsegu. Pri tem smo po potrebi rocˇno preverjali vzroke napacˇnih stanj,
saj je na pravilno delovanje vplivalo veliko razlicˇnih faktorjev, ki pa niso bili
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vedno posledica zasnove krmilnika.
6.2.1 Razpolozˇljivost krmilne ravnine
Sesutje procesa brez ponovnega zagona
V primeru sesutja procesa na enem od treh vozliˇscˇ krmilnika, smo opazili, da
preostali instanci po izteku cˇasovnika za zacˇetek volitev najprej izvolita novo
vodjo za podatkovni razdelek oziroma instanco algoritma Raft, katere vodja
je bil sesuti proces. Po dolocˇenem cˇasu potecˇe tudi seja odjemalca grucˇe Raft
sesutega strezˇnika, zato ga vodje izlocˇijo iz skupin vozliˇscˇ, ki predstavljajo
kandidate za gospodarje posameznih naprav. Ob tem izberejo nove gospo-
darje za naprave, katerih gospodar je bilo sesuto vozliˇscˇe. Novi gospodarji
nato s sporocˇili ROLE REQUEST od naprav zahtevajo vlogo gospodarja in
pricˇnejo s procesiranjem njihovih dogodkov. S prevzemom vlog gospodarjev
vseh naprav je uspesˇno zakljucˇena tudi izvedba nadomestnega nacˇina delo-
vanja, zato je ponovno mogocˇa komunikacija med vsemi gostitelji v omrezˇju.
V vmesnem cˇasu je sˇe vedno mogocˇa komunikacija preko naprav z delujocˇimi
gospodarji, vendar zaradi nakljucˇne razporeditve vlog gospodarjev, vecˇino
poti med gostitelji vsebuje vsaj eno napravo z nerazpolozˇljivo krmilno rav-
nino.
V primeru sesutja dveh ali vecˇ procesov, postane grucˇa v skladu s pri-
cˇakovanji nerazpolozˇljiva, saj ni vecˇ mozˇno dosecˇi soglasja. V primeru, da
ena instanca krmilnika ostane zˇiva, le-ta krajˇsi cˇas sˇe ohrani vlogo gospo-
darja za obstojecˇe naprave, vendar ob prvem branju iz strogo konsistentne
shrambe povezavo z njimi prekine. Opazili smo, da naprave v tem primeru
poskusˇajo povezavo ponovno vzpostaviti, vendar krmilnik v fazi rokovanja
povezavo prekine, saj ne more ustvariti skupine za izbiro vodje te naprave.
Tudi izvedba vseh operacij, ki zahtevajo branje ali pisanje v strogo konsisten-
tno shrambo, preko ukazne vrstice ali vmesnika REST ni mogocˇa, medtem
ko je mogocˇ izpis eventualno konsistentnih podatkov, npr. seznama povezav,
vendar so rezultati vecˇinoma prazni, saj so vezani na omrezˇne naprave.
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Ko smo scenarij ponovili s petimi oziroma sedmimi vozliˇscˇi krmilnika,
smo ugotovili, da je razpolozˇljivost sˇe vedno zagotovljena ob sesutju najvecˇ
enega procesa. Razlog je namrecˇ v nacˇinu deljenja podatkov med vecˇ instanc
algoritma Raft (razdelek 4.3.4), pri cˇemer je privzeta velikost razdelkov enaka
tri ne glede na sˇtevilo vozliˇscˇ, kar smo ugotovili sˇele v sami fazi testiranja.
Odpoved vecˇ kot enega vozliˇscˇa tako povzrocˇi nerazpolozˇljivost najmanj ene
instance algoritma Raft oziroma najmanj enega razdelka podatkov, medtem
ko morajo biti za delovanje strogo konsistentne shrambe razpolozˇljivi vsi raz-
delki. Z vecˇanjem sˇtevila vozliˇscˇ na ta nacˇin celo zmanjˇsamo razpolozˇljivost
krmilnika, saj je verjetnost za odpoved posameznega vozliˇscˇa v grucˇi z vecˇjim
sˇtevilom vozliˇscˇ vecˇja.
Sesutje procesa
V primeru sesutja procesa na enem ali vecˇ vozliˇscˇ krmilnika ne da bi pred
tem preprecˇili njegov ponovni zagon, je sistemski upravljavec storitev sy-
stemd zaznal sesutje in proces ponovno zagnal. Obnasˇanje je bilo v osnovi
enako kot v primeru sesutja procesa brez ponovnega zagona, saj je do volitev
novega vodje in izteka seje priˇslo, preden se je proces ponovno zagnal. Po
ponovnem zagonu se je proces uspesˇno prikljucˇil grucˇi, vendar je za razdelek
podatkov, v katerem je imel pred sesutjem vodilno vlogo, ostal sledilec, saj
se volitve izvedejo zgolj ob nezmozˇnosti komunikacije z vodilnim strezˇnikom.
Ravno tako ni prevzel vloge gospodarja za nobeno izmed omrezˇnih naprav. V
primeru sesutja procesa na vecˇ kot enem vozliˇscˇu je s pridruzˇitvijo ponovno
zagnanih procesov grucˇa spet postala razpolozˇljiva.
Zaustavitev procesa
Zaustavitev procesa pravzaprav ne predstavlja dejanske odpovedi, vendar je
pravilno delovanje z vidika zagotavljanja visoke razpolozˇljivosti pomembno
tudi v tem primeru npr. za potrebe vzdrzˇevanja strezˇnika, na katerem tecˇe
proces. Glede na to, da lahko grucˇa nemoteno deluje tudi ob odsotnosti posa-
mezne instance krmilnika in da je celoten postopek zaustavitve nadzorovan,
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vecˇjih tezˇav nismo pricˇakovali. Ugotovili smo, da za razliko od sesutja, pro-
ces v primeru zaustavitve prekine povezavo z napravami, pri cˇemer pobriˇse
namesˇcˇena tokovna pravila. Z vidika razpolozˇljivost to predstavlja problem,
saj naprave do zakljucˇka izvedbe nadomestnega nacˇina delovanja ne morejo
posredovati prometa niti na podlagi morebitnih zˇe namesˇcˇenih tokovnih pra-
vil.
Polna razdelitev omrezˇja
Ob razdelitvi omrezˇja, ki dolocˇeni skupini vozliˇscˇ v celoti onemogocˇa komu-
nikacijo tako s stikali kot preostalimi vozliˇscˇi, je bila izvedba nadomestnega
nacˇina delovanja ravno tako uspesˇna v primeru nezmozˇnosti komunikacije
najvecˇ enega vozliˇscˇa. Za razliko od sesutja, je bilo vozliˇscˇe ob tem sˇe ve-
dno aktivno, kar pomeni, da sta bila vmesnik REST in ukazna vrstica sˇe
vedno dostopna, vendar ni bila mogocˇa izvedba operacij, ki bi povzrocˇile
nekonsistentno stanje grucˇe. Po odpravi razdelitve smo obcˇasno naleteli na
anomalijo, ki smo jo opisali na zacˇetku tega razdelka.
Razdelitev koordinacijskega omrezˇja
V primeru razdelitve omrezˇja, ki dolocˇeni skupini vozliˇscˇ onemogocˇa zgolj
komunikacijo s preostalimi vozliˇscˇi, je pravilnost prevzema vlog gospodarjev
sˇe bolj pomembna, saj lahko vozliˇscˇa oziroma vozliˇscˇe v manjˇsini sˇe vedno
komunicira s stikali. Zaradi uporabe algoritma soglasja pri izbiri gospodarja
kljub temu ne pride do tveganih stanj, kar smo preverili tudi v praksi. Iz-
vedba nadomestnega nacˇina delovanja je bila z izjemo zˇe omenjenih anomalij
uspesˇna v primerih, ko so lahko med seboj komunicirale vse razen ene in-
stance. Smo pa ugotovili, da lahko instanca vlogo krmilne ravnine opravlja
zˇe v primeru, da lahko komunicira vsaj z eno aktivno instanco iz vsakega
podatkovnega razdelka tudi, cˇe le-ta ni vodja. V primeru treh instanc to
pomeni, da zadostuje komunikacija z eno izmed preostalih dveh instanc, ki
morata za delovanje grucˇe med seboj seveda uspesˇno komunicirati. Kon-
kretna implementacija algoritma Raft namrecˇ odjemalca, ki se povezˇe na
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poljuben strezˇnik v grucˇi, ne preusmeri na vodjo, temvecˇ lahko vodji zah-
teve tudi posreduje. Instanca v tem primeru ne more sodelovati v replikaciji
podatkov z algoritmom Raft, lahko pa v vlogi odjemalca sˇe vedno upora-
blja strogo konsistentno shrambo. Dodatno smo preverili sˇe situacijo, ko s
tem onemogocˇimo ravno povezavo z vodjo, saj bi v skladu z osnovnim al-
goritmom soglasja Raft, kot smo ga opisali v razdelku 3.6, to lahko vodilo
v izmenicˇno prevzemanje vloge vodje teh dveh instanc. Ugotovili smo, da
implementacija v ta namen vsebuje dodaten mehanizem predglasovanja, s ka-
terim strezˇnik Raft pred dejanskim zacˇetkom volitev preveri, ali sploh lahko
dobi vecˇino glasov. Ostali strezˇniki predglasovanje zavrnejo, cˇe so v manj
kot enem intervalu preverjanja zˇivosti prejeli zahtevo vodje oziroma imajo
popolnejˇsi dnevnik od strezˇnika, ki zahteva predglasovanje. Tako ne pride do
morebitnih tezˇav zaradi izmenicˇnega prevzemanja vloge vodje.
Razdelitev krmilnega omrezˇja
Ugotovili smo, da je pri razdelitvi omrezˇja med vozliˇscˇi krmilnika in omrezˇnimi
napravami, nacˇeloma mogocˇa izvedba nadomestnega nacˇina delovanja v vseh
primerih, ko lahko vsako stikalo komunicira vsaj z enim vozliˇscˇem krmilnika,
saj tovrstne razdelitve ne vplivajo na delovanje same grucˇe. Vsaka instanca,
ki izgubi povezavo s stikalom oziroma vecˇ stikali, sama poskrbi za odstop od
vloge gospodarja oziroma kandidata za gospodarja, pri cˇemer se med preo-
stalimi kandidati, ki s temi napravami sˇe vedno lahko komunicirajo, izberejo
novi gospodarji. Ti nato s sporocˇili ROLE REQUEST od naprav zahtevajo
vloge gospodarjev in pricˇnejo s procesiranjem njihovih dogodkov. Kot smo
omenili, je pri izvedbi omenjenega scenarija vecˇkrat priˇslo tudi do popol-
noma napacˇnega stanja krmilnika, v katerem nobena instanca ni prevzela
vloge gospodarja za naprave, ki niso mogle vecˇ komunicirati z obstojecˇim go-
spodarjem. Opazili smo, da je bila tudi topologija omrezˇja, ki jo lahko vidimo
preko spletnega vmesnika, napacˇna. Dolocˇene povezave so bile oznacˇene kot
enosmerne oziroma so se sproti pojavljale in izginjale. Tudi lokacije gosti-
teljev so bile napacˇno prikazane. Stanje krmilnika se po daljˇsem cˇakanju
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sˇe vedno ni normaliziralo, zato smo poskusili s ponovnim zagonom celotne
grucˇe, ki napake ravno tako ni odpravil. Po deaktivaciji in ponovni aktiva-
ciji podsistema OpenFlow ter aplikacije za posredovanje na drugi plasti in
brisanjem stanja, so vse naprave dobile nove gospodarje. Tudi topologija v
spletnem vmesniku je bila videti pravilna, vendar komunikacija med gostitelji
sˇe vedno ni bila mogocˇa. Ob naslednji ponovitvi testa s popolnoma enakimi
koraki je bila obicˇajno izvedba nadomestnega nacˇina delovanja uspesˇna, zato
predvidevamo, da gre za hrosˇcˇa pri sami implementaciji krmilnika.
Povecˇanje razpolozˇljivosti
Z namenom povecˇanja razpolozˇljivosti pri uporabi vecˇjega sˇtevila vozliˇscˇ smo
poiskusili spremeniti privzeto konfiguracijo razdelkov tako, da so velikosti
razdelkov enake sˇtevilu vseh vozliˇscˇ. V tem primeru je bila izvedba nado-
mestnega nacˇina delovanja uspesˇna tudi ob sesutju oziroma izolaciji dveh od
petih oziroma treh od sedmih vozliˇscˇ. Po drugi strani smo s tem zˇrtvovali
skalabilnost krmilnika, ki je sicer glavni razlog za delitev podatkov med vecˇ
instanc algoritma Raft. Alternativno bi lahko razpolozˇljivost v dolocˇeni meri
povecˇali s spremembo implementacije strogo konsistentne shrambe na nacˇin,
da bi za vsako instanco algoritma Raft preostala vozliˇscˇa, ki ne sodelujejo
v aktivni replikaciji, uporabili kot pasivne in rezervne replike. Krmilnik sˇe
vedno ne bi bil odporen na vecˇ kot eno hkratno odpoved vozliˇscˇa, vendar bi
lahko lahko nedelujocˇe replike avtomatsko nadomestil s pasivnimi ter tako
preprecˇil nerazpolozˇljivost v primeru morebitnih nadaljnjih odpovedi.
6.2.2 Cˇas za izvedbo nadomestnega nacˇina delovanja
Za primere, v katerih je bila izvedba nadomestnega nacˇina delovanja uspesˇna,
nas je zanimal cˇas, ki je potreben za njeno izvedbo z vidika razpolozˇljivosti
oziroma nerazpolozˇljivosti programsko dolocˇenega omrezˇja. Torej cˇas, v ka-
terem komunikacija med gostitelji zaradi odpovedi vsaj delno ali v celoti
ni mogocˇa. Kot smo zˇe omenili, je razpolozˇljivost precej odvisna od za-
snove same aplikacije, pri cˇemer je razpolozˇljivost krmilne ravnine za raz-
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polozˇljivost programsko dolocˇenega omrezˇja najbolj kriticˇna pri uporabi re-
aktivnega nacˇina krmiljenja. Ugotovili smo, da je tudi pri reaktivnem nacˇinu,
ki ga uporablja aplikacija za posredovanje prometa na drugi plasti krmilnika
ONOS, zmozˇnost komunikacije med dvema gostiteljema v primeru odpovedi
sˇe vedno odvisna od tega, ali katero izmed naprav na poti krmili instanca,
pri kateri je priˇslo do napake, ter ali gre za promet, ki pripada obstojecˇemu
podatkovnemu toku. Ker nas je v resnici zanimalo, po koliksˇnem cˇasu je
omrezˇje v celoti razpolozˇljivo, smo prilagodili parametre aplikacije tako, da
se vsak paket posreduje krmilniku, ki dolocˇi ustrezno akcijo, kot da bi sˇlo za
neznan promet. S tem smo se izognili potrebi po simulaciji prometa, ki ne
pripada obstojecˇim pravilom v tokovnih tabelah. Poleg tega smo prilagodili
topologijo tako, da je razlicˇno sˇtevilo naprav povezanih zaporedno, medtem
ko sta gostitelja, med katerima smo preverjali zmozˇnost komunikacije, pri-
kljucˇena na prvo in zadnjo napravo. Komunikacija med gostiteljema je bila
tako mogocˇa sˇele takrat, ko so pravilno delovale vse naprave v omrezˇju.
Proces vsake meritve je sestavljen iz inicializacije simulacijskega okolja,
vzpostavitve grucˇe krmilnika ONOS, aktivacije podsistema OpenFlow, ak-
tivacije aplikacije za posredovanje prometa na drugi plasti, nastavitve pa-
rametrov aplikacije, cˇakanja na uspesˇno povezavo krmilnika z vsemi stikali,
prerazporeditve vlog gospodarjev, zagona orodja tcpdump za zajem prometa
ICMP v imenskem prostoru prvega gostitelja, zagona orodja ping za prever-
janje dosegljivosti drugega gostitelja v imenskem prostoru prvega gostitelja,
cˇakanja na uspesˇno komunikacijo med gostiteljema, izpisa stanja krmilnika,
simulacije odpovedi, cˇakanja na ponovno uspesˇnost komunikacije med go-
stiteljema, ponovnega izpisa stanja krmilnika, zaustavitve orodij ping ter
tcpdump, izracˇuna cˇasa za izvedbo nadomestnega nacˇina delovanja ter za-
ustavitve simulacijskega okolja. Pri cˇakanju na uspesˇnost komunikacije po
izvedbi odpovedi smo dodali pogoj za avtomatsko prekinitev testa, v kolikor
komunikacija ni bila mogocˇa po vecˇ kot petih minutah. V tem primeru smo
namesto cˇasa shranili vrednost -1 kot indikator, da izvedba nadomestnega
nacˇina delovanja ni bila uspesˇna. To se je zaradi zˇe omenjenih anomalij
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vecˇkrat zgodilo pri simulaciji razdelitve omrezˇja med krmilnikom in stikali.
Pri zagonu orodja ping smo uporabili stikalo -D za belezˇenje cˇasovnih zˇigov
in stikalo -i z vrednostjo 0.01 za posˇiljanje sporocˇil ICMP ECHO REQUEST
vsakih 10 ms. Standardni izhod smo pri tem preusmerili v datoteko, ki smo jo
na koncu obdelali za izracˇun cˇasa nedosegljivosti na podlagi intervala, ko go-
stitelj ni prejemal odzivov ICMP ECHO RESPONSE od drugega gostitelja.
Gre pravzaprav cˇasovni interval izgube paketov, ki je posledica nedosegljivo-
sti krmilne ravnine za eno ali vecˇ omrezˇnih naprav na poti. Vrednosti smo
primerjali tudi z analizo zajetega prometa v orodju Wireshark.
Meritve smo izvedli s pomocˇjo grucˇe treh fizicˇnih strezˇnikov, kjer je bilo
delovanje krmilnika najbolj stabilno. Pri tem smo simulirali razlicˇno sˇtevilo
naprav. Ugotovili smo, da lahko zaradi omejitev simulacijskega okolja upora-
bimo najvecˇ 100 naprav oziroma navideznih stikal Open vSwitch. Pri stotih
napravah so bile zakasnitve paketov zˇe znatno vecˇje, medtem ko so bile pri
testu s 500 napravami zakasnitve tako velike, da krmilnik ni uspel odkriti
vseh povezav med napravami, zato komunikacija niti ni bila mogocˇa. Vsako
odpoved smo zato simulirali s topologijo, ki vsebuje 1, 4, 16 ali 64 naprav.
Za vsako kombinacijo sˇtevila naprav in razlicˇnih odpovedi smo opravili 30
meritev. Pri izracˇunu povprecˇnih vrednosti in standardnih odklonov smo si
pomagali s paketom NumPy.
Rezultate meritev prikazujeta grafa na slikah 6.1 in 6.2, kjer so za vsak
primer odpovedi zbrane povprecˇne vrednosti cˇasa, ki je potreben za izvedbo
nadomestnega nacˇina delovanja pri razlicˇnem sˇtevilu omrezˇnih naprav.
Cˇasi za izvedbo nadomestnega nacˇina delovanja v primeru sesutja procesa
in sesutja s ponovnim zagonom so zelo podobni, saj pride do volitev novega
vodje in izteka seje, s cˇimer se zacˇne izbira novih gospodarjev, sˇe preden se
proces ponovno zazˇene. V fazi analize razpolozˇljivosti krmilne ravnine smo
zˇe ugotovili, da pri zaustavitvi procesa instanca predhodno ne prepusti vloge
gospodarja za svoje naprave, zato se izbira novih gospodarjev zacˇne sˇele po
poteku njene seje, enako kot v primeru sesutja procesa. Vidimo lahko, da v
praksi izvedba nadomestnega nacˇina delovanja v primeru nadzorovane zau-

































1 naprava 4 naprave 16 naprav 64 naprav
Slika 6.1: Cˇas za izvedbo nadomestnega nacˇina delovanja v primeru odpo-
vedi vozliˇscˇ ali komunikacijskih kanalov med njimi
stavitve traja sˇe dlje kot v primeru sesutja. Ugotovili smo, da je to posledica
dodatnih operacij, ki jih instanca izvede pred samo zaustavitvijo, pri cˇemer
relativno hitro pobriˇse obstojecˇa tokovna pravila na napravah, ki jih nadzo-
ruje, in prekine povezavo z njimi, s cˇimer onemogocˇi posredovanje prometa.
Menimo, da bi bilo v postopek zaustavitve procesa pred samo prekinitvijo
povezav smiselno vkljucˇiti spremembo gospodarja za vse naprave, ki jih ta
instanca nadzoruje. Postopek smo preizkusili tako, da smo v simulacijskem
okolju pred zaustavitvijo procesa z ukazom device-role za vse naprave rocˇno
spremenili vlogo te instance na NONE ter pocˇakali, da je instanca vlogo
gospodarja vseh naprav tudi uspesˇno prepustila. V tem primeru je bil cˇas
nedostopnosti omrezˇja zgolj nekaj 10 ms, kolikor je trajala sprememba vloge
gospodarja s sporocˇili ROLE REQUEST, saj ni potrebno cˇakanje na izbiro
nove vodje algoritma Raft in poteka seje odjemalca, pa tudi v cˇasu izbire
novega gospodarja za napravo, lahko z njo sˇe vedno upravlja obstojecˇ gospo-




















1 naprava 4 naprave 16 naprav 64 naprav
Slika 6.2: Cˇas za izvedbo nadomestnega nacˇina delovanja v primeru razde-
litev krmilnega omrezˇja
dar. Hkrati se s tem izognemo tudi problemu brisanja obstojecˇih tokovnih
pravil ob zaustavitvi.
Za primer razdelitve koordinacijskega omrezˇja smo pricˇakovali podobne
rezultate kot v prejˇsnjih primerih, saj se v osnovi z vidika grucˇe izvede enako
zaporedje operacij. Kljub temu lahko vidimo, da je omrezˇje nerazpolozˇljivo
manj cˇasa. Ko smo primerjali cˇasovne zˇige dogodkov v dnevniˇskih datote-
kah krmilnika s cˇasovnimi zˇigi zajetega prometa med gostiteljema ter cˇasom
simulacije dejanske odpovedi, smo ugotovili, da gostitelja dolocˇen cˇas po od-
povedi sˇe vedno komunicirata. Izkazˇe se, da instanca za nek krajˇsi cˇas sˇe
vedno ohrani vlogo vodje za to napravo, ker pa za razliko od prejˇsnjih pri-
merov s to napravo lahko tudi komunicira, je posredovanje prometa sˇe vedno
mogocˇe. Situacija bi bila nekoliko drugacˇna, v kolikor bi bilo procesiranje
zahteve odvisno od branje podatka iz strogo konsistentne shrambe, ki v tem
cˇasu ni vecˇ dosegljiva.
Ugotovili smo, da najvecˇ cˇasa pri izvedbi nadomestnega nacˇina delovanja
v primeru odpovedi vozliˇscˇ ali komunikacijskih kanalov med njimi terja de-
tekcija napake oziroma potek seje, ki je osnova za zacˇetek postopka za izbiro
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novih gospodarjev. Cˇasovne omejitve za potek seje so relativno velike, saj
ohranjanje seje zahteva replikacijo dnevnika Raft. Poleg tega ob odpovedi
vodje, Raft ne garantira maksimalnega cˇasa za izvedbo volitev. Novi vodja
mora vse seje podaljˇsati, saj bi lahko v vmesnem cˇasu sicer potekle. V tem
primeru mora poleg cˇasa, ki je potreben za izvedbo volitev, pred dejanskim
potekom seje pretecˇi celotna cˇasovna omejitev za potek seje. Ker ONOS deli
podatke med vecˇ instanc algoritma Raft, v povprecˇju ob odpovedi poljubnega
vozliˇscˇa odpove tudi en vodja. Predvidevamo, da bi lahko cˇas za izvedbo na-
domestnega nacˇina delovanja zmanjˇsali z uporabo aktivne detekcije zˇivosti
cˇlanov na vodilnem strezˇniku neodvisno od replikacije dnevnika.
V primeru razdelitev omrezˇja med krmilnikom in omrezˇnimi napravami
smo zabelezˇili najslabsˇi povprecˇen cˇas za izvedbo nadomestnega nacˇina delo-
vanja, kljub temu, da je cˇas odvisen predvsem od zaznave izgube krmilnega
kanala med gospodarjem ter dolocˇeno omrezˇno napravo in ne od samega de-
lovanja grucˇe. Pri tem je traba omeniti, da smo uposˇtevali samo uspesˇne
meritve, saj priblizˇno polovica poskusov zaradi zˇe omenjenih tezˇav ni bila
uspesˇna.
Dodatno smo po istem postopku izvedli sˇe meritve cˇasa za izvedbo nado-
mestnega nacˇina delovanja pri razlicˇnem sˇtevilu instanc krmilnika, in sicer s
pomocˇjo navideznih strojev v oblacˇni infrastrukturi ponudnika Digital Ocean.
Uporabili smo instance z 16GB delovnega pomnilnika, sˇestimi navideznimi
centralnimi procesnimi enotami in pogonom SSD. Meritev smo izvedli za
primer sesutja ene instance brez mozˇnosti ponovnega zagona s topologijo, ki
vsebuje 16 omrezˇnih naprav. Uporabili smo tri, pet oziroma sedem instanc
krmilnika, pri cˇemer smo za primera petih in sedmih instanc poleg privzete
velikosti podatkovnih rezdelkov poizkus ponovili tudi z uporabo razdelkov, ki
se raztezajo cˇez celotno grucˇo. Rezultate prikazuje graf na sliki 6.3, kjer lahko
za razlicˇno sˇtevilo instanc oziroma kombinacije sˇtevila instanc ter velikosti
podatkovnih razdelkov, ki so navedene v oklepaju, razberemo povprecˇen cˇas
stotih meritev. Vidimo lahko, da je bil cˇas za izvedbo nadomestnega nacˇina
delovanja pri vecˇjem sˇtevilu instanc manjˇsi. To je predvsem posledica dej-
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Slika 6.3: Cˇas za izvedbo nadomestnega nacˇina delovanja pri razlicˇnem
sˇtevilu instanc krmilnika
stva, da je pri vecˇjem sˇtevilu instanc krmilnika na posamezno instanco pri-
kljucˇeno manjˇse sˇtevilo naprav, za katere je potrebno ob izpadu izbrati novo
vodjo. V primeru sedmih instanc krmilnika je bil povprecˇen cˇas z uporabo
vecˇjih podatkovnih razdelkov celo manjˇsi od tistega v privzeti konfiguraciji,
vendar predvidevamo, da bi bili rezultati drugacˇni ob vecˇji obremenitvi kr-
milne ravnine, saj vecˇji razdelki zahtevajo vecˇ rezˇijskega dela pri replikaciji
podatkov.
6.2.3 Vpliv na zmogljivost grucˇe
Vpliv izvedbe nadomestnega nacˇina delovanja na zmogljivost celotne grucˇe
smo merili z uporabo vecˇ instanc orodja cbench, kot smo opisali v raz-
delku 5.3.6. Meritev smo izvedli z uporabo treh fizicˇnih strezˇnikov za primer
sesutja ene instance brez mozˇnosti ponovnega zagona. Poleg orodja cbench
smo na krmilnik povezali tudi 16 stikal Open vSwitch, da je priˇslo tudi do
menjave gospodarjev. Ugotovili smo, da je rezultate tezˇko povprecˇiti, saj gre
za cˇasovni potek, ki se od meritve do meritve razlikuje.
























Slika 6.4: Zmogljivost grucˇe v cˇasu izvedbe nadomestnega nacˇina delovanja
Graf na sliki 6.4 prikazuje cˇasovni potek povprecˇne zmogljivosti celotne
grucˇe merjene v sˇtevilu odgovorov na pakete PACKET IN. Do odpovedi je
priˇslo v 15 sekundi meritve. Vidimo lahko, da se zmogljivost grucˇe najprej
znatno zmanjˇsa in je nato nekaj cˇasa omejena. To je za cˇas izvedbe nado-
mestnega nacˇina delovanja, ki pa je zaradi zelo velike obremenitve krmilne
ravnine tudi precej daljˇsi od meritev, ki smo jih izvedli pred tem. Po uspesˇni
izvedbi nadomestnega nacˇina delovanja se zmogljivost ustali okoli vrednosti,
ki je sorazmerna s sˇtevilom delujocˇih instanc v grucˇi.
6.3 Splosˇne ugotovitve
Med samo analizo obnasˇanja smo priˇsli sˇe do nekaterih drugih ugotovitev, ki
se nam zdijo ravno tako pomembne za uporabo v produkcijskem okolju.
6.3.1 Spletni graficˇni vmesnik in vmesnik REST
Krmilnik ONOS na severni strani med drugim omogocˇa tudi dostop do sple-
tnega graficˇnega vmesnika in vmesnika REST, preko katerega izpostavlja
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dolocˇene operacije za lazˇjo integracijo z zunanjimi sistemi. Vmesnika sta do-
stopna na vseh instancah preko protokola HTTP oziroma HTTPS, vendar
za visoko razpolozˇljiv dostop potrebujemo dodaten mehanizem izenacˇevanje
bremena med trenutno delujocˇe instance krmilnika. Ugotovili smo, da iz-
enacˇevanje bremena zgolj na podlagi zapisov DNS ne zadostuje, saj sta vme-
snika dosegljiva tudi v primeru razdelitev, ko instanca ne more komunicirati
s preostalo grucˇo. To pomeni da se odjemalci sˇe vedno lahko povezˇejo na-
nju, cˇeprav vmesnik REST v tem primeru ne omogocˇa izvedbe operacij,
ki zahtevajo uporabo strogo konsistentne shrambe, medtem ko se graficˇni
vmesnik z izjemo prijavne forme niti ne prikazˇe. Ena izmed mozˇnosti je
uporaba izenacˇevalnika bremena, ki zˇivost preverja na aplikacijski plasti in
promet posreduje zgolj v celoti delujocˇim instancam. V ta namen smo pre-
izkusili odprotokodno programsko opremo HAProxy in uspesˇno zagotovili
visoko razpolozˇljiv dostop do omenjenih vmesnikov. Glavna tezˇava je pre-
verjanje zˇivosti vmesnika. V dokumentaciji krmilnika smo zasledili, da lahko
za preverjanje zˇivosti vmesnika REST uporabimo prijavno formo spletnega
vmesnika, vendar smo ugotovili, da je le-ta dosegljiva tudi v primeru, ko ni
mogocˇa izvedba vseh operacij. Za preverjanje zˇivosti smo uporabili akcijo
GET na viru, ki vrne povzetek konfiguracije krmilnika. To sicer ni opti-
malno z vidika obremenitve strezˇnika, saj je branje konfiguracije v resnici
nepotrebno. Krmilnik bi lahko ponujal dodaten vir vmesnika REST zgolj
za preverjanje stanja instance. Vseeno smo na ta nacˇin zagotovili, da lahko
HAProxy zazna nezmozˇnost izvedbe operacij posamezne instance v primeru
razdelitev in zahteve preusmeri na preostale delujocˇe instanca. Pri tem smo
ugotovili, da seja spletnega graficˇnega vmesnika ni deljena, zato uporabnik
pri prehodu med instancami krmilnika sejo izgubi. Izenacˇevalnik bremena
smo nastavili tako, da vse zahteve dolocˇenega odjemalca posreduje na isto
instanco, dokler je ta zˇiva. Tezˇava z izgubo seje se tako pojavi zgolj ob
odpovedi instance. Pri uporabi vmesnika REST tezˇav z izgubo sej ni, saj
se uporablja osnovna avtentikacijska shema HTTP, vendar je to tudi edini
mozˇen nacˇin avtentikacije, ki pa ni najbolj varen.
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6.3.2 Porazdelitev vlog gospodarjev
Videli smo, da vsaka instanca krmilnika nadzoruje dolocˇeno podmnozˇico
omrezˇnih naprav, pri cˇemer je razporeditev vlog gospodarjev odvisna od
tega, s katero instanco omrezˇna naprava prva vzpostavi krmilni kanal. To
ni optimalno tako z vidika obremenitve same krmilne ravnine kot tudi z vi-
dika razpolozˇljivosti. V primeru izpovedi nekaterih instanc je tako potrebna
sprememba gospodarja za vecˇje sˇtevilo naprav, kar podaljˇsa cˇas za izvedbo
nadomestnega nacˇina delovanja. Mozˇno je sicer rocˇno prerazporejanje na-
prav z ukazom balance-masters, ki naprave priblizˇno enakomerno razporedi
med vse delujocˇe instance. Ukaz smo uporabili tudi v okviru nasˇih testov, da
smo se izognili neenakomerni razporeditvi naprav. Menimo, da bi bilo smi-
selno avtomatsko prerazporejanje naprav v primeru, ko se dolocˇena instanca
krmilnika po odpovedi ponovno pridruzˇi grucˇi. Resˇitev bi lahko nadgradili sˇe
tako, da bi uposˇtevali topologijo omrezˇja. Trenutno so namrecˇ vloge gospo-
darjev prerazporedijo nakljucˇno, kar pomeni, da v primeru odpovedi obstaja
velika verjetnost, da je na dolocˇeni poti vsaj ena naprava, ki jo je ta instanca
nadzoruje. Cˇe bi uposˇtevali lokalnost, bi lahko omejili vpliv odpovedi na
dolocˇen del omrezˇja. Za enakomernejˇso obremenitev krmilne ravnine, bi bilo
smiselno uposˇtevati tudi dejansko obremenitev posameznih instanc.
6.3.3 Delitev podatkov in vloge vodje
Krmilnik ONOS podatke strogo konsistentne shrambe z namenom vecˇje ucˇin-
kovitosti deli med vecˇ instanc algoritma Raft, kot smo videli v razdelku 4.3.4.
Ker je sˇtevilo instanc algoritma enako sˇtevilu instanc krmilnikov v grucˇi, ima
lahko vsaka instanca vlogo vodje za dolocˇeno podmnozˇico podatkov oziroma
instanco algoritma Raft. V praksi smo ugotovili, da razporeditev vlog ni
vedno enakomerna, saj je izbira vodij odvisna od izteka cˇasovnika za zacˇetek
volitev, ki je izbran nakljucˇno na vnaprej dolocˇenem intervalu. Tako se lahko
zgodi, da ima posamezna instanca vlogo vodje tudi za 2 ali vecˇ instanci al-
goritma. Do tega pride tudi v primeru odpovedi, saj takrat vlogo vodje
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prevzame ena izmed preostalih instanc in jo tudi obdrzˇi dokler lahko komu-
nicira s preostalimi vozliˇscˇi, cˇetudi se instanca, ki je imela vlogo vodje pred
tem, ponovno pridruzˇi grucˇi.
Za enakomernejˇso zacˇetno razporeditev vlog bi lahko implementacijo pri-
lagodili tako, da bi imela za vsako instanco algoritma po ena instanca krmil-
nika manjˇsi parameter, ki dolocˇa interval za iztek cˇasovnika, in s tem vecˇjo
mozˇnost, da postane vodja. Pri tem bi morali paziti, da vrednost ne bi bila
premajhna, saj bi s tem ogrozili zˇivost algoritma. Druga mozˇnost s katero
bi lahko resˇili tudi kasnejˇso razporeditve vlog po odpovedi in ponovni pri-
druzˇitvi instanc je dodaten mehanizem za prenos vloge vodje na drug strezˇnik
v grucˇi, pri cˇemer bi lahko zˇelene vodje izbrali deterministicˇno z eno izmed
instanc algoritma na enak nacˇin, kot poteka izbira vodij za druge skupine
npr. za izbiro vloge gospodarja posamezne naprave.
6.3.4 Nadgradnje
Kot eno izmed potencialnih pomanjkljivosti za produkcijsko uporabo krmil-
nika ONOS bi izpostavili tudi nezmozˇnost nadgradnje krmilnika med delova-
njem brez prekinitve. Trenutno je za prehod na novejˇso razlicˇico krmilnika
potrebna zaustavitev celotne grucˇe ter svezˇa namestitev in ponovna konfi-
guracija krmilnika, kar pomeni, da je za cˇas nadgradnje celotno programsko
dolocˇeno omrezˇje nerazpolozˇljivo. Poleg tega tudi sam proces prenosa in
zdruzˇljivost konfiguracije razlicˇice nista posebej definirana.
Poglavje 7
Sklep
V magistrskem delu smo analizirali koncepte programsko dolocˇenih omrezˇij.
Raziskali smo, kje ima njihova uporaba najvecˇji potencial ter identificirali
razlicˇne izzive, ki otezˇujejo uvedbo v produkcijska okolja. Pri tem smo
kot eno izmed kljucˇnih ovir prepoznali problem zagotavljanja visoke raz-
polozˇljivosti in skalabilnosti omrezˇja zaradi centralizacije krmilne ravnine.
Priˇsli smo do spoznanja, da je kljub logicˇni centraliziranosti modela nujna
fizicˇna porazdeljenost krmilnika. V nadaljevanju smo preucˇili temeljne la-
stnosti porazdeljenih sistemov ter razlicˇne omejitve pri njihovi zasnovi in im-
plementaciji. Osredotocˇili smo se na algoritme soglasja, ki resˇujejo temeljni
problem porazdeljenih sistemov, odpornih na napake, in tako predstavljajo
kljucˇno komponento za zagotavljanje visoke razpolozˇljivosti krmilnikov s tem
pa tudi samih programsko dolocˇenih omrezˇij. Nato smo predstavili kljucˇne
strategije pri zasnovi porazdeljenih krmilnikov in raziskali, katere odprto-
kodne implementacije omogocˇajo njihovo visoko razpolozˇljivost. Ugotovili
smo, da je vecˇina implementacij z izjemo krmilnikov OpenDaylight, ONOS,
OpenMUL in RuNOS sˇe vedno fizicˇno centraliziranih in ne zagotavlja vi-
soke razpolozˇljivosti krmilne ravnine. Kot dominantni resˇitvi tako po obsegu
funkcionalnosti kot tudi z vidika porazdeljene zasnove smo oznacˇili krmil-
nika OpenDaylight in ONOS. Oba krmilnika problem koordinacije resˇujeta z
uporabo algoritma soglasja Raft. Za nadaljnjo analizo smo izbrali krmilnik
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ONOS. Z vidika zagotavljanja visoke razpolozˇljivosti sicer nismo prepoznali
vecˇjih razlik v primerjavi s krmilnikom OpenDaylight, smo pa ocenili, da
arhitektura krmilnika ONOS omogocˇa vecˇjo skalabilnost. Arhitekturo krmil-
nika ONOS smo tudi podrobno analizirali.
Glavni prispevek magistrskega dela je analiza obnasˇanja programsko do-
locˇenega omrezˇja v primeru razlicˇnih odpovedi, na podlagi katere smo ovre-
dnotili izbrano implementacijo krmilnika z vidika zagotavljanja visoke raz-
polozˇljivosti in podali predloge za izboljˇsave. V ta namen smo najprej vzpo-
stavili pilotno okolje z izbranim krmilnikom ONOS in simulatorjem program-
sko dolocˇenih omrezˇij Mininet. Za izvedbo testov smo razvili testno ogrodje,
ki predstavlja razsˇiritev simulacijskega okolja Mininet in omogocˇa interakcijo
s porazdeljenim krmilnikom ONOS ter simulacijo razlicˇnih odpovedi. Pri
tem smo avtomatizirali celoten proces vzpostavitve krmilnika. Z uporabo
omenjene resˇitve smo uspesˇno simulirali scenarije, ki vkljucˇujejo razlicˇne od-
povedi vozliˇscˇ krmilnika in komunikacijskih kanalov, ter pri tem analizirali
obnasˇanje sistema.
Videli smo, da krmilnik z uporabo grucˇe vsaj treh vozliˇscˇ zagotavlja raz-
polozˇljivost krmilne ravnine pri izpadu oziroma nezmozˇnosti komunikacije
najvecˇ enega vozliˇscˇa. Pri tem nismo zasledili pojava tveganih stanj pri pre-
vzemu nadrejene vloge krmilnika ali drugih nepravilnosti z izjemo anomalij
pri delovanju, za katere menimo, da niso posledica same zasnove krmilnika.
Pokazali smo, da je mogocˇe z uporabo vecˇjega sˇtevila vozliˇscˇ in spremembo
konfiguracije podatkovnih razdelkov zagotoviti razpolozˇljivost tudi ob izpadu
vecˇ kot ene instance krmilnika.
V nadaljevanju smo z uporabo lastne metode na podlagi intervala izgube
paketov izmerili tudi cˇas, ki je potreben za izvedbo nadomestnega nacˇina
delovanja. Ker smo ugotovili, da je razpolozˇljivost omrezˇja v primeru tezˇav
s krmilno ravnino odvisna od razlicˇnih faktorjev in da je rezultate na pod-
lagi specificˇnega primera uporabe zelo tezˇko posplosˇiti, smo meritev opravili
za najslabsˇi mozˇen primer, kjer je za komunikacijo potrebno pravilno de-
lovanje vseh naprav v omrezˇju. Priˇsli smo do spoznanja, da pri odpovedi
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vozliˇscˇ ali komunikacijskih kanalov med njimi najvecˇ cˇasa terja sam potek
seje, zato smo za hitrejˇso izvedbo nadomestnega nacˇina delovanja predlagali
detekcijo odpovedi, ki ni odvisna od replikacije dnevnika. Pokazali smo tudi,
kako se lahko v primeru nadzorovane zaustavitve procesa skoraj v celoti iz-
ognemo nerazpolozˇljivosti omrezˇja. Obcˇutno slabsˇe rezultate smo opazili pri
razdelitvi krmilnega omrezˇja, cˇeprav smo v tem primeru pricˇakovali hitrejˇso
zaznavanje napake, saj le-ta v osnovi ni odvisna od replikacije dnevnika v
grucˇi Raft. Predvidevamo, da bi lahko cˇas bistveno izboljˇsali zˇe s pogo-
stejˇsim posˇiljanjem sporocˇil OpenFlow ECHO REQUEST in krajˇso cˇasovno
omejitvijo za zaznavanje odpovedi.
Tako v fazi vzpostavitve kot med samim delovanjem krmilnika oziroma
simulacijo odpovedi smo naleteli na razlicˇna napacˇna stanja krmilnika, ki so
povzrocˇila nerazpolozˇljivost programsko dolocˇenega omrezˇja tudi v primerih,
ko tega nismo pricˇakovali. Ugotovili smo, da ne gre za problem zasnove
krmilnika temvecˇ hrosˇcˇev pri njegovi implementaciji. Vseeno se nam zdi to
pomemben pokazatelj nezrelosti resˇitve, kar je po nasˇem mnenju trenutno
tudi najvecˇja ovira pri uporabi krmilnika ONOS v produkcijskem okolju.
Pricˇakujemo, da bodo te tezˇave odpravljene s prihajajocˇimi razlicˇicami, saj
se resˇitev aktivno razvija.
Menimo, da bi lahko z implementacijo podanih predlogov izboljˇsali raz-
polozˇljivost krmilnika, hkrati pa je po nasˇem mnenju smiselno predvsem
rezultate meritev cˇasa, ki je potreben za izvedbo nadomestnega nacˇina de-
lovanja, uposˇtevati tudi pri zasnovi aplikacij. Videli smo, da je cˇas neraz-
polozˇljivosti krmilne ravnine nekaj sekund tudi v najboljˇsem primeru, kar
lahko za dolocˇene primere zˇe predstavlja problem. S proaktivnim namesˇcˇenjem
pravil v tem cˇasu zgolj ni mogocˇa sprememba poti, medtem ko lahko z vna-
prejˇsno namestitvijo alternativnih poti, ki jih omogocˇajo skupinske tabele
OpenFlow, v dolocˇeni meri zagotovimo celo spremembo posredovanja brez
posega krmilnika in s tem omejimo tezˇave zaradi nerazpolozˇljivosti krmilne
ravnine.
Za nadaljnje delo bi bila po nasˇem mnenju smiselna implementacija pre-
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dlaganih izboljˇsav. Njihovo ucˇinkovitost bi lahko preizkusili z uporabo ogrodja
in testov, ki smo jih razvili v okviru tega dela. Prav tako menimo, da bi bilo
smiselno za primerjavo teste ponoviti sˇe z drugimi implementacijami krmil-
nikov.
Po nasˇem mnenju je prihodnost programsko dolocˇenih omrezˇij vsekakor
obetavna in pricˇakujemo, da bo z dostopnostjo stabilnih implementacij kr-
milnikov, ki zagotavljajo ustrezno mero visoke razpolozˇljivosti, tudi njihova
uporaba v praksi vse bolj pogosta.
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