We present a fast multigrid solver for simplified P N (SP N ) approximations to the diffusive radiation in non-grey semitransparent media. The method consists on reformulating the equations as a nonlinear fixed point problem in the temperature only. Given a mesh hierarchy, time and space discretizations are performed using second-order implicit and finite differencing methods, respectively. At each mesh level, a Newton-Krylov algorithm is applied to the discrete equations. As a smoother on the coarse meshes we propose the Atkinson-Brakhage operator. Numerical results are shown for glass cooling process using different geometry enclosures. The SP N approximations capture the correct asymptotic behavior of the numerical solution with a computational cost lower than using the full radiative transfer equations.
Introduction
Let be a geometrical domain in R d (d = 1, 2 or 3) with smooth boundary j of an absorbing and emitting semitransparent material with a given initial temperature distribution
The heat conduction in the medium is described by the energy equation 
where is the convective heat transfer coefficient, T b is a given temperature of the surrounding, n(x) denotes the outward normal inx with respect to j and the mean hemispheric surface emissivity in the opaque spectral region [0, 1 ], where radiation is completely absorbed. In (3) , n b and n m are refractive indices of surrounding medium and semitransparent material, respectively. B(T , , n) is the spectral intensity of the black-body radiation given by the Planck's function in a medium with refractive index n
B(T , , n)
Here h P , k B and c 0 are Planck's constant, Boltzmann's constant and the speed of radiation propagation in vacuum, respectively [10] . The spectral intensity I (x, , ) at the space point x, within the frequency and along the direction , is obtained from the radiative transfer equation
·
∇I + ( )I = ( )B(T , , n m ).
At the boundary we consider transmitting and specular reflecting condition
where = − 2(n · )n is the specular reflection of on j , and ∈ [0, 1] is the reflectivity obtained according to the Fresnel and Snell laws [16] . Thus, for an incident angle m given by cos m = |n · | and Snell's law n b sin b = n m sin m , the reflectivity ( ), = |n · |, is defined as follows:
We assume that n m > n b and the hemispheric emissivity is related to the reflectivity by
There is a vast literature dealing with numerical methods for the radiative heat transfer (RHT) equations (1)- (6), see [16] for a survey. These equations have been the key to understand the temperature distribution on many semitransparent materials. As an example, the above equations have been widely used to predict the temperature distribution during the cooling process of glass which has direct effect on the quality of the product. Moreover, numerical experiments on semitransparent materials have shown that heat transfer cannot be estimated only by conduction but also by radiation. For instance, in the annealing process, glass temperature is higher than 700 K and at this temperature radiative transfer dominates conduction. The main difficulties raised when solving numerically the RHT equations lie essentially on the large set of dependent unknowns, the coupling between the radiative transfer and the heat conduction, and the specularly reflecting boundary conditions. The most accurate procedures available for computing RHT in semitransparent materials are the zonal and Monte Carlo methods [11] . However, these methods are not widely applied in comprehensive radiative transfer calculations due to their large computational time and storage requirements. Also, the equations of the radiation transfer are in non-differential form, a significant inconvenience when solved in conjunction with the differential equations of flow and conduction. For this reason, numerous investigations are currently being carried out worldwide to assess computationally efficient methods. The present work deals with the design of such methods.
In this paper, we consider the SP N approximations to the RHT problem. The SP N approximations were first proposed in [5] and theoretically studied in [9] . In [8, 15] the SP N approximations have been extensively studied for radiative transfer in glass manufacturing, while in [4] they have been implemented for radiation in gas turbines. The SP N approximations have also been studied in [1] for internal radiation in crystal growth. The main advantage in considering SP N approximations is the fact that the RHT equations are transformed to a mixed set of parabolic-elliptic equations independent of the angular directions and easy to solve numerically. Furthermore, comparisons presented in the previous references proved that in optically thick media (large absorption) the SP N models approach the full RHT problem with less computational cost and give results which are more accurate than those obtained by the classical Rosseland approach traditionally used by physicists.
In [14, 13] , we have studied a class of multilevel algorithms to solve the full RHT equations in two and three space dimensions. The numerical results reported there show that the multilevel methods provide several advantages over all the conventional methods used in the literature to approximate numerical solutions to the RHT problems. Compared to the SP N approximations, we have found that the multilevel algorithms [14, 13] are relatively more efficient. In order to speed up the solution procedures, we have proposed in [7] an adaptive technique for solving the SP N equations. It is true that the computational work in the adaptive solvers is strongly reduced compared to the solvers used in [8, 15] . However, taking into account accuracy and efficiency of the computed results, multilevel algorithms for RHT equations are still competitive. They resolve the RHT model at the minor additional computational cost with respect to the adaptive SP N models.
Our goal in this paper is to construct fastest solver for treating RHT in semitransparent materials. This goal can be reached by exploring the simplicity of SP N models and the efficiency of multigrid methods. The proposed algorithm reformulates the SP N approximations in a nonlinear fixed point problem to be solved for the temperature only. The algorithm uses finite differencing coupled with Newton's method for solving the system of equations arising, at each time step, in implicit time integration. The Jacobian systems are solved by applying GMRES preconditioned with a semicoarsening multigrid algorithm. As a smoother on the coarse mesh we used the Atkinson-Brakhage approximate inverse. By combining the nonlinear Newton iteration with a multigrid preconditioner, we hope to take advantage of the fast, robust nonlinear convergence of Newton's method and the scalability of the linear multigrid method. Numerical results presented in this paper demonstrate high efficiency of SP N approximations compared with RHT equations using multigrid solvers for all the models.
The remainder of this paper is organized as follows. In Section 2 we formulate the SP N approximations to RHT equations (1)-(6). Our multigrid Newton-Krylov method is discussed in Section 3. Section 4 is devoted to numerical results on two and three-dimensional simulations on glass cooling process. Section 5 contains the conclusions.
SP N equations in semitransparent media
To minimize the number of parameters in Eqs. (1)- (6), the following non-dimensional variables are introduced: 
We introduce the diffusion scale ∈ (0, 1]
In this paper we assume that the spectral absorption coefficient ( ) is piecewise constant with respect to the frequency , i.e.,
with k is constant and N is the total number of spectral bands. If we denote the intensity of the kth spectral band by
then the RHT equations (1)-(6) can be rewritten in dimensionless form as
where we have dropped the prime superscript for ease of notation. Here, the mean intensity (k) and the Plankian function B (k) are given by
respectively. Note that many physical assumptions have to be taken into account to derive well-posed models for RHT equations in diffusive semitransparent media. For more details on these assumptions, we refer to [11, 16] among others.
In what follows, we briefly recast the SP N approximations for the RHT equations (10)- (14) . For more analysis we refer the reader to [8] and further references can be found therein. Hence, we write Eq. (11) as
and we apply a Neumann series to formally invert the transport operator
Integrating respect to over all directions in the unit sphere and using
we obtain the formal asymptotic equation
are neglected we obtain the SP 0 , SP 1 , SP 2 or SP 3 approximations, respectively. Higher-order approximations can be derived similarly. In this paper, we consider only the SP 0 , SP 1 , and SP 3 approximations, and our method can be extended straightforward to other approximations. The boundary conditions for SP N approximations are obtained from variational principles and are connected to the P N approximations Marshak's conditions, compare [11] . Here, we briefly state the set of each SP N approximation and for more details we refer to [8] . Thus, SP 0 approximation:
Note that the SP 0 approximation reduces to an equation for the temperature alone and is the conventional Rosseland approximation. As can be seen, the Rosseland approach (15) is a parabolic equation, uncoupled with mean intensity (k) , and easy to solve numerically. However, in many physically interesting situations, the Rosseland approximation is not accurate enough. For instance, it gives poor results for boundary layers in regions where the temperature gradient is sharp. SP 1 approximation:
The variables r 1 and r 2 appeared in the boundary conditions for (k) depend on the reflectivity of considered media and are given in Appendix A. SP 3 approximation:
A detailed discussion on the formulation of Eqs. (17) can be found in [8] . The mean intensity (k) is obtained from the variables
2 according to the relation
The parameters a i , i , i , i , i , and i (i = 1, 2) are derived using asymptotic and variational analysis, see Ref. [8] .
For completeness, the corresponding formulae for calculating these parameters are listed in Appendix A.
Multigrid Newton-Krylov method
In this section we formulate our numerical method for efficiently solving the SP N approximations. We rewrite the SP N equations in formal way as a fixed point problem for T only,
with the map T −→ F(T ) is obtained by solving:
(ii) The heat equation
The variables in the compact forms (19) and (20) are defined as follows:
for the SP 0 approximation,
for the SP 1 approximation, and
, for the SP 3 approximation. Note that both problems (19) and (20) can be discretized and solved separately with different discretizations and solvers.
Difference equations
To discretize the SP N approximations in space we assume a three-dimensional uniform mesh with step sizes x, y and z in x-, y-and z-direction, respectively. We use the notation W i,j,k to denote the approximation value of an arbitrary function W at gridpoint (x i , y j , z k ). We also divide the time interval into subintervals [t n , t n+1 ] of equal length t and t n = n t. Denoting by W n i,j,k the value function W i,j,k at time t n , a second-order discrete approximation for the SP N equation (19) can be written as
where the difference operator
The gradient in the boundary conditions is also approximated by central differencing using "ghost" points. The spatial discretization of the heat equation (20) is derived using the same difference operators. Time discretization of the heat equation (20) can be carried out using any time stepping scheme. However, for stability reasons, explicit methods require very small time steps which can limit the efficiency of the algorithm. Therefore, we use the implicit Crank-Nicolson method. Applied to (20) it gives
where the right-hand side
In the sequel, we shall need to construct a hierarchical multilevel problems. To do so, we assume a given uniform sequence of nested grids
In our implementation, a coarsening step consists of merging eight cells (two in each direction) with volume areas x l × y l × z l each to obtain a child cell with volume area x l+1 × y l+1 × z l+1 =8 x l × y l × z l , the superscripts denoting the respective grid level. Thus, starting from a grid level l, made of Nx l ×Ny l ×Nz l cells, the next grid level contains Nx l+1 ×Ny l+1 ×Nz l+1 =Nx l ×Ny l ×Nz l /8 cells. Clearly, this process can be repeated as long as Nx l , Ny l and Nz l are even numbers. Whenever two or one of the number of cells in a direction is odd, the coarsening automatically switches to a two-or one-dimensional coarsening procedure in which only four or two cells are merged to make a child cell. It is clear that the procedure is optimal when Nx, Ny and Nz are powers of 2.
By using the subscripts l and L to refer respectively to the coarse and fine level, the problem statement (18) becomes: solve on the finest mesh L the nonlinear system of equations
Analogously, after some linear algebra, Eqs. (21) or (22) can be rewritten in a compact form as: solve on the finest mesh L the linear system of algebraic equations
where stands for either in (21) or T in (22). The matrix A is obtained from the difference diffusion operator with the Robin boundary conditions included and b contains the right-hand side. In order to apply multilevel algorithms for the solution of (23) and (24) we need the fine-to-coarse grid transfer operator R l L and the coarse-to-fine grid transfer operator P L l . A trivial, efficient and easy to implement class of operators to perform these steps are bilinear interpolation for the prolongation P L l and simple injection for the restriction R l L . For more discussions and other different operators we refer to the text book [6] . It is worth remarking that our numerical experiments are found to be not sensitive to the choice of intergrid transfer.
Iterative solvers
The Newton's method applied to (23) results in the following iteration:
where H L is the system Jacobian approximated by a difference quotient of the form
If a Gmres method [12] is used to compute the Newton's direction then, at each time step the following algorithm has to be called in the time loop:
Given F L , tolerance and initial guess T 
End do
Here · L 2 denotes the discrete L 2 -norm. The Newton step , the tolerance (k) to stop the inner iterations in Gmres, and the difference increment in (26) are selected according to backtracking linesearch, Eisenstat-Walker and Hardwired techniques. We refer to [3] for detailed discussions on these techniques.
The multilevel method we consider for solving (23) is a Newton-Gmres iteration with Atkinson-Brakhage approximate inverse [2] as a smoother. Thus, for a given level m > l the Jacobian approximation is
where I denotes the identity matrix. Hence, a two-level iteration results in
with B L l is the Atkinson-Brakhage operator given by
Given the finest level {L, F L , T L }, the coarsest level {l, F l , T l }, the initial guess T (0) and the tolerance , the mthlevel \-cycle iteration NestNG(m, l, T (0) , ) in nested Newton-Gmres algorithm to solve (23) is implemented as follows: 
Algorithm 2. NestNG(m, l, T (0) , )
where the Atkinson-Brakhage operator
End do
Note that restriction and prolongation operations are required in step (b) and the linear system is solved only in the coarse level. To perform this step we use the Gmres method as a coarse solver.
Using the same multigrid hierarchy and the same notations as in the above algorithms, the mth level V-cycle iteration Mg(m, (0) , b) to solve SP N equations (24) is carried out in the following steps: Here s 1 and s 2 are positive integers, s 1 > 0 while s 2 may be zero. Note that Gmres and preconditioned Bicgstab subroutines called in above algorithms can be implemented in the conventional manner as in [12, 17] , with the only difference that no matrix needed to be stored. All what is needed, however, is a function that performs a matrix-vector multiplications. We used the diagonal as a preconditioner in the Bicgstab subroutine.
Applications
This section is devoted to numerical results and examples. The multilevel algorithms presented in Section 3 are implemented on a PC with AMD-K6 200 processor running Fortran codes under Linux 2.2. In all these algorithms a fixed tolerance of 10 −6 is used to stop the iterations. Furthermore, three pre-and post-smoothing are used by the multigrid algorithm (Algorithm 3) for the SP N equations. Details concerning the solution method of full RHT equations using multilevel algorithms can be found in [14, 13] and need not be repeated here. The discrete ordinates set S 8 is used for the angular discretization for the RHT equations. To have a fair comparison of accuracy and efficiency, we used the same mesh hierarchy in all these algorithms.
In this section we consider test examples in glass cooling process. In our simulations we used data kindly provided by Schott Glaswerke in Mainz (Germany) and are listed as follows: The glass spectrum is discretizated in 283 bands as shown in Fig. 1 . To the author's knowledge, this is the first time that numerical results on glass cooling using such optical spectrum are shown. One can easily see from Fig. 1 that the material is non-grey and the optical properties strongly change with wavelength. In addition, the glass is considered to be opaque to radiation for wavelengths larger than a cut-off wavelength equal to 6 m. Although the results shown in this paper are restricted to the glass manufacturing, our multilevel methods can be applied to other semitransparent materials provided their detailed optical properties are explicitly given. The time stepsize t is fixed to 0.1 s in all the runs and results are displayed at time t = 50 s. The following geometry enclosures are selected:
Square enclosure
We start by considering a unit glass square of 1 cm height. Two different optical regimes are considered, corresponding to two different values of the non-dimensional parameter . Since the SP N approximations were derived asymptotically for >1 the results should agree well with the full RHT solution when is small (optically thick regime). Fig. 2 shows the predicted temperature using SP 3 approximation at = 1. We used a fine mesh of 64 × 64 gridpoints and 32×32 gridpoints in the coarse mesh. For accuracy comparisons, we plot in Fig. 3 a cross section of the temperature at x =0.5 cm. In this figure the SP N and RHT results are plotted for =1 and 0.1. As the asymptotic analysis predicts, the SP N results become better for smaller values of . In particular, SP 1 and SP 3 approximations reconstruct the temperature much more accurate than the SP 0 (Rosseland) approximation often used by physicists.
In Table 1 , we summarize the computational cost required for the different solvers at = 1 and 0.1. Here, we consider the two-grid algorithms: let Nx × Ny be the number of gridpoints on the fine mesh. For the two-grid algorithm we use additionally the mesh with Nx/2 × Ny/2 gridpoints. Obviously, the two-grid SP N approximation are optimal for all physical situations considered.
We should mention that, a comparison of the run times for the solution of the full RHT equations strongly depends on the number of directions in the angular discretization. In all the results presented in this section, we used the S 8 discrete ordinate set with 80 directions for being the most accurate discretization of the unit sphere, compare [14] .
Cylinder enclosure
Next we consider the annealing of a cylinder glass with radius 0.5 cm and height 1 cm. Note that in the cylindrical coordinates (r, ), the gradient and Laplace operators in the SP N equations become
respectively. By assuming that the problem is rotationally symmetric around the origin (independent of the coordinate ) the above operators reduce to For the spatial discretization, we used the same finite differencing as in the Cartesian coordinates. In Fig. 4 we show the temperature distribution obtained by SP 3 approximation at = 1 on a fine mesh with 64 × 64 gridpoints. Since the problem is axisymmetric, we show only half of the cylinder in our results.
In Fig. 5 , we plot a radial cross section of the temperature obtained by the SP N and RHT models for = 1 and 0.1. As can be observed, the SP N models, in particular SP 3 approximation, give better results than the conventional diffusion SP 0 approximation. The SP 1 and SP 3 models significantly outperform the standard Rosseland (SP 0 ) approximation which has been used very often as an approximation for optically thick diffusive problems. We also note that, in contrast to the SP 0 model, the SP 1 and SP 3 models give results which are in good agreement with the full RHT model even when the regime is not so diffusive. Furthermore, according to the asymptotic analysis leading to the SP N approximations, we expect that all of these models become the more accurate the smaller is.
The run times for the different models are listed in Table 2 . Roughly the solution of the SP 3 equations takes about twice as much time as the solution of the SP 1 equations. The solution of the full RHT equations takes a factor of 4-5 as much time as the SP 1 solution. Clearly, the numerical solutions of SP 1 and SP 3 are more costly than the solution of the Rosseland approximation, but much less costly than the full RHT solution. 
Cube enclosure
Our final test example is the cooling of a unit glass cube with 1 cm height. Fig. 6 shows the distribution of the temperature on a part of the glass cube computed by the SP 3 approximation with = 1 and a computational mesh with 64 × 64 × 64 gridpoints on the fine mesh and 32 × 32 × 32 gridpoints on the coarse mesh. Comparisons of the results obtained by SP N and RHT models are displayed in Fig. 7 . Here, we plot a cross section of the temperature at x = y = 0.5 cm for = 1 and 0.1.
Again, a comparison of the solutions of different approximate equations with the RHT equations in Fig. 7 gives similar conclusions as in the previous test examples. For optically thick regimes (small values of ), the SP 3 can be as accurate as the full RHT model, whereas the SP 0 approximation can give totally wrong results.
The run times for the different solvers are reported in Table 3 . Note that using a one-grid formulation with 64×64×64 gridpoints and the 283 frequency bands one has to deal with systems with more than 74 millions of unknowns at each time step in the SP N equations. In the RHT equations this number has to be multiplied by 80 (the number of the discrete ordinates in the S 8 set). To compute the solutions for such systems is very demanding. However, the multilevel formulation considered in this paper requires solution of these system only on the coarse level which can save lot of computational work.
From Table 3 , we can see that the SP N approximations are less time consuming compared to the RHT solver, specially when = 0.1. In this case, to perform one step of SP 3 approximation on a mesh with 64 × 64 × 64 gridpoints we need only 42.5% of the CPU needed for the RHT solver. This fact could be interesting when it is compared to the accuracy of the results obtained by SP 3 approximation presented in Fig. 7 . 
Concluding remarks
We have presented a comprehensive methodology for realistically estimating radiative heat transfer in diffusive semitransparent materials. The radiation is approximated by the SP N equations resulting in a set of equations independent of directional coordinates and easy to be integrated in existing software packages. A multigrid Newton-Krylov method has been implemented to solve the SP N approximations and the obtained results for cooling glass showed that it is possible to estimate the temperature with a computational cost roughly between 4 and 5 times lower than solving the full RHT equations. The SP 3 approximation gives results which are more accurate than those obtained by the canonical Rosseland approach and are close to those computed by the RHT problem. Note that the parallel implementation of the methods presented in this paper is straightforward and only requires interprocessor communication to complete the matrix-vector and vector-vector products required at each iteration. Further work relating the extension of the method and applications includes:
(1) In the present study, we have considered the cooling process of pure glass (zero scattering). However, for some special semitransparent materials radiative transfer has to be modelled not only by absorption and emission but also by scattering. Therefore, it is interesting to study the efficiency of these methods for such materials. On the other hand, the behaviour of the presented methods should also be studied in conjunction with hydrodynamical effects on the cooling product. For instance, coupling the SP 3 for radiation stage and Navier-Stokes for the heat convection. (2) There are many physical situations where the geometry enclosure is constituted by different semitransparent materials. This heterogeneous media can lead to two different radiative regimes in different regions of the spatial domain. For example, in one part of the domain the diffusion scaling is very small >0 and in the other part the scaling is very large ?1. This occurs when the absorption coefficient is large in the first subdomain and small in the second subdomain, compare the definition of in (8) . One way to estimate efficiently the temperature distribution on this media is to consider a coupling procedure where the full RHT equations are solved in the thin region ( ?1) and the SP N equations are used for the thick region ( >0). As in domain decomposition methods, a careful treatment of the interface between the two regimes is crucial and has direct effect on the accuracy of the approximate solutions. (3) In some applications in cooling glass or ceramic the discretization of the optical spectrum results in bands with different absorption coefficients which yield to very small scaling in some bands and very large values of in others. Consequently, the computational cost in those applications can be strongly reduced by considering a hybrid between the SP N approximations for the bands with large absorption and the full RHT model for the bands with small absorption. Unlike the previous coupling, this hybrid technique does not require any interface resolution since the RHT or SP N equations are solved for each frequency band and the required mean intensity (used to formulate the source term in the heat equation) is obtained by summing over all the bands.
These concluding remarks and other applications are under investigation and results will be published in the near future. where is the reflectivity function given by (7), P 1 and P 3 are Legendre polynomials of order 1 and 3 defined as
. Hence, the parameters r 1 and r 2 required in (16) for the boundary condition of SP 1 approximation are given above. Whereas, the constants appeared in (17) for the boundary condition of SP 3 approximation are listed as follows: 
where 5 . Note that the above parameters depend only on the optical reflectivity of the material where the radiation has to be estimated. They can be calculated in advance and stored to be used whenever a simulation of solution has to be repeated in the time loop. A quadrature rule is needed to compute the integrals in r i 's. When the reflectivity is analytically given (as in the function given by (7) in our test examples), the quadrature rule does not affect the accuracy of the computed solution. However, in the case where reflectivity is heterogeneous or is discontinuous data provided by the manufacturer, a highly accurate quadrature rule with more abscissa points is necessary to eliminate the effects on the cooling product.
