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Sommaire  
Le laboratoire DOMUS développe des applications sensibles au contexte dans une 
perspective d’intelligence ambiante. L’architecture utilisée présentement pour gérer le 
contexte a atteint ses limites en termes de capacité d’évoluer, d’intégration de nouvelles 
sources de données et de nouveaux capteurs et actionneurs, de capacité de partage entre les 
applications et de capacité de raisonnement. 
Ce projet de recherche a pour objectif de développer un nouveau modèle, un gestionnaire de 
contexte et de proposer une architecture pour les applications d’assistance installées dans un 
habitat intelligent. Le modèle doit répondre aux exigences suivantes : commun, abstrait, 
évolutif, décentralisé, performant et une accessibilité uniforme. Le gestionnaire du contexte 
doit permettre de gérer les événements et offrir des capacités de raisonnement sur les données 
et le contexte. La nouvelle architecture doit simplifier le développement d’applications 
d’assistance et la gestion du contexte. Les applications doivent pouvoir se mettre à jour si le 
modèle de données évolue dans le temps sans nécessiter de modification dans le code source. 
Le nouveau modèle de données repose sur une ontologie définie avec le langage OWL 2 DL. 
L’architecture pour les applications d’assistance utilise le cadre d’applications Apache Jena 
pour la gestion des requêtes SPARQL et un dépôt RDF pour le stockage des données. Une 
bibliothèque Java a été développée pour gérer la correspondance entre le modèle de données 
et le modèle Java. Le serveur d’événements est basé sur le projet OpenIoT et utilise un dépôt 
RDF. Il fournit une API pour la gestion des capteurs / événements et des actionneurs / 
actions.   
Les choix d’implémentation et l’utilisation d’une ontologie comme modèle de données et des 
technologies du Web sémantique (OWL, SPARQL et dépôt RDF) pour les applications 
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d’assistance dans un habitat intelligent ont été validés par des tests intensifs et l’adaptation 
d’applications déjà existantes au laboratoire. L’utilisation d’une ontologie a pour avantage 
une intégration des déductions et du raisonnement directement dans le modèle de données et 
non au niveau du code des applications. 
 
  v 
Remerciements  
Je remercie mes directeurs Sylvain Giroux et Marc Frappier pour le temps qu’ils ont consacré 
à mon projet de maîtrise et tous les conseils et le support qu’ils m’ont donnés pour ce projet 
et principalement l’étape de rédaction.  
Je tiens aussi à remercier tous les membres du laboratoire DOMUS que j’ai côtoyés pendant 
ma maîtrise. On a passé ensemble de très bons moments de travail, mais aussi de détente. J’ai 
eu beaucoup de plaisir à collaborer avec vous sur les différents projets du laboratoire. 
Je remercie aussi mes parents et ma famille pour leur soutien et leurs encouragements qui 
m’ont poussé à entreprendre et à terminer ma maîtrise. 
  
 
  vi 
Table des matières 
Sommaire ............................................................................................................ iii 
Remerciements ...................................................................................................... v 
Table des matières ............................................................................................... vi 
Liste des abréviations ........................................................................................... ix 
Liste des tableaux .................................................................................................. x 
Liste des figures ................................................................................................... xi 
Introduction ........................................................................................................... 1 
Contexte ................................................................................................................................. 1 
Méthodologie ......................................................................................................................... 5 
Résultats ................................................................................................................................. 5 
Structure du mémoire ............................................................................................................. 6 
Chapitre 1 Évaluation et sélection ........................................................................ 7 
1.1 Modèle de données ...................................................................................................... 7 
1.1.1 Modèle relationnel ............................................................................................... 8 
1.1.2 Modèle déductif ................................................................................................... 9 
1.1.3 Modèle à base de documents ............................................................................. 10 
1.1.4 Modèle à base de graphes .................................................................................. 11 
1.1.5 Ontologie............................................................................................................ 12 
1.1.6 Choix de l’approche de modélisation ................................................................ 12 
1.2 Architecture de la solution ........................................................................................ 13 
1.2.1 Les applications d’assistance ............................................................................. 13 
  vii 
1.2.2 Le gestionnaire de contexte ............................................................................... 15 
Chapitre 2 Technologies du Web sémantique .................................................... 21 
2.1 RDF ........................................................................................................................... 22 
2.2 RDFS ......................................................................................................................... 24 
2.3 OWL .......................................................................................................................... 25 
2.4 SPARQL.................................................................................................................... 32 
2.5 Dépôt RDF ................................................................................................................ 34 
Chapitre 3 Notre ontologie et son usage pour construire des applications 
sensible au contexte ............................................................................................ 37 
3.1 La modélisation du contexte ..................................................................................... 37 
3.1.1 Modèle de données pour les applications d'assistance ....................................... 38 
3.1.2 Modèle de données pour décrire un habitat intelligent ...................................... 42 
3.2 Application client ...................................................................................................... 52 
3.2.1 Architecture........................................................................................................ 53 
3.2.2 Correspondance entre Java et l’ontologie .......................................................... 54 
3.2.3 Implémentation .................................................................................................. 58 
3.3 Le gestionnaire de contexte ....................................................................................... 60 
Chapitre 4 Évaluation de l’infrastructure de gestion du contexte ...................... 65 
4.1 Critères d’évaluation ................................................................................................. 65 
4.2 Évaluation du gestionnaire de contexte ..................................................................... 67 
4.3 Test et évaluation de la bibliothèque manage-data-utils ........................................... 72 
4.4 Tests et évaluation du nouveau gestionnaire de contexte dans une application 
d’assistance .......................................................................................................................... 73 
Conclusion .......................................................................................................... 75 
Annexe A Ontologies .......................................................................................... 79 
A.1 Ontologie Amelis ...................................................................................................... 79 
A.2 Ontologie du gestionnaire de contexte ...................................................................... 82 
  viii 
A.3 Ontologie domusTest ................................................................................................ 85 
Annexe B Fonctionnalités de l'API Rest du gestionnaire de contexte CERES .. 88 
B.1 Méthodes de gestion des capteurs ............................................................................. 88 
B.2 Méthodes de gestion des actionneurs ........................................................................ 94 
Bibliographie....................................................................................................... 98 
 
  ix 
Liste des abréviations 
API Application Programming Interface 
AVQ Activités de la vie quotidienne 
BD Base de données 
DOMUS DOmotique et informatique Mobile à l'Université de Sherbrooke 
HTTP HyperText Transfer Protocol 
JDBC Java DataBase Connectivity 
JSON JavaScript Object Notation 
OWL Web Ontology Language  
RDF Resource Description Framework 
RDFS RDF Schema  
SGBD Système de gestion de base de données 
SPARQL  Simple Protocol And RDF Query Language  
URI Uniform Resource Identifier 
URL Uniform Resource Locator 
XML Extensible Markup Language  
  x 
Liste des tableaux  
Tableau 1 - Comparaison des différentes approches de modélisation ..................................... 13 
Tableau 2 - Comparaison d’Apache Jena et OWL API ........................................................... 14 
Tableau 3 - Récapitulatif des tests et des améliorations du gestionnaire de contexte ............. 68 
Tableau 4 - Comparaison des dépôts RDF au niveau du traitement des requêtes ................... 71 
Tableau 5 - Récapitulatif des performances d'envoi d'une action à un actionneur .................. 72 
 
  xi 
Liste des figures  
Figure 1 - L'habitat intelligent du DOMUS ............................................................................... 2 
Figure 2 - Modèle déductif : exemple de règles Datalog ........................................................... 9 
Figure 3 - Modèle à base de document : exemple de document représentant un contact dans le 
format XML ..................................................................................................................... 10 
Figure 4 - Exemple d'un document contact dans CouchDB .................................................... 11 
Figure 5 - Architecture globale représentant le gestionnaire de contexte et une application 
d'assistance avec leurs composants principaux ................................................................ 20 
Figure 6 - Exemple de graphe RDF ......................................................................................... 23 
Figure 7 - Ontologie OWL ....................................................................................................... 25 
Figure 8- Définition de la classe MargheritaPizza qui décrit une classe qui regroupe 
tous les individus qui ont uniquement des relations hasTopping dont l’objet est de 
type MozzarellaTopping ou TomatoTopping[22] ......................................... 27 
Figure 9 - Définiton de l’« ObjectProperty »  hasIngredient de type 
TransitiveProperty avec la caractéristique inverseOf de la propriété 
isIngredientOf[22] ............................................................................................... 28 
Figure 10 - Définition de la « DataProperty » hasCalorificContentValue de type 
FunctionnalProperty ............................................................................................ 29 
Figure 11 - Requête SPARQL SELECT .................................................................................. 32 
Figure 12 - Requête SPARQL INSERT ................................................................................... 34 
Figure 13 - Requête SPARQL DELETE .................................................................................. 34 
Figure 14 - Une partie de l'ontologie (toutes les classes et propriétés, l’agenda de Jean avec 
les activités Rdv coiffeur et Anniversaire Melanie) pour les applications Ap@lz et 
Amelis .............................................................................................................................. 38 
  xii 
Figure 15- Sous-ensemble du graphe de la Figure 14 dans le format RDF/XML ................... 42 
Figure 16 - Une partie de l’ontologie du gestionnaire de contexte qui représente le capteur de 
température Opensense_DOMUS et un événement (12 C le 2014-09-13 à 01:40) ......... 44 
Figure 17 - Une partie de l’ontologie du gestionnaire de contexte qui représente l’actionneur 
RL20, la source de communication de l’actionneur et une action (clignoter pendant 45 
sec.) .................................................................................................................................. 49 
Figure 18 - Modèle d'architecture d'une application client ...................................................... 54 
Figure 19 - Diagramme d'activité de la bibliothèque manage-data-utils qui décrit son 
fonctionnement durant le développement et en cours d’exécution de l’application client
.......................................................................................................................................... 56 
Figure 20 - Architecture générale du gestionnaire de contexte CERES et des composants 
externes ............................................................................................................................ 63 
Figure 21 - Ontologie Amelis .................................................................................................. 81 
Figure 22 - Ontologie CERES ................................................................................................. 84 
Figure 23 - Ontologie domusTest ............................................................................................ 87 
Figure 24 - Requêtes pour ajouter un capteur .......................................................................... 88 
Figure 25 - Fichier testCapteur.xml ......................................................................................... 89 
Figure 26 - Fichier testCapteur.metadata ................................................................................ 91 
Figure 27 - Requête pour supprimer un capteur ...................................................................... 93 
Figure 28 - Requête pour modifier le mode d'enregistrement pour un capteur ....................... 94 
Figure 29 - Requête pour ajouter un actionneur ...................................................................... 94 
Figure 30 - Fichier testEffecteur.metadata .............................................................................. 95 
Figure 31 - Requête pour envoyer une action .......................................................................... 97 
Figure 32 - Requête pour supprimer un actionneur ................................................................. 97 
  1 
Introduction 
Contexte 
Le laboratoire DOMUS a pour mission de développer des solutions d'assistance pour aider 
des personnes atteintes de troubles cognitifs dans les activités de la vie quotidienne (AVQ). 
Les AVQ sont, par exemple, prendre ses médicaments, déjeuner, aller chez le médecin, 
prendre une douche, aller se coucher, etc. 
Le laboratoire DOMUS comporte un habitat intelligent (Figure 1), c'est-à-dire un 
appartement comprenant une cuisine, un salon / salle à manger, une chambre à coucher et une 
salle de bain. Chaque pièce est munie de capteurs (détecteurs de mouvements, débitmètres, 
capteurs « on/off », etc.) et d'actionneurs (haut-parleurs, écrans, lumières, etc.) utilisés par les 
applications d'assistance. Les capteurs transmettent de l'information sur l'appartement et les 
équipements dans le but de déduire l'activité de la personne. L’information de bas niveau 
obtenue des capteurs est ensuite analysée pour définir le contexte et répondre à des questions 
comme : est-ce que la porte d'entrée est bien fermée? Est-ce que le four est éteint? Est-ce que 
le robinet de la baignoire est ouvert? Les actionneurs sont utilisés pour interagir avec le 
résident en diffusant par exemple un message audio ou vidéo à propos d'une action qu'elle 
devrait entreprendre, ou bien pour effectuer une action de contrôle sur un équipement selon la 
situation et l'activité en cours. 
Ce paragraphe présente un exemple d’interaction explicite avec le résident : il est 8h05 et la 
personne n'a pas encore pris les médicaments qu'elle devait prendre à 8h, alors le système 
diffuse un message audio dans la cuisine (le système ayant détecté que la personne est à la 
cuisine) pour lui rappeler de prendre ses médicaments.  
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Figure 1 - L'habitat intelligent du DOMUS 
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Dans l’exemple suivant, l’usage des actionneurs montre comment un système d’assistance 
assure la sécurité du résident : le four est toujours allumé et la personne a terminé de l’utiliser 
depuis plus de 10 minutes, alors le système veille à éteindre le four automatiquement pour 
des raisons de sécurité. 
Parmi les principales applications d'assistance développées au laboratoire DOMUS, 
mentionnons un calendrier numérique pour des personnes atteintes de la maladie d'Alzheimer 
(Amelis), un agenda sur téléphone mobile pour les personnes atteintes de troubles cognitifs 
(Ap@lz) et un assistant culinaire pour aider les personnes atteintes d'un traumatisme cranio-
cérébral (Archipel). Le DOMUS possède aussi un laboratoire vivant installé dans une 
résidence alternative. Cette résidence héberge des personnes atteintes d’un TCC dans six 
appartements et quatre chambres. Chacun est équipé de capteurs et d'actionneurs comme au 
laboratoire DOMUS. Les applications d'assistance développées au DOMUS sont déployées et 
testées dans cette résidence. 
Le développement et l’intégration progressive des applications d’assistance, combiné au 
déploiement dans de nouveaux lieux comme le laboratoire vivant, ont mis en évidence les 
limites actuelles de l’infrastructure utilisée au niveau de la représentation des données et de 
l’environnement, du partage des données entre les applications, de la gestion du contexte et 
des capacités de raisonnement. 
Actuellement, chaque application d'assistance utilise son propre modèle de données et ses 
propres mécanismes d’intégration du contexte et donc plusieurs représentations différentes 
d'un même concept (par exemple un événement de l'agenda). Ceci complique l'implantation 
et la coopération entre plusieurs applications dans le même environnement, car il y est plus 
difficile pour deux applications de communiquer et de partager des données entre elles. 
De même, les applications sont développées et testées au DOMUS puis déployées à la 
résidence alternative. Les deux environnements sont semblables, mais pas identiques. Par 
exemple, certains types de capteurs disponibles à DOMUS ne sont pas installés dans la 
résidence, ou bien ils ne sont pas installés au même endroit dans deux appartements. Il faut 
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donc que le modèle de données soit évolutif et qu'il puisse s'adapter facilement au nouvel 
environnement et qu'il y ait le moins de modifications possible à faire pour le développeur. 
Le modèle relationnel, qui est la solution utilisée actuellement au DOMUS, n'est pas le mieux 
adapté pour cela, car il est fortement relié au contexte du déploiement et aux besoins de 
l'application qui l'utilise. Une fois défini, il est difficile de le faire évoluer sans avoir à 
modifier les applications qui l'utilisent. 
Finalement, les applications d'assistance exploitent les événements des capteurs pour inférer 
l'activité de la personne à l'aide d'un raisonnement. Cette inférence est effectuée par chaque 
application, qui implémente sa propre solution. On a un même traitement qui est implémenté 
plusieurs fois, ce qui est plus difficile à maintenir. On désire donc pouvoir effectuer le 
raisonnement au niveau des données et le rendre accessible à l'ensemble des applications dans 
le but de simplifier le développement des applications d'assistance.  
Objectifs 
En regard de la problématique présentée ci-dessus, le projet consiste à définir et implémenter 
un modèle de données et des capacités évoluées de raisonnement utilisées et partagées par 
toutes les applications du DOMUS. Ce modèle doit comprendre en particulier une 
représentation de l'environnement de l'habitat intelligent du DOMUS. Le but est d’offrir une 
meilleure communication et un meilleur partage des données et du contexte entre les 
applications. Le modèle doit être facilement extensible et évolutif. L’implémentation doit 
offrir une architecture pour la partie gestion des données de l'habitat intelligent et la partie 
utilisation des données pour une application client. 
Nos objectifs s’expriment en fonction des caractéristiques du modèle et de son 
implémentation. 
 Le modèle de données doit être commun pour toutes les applications. 
 Le modèle doit être abstrait et évolutif, c’est-à-dire que l’on veut pouvoir changer le 
modèle sans devoir changer les applications qui l’utilisent. 
  5 
 Le modèle doit être décentralisé, car on aura plusieurs sources de données. 
 Le modèle doit offrir une accessibilité uniforme aux données, même s'il y a plusieurs 
sources de données. 
 Le modèle doit proposer une architecture pour la gestion des données et des 
événements et les applications d'assistance. 
 Le modèle doit permettre de faire des déductions et du raisonnement sur les données. 
Il ne faut pas que cela se fasse au niveau applicatif. 
 Le modèle doit être performant pour l'accès aux données et le traitement des requêtes.  
Méthodologie 
La méthodologie suivante a été utilisée dans le cadre de notre projet. Pour commencer, nous 
avons évalué les approches de modélisation de données et nous en avons choisi une en 
fonction des exigences énumérées précédemment. Pour construire le modèle de données, 
nous avons analysé des applications existantes afin d'extraire toutes les données requises. 
Nous avons également analysé des modèles de données existants dans la littérature que nous 
avons adaptés aux besoins du laboratoire DOMUS. Nous avons fait une fusion de ces 
modèles pour produire le modèle final. Pour l'architecture, nous avons analysé les 
architectures de gestion de données proposées dans la littérature et nous les avons testées 
dans l'environnement du laboratoire DOMUS. Nous avons ensuite choisi la plus performante 
et la plus stable, et nous l'avons adaptée aux besoins du laboratoire DOMUS. À titre de 
preuve de concept, nous avons développé et testé un prototype d'application client pour 
valider le modèle de données et l'architecture. 
Résultats 
Nous proposons un modèle de données défini à l'aide d'une ontologie pour représenter les 
données des applications d'assistance dans un habitat intelligent comme l'appartement du 
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laboratoire DOMUS. L'architecture proposée se divise en deux parties: (1) un gestionnaire de 
contexte qui reçoit les mesures des capteurs et qui envoie des commandes aux actionneurs; et 
(2) une architecture pour les applications d'assistance qui utilisent l'ontologie comme modèle 
de données et le nouveau gestionnaire de contexte.  
Nous avons développé le gestionnaire de contexte basé sur le logiciel libre OpenIoT[11,19] 
pour gérer les capteurs / événements et les actionneurs / actions de l'habitat intelligent. Le 
modèle de données défini à l'aide d'une ontologie a été complété et des modifications ont été 
apportées au logiciel pour répondre aux besoins et exigences du laboratoire DOMUS. 
Nous avons aussi développé une bibliothèque (utilisable en Java) qui offre les composants 
requis à la génération d’un modèle (codé en Java) basé sur l'ontologie définissant le modèle 
de données d'une application. Les applications d'assistance utilisent ces classes pour 
représenter les données récupérées du gestionnaire de contexte.  
L’utilisation du langage OWL 2 DL[38] pour définir l’ontologie et du cadre d’applications 
Apache Jena[24] dans les applications d’assistance pour manipuler les données de l’ontologie 
ont permis l’ajout de capacités de raisonnement. Pour cela, nous avons intégré des outils de 
raisonnement au cadre d’application Apache Jena et au dépôt RDF qui est utilisé pour le 
stockage des données.    
Structure du mémoire 
Le mémoire contient les chapitres suivants. Le Chapitre 1 présente l’évaluation et la sélection 
des solutions et des technologies utilisées dans le cadre du projet. Le Chapitre 2 présente les 
technologies du Web sémantique : RDF[33], RDFS[32], OWL[4], SPARQL[43] et le dépôt 
RDF. Le Chapitre 3 présente la solution développée qui comprend le nouveau modèle de 
données et l'architecture pour les applications d'assistance, le modèle de données et les 
modules et fonctionnalités du gestionnaire de contexte ainsi que la bibliothèque de génération 
du modèle ontologique. Le Chapitre 4 présente les tests effectués pour valider la solution 
proposée et développée. Pour finir, le dernier chapitre présente la conclusion. 
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Chapitre 1 
Évaluation et sélection 
Une évaluation des technologies et des solutions disponibles a été effectuée pour chacune des 
parties principales de notre projet : le modèle de données, l’architecture pour les applications 
d’assistance et le gestionnaire de contexte. Cette évaluation se base sur les besoins et 
exigences de notre projet. Elle a permis de choisir les solutions et technologies utilisées dans 
le cadre du projet. 
1.1 Modèle de données 
Le nouveau modèle de données pour le gestionnaire de contexte et les applications 
d’assistance doit répondre aux besoins suivants.  
 Une seule approche commune pour toutes les technologies d'assistance. 
 Une approche répartie pour que chaque application puisse gérer ses propres données 
et que plusieurs sources de données puissent coexister. 
 Une approche évolutive afin de pouvoir modifier le modèle des données sans devoir 
mettre à jour le code de l'application. 
 Un support pour le raisonnement directement dans le modèle et/ou à l'aide d'outils 
externes. 
 La possibilité d'emmagasiner les données et de faire des requêtes complexes sur ces 
données. 
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 Une bonne performance dans la gestion des données dans les opérations CRUD 
(« Create », « Read », « Update » et « Delete »). 
Dans cette section, nous évaluons deux grandes catégories d'approches de modélisation : 
celles utilisant SQL (modèle relationnel et modèle déductif) et celles dites NoSQL 
(documents, graphes et ontologies). Ensuite, nous comparons les avantages et inconvénients 
de chacune. L’approche de modélisation utilisant une ontologie apparaît ainsi comme celle 
répondant le mieux aux besoins que nous avons identifiés plus haut. 
1.1.1 Modèle relationnel 
Le modèle relationnel est basé sur une organisation des données sous forme de tables. Une 
table est une relation qui contient des enregistrements aussi appelés tuples. Chaque 
enregistrement est constitué d’un ensemble d’attributs. Au moins un sous-ensemble de ces 
attributs identifie de façon unique l’enregistrement dans la relation. La manipulation se fait à 
l’aide de l’algèbre relationnelle avec des opérations comme la jointure, la sélection, etc. Une 
base de données est formée d’un ensemble de tables. Une base de données est gérée et ses 
tables manipulées à l’aide de commandes écrites en langage SQL et exécutées par un SGBD.  
Le modèle relationnel est sûrement l’approche la plus utilisée et la mieux connue. Cette 
approche est très efficace et performante pour emmagasiner et gérer les données. En général, 
le schéma est défini de manière très spécifique pour répondre aux besoins d’une application 
ou d’une organisation. Souvent, un schéma différent va être créé pour une autre application 
même s’il représente les mêmes concepts. Le partage de données est donc plus complexe 
entre des applications qui utilisent ces mêmes concepts. Étant donné que chaque application a 
ses propres besoins, il y a de bonnes chances que chaque application ait son propre modèle.  
Ainsi le résultat n’est pas très évolutif, car il est très lié à l’application et aux besoins. Une 
modification du schéma demande de modifier les applications qui l’utilisent [8]. 
De plus, le modèle relationnel n’inclut pas de mécanisme d’inférence ou de raisonnement 
directement à partir des relations. Il est possible de l’ajouter en développant une solution ad 
hoc qui est basée sur un langage de programmation. Cependant, nous voulons éviter d’utiliser 
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le raisonnement au niveau applicatif dans le cadre de notre projet. Dans le but d’éviter que 
chaque application ait besoin de refaire le même raisonnement, il est préférable que cela se 
fasse une seule fois au niveau de modèle.  
1.1.2 Modèle déductif 
Les systèmes de base de données munis de capacités déductives constituent une alternative 
intéressante pour la représentation d'un modèle de données. Le modèle déductif est basé sur 
un modèle relationnel auquel on ajoute un ensemble de règles. Le langage de règles le plus 
souvent utilisé est Datalog. Les règles sont exécutées sur les données pour déduire de 
nouveaux faits. Il est ensuite possible d’exécuter des requêtes sur l’ensemble des faits (faits 
de base et faits déduits).  
La Figure 2 présente un exemple de règles définies avec le langage Datalog tiré de l’article 
« An introduction to deductive database and its query evaluation » [6]. Avec le fait de base, 
Sylvain SUPERVISE Marc et la règle 1, on déduit le fait Sylvain SUPERIOR 
Marc. Ceci n’est pas possible avec un modèle relationnel sauf si on ajoute cette relation dans 
les données de base. De plus, si on change une relation dans le modèle relationnel, on doit 
aussi changer la relation associée étant donné que celle-ci n’est pas déduite. L’approche par 
modèle déductif est donc plus expressive que l’approche par modèle relationnel. 
    
1. SUPERIOR(X,Y) :- SUPERVISE(X,Y).  
2. SUPERIOR(X,Y) :- SUPERVISE(X,Z), SUPERIOR (Z,Y). 
Figure 2 - Modèle déductif : exemple de règles Datalog 
 
Avec la base de données déductive ConceptBase et le langage de règles Datalog, certains 
problèmes sont toutefois indécidables. De plus, les bases de données déductives sont aussi 
globalement moins performantes qu’une ontologie couplée à un outil de raisonnement du 
Web sémantique[7]. Il est aussi difficile de supprimer des données à cause des déductions. 
L’approche par modèle déductif n’est donc pas plus évolutive que le modèle relationnel.  
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1.1.3 Modèle à base de documents 
La modélisation des données à base de documents est une approche de type NoSQL qui 
repose sur l'utilisation de paires clé-valeur. Il n'y a pas schéma de données. La propriété (clé) 
est un identificateur unique et la valeur est le document. Il n'y a aucune relation entre les 
documents. La Figure 3 présente un exemple de document qui contient l’information d’un 
contact encodé dans le format XML.  
  <contact> 
    <firstname>Marc</firstname> 
    <phone type="Work">(819) 821-8000</phone> 
    <address> 
      <street1>2500, boul. de l'Université</street1> 
      <city>Sherbrooke</city> 
      <zip>J1K 2R1</zip> 
    </address> 
  </contact> 
Figure 3 - Modèle à base de document : exemple de document représentant un contact dans le 
format XML 
Chaque implémentation définit sa propre structure de document et son propre format 
d'encodage. Si on prend l’exemple ci-dessus et que l’on utilise la base de données orientée 
documents CouchDB[25], le même contact sera encodé en JSON et aura une structure définie 
par l’application (Figure 4). Dans les modèles à base de document, la structure d’un 
document est libre en général et ne requiert pas de schéma. La seule contrainte est le type 
accepté pour la valeur (chaîne de caractères, date, nombre, liste ou tableau).  
Comme chaque implémentation est différente et que la structure d’un document est libre, 
l'interopérabilité est difficile. Les systèmes utilisant cette approche sont fortement couplés 
avec les outils et la technologie utilisée. Par contre, cette approche est évolutive étant donné 
qu’il n’y a aucun schéma qui définit un document. Il est facile d’ajouter ou de supprimer une 
propriété pour un document.  
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  { 
    firstName: "Marc", 
    phone:{  
      type: "Work", 
      number: "(819) 821-8000" 
    }, 
    address:{ 
      street1 : "2500, boul. de l'Université", 
      city: "Sherbrooke" 
      zip: "J1K 2R1" 
   } 
  } 
Figure 4 - Exemple d'un document contact dans CouchDB 
La performance dépend du type de requête. Les requêtes comportant une condition sur 
l’identifiant du document sont performantes, par exemple : SELECT * FROM contact 
WHERE id = 2. Par contre, les requêtes comportant une condition sur la valeur d’un 
champ au sein du document le sont beaucoup moins, par exemple : SELECT * FROM 
contact WHERE adress.city = ‘Sherbrooke’. La performance des requêtes 
avec une condition sur la valeur d’un champ dépend aussi beaucoup de la solution utilisée. 
De plus, un modèle à base de documents n’inclut pas d’inférence ou d’outils de 
raisonnement. 
1.1.4 Modèle à base de graphes 
La modélisation des données à base de graphes[2] est une autre structure pour les bases de 
données de type NoSQL qui est moins commune que l’approche à base de documents. Cette 
approche repose sur la théorie des graphes. Un nœud représente une instance, et un arc, une 
relation entre deux instances. Le schéma et les données sont définis dans le graphe.   
Chaque implémentation est différente et possède sa propre structure et ses propres 
caractéristiques. Les systèmes utilisant cette approche sont donc fortement couplés avec les 
outils spécifiques et la technologie qui est utilisée, ce qui rend l'interopérabilité difficile. Par 
exemple, GROOVY utilise un « hypergraphe » et CGL des « hypernodes » pour la 
représentation des objets.     
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Avec cette approche, on a un modèle évolutif étant donné que le schéma est libre. Par contre, 
il n’inclut pas d’inférence ou d’outils de raisonnement. Concernant la performance, cela 
dépend du type de requête. Il est performant pour traiter les requêtes sur les relations entre les 
objets, mais moins quand il faut analyser les valeurs d’une propriété des objets.  
1.1.5 Ontologie 
L’ontologie est la dernière approche de type NoSQL que nous évaluons. Une ontologie est 
constituée d’un ensemble de concepts et de relations pour représenter les informations d’un 
domaine. Les schémas et les données cohabitent dans le même univers de description. Une 
ontologie est généralement composée de classes, d’attributs, d’individus et de relations. 
Cette approche offre un haut niveau d'abstraction et plus de sémantique sur les types des 
propriétés. Les inférences sont applicables autant aux données qu’aux schémas. 
Contrairement aux autres approches NoSQL, des standards sont définis pour cette approche 
et par conséquent son utilisation n'est pas dépendante de l'implémentation. Les 
représentations peuvent donc être communes et partagées.  
L’ontologie , comme les autres approches NoSQL, facilite l’évolution du modèle. Il est facile 
d’ajouter des attributs à un individu ou de définir de nouvelles classes ou relations. Par 
contre, la performance est moins bonne que dans une approche relationnelle[8]. L’approche 
ontologique est assez équivalente aux autres approches NoSQL. Cependant, beaucoup 
d’améliorations ont été apportées ces dernières années et ces solutions sont de plus en plus 
performantes.  
1.1.6 Choix de l’approche de modélisation 
Le Tableau 1 dresse une comparaison des nouvelles approches pour les critères que nous 
nous sommes fixés. La modélisation des données par ontologies est l'approche qui satisfait le 
mieux tous les critères établis, quoique ce choix ne soit pas le meilleur au niveau 
performance. Comme les capacités de raisonnement, la capacité d'évolution et la facilité de 
partage sont nos critères les plus importants pour nos besoins et que la modélisation des 
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données par ontologie est la meilleure par rapport à ces trois critères, nous avons retenu cette 
approche pour notre projet. 
Tableau 1 - Comparaison des différentes approches de modélisation 
Critères 
Approches  
Relationnel Déductive Document Graphe Ontologie 
Partage Partiel Partiel Oui Oui Oui 
Distribué Oui Oui Non Non Oui 
Évolutif Partiel Partiel Oui Oui Oui 
Représentation 
commune 
Oui Oui Non Non Oui 
Inférence Non Oui Non Non Oui 
Stockage SGBD SGBD Fichiers Fichiers Dépôt RDF 
Performance Bonne 
Dépends du 
nombre de 
règles 
Dépends de 
la requête 
Dépends de la 
requête 
Dépends du 
dépôt RDF 
 
1.2 Architecture de la solution 
L’architecture pour l’intelligence ambiante comprend les applications d’assistance et le 
gestionnaire de contexte dont fait partie le serveur d’événements. Les applications 
d’assistance et le gestionnaire de contexte ont chacun des besoins spécifiques. Pour chacune 
des parties, des solutions différentes ont été évaluées et développées. C’est pour cela que 
chacune des parties est présentée séparément.  
1.2.1 Les applications d’assistance 
Les besoins des applications d’assistance en termes d’intelligence ambiante et d’accès au 
contexte sont les suivants : 
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 Gestion et stockage de données via les opérations CRUD; 
 Point d'accès SPARQL pour permettre aux applications externes d'accéder aux 
données; 
 Capacités de raisonnement. 
Les deux solutions évaluées sont OWL API[27] et Apache Jena.  
OWL API est une API Java de création, manipulation et de sérialisation des ontologies OWL. 
Elle intègre des interfaces pour utiliser des outils de raisonnement. On a donc toutes les 
fonctionnalités nécessaires pour manipuler une ontologie en interne et répondre au besoin de 
gestion des données d’une application. Elle ne fournit cependant pas une implémentation de 
SPARQL. SPARQL permet d’exécuter des requêtes sur un dépôt RDF distant et donc 
d’accéder aux données d’une autre application, qui est un élément important pour des 
applications d’assistance qui ont besoin de partager des données avec les autres applications 
du même environnement.   
Apache Jena est un cadre d’applications Java qui fournit un ensemble d’API et de 
fonctionnalités pour manipuler des ontologies, exécuter des requêtes SPARQL, raisonner sur 
les données d’une ontologie et stocker des données RDF en local ou sur un dépôt distant. Il 
fournit donc toutes les fonctionnalités pour répondre aux besoins et exigences des 
applications d’assistance. 
Tableau 2 - Comparaison d’Apache Jena et OWL API 
 Apache Jena OWL API 
Fonctionnalités Manipuler des ontologies 
Créer des ontologies 
Manipuler des ontologies  
Outil de raisonnement Oui Oui 
SPARQL Oui Non 
Dépôt RDF Oui Non 
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Nous avons donc choisi Apache Jena comme base pour gérer les données contextuelles, 
raisonner et agir sur le contexte avec pour le stockage des données le dépôt distant Fuseki qui 
fournit un point d’accès SPARQL, ce qui permet à d’autres applications d’accéder et 
d’utiliser les données. Nous avons uniquement choisi le cadre d’application Apache Jena 
étant donné qu’il n’est pas possible d’utiliser l’API OWL et Apache Jena dans une même 
application pour manipuler les ontologies et bénéficier des avantages de l’une et l’autre des 
solutions, puisque chaque solution a sa propre représentation d’une ontologie.   
1.2.2 Le gestionnaire de contexte 
Les besoins du gestionnaire de contexte sont les suivants. 
 Gérer les capteurs de l’environnement et enregistrer tous les événements des capteurs.  
 Gérer les actionneurs de l’environnement et envoyer des actions aux actionneurs.  
 Faire le pont avec l'ontologie en s'assurant que l'état de l'ontologie reflète l'état du parc 
de capteurs et d’actionneurs, et en mettant à la disposition d'applications externes ses 
capacités de raisonnement. 
 Gérer / fédérer plusieurs sources d'informations capteurs. Chaque sous-système est 
indépendant des points de vue du code, du stockage de données (e. g. possède sa 
propre base de données), des formats et du langage de requêtes (c.-à-d. pas 
nécessairement un standard). 
 Gérer le parc des capteurs et d’actionneurs déployés. En particulier, il devra mettre à 
jour l'ontologie lorsque des capteurs se joindront ou quitteront l'appartement. 
 Gérer la cohérence des informations sur les capteurs et donner un accès facile à ces 
informations. En particulier, il devra déclencher des évènements correspondant aux 
changements d'état des capteurs. Il devra aussi transformer les données enregistrées 
dans différentes bases de données relationnelles en données disponibles dans 
l'ontologie. 
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 Gérer la cohérence des informations sur les actionneurs et donner un accès facile à 
leurs capacités. En particulier, il sera en mesure de recevoir des commandes 
abstraites, de les traduire et de les transmettre de manière intelligible aux actionneurs 
appropriés. 
 S'adapter à des représentations différentes de l'espace (pièces, zones dans une pièce, 
position précise). 
 Faciliter l'évolution des modèles en permettant l'intégration de nouveaux types de 
capteurs et d’actionneurs, de même que de nouveaux systèmes complets de capteurs 
et d'actionneurs, idéalement sans devoir modifier le code existant. 
Plusieurs solutions ont été évaluées pour servir de base pour mettre en œuvre une partie ou la 
totalité du gestionnaire de contexte. Les solutions ont été regroupées en deux catégories : les 
solutions utilisant une mise en correspondance entre une base de données et une ontologie et 
les solutions qui gèrent des événements de différents types. Nous utilisons le terme 
« solutions utilisant une mise en correspondance entre une base de données et une ontologie » 
pour définir une solution qui stocke les données dans un modèle relationnel et fournit au 
client une ontologie pour la manipulation des données. Il y a donc une transformation des 
données du modèle relationnel à l’ontologie lors de chaque requête du client. L’évaluation de 
chacune des catégories est présentée ci-dessous. 
Cette évaluation a pour objectif de trouver une solution qui va répondre le mieux au but  
principal qui est de faire un lien entre le contexte (les données) et les applications. La solution 
sera donc l’intermédiaire entre les deux. Nous avons aussi besoin de garder un historique des 
données du contexte pour pouvoir faire du raisonnement sur une période (par exemple : entre 
le 10 juillet 2015 à 8h00 et le 10 juillet 2015 à 11h30)  et pas seulement sur un instant T (par 
exemple : le 18 juillet 2015 à 15h25) . 
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Les solutions utilisant une mise en correspondance entre une base de données et une 
ontologie 
Les données du contexte au laboratoire DOMUS sont actuellement stockées dans un SGBD 
MS SQL et la nouvelle approche de modélisation choisie est les ontologies. Nous avons 
évalué les solutions de type mise en correspondance entre une base de données et une 
ontologie pour conserver un modèle relationnel pour le stockage et pour manipuler les 
données en utilisant les ontologies. Nous rappelons que la motivation ayant conduit à utiliser 
des ontologies est d’ajouter des capacités de raisonnement et de rendre disponibles les 
données du contexte aux applications d’assistance.   
Avec ce type de solution, les données sont enregistrées dans une base de données 
relationnelle. Les requêtes SPARQL sont transformées en requêtes SQL pour être exécutées 
sur la base de données et ensuite le résultat est traduit en triplet RDF. Pour cela, il faut définir 
le mappage entre le modèle relationnel et l’ontologie. Dans cette catégorie, nous avons 
analysé les solutions suivantes : morph-RDB[17] et morph-stream[18], R2RML[41] et 
S2O[21].  
L’avantage des solutions de type mise en correspondance entre une base de données et une 
ontologie est de pouvoir conserver un modèle relationnel pour le stockage des données. 
Cependant, les solutions de ce type ne supportent pas le SGBD MS SQL utilisé au laboratoire 
DOMUS. Avec ce type de solution, il est plus difficile de faire évoluer le modèle étant donné 
que le stockage est dans une base de données. Cela demande d’adapter le mappage à chaque 
ajustement du modèle. L’ajout de capacité de raisonnement est aussi plus complexe étant 
donné que les données sont stockées dans un SGBD et que la transformation en ontologie ne 
se fait que lors d’une requête. On aura donc un raisonnement appliqué seulement sur les 
données de la requête. Sinon, il faut charger toutes les données pour appliquer un 
raisonnement à chaque requête, ce qui n’est pas optimal ni très performant.  
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Les solutions qui gèrent des événements de différents types 
Plusieurs architectures ont été développées pour gérer différents types d’événements et 
exécuter des actions. Le but principal de ces solutions est de centraliser l’information de 
différent type de capteurs et de fournir une interface unique pour récupérer les événements 
des capteurs de différents types. Dans cette catégorie, nous avons analysé les solutions 
suivantes : Esper[13], Event Heap[10], Odysseus[28], OpenIoT[11], SAMuS[5] et Tibco 
StreamBase[26].  
Dans cette catégorie, peu de solutions (OpenIoT et SAMuS) utilisent une ontologie comme 
modèle de données et intègrent des inférences dans le modèle. Certaines solutions (Event 
Heap et Esper) ne sont pas non plus adaptées à la gestion d’événements dans le cadre d’un 
habitat intelligent et ne peuvent donc pas être utilisées dans notre contexte. Par exemple, la 
solution Event Heap gère les événements dans un environnement de travail. Un événement 
est l’affichage d’un message ou la diffusion d’une présentation. Event Heap   simplifie aussi 
la gestion des équipements (PC, écran) qui sont présents et actifs dans l’environnement de 
travail. 
Parmi les deux solutions qui utilisent une ontologie, SAMuS n’enregistre pas de données. Il 
fournit uniquement des fonctionnalités pour récupérer l’état des capteurs. Le raisonnement 
sur l’historique des événements est donc impossible. Seule une utilisation en temps réel de 
l’état des capteurs est possible.  
La solution OpenIoT, qui enregistre tous les événements capteurs et conserve un historique, 
est donc très complète pour gérer les capteurs et les événements, mais elle ne permet pas 
d’enregistrer et d’envoyer des actions à un actionneur. Il ne répond donc pas à tous nos 
besoins. Aucune solution, parmi celles que nous avons évaluées, ne répondait mieux à nos 
besoins que OpenIoT. Celle-ci a donc été utilisée comme base pour notre solution et a été 
adaptée pour répondre à tous nos besoins. 
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Pour résumer, le nouveau modèle de données est défini avec une ontologie, les applications 
d’assistance utilisent le cadre d’application Apache Jena et le nouveau gestionnaire de 
contexte se base sur la solution OpenIoT. 
Cette section décrit l’architecture globale des applications d’assistance et du gestionnaire de 
contexte dans l’environnement intelligent du laboratoire DOMUS (voir Figure 5). Pour 
l’application d’assistance, Apache Jena est utilisé pour gérer les données de l’application et 
accéder aux données des autres applications et du gestionnaire de contexte. Cette solution a 
été utilisée, car elle permet de manipuler les ontologies qui sont utilisées pour définir le 
nouveau modèle de données. Cette solution utilise un dépôt RDF pour le stockage de données 
et leur partage avec les autres applications. Avec l’utilisation d’un dépôt RDF, nous devons 
utiliser le langage SPARQL pour manipuler et gérer les données du dépôt RDF. 
Le gestionnaire de contexte est basé sur la solution OpenIoT et va gérer les capteurs / 
événements et actionneurs / actions. Le nouveau modèle de données va aussi être défini avec 
une ontologie et les données stockées dans un dépôt RDF. Le SGBD représente la source 
principale de données des capteurs au laboratoire DOMUS. OpenIoT a été choisie, car elle 
utilise une ontologie et un dépôt RDF. Elle gère plusieurs types de capteurs, d’événements et 
propose une représentation commune et uniforme.  
L’ ontologie est un modèle de données commun, évolutif, distribué et apte à soutenir  le 
raisonnement sur les données. Les outils de raisonnement sont intégrés directement aux 
dépôts RDF et rendent donc disponibles les déductions à toutes les applications qui ont accès 
au dépôt.  
Le Chapitre 2 présente les technologies du Web sémantique. Les langages RDF, RDFS et 
OWL sont utilisés pour définir le modèle de données et pour la représentation des données. 
OWL est le langage utilisé pour définir  les ontologies Web. SPARQL qui est le langage de 
requête pour les ontologies. Le dépôt RDF est utilisé pour le stockage des données. 
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Figure 5 - Architecture globale représentant le gestionnaire de contexte et une application 
d'assistance avec leurs composants principaux 
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Chapitre 2 
Technologies du Web sémantique 
La solution développée utilise les technologies du Web sémantique. Ces technologies sont  
utilisées, car elles répondent aux besoins suivants : 
 Définir une ontologie pour représenter les connaissances et définir le nouveau modèle 
de données. 
 Définir un  modèle de stockage et un langage de requêtes pour la gestion et la 
manipulation des données par les applications. 
 Raisonner sur les données et inférer de nouvelles connaissances qui seront accessible 
aux applications.    
 Avoir une solution évolutive et distribuée. 
Voici deux définitions du Web sémantique.  
 « un Web de données qui peuvent être traitées directement et indirectement par des 
machines pour aider leurs utilisateurs à créer de nouvelles connaissances. » Tim 
Berners-Lee[3]; 
 « le Web sémantique fournit un modèle qui permet aux données d'être partagées et 
réutilisées entre plusieurs applications, entreprises et groupes d'utilisateurs. » 
W3C[29]. 
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Plus simplement, le Web sémantique structure et lie l'information pour accéder plus 
facilement à la connaissance qu'elle contient. 
Les technologies OWL 2 DL, RDFS et RDF sont utilisées pour la définition et la 
représentation du modèle de données. Le dépôt RDF est utilisé pour le stockage des données 
et le langage de requête SPARQL pour la manipulation. Une description détaillée de chacune 
des technologies est présentée ci-dessous. Ces technologies sont toutes publiées par le W3C 
sous forme de recommandations. Cela constitue un avantage, car cela favorise une meilleure 
compatibilité entre les différentes solutions développées autour de ces technologies (dépôt 
RDF, outils de raisonnement, etc.). 
2.1 RDF  
Le langage « Resource Description Framework » (RDF) est le langage de représentation des 
informations et le langage de base pour le modèle de données (connaissances) du Web 
sémantique. Le modèle conceptuel qui correspond à la représentation de l'information est un 
document RDF. Le document RDF, qui représente un graphe, est composé d'un ensemble de 
triplets. Un triplet, aussi nommé déclaration, est composé d’un sujet, d’un prédicat et d’un 
objet. Le sujet est la ressource ou l'information à décrire; il est représenté par un URI. Le 
prédicat est la propriété; elle est aussi représentée sous la forme d'un URI. L'objet représente 
la valeur de la propriété pour cette ressource; il peut être une autre ressource, sous la forme 
d'un URI, ou bien un littéral. Un littéral peut être une chaîne de caractères, un nombre, un 
booléen ou tout autre type de données. 
Un URI est une chaîne de caractères identifiant de façon unique une ressource sur le Web. 
Dans le Web sémantique, un URI est typiquement représenté par une URL, qui est un URI 
auquel on ajoute le protocole à utiliser pour accéder à la ressource, par exemple HTTP ou 
FTP. RDF est une représentation abstraite du modèle de données. Il y a donc plusieurs formes 
de sérialisation : RDF/XML[37], N-Triples[34], Turtle[36], TriG[35], RDFa[31] et 
Notation3[30].  
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La Figure 6 ci-dessous donne un exemple de graphe RDF qui représente la ressource 
suivante : Marc Chevalaz, un homme âgé de 28 ans habitant à Montréal.  
 
Figure 6 - Exemple de graphe RDF 
Ce graphe représente quatre triplets (sujet, prédicat, objet) qui ont chacun comme sujet : 
http://data.intranet.domus/Personne/MarcChevalaz, l'URI qui représente 
la ressource Marc Chevalaz. Pour chacun des triplets, le prédicat est  un URI qui représente la 
propriété (nom, prénom, lieu de résidence et âge). Pour chaque triplet, la valeur de la 
propriété correspond à l’« objet » qui prend selon le cas soit la forme d’un littéral (chaîne de 
caractère, nombre) soit la forme d’un URI qui identifie une ressource.  Dans se graphe, on a 
trois valeurs qui sont un littéral : les chaînes de caractères Marc et Chevalaz  et le nombre 28  
et une valeur qui est un URI : http://data.gouv.ca/ville/montreal qui identifie la ressource 
Montréal. Montréal est une ressource, car on a aussi des propriétés qui la décrivent comme le 
nombre d'habitants, la superficie, l'altitude, etc. Le graphe permet de naviguer entre les 
ressources pour obtenir plus d'information sur celle-ci.  
Par défaut, tous les triplets sont dans un Default Graph, mais il est possible de les séparer en 
plusieurs graphes. Dans ce cas, on utilise des quadruplets à la place de triplets qui sont de la 
forme : nom du graphe, sujet, prédicat et objet. On aura donc une collection dans un « Named 
graph ».  
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Le langage RDF permet uniquement de représenter des informations, mais celles-ci n’ont pas 
de sens. Il n’y a pas de description de cette information. On ne peut donc pas faire de 
raisonnement sur ces données. Pour cela, on a le langage RDF Schema qui permet de définir 
le  vocabulaire pour décrire les données et ajouter de la sémantique. 
2.2 RDFS 
RDF Schema (RDFS) est un langage de schéma basique. Il permet de définir un vocabulaire 
RDF. Cela permet d'ajouter un sens à l’information, de lui donner une signification dans le 
contexte dans lequel elle est utilisée. RDFS est orienté objet et permet de définir des classes, 
une hiérarchie entre les classes ainsi qu'un type pour une ressource. Il ajoute aussi la notion 
de domaine (rdfs:domain) et d’intervalle (rdfs:range) à une propriété. Le domaine 
définit le type du sujet et l’intervalle le type de l’objet pour une propriété. Cela ajoute de la 
sémantique dans les données, ce qui permet de faire du raisonnement.  
Par exemple, si on définit la classe Homme comme étant une sous-classe de Personne et 
qu'on définit la ressource Marc Chevalaz comme étant de type Homme, on peut déduire que 
Marc Chevalaz est aussi de type Personne. Si on définit la propriété filsDe avec comme 
domaine Parent et comme intervalle Enfant et qu’on définit le triplet Marc filsDe Catherine, 
alors on peut déduire que Marc est de type Enfant et Catherine de type Parent. Tous les 
triplets qui concernent la définition des données sont contenus dans le même graphe que les 
données. RDFS utilise la même syntaxe et les mêmes formes de sérialisation que RDF.  
Le vocabulaire qui peut être défini avec RDFS est assez limité et ne permet pas de définir une 
ontologie complète qui va représenter avec assez de détails les connaissances. On a souvent 
besoin de plus de sémantique pour pouvoir faire un raisonnement plus avancé et plus précis. 
Pour cela, on va utiliser le langage OWL.   
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2.3 OWL 
« Web Ontology Language »[38] (OWL) est le langage de modélisation des ontologies Web. 
Une ontologie est un ensemble  de connaissances riches et complexes à propos de choses, 
groupes de choses et relations entre les choses. On a donc une définition beaucoup plus riche 
du vocabulaire que RDFS grâce à une définition plus complète des classes, propriétés et 
instances. En se basant sur la sémantique formelle de OWL et à l'aide d'outils de 
raisonnement, nous pouvons faire des déductions, telles que l'équivalence entre des classes, la 
classification automatique d'instance et aussi la vérification de cohérence de l'ontologie, ce 
qui est impossible avec RDFS. 
Voici un exemple d'ontologie OWL (Figure 7) qui représente la classe Personne, les 
propriétés : nom et prénom et l'individu Marc Chevalaz dans le format de sérialisation 
RDF/XML. 
<!-- Propriétés --> 
<owl:DatatypeProperty   
rdf:about="http://www.semanticweb.org/marc/ontologies/demo#nom"/> 
<owl:DatatypeProperty 
rdf:about="http://www.semanticweb.org/marc/ontologies/demo#prenom"> 
 
<!-- Classes --> 
<owl:Class 
rdf:about="http://www.semanticweb.org/marc/ontologies/demo#Personne"/> 
 
<!-- Individus --> 
<owl:NamedIndividual 
rdf:about="http://www.semanticweb.org/marc/ontologies/demo#Marc_Chevalaz"> 
<rdf:type 
rdf:resource="http://www.semanticweb.org/marc/ontologies/demo#Personne"/> 
 <nom>Chevalaz</nom> 
 <prenom>Marc</prenom> 
</owl:NamedIndividual> 
Figure 7 - Ontologie OWL 
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OWL est une évolution de RDFS, le vocabulaire défini par RDFS (classe, sous-classe, 
domaine, intervalle) est utilisé dans une ontologie OWL. Dans sa syntaxe abstraite, une 
ontologie OWL contient une séquence d'annotations, d'axiomes et de faits. 
 Les annotations de l'ontologie servent à enregistrer son origine, les références aux 
ontologies importées ainsi que d'autres renseignements. Il est aussi possible de définir 
des annotations au niveau des classes, des propriétés et des individus pour compléter 
la définition. 
 L'axiome permet de compléter la définition d'une classe ou propriété. Pour cela,  on 
ajoute un identifiant, les informations de hiérarchie de classes et de propriétés, ainsi 
que les restrictions de classe (dataProperty, someValues, 
cardinality, enumeratedClass, etc) et de propriétés (dataRange, 
domain, inverseOf, functionnal, etc.). 
 Les faits sont divisés en deux catégories : 1er type et 2e type. Les faits de 1er type 
énoncent des informations à propos d'un individu, c'est-à-dire, un identificateur (URI), 
les classes dont il fait partie et les propriétés / valeurs de l'individu. Les faits de 2e 
type sont utilisés pour affirmer que deux identifiants représentent le même individu 
ou qu'ils sont au contraire distincts. 
Les trois concepts suivants de RDFS sont en général centraux dans la définition d’une 
ontologie : classe, propriété et individu. OWL leur donne une sémantique précise. 
 Une classe est interprétée comme un ensemble qui contient des individus. Elle définit 
le type d'un individu. Les classes sont organisées à l'intérieur d'une hiérarchie de 
classes. Il y a six types de description pour définir une classe : un identifiant de classe 
(URI), une énumération des individus, des restrictions sur les propriétés 
(owl:allValuesFrom, owl:hasValue, owl:cardinality, etc.), 
l’intersection entre deux ou plusieurs classes (owl:intersectionOf), l’union de 
deux ou plusieurs classes (owl:unionOf) et le complément d’une classe 
(owl:complementOf). Toutes les classes qui ne sont pas décrites avec un 
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identifiant sont appelées des classes anonymes. On peut ajouter des caractéristiques 
(rdfs:subClassOf, owl:equivalentClass, owl:disjointWith) à la 
définition d’une classe. Pour une classe anonyme, on ne va pas définir explicitement 
qu’un individu est du type de cette classe. Le type de l’individu est inféré 
automatiquement en se basant sur la sémantique des caractéristiques utilisées dans sa 
description. La Figure 8 présente un exemple de définition de classe utilisant la 
restriction sur les propriétés. Cette classe (MargheritaPizza) regroupe tous les 
individus qui ont seulement les ingrédients (propriété hasTopping) Mozzarella 
(classe MozzarellaTopping) et Tomate (classe TomatoTopping). 
<owl :Class 
rdf:about="http://www.pizza.com/ontologies/pizza.owl#MargheritaPizza"> 
 <rdfs:subClassOf> 
  <owl:Restriction> 
   <owl:onProperty 
rdf:resource="http://www.pizza.com/ontologies/pizza.owl#hasTopping"/> 
    <owl:allValuesFrom> 
     <owl:Class> 
      <owl:unionOf rdf:parseType="Collection"> 
       <rdf:Description 
rdf:about="http://www.pizza.com/ontologies/pizza.owl#MozzarellaTopping"/> 
       <rdf:Description 
rdf:about="http://www.pizza.com/ontologies/pizza.owl#TomatoTopping"/> 
      </owl:unionOf> 
     </owl:Class> 
    </owl:allValuesFrom> 
   </owl:Restriction> 
  </rdfs:subClassOf> 
</owl:Class> 
Figure 8- Définition de la classe MargheritaPizza qui décrit une classe qui regroupe 
tous les individus qui ont uniquement des relations hasTopping dont l’objet est de type 
MozzarellaTopping ou TomatoTopping[22] 
 Une propriété est une relation binaire. Il y a trois types de propriétés :  
o « ObjectProperty » établit une relation entre deux individus. Par exemple : 
John est le frère de Mark. Pour chaque propriété, on peut définir la propriété 
inverse. Pour compléter la description de la propriété et enrichir le sens, on 
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peut définir des caractéristiques de construction (owl:subPropertyOf, 
rdfs:domain, rdfs:range), des relations entre les propriétés 
(owl:equivalentProperty, owl:inverseOf), des contraintes de 
cardinalité (owl:FunctionalProperty, 
owl:InverseFunctionnalProperty) et des caractéristiques logiques 
(owl:SymmetricProperty, owl:TransitiveProperty). La Figure 
9 présente un exemple de définition d’une « ObjectProperty » avec une 
caractéristique logique et une relation entre les propriétés. La propriété 
hasIngedientOf est une propriété transitive (type 
TransitiveProperty) et la propriété inverse (propriété inverseOf) de 
la propriété isIngredientOf. 
<owl:ObjectProperty 
rdf:about="http://www.pizza.com/ontologies/pizza.owl#hasIngredient"> 
  <rdf:type rdf:resource="&owl;TransitiveProperty"/> 
  <owl:inverseOf  
rdf:resource="http://www.pizza.com/ontologies/pizza.owl#isIngredientOf"/> 
</owl:ObjectProperty> 
Figure 9 - Définiton de l’« ObjectProperty »  hasIngredient de type 
TransitiveProperty avec la caractéristique inverseOf de la propriété 
isIngredientOf[22]  
 
o « DatatypeProperty » définit un lien entre un individu et un littéral. Un littéral 
est une valeur d'un certain type (chaîne de caractère, nombre, booléen, etc.). 
Par exemple : L’âge de John est 25. Il est possible d’ajouter des 
caractéristiques à la propriété pour en enrichir le sens, mais de façon beaucoup 
plus limitée que pour une propriété objet. On ne peut utiliser que la contrainte 
FunctionnalProperty qui définit qu’un individu n’ a qu’une seule 
relation pour cette propriété. La Figure 10 présente un exemple de définition 
d’une « DataProperty ». La propriété 
hasCalorificationContentValue est une propriété de type 
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FunctionnalProperty avec la caractéristique rdfs:range et la 
valeur Integer. Cela veut dire que la valeur de cette propriété est un 
nombre entier. 
<owl:DatatypeProperty 
rdf:about="http://www.pizza.com/ontologies/pizza.owl#hasCalorificContent 
Value"> 
 <rdf:type rdf:resource="&owl;FunctionalProperty"/> 
 <rdfs:range rdf:resource="&xsd;integer"/> 
</owl:DatatypeProperty> 
Figure 10 - Définition de la « DataProperty » hasCalorificContentValue de type 
FunctionnalProperty   
 
o « AnnotationProperty » permet d'ajouter des informations (métadonnées) à 
une classe, un individu ou une propriété objet ou donnée. OWL propose des 
propriétés d'annotations prédéfinies pour les classes, propriétés et individus : 
versionInfo, label, comment, seeAlso, isDefinedBy et pour 
l'ontologie : versionInfo, priorVersion, incompatibleWith, 
backwardsCompatibleWith. On peut ajouter nos propres annotations. 
Le sous-langage OWL 2 DL ajoute une restriction sur le type de valeurs qui 
doit être une donnée littérale, une référence URI ou un individu. 
 Un individu représente un objet du domaine. Il sera composé d’un identifiant, d’un 
ou plusieurs types ainsi que des propriétés ou relations. 
Une ontologie peut-être représentée avec un ensemble de triplets dans un graphe RDF. Pour 
rappel, un triplet est constitué d’un sujet, d’un prédicat et d’un objet. Le sujet correspond à un 
individu dans l’ontologie,  le prédicat à une propriété et l’objet à un littéral ou un individu 
selon le type de la propriété.   
Dans une ontologie, on peut définir une hiérarchie de classes et de propriétés. On peut définir 
que la classe Chien est une sous-classe de la classe Animal. Pour les propriétés, on peut 
définir que Courir et une sous-propriété de Se déplacer. Prenons l'exemple suivant, on 
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veut regrouper tous les équipements qui communiquent un message. Pour cela, on a défini la 
classe EquipementDeCommunication avec la propriété communiquer, la classe TV 
avec la propriété Afficher et la classe Haut-Parleur avec Jouer. Les propriétés 
Afficher et Jouer sont des sous-propriétés de communiquer. Grâce aux mécanismes 
d’inférences disponibles dans OWL, un individu de type Haut-parleur qui a la propriété 
Jouer sera aussi du type EquipementDeCommunication même si on ne le définit pas 
explicitement. 
La dernière recommandation du W3C à l’égard du Web sémantique est le langage OWL 2 
qui comprend plusieurs sous-langages[39,40] : OWL 2 Full, OWL 2 DL et des profils 
OWL 2 EL, OWL 2 QL et OWL 2 RL qui sont moins expressif et ajoutent des contraintes 
dans le but de limiter la complexité des ontologies et donc de permettre de développer des 
outils de raisonnement plus performant. Les profils ont été définis pour répondre à des 
besoins et des cas d’utilisation bien spécifiques.  
 OWL 2 Full : C'est le sous-langage le plus complet et le plus expressif. Il offre une 
capacité de raisonnement maximale et a très peu de contraintes. Il a été spécifié pour 
donner un sens à n'importe quel graphe RDF. Par contre, le raisonnement est 
indécidable et incomplet. Il n’est pas garanti que le raisonnement se termine et que 
toutes les inférences soient calculées. Il partage la même syntaxe et sémantique de 
base que RDFS. 
 OWL 2 DL : Il est basé sur OWL 2 Full et ajoute un certain nombre de contraintes, 
principalement au niveau de la syntaxe structurelle. La sémantique suit la théorie 
classique de la logique du premier ordre qui peut être interprétée avec la sémantique 
directe ou la sémantique de base RDF . Ce sous-langage a été développé dans le but 
de faciliter le développement d'outils de raisonnement et de garantir en tout temps la 
complétude et la décidabilité dans le calcul des inférences. OWL 2 DL est basé sur la 
logique de description[1] et utilise RDF uniquement comme un langage de 
sérialisation. 
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 OWL 2 EL : EL parce qu’il est basé sur la famille EL de la logique de description. Il 
est adapté pour des ontologies avec un grand nombre de classes et de propriétés. On 
peut quand même définir des classes avec une description assez complexe. 
Cependant, l’utilisation de la caractéristique disjointWith et la restriction 
allValuesFrom est impossible. 
 OWL 2 QL : QL parce qu’il est lié au langage de requête relationnel. Il est adapté pour 
des ontologies avec un grand nombre de données. Il a été spécifié pour que les 
données soient conservées dans une base de données relationnelle et que le 
raisonnement soit traduit en requêtes SQL. Il permet de définir des ontologies qui 
représentent un diagramme de classes UML ou un digramme entités / relations. 
L’utilisation des restrictions allValuesFrom et someValuesFrom dans les 
définitions de classes ou d’intervalles pour une propriété est impossible.    
 OWL 2 RL : RL parce que c’est un langage de règle. Il est idéal si on a des données 
RDF et que l’on veut ajouter les règles métiers. On aura donc une ontologie avec un 
ensemble de règles. Il est impossible d’utiliser dans la définition des classes, les 
caractéristiques unionOf, disjointWith et la restriction someValuesFrom.   
Dans le cadre de notre projet, le sous-langage OWL 2 DL est utilisé, car il offre de très 
bonnes capacités de raisonnement et qu'il ajoute un niveau suffisant d'expressivité tout en 
garantissant la complétude et la décidabilité du raisonnement. De plus, il est plus facile de 
trouver des outils de raisonnement qui implémentent complètement OWL 2 DL que pour 
OWL Full. Les profils OWL ne permettent pas de répondre à nos besoins qui sont un grand 
nombre de données et beaucoup de classes et de propriétés. De plus, si on veut faire du 
raisonnement dans le but de déduire les activités d’une personne, on a besoin d’expressivité 
qui n’est pas disponible avec les profils. 
Une fois que l’on a défini une ontologie pour représenter le modèle de données, on a besoin 
d’un langage de requête pour manipuler, gérer et accéder aux données. Pour cela, le langage 
SPARQL est l’équivalent du langage SQL pour le modèle relationnel.  
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2.4 SPARQL 
« Simple Protocol And RDF Query Language » (SPARQL) est le langage de requête du Web 
sémantique. Il se compare à SQL pour les bases de données. SPARQL définit le langage de 
requête, mais aussi le protocole utilisé pour la transmission des requêtes et des résultats. La 
transmission se fait via des requêtes HTTP.  
Il y a quatre types de requêtes : 
 Basic Graph Patterns - SELECT : Requête basique qui retourne tous les 
éléments qui correspondent à la requête. 
 ASK : Requête qui vérifie s'il y a au moins un résultat pour la requête, mais retourne 
un booléen. 
 DESCRIBE : Requête qui retourne la description d'une ressource. Le résultat dépend 
de l'implémentation. 
 CONSTRUCT : Requête qui retourne un graphe RDF qui contient le résultat. Requête 
utilisée pour fusionner les données de différentes sources ou changer le vocabulaire.  
Voici un exemple (Figure 11) d'une requête SPARQL de type SELECT qui retourne une liste 
de toutes les pièces de l'appartement DOMUS.  
PREFIX env: <http://data.intranet.domus/Environnement.owl#> 
SELECT ?pieces WHERE { ?pieces rdf:type env:Piece; 
   env:se_situe env:Appart_DOMUS } 
Figure 11 - Requête SPARQL SELECT 
 
Cette requête retourne tous les URI des ressources de type Piece qui ont la propriété se_situe 
avec comme objet la ressource Appart_DOMUS. Le «?» représente l'élément que l'on 
recherche; c'est l'élément inconnu du triplet.  
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Le langage SPARQL update permet de modifier les données dans un dépôt RDF. Il utilise 
une syntaxe dérivée de SPARQL et il offre les opérations de gestion et de modification d'un 
graphe. La liste des opérations est la suivante : 
 CREATE : créer un nouveau graphe vide dans le dépôt si celui-ci le permet. 
 DROP : supprimer un graphe et tout son contenu. 
 COPY : copier le contenu d'un graphe dans un autre graphe; s'il y a des données dans 
le graphe de destination, celles-ci sont supprimées avant la copie. 
 MOVE : déplacer tout le contenu d'un graphe dans un autre. Le graphe source est 
supprimé après l'insertion. S'il y a des données dans le graphe destination, celles-ci 
sont supprimées avant l'insertion.  
 ADD : ajouter toutes les données d'un graphe dans un autre graphe. Les données 
initiales du graphe de destination sont conservées et celle du graphe source aussi.  
 INSERT DATA : ajouter des triplets dans un graphe. 
 DELETE DATA : supprimer des triplets du graphe. 
 DELETE / INSERT : ajouter et/ou supprimer des triplets en fonction d'un filtre 
définit dans la clause where de la requête.  
 LOAD : lire un document RDF et ajouter les triplets qu'il contient dans le graphe. Le 
document doit être référencé par un URI. 
 CLEAR : supprimer tous les triplets d'un graphe. 
Voici quelques exemples de requêtes. 
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 La Figure 12 montre un exemple de requête qui ajoute une ressource avec l'URI 
http://data.intranet.domus/Personne#MarcChevalaz de type 
Personne et avec la propriété age égal à 28. 
prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>  
prefix domus: <http://data.intranet.domus#> 
INSERT DATA {  
  <http://data.intranet.domus/personne#MarcChevalaz> rdf:type  
 domus:Personne; 
 domus:age "28"; 
} 
Figure 12 - Requête SPARQL INSERT 
 
 La Figure 13 montre un exemple de requête qui supprime l'âge d'une personne. Pour 
cela, on supprime le triplet correspondant pour cette personne.  
prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>  
prefix domus: <http://data.intranet.domus#> 
DELETE DATA {  
  <http://data.intranet.domus/personne#ClaudeTremblay> domus:age "25"; 
} 
Figure 13 - Requête SPARQL DELETE 
 
Dans le cadre de notre projet, nous utilisons principalement le langage SPARQL et les 
requêtes suivantes : INSERT DATA, DELETE DATA, SELECT, DESCRIBE et ASK pour 
gérer et accéder aux données définies dans l’ontologie. Le langage SPARQL offre la 
possibilité de stocker les données dans un dépôt RDF et donc de partager les données avec les 
autres applications. 
2.5 Dépôt RDF 
Le dépôt RDF est utilisé pour le stockage des triplets RDF (le vocabulaire et les données). 
C'est l'équivalent du SGBD dans un modèle relationnel. Il a été utilisé pour répondre aux 
besoins de partage des données entre les applications et d’ajout de capacités de raisonnement. 
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Il y a plusieurs solutions de dépôt RDF : Virtuoso[20], GraphDB[16], AllegroGraph[14], 
Stardog[12], Fuseki[23], etc. Ils offrent tous un point d'accès SPARQL qui permet au client 
d'envoyer une requête SPARQL au dépôt. La plupart fournissent aussi une interface Web 
pour configurer le dépôt et naviguer dans les données. 
Il y a des solutions (comme Stardog) qui implémentent un outil de raisonnement ou qui 
offrent la possibilité d'intégrer un outil externe pour faire des déductions directement dans le 
dépôt. Le raisonnement disponible est plus ou moins complet en fonction de l'outil. Dans ce 
cas, il n'est pas nécessaire que les applications s'occupent du raisonnement, celui-ci étant 
effectué dans le dépôt, ce qui facilite le développement des applications et favorise le partage 
de logique. Cela permet de gagner aussi en performance, le raisonnement étant effectué une 
seule fois et non par chaque application. 
Nous avons testé plusieurs dépôts dans le cadre de notre projet : Virtuoso, Fuseki et Stardog. 
Le choix final s'est porté sur Stardog, car il est plus performant pour gérer un grand nombre 
de données et de requêtes, il intègre un outil de raisonnement OWL 2 DL et il est demeuré 
stable lors de nos tests, comparativement à d’autres dépôts. 
Pour la définition de l’ontologie, nous utilisons le langage OWL 2 DL. Il est assez expressif 
pour répondre aux besoins dans le cadre de notre projet tout en garantissant la complétude et 
la décidabilité du raisonnement. Le dépôt RDF Stardog est utilisé pour le stockage des 
données. C’est le plus performant parmi les différents dépôts qui ont été testés. Il intègre un 
outil de raisonnement qui va permettre de raisonner directement sur les données dans le 
dépôt. Les applications auront donc accès aux données de base et aux données inférées. Pour 
l’accès et la manipulation des données, nous utilisons le langage SPARQL. 
Dans le chapitre suivant, nous présentons en détail les ontologies qui ont été définies avec le 
langage OWL 2 DL pour décrire le modèle de données du gestionnaire de contexte et des 
applications d’assistance. Puis, nous détaillons la nouvelle architecture pour les applications 
d’assistance et le gestionnaire de contexte. Les applications d’assistance utilisent le cadre 
d’application Apache Jena pour exécuter les requêtes SPARQL et interpréter le résultat.  
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Une bibliothèque a été développée pour gérer la correspondance entre le modèle Java et 
l’ontologie. Cette bibliothèque est utilisée dans les applications d’assistance ainsi qu’un dépôt 
RDF pour le stockage des données. Le nouveau gestionnaire de contexte est basé sur la 
solution OpenIoT pour gérer les capteurs / événements et les actionneurs / actions. Il utilise 
aussi un dépôt RDF et le langage SPARQL. 
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Chapitre 3 
Notre ontologie et son usage pour construire des 
applications sensible au contexte 
La solution développée dans le cadre de notre projet comprend les trois parties suivantes : un 
nouveau modèle de contexte basé sur les ontologies, un gestionnaire de contexte et des 
applications sensibles au contexte. Une application qui utilise également le nouveau modèle 
de données a été développée pour valider et tester le gestionnaire de contexte. La solution 
utilise les technologies du Web sémantique (OWL, SPARQL et un dépôt RDF) qui ont été 
présentées dans le Chapitre 2. Le détail de chacune des parties est présenté dans les sous-
sections suivantes. 
3.1 La modélisation du contexte 
Le nouveau modèle du contexte est composé de plusieurs ontologies définies avec le langage 
OWL 2 DL. Pour simplifier la création et la lisibilité du modèle, il a été décidé de le découper 
en plusieurs ontologies et d'ajouter des liens entre les ontologies pour former un seul graphe 
et naviguer dans l'ensemble des données et des connaissances. Chaque application gère les 
données et les connaissances la concernant et les rend accessibles aux autres applications. 
Ceci répond aussi aux exigences du projet (voir section 1.1) . En particulier, le modèle est 
décentralisé; on peut faire des requêtes sur l'ensemble des données de façon uniforme et on 
peut représenter les données dans un ensemble uniforme. 
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3.1.1 Modèle de données pour les applications d'assistance 
Un modèle de données pour les applications d'assistance a été développé. Il se base sur les 
modèles relationnels existants des applications Amelis[9] et Ap@lz. Deux applications 
distinctes qui gèrent entre autres les activités d’une personne et qui avaient intérêt à terme à 
partager leurs informations et leurs connaissances. La Figure 14 présente sous la forme d'un 
graphe RDF une partie de l'ontologie pour les applications d'assistance Amelis et Ap@lz. 
 
 
Figure 14 - Une partie de l'ontologie (toutes les classes et propriétés, l’agenda de Jean avec 
les activités Rdv coiffeur et Anniversaire Melanie) pour les applications Ap@lz et Amelis 
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Ce modèle (Figure 14) est le nouveau modèle de données  pour les applications d’assistance 
Amelis et Ap@lz. L’ensemble des classes et propriétés est commun pour les deux 
applications. Il est composé des éléments suivants : 
 Classes :  
 Domus:Picture : une image, 
 Domus:Activity : la superclasse qui représente une activité en général, 
 Domus:Birthday : une activité de type Anniversaire, 
 Domus:Medication : une activité de type Prise de médicaments, 
 Domus:Special_activity : une activité de type Activité spéciale, 
 Domus:Photo_activity : une activité de type Activité avec une photo, 
 Domus:Predefinied_activity : une activité prédéfinie, 
 Domus:Predefined_medication : une prise de médicament prédéfinie, 
 Domus:Diary : l'agenda qui contient les activités. 
 Propriétés : 
 Domus:name : le nom de l'activité (description), avec comme valeur un littéral 
de type chaîne de caractères.  
 Domus:date : la date de l'activité avec comme valeur un littéral de type 
date/heure (DateTime). 
 Domus:diary : l'agenda qui est associé à l'activité, avec comme valeur l'URL 
qui identifie la ressource de type Diary. 
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 Domus:type : le type d'activité prédéfinie pour une activité avec comme valeur 
l'URL d'un individu de type PredefinedActivity. 
 DOMUS:activity_picture : l’image qui est associée à une activité. 
 RDF:type : le type d'un individu, avec comme valeur l'URL de la classe. 
 RDFS:subClassOf  permet de définir qu'une classe est une sous-classe d'une 
autre classe. 
Ce modèle a été défini dans le but de faciliter la gestion des activités pour un agenda et pour 
répondre aux spécifications des applications qui vont l'utiliser, c'est-à-dire de simplifier 
l'ajout d'une activité pour l'utilisateur final. C'est pour cela qu'il y a des activités prédéfinies 
qui contiennent les informations de base de l'activité (un nom et facultativement une photo) et 
une activité qui ajoute la date et qui a comme type une activité prédéfinie (pour récupérer les 
informations de base). 
Un sous-ensemble du graphe de l'ontologie OWL 2 DL (Figure 14) est présenté ci-dessous 
sous la forme RDF/XML dans la Figure 15. Il représente les individus suivants : 
RdvCoiffeur, RdvCoiffeurNov15 et AgendaJean ainsi que la définition des classes 
et propriétés de ces individus, c'est-à-dire, les classes : Diary, Activity, 
SpecialActivity, PredefinedActivity et les propriétés : diary, date, name . 
Pour faciliter la lecture, nous avons supprimé le préfixe des URI. Par exemple, l'URI 
"http://data.intranet.domus/amelis#activity_picture" est abrégé 
comme suit "amelis#activity_picture". 
<?xml version="1.0"?> 
<rdf:RDF xmlns="http://data.intranet.domus/prototype#" 
  xml:base="http://data.intranet.domus/prototype" 
  xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
  xmlns:owl="http://www.w3.org/2002/07/owl#" 
  xmlns:xml="http://www.w3.org/XML/1998/namespace" 
  xmlns:amelis="http://data.intranet.domus/amelis#" 
  xmlns:xsd="http://www.w3.org/2001/XMLSchema#" 
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  xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"> 
  <owl:Ontology rdf:about="http://data.intranet.domus/amelis"/> 
 
  <!-- Object Properties --> 
 
   <owl:ObjectProperty rdf:about="amelis#diary"> 
     <rdf:type rdf:resource="owl#FunctionalProperty"/> 
   </owl:ObjectProperty> 
 
  <!-- Data properties --> 
 
  <owl:DatatypeProperty rdf:about="amelis#date"> 
    <rdf:type rdf:resource="owl#FunctionalProperty"/> 
    <rdfs:range rdf:resource="XMLSchema#dateTime"/> 
  </owl:DatatypeProperty> 
 
  <owl:DatatypeProperty rdf:about="amelis#name"> 
    <rdf:type rdf:resource="owl#FunctionalProperty"/> 
    <rdfs:range rdf:resource="XMLSchema#string"/> 
  </owl:DatatypeProperty> 
  
  <!-- Classes --> 
 
  <owl:Class rdf:about="amelis#Activity"/> 
 
  <owl:Class rdf:about="amelis#Special_activity"> 
    <rdfs:subClassOf rdf:resource="amelis#Activity"/> 
  </owl:Class> 
 
  <owl:Class rdf:about="amelis#Diary"/> 
 
  <owl:Class rdf:about="amelis#Predefined_activity"/> 
 
  <!-- Individuals → 
 
  <owl:NamedIndividual rdf:about="amelis#AgendaJean"> 
    <rdf:type rdf:resource="amelis#Diary"/> 
  </owl:NamedIndividual 
   
  <owl:NamedIndividual rdf:about="amelis#RdvCoiffeur"> 
    <rdf:type rdf:resource="amelis#Predefined_activity"/> 
    <amelis:connected rdf:resource="amelis#AgendaJean"/> 
    <amelis:name>Aller chez le coiffeur</amelis:name> 
  </owl:NamedIndividual> 
 
  <owl:NamedIndividual rdf:about="amelis#RdvCoiffeurNov15"> 
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    <rdf:type rdf:resource="amelis#Special_activity"/> 
  </owl:NamedIndividual> 
 
</rdf:RDF> 
Figure 15- Sous-ensemble du graphe de la Figure 14 dans le format RDF/XML 
3.1.2 Modèle de données pour décrire un habitat intelligent 
Nous avons défini puis relié deux ontologies; la première pour décrire le matériel (capteurs et 
actionneurs),  la seconde pour décrire l’espace (l’environnement). La description d’un habitat 
intelligent combine ces deux ontologies. L'ontologie de l'environnement a été définie par un 
autre étudiant dans le cadre d'un autre projet. Celle-ci n'est donc pas détaillée ici. 
Le modèle pour le gestionnaire de contexte a été défini en se basant sur le modèle utilisé dans 
le projet OpenIoT[11,19]. Le modèle de base de OpenIoT définit uniquement les capteurs et 
les événements capteurs. Il est basé sur les ontologies SSN[42] et NS[15]. Certaines 
propriétés et classes ont été supprimées et d'autres ajoutées pour répondre aux besoins du 
gestionnaire de contexte du DOMUS qui sont différent des besoins du projet OpenIoT. 
OpenIoT a été développé pour enregistrer principalement des capteurs météo (température, 
vent, humidité, précipitation, etc.) qui sont localisés dans différentes villes et régions, 
contrairement au gestionnaire de contexte du DOMUS qui gère les capteurs et les actionneurs 
d'un habitat intelligent. En conséquence, toutes les informations de localisation (ville, région, 
latitude, longitude, etc.) ont été supprimées de l'ontologie. Il est quand même nécessaire de 
définir la localisation du capteur dans l’habitat intelligent. Cette information (dans quelle 
pièce et la position dans la pièce) est définie dans l’ontologie de l’environnement. On a ajouté 
des informations sur les ainsi que sur tout ce qui concerne les actionneurs et les actions 
exécutées par ceux-ci. 
Dans cette ontologie, nous définissons des capteurs et des actionneurs virtuels, qui 
contiennent peu d'information sur le capteur et actionneur physique et aucune sur son 
emplacement dans l'appartement, ainsi que des valeurs brutes pour les événements et actions. 
Les informations enregistrées pour l'environnement sont les suivantes : l'appartement, les 
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pièces, le mobilier, les capteurs et actionneurs (marque, modèle, emplacement, type de 
données). Ces informations sont définies dans une autre ontologie. Un lien est ajouté entre le 
capteur virtuel et le capteur physique défini dans chacune des ontologies; le même principe 
est appliqué aux actionneurs. Le raisonnement utilise les données des deux ontologies.  
L'ontologie utilisée par le gestionnaire de contexte en présentée en deux parties : capteurs / 
événements (Figure 16) et actionneurs / actions (Figure 17).  
Sept ontologies sont utilisées : RDF, RDFS, NS, SSN, LSM, Env et Event. Les préfixes 
RDF et RDFS font référence respectivement à l'ontologie RDF et à l'ontologie RDFS qui 
sont définis par le W3C. SSN et NS sont deux ontologies publiques qui ont été utilisées en 
partie dans l'ontologie. Elles sont disponibles en accédant à l'URL associée. SSN est une 
ontologie définie par le W3C pour représenter un réseau de capteur. NS est définie par Olaf 
Hartig et Jun Zhao pour représenter la provenance des données. Elles ont été utilisées afin 
d’éviter le plus possible de représenter la même propriété dans deux ontologies de manière 
différente. Quand on crée une nouvelle ontologie, il faut vérifier s'il n'y a pas déjà une 
ontologie qui définit la même propriété dans le même contexte pour représenter exactement 
la même chose que ce que l'on voulait définir. Si c’est le cas, il vaut mieux réutiliser cette 
propriété. LSM est l'ontologie définie pour le projet OpenIoT. Env est l'ontologie qui décrit 
l'environnement, les capteurs, les événements, les actionneurs et les actions de l'habitat 
intelligent du DOMUS. Event définit les nouveaux éléments pour les exigences et les besoins 
du gestionnaire de contexte DOMUS. Il contient aussi bien les propriétés qui ont été ajoutées 
pour définir les capteurs / événements et les actionneurs / actions. Par la suite, nous allons 
séparer la partie capteurs et actionneurs. Enfin, DOMUS regroupe les ressources ajoutées par 
le serveur d'événements.  
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Figure 16 - Une partie de l’ontologie du gestionnaire de contexte qui représente le capteur de 
température Opensense_DOMUS et un événement (12 C le 2014-09-13 à 01:40) 
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La Figure 16 représente un capteur et un événement pour ce capteur avec pour ces deux 
individus les classes et propriétés qui le définissent. Le capteur opensense_DOMUS est un 
capteur de température. Il est identifié par la ressource avec l'URL 
Domus:1727232668483885 et défini avec les propriétés suivantes. 
 RDFS:label : une étiquette pour identifier le capteur opensense_DOMUS. 
 LSM:hasSourceType : avec la valeur SGBD qui définit le type de la source du capteur. 
 RDF:type : avec la valeur SSN:Sensor qui définit que la ressource est de type Sensor. 
 Event:etat : avec comme valeur un littéral qui représente l'état courant du capteur. Ici : 
une valeur de température pour le thermomètre. 
 Event:recordMode : le mode d'enregistrement des événements (observations) du 
capteur. Il y a trois valeurs possibles : 
o 0 : aucun enregistrement d'événement ni mise à jour de l'état du capteur, 
o 1 : uniquement une mise à jour de l'état, pas d'enregistrement de 
l'événement dans l'historique des événements. L’historique des 
événements est détaillé dans le paragraphe suivant, 
o 2 : mise à jour de l'état et enregistrement de l'événement dans l'historique 
des événements.  
 NS:PerformedBy : une référence qui définit quel agent collecte les données du 
capteur. Pas encore utilisé par le serveur d'événement DOMUS. 
 LSM:hasSensorType : le type de capteur avec comme valeur la ressource ayant l'URL 
Domus:1727232755978249 de type LSM:SensorType et avec la propriété RDFS:label 
qui représente le type de capteur qui a comme valeur Domus:1040. Domus:1040 est le 
code qui correspond au type de capteur Temperature. Ce code est défini dans 
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l’ontologie de l’environnement. Une vérification est faite pour ne pas créer deux types 
avec le même label. Cela permet de regrouper les capteurs virtuels par type.  
 Event:domusRef : avec comme valeur la ressource (URL : Env:sensor_test) du 
capteur associé dans l'ontologie Environnement. Il fait le lien entre le capteur 
physique et le capteur virtuel. Le capteur physique est défini dans l’ontologie de 
l’environnement et contient les informations suivantes : marque, modèle, no de série, 
localisation, etc. 
 SSN:observes : définit ce qui est observé par le capteur. La valeur est la ressource 
avec l'URL Domus:1727232756004404 qui représente la propriété observée. Celle-ci 
a une propriété RDF:type qui définit son type avec comme valeur la ressource 
http://lsm.deri.ie/OpenIoT/Temperature et une propriété SSN:isPropertyOf qui la relie 
à la ressource avec l'URL Domus:4752198941639634 de type FeatureOfInterest. 
Cette ressource permet de relier une observation à la propriété observée.  
L’historique des événements permet de conserver les événements d’un capteur pour une 
période et non uniquement l’état du capteur à un instant T. Ce qui permet de faire du 
raisonnement sur les événements d’une période, nécessaire pour déduire certaines activités 
d’une personne. Par exemple, pour connaître combien de temps la personne a passé devant la 
télévision aujourd’hui, on a besoin de tous les événements associés aux capteurs de la 
télévision. Cela est possible grâce à l’historique des événements.   
Un événement représente l’état d’un capteur à un instant T. Dans l’exemple de la Figure 16,  
c’est la valeur 12 pour le capteur de température opensense_DOMUS observée le 2014-09-13 
à 01:40. Un événement est composé d’une observation et de la valeur observée. Le modèle a 
été défini comme ceci dans le projet OpenIoT parce qu'un capteur peut observer plusieurs 
types. Une observation peut donc avoir plusieurs valeurs observées. Dans le cas du 
gestionnaire de contexte du DOMUS, un capteur ne collecte qu'une seule donnée. Si le 
capteur collecte plusieurs types de données, on définit un capteur physique associé à 
l’appareil dans l’ontologie de l’environnement et plusieurs capteurs virtuels associés au 
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capteur physique pour chaque type de données que  le capteur collecte. Par exemple, un 
capteur de mouvement va détecter la présence d’un individu dans le champ du capteur et la 
luminosité. Dans ce cas, on aura un capteur physique et deux capteurs virtuels. 
L’observation est représentée par la ressource avec l'URL Domus:1727254495609141 de 
type SSN:Observation et les propriétés suivantes. 
 SSN:observedBy : avec comme valeur la ressource de type Sensor qui définit le 
capteur virtuel qui est associé à l'événement. Il est possible d’associer uniquement un 
seul capteur virtuel à un événement. 
 SSN:featureOfInterest : avec comme valeur la ressource de type FeatureOfInterest qui 
associe une observation à la propriété observée. Dans notre exemple, c’est une 
propriété de type Température. 
 SSN:observationResultTime : avec comme valeur une date/heure qui représente quand 
a eu lieu l'événement. 
La valeur de l'événement correspondant est représentée par la ressource avec l'URL 
Domus:1727254571770110 de type SSN:ObservationValue et les propriétés suivantes. 
 LSM:isObservedPropertyOf : qui a comme valeur l'observation associée et  fait le lien 
entre la valeur observée et l'observation.  
 SSN:observedProperty : le type de propriété qui est associé à la valeur observée qui 
est la ressource avec l'URL Domus:1727232756004404. Cette ressource représente la 
propriété observée par le capteur virtuel.  
 RDFS:label : une description de la valeur observée. Dans le cas du gestionnaire de 
contexte DOMUS, on a comme valeur le type de l'observation qui est dans l'exemple 
la température. 
 LSM:value : la valeur observée. 
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 LSM:unit : l'unité de mesure associée à la valeur observée. 
 SSN:observationResultTime : la date/heure de l'observation.  
La Figure 17 représente un actionneur, la source de communication de l’actionneur qui 
définit comment envoyer une action qui sera exécutée par l’actionneur et l’historique des 
actions exécutées ou à exécuter par l’actionneur. Pour chaque commande envoyée à un 
actionneur, l’action correspondante est ajoutée dans l’ontologie avec la propriété Executed et 
avec la valeur False. Une fois que l’actionneur a exécuté la commande, cette action est 
modifiée pour ajouter la date/heure d’exécution et changer la valeur de la propriété Executed 
à True. Le schéma contient l’ensemble des classes et propriétés qui décrivent ces individus. 
L'actionneur Relais lampe cuisine (RL20)  est représenté par la ressource Domus:RL20 qui est 
de type DOMUS:Effector et par les propriétés suivantes. 
 RDFS:label : une description de l'actionneur Relais lampe cuisine. 
 Event:isActive : une valeur booléenne qui définit s'il est actif ou pas. Un capteur 
devient inactif, s’il est en panne ou désinstallé. 
 Event:requisition : le nom de l'application qui a réquisitionné l'actionneur. Seules les 
demandes provenant de cette application seront acceptées et transmises à l'actionneur. 
 Event:numApp : un numéro qui identifie l'actionneur dans le système de gestion des 
actionneurs de l'appartement DOMUS. 
 Env:domusRef : la référence vers la ressource associée dans l'ontologie 
Environnement. Elle fait le lien entre l'actionneur virtuel et physique.  
 Event:actionHistory : qui a comme valeur une action exécutée par l'actionneur. Il y a 
autant de propriétés/valeurs que d'actions pouvant être exécutées. 
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Figure 17 - Une partie de l’ontologie du gestionnaire de contexte qui représente l’actionneur 
RL20, la source de communication de l’actionneur et une action (clignoter pendant 45 sec.) 
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 Event:source : pour spécifier la source de communication (comment envoyer une 
action) avec comme valeur la ressource Domus:Src_MSSQL qui est de type 
Domus:JDBCSourceComm pour une source de communication JDBC. Avec ce type 
de source, pour envoyer une action à un actionneur, il faut ajouter une ligne dans une 
table d’une base de données qui sera lue pour être transmise et exécutée par 
l'actionneur. Ce type de source a les propriétés suivantes. 
 RDFS:label : une description de la source de communication. 
 Event:srcDriver : le pilote à utiliser pour se connecter et exécuter des requêtes. 
 Event:srcURL : l'URL utilisée pour la connexion à la base de données (URL 
du serveur et nom de la base de données). 
 Event:srcUser : le nom de l'utilisateur pour la connexion à la base de données. 
 Event:srcPassword : le mot de passe pour la connexion à la base de données. 
 Event:srcTable : le nom de la table dans laquelle on enregistre l'action à 
exécuter. 
 Event:srcColumn : la propriété avec comme valeur la ressource qui représente 
une colonne de la table. Il peut y avoir plusieurs colonnes et donc plusieurs 
propriétés de ce type définies pour un objet. C'est une ressource de type 
Domus:DBColum avec les propriétés suivantes : 
o Event:colName : le nom de la colonne, 
o Event:colType : le type de la colonne, 
o Event:colRefValue : une référence vers la propriété de l'objet à utiliser 
dont la valeur de cette propriété va définir l’action à exécuter. Par 
exemple, l'objet action et la propriété value. 
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o Event.colDefValue : une valeur par défaut pour cette propriété qui est 
utilisée si on ne spécifie pas d'autre valeur lors de l'envoi d'une action. 
Un deuxième type de source de communication a été identifié, il s'agit du type API pour la 
communication avec un actionneur fournissant une API. Ce type n'a pas été complètement 
défini ni implémenté dans le gestionnaire de contexte. 
Les actions sont représentées par une ressource qui peut être de différents types. Il y a 
actuellement trois types définis et supportés par le gestionnaire de contexte : 
DisplayMessage, PlaySound et ChangeState qui sont des sous-classes d'Action. Ces actions 
ont des propriétés communes. 
 Event:execTime : une valeur date / heure qui indique quand a été exécutée l'action. 
 Event:executed : une valeur booléenne qui définit si l'action a été exécutée ou non. 
Ces actions ont aussi des propriétés spécifiques pour chaque type d'action : 
 DisplayMessage :  
o Event:texte : le texte à afficher, 
o Event:duration : un nombre qui représente la durée pendant laquelle le 
message sera affiché sur un écran ou le nombre de fois qu'il sera affiché sur 
une bande défilante. 
 PlaySound : 
o Event:sound : le chemin du fichier (path) de son à diffuser, 
o Event:volume : le volume du son. 
 ChangeState : 
o Event:newState : le nouvel état de l'actionneur. Il y a trois valeurs possibles : 
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 En : activer l'actionneur, par exemple allumer une lumière,  
 Hors : désactiver l'actionneur, par exemple éteindre une lumière, 
 Clignote : pour faire clignoter une lumière. 
o Event:duration : la durée du changement d'état en nombre de secondes. Pour 
un changement permanent, on utilise la valeur 0. Sinon, après x secondes 
(défini par la valeur de la propriété), l'actionneur revient à son état précédent. 
OpenIoT offre une solution fonctionnelle et testée de configuration de capteurs. Elle consiste 
à transmettre un fichier au gestionnaire de contexte lors de l'enregistrement du capteur. Ce 
fichier contient la description du type d’actionneur, la description des évènements, les 
informations de connexion, etc. L’utilisation de tels fichiers n’est toutefois pas optimale 
quand on veut modifier la définition d’un capteur. Comme la gestion des actionneurs n’était 
pas incluse dans la solution de base OpenIoT, nous avons choisi de le faire par le biais d’une 
ontologie. Dans la prochaine version du gestionnaire de contexte, il serait donc bien 
d’adopter cette solution également pour les capteurs et de déplacer l’ensemble de la définition 
d’un capteur dans l’ontologie. La description des fichiers de définition utilisés pour 
l'enregistrement des capteurs et actionneurs est détaillée dans l’annexe B. 
3.2 Application client 
Une application client est une application d'assistance installée dans l'habitat intelligent qui 
utilise le nouveau modèle de données pour faire des opérations CRUD sur ces données. Elle 
doit partager ces données et aussi accéder au besoin aux données d'autres applications. Si le 
modèle de données change, on veut que l'application s'adapte, c'est-à-dire que le modèle objet 
de l'application se modifie pour correspondre au nouveau modèle de données et cela sans que 
le développeur doive modifie le code source de l'application. Nous proposons donc une 
nouvelle architecture pour la gestion et le stockage des données ainsi qu'une bibliothèque qui 
gère le modèle objet de l'application pour qu'il corresponde au modèle de données 
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3.2.1 Architecture 
La Figure 18 représente un schéma de l'architecture générique pour une application client. 
Elle contient les éléments suivants. 
 Le cadre d’application Apache Jena est utilisé dans la partie gestion des données 
(opérations CRUD). Il fournit l'ensemble des méthodes pour gérer les requêtes 
SPARQL et les données RDF.  
 La bibliothèque manage-data-utils qui gère le modèle Java et sa correspondance 
avec l’ontologie. Les détails de la bibliothèque sont présentés dans la section 3.2.2. 
Tout le reste du code de l'application est conservé. 
 Un dépôt RDF qui contient les données de l'application et qui fournit un point d'accès 
SPARQL pour traiter les requêtes envoyées par une ou l'autre des applications. Il est 
accessible à toutes les applications installées dans l'appartement.  
La bibliothèque manage-data-utils a été développée pour répondre aux besoins d’une 
application d’assistance installée dans un environnement intelligent. Ces besoins sont les 
suivants : 
 Prendre en compte l’évolution de la configuration de l’environnement (l’habitat 
intelligent). Par exemple, l’ajout d’un capteur ou la suppression d’un actionneur. 
 Interpréter de manière abstraite les informations provenant des capteurs. 
 Spécifier et transmettre des commandes aux actionneurs de manière abstraite.  
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Figure 18 - Modèle d'architecture d'une application client 
 
3.2.2 Correspondance entre Java et l’ontologie 
Concernant la gestion du modèle objet de l'application et la correspondance en tout temps 
avec le modèle de données (l'ontologie), la bibliothèque manage-data-utils a été développée. 
Celle-ci doit par exemple répondre au besoin suivant : pour afficher un message d'assistance, 
l'application doit obtenir la liste de tous les appareils qui sont disponibles et qui peuvent 
afficher un message dans l'appartement. Il est possible qu'entre le déploiement de 
l'application et l'exécution de cette requête, un nouveau type d'équipement devienne 
disponible dans l'appartement. On doit donc aussi être capable de communiquer avec celui-ci. 
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Les étapes suivantes détaillent comment la bibliothèque répond à ce besoin pendant la phase 
de développement de l'application (étape 1) et en cours d'exécution de l'application (étape 2, 3 
et 4).  
1. Génération des classes Java en se basant sur le vocabulaire de l'ontologie. Pour le 
vocabulaire, on utilise un fichier dans le format de sérialisation RDF/XML qui est le 
format le mieux adapté pour être compréhensible et analysable/décodable par une 
application. 
2. Exécution de la requête SPARQL qui liste tous les appareils pouvant afficher un 
message qui sont dans la maison. La requête retourne une liste avec tous les URI des 
individus (id des appareils disponibles). Le cadre d’applications Apache Jena exécute 
la requête SPARQL et traite le résultat. 
3. Pour chaque appareil, on exécute une nouvelle requête pour obtenir l'ensemble de ses 
propriétés : conception automatique de la requête SPARQL (par exemple, une requête 
de type DESCRIBE), exécution de la requête SPARQL, traitement du résultat et 
création automatique de l'objet Java correspondant. Si on a la classe Java 
correspondante et que la définition est complète (toutes les propriétés sont définies), 
on utilise cette classe pour créer l’objet. Sinon, on crée une nouvelle classe Java qui 
correspond à l'objet du modèle et on la compile. Pour la création de la classe, on fait 
plusieurs requêtes SPARQL pour obtenir l'information complète sur l'objet et ses 
propriétés. Si on a la classe correspondante, mais que celle-ci n'est pas complète, on 
crée une sous-classe qui ajoute les éléments manquants (attributs ou méthodes) et au 
besoin une interface. Puis, on crée une instance de cette nouvelle classe.  
4. Pour finir, une fois tous les objets correspondants aux équipements qui peuvent 
afficher un message sont créés, on envoie ce message aux différents équipements en 
appelant la méthode correspondante (displayMessage) de chaque objet. On 
utilise l'objet comme n'importe quelle autre instance d'une classe Java. Le corps de la 
méthode displayMessage contient le code qui  envoie une requête HTTP au 
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gestionnaire de contexte contenant la commande (afficher un message) qui sera 
exécutée par l’actionneur.  
La Figure 19 ci-dessous présente le fonctionnement général de la bibliothèque qui effectue 
les actions présentées dans la section précédente. 
Le langage Java est orienté objet, mais est beaucoup moins souple qu'une ontologie dans la 
définition d'une classe, des propriétés, des relations entre les classes, etc. Par exemple, il n'y a 
pas d'héritage multiple en Java, une propriété et un objet ne peuvent pas être de deux types 
(entier et booléen). Par contre, une classe peut hériter de plusieurs interfaces. On doit donc 
ajouter un certain nombre de contraintes au niveau de l'ontologie si on veut pouvoir faire de 
la génération automatique de classes. Les contraintes limitent un peu le pouvoir d'expressivité 
et les inférences possibles au niveau de l'ontologie. 
 
 
Figure 19 - Diagramme d'activité de la bibliothèque manage-data-utils qui décrit son 
fonctionnement durant le développement et en cours d’exécution de l’application client 
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L'ontologie doit respecter les contraintes suivantes. 
Contrainte 1 : héritage multiple 
En Java il n'y a pas d'héritage multiple. Pour définir en Java une classe qui est une sous-classe 
de plusieurs classes comme dans l'ontologie, il faut qu'il y ait une seule classe et que les 
autres soient des interfaces. Dans l'ontologie, il n'y a pas de notion d'interface. Une interface 
est une classe. Actuellement, le module analyseur syntaxique ne permet de définir qu’une 
seule interface à une classe Java. Pour définir une classe dans une ontologie qui correspond à 
une interface en Java, on ajoute la classe Interface dans l'ontologie et toutes les classes qui 
sont des interfaces en Java sont des sous-classes d’Interface. La classe Interface n'est pas 
définie dans le code Java. 
Contrainte 2 : traitement des propriétés et des méthodes 
Une propriété dans l'ontologie est soit un attribut, soit une méthode de la classe Java 
correspondante. Pour pouvoir définir une méthode dans l'ontologie, il faut ajouter une classe 
Methode. Cette classe n'est pas générée dans le code Java. Pour ajouter une méthode à une 
classe, on définit dans l'ontologie une propriété objet avec l’intervalle Methode. Toutes les 
propriétés qui n'ont pas l’intervalle Methode sont des attributs de la classe Java. On doit 
définir un domaine et un intervalle pour toutes les propriétés objet et données. Il ne doit y 
avoir qu'un seul intervalle par propriété. 
 Actuellement, l'analyseur syntaxique ne gère pas le multidomaine ni le domaine 
Thing qui correspond à une propriété à définir pour toutes les classes. 
 On peut uniquement avoir deux intervalles dans le cas d'une méthode. La première 
doit être Methode et la deuxième est le type de retour. Le type de retour n'est pas 
encore pris en compte dans l'analyseur syntaxique. 
Contrainte 3 : héritage entre propriétés 
La hiérarchie dans les propriétés n'est pas possible en Java. Par contre, on peut la définir dans 
l'ontologie, mais il n'y a pas de correspondance en Java. 
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Contrainte 4 : propriété fonctionnelle 
Si on définit une propriété comme étant fonctionnelle, cela veut dire qu’il existe uniquement 
une valeur possible pour cette propriété pour un individu. Si elle n'est pas définie 
fonctionnelle, on permet plusieurs valeurs pour la propriété, ce qui veut dire qu’il y a une liste 
pour cette propriété dans la classe Java. 
Contrainte 5 : traitement des interfaces 
La définition d'une classe de type Interface ne peut pas être complétée en cours d'exécution 
du programme, c'est-à-dire que si celle-ci existe déjà, on ne peut pas ajouter ou supprimer de 
nouvelles méthodes. Il faut définir une nouvelle interface dans l'ontologie. 
Contrainte 6 : spécification d’une méthode  
Si on veut définir le comportement de la méthode d'une classe Java dans l'ontologie, on doit 
définir le code source et la liste des paramètres dans la définition de la classe de l'ontologie. 
Pour cela, on utilise des annotations personnalisées que l'on définit pour la propriété objet 
dans l'ontologie. Les annotations ajoutées sont les suivantes. 
 srcCode : une chaîne de caractères qui détaille le code source complet de la 
méthode. Actuellement, l'analyseur syntaxique prend la valeur de l'annotation et la 
copie telle quelle dans le corps de la méthode Java, sans modification. 
 params : une chaîne de caractères qui définit tous les paramètres de la méthode. Les 
paramètres sont séparés par des ';'. Chaque paramètre est composé du type et du nom, 
qui sont séparés par une ','. Par exemple, les deux paramètres suivants, string nom 
et int age, sont représentés par la valeur « string,nom;int,age ». 
3.2.3 Implémentation 
La bibliothèque développée comprend trois classes principales : ManageJavaClass, 
DomusClassLoader et ManageSPARQL, qui fournissent l'ensemble des fonctionnalités qui 
sont utilisées pour la génération des objets Java du modèle initial et par l'application pour la 
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gestion des classes et des données. Les classes et fonctionnalités principales de la 
bibliothèque qu’ un développeur va utiliser sont les suivantes. 
ManageJavaClass 
Cette classe fournit l'ensemble des méthodes pour gérer les classes Java correspondant au 
modèle de données dans les deux modes d'utilisation de la bibliothèque. Elle appelle les 
méthodes de la classe OntologyParser pour le traitement et la création des classes Java. Elle 
fournit les trois méthodes suivantes : 
 createClassFromFile : cette méthode prend en paramètre le nom du fichier du 
vocabulaire et crée les classes Java correspondantes. Le format supporté pour 
l’ontologie du vocabulaire est RDF/XML. Cette méthode doit être utilisée uniquement 
lors du développement, car elle ne génère que les fichiers .java et ne les compile pas 
en .class. 
 createClassInExec : elle prend en paramètre une liste d'URI de classes à créer 
et l'URL du point d'accès SPARQL du dépôt RDF. Elle récupère la définition des 
classes (à l'aide de requêtes SPARQL) pour générer et compiler les classes Java 
correspondantes. Les fichiers sont ajoutés dans un dossier à l'extérieur du .jar de 
l'application.  
 verifyAndCompleteClass : elle prend en paramètre l'URI d'une classe et l'URL 
du dépôt RDF et elle vérifie si la classe Java correspond à la classe définie dans le 
modèle. Si ce n'est pas le cas, elle crée une sous-classe pour compléter la classe 
existante et au besoin des Interfaces.  
DomusClassLoader 
Cette classe gère la correspondance entre les classes Java du modèle et les classes de 
l'ontologie. Pour cela, elle enregistre une correspondance entre la classe Java et la classe de 
l'ontologie. On l'utilise pour récupérer la classe Java et créer une instance qui correspond à un 
individu de l'ontologie. Elle fournit les méthodes suivantes : 
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 registerClass : pour enregistrer la classe Java qui correspond à la classe 
de l'ontologie. Elle prend en paramètre le nom des deux classes. Il faut appeler 
cette méthode à chaque fois qu'une classe Java est créée.  
 getRegisteredClass : retourne le nom de la classe Java qui correspond 
à une classe dans l'ontologie dont le nom est passé en paramètre. 
 load : retourne la classe correspondant à son nom. Cette méthode utilise la 
réflexivité pour retourner la classe qui doit être utilisée pour créer une 
instance.  
ManageSPARQL 
Cette classe fournit un ensemble de méthodes pour gérer les requêtes SPARQL et traiter le 
résultat. Elle implémente des méthodes qui supportent les requêtes suivantes : 
 La requête Select qui retourne une liste d'URI. 
 La requête Describe qui retourne un objet Java qui correspond à un individu de 
l'ontologie. 
 Les requêtes Update et Delete générique qui lorsqu’elles seront implémentées, 
modifient les données d'un individu dans le dépôt RDF. 
La bibliothèque, la nouvelle architecture et le nouveau modèle de données ont été testés avec 
une application démo et l'application d'assistance Amelis (chapitre 4.3). Ceci a permis de 
valider la bibliothèque, l'ontologie ainsi que l'utilisation d'un dépôt RDF pour stocker les 
données et le modèle.  
3.3 Le gestionnaire de contexte 
Le gestionnaire de contexte gère les capteurs, les actionneurs, les événements des capteurs et 
les actions des actionneurs installés dans l'habitat intelligent du laboratoire DOMUS. Un 
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ensemble de caractéristiques ont été prises en compte dans le développement de la solution; 
elles sont détaillées ci-dessous : 
 L’appartement contient environ 180 capteurs, dont 110 filaires et 70 Z-Wave. 
 Il y a plusieurs sources de données pour les capteurs (bases de données MS SQL et 
PostgreSQL). 
 Il existe différentes stratégies d'enregistrement des événements capteurs. En 
particulier, l’état de la plupart des capteurs filaire est lu toutes les 200ms et enregistré 
dans une base de données. De leur côté, les capteurs Z-Wave enregistrent plutôt 
chaque changement d'état dans la base de données. 
 Un grand nombre d'événements, soit plus de 15 000 par jour, sont enregistrés pour 
l'ensemble des capteurs. 
 L’appartement contient environ 50 actionneurs avec différentes sources de 
communication, par exemple écriture via un SGBD, invocation de méthode via une 
API. 
La solution doit aussi répondre aux besoins suivants : 
 L'accès aux données et le traitement des requêtes doivent être performants. 
 Un actionneur doit pouvoir être réservé par une application client, c'est-à-dire qu'il y a 
uniquement cette application qui peut envoyer des actions à cet actionneur. 
 La solution doit fournir un système d'enregistrement et de notifications, c'est-à-dire 
qu'une application doit pouvoir s'enregistrer pour être informée des nouveaux 
événements d'un capteur ou d'un type de capteur. Dans ce cas, le système envoie des 
notifications (système « push ») à chaque nouvel événement de ce type aux 
applications enregistrées. Cette fonctionnalité n'a pas été implémentée dans le 
prototype. 
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Notre solution est basée sur le logiciel libre OpenIoT. Ce logiciel gère les événements de 
capteurs (principalement météo) de différents types et fournit un ensemble de fonctionnalités 
et de services pour gérer ces données. Il utilise aussi le modèle de données présenté au 
chapitre précédent. 
Nous avons adapté significativement OpenIoT, en supprimant et en modifiant plusieurs 
modules pour développer notre solution finale, que nous appelons CERES. Ces 
modifications ont été nécessaires pour simplifier le processus de traitement et 
d'enregistrement de données des capteurs, pour le rendre plus performant, pour ajouter le 
support des actionneurs et le traitement des actions, et aussi pour simplifier la solution en 
enlevant toutes les fonctionnalités qui n'étaient pas nécessaires pour répondre aux besoins de 
DOMUS. Le dépôt RDF a aussi été remplacé. OpenIoT utilise Virtuoso. Lors de nos tests, 
nous avons constaté que le dépôt devenait instable et arrêtait de fonctionner après une durée 
de fonctionnement maximale de 48 heures, et ce, sans afficher d'erreur ou enregistrer de 
traces. Nous avons donc remplacé Virtuoso par Stardog, qui offre une meilleure performance 
et une grande stabilité. 
La solution finale (Figure 20) du gestionnaire de contexte comprend les modules suivants : 
xgsn, lsm-light.client, DOMUS Rest api et le dépôt RDF Stardog. 
Le module xgsn s'occupe de la gestion des capteurs et des actionneurs (enregistrement, 
suppression et modification), de la lecture des sources de données des capteurs et de l'envoi 
des actions aux actionneurs. Pour la gestion des capteurs et des actionneurs, le module 
s'occupe du traitement initial (validation des paramètres, lecture des fichiers de configuration, 
etc.) puis appelle une méthode du lsm-light.client pour l'enregistrement dans le dépôt RDF. 
Pour la lecture des données capteurs, il y a un fil d’exécution par capteur. Chaque fil capteur, 
à intervalle de 200ms, lit les données dans la source (définie dans le fichier de configuration) 
et transmet la valeur au module lsm-light.client pour continuer le traitement. C’est le 
comportement pour tous les types de capteurs comme filaires et Z-Wave. Pour l'envoi d'une 
action, il y a un fil spécifique qui gère les actions et qui envoie l'action à l'actionneur en 
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utilisant la source de communication associée (API ou SGBD) et appelle une méthode du 
module lsm-light.client qui l'enregistre dans le dépôt RDF. 
 
Figure 20 - Architecture générale du gestionnaire de contexte CERES et des composants 
externes 
L’enregistrement des données des capteurs dans la base de données MS SQL, la source de 
données utilisée par le gestionnaire de contexte, dépend de l’infrastructure de l’habitat 
intelligent. Dans le cas du DOMUS, un automate lit les données des capteurs filaires à toutes 
les 200ms et les enregistrer dans la base de données. Pour les capteurs Z-Wave, c’est un 
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contrôleur qui enregistre chaque changement d’état du capteur dans une base de données. 
Pour le gestionnaire de contexte, le type d’infrastructure et son fonctionnement n’est pas 
important tant que les données sont disponibles dans une source de données qui est supportée 
et que les données sont valides et à jour. Au DOMUS, ceci a été validé lors de l’installation 
des capteurs, actionneurs et de l’implantation de l’infrastructure.  
Le module lsm-light.client s'occupe du traitement des requêtes SPARQL et de la 
transformation d'un objet en un ensemble de triplets RDF. C'est le seul module qui 
communique avec le dépôt RDF. Il fournit toutes les méthodes pour gérer les données des 
capteurs (événements) et des actionneurs (actions). 
Le module Domus Rest API fournit les fonctionnalités pour gérer les capteurs et les 
actionneurs et envoyer des actions aux actionneurs sous la forme d'une requête HTTP au 
format REST. Dans la version actuelle, cet API est inclus dans le module xgsn. À terme, il 
serait intéressant d'en faire un module spécifique et de le compléter pour ajouter des 
méthodes de consultations des données (lister les capteurs, lister les événements d'un capteur, 
etc.). Les applications d'assistance utilisent l'API pour communiquer avec le gestionnaire de 
contexte. En attendant l'ajout de méthodes pour consulter les données, les applications font 
des requêtes SPARQL directement au dépôt RDF. Les fonctionnalités de l'API et un exemple 
d'utilisation pour chacune sont détaillés dans l'annexe B.  
Le dépôt RDF Stardog stocke le modèle de données (l'ontologie capteurs et actionneurs) ainsi 
que les données du contexte, en particulier : capteurs, événements, actionneurs et actions. Le 
dépôt RDF fournit un point d'accès SPARQL qui traite les requêtes envoyées par le module 
lsm-light.client. La solution utilisée est Stardog 3.0. 
La base de données DOMUS est la source principale des capteurs filaires et des actionneurs 
installés dans l'habitat intelligent DOMUS. Le SGBD utilisé est MS SQL Server. 
Plusieurs sessions de tests ont été exécutées pour valider les fonctionnalités du serveur 
d'événements ainsi que la performance du dépôt RDF et du gestionnaire de contexte. Ceux-ci 
sont présentés ainsi que les résultats dans le chapitre 4.2.  
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Chapitre 4 
Évaluation de l’infrastructure de gestion du contexte 
Pour offrir de l’assistance, une application utilise l’historique des états des capteurs et des 
informations sur l’environnement (équipement disponible, configuration de l’appartement, 
profil du résident) pour prendre des décisions et des actions contextuelles qui soient 
pertinentes. L’obtention de ces informations doit donc être performante, correcte et cohérente 
avec l’état réel de l’appartement. C’est pourquoi nous avons mené plusieurs tests tout au long 
du projet qui nous ont amenés à changer de dépôt RDF et à optimiser et simplifier le 
gestionnaire de contexte CERES pour améliorer la performance et améliorer la gestion de 
l’ensemble des applications.  
Cette section présente les éléments principaux de la phase de validation. Tout d’abord, nos 
critères d’évaluation sont présentés (chapitre 4.1). Ensuite, nous présentons les résultats des 
tests de performance du gestionnaire de contexte (chapitre 4.2). Finalement, nous détaillons 
les tests de la bibliothèque manage-data-utils et des applications d’assistance (chapitre 4.3). 
4.1 Critères d’évaluation 
Nous avons effectué plusieurs tests pour valider la cohérence, la fiabilité et la performance de 
notre architecture. Ces tests portaient sur les éléments suivants : 
 La fiabilité et la cohérence des informations dans le dépôt RDF. Pour cela, nous 
avons vérifié les points suivants : 
o  Est-ce que les données des capteurs sont bien sauvegardées avec les bonnes 
étiquettes temporelles ? 
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o Est-ce que les données sauvegardées sont valides par rapport à l’état réel du 
système ? 
o Est-ce que les commandes sont correctement transmises aux actionneurs et 
réellement exécutées par ceux-ci ? 
 La performance du système. Il s’agissait de vérifier les points suivants. : 
o Est-ce que le temps de traitement des changements d’état est acceptable et 
cohérent à travers le temps ? Par exemple, quel est le délai entre le moment où 
un capteur change d’état et le moment où l’information est effectivement 
disponible dans le dépôt RDF ? 
o Est-ce que le système est capable de monter en charge ? Quelles adaptations 
doivent être faites pour améliorer la performance et la validité sémantique des 
informations. Nous avons analysé le nombre d’événements enregistrés pour un 
capteur chaque jour. Par exemple, plus de 5000 évènements sont générés par 
jour pour un capteur de température d’une pièce si on enregistre 
systématiquement chaque changement de valeur. La valeur de température est 
donnée au 0.001 degré près. Toutefois pour nos besoins, il n’est pas nécessaire 
d’enregistrer les changements de température si ceux-ci sont inférieurs à 0.5 
degré. En tenant compte de cela, nous n’enregistrons plus que 200 événements 
par jour pour ce capteur. Ceci a été rendu possible en définissant la précision 
désirée pour chaque capteur selon son type. 
o Quelle est la performance pour enregistrer un événement et lire l’état d’un 
capteur ? Ces opérations peuvent être consommatrices en temps et en 
ressources et avoir un impact important sur la performance. Par exemple, pour 
la source de données MS SQL, les états des capteurs sont lus toutes les 200 ms 
et la base de données compte 110 capteurs. Des événements pourraient être 
perdus ou décalés dans le temps si leur traitement est trop lent. 
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o Quelle est la performance pour transmettre une commande à un actionneur ? 
Le traitement des commandes doit être rapide, car dans la plupart des cas, une 
commande est liée à un contexte précis (la position de la personne dans 
l’appartement, l’activité en cours…). Le contexte peut donc changer 
rapidement; si le système est trop lent pour le traitement des commandes, la 
commande pourrait ne plus être pertinente dans le nouveau contexte. 
 La capacité d’évolution dynamique du système. Il s’agissait de vérifier les points 
suivants : 
o L’ajout de nouveaux types de capteurs et d’actionneurs au gestionnaire de 
contexte. 
o L’intégration et l’utilisation des nouveaux capteurs et actionneurs par les 
applications d’assistance dans l’appartement intelligent. 
4.2 Évaluation du gestionnaire de contexte 
Plusieurs rondes de tests ont été réalisées sur le gestionnaire de contexte. L’environnement 
d’exécution était constitué des éléments suivants : 
 Une machine virtuelle exécutant Windows Server 2012 R2 64 bits.  
 Un serveur comportant 6 GB de RAM et un CPU 4 cœurs.  
 Un maximum de 110 capteurs et de 30 actionneurs. Pour chaque ronde de tests, leur 
nombre variait en fonction des éléments que nous voulions évaluer. 
 Un maximum de 12 000 évènements par jour pour l’ensemble des capteurs.  
Le Tableau 3 présente chacune des rondes en termes de dépôt RDF utilisé, de nombre de 
capteurs et d’actionneurs considérés, d’utilisation du CPU et de la mémoire RAM et des 
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problèmes rencontrés. Les changements effectués avant chaque nouvelle ronde sont aussi 
détaillés.  
On observe que les dépôts RDF Virtuoso et Fuseki ne sont ni assez stables ni assez 
performants pour nos besoins. Virtuoso s’écroule au bout deux jours dans le meilleur des cas, 
sans laisser de message d’erreur ou d’informations dans le journal. Fuseki n’est pas 
suffisamment performant, ce qui occasionne la perte d’évènements dans le dépôt. Seul le 
dépôt RDF Stardog s’est montré stable sur une longue période et sa bonne performance fait 
en sorte que tous les évènements sont enregistrés dans le dépôt. 
Tableau 3 - Récapitulatif des tests et des améliorations du gestionnaire de contexte 
Dépôt 
RDF 
utilisé 
Nombre de 
capteurs 
Nombre 
d’actionneurs 
Utilisation 
du CPU 
Utilisation 
de la 
mémoire 
RAM 
Données 
RDF 
stockées 
dans le 
dépôt 
Problèmes 
rencontrés 
Version 0.0.1 : 
 Toutes les données des capteurs sont enregistrées dans une seule table dans la BD source 
 Modifications effectuées dans le gestionnaire de contexte  
o Ajouter le support d’une source de type SGBD MS SQL pour les capteurs. 
o Ajouter des propriétés «DOMUS» à l’objet capteur (enregistré dans le dépôt). 
o Modification du mode d’enregistrement pour n’enregistrer dans le dépôt RDF que les 
changements d’état d’un capteur et non toutes les valeurs observées. 
o Correction de la requête qui supprime les événements d’un capteur. 
o Ajout de la notion d’historique des données capteurs. Par défaut, la durée de 
conservation des événements  est de 30 jours. Les événements plus anciens sont 
automatiquement supprimés de l’historique. 
Virtuoso 
7.1.0 
20 (données 
sources dans 
une BD de 1 
table) 
0 90-95% 1.2 GB Une partie 
des 
événements 
Tous les 
changements d’état 
des capteurs ne sont 
pas enregistrés dans 
le dépôt dû à des 
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erreurs SQL 
d’accès à la table 
source et du trop 
grand nombre de 
données 
enregistrées pour un 
capteur 
Version 0.0.2 
 Séparer les données source des capteurs dans 10 tables différentes, on a donc au plus 10 
capteurs par table et non plus 110 dans une seule table. 
 Modifications effectuées dans le gestionnaire de contexte 
o Suppression de la copie des données capteurs dans une BD locale (de type fichiers). 
Les données lues de la source (BD) sont enregistrées directement dans le dépôt RDF 
o Ajout de la notion de précision pour un capteur. Cette modification répond en 
particulier au besoin des capteurs de types température et n’enregistre que des 
différences de valeur de 0.5 degré et non de 0.001 
Virtuoso 
7.1.0 
110 
(données 
sources dans 
une BD de  
10 tables)  
0 10 % 700 MB Une partie 
des 
événements 
Le dépôt RDF 
Virtuoso s’écroule 
au bout de 2 jours 
maximum. 10 
séances de tests ont 
été exécutées, le 
serveur a toujours 
planté avant 48h 
d’exécution sans 
aucune erreur dans 
les logs.   
Version 0.0.3 
 Changement du dépôt RDF pour Fuseki pour résoudre les problèmes de fiabilité après une 
exécution maximum de 48h. 
 Modifications effectuées dans le gestionnaire de contexte 
o Modification pour utiliser le dépôt RDF Fuseki  
o Amélioration du processus d’enregistrement de données capteurs, on n’a plus qu’une 
requête SPARQL update 
Apache 
Fuseki 
110 
(données 
sources dans 
une BD de  
0 55 % 2 GB  Une partie 
des 
événements 
Le délai entre 
l’occurrence d’un 
événement et 
l’ajout de cet 
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0.2.7 10 tables)  événement dans le 
dépôt RDF peut 
aller jusqu’à 5 
minutes 
Version 0.0.4 
 Changement du dépôt RDF pour Stardog dans le but de résoudre les problèmes de 
performance dans le traitement des requêtes SPARQL 
 Modifications effectuées dans le gestionnaire de contexte 
o Modification pour utiliser le dépôt RDF Stardog 
o Simplification de l’architecture, regroupement de 2 modules pour supprimer les 
requêtes HTTP entre les modules, on a uniquement une requête SQL pour lire les 
données sources et la requête SPARQL pour ajout dans le dépôt RDF dans le but de 
résoudre le temps de traitement entre l’occurrence de l’événement et l’ajout dans le 
dépôt RDF. 
Stardog 
3.0 
110 
(données 
sources dans 
une BD de  
10 tables)  
0 15% 500MB Tous les 
événements 
Aucune erreur 
rencontrée 
Version 0.0.5 
 Modification effectuée dans le gestionnaire de contexte 
o Ajout du support des actionneurs avec les fonctionnalités suivantes : enregistrement / 
suppression, envoi d’une action à exécuter, lister les actionneurs et les actions 
exécutées 
Stardog 
3.0 
110 
(données 
sources dans 
une BD de  
10 tables)  
30 20% 600MB Tous les 
événements 
et toutes les 
actions 
Aucune erreur 
rencontrée 
 
Nous avons aussi comparé les performances des dépôts RDF Fuseki et Stardog pour le 
traitement des requêtes SPARQL (Tableau 4). Aucun test de performance n’a été effectué sur 
le dépôt RDF Virtuoso étant donné que celui-ci ne fonctionnait pas plus de 2 jours avant de 
planter. Deux types de situations ont été considérées. 
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 Les requêtes SPARQL select pour la récupération d’événements capteurs. Avec 
Fuseki, le temps maximal de traitement d’une requête select est de 34 secondes et 
le temps moyen se situe entre 1 et 7 secondes. Avec Stardog, le temps maximal de 
traitement d’une requête select est de 5 secondes et le temps moyen se situe entre 1 
et 2 secondes. Stardog est donc nettement plus performant que Fuseki pour le 
traitement des requêtes select. 
 Les requêtes SPARQL insert pour l’ajout d’un évènement dans le dépôt. Avec 
Fuseki, le temps écoulé entre l’occurrence d’un événement et son ajout dans le dépôt 
est supérieur à 60 secondes dans 38% des cas, ce qui est beaucoup trop long pour des 
applications d’assistance sensibles au contexte. À l’inverse, avec Stardog, le temps 
écoulé est inférieur à 4 secondes dans 100% des cas, ce qui est suffisant pour la 
majorité des applications d’assistance. 
On peut conclure que Stardog s’est révélé nettement plus performant que Fuseki.  
Tableau 4 - Comparaison des dépôts RDF au niveau du traitement des requêtes 
Version du 
serveur 
d’événements 
Dépôt 
RDF  
Performance du traitement 
des requêtes SPARQL select 
Délai entre l’occurrence d’un 
événement et son ajout dans le dépôt 
RDF 
0.0.3 Apache 
Fuseki 
0.2.7 
 
- < 1 sec. : 46.5 % 
- < 7 sec. : 99.8  % 
- > 35 sec. : 0 % 
Nombre total d’évènements : 771 395 
- > 2 sec. : 83.5 % 
- > 10 sec. : 61.5  % 
- > 60 sec. : 38.2 % 
0.0.4 Stardog 3.0 
 
 
- < 1 sec. : 76.5 % 
- < 2 sec. : 90.8  % 
- > 5 sec. : 0 %. 
Nombre total d’évènements : 104 115 1 
- > 1 sec. : 96,5 %  
- > 2 sec. : 42.91 % 
- > 3 sec. : 0.61% 
- > 4 sec. : 0 % 
1Le nombre d’événements analysés est moins important, car nous avons modifié la configuration des 
capteurs. Nous avons ajouté la notion de précision dans tous les types de capteurs et pas uniquement ceux 
de température. Le problème était le même pour beaucoup de capteurs (par exemple : débitmètre et capteur 
de pression)   
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Des tests ont aussi été effectués pour valider la transmission de commandes et l’exécution 
d’actions par un actionneur. Pour cela, nous avons codé un programme de tests qui envoie 
des requêtes HTTP demandant l’exécution d’une action et ensuite vérifie que celle-ci a bien 
été exécutée. Nous avons testé les actions suivantes : allumer / éteindre une lumière, jouer un 
son et afficher un message texte sur un écran. 
Dans notre environnement, pour demander l’exécution d’une action, il faut ajouter un 
enregistrement dans une table de la base de données. Une fois que l’action a été exécutée, 
l’état de l’enregistrement change de l’état À exécuter à l’état Exécuté et on enregistre la 
date/heure de l’exécution. On vérifie donc simplement que toutes les requêtes envoyées ont 
une action dans la table avec l’état Exécuté et que la date entre l’envoi de la requête et la date 
d’exécution est acceptable. Nous considérons que c’est acceptable si pour 90% des demandes 
le délai est de moins de 5 secondes. Ce qui se confirme quand on analyse les résultats du 
Tableau 5. 
Tableau 5 - Récapitulatif des performances d'envoi d'une action à un actionneur 
Version du serveur 
d’événements 
Dépôt RDF  Délai entre la demande d’exécution d’une action et son 
exécution effective par l’actionneur 
0.0.6 Stardog 3.0 Nombre total d’actions : 250 
- < 2 sec. : 38 % 
- < 5 sec. : 92.5  % 
- > 10 sec. : 6.2 % 
 
4.3 Test et évaluation de la bibliothèque manage-data-utils 
Des sessions de tests ont été effectuées pour valider la libraire manage-data-utils. Pour cela, 
nous avons construit une ontologie de test (voir Annexe A.3)  avec quelques classes, 
propriétés et individus, puis nous avons développé une application démo. Les scénarios de 
tests suivants ont été exécutés. 
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 Génération du modèle objet Java correspondant à l’ontologie. Pour cela, nous 
vérifions que chaque classe de l’ontologie a une classe correspondante en Java et que 
celle-ci contient tous les attributs et méthodes avec la bonne signature. Nous vérifions 
aussi la hiérarchie entre les classes. 
 Cohérence entre l’application en cours d’exécution et l’ontologie. Cela consiste à 
valider que l’appel de l’une de ces méthodes (ajouter, modifier ou supprimer) sur une 
instance de l’objet Java, applique des modifications sur l’individu correspondant dans 
l’ontologie. Par exemple, si on supprime l’activité Aller chez le coiffeur, mardi 2 août 
2016 dans l’application Amelis, l’individu correspondant à l’activité dans l’ontologie 
doit être supprimé. 
 Cohérence entre l’ontologie et l’application en cours d’exécution. Cela consiste à 
vérifier qu’une modification apportée dans le modèle de l’application (l’ontologie),   
en cours d’exécution de l’application, est bien appliquée à l’objet correspondant dans 
le modèle Java. Pour cela, nous avons ajouté une nouvelle classe et des attributs dans 
l’ontologie et nous avons vérifié que la classe, les nouveaux attributs et les nouvelles 
méthodes sont bien ajoutés dans le modèle Java. 
Lors de ces tests, aucune incohérence n’a été constatée entre l’ontologie et le modèle Java. 
Toutes les modifications appliquées à l’un ou l’autre se reflétaient dans sa contrepartie. La 
bibliothèque est considérée valide et fonctionnelle. 
4.4 Tests et évaluation du nouveau gestionnaire de contexte dans 
une application d’assistance 
Pour les tests de la nouvelle architecture des applications d’assistance, nous avons utilisé la 
nouvelle version de l’application d’assistance Amelis. Cette nouvelle version utilise une 
ontologie OWL 2 DL comme modèle de données, un dépôt RDF pour le stockage et le cadre 
d’applications Apache Jena pour gérer ses données. Nous avons vérifié que toutes les 
fonctionnalités de l’application sont disponibles et que les données du dépôt RDF sont 
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valides après une utilisation de l’application pendant plusieurs jours. Nous n’avons constaté 
aucune erreur, aucune panne et aucune incohérence dans les données. 
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Conclusion 
Le but de notre projet était de répondre à la problématique suivante. Le laboratoire DOMUS 
est un habitat intelligent dynamique et évolutif dans lequel sont déployées des applications 
d’assistance. Ces applications sont sensibles au contexte et doivent s’adapter à l’évolution de 
l’environnement (ajout de capteurs, suppression d’actionneurs, etc.).  
Dans ce chapitre, nous présentons les conclusions de notre travail, c'est-à-dire la contribution 
du projet, une critique de celui-ci, les travaux futurs et les perspectives du domaine. 
Contributions 
Nous avons développé un nouveau modèle de données pour des applications d’assistance et 
pour le gestionnaire de contexte. Ce modèle de données a été défini avec une ontologie OWL 
2 DL. Nous avons aussi défini et implémenté l’architecture pour le gestionnaire de contexte 
et pour les applications d’assistance. Pour finir, nous avons développé une bibliothèque pour 
la synchronisation entre le modèle et le code correspondant dans les applications d’assistance. 
Avec ce projet, nous avons démontré la faisabilité d’utiliser les technologies du Web 
sémantique (ontologies OWL, langage SPARQL et dépôt RDF) pour modéliser et gérer les 
données d’un habitat intelligent et des technologies d’assistance pour aider des personnes 
atteintes de troubles cognitifs dans les activités de la vie quotidienne (AVQ).  
Le modèle et l’architecture proposés sont performants et évolutifs. Cela permet de les intégrer 
facilement dans un nouvel environnement et de les faire évoluer en même temps que 
l’architecture de l’habitat intelligent. Il est aussi facilement adaptable à un environnement 
différent.  
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Critique du travail 
Dans cette section, nous présentons plus en détail les avantages et les limites de notre 
solution.  
Avantages  
Notre solution présente de nombreux avantages par rapport à ce qui était disponible 
auparavant. 
 Le modèle repose sur une ontologie qui est commune et partagée par toutes les 
applications. Les applications d’assistance ont donc facilement la possibilité de 
partager de l’information, communiquer entre elles et de coopérer. 
 Cette ontologie et le gestionnaire d’événements peuvent évoluer dynamiquement.  
 Des mécanismes de raisonnement et d’inférence sont directement intégrés dans le 
modèle et s’exécutent directement à l’intérieur du dépôt RDF. Les informations brutes 
et déduites sont aussi disponibles au même point d’entrée et sont manipulables avec le 
même langage (SPARQL).  
 Une bibliothèque génère des classes et des objets Java à partir de l’ontologie. Ces 
classes et objets peuvent évoluer pendant l’exécution si le modèle a changé. 
L’application devient capable d’évoluer dynamiquement. 
 La gestion et l’accès aux données et aux connaissances sont uniformes pour toutes les 
applications.  
 L’architecture / l’implémentation fonctionne sur de longues périodes. 
Limites 
Notre solution présente aussi les limites suivantes : 
 Par rapport à la génération automatique de classes Java, l’ontologie doit respecter 
certaines contraintes qui en limitent l’expressivité. L’ontologie est donc moins riche 
que ce qu’elle pourrait être.  
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 Le dépôt RDF est moins performant qu’un SGBD. Toutefois il y a beaucoup de 
progrès à ce niveau et les nouveaux dépôts sont de plus en plus performants. 
Travaux futurs de recherche 
Plusieurs développements sont envisagés pour améliorer notre solution. Ces améliorations 
doivent rendre la solution et l’architecture proposées plus fiables, plus complètes, plus 
robustes et répondre aux besoins qui n’ont pas été comblés dans le cadre du projet.   
 Intégrer des mécanismes de sécurité et de contrôle d’accès. 
 Compléter l’ontologie pour les besoins d’autres applications d’assistance. 
 Implémenter les notifications « push » dans le gestionnaire de contexte. 
 Intégrer les applications Android. 
 Ajouter de nouveaux types de sources de données au gestionnaire de contexte. 
 Ajouter des mécanismes d’inférence dans le gestionnaire de contexte. 
 Intégrer d’autres outils de raisonnement pour améliorer les capacités déductives. 
 Compléter la bibliothèque manage-data-utils. Ajouter la notion de décorateur qui va 
permettre de compléter la définition des objets en fonction de l’évolution du modèle. 
Terminer l’implémentation de l’ensemble des fonctionnalités. 
 Permettre à des non-experts d’installer des appartements intelligents et de développer 
des scénarios d’assistance dans un esprit « do-it-yourself ». 
Perspectives 
De plus en plus de projets sont développés en utilisant les technologies du Web sémantique 
que ce soit dans le domaine des habitats intelligents ou d’autres domaines comme l’industrie 
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automobile, la médecine, etc. En conséquence, les outils, principalement les dépôts RDF et 
les outils de raisonnement, sont plus nombreux et de plus en plus fiables et performants. 
  
  79 
Annexe A 
Ontologies 
A.1 Ontologie Amelis 
Cette section présente le modèle de données pour le projet Amelis, mais uniquement la partie 
vocabulaire. L'ontologie (Figure 21) est définie avec le langage OWL 2 DL et présentée dans 
le format RDF/XML. 
<?xml version="1.0"?> 
<!DOCTYPE rdf:RDF [ 
  <!ENTITY owl "http://www.w3.org/2002/07/owl#" > 
  <!ENTITY xsd "http://www.w3.org/2001/XMLSchema#" > 
  <!ENTITY amelis "http://data.intranet.domus/amelis#" > 
  <!ENTITY xml "http://www.w3.org/XML/1998/namespace" > 
  <!ENTITY rdfs "http://www.w3.org/2000/01/rdf-schema#" > 
  <!ENTITY rdf "http://www.w3.org/1999/02/22-rdf-syntax-ns#" > 
]> 
 
<rdf:RDF xmlns="http://data.intranet.domus/prototype#" 
  xml:base="http://data.intranet.domus/prototype" 
  xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
  xmlns:amelis="http://data.intranet.domus/amelis#" 
  xmlns:owl="http://www.w3.org/2002/07/owl#" 
  xmlns:xsd="http://www.w3.org/2001/XMLSchema#" 
  xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
  xmlns:xml="http://www.w3.org/XML/1998/namespace"> 
  <owl:Ontology rdf:about="http://data.intranet.domus/amelis"/> 
 
  <!-- Object Properties --> 
 
  <owl:ObjectProperty rdf:about="&amelis;activite_image"> 
    <rdf:type rdf:resource="&owl;FunctionalProperty"/> 
    <rdfs:comment>associé une image a une activité</rdfs:comment> 
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  </owl:ObjectProperty> 
 
  <owl:ObjectProperty rdf:about="&amelis;adresse"> 
    <rdfs:comment>l’adresse de l’activité</rdfs:comment> 
  </owl:ObjectProperty> 
 
  <owl:ObjectProperty rdf:about="&amelis;contient"> 
    <rdfs:comment>un agenda va contenir plusieurs activités permettra de 
lister les activités d’un agenda il ne contient que les activités 
prédéfinies</rdfs:comment> 
  </owl:ObjectProperty> 
 
  <owl:ObjectProperty rdf:about="&amelis;image_icone"> 
    <rdf:type rdf:resource="&owl;FunctionalProperty"/> 
    <rdfs:comment>une icône image pour illustrer activité</rdfs:comment> 
  </owl:ObjectProperty> 
 
  <owl:ObjectProperty rdf:about="&amelis;relie"> 
    <rdf:type rdf:resource="&owl;FunctionalProperty"/> 
    <rdfs:comment>permet d'associer une activité à un 
agenda</rdfs:comment> 
    <owl:inverseOf rdf:resource="&amelis;contient"/> 
  </owl:ObjectProperty> 
  
  <owl:ObjectProperty rdf:about="&amelis;type"> 
    <rdf:type rdf:resource="&owl;FunctionalProperty"/> 
    <rdfs:comment>définit le type d'activité (qui sera une activité 
prédéfinie)</rdfs:comment> 
  </owl:ObjectProperty> 
  
  <!-- Data properties --> 
 
  <owl:DatatypeProperty rdf:about="&amelis;date"> 
    <rdf:type rdf:resource="&owl;FunctionalProperty"/> 
    <rdfs:comment>Date d’une activité</rdfs:comment> 
    <rdfs:range rdf:resource="&xsd;dateTime"/> 
  </owl:DatatypeProperty> 
  <owl:DatatypeProperty rdf:about="&amelis;nom"> 
    <rdf:type rdf:resource="&owl;FunctionalProperty"/> 
    <rdfs:comment>nom d'une activité</rdfs:comment> 
    <rdfs:range rdf:resource="&xsd;string"/> 
  </owl:DatatypeProperty> 
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  <owl:DatatypeProperty rdf:about="&amelis;temps_avant_rappel"> 
    <rdf:type rdf:resource="&owl;FunctionalProperty"/> 
    <rdfs:comment>la durée ou le temps avant l'activité et l'affichage un 
rappel</rdfs:comment> 
    <rdfs:range rdf:resource="&xsd;integer"/> 
  </owl:DatatypeProperty> 
 
  <!-- Classes --> 
 
  <owl:Class rdf:about="&amelis;Activite"/> 
 
  <owl:Class rdf:about="&amelis;Activite_photo"> 
    <rdfs:subClassOf rdf:resource="&amelis;Activite"/> 
  </owl:Class> 
 
  <owl:Class rdf:about="&amelis;Activite_predefinie"/> 
 
  <owl:Class rdf:about="&amelis;Activite_speciale"> 
    <rdfs:subClassOf rdf:resource="&amelis;Activite"/> 
  </owl:Class> 
 
  <owl:Class rdf:about="&amelis;Agenda"/> 
   
  <owl:Class rdf:about="&amelis;Anniversaire"> 
    <rdfs:subClassOf rdf:resource="&amelis;Activite"/> 
  </owl:Class> 
   
  <owl:Class rdf:about="&amelis;Image"> 
    <rdfs:comment>représente une ressource image </rdfs:comment> 
  </owl:Class> 
 
  <owl:Class rdf:about="&amelis;Prise_de_medicaments"> 
    <rdfs:subClassOf rdf:resource="&amelis;Activite"/> 
  </owl:Class> 
 
  <owl:Class rdf:about="&amelis;Prise_de_medicaments_predefinie"/> 
</rdf:RDF> 
 
Figure 21 - Ontologie Amelis 
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A.2 Ontologie du gestionnaire de contexte 
Cette section présente le modèle de données pour le gestionnaire de contexte CERES, mais 
uniquement la partie vocabulaire. L'ontologie (Figure 22) est définie avec le langage OWL 2 
DL et présentée dans le format RDF/XML. 
<?xml version="1.0"?> 
<rdf:RDF xmlns="http://www.w3.org/2002/07/owl#" 
   xml:base="http://www.w3.org/2002/07/owl" 
    xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
   xmlns:owl="http://www.w3.org/2002/07/owl#" 
   xmlns:xml="http://www.w3.org/XML/1998/namespace" 
   xmlns:xsd="http://www.w3.org/2001/XMLSchema#" 
   xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
 xmlns:ns="http://purl.org/net/provenance/ns#" 
 xmlns:ssn="http://purl.oclc.org/NET/ssnx/ssn#" 
 xmlns:lsm="http://lsm.deri.ie/ont/lsm.owl#" 
 xmlns:env="http://intranet.domus/ont/environnement.owl#" 
 xmlns:event="http://intranet.domus/serverevent#"> 
   
<Ontology/> 
   
 <!-- Object Properties --> 
 
  <owl:ObjectProperty 
rdf:about="http://intranet.domus/ont/serverevent#actionHistory"/> 
 
  <owl:ObjectProperty 
rdf:about="http://intranet.domus/ont/serverevent#source"/> 
 
  <owl:ObjectProperty 
rdf:about="http://intranet.domus/ont/serverevent#srcColumn"/> 
  
  <!-- Data properties --> 
 
  <DatatypeProperty rdf:about="http://intranet.domus/serverevent#etat"/> 
 
  <DatatypeProperty 
rdf:about="http://intranet.domus/serverevent#recordMode"/> 
  
   <owl:DatatypeProperty 
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rdf:about="http://intranet.domus/ont/serverevent#colDefValue"/> 
   
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#colName"/> 
   
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#colRefValue"> 
    <rdfs:subPropertyOf 
rdf:resource="http://www.w3.org/2002/07/owl#topDataProperty"/> 
  </owl:DatatypeProperty> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#colType"/> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#duration"/> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#execTime"/> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#executed"/> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#isActive"/> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#newState"/> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#numApp"/> 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#requisition"/> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#srcDriver"/> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#srcPassword"/> 
  
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#srcTable"/> 
 
  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#srcURL"/> 
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  <owl:DatatypeProperty 
rdf:about="http://intranet.domus/ont/serverevent#srcUser"/> 
   
 <!-- Classes --> 
 
  <owl:Class rdf:about="http://intranet.domus/ont/serverevent#Action"/> 
  
  <owl:Class 
rdf:about="http://intranet.domus/ont/serverevent#ChangeState"> 
    <rdfs:subClassOf 
rdf:resource="http://intranet.domus/ont/serverevent#Action"/> 
  </owl:Class> 
 
  <owl:Class rdf:about="http://intranet.domus/ont/serverevent#DBColumn"/> 
 
  <owl:Class rdf:about="http://intranet.domus/ont/serverevent#DisplayMsg"> 
    <rdfs:subClassOf 
rdf:resource="http://intranet.domus/ont/serverevent#Action"/> 
  </owl:Class> 
 
  <owl:Class rdf:about="http://intranet.domus/ont/serverevent#Effector"/> 
 
  <owl:Class 
rdf:about="http://intranet.domus/ont/serverevent#JDBCSourceComm"/> 
 
  <owl:Class rdf:about="http://intranet.domus/ont/serverevent#PlaySound"> 
    <rdfs:subClassOf 
rdf:resource="http://intranet.domus/ont/serverevent#Action"/> 
  </owl:Class> 
</rdf:RDF> 
Figure 22 - Ontologie CERES 
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A.3 Ontologie domusTest 
Cette section présente l’ontologie domusTest utilisée pour les tests de la bibliothèque 
manage-data-utils. L'ontologie (Figure 23) est définie avec le langage OWL 2 DL et 
présentée dans le format RDF/XML. 
<?xml version="1.0"?> 
<rdf:RDF xmlns="http://data.intranet.domus/2014/1/untitled-ontology-87#" 
     xml:base="http://data.intranet.domus/2014/1/untitled-ontology-87" 
     xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
     xmlns:owl="http://www.w3.org/2002/07/owl#" 
     xmlns:xsd="http://www.w3.org/2001/XMLSchema#" 
     xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
     xmlns:xml="http://www.w3.org/XML/1998/namespace" 
     xmlns:domusTest="http://data.intranet.domus/domusTest#"> 
   
<owl:Ontology/> 
     
    <!--  Object Properties --> 
 
    <owl:ObjectProperty 
rdf:about="http://data.intranet.domus/domusTest#afficher"> 
        <rdfs:range 
rdf:resource="http://data.intranet.domus/domusTest#Information"/> 
        <rdfs:range 
rdf:resource="http://data.intranet.domus/domusTest#Methode"/> 
        <rdfs:domain 
rdf:resource="http://data.intranet.domus/domusTest#Televiseur"/> 
        <rdfs:subPropertyOf 
rdf:resource="http://data.intranet.domus/domusTest#communiquer"/> 
    </owl:ObjectProperty> 
 
    <owl:ObjectProperty 
rdf:about="http://data.intranet.domus/domusTest#communiquer"> 
        <rdfs:domain 
rdf:resource="http://data.intranet.domus/domusTest#Equipement_communique"/> 
        <rdfs:range 
rdf:resource="http://data.intranet.domus/domusTest#Information"/> 
        <rdfs:range 
rdf:resource="http://data.intranet.domus/domusTest#Methode"/> 
    </owl:ObjectProperty> 
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    <owl:ObjectProperty 
rdf:about="http://data.intranet.domus/domusTest#jouer"> 
        <rdfs:domain 
rdf:resource="http://data.intranet.domus/domusTest#Haut_parleur"/> 
        <rdfs:range 
rdf:resource="http://data.intranet.domus/domusTest#Information"/> 
        <rdfs:range 
rdf:resource="http://data.intranet.domus/domusTest#Methode"/> 
        <rdfs:subPropertyOf 
rdf:resource="http://data.intranet.domus/domusTest#communiquer"/> 
    </owl:ObjectProperty> 
 
    <!--  Data properties --> 
 
    <owl:DatatypeProperty 
rdf:about="http://data.intranet.domus/domusTest#description"> 
        <rdf:type 
rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/> 
        <rdfs:domain 
rdf:resource="http://data.intranet.domus/domusTest#Televiseur"/> 
        <rdfs:range 
rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
    </owl:DatatypeProperty> 
 
    <!--  Classes --> 
 
    <owl:Class 
rdf:about="http://data.intranet.domus/domusTest#Equipement_communique"> 
        <owl:equivalentClass 
rdf:resource="http://data.intranet.domus/domusTest#Interface"/> 
        <rdfs:comment>un équipement qui est capable de communiquer de 
l'information (afficher ou jouer un message)</rdfs:comment> 
    </owl:Class> 
 
    <owl:Class 
rdf:about="http://data.intranet.domus/domusTest#Haut_parleur"> 
        <rdfs:comment>un équipement (haut-parleur)</rdfs:comment> 
    </owl:Class> 
 
    <owl:Class 
rdf:about="http://data.intranet.domus/domusTest#Information"> 
        <rdfs:comment>une chaîne de caractères, un message 
d'information</rdfs:comment> 
    </owl:Class> 
 
  87 
    <owl:Class rdf:about="http://data.intranet.domus/domusTest#Interface"/> 
 
    <owl:Class rdf:about="http://data.intranet.domus/domusTest#Methode"> 
        <rdfs:comment>une méthode, classe définie uniquement pour 
reconnaître les fonctions de types méthodes (utilisé pour la génération 
automatique des classes Java)</rdfs:comment> 
    </owl:Class> 
     
    <owl:Class rdf:about="http://data.intranet.domus/domusTest#Televiseur"> 
        <rdfs:comment>un équipement (TV)</rdfs:comment> 
    </owl:Class> 
 
    <!-- Individuals --> 
 
    <owl:NamedIndividual 
rdf:about="http://data.intranet.domus/domusTest#un_hautparleur"> 
        <rdf:type 
rdf:resource="http://data.intranet.domus/domusTest#Haut_parleur"/> 
        <domusTest:jouer 
rdf:resource="http://data.intranet.domus/domusTest#un_message"/> 
    </owl:NamedIndividual> 
 
    <owl:NamedIndividual 
rdf:about="http://data.intranet.domus/domusTest#un_message"> 
        <rdf:type 
rdf:resource="http://data.intranet.domus/domusTest#Information"/> 
    </owl:NamedIndividual> 
 
    <owl:NamedIndividual 
rdf:about="http://data.intranet.domus/domusTest#une_tv"> 
        <rdf:type 
rdf:resource="http://data.intranet.domus/domusTest#Televiseur"/> 
        <domusTest:description 
rdf:datatype="http://www.w3.org/2001/XMLSchema#string">TV Samsung 55 
pouces</domusTest:description> 
        <domusTest:afficher 
rdf:resource="http://data.intranet.domus/domusTest#un_message"/> 
    </owl:NamedIndividual> 
</rdf:RDF> 
Figure 23 - Ontologie domusTest 
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Annexe B 
Fonctionnalités de l'API Rest du gestionnaire de 
contexte CERES 
Cette annexe présente les fonctionnalités de l'API Rest du gestionnaire de contexte CERES 
avec pour chaque fonction un exemple. Les exemples utilisent le logiciel curl, une 
application en ligne de commande qui permet d'envoyer des requêtes HTTP. 
B.1 Méthodes de gestion des capteurs 
Pour ajouter un capteur virtuel, il faut appeler les deux méthodes suivantes dans l'ordre. La 
méthode register : vs/vsensor/{vsname}/register qui enregistre le capteur 
dans le dépôt RDF. Cette méthode a deux paramètres: le nom du capteur (vsname) et le 
fichier de configuration du capteur avec l'extension metadata. Puis la méthode create : 
vs/vsensor/{vsname}/create qui ajoute le capteur dans le module xgsn et démarre 
le fil qui lit les événements dans la source. Cette méthode a deux paramètres : le nom du 
capteur (vsname) et le fichier de configuration avec l'extension .xml. Le capteur physique 
associé qui est défini dans l’ontologie de l’environnement n’est pas ajouté en appelant ces 
méthodes. Il faut donc l’ajouter spécifiquement dans l’ontologie de l’environnement. 
Voici un exemple (Figure 24) des deux requêtes pour ajouter le capteur testCapteur : 
curl -v http://localhost:22001/vs/vsensor/testCapteur/register -X POST --
data-binary @../virtual-sensors/testCapteur.metadata 
curl -v http://localhost:22001/vs/vsensor/testCapteur/create -X POST --
data-binary @../virtual-sensors/testCapteur.xml 
Figure 24 - Requêtes pour ajouter un capteur 
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Les deux fichiers de configuration du capteur et chaque propriété sont détaillés ci-dessous. La 
Figure 25 représente le fichier testCapteur.xml. 
<virtual-sensor name="vs_testCapteur" priority="10" > 
 <processing-class> 
  <class-name>org.openiot.gsn.vsensor.LSMExporter</class-name> 
   <init-params> 
    <param name="allow-nulls">false</param> 
    <param name="publish-to-lsm">true</param> 
    <param name="debug-mode">false</param> 
   </init-params> 
   <output-structure> 
    <field name="testCapteur" type="real" description="description du 
champ" /> 
   </output-structure> 
 </processing-class> 
 <description>domus capteur test</description> 
 <isActive>true</isActive> 
 <life-cycle pool-size="10" /> 
 <addressing> 
  <predicate key="geographical">DOMUS appartment</predicate> 
 </addressing> 
 <streams> 
  <stream name="input1"> 
   <source alias="source1" sampling-rate="1" storage-size="1"> 
    <address wrapper="jdbc"> 
     <predicate key="table-name">dbo.vs_demo</predicate> 
     <predicate key="start-time">continue</predicate> 
     <predicate key="driver"> 
com.microsoft.sqlserver.jdbc.SQLServerDriver</predicate> 
     <predicate key="jdbc-url"> 
jdbc:sqlserver://localhost:1433;databaseName=DOMUS_test</predicate> 
     <predicate key="username">marc</predicate> 
     <predicate key="password">1234</predicate> 
    </address> 
    <query>select * from wrapper</query> 
   </source> 
   <query>select testCapteur from source1</query> 
  </stream> 
 </streams> 
</virtual-sensor> 
Figure 25 - Fichier testCapteur.xml 
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Chaque propriété du fichier est expliquée dans la liste suivante. 
 nom : le nom du capteur, 
 priority : la priorité associée au fil d'exécution de lecture des données capteurs, 
 class-name : classe du module x-gsn qui traite le capteur. Pour les capteurs du 
DOMUS, on utilise la valeur LSMExporter.  
 init-param : les paramètres d'initialisation. Pour une utilisation en production, on 
utilise les valeurs suivantes :  
o allow-nulls : false, ne pas autoriser les valeurs null, 
o debug-mode : false, ne pas afficher des informations de « debug », 
o publish-to-lsm : true, enregistrer les événements dans le dépôt RDF. 
 output : la donnée qui est observée par le capteur : le nom, le type et une 
description. Le nom doit être le même que le nom de la colonne dans la requête Select 
(définit dans la propriété query).  
 description : une description. Cette donnée n'est pas enregistrée dans le dépôt 
RDF. 
 addressing : le positionnement du capteur, uniquement à titre indicatif. Ceci n'est 
pas enregistré dans le dépôt RDF. 
 Propriété ajoutée dans le cadre du projet à la liste des propriétés de base définie dans 
OpenIoT: 
o isActive : définit s'il est actif ou non. S'il est actif, on exécute la requête sur 
la source. Sinon, on ne fait pas de requête. Ce paramètre est optionnel, la 
valeur par défaut est true.  
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 stream : le flux de source des données. On définit les informations de connexion au 
SGBD et la requête à exécuter.  
La Figure 26 représente le fichier testCapteur.metadata. 
sourceType=gsn 
information="domus capteur vs_testCapteur" 
sensorName=testCapteur 
metaGraph="http://intranet.domus/eventserver/sensormeta#" 
dataGraph="http://intranet.domus/eventserver/sensordata#" 
domusRef="http://intranet.domus/environnement/test_capteur" 
fields=testcapteur 
field { 
 testcapteur { 
   propertyName="http://intranet.domus/ont/event.owl#proptest" 
   unit=unittest 
 } 
} 
author="domus" 
source="http://localhost:22001/an2" 
sensorID="http://lsm.deri.ie/resource/an2" 
sensorType="http://intranet.domus/ont/event.owl#capteur_test" 
registered=true 
recordMode=2 
precision=1 
Figure 26 - Fichier testCapteur.metadata 
Chaque propriété du fichier est expliquée dans la liste suivante. 
 sensorName : le nom du capteur qui correspond au label de la ressource sensor, 
 author : l'auteur de l'ajout, 
 sensorType : le type de capteur, qui est une ressource dans le dépôt RDF avec 
comme étiquette la valeur de la propriété. Une vérification est faite pour ne pas 
ajouter deux ressources avec la même étiquette.  
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 sensorID : l'identifiant du capteur, l’URL de l'individu dans le dépôt RDF. Cette 
valeur est modifiée par le module lsm-light.client lors de l'enregistrement. La nouvelle 
valeur est de la forme vs_{sensorname}, ce qui donne pour l'exemple : 
vs_testCapteur. 
 metaGraph et dataGraph : les valeurs des graphes ne sont pas utilisées 
actuellement, car l'ensemble des données est enregistré dans le graphe Default. 
 registered : pour spécifier si le capteur est ajouté dans le dépôt RDF; dans le cas 
du DOMUS, cette propriété a toujours la valeur True puisque tous les capteurs 
doivent être enregistrés. 
 sourceType : le type de la source, donnée informative.  
 source : l'URL d’accès au capteur dans le module xgsn. Ceci n'est plus implémenté 
dans le serveur d'événement. 
 fields et field: le nom de la propriété captée par le capteur qui doit être 
équivalent au nom de la propriété output du fichier .xml et l'URL vers le type de 
propriété (propertyName) ainsi que l'unité. On ne peut avoir qu'un champ par capteur. 
 Propriétés ajoutées dans le cadre du projet à la liste des propriétés de base définie dans 
OpenIoT: 
o domusRef : l'URL vers le capteur physique qui correspond à l'individu 
définit dans l'ontologie Environnement. 
o recordMode : le mode d'enregistrement des événements capteurs dans le 
dépôt RDF. Il y a trois valeurs possibles : 
 0 : aucun enregistrement, ni mise à jour de l'état actuel 
 1 : état actuel, sans historique 
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 2 : état actuel et historique 
o historyDuration : la durée de conservation des événements pour le 
capteur (historique) en nombre de jours. Tous les événements plus anciens 
sont supprimés une fois par jour.  
o precision : la précision du capteur. Cette propriété est optionnelle. La 
valeur par défaut est une précision absolue. Sinon, on spécifie une valeur 
positive supérieure à 0. Par exemple : 0.001. Le séparateur de décimal doit être 
'.' et non ',' . Dans ce cas, il faut une différence de 0.001 entre l'ancienne valeur 
et la nouvelle pour que ce soit considéré comme un nouvel état et ajouté dans 
le dépôt RDF. 
Pour supprimer un capteur virtuel de l'application et du dépôt RDF, il faut appeler la méthode 
delete : vs/vsensor/{vsname}/delete qui supprime toutes les données le 
concernant ainsi que les événements dans le dépôt RDF. Cette méthode a comme paramètre 
le nom du capteur (vsname). 
Voici un exemple (Figure 27) de la requête pour  supprimer le capteur testCapteur : 
curl - v http://localhost:22001/vs/vsensor/testCapteur/delete -X POST 
Figure 27 - Requête pour supprimer un capteur 
Pour modifier le mode d'enregistrement d'un capteur virtuel, il faut appeler la méthode 
changeRecordMode : vs/vsensor/{vsname}/changeRecordMode/{ 
newMode}. Cette méthode a comme paramètre le nouveau mode d'enregistrement 
(newMode) avec trois valeurs possibles : 0, 1 ou 2. 
Voici un exemple (Figure 28) de la requête pour modifier le mode d'enregistrement du 
capteur testCapteur. Le nouveau mode est 2. 
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curl - v http://localhost:22001/vs/vsensor/testCapteur/changeRecordMode/2 
-X POST 
Figure 28 - Requête pour modifier le mode d'enregistrement pour un capteur 
B.2 Méthodes de gestion des actionneurs 
Pour enregistrer un actionneur virtuel dans le dépôt RDF et le module xgsn, il faut appeler la 
méthode register : /ve/veffector/{vename}/register. Cette méthode a deux 
paramètres : le nom de l'actionneur (vename) et le fichier de configuration de l'actionneur 
avec l'extension .metadata. L’actionneur physique associé qui est défini dans l’ontologie de 
l’environnement n’est pas ajouté en appelant ces méthodes. Il faut donc l’ajouter 
spécifiquement dans l’ontologie de l’environnement. 
Voici un exemple (Figure 29) de la requête pour enregistrer l'actionneur testEffecteur. 
curl -v http://localhost:22001/ve/veffector/testEffecteur/register -X POST 
--data-binary @../virtual-effector/testEffecteur.metadata 
Figure 29 - Requête pour ajouter un actionneur 
Le fichier de configuration de l'actionneur et chaque propriété est détaillé ci-dessous. La 
Figure 30 représente le fichier testEffecteur.metadata. 
effectorID="RL_test" 
effectorName="RL test" 
effectorType="http://intranet.domus/environnement/relais_lampe" 
numApp=27 
isActive=true 
domusRef="http://intranet.domus/environnement/effecteur_test" 
srcCommType=jdbc 
srcCommName="MSSQL, serveur domus" 
srcCommDriver="com.microsoft.sqlserver.jdbc.SQLServerDriver" 
srcCommURL="jdbc:sqlserver://localhost:1433;databaseName=DOMUS" 
srcCommUser=user 
srcCommPass=pw 
srcCommTableName="Effecteur" 
bdColumns="duree,numApp,typeMsg,text,actif" 
bdColumn.duree.colName=Duree 
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bdColumn.duree.colRefVal=action.duree 
bdColumn.duree.colType=int 
bdColumn.duree.colDefVal=0 
bdColumn.numApp.colName=Num_appareille 
bdColumn.numApp.colType=int 
bdColumn.numApp.colRefVal=effector.numApp 
bdColumn.actif.colName=Actif 
bdColumn.actif.colType=int 
bdColumn.actif.colDefVal=0 
bdColumn.typeMsg.colName=Type_Message 
bdColumn.typeMsg.colType=varchar 
bdColumn.typeMsg.colRefVal=action.value 
bdColumn.text.colName=Texte 
bdColumn.text.colType=varchar 
bdColumn.text.colDefVal="changement etat" 
Figure 30 - Fichier testEffecteur.metadata 
Chaque propriété du fichier est expliquée dans la liste suivante. 
 effectorName : le nom de l'actionneur qui est l’étiquette de la ressource associée. 
 effectorID : l'identifiant de l'actionneur qui est l'URI de la ressource. Cette valeur 
est modifiée lors de l'insertion de l'actionneur dans le module lsm-light.client. La 
nouvelle valeur est de la forme ve_{effectorName}. par exemple : ve_rltest. 
 effectorType : le type de l'actionneur, avec comme valeur l'URI de la ressource 
qui représente le type. 
 isActive : l'état de l'actionneur : actif ou inactif. S'il est inactif, on ne peut pas lui 
envoyer d'action. 
 domusRef : l'URI de l'actionneur associé défini dans l'ontologie Environnement. 
Pour une source de communication de type JDBC, les propriétés sont les suivantes. 
 srcCommName : le nom de la source de communication qui est le label de la 
ressource associée. 
 srcCommUser : le nom d'utilisateur pour la connexion, 
 srcCommPass : le mot de passe pour la connexion, 
 srcCommType : le type de la source dans ce cas JDBC, 
 srcCommDriver : le pilote utilisé pour la connexion, 
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 srcCommURL : l'URL de la connexion au serveur avec le nom de la BD, 
 srcCommTableName : le nom de la table, 
 bdColumns : la liste des noms de colonnes de la table dans la source JDBC, 
 bdColumn : la description d'une colonne de la table avec les propriétés : 
o colName : nom de la colonne, 
o colDefVal : valeur par défaut, 
o colRefVal : attribut de référence qui est utilisé pour définir la valeur 
de la colonne dans un objet, par exemple action.type = classe.méthode, 
o colType : type de la colonne. 
Il y a autant de sections bdColumn que de colonnes dans la table.  
Pour envoyer une action à exécuter par l'actionneur, il faut appeler la méthode 
sendAction : /ve/veffector/{vename}/sendAction/{appId}/{type}/{ 
value}/{duree}. Cette méthode a cinq paramètres : le nom de l'actionneur (venamne), 
l'identifiant de l'application qui demande l'exécution de l'action (appId), le type d'action à 
exécuter (type), la valeur de l'action exécutée (value) et la durée pendant laquelle l'action est 
active (duree). Le paramètre durée est optionnel. Les trois types d'actions supportées pour le 
moment sont les suivantes.  
 texte : un message texte à afficher avec comme valeur le message et comme durée le 
temps pendant lequel il sera affiché. Pour le texte du message, il faut désigner 
l’espacement en utilisant les symboles %20, car le message est dans l'URL de la 
requête http. Celui-ci ne doit aussi pas dépasser la taille maximum d'une URL. 
 sound : un fichier audio à jouer avec comme valeur le nom du fichier et comme durée 
le volume du son joué. 
 state : un changement d'état, avec comme valeur le nouvel état: En, Hors, Clignote et 
comme durée le temps du changement d'état, si la valeur = 0 (valeur par défaut), il est 
permanent. Par exemple, pour un relais lumière, on a deux actions possibles : allumer 
(En) ou éteindre (Hors). 
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Voici un exemple (Figure 31) de requête pour envoyer une action de type Changement d'état 
à l'actionneur testEffecteur. L'action est demandée par l'application testApp. Le nouvel état du 
capteur est Activé (valeur = En) pour une durée de 120 secondes. 
curl -v 
http://localhost:22001/ve/veffector/testEffecteur/sendAction/appTest/state/ 
en/120 -X POST  
Figure 31 - Requête pour envoyer une action 
Pour supprimer un actionneur virtuel et toutes les données associées ainsi que l'historique des 
actions exécutées, il faut appeler la méthode delete : /ve/veffector/{vename}/ 
delete. Cette méthode a un seul paramètre : le nom de l'actionneur (vename). Toutes les 
données associées à cet actionneur sont supprimées dans le dépôt RDF. 
Voici un exemple (Figure 32) de requête pour supprimer l'actionneur testEffecteur. 
curl -v http://localhost:22001/ve/veffector/testEffecteur/register -X POST 
Figure 32 - Requête pour supprimer un actionneur 
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