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Chapter 1
Introduction
Metagenomics is a recently-born field that studies the genomic content of mi-
crobial communities, acquired through DNA sequencing technology. The main
advantage of metagenomics is that it can overcome the limitations of individ-
ual genome sequencing, which requires isolation and cultivation of individual
microbes. Bypassing the cultivation step, metagenomics is able to acquire mi-
crobial genomes unattainable through individual sequencing, since less than
1% of the microbes present in nature can be cultured (Amann et al., 1995).
Moreover, with metagenomics it is possible to infer the interactions of the mi-
crobes present in a community. The birth of this discipline was possible thanks
to the dramatic drop of DNA sequencing cost that has happened in the last
years: it is now affordable to sequence the genomes of an entire community
from an environmental sample.
The first step of a metagenomic-project consists in obtaining an environ-
mental sample from the microbial community. The community can inhabit
many types of habitats, like water, soil, animals, plants, etc. The sequences of
the DNAs of the cells present in the sample are then acquired through DNA
sequencing technology. DNA sequencing of the sample gives us the metage-
nomic dataset, also known as metagenome: a collection of DNA sequences,
called reads, sampled from the complete DNA sequences of these cells (Figure
1.1).
Unfortunately, metagenomics comes with a price in terms of data analysis
challenges. The main problem is that we do not know from which genome a
read was sampled. In most of the cases, the full genomes of the members are
not available, and even their number is unknown. Secondly, the information
contained in a metagenome is very fragmented: read length, which depends
on the sequencing technology, ranges from 50 base pairs (bp) for SOLiD to
about 3,000 bp for PacBio, while average size of prokaryotic genomes is in
1
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Figure 1.1: Metagenomic data acquisition: reads are sampled from the genomes
of the community members that are present in the analyzed environmental
sample.
the order of magnitude of 106 bp. Moreover, DNA sequence data analysis is
becoming expensive in terms of computational power and data storage, both
for single-organism sequencing data and metagenomics data; this is due to
the fact that the rapid decrease of sequencing cost has not been matched by
a comparable cost reduction of the computational infrastructure necessary to
analyze the data (Sboner et al., 2011). The problem is particularly relevant
for metagenomic data, because they are several orders of magnitude larger
than the ones acquired sequencing a single organism. Furthermore, the biased
information contained in the data can substantially distort the community
representation. Indeed, microbes abundance in a metagenome can be very
different from the actual abundance in the community. This data skewness is
the result of different biases depending on the sequencing protocol (Morgan
et al., 2010).
The topic of this thesis is the computational analysis of metagenomic data
in order to understand their content. We focus mainly on binning, a common
approach for tackling this task. Binning consists in clustering the reads ac-
cording to their source proteins, genomes, or taxonomic identifiers (henceforth
referred to as taxa). Processing the results of binning, it would be possible
to infer the biological functions present in the different genomes, and more
in general the biological processes in which they are involved (Woyke et al.,
2006). These tasks can also be used as a preliminary step for metagenomic
data assembly (Chen and Pachter, 2005; Delcher et al., 2007).
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Binning is usually performed adopting one of these two strategies: compo-
sition-based strategy or similarity-based strategy (Wooley et al., 2010; Thomas
et al., 2012). Composition-based methods cluster the reads according to their
amino acid or nucleotide composition: it is known that genomes have conserved
composition (e.g., GC-content, codon usage or relative oligonucleotides fre-
quencies) and this will be also reflected in the sampled reads. Since composition-
based methods do not exploit any reference data, they are particularly suitable
when the analyzed community contains very novel microbes. Especially, a read
can still be processed by these methods even if it does not show any signifi-
cant similarity to a known reference protein. Unfortunately, the efficacy of
composition-based methods decreases with read length, due to the lessening of
the information contained and the local variation of nucleotides distribution
across a genome (Bentley and Parkhill, 2004).
If a reference database is available, it is possible to bin the reads adopting
a similarity-based method: each read is assigned to the most similar element of
the database (usually a protein, a genome or a taxon). The main benefit of this
second approach is that it achieves better results when the reference database
contains information sufficiently related to the given metagenome. However,
the incompleteness of the information contained in reference databases and the
bias towards cultivable species constitute inherent limitations of the similarity-
based approach. Nevertheless, this disadvantage is reducing with the passing
of time, because ongoing and future sequencing projects are increasing the
number of available reference data (Turnbaugh et al., 2007). Another problem
of similarity-based methods is the speed: the majority of them relies on se-
quence alignment tools like BLASTX (Altschul et al., 1990), that can require
days of computing time and hence may cost much more than the sequencing
itself (Wilkening et al., 2009); other similarity-based methods require the con-
struction of a database, that can be still time consuming (Brady and Salzberg,
2009).
An important group of microbes analyzed in this thesis is the one of anaer-
obic ammonium oxidizing (anammox) bacteria: these organisms are charac-
terized by the fact that they conserve energy via oxidation of ammonium to
dinitrogen gas in the absence of oxygen (Jetten et al., 2009). The existence of
this type of reactions was theorized in the 1970s (Broda, 1977), in opposition
to the contemporary common knowledge that ammonium could be oxidized
exclusively under oxic conditions. However, only in the second half of 1990s
the anammox process was discovered (Mulder et al., 1995) and the dedicated
organisms performing the process were identified (Strous et al., 1999); these
bacteria form a distinct, deep-branching phylogenetic group in the order Bro-
cadiales within the phylum Planctomycetes. Anammox bacteria are present in
3
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many oxygen-limited marine and fresh-water ecosystems, and the process con-
tributes significantly to the global loss of fixed nitrogen (Kuypers et al., 2003,
2005; Hamersley et al., 2007; Jaeschke et al., 2007; Schmid et al., 2007). Re-
markably, anammox bacteria have been successfully employed to treat highly
loaded wastewater in industrial and municipal wastewater-treatment systems,
offering an environmentally friendly and cost-effective alternative to conven-
tional wastewater-treatment plants (Jetten et al., 1997; Kartal et al., 2010).
Anammox bacteria are also able to synthesize the rocket fuel hydrazine from
ammonia and nitroxide (Kartal et al., 2011). Unfortunately, standard sequenc-
ing approaches cannot be applied to acquire the genomes of these bacteria: the
cultivation of anammox bacteria is challenging due to their long generation
times (2-3 weeks) and low biomass yields (Kartal et al., 2007; Strous et al.,
1998); moreover, no anammox species have been isolated in pure cultures up
to now (Kartal et al., 2012). However, it is possible to acquire the genomic
content of anammox bacteria thanks to metagenomics (Strous et al., 2006).
Outline of the Thesis
Chapter 2 deals with proxygenes methods for metagenomics: these are a spe-
cific type of similarity-based binning methods at protein level, where each
cluster of reads is associated to a representative protein (proxygene). First, we
revise a well-known proxygenes method and we show that it has some signif-
icant theoretical defects. Second, we propose GWproxy, a new robust prox-
ygenes method. The binning is obtained processing alignments of the reads
to reference proteins via combinatorial optimization. We assessed the perfor-
mances of this method, and we studied how the results changed varying its two
parameters.
In Chapter 3 we focus on similarity-based binning methods that perform
taxonomic assignment of reads at multiple taxonomic ranks: reads are assigned
to the taxa of the taxonomic tree, and these taxa can belong to different taxo-
nomic ranks. Usually, a Lowest Common Ancestor (LCA) approach is adopted:
each read is assigned to the least common taxonomic ancestor of the reference
proteins to which is similar. However LCA has two main drawbacks: it possibly
assigns many reads to high taxonomic ranks and it discards a high number of
reads. This chapter presents MTR, a new method for tackling these drawbacks
using clustering at Multiple Taxonomic Ranks. Unlike LCA, which processes
the reads one-by-one, MTR exploits information shared by reads. Results of
experiments show that MTR excels LCA by discarding a significantly smaller
number of reads and by assigning much more reads at lower taxonomic ranks.
Moreover, MTR provides a more faithful taxonomic characterization of the
4
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population distribution of the sequenced community.
Chapter 4 deals with genomic signatures, which are functions frequently
adopted by composition-based binning methods to have a vector space repre-
sentation of the reads. A signature, in general, is a function that maps DNA
sequences to points of a real vector space, consistently with the taxonomic clas-
sification of their source organisms. In this chapter, we compare experimentally
the performances of different genomic signatures on metagenomic data. New
signatures are also studied; some of them capture the local deviation from the
strand symmetry properties described by Chargaff’s second parity rule, while
others exploit DNA symmetries to reduce the feature space dimension. Results
indicate that it is possible to outperform the signature most commonly used
in metagenomics while halving the feature space dimension.
A case study in metagenomics data annotation is described in Chapters 5
and 6. The related metagenomic project aims to study the anammox bacte-
ria Candidatus ‘Brocadia fulgida’, sequencing the same community with three
different technologies. In Chapter 5, in particular, we try to retrieve the core
genes of anammox metabolism. This was done through BLASTX-based anno-
tation of reads and assembled reads; these core genes were identified thanks to
their similarity to the ones of Candidatus ‘Kuenenia stuttgartiensis’. Chapter
6 focuses on a comparative quantitative analysis of the metagenomes acquired
by the three technologies: we investigate how well different technologies rep-
resent information related to the considered organism of interest, and whether
it is beneficial to combine information obtained through different technologies.
BLASTX-based Open Reading Frame annotation of the metagenomes is ac-
companied by a study of their GC-content distributions. Annotation and GC-
content analysis indicate that adjustments of sequencing protocols are desirable
in order to prevent underrepresentation of B. fulgida in the data. Results show
that the combination of data obtained by different sequencing technologies can
allow to recover relevant information of underrepresented organisms.
5
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Similarity-based binning at
protein level
Binning methods aim to group reads into clusters in order to discover infor-
mation about the composition of a microbial community. Here we focus on
proxygenes methods, that are similarity-based binning methods that associate a
protein (proxygene) to each cluster of reads; the proxygene is selected among the
proteins identified by a sequence-similarity search. In this chapter we examine
LWproxy, a well-known proxygene method present in literature, and we propose
GWproxy, a new method that avoids the theoretical defects of LWproxy. The
binning is performed by processing BLASTX-search output with combinatorial
optimization methods. Experiments on benchmark datasets show the effective-
ness of GWproxy for binning while maintaining a high accuracy of organism
content.1
2.1 Introduction
The rapidly emerging field of metagenomics seeks to examine the genomic con-
tent of communities of microbes to understand their roles and interactions in
an ecosystem. Given the wide-ranging roles microbes play in many ecosys-
tems, metagenomic studies will reveal insights into protein families and their
evolution. Because most microbes cannot grow in the laboratory using cur-
rent cultivation techniques, scientists have turned to cultivation-independent
techniques to study microbial diversity. At first shotgun Sanger sequencing
was used to acquire a metagenome, but nowadays massive parallel sequencing
technologies, like 454 or Illumina, allow random sampling of DNA sequences
to examine the genomic material present in a microbial community (Yooseph
1
This chapter contains parts of two publications: Folino, G., Gori, F., Jetten, M. S. M., and Marchiori, E.
(2009a). Clustering metagenome short reads using weighted proteins. In Evolutionary Computation, Machine Learning
and Data Mining in Bioinformatics, volume 5483 of LNCS , pages 152–163. Folino, G., Gori, F., Jetten, M. S. M., and
Marchiori, E. (2009b). Evidence-based clustering of reads and taxonomic analysis of metagenomic data. In Pattern
Recognition in Bioinformatics, volume 5780 of LNCS , pages 102–112
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et al., 2007).
For a given metagenome, one would like to determine the phylogenetic
provenance of the obtained sequences, the relative abundance of its different
members, their metabolic capabilities, and the functional properties of the
community as a whole. To this end, computational analysis is becoming in-
creasingly indispensable (McHardy and Rigoutsos, 2007; Raes et al., 2007). In
particular, clustering methods are used for rapid analysis of sequence diversity
and internal structure of the sampled community (Li et al., 2008), for discov-
ering protein families present in the metagenome (Dalevi et al., 2008), and
as a pre-processing step for performing comparative genome assembly (Pop
et al., 2004), where a reference closely related organism is employed to guide
the assembly process.
In this chapter we focus on the problem of binning, that consists in clus-
tering metagenomic reads according to their source proteins, genomes, or
taxa (Dalevi et al., 2008; Li et al., 2008). Different methods for clustering
analysis of metagenomic datasets have been proposed, that can be divided
into two main approaches: composition-based and similarity-based methods.
Composition-based methods directly compare the reads with each others using
a similarity measure; this can be based, for instance, on sequence overlapping
(Li et al., 2008) or on extracted features such as oligonucleotide frequency
(Chan et al., 2008). Similarity-based methods employ knowledge extracted
from external sources in the clustering process, like proteins identified by a
sequence-alignment search (Dalevi et al., 2008).
Our approach is inspired by a similarity-based algorithm present in litera-
ture (Dalevi et al., 2008), henceforth denominated as LWproxy, designed for
clustering short reads. LWproxy is what we call a proxygenes method, a spe-
cial type of similarity-based binning method: reads are clustered according to
their source proteins, and a representative protein (proxygene) is associated
to each cluster. The proxygene is selected among the proteins identified by a
sequence-similarity search. Unfortunately, LWproxy has some significant the-
oretical defects: we prove that results of LWproxy depend on the read selected
at the beginning of the procedure, and two or more clusters might share the
same proxygene.
We propose GWproxy, a new robust proxygenes method based on combina-
torial optimization. The method performs automatic selection of the number of
clusters, and generates possibly overlapping clusters of reads. While LWproxy
clusters the reads and then chooses the proxygenes, GWproxy performs the
two operations at the same time.
Specifically, GWproxy consists of three main steps. First, it uses a special-
ized version of BLAST (Basic Local Alignment Search Tool), called BLASTX,
8
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for aligning the reads of the metagenome to a reference protein database
(Altschul et al., 1997). For each query read we obtain a list of similar pro-
teins, called hits; for each hit we extract two score values, called bit-score and
identity-score, which measure the quality of the read-protein matching, and
one confidence value, called E -value, which amounts to a confidence measure
of the matching.
Next, a maximum of K proteins for each read are selected, among those hits
having E -value smaller than a given positive threshold α. To each of these se-
lected proteins a potential cluster of reads is associated; this set is made by the
reads having the protein within their hits. The potential clusters are weighted
by means of a novel measure based on the bit-scores and identity-scores, which
assigns small weights to sets with high average-quality alignments.
Finally, the reads are clustered by translating the clustering problem into
an instance of the weighted set covering problem (WSC). The WSC is a clas-
sical constrained optimization problem used in many real-life applications. In
this case, the problem consists in selecting the minimum total weight collec-
tion of potential clusters such that each read belongs to at least one cluster.
We employ a publicly available fast heuristic algorithm for the weighted set
covering problem (Marchiori and Steenbeek, 2000). The resulting clustering
method generates a set of clusters, where each cluster is represented by the
associated protein, namely the proxygene.
In order to assess the effectiveness and benefits of GWproxy, we consider
the metagenomic datasets introduced in (Dalevi et al., 2008). We measure the
quality of the resulting clusters by means of the number of clusters, their car-
dinality, the total overlapping, and the homogeneity of their organism content
(Li et al., 2008).
Specifically, we analyze the behavior of GWproxy when varying its param-
eters K and α. Results show that the number of clusters decreases when larger
values of K are chosen, while their overlapping increases. The organism con-
tent of the clusters does not change substantially for higher values of K and
fixed α (equal to 0.01), indicating the effectiveness of the proposed approach
in clustering a metagenome while maintaining a high homogeneity of organism
content within each cluster.
2.2 Methods
In this section we revise the binning method introduced in (Dalevi et al.,
2008), here called LWproxy, and we describe GWproxy, the new method we
developed. Both are proxygenes method : their outputs are clusters of reads
and a protein is associated to each cluster. These proteins, called proxy-
9
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genes, are chosen to be good representatives of the associated clusters of reads.
More formally, a proxygenes method generates a collection of k pairs (Ci, gi),
i = 1, . . . , k; Ci is a set of reads and gi is the protein associated to Ci (proxy-
gene).
Here and in the sequel we assume that reads of the metagenomic dataset
were aligned to the proteins of a given reference database. The alignments
were performed by BLASTX, and a cutoff α ∈ R+ for alignment E -value was
given by the user (for a detailed description of BLASTX, see Appendix A).
We denote by R the resulting set of reads having at least one BLASTX hit
satisfying the given cutoff, and by P the set of proteins occurring in the hits
of at least one read of R.
2.2.1 LWproxy
LWproxy clusters the reads R using the aligned proteins P with E -value cutoff
α; it also exploits the bit-scores SB of the read-protein alignments (for a de-
tailed description of bit-score, see Appendix A). The main part of the algorithm
can be summarized as follows.
1. Set i = 0.
2. Set X = R.
3. If X is empty, then terminate; otherwise set i = i+ 1.
4. Select randomly2 one read r˜ from X as seed of cluster Ci = {r˜}.
5. Remove r˜ from X.
6. Set Hi to the set of hits of r˜.
7. Add to Ci all the reads having one element of Hi as the first hit, called
best hit, and remove them from X.
8. Add to Hi all hits of those reads added to Ci in the previous step.
9. If no reads are added, then go to step 3; otherwise go to step 7.
When the clustering process is terminated, the method assigns one proxygene
gi to each Ci by selecting from Hi the protein having highest cumulative bit-
score. Algorithm 1 gives a more formal description of LWproxy.
The Example 1 shows how LWproxy works on a toy problem.
2We consider here random seed selection. However, in (Dalevi et al., 2008) the criterion
for selecting a seed is not specified.
10
2.2 PROTEIN-BASED BINNING
Algorithm 1 LWproxy algorithm
Input: Set of reads R having at least one BLASTX alignment with E -value ≤
α; set of proteins P to which reads R have a significant BLASTX alignment;
set of bit-scores {SB(r, p) | r ∈ R, p ∈ P}, where SB(r, p) := bit-score of the
alignment between read r and protein p.
Output: Clusters of reads C1, . . . , Ck s.t. ∪ki=1Ci = R and Ci ∩ Cj = ∅,
∀i, j = 1, . . . , k, i 6= j; proteins p1, . . . , pk s.t. pi is the proxygene of Ci.
i← 0
X ← R
while X 6= ∅ do
i← i+ 1
select r˜ ∈ X
D ← {r˜} {D contains the reads to be processed}
X ← X \D
Ci ← D
Q← {p ∈ P | p is a hit of r˜}
Hi ← Q {Q contains the proteins to be processed}
while D 6= ∅ do
D ← ⋃p∈Q{r ∈ X | p is the best hit of r}
if D 6= ∅ then
X ← X \D
Ci ← Ci ∪D
Q← ⋃r∈D{p ∈ P | p is a hit of r}
Hi ← Hi ∪Q
end if
end while
return Ci
pi ← argmaxp∈Hi
∑
r∈Ci SB(r, p)
return pi
end while
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Example 1 Suppose that five reads R := {r1, . . . , r5}, and eight aligned pro-
teins P := {p1, . . . , p8} are given. Here is the list of the hits for each read
(bit-score of the hits are in brackets):
• r1 : {p1(30), p3(20), p5(10)}
• r2 : {p3(30), p4(20), p2(10)}
• r3 : {p5(50), p2(20), p6(10)}
• r4 : {p7(40), p5(30), p8(10)}
• r5 : {p8(40), p5(30), p7(10)}
If LWproxy selects r4 as seed for the first cluster C1, then reads r3 and r5
will be added to C1, since p3 and p5 are their best hits, respectively. This
first cluster cannot be ulteriorly expanded, so that C1 = {r3, r4, r5} and H1 =
{p2, p5, p6, p7, p8}. Now the algorithm selects a new seed among the remaining
reads {r1, r2} to build up a new cluster C2. Whatever the seed is, the cluster
C2 is going to become the set {r1, r2}; H2 is the set {p1, p2, p3, p4, p5}. The
proxygenes of clusters C1 and C2 are p5 and p3, respectively.
LWproxy Drawbacks
The main drawback of LWproxy is that results may be affected by the choice
of the seed read used in the first step of the algorithm. Example 2 illustrates
that a different clustering will be obtained by LWproxy on the toy problem in
Example 1 if another seed read is selected.
Example 2 Consider the toy problem in Example 1. Suppose LWproxy selects
r2 as seed of the first cluster C1. Since its hits (p2, p3, and p4) are not best
hits of any other read, no reads are added and consequently the proxygene of
C1 = {r2} is the best hit of r2, namely the protein p3. Even the clusters C2
and C3 are singleton sets if reads r3 and r1 are selected as second and third
seeds, respectively. The proxygenes of clusters C2 = {r3} and C3 = {r1} are
therefore p5 and p1, respectively. The last cluster C4 = {r4, r5} has proxygene
p5 and is obtained whatever its seed read is.
Secondly, Example 3 shows that the same proxygene can be assigned to
more than one cluster. As described in (Dalevi et al., 2008), a proxygene of a
cluster is a protein that has been chosen to represent the reads of that cluster.
Consequently, if two or more clusters share the same proxygene, it means that
these clusters had to be merged in a unique cluster; however, this task is not
performed by LWproxy.
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Example 3 Consider the toy problem in Example 1. Suppose LWproxy selects
r1 as seed of the first cluster C1. Its hits are p1, p3 and p5, so that reads r2 and
r3 are added to C1. The proxygene associated to C1 is p5, because it has the
highest cumulative bit-score. As it happened in Example 2, the remaining reads
r4 and r5 are grouped together in the second and last cluster C2, irrespectively
of the selected seed. Both clusters have the same proxygene p5.
2.2.2 GWproxy
To overcome the drawbacks of LWproxy, we propose a new proxygenes method
called GWproxy; this method performs automatic selection of the number of
clusters, and generates possibly overlapping clusters of reads. The binning
is performed processing BLASTX-search output to generate an instance of
Weighted Set Covering, a classical combinatorial optimization problem. The
final clustering is given by the solution of this problem.
GWproxy has two parameters: the E -value cutoff α and the number-of-hits
cutoff K. The parameter K is used as a secondary cutoff for alignment sig-
nificance. First, the BLASTX-search output is processed to assign a potential
clusters Cj with weight wj to each protein pj . Let R := {r1, . . . , rm} be the
set of the reads with a feasible BLASTX alignment (E -value ≤ α) to proteins
P := {p1, . . . , pn}. The potential cluster Cj associated to pj is made by all
the reads of R having pi within the first K BLASTX hits. A weight wj ∈ R+
is assigned to each potential cluster Cj . The weight wj is in inverse proportion
to the average quality of the alignments between pj and the reads of Cj ; it is
defined as follows
wj := 1 +
 1|Cj |
∑
r∈Cj
(
100
SmaxB − SB(r, pj)
SmaxB − SminB
+ 100− Id(r, pj)
) ,
where Id(r, p) and SB(r, p) denote the identity and the bit-score of the align-
ment between read r and protein p, respectively (for a detailed descriptions
of these two scores, see Appendix A). SminB and S
max
B are the minimum and
maximum bit-score over all hits relative to the proteins in P , respectively. |Cj |
is the cardinality of Cj (number of elements of Cj); the symbol dve denotes the
ceiling function, that maps a real number v to the smallest following integer
(dve := min{z ∈ Z | z ≥ v}).
The clustering is obtained by selecting a family C of potential clusters
Cj1 , . . . , Cjk among the ones previously defined. The clusters that compose C
are chosen such that each read of R is contained in at least one of the clusters
of C and the sum of the weights of the selected clusters, that is wj1 + . . .+wjk ,
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is minimal. The proteins associated to C , namely pj1 , . . . , pjk , are the chosen
proxygenes.
The task of choosing the elements of C is cast as an instance of the classic
Weighted Set Covering problem, (WSC), one of the oldest and best studied
NP-hard problems. Given a collection of weighted sets Z1, . . . , Zn with U :=
∪ni=1Zi, the WSC consists in finding the minimum total weight sub-collection
Zj1 , . . . , Zjk satisfying the constraint ∪ki=1Zji = U . Our task, being an instance
of WSC, can be formulated as an integer linear program:
min
x∈{0,1}n
n∑
j=1
xjwj , s.t.
n∑
j=1
aijxj ≥ 1, for i = 1, . . . ,m, (WSC)
where the matrix A ∈ {0, 1}m×n is s.t.
aij =
{
1, if ri ∈ Cj ,
0, otherwise,
and the binary variable xj indicates whether a potential cluster Cj belongs to
the solution (xj = 1) or not (xj = 0). The m constraint inequalities express
the requirement that each read ri ∈ R belongs to at least one of the selected
Cj . Hence, if x¯ ∈ {0, 1}n indicates the solution of WSC, than the clustering
obtained, namely C , is made by all the potential clusters Cj s.t. x¯j = 1.
To achieve a solution in an adequate time, we use a fast heuristic algorithm3
for WSC originally developed for tackling airline crew scheduling problems
(Marchiori and Steenbeek, 2000).
Table 2.1 and Table 2.2 illustrate the application of the procedure to a
toy example. Suppose that the BLASTX search of R = {r1, . . . , r5} against
a given protein database gives the hits shown in Table 2.1. Table 2.2 (top)
shows the matrix A ∈ {0, 1}5×6 and the vector of weights w derived from
such BLASTX results. The WSC algorithm, applied to this problem instance,
selects the clusters C3 = {r2, r4}, C4 = {r2, r3}, and C5 = {r2, r3}; every read
is contained in at least one cluster (C3 ∪ C4 ∪ C5 = R) and the total weight is
30 (see the bottom of Table 2.2).
2.3 Experiments
We considered three simulated metagenomic datasets introduced in (Dalevi
et al., 2008), called in the following M1, M2 and M3. These datasets were
generated from 9, 5 and 8 genome projects, respectively. The genomes were
3Publicly available at http://www.cs.ru.nl/~elenam
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Table 2.1: Hits of Reads to proteins identified with BLASTX for a toy example:
row i contains the hits for read ri (left), the relative potential clusters (center),
and weights (right).
r1 p1 p2 p5
r2 p1 p3 p4
r3 p2 p4
r4 p3
r5 p5 p6
C1 = {r1, r2},
C2 = {r1, r3},
C3 = {r2, r4},
C4 = {r2, r3},
C5 = {r1, r5},
C6 = {r5},
w1 = 10
w2 = 20
w3 = 10
w4 = 15
w5 = 5
w6 = 20
sequenced at the Joint Genome Institute (JGI) using the 454 GS20 pyrose-
quencing platform that produces ∼ 100 bp reads. From each genome project,
reads were sampled randomly at coverage level 0.1X. The coverage is defined
as the average number of times a nucleotide is sampled. The resulting datasets
M1, M2 and M3 consisted of 35,230, 28,870 and 35,861 reads, respectively. Ta-
ble 2.3 shows the names of the organisms and the number of reads generated for
the M1 dataset; for the composition of datasets M2 and M3, see Appendix Ta-
ble C.1. The reader is referred to (Dalevi et al., 2008) for a detailed description
of all the datasets. As a reference database for our BLASTX alignments we
used the NCBI-NR4 (non-redundant) protein sequence database downloaded
on October 2008 (for a description of NCBI-NR, see Appendix A).
For the external softwares we used, that are BLASTX and the WSC solver,
the following parameters were chosen. For BLASTX, the default parameters
were used. The WSC solver was run with pre-processing (-p) and number of it-
erations equal to 1,000 (-x1000); 150 sets were selected for building the starting
partial solution at the first iteration (-b150) and, at each following iteration,
one tenth of the sets forming the best solution obtained in the previous itera-
tions were used as a starting partial solution (-a0.1). We refer to (Marchiori
and Steenbeek, 2000) for a detailed description of the WSC program.
2.3.1 Evaluation
First we set the E -value cutoff α to a reasonable value, equal to 0.01. Not
every read had a feasible alignment, because some reads had only alignments
with E -value above α. This resulted in the selection of 21,236 reads for M1,
4Publicly available at ftp://ftp.ncbi.nlm.nih.gov/BLAST/db.
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Table 2.2: (Top) Input covering matrix; position (i, j) contains 1 if protein pj
is a hit of read ri, otherwise it contains 0. (Bottom) The proteins and read
clusters selected by the WSC algorithm.
C1 C2 C3 C4 C5 C6
A =
1 1 0 0 1 0 r1
1 0 1 1 0 0 r2
0 1 0 1 0 0 r3
0 0 1 0 0 0 r4
0 0 0 0 1 1 r5
w = 10 20 10 15 5 20
C1 C2 C3 C4 C5 C6
A =
1 1 0 0 1 0 r1
1 0 1 1 0 0 r2
0 1 0 1 0 0 r3
0 0 1 0 0 0 r4
0 0 0 0 1 1 r5
w = 10 20 10 15 5 20
x = 0 0 1 1 1 0
Table 2.3: Characteristics of the simulated data: identifier and name of the
organism, size of its genome and total number of reads sampled for coverage
0.1X (M1 dataset). Detailed information on these datasets can be found in
(Dalevi et al., 2008).
Organism Genome size (bp) Reads sampled
Clostridium phytofermentans ISDg 4,533,512 4,638
Prochlorococcus marinus NATL2A 1,842,899 1,866
Lactobacillus reuteri 100-23 2,174,299 2,371
Caldicellulosiruptor saccharolyticus DSM 8903 2,970,275 2,950
Clostridium sp. OhILAs 2,997,608 2,934
Herpetosiphon aurantiacus ATCC 23779 6,605,151 6,937
Bacillus weihenstephanensis KBAB4 5,602,503 4,158
Halothermothrix orenii H 168 2,578,146 2,698
Clostridium cellulolyticum H10 3,958,683 3,978
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21,064 for M2, and 24,043 for M3, respectively.
We analyzed the different clusterings we obtained by varying the value of
K (1, 2, 10, 50, and 1,000) with respect to the following features:
• The number of selected proteins P , that are the proteins having a feasible
BLASTX alignment to the selected reads R;
• The number of clusters obtained and their cardinalities (number of ele-
ments of a cluster);
• The total clusters overlapping, defined as the sum of the cardinalities of
the clusters minus the number of selected reads;
• The reduction factor, defined as the number of selected reads divided by
the number of clusters;
• The homogeneity of the organism content of the clusters. This was mea-
sured by the so-called cluster purity : for a given cluster, it is defined
as the relative abundance of the most abundant organism in the cluster.
This is the ratio between the number of reads belonging to the most
abundant organism in the cluster and cluster cardinality.
A similar analysis was performed by fixing K to a reasonable value, equal
to 50, and varying the parameter α. The studied values of α were 0.1, 0.01,
0.001, 0.0001, and 10−6.
2.3.2 Results: fixed value of α = 0.01 and varying K values
Table 2.4 summarizes the results for dataset M1, setting α to 0.01 and varying
K values. The number of selected proteins increased when K increased, while
the number of clusters decreased, indicating effectiveness of GWproxy to select
proxygenes. Furthermore, the number of singleton clusters also decreased for
higher values of K, indicating an increasing clustering capacity of GWproxy.
A similar trend can be observed for datasets M2 and M3 (Appendix Tables
B.1, B.2).
Subfigures 2.1(a), 2.1(c), and 2.1(e) show, for each datasets, the percentage
of non-singleton clusters having purity greater or equal than a given value p,
for selected values of p ∈ [0.4, 1]. For all the datasets, the curve at K =
1 dominates all the other ones, justified by the fact that the corresponding
clustering contained many clusters of small size, that are likely to have higher
purity. For instance, for the M1 dataset, setting K = 1 and K = 1, 000, about
75% and 35% of the clusters had size equal to 2, respectively. Subfigures 2.1(b),
2.1(d), and 2.1(f) show, for each dataset, the reduction factor for different
17
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Table 2.4: Summary of the results of experiments for α = 0.01 and varying
parameter K (M1 dataset).
K (hits number threshold) 1 2 10 50 1,000
Number of proteins selected 13,594 19,967 66,005 174,110 360,578
Number of clusters 13,594 13,197 12,599 12,091 11,763
Number of singleton clusters 9,003 8,334 7,420 6,666 6,145
Maximum size of clusters 17 21 23 28 32
Total size of overlapping 0 273 877 1,640 2,979
values of K. As expected, a larger value of K resulted into a higher reduction
factor.
Finally, Figure 2.2 shows, for dataset M1, how the number of reads occur-
ring in more than a given number of clusters varied for different choices of K.
For a small value of K (equal to 10) each read belonged to at most 9 clusters,
while for a very high value of K (equal to 1,000) each read occurred in at most
16 clusters. Indeed, as reported in Table 2.4, the total overlapping showed a
substantial increase for high values of K. These results can be due to the fact
that K is an upper bound on the maximum number of clusters that a read may
belong to. Similar results were obtained using M2 and M3 datasets (Appendix
Figures B.1 and B.2).
2.3.3 Results: fixed value of K = 50 and varying α values.
Table 2.5: Summary of the results of experiments for K = 50 and varying the
E -value threshold α (M1 dataset).
α (E -value threshold) 0.1 0.01 0.001 0.0001 10−6
Number of reads selected 22,219 21,236 20,300 19,085 16,736
Number of proteins selected 208,443 174,110 146,524 116,682 72,149
Number of clusters 12,283 12,091 11,850 11,534 10,660
Number of singleton clusters 6,464 6,666 6,772 6,889 6,801
Maximum size of clusters 30 28 27 23 19
Total size of overlapping 2,026 1,640 1,326 1,066 528
Table 2.4 summarizes the results for dataset M1, setting K to 50 and vary-
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Figure 2.1: (a),(c),(e): plots of percentage of non-singleton clusters with purity
≥ p for different values of K, for M1, M2 and M3, respectively. (b),(d),(f):
plots of the reduction factor for different values of K, for M1, M2 and M3,
respectively.
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Figure 2.2: Plot of the number of reads occurring in h different clusters (M1
dataset).
ing α values. Higher values of α resulted into the selection of an higher number
of reads and of proteins. Moreover, overlapping and cluster size increased with
α. Similar remarks hold also for the results obtained for M2 and M3 (Appendix
Tables B.3 and B.4).
The plots of Figure 2.3 show that, on the M1 dataset, small values of α
led to clusterings with a reduction factor of about 1.6 and where 90% of the
clusters were very accurate, in terms of organism content. For larger values of
α, clusters’ purity decreased up to about 75%, while reduction factor increased
reaching a maximum of about 1.8. Similar results were obtained for datasets
M2 and M3 (Appendix Figure B.3). Thus, the user of GWproxy can choose
the trade-off between purity and reduction, depending on the specific research
question to be addressed.
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Figure 2.3: a) plot of percentage of non-singleton clusters with purity ≥ p for
different values of α. b) plot of the reduction factor for different values of α
(M1 dataset).
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2.4 Conclusions and Future Work
This chapter introduced GWproxy, a new proxygenes method for short reads,
and analysed its performance on benchmark metagenomic datasets. We fo-
cussed on the experimental analysis of the two parameters of GWproxy, namely
K and α. Results indicate the effectiveness of GWproxy as a tool for binning
metagenomic data.
Regarding the computational cost of GWproxy, the algorithm we used is
very efficient, due to the fast heuristic employed to search for an optimal set
cover of the WSC instance. The running time is dominated by computationally-
expensive BLASTX search performed at the beginning, that we used for align-
ing the reads to the reference proteins. This is a common problem among
similarity-based binning methods. Nevertheless, the aligning process can be
parallelized by partitioning the set of reads and running BLASTX indepen-
dently on each element of the partition.
In the future, we intend to investigate in more depth the biological meaning
of the resulting clusters, in particular their functional and taxonomic content,
in order to discover knowledge related to the protein content and the taxonomic
organization of the organisms contained in the metagenome.
Moreover, similar experiments on data with higher coverage could be per-
formed, and analyses with more sophisticated measures of cluster homogene-
ity, like Normalized Mutual Information and Entropy Correlation Coefficient
(Pluim et al., 2000) could be conducted.
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Chapter 3
Similarity-based binning at
multiple taxonomic ranks
One interesting problem in metagenomic data analysis is the discovery of the
taxonomic composition of a given dataset. A simple method for this task,
called the Lowest Common Ancestor (LCA), is employed in state-of-the-art
computational tools for metagenomic data analysis of very short reads (about
100 bp). However LCA has two main drawbacks: it possibly assigns many
reads to high taxonomic ranks and it discards a high number of reads. We
present MTR, a new method for tackling these drawbacks using clustering at
Multiple Taxonomic Ranks. Unlike LCA, which processes the reads one-by-
one, MTR exploits information shared by reads. Results of experiments show
that MTR improves on LCA by discarding a significantly smaller number of
reads and by assigning much more reads at lower taxonomic ranks. Moreover,
MTR provides a more faithful taxonomic characterization of the metagenome
population distribution.1
3.1 Introduction
New sequencing technologies and the dramatic reduction in the cost of se-
quencing have boosted the development of metagenomics, a new discipline that
studies DNA and RNA sequences sampled from genomic material present in a
microbial community (Yooseph et al., 2007). Metagenomics has gained pop-
ularity because it allows researchers to study (the large amount of) microbes
that cannot be cultured (Amann et al., 1995) and their role in the environment,
for instance in terms of interaction with other organisms. Sequencing a sample
produces a collection of DNA or RNA sequences, called reads, belonging to the
different genomes present in the sample. A metagenomic dataset is a collection
of these sampled reads.
1
This chapter is based on: Gori, F., Folino, G., Jetten, M. S. M., and Marchiori, E. (2011b). MTR: taxonomic
annotation of short metagenomic reads using clustering at multiple taxonomic ranks. Bioinformatics, 27(2), 196–203
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Until recently shotgun Sanger sequencing was the main technology used
in metagenomics (Sanger and Coulson, 1975; Sanger et al., 1977), producing
reads of length ranging between 800 and 1000 base pairs (bp). Nowadays, other
less expensive technologies like Roche 454 (Margulies et al., 2005) and Illumina
platforms2 generate reads of 100-400 bp and 75-100 bp, respectively. Such new
sequencing technologies produce very large datasets containing short reads.
Computational analysis techniques are indispensable to extract knowledge from
these datasets (McHardy and Rigoutsos, 2007; Raes et al., 2007; Kunin et al.,
2008; Qin et al., 2010).
This chapter deals with binning, a common approach used to understand
the content of a metagenome. Binning consists in clustering the reads accord-
ing to their source proteins, genomes, or taxa. Computational approaches for
binning can be divided into two main groups: composition-based and similarity-
based. Composition-based binning methods cluster the reads according to their
GC-content, codon usage and other oligonucleotide frequencies. These methods
cannot be directly applied to short reads because of the local variation of nu-
cleotides distribution across a genome (Bentley and Parkhill, 2004). Moreover,
external environmental factors seem to influence the GC nucleotide compo-
sition of a community, suggesting that it may be even harder to distinguish
the reads of different organisms relying on GC-content (Foerstner et al., 2005).
Similarity-based binning methods assign reads to proteins, organisms or taxa
using similarities of reads to reference sequences of a given database. Simi-
larity is usually measured by means of sequence alignment tools, like BLAST
(Altschul et al., 1997). This approach is useful when most reads in the sam-
ple have significant similarities to reference sequences from known operational
taxonomic units (Wooley et al., 2010). The incompleteness of the informa-
tion contained in reference databases and the bias towards cultivable species
constitute inherent limitations of the similarity-based approach. Nevertheless,
similarity-based techniques have been shown to be effective for the taxonomic
analysis of metagenomes (Huson et al., 2007; Dalevi et al., 2008). Furthermore,
results of ongoing projects on sequencing reference genomes will likely produce
many more reference data available in the near future (Turnbaugh et al., 2007).
In this chapter we focus on the taxonomic assignment of very short reads
(about 100 bp) to putative taxa. Taxonomic assignment is a special type of
similarity-based binning: each read is assigned to a known taxon present in a
reference taxonomic tree. Reads can be assigned to taxa belonging to different
ranks.
A simple algorithm for taxonomic assignment is the Lowest Common An-
2See http://www.illumina.com/.
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cestor (LCA) (Wang et al., 2007; Liu et al., 2008). LCA is the core algorithm
of MEGAN (Huson et al., 2007) and of the Galaxy (Blankenberg et al., 2007,
2010) web-based annotation tool3; also CARMA (Krause et al., 2008) is based
on an algorithm somewhat similar to LCA. CARMA identifies protein family
sequences among the reads and it assigns each sequence to the ancestor taxon
shared by the phylogenetic subtree of reference proteins where the sequence is
located. LCA assigns to each read one taxon computed by means of the least
common taxonomic ancestor of a suitable set of reference sequences (hits).
These hits are obtained by matching the read against a database of reference
sequences, like the NCBI-NR protein database, using BLASTX or other se-
quence alignment tools. In this way LCA assigns reads to taxa at possibly
different taxonomic ranks.
Two limitations of LCA rise from the way in which taxonomic information
from matching reference sequences is combined. (1) LCA annotates a relatively
small percentage of reads because a read is discarded if the least common taxon
of its hits cannot be computed; (2) LCA assigns many reads to taxa at high
ranks, because it computes the lowest common ancestor of (possibly many)
matching sequences (Kunin et al., 2008). The first limitation is addressed by
methods that assign all reads. The simplest and most used of such meth-
ods assigns each read to its best matching reference sequence according to
BLASTX, called Best Hit (BH); as recently shown for instance in (Brady and
Salzberg, 2009), this is still the best stand-alone assignment method for long
reads (of length 800 bp or more). A more involved method assigning all reads
is Phymm (Brady and Salzberg, 2009). In Phymm a classifier is trained based
on interpolated Markov models on a large amount of curated genomes. This
classifier constructs probability distributions representing observed patterns of
nucleotides that characterize each chromosome or plasmid. On metagenomic
datasets with long reads (800 bp and 1,000 bp) Phymm was shown to outper-
form BH at ranks Class and Phylum. The authors also showed that a suitable
combination of BH and Phymm (called PhymmBL) significantly improved ac-
curacy of both BH and Phymm. However, accuracy of PhymmBL for short
reads (100 bp) remains rather low, ranging from 58.5% at rank Genus to 77.5%
at rank Phylum. The second drawback of LCA, that is, the fact that it assigns
many reads to taxa at high ranks, has been recently tackled in (Clemente et al.,
2010), where a method was proposed for assigning each read to a taxon at a
rank lower (or equal) than the one selected by LCA. The choice of such taxon
is based on the number of mismatches between the read and the organisms in
that taxon.
3LCA is present in Galaxy Metagenomic Analyses tools by the name “lowest diagnostic
rank”.
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To overcome both drawbacks of LCA we introduce an algorithm for the
taxonomic assignment of reads. Our approach is motivated by the following
observations. LCA uses taxonomic information of matching reference sequences
locally, that is, the taxonomic assignment of each read is performed indepen-
dently of the other ones. However, reads of a metagenome are related among
each other. In particular, groups of reads have common matching reference se-
quences. We propose to use this global type of information to design a new tax-
onomic assignment algorithm, called MTR (Multiple Taxonomic Ranks based
clustering). MTR performs the following two steps at each taxonomic rank.
First, taxonomic information shared by reads at that rank is used for charac-
terizing clusters of reads having the same taxon. Next, a ”best” subset of the
resulting clusters is selected. Such selection task is casted into a combinato-
rial optimization problem and solved using an existing efficient approximation
algorithm. This global optimization method for grouping reads into clusters
having a common taxa produces multiple taxonomic assignments, one for each
rank. However, the taxons assigned to a read at different ranks may be in-
consistent with each others. We solve such inconsistencies by assigning each
read to a taxon at lowest rank such that the multiple taxonomic assignments
of that read from the highest to the selected rank form a consistent taxonomic
lineage.
We demonstrate the effectiveness of this approach on several metagenomic
datasets, both simulated and real-life. On all the considered datasets, MTR
discards a significantly smaller number of reads than LCA and it assigns much
more reads at lower taxonomic ranks. Furthermore, on simulated metagenomes
M1, M2 and M3, MTR is shown to provide a more faithful taxonomic char-
acterization of the population distribution than LCA. With respect to the
correctness of the assignments, both LCA and MTR’s accuracy appears to re-
flect the difference in taxonomic composition of the simulated datasets, with
M1 composed of representatives of less well-sampled phyla (i.e. less present
in the reference data) than M2 and M3 (Dalevi et al., 2008). Nevertheless,
results indicate that MTR is capable to assign a read to a taxon similar to the
true one, when the true taxon does not occur among (the taxa of) its hits. In
general, our experimental investigation indicates that MTR provides an effec-
tive method for performing taxonomic analysis of a metagenomic dataset with
short reads.
3.2 Methods
We propose a method for taxonomic assignment of short reads motivated and
inspired by LCA (Huson et al., 2007). In LCA a read is compared, usually with
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BLASTX, against a database of reference sequences, such as the NCBI-NR
protein database, and the taxonomic information of significant matches, called
hits, is extracted and mapped onto the leaves of the NCBI taxonomy. The
leaves of the NCBI taxonomy represent different species and strains. LCA
computes the lowest common ancestor of all these hits, which corresponds to
some higher-rank taxon, and will then assign the read to that taxon. In this
way, species-specific sequences are assigned to the leaves, whereas sequences
that are conserved among different species, or that are susceptible to horizontal
gene transfer, are assigned to taxa of less-specific ranks.
Observe that LCA processes each read independently, hence it does not
use taxonomic information shared by alignments of different reads. However,
each read is related to other reads, because the metagenome is the union of
disjoint sets of reads, each one sequenced from a different organism. Therefore
we propose to use information shared among reads for developing the following
global taxonomic assignment method, called MTR.
3.2.1 Read Assignment at Multiple Taxonomic Ranks
Like in LCA, all reads are submitted as BLASTX queries against a protein
sequence database and proteins of high-quality alignments are selected (for a
detailed description of BLASTX, see Appendix A). This process generates one
set of protein hits for each read. The taxonomic information of these proteins
is used by MTR for clustering reads at each taxonomic rank such that reads
in the same group are assigned to the same taxon at that rank.
Specifically, let R be the set of reads having at least one high-quality align-
ment, and let r denote a read. For each taxonomic rank, from the highest to
the lowest, each read r is either assigned to a taxon at that rank or is considered
not assigned at that and lower taxonomic ranks. The latter case happens if the
taxonomic assignment of r at that rank is not consistent with its assignments
computed at higher ranks. In that case r is removed from R. This consistency
test is performed at each rank (see step 3 below).
Taxonomic assignment at a given taxonomic rank is performed using a
clustering approach. Here we view clustering as the problem of searching for
a minimum family of possibly overlapping clusters of reads whose union is the
considered set of reads. To this aim we define an ad-hoc search space and search
strategy. The search space consists of clusters of reads directly characterized
using the taxa of proteins of those high-quality alignments that are obtained
by submitting the reads as BLASTX queries. The search strategy is based on
combinatorial optimization. The search space construction procedure, search
strategy and consistency test are described in detail below.
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1. Search space construction: generate clusters of reads using the taxa of
their hits. MTR generates a collection of clusters of reads, where each
cluster is associated to a taxon at the considered rank. A cluster Cj
consists of those reads in R having a high-quality alignment with at least
one protein having taxon j.
2. Search strategy: select an optimal family of clusters. The algorithm se-
lects a minimum family of clusters that together contain all the consid-
ered reads. This selection task is casted into a combinatorial optimization
problem, the Set Covering Problem (SCP):
arg min
J⊆{1,...,n}
|J |, such that ∪j∈J Cj = R. (SCP)
Here n is the total number of clusters generated at Step 1. This ap-
proach is inspired by previous works for clustering reads using proxygenes
(Dalevi et al., 2008; Folino et al., 2009a) (see Chapter 2). The program
used by MTR for solving (heuristically) the SCP is an implementation
of the greedy set covering algorithm (Chva´tal, 1979). This is a very
simple greedy algorithm that, at each stage, chooses the set containing
the largest number of elements that do not belong to any of the clusters
selected so far (Algorithm 2). The greedy algorithm can be efficiently
implemented in time that is linear in the size of the input (Bar-Yehuda
and Even, 1981).
Algorithm 2 Greedy algorithm for Set Covering (Chva´tal, 1979)
Input: Family of sets C1, . . . , Cn; R := ∪nk=1Ck.
Output: J ⊆ {1, . . . , n}, s.t. ∪j∈JCj = R.
U ← R
J ← ∅
while U 6= ∅ do
select iˆ ∈ {1, . . . , n} \ J s.t. |Ciˆ ∩ U | is maximum
U ← U \ Ciˆ
J ← J ∪ {ˆi}
end while
return J
The selection process is illustrated by means of the following toy example.
Suppose we have ten reads, R = {r1, . . . , r10}. For each read, the taxa
of its hits at a given rank are shown in the covering matrix in Table 3.1
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(left). A bullet in entry (i, j) indicates that read ri belongs to cluster
Cj ; this means that if Cj is selected, ri will be assigned to taxon j.
The problem is to select a minimum number of clusters (columns of that
matrix) whose union contains all the ten reads. A solution is shown in
the figure on the right-hand side of Table 3.1, where the selected clusters
are C1, C2 and C5. Therefore, the reads are assigned to taxa 1, 2 and 5.
3. Consistency test. For each read in R, MTR now checks that its taxonomic
assignment at this rank is consistent with its taxonomic assignments com-
puted at higher ranks. That is, if read r has been assigned to taxon j
at the considered rank, we check that at higher ranks r was assigned to
ancestors of taxon j. If this does not happen, then r is not assigned from
that rank onwards and is removed from R.
Table 3.1: Left : input covering matrix. Right : a solution of the SCP.
C1 C2 C3 C4 C5 C6
r1 • • •
r2 • •
r3 • •
r4 • • •
r5 • •
r6 • •
r7 • • •
r8 • •
r9 • •
r10 • •
C1 C2 C3 C4 C5 C6
r1 • • •
r2 • •
r3 • •
r4 • • •
r5 • •
r6 • •
r7 • • •
r8 • •
r9 • •
r10 • •
Observe that, at a given rank, MTR can assign a read to more than one
cluster. This is illustrated in our toy example where, for instance, read r2 is
assigned to clusters C2 and C5. However we want to assign a unique taxon/-
cluster to each read. Therefore MTR assigns each read r to the largest cluster
among those containing r (ties are broken randomly), while keeping the tax-
onomical consistency of the assignments of r at different ranks. For instance,
read r2 will be assigned to C5. The final assignment computed by MTR as-
sociates each read r in R to the taxon (cluster) containing r and having the
lowest rank.
Both LCA and MTR process a set of hits computed using BLAST and
output a read-taxon assignment, where reads are possibly assigned to taxa at
different taxonomic ranks. MTR and LCA are also similar in that they output
the same taxon for each read that is assigned by both methods at the same
taxonomic rank. In fact, if a read r is assigned by both methods at the same
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rank it means that that rank contains the lowest common ancestor taxon of
the hits of r. At that rank r is associated to only one taxon, therefore MTR
will be forced to assign r to that taxon.
The running time of both MTR and LCA is dominated by the alignment of
reads with the reference protein sequences database using BLASTX. This is a
computational bottleneck common to similarity-based methods for metage-
nomic analysis based on the alignment of reads with sequences of a large
database of reference.
3.3 Experiments
3.3.1 Data
We analyzed nine simulated and three real-life metagenomic datasets. The nine
simulated datasets had been derived from three sets of organisms, here denoted
by M1, M2 and M3; these datasets had been introduced in (Dalevi et al., 2008).
M1, M2 and M3 were composed by 9, 5 and 8 distinct genomes, respectively.
These genomes had been sequenced at the Joint Genome Institute (JGI) using
the 454 GS20 pyrosequencing platform that produces ∼ 100 bp reads. From
each set of organisms, reads had been randomly sampled at three different
levels of coverage (0.1X, 1X and 4X) resulting in a total of nine datasets. The
coverage is the mean number of times a nucleotide is being sequenced (Wooley
et al., 2010). Appendix Table C.1 shows the names of the organisms and
the number of reads generated for the datasets for coverage 0.1X. A detailed
description of the simulated datasets can be found in (Dalevi et al., 2008).
We retrieved from the metagenomics RAST server (Meyer et al., 2008)
three real-life datasets (4440426.3, 4440319.3, and 4440283.3) containing short
reads (average length of about 100 bp) and sampled using pyrosequencing
on Roche 454 CS20. These datasets had been derived from a Saltern sample
(Edwards et al., 2006), a Coral Holobiont sample (Rodriguez-Brito et al., 2007),
and a Chicken Cecum sample, respectively. The Saltern metagenome data
set contains 34,296 sequences with an average length of 100.69 bp; the Coral
Holobiont metagenome data set contains 316,279 sequences with an average
length of 102.07 bp; the Chicken Cecum metagenome data set contains 294,682
sequences with an average length of 104.4 bp.
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3.3.2 Aligning reads with protein sequences
All the reads were submitted as BLASTX queries against the NCBI-NR4 (non-
redundant) protein sequence database (downloaded on 3 March 2009) (for a
description of NCBI-NR, see Appendix A). The default BLASTX parameters
were used, adding a neighborhood word score threshold of 14 and an E -value
cutoff of 10−6. We set the word score threshold to 14, higher than the default
value 12, in order to increase the speed more than twofold while maintaining
a high sensitiveness (see (Korf et al., 2003), Paragraph 9.3.1.1). Low-quality
alignments were removed from the BLASTX outputs, by discarding alignments
with bit-score less than 30. For each query read (at most) the top 50 hits were
selected. Before performing the alignment of reads in a simulated metagenome,
we removed from NCBI-NR all the sequences belonging to the species present in
that metagenome. This masking process is commonly applied in order to assess
the performance of taxonomic annotation algorithms on data sets containing
species that have never been observed before, because a real life metagenome
is likely to contain undiscovered organisms (Brady and Salzberg, 2009).
3.4 Results
For all datasets, a small percentage of reads had at least one high-quality hit
(see Appendix Table C.3), an expected phenomenon related to the incomplete-
ness of the information contained in the database of reference (Huson et al.,
2007). These reads were selected for taxonomic assignment.
We assessed comparatively the performance of LCA and MTR with respect
to the number of reads assigned and the taxa detected. Moreover we compared
MTR and LCA in terms of their characterization of the taxonomic population
distribution at ranks Order and Genus. For real-life datasets, the characteri-
zations were performed also at ranks Phylum and Class. Finally, on simulated
datasets, where the true taxonomic assignment is known by construction, we
compared the quality of the assignments given by MTR and LCA using taxon
accuracy (that is, the percentage of taxa correctly detected), taxon sensitivity
(that is, the number of taxa correctly detected by the algorithm divided by
the total number of true taxa), and accuracy (that is, the percentage of reads
correctly assigned).
4Publicly available at ftp://ftp.ncbi.nlm.nih.gov/BLAST/db
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3.4.1 Results on simulated datasets
Results on a total of 54 cases (three metagenomes, for each metagenome
three datasets produced using different coverages, for each resulting dataset
six ranks) are reported in Tables 3.2, 3.3, and 3.4. They show the accuracy
and number of reads assigned up to a given rank for datasets M1, M2 and M3,
respectively.
Number of reads assigned
On the average, MTR assigned 22.66% more reads than LCA, varying from a
minimum of 7.53% for M3 with coverage 4X, to a maximum of 36.77% for M1
with coverage 1X. Moreover, on each simulated dataset MTR assigned much
more reads than LCA up to each given rank, especially at low taxonomic ranks.
For instance, at rank Genus differences between MTR and LCA ranged from
27.54% for dataset M3 coverage 4X to 89.37% for dataset M2, coverage 1X.
Taxa detected
MTR detected slightly more taxa than LCA. For instance, on dataset M1,
coverage 1X, the number of taxa detected by MTR and LCA ranged from 20
and 19 at rank Phylum to 127 and 117 at rank Species, respectively. The two
algorithms showed similar taxa sensitivity and accuracy (Appendix Tables C.4-
C.6). The differences in taxa detection accuracy seems mainly due to the fact
that MTR detected more taxa than LCA, therefore affecting taxa specificity.
Nevertheless, the erroneous detected taxa were taxonomically close to true
taxa, as described in the below analysis of the population distribution.
Population distribution
We analyzed the population distributions generated by the methods in two
ways. First, we compared the percentages of reads assigned by the methods
to true taxa. Next, we measured quantitatively the similarity between the
population distributions generated by a method and the true ones.
The percentages of reads assigned by the methods to taxa are shown in
Online Supplementary Figures 1-305. On the M1 metagenome MTR gave a
more faithful population characterization of the true detected taxa than LCA
at rank Genus, in particular for coverages 0.1X (Online Supplementary Fig-
ure 2). Specifically, the percentage of reads assigned by MTR to Clostrid-
ium (14.61%) was close to the true percentage (19.07%), while LCA assigned
5Available at http://cs.ru.nl/~gori/download/gori_thesis_online_figures.pdf
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only 8.08% reads to that taxon. Moreover, LCA assigned more reads to Lac-
tobacillus than Clostridium, in contrast with the trend in the real popula-
tion distribution. Both methods did not detect four of the true taxa present
in M1 (Herpetosiphon, Halothermothrix, Prochlorococcus, Caldicellulosiruptor)
because these taxa did not occur in (the taxa of) the processed BLASTX hits.
For instance, at coverage 0.1X, there were no hits from Halothermothrix and
Herpetosiphon. Moreover, only 2 and 10 hits were from the geni Prochloro-
coccus and Caldicellulosiruptor, respectively. The absence of Halothermothrix
was expected because this genus contains only the species present in M1, which
were removed from the database of reference, as explained in Subsection 3.3.2.
Geni Herpetosiphon and Caldicellulosiruptor were not detected probably be-
cause they had few sequences in the reference protein dataset used by BLASTX:
these geni contain only 4 and 12 species, respectively. Among the predicted
geni with more than 5% of the reads, only Anaerocellum was not present in
M1. Reads assigned to Anaerocellum were mostly reads of Caldicellulosirup-
tor ; these two geni belong to the same taxon at rank Class (Clostridia). For
coverage 0.1X, 92.99% and 97.66% of the reads assigned to Anaerocellum by
LCA and MTR, respectively, were Caldicellulosiruptor reads.
On the M2 metagenome, the population characterizations of true detected
taxa generated by MTR were better than those of LCA for all the three
datasets. In particular, LCA underestimated the presence of Burkholderiales
at rank Order, and for coverage 0.1X and 1X it also overestimated the per-
centage of reads from Burkholderia at rank Genus. For coverage 0.1X, the true
population distribution and the characterizations given by MTR and LCA at
rank Order contained 78.13%, 72.56%, and 68.01% of reads of Burkholderiales,
respectively (Online Supplementary Figure 7). At rank Genus, the percent-
ages of reads of Burkholderia were 40.57% in the true population, and 49.23%,
57.46% for MTR and LCA, respectively (Figure 3.1). These results were in
line with those obtained for coverage 1X. For all the coverages, both methods
assigned a small number of reads to the true geni Delftia and Comamonas, due
to the very few BLASTX hits having these taxa (for instance, at coverage 0.1X,
only 27 and 57 hits, respectively). Nevertheless, both methods detected the
related taxa Acidovorax at rank Genus, that together with the geni Delftia and
Comamonas belongs to the taxon Comamonadaceae at rank Family. Specifi-
cally, for coverage 0.1X, MTR and LCA assigned 15.57% and 3.46% of reads to
Acidovorax, respectively, so the result of MTR was closer to the true percent-
age of the union of the two true geni present in M2 (37.55%). Furthermore,
MTR assigned a much greater percentage of Delftia’s reads to Acidovorax than
LCA for all the coverages: at rank Genus an average of 36.78% and 11.96%,
respectively. MTR assigned also a higher percentage of Comamonas reads to
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Acidovorax for coverage 0.1X and 1X (53.24% for MTR and 27.37% for LCA,
respectively).
The two algorithms gave population distributions of true detected taxa close
to the true ones on the M3 metagenome, where MTR was slightly better than
LCA. In particular, for coverage 0.1X and 1X, at rank Order LCA assigned
more reads to Xanthomonadales than Pseudomonadales, in contrast with the
trend in the real population distribution (Online Supplementary Figures 13,
15, 17). At rank Genus, the percentage of reads assigned to Bifidobacteria
by MTR was closer to the real one. For instance, at coverage 0.1X, the true
population distribution and the characterizations given by MTR and LCA
contained 8.52%, 8.86%, and 11.75% of reads of Bifidobacteria, respectively
(Online Supplementary Figure 14).
Table 3.2: Accuracy and number of assigned reads on M1 datasets.
M1 0.1X 1X 4X
MTR
Kingdom 100.00 (5,669) 99.93 (56,348) 99.93 (173,541)
Phylum 92.50 (5,669) 92.59 (56,325) 93.39 (173,521)
Class 84.04 (5,556) 85.44 (54,341) 87.15 (167,546)
Order 64.93 (5,366) 66.23 (53,395) 66.69 (163,840)
Family 64.87 (4,904) 63.67 (50,587) 63.22 (154,134)
Genus 63.66 (4,628) 62.58 (48,244) 60.50 (144,475)
LCA
Kingdom 100.00 (4,145) 99.92 (42,620) 99.91 (132,130)
Phylum 95.08 (4,145) 94.81 (42,593) 95.02 (132,099)
Class 94.46 (3,739) 93.24 (38,970) 93.60 (121,980)
Order 75.29 (3,497) 74.18 (36,857) 72.43 (116,632)
Family 71.94 (2,961) 69.94 (31,913) 69.07 (102,239)
Genus 71.03 (2,686) 68.39 (29,360) 66.63 (94,346)
In order to quantitatively measure how close a population distribution pro-
duced by a method was to the true one, we used a divergence measure based
on Shannon entropy, called L-divergence (Lin, 1991). Let pA and pB be two
probability distributions on a sample space X, and let K be defined as follows:
K(pA, pB) :=
∑
x∈X
pA(x) log
pA(x)
1
2pA(x) +
1
2pB(x)
.
The L-divergence of pA and pB is defined as
L(pA, pB) := K(pA, pB) +K(pB, pA).
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Figure 3.1: Population distributions (rank Genus) of M2, coverage 0.1X, by
MTR and LCA, and the true population distribution. Label ‘Others’ means
taxa with less than 5% of the reads and not occurring in the true distribution.
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Table 3.3: Accuracy and number of assigned reads on M2 datasets.
M2 0.1X 1X 4X
MTR
Kingdom 95.27 (9,030) 95.07 (88,537) 91.41 (174,583)
Phylum 93.83 (9,030) 93.21 (88,537) 88.75 (174,583)
Class 89.98 (9,012) 89.25 (87,635) 86.32 (168,854)
Order 90.44 (8,822) 89.24 (85,657) 86.14 (167,222)
Family 80.56 (7,264) 77.35 (81,366) 73.01 (159,591)
Genus 64.41 (6,480) 61.36 (77,307) 55.91 (147,139)
LCA
Kingdom 94.82 (7,205) 94.66 (73,176) 90.76 (143,226)
Phylum 93.21 (7,205) 92.57 (73,169) 87.80 (143,206)
Class 89.82 (5,941) 88.98 (60,294) 83.59 (117,881)
Order 89.90 (5,615) 88.44 (57,373) 83.01 (113,168)
Family 83.77 (4,757) 81.84 (48,760) 77.61 (100,925)
Genus 76.91 (3,907) 74.60 (40,823) 69.68 (82,805)
The L-divergence assumes values between 0 and 2.
In our setting, for a given method M and a selected taxonomic rank, a
probability distribution pM of X is considered, where X is the set of all taxa
of that rank. For a given taxon x ∈ X, we estimated pM (x) as the number
of reads assigned by M to x divided by the total number of reads assigned
by M to taxa at that rank. Furthermore, the probability distribution p of
the true population is considered, where p(x) is estimated as the fraction of
reads belonging to x. For instance, suppose that at a given rank X consists
of 5 taxa a, b, c, d, e and M assigned 30%, 50% and 20% of the reads to taxon
a, b and c, respectively. Suppose that the true population consists of 30%, 40%
and 30% of taxon a, d and e, respectively. Then pM = (0.3, 0.5, 0.2, 0, 0) and
p = (0.3, 0, 0, 0.4, 0.3).
Results at ranks Family and Genus show that both MTR and LCA pro-
duced population distributions close to the true ones (Table 3.5) according to
the L-divergence. At rank Genus MTR generated distributions closer to the
true ones on M1 datasets, while on the M2 datasets LCA’s population distribu-
tions were closer to the true ones. On datasets M3 both algorithms generated
distributions very close to the true ones. At rank Family distributions gener-
ated by MTR were better than those of LCA on M1 and M2 datasets, while
LCA’s distributions were slightly closer to the true ones on datasets M3. Since
M1 is composed of representatives of less well-sampled phyla than M2 and M3
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Table 3.4: Accuracy and number of assigned reads on M3 datasets.
M3 0.1X 1X 4X
MTR
Kingdom 100.00 (11,792) 99.97 (116,869) 100.00 (16,6948)
Phylum 99.58 (11,792) 99.47 (116,869) 99.86 (166,948)
Class 96.97 (11,763) 97.07 (116,134) 99.73 (166,936)
Order 91.79 (11,606) 91.70 (115,034) 97.67 (166,148)
Family 92.27 (11,117) 91.25 (111,560) 97.62 (165,231)
Genus 94.06 (10,419) 92.19 (101,533) 97.42 (140,476)
LCA
Kingdom 100.00 (10,333) 99.96 (102,824) 99.99 (155,263)
Phylum 99.72 (10,333) 99.69 (10,2813) 99.93 (155,258)
Class 98.86 (9,162) 98.82 (91,445) 99.81 (141,829)
Order 96.74 (7,788) 96.62 (77,822) 98.14 (115,732)
Family 96.87 (7,545) 96.42 (75,616) 98.04 (110,488)
Genus 97.61 (6,748) 96.01 (68,573) 98.35 (110,139)
(Dalevi et al., 2008), results indicate that MTR is more effective than LCA on
metagenomes containing less well-sampled phyla.
Accuracy
Results are in accordance with the analysis conducted in (Dalevi et al., 2008),
and show that differences in accuracy for the three simulated metagenomes
appear to reflect the difference in their taxonomic composition, with M1 com-
posed of representatives of less well-sampled phyla than M2 and M3.
Comparison of accuracy results between the two algorithms should be in-
terpreted with care, since they are computed on sets of reads of different sizes:
the sets used to compute accuracy of MTR are much larger than those of LCA.
LCA achieved in general higher accuracy. In particular, on M1 LCA was more
accurate than MTR for all the coverages. For coverages 0.1X and 4X, the
difference in accuracy peaked at rank Order. For instance, LCA and MTR
accuracies were 75.29% and 64.93% for coverage 0.1X, respectively. The accu-
racy of both algorithms dropped dramatically from rank Class to Order, with
the biggest gaps for the two lowest coverages. For coverage 1X, for instance,
the accuracy decreased from 85.44% to 66.23% for MTR and from 93.24% to
74.18% for LCA. On M2, LCA was more accurate at rank Family and Genus.
MTR outperformed slightly LCA until rank Order; from rank Order to Fam-
ily, the accuracy of both algorithms decreased and LCA became more accurate
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Table 3.5: Divergence between true population distribution and the population
distributions obtained by MTR and LCA at ranks Family and Genus.
Dataset
Family Genus
MTR LCA MTR LCA
M1 0.1X 0.539 0.608 0.544 0.601
M1 1X 0.565 0.604 0.570 0.607
M1 4X 0.628 0.642 0.643 0.654
M2 0.1X 0.172 0.232 0.696 0.611
M2 1X 0.191 0.256 0.690 0.623
M2 4X 0.261 0.334 0.825 0.747
M3 0.1X 0.099 0.091 0.103 0.095
M3 1X 0.102 0.091 0.115 0.104
M3 4X 0.024 0.020 0.026 0.017
than MTR. The difference in accuracy peaked at rank Genus for coverage 4X,
where LCA and MTR accuracies were 69.68% and 55.91%, respectively. LCA
was slightly more accurate on M3. The biggest difference was reached at rank
Family for coverage 1X, where LCA and MTR accuracies were 96.42% and
91.25%, respectively.
3.4.2 Results on real-life datasets
Number of reads assigned
Results on real-life datasets are shown in Table 3.6, and are in line with those
obtained on the simulated datasets. Specifically, MTR assigned more reads
than LCA (29.91%, 15.20%, and 19.52% for the dataset Saltern, Coral, and
Chicken, respectively), even for each taxonomic rank. The difference peaked
at rank Species for the datasets Saltern and Chicken (201.29% and 208.02%
more, respectively). On the Coral dataset, the highest difference was 208.88%
at rank Family, but also at rank Species the difference was neat (120.28%).
On this dataset, MTR assigned at rank Order three times the number of reads
assigned by LCA, whereas the difference dropped to 143.80% at rank Genus.
Similarly, on dataset Saltern, the differences were 63.20% and 49.78% at rank
Order and Family, respectively.
MTR assigned more reads than LCA for each taxon detected by both the
methods, at every rank (Online Supplementary Figures 19-30). For instance,
on the Saltern dataset, at rank Order, MTR assigned about 50% more reads
than LCA to Rickettsiales. The reads assigned by MTR to Rhizobiales and
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Table 3.6: Real-life datasets: number of reads assigned up to a rank.
Saltern Coral Chicken
MTR
Kingdom 1,581 24,522 111,655
Phylum 1,576 23,027 111,650
Class 1,530 21,920 109,986
Order 1,317 21,019 108,100
Family 1,035 15,583 100,676
Genus 979 11,422 94,507
Species 937 9,560 89,818
LCA
Kingdom 1,217 21,287 93,416
Phylum 1,208 16,526 93,399
Class 1,051 12,301 87,917
Order 807 6,841 87,146
Family 691 5,045 70,376
Genus 635 4,685 69,636
Species 311 4,340 29,160
Rhodobacterales were two times as many as those assigned by LCA to that
taxa.
On the Coral dataset, at rank Genus, MTR assigned 4,540 reads to Porites,
seven times more that LCA (643); the number of reads assigned to Gibberella
by MTR was 3,492, whereas LCA assigned 1,804 reads to that taxon.
On the Chicken dataset, at rank Genus, MTR assigned 6,743 reads to
Clostridium, three times as many as LCA did (2,055); furthermore 25.5% more
reads of Bacteroides were detected by MTR, 15,603 reads more than LCA.
Taxa detected
MTR detected slightly more taxa than LCA (Appendix Table C.7). For in-
stance, on the Coral dataset the number of taxa detected by MTR and LCA
were 17 and 16 at rank Phylum, and 70 and 58 at rank Genus, respectively.
On the Chicken dataset, at rank Species, the number of taxa detected by MTR
and LCA were almost the same (133 and 135, respectively), whereas on the
Coral dataset MTR detected 15 taxa and LCA only 8. Also on the Saltern
dataset, MTR detected more taxa than LCA: the number of taxa detected by
MTR and LCA were 6 and 4 at rank Phylum, and 15 and 8 at rank Genus,
respectively.
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Population distribution
Results of the two algorithms show interesting differences, especially on the
Coral dataset, where MTR assigned a higher percentage of reads to Porites
and its ancestor taxa at all the ranks (Online Supplementary Figures 23-26).
Both algorithms identified Cnidaria and Ascomycota as the two largest Phylum
populations. However, MTR and LCA considered Cnidaria and Ascomycota
as the dominant phyla (47.67% and 50.02%, respectively). Results at rank
Phylum show that MTR provided a population characterization of the Coral
dataset very similar to the one given in (Rodriguez-Brito et al., 2007), which
was obtained by comparing the reads with the SEED non-redundant database
(Overbeek et al., 2004) using BLASTX. The population characterization of the
Coral dataset at rank Genus is shown in the pie charts of Figure 3.2. MTR
labeled 39.75% of the reads as Porites, making it the biggest group, while LCA
assigned just 13.72% of the reads to that taxon. Both algorithms generated also
different taxonomic distributions of other groups of organisms. For instance,
at rank Genus, MTR assigned only 9.03% of the reads to Acinectobacter, while
LCA considered this taxon as the second biggest group (20.15%).
On the Saltern dataset, MTR and LCA produced similar population distri-
butions, except at rank Genus. At that level, MTR assigned 1.23% of the reads
to Clavibacter, a taxon not detected by LCA. Both methods identified Candi-
datus Pelagibacter as the dominant taxon. However, MTR assigned 8.38% of
the reads to Roseobacter, almost ten times as many as LCA.
On the Chicken dataset the population distributions given by the two al-
gorithms presented many similarities, with MTR showing a slightly higher
proportion of Clostridia and of its ancestor taxa. This difference was more
apparent at rank Genus, where MTR and LCA assigned 7.13% and 2.95%
of the reads to Clostridium, respectively. A predominant occurrence of Bac-
teroides was detected by both algorithms: 81.18% and 76.33% of the reads
were assigned to this taxon by LCA and MTR, respectively.
3.5 Discussion
Results of our study on simulated and real life datasets indicate that MTR is
better than LCA with respect to number of assigned reads. The total number
of reads assigned increases, as well as the number of reads assigned at lower
ranks.
With respect to correctness of the assignment, results indicate higher ac-
curacy of LCA. However, these results are computed on sets of different size,
where much greater sets of reads are used for computing accuracy of MTR.
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Figure 3.2: Population distributions (rank Genus) of Coral dataset by MTR
(top) and LCA (bottom)
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Therefore, accuracy results should be interpreted with care. For instance, on
the simulated metagenome M3, MTR assigns on the average 43.36% more
reads than LCA at rank Genus, with a small loss of accuracy (2.77% on the
average). Accuracy reduction of MTR on M1 at rank Genus is 6.44% but the
method assigns 63.25% more reads than LCA. On M2, at rank Genus, MTR
assigns 77.64% more reads than LCA with an accuracy reduction of 13.17%;
nevertheless, at rank Order MTR is 1.76% more accurate than LCA.
Interestingly, these differences in accuracy are not reflected in differences in
the quality of population characterization. On the contrary, on the simulated
datasets the population characterizations of MTR are better than those of
LCA, with neat differences at rank Genus. On the real life datasets MTR and
LCA give rather different population characterizations at rank Phylum and
lower. The difference is neat on the Coral dataset, where MTR assigns a much
higher percentage of reads to Porites than LCA, especially at ranks Order and
Genus but also at higher ranks (for instance, Phylum).
In conclusion, results indicate effectiveness of the proposed method for per-
forming global taxonomic analysis of very short metagenomic reads using a
protein database of reference.
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Chapter 4
Genomic signatures in
metagenomics
Many binning methods first map the sequences to points of a real vector space,
using a genomic signature, e.g. a vector whose entries specify the frequency
with which oligonucleotides appear in the sequence; then the resulting points
are processed. In this chapter we analyze experimentally the performance of
existing genomic signatures with respect to their ability to represent the se-
quences in the feature space consistently with the taxonomic classification of
their source organisms. We also propose new signatures that do not depend
on the source strand but only on the genome; some of those exploit the local
deviation from the intra-strand symmetry properties described by Chargaff’s
second parity rule; others utilize DNA symmetries to reduce the feature space
dimension. We conduct extensive experiments on in silico sampled genomic
sequences in order to assess comparatively the effectiveness of the considered
signatures. Some of the studied signatures had better performances than the
standard tetranucleotide frequencies signature while halving the feature space
dimension.1
4.1 Background
Metagenomics studies the genomic content of microbial communities, obtained
through DNA sequencing technologies (Wooley et al., 2010). Essentially, a
metagenomic dataset is a set of DNA sequences acquired from the genomes of
an environmental sample. Bypassing the cultivation step, metagenomics is able
to obtain microbial genomes unattainable through individual sequencing, since
less than 1% of the microbes present in nature can be cultured (Amann et al.,
1995). Moreover, with metagenomics it is possible to infer the interactions of
1
This chapter is based on: Gori, F., Mavroeidis, D., Jetten, M. S. M., and Marchiori, E. (2012). Genomic
signatures for metagenomics: DNA symmetries matter. (under review). It is an extension of: Gori, F., Mavroeidis,
D., Jetten, M. S. M., and Marchiori, E. (2011a). Genomic signatures for metagenomic data analysis: exploiting
the reverse complementarity of tetranucleotides. In Proceedings of the 5th IEEE International Conference on Systems
Biology (ISB), pages 149 –154
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the microbes present in a community. Unfortunately, the potentialities given
by metagenomics come with a price in terms of data analysis challenges. The
main problem is that we do not know from which genome a sequence was
sampled. In most of the cases, the full genomes of the community members
are not available; even species number is unknown.
As a consequence, an important step of metagenomic data analysis is to
detect to which (kind of) organism each sequence belongs to. This problem
is tackled, for instance, by means of clustering methods (binning) (Wu and
Ye, 2011), by prediction models constructed using available genomes (taxo-
nomic assignment) (Brady and Salzberg, 2009; Kelley and Salzberg, 2010),
and by other similarity-based approaches that match sampled sequences with
sequences in a database of reference (Huson et al., 2007; Krause et al., 2008).
Many of the binning and taxonomic assignment methods tackle the problem
in two steps: first the DNA sequences are represented as points of a real n-
dimensional space via a mapping function, then either clustering (Teeling et al.,
2004; Chan et al., 2008; Chatterji et al., 2008; Wu and Ye, 2011; Kislyuk et al.,
2009; Mohammed et al., 2011; Yang et al., 2010) or classification algorithms
(Patil et al., 2011; Diaz et al., 2009) are applied to these points. Typically, the
mapping functions adopted in literature represent a given sequence with the
frequency counts of a set of oligonucleotides: among these, tetranucleotides are
the most used (Teeling et al., 2004; Chan et al., 2008; Diaz et al., 2009; Mo-
hammed et al., 2011); sometimes frequencies of short oligonucleotides (length
up to 6) are used together (Kislyuk et al., 2009; Patil et al., 2011); a few tools
adopted oligonucleotides longer than 6 bases (Wu and Ye, 2011; Nalbantoglu
et al., 2011; Chatterji et al., 2008).
In order to be effective for binning and taxonomic assignment, these map-
ping functions have to be genomic signatures (Bohlin, 2011). A genomic signa-
ture is a mapping function that has the following properties: sequences sampled
from the same genome are mapped to relatively similar points; sequences sam-
pled from different genomes are mapped to significantly different points, and
this difference is related to the phylogenetic distance of the source genomes.
The biological underlying explanation of this property of existing genomic sig-
natures is still unclear. It is conjectured to be the result of more contributing
factors (van Passel et al., 2006), like GC-content and phylogeny (Bohlin et al.,
2009) (although the correlation between signature and phylogenetic distance
appears to be not very strong, mainly due to the absence of divergence of
oligonucleotide composition in some phylogenetically distant species (Mra´zek,
2009)).
Despite the relevance of genomic signatures for metagenomic data analysis,
existing signatures were not designed to take into account the special proper-
44
4.1 COMPOSITION-BASED FEATURES
ties of metagenomic data. Signatures are usually tested on sequences of 10,000
base pairs (bp) or more (Bohlin, 2011), while the sequencing technologies used
for metagenomics generate sequences of 50-1,000 bp. Signatures for metage-
nomic data cannot be based on information extracted from source genome of a
sequence, like many existing signatures do, since composition of the sequenced
community is often unknown, and new species might also be present in the
metagenome. Signatures need also to be effective with sequences containing
errors, that can be generated by sequencing machines. Moreover, signatures
for metagenomic data have to be effective even with sequences belonging to
different strands of the genomes, because sequencing technologies might sample
sequences from both strands.
Furthermore, the development of binning and taxonomic assignment meth-
ods was more focused on the algorithmic part rather than on the adopted
mapping function/genomic signature. Attempts to introduce signatures for
metagenomic applications are recent. For instance, the binning tool MetaClus-
ter successfully tested and implemented a signature based on tetranucleotide
frequencies ranking (Yang et al., 2010; Wang et al., 2012), and showed its ef-
fectiveness for clustering metagenomic sequences. RAIphy used a signature
computable on a set of sequences (Nalbantoglu et al., 2011), while OFDEG
was designed for sequences of at least 8,000 bp (Saeed and Halgamuge, 2009).
In this chapter we provide a thorough comparative analysis of existing and
new genomic signatures, and test their effectiveness for metagenomic data. The
signatures here introduced take into account the special properties of metage-
nomic data. In particular, they are designed to be effective with sequences
of the same genome sampled from different strands; indeed, these signatures
assume the same value for a sequence and its reverse complement, so that the
source strand of the sequence become irrelevant for the signature.
Some of the proposed signatures exploit the Chargaff’s second parity rule:
in a given strand, the frequency of a nucleotide is approximately equal to that of
its complementary nucleotide (Rudner et al., 1968). This property can be fur-
thermore extended as follows: in a given sequence of at least 50 kbp or longer,
an oligonucleotide and its reverse complement are approximately equally fre-
quent (Prabhu, 1993). This rule applies to all the double stranded DNAs, or-
ganelles excepted (Mitchell and Bridge, 2006). Since metagenomic sequences
are much shorter than 50 kbp, the hypotheses of this rule are not completely
satisfied and hence the frequencies of reverse complementary oligonucleotides
may differ. These differences could change according to the taxonomic classifi-
cation of the source genome, making them exploitable for our purpose: indeed,
previous research showed that purine-pyrimidine asymmetry in mammalian
mitochondrial DNA carries phylogenetic information (Barral et al., 2005). To
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analyze these relations, we define and test new signatures that capture the
dissimilarity between the frequency of an oligonucleotide and its reverse com-
plement. Moreover, we also study signatures that exploit the above rule to
reduce feature space dimension.
In order to test the effectiveness of the considered signatures on metage-
nomic data, simulated DNA sequence data with sequencing error of 1% are
sampled from 1,284 bacteria and archaea genomes. These data consist of se-
quences of 150 bp, 500 bp, and 1,000 bp; these lengths are typical of metage-
nomic sequence data, and are much lower than the ones used in standard sig-
nature studies (Bohlin, 2011). To evaluate the effectiveness of a signature, we
test if the related signature distance yielded small values for sequence pairs of
taxonomically closely related source microbes, and larger values for sequences
of distantly related microbes. To this end, we adopt evaluation measures em-
ployed in machine learning and information retrieval (e.g., Precision Recall
curve and AUPR). Results show that the symmetrized signature should be
preferred to the standard signature for metagenomic data. We also show that
deviation from Chargaff’s second parity rule carries a phylogenetic signal, al-
though relatively weak.
4.2 Methods
4.2.1 Genomic Signatures
In this study we focus on signatures based on tetranucleotide (4-mer) fre-
quencies, since previous works had demonstrated that these features carry a
significant phylogenetic signal (Pride et al., 2003). Let W denote the set of
all the 256 tetranucleotides, represented as words of length 4 in the alphabet
{A,C,G,T}; given a tetranucleotide w ∈ W , we denote by wRC the reverse
complement of w. Note that 16 of these 256 tetranucleotides are palindromic,
i.e, they coincide with their respective reverse complements (wRC = w). Given
a metagenomic sequence s, we denote with fi and f
RC
i the frequencies with
which tetranucleotides wi and w
RC
i occur in s, respectively. If Chargaff’s sec-
ond parity rule holds for sequence s, than fi ≈ fRCi for all i = 1, . . . , 256.
We view a signature as a function ρα mapping a sequence s to a vector
(a1, . . . , an) of real numbers; first of all, we introduce the signature usually
adopted for metagenomic data:
Frequencies Signature ρT: This signature is defined by setting the i-th compo-
nent ai of ρ
T(s) to fi, for i = 1, . . . , 256. This signature has been used in many
tools for metagenomic data analysis (Teeling et al., 2004; Chan et al., 2008;
Diaz et al., 2009; Mohammed et al., 2011); among the analyzed signatures, it
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is the only one that is affected by the source strand of the sequence and does
not exploit reverse complementarity of tetranucleotides. It is also affected by
the deviation from Chargaff’s rule.
The remaining signatures assume the same value for a sequence and its
reverse complement, so that the source strand of the sequence does not affect
the signature:
Minimal and Maximal complementarity signatures ρmin and ρmax: These sig-
natures are defined such that ρmin(s) := (a1, . . . , a120), with ai = min(fi, f
RC
i )
and wi 6= wRCi , and ρmax(s) := (a1, . . . , a120), with ai = max(fi, fRCi ) and
wi 6= wRCi . These signatures are affected by the deviation from Chargaff’s
rule. Notice that in these signatures we employ only the 240 non-palindromic
tetranucleotides.
Palindromic Signature ρP: This signature considers only the frequencies of the
16 palindromic tetranucleotides (i.e., wi = w
RC
i ). That is ρ
P(s) := (a1, . . . , a16)
with ai = fi. The introduction of this signature is motivated by a recent
study, where the frequency distribution of these tetranucleotides was shown
to exhibit highest inter-species but low intra-species variance on 10,000 bp se-
quences (Lamprea-Burgunder et al., 2011).
Combination Signature (ρmax, ρmin, ρP): This combination of signatures uses
all the 256 tetranucleotide frequencies. As a combination of ρmax, ρmin and ρP,
it maps a sequence s to a vector (a1, . . . , a120, b1, . . . , b120, c1, . . . , c16), where
the features ai = max(fi, f
RC
i ) and bi = min(fi, f
RC
i ) are derived from the
non-palindromic 4-mers (wi 6= wRCi ), while ci = fi is computed for the 16
palindromic 4-mers. This signature is affected by the deviation from Char-
gaff’s rule.
Symmetrized Signature ρS: This signature is obtained by summing the frequen-
cies of distinct reverse complementary 4-mers (see, e.g., (Mra´zek, 2009)). It
is defined as ρS(s) := (a1, . . . , a136), with ai = fi + f
RC
i if wi 6= wRCi , and
ai = fi, otherwise. Notice that the vector ρ
S(s) has 136 features, since 16
tetranucleotides are palindromic, i.e, they coincide with their reverse comple-
ment, and 240 are not (i.e., wi 6= wRCi ).
Symmetrized Rank Signature ρRank: This signature is defined such that ρRank(s)
is the ranking induced by sorting the elements of ρS(s) in descending order.
This signature was used in recent works on metagenomic binning 2 (Yang et al.,
2010; Wang et al., 2012); however, it was not specified how ρS(s) ranking is
performed when some ρS(s) elements have the same value. We decided to per-
form a second ranking between features having the same values according to
the alphabetical order of the respective tetranucleotides. For example, if the
2In those works, distance between sequences was measured through Spearman footrule
distance, that is equivalent to compare the values assumed by ρRank via L1.
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frequency of the palindromic 4-mer ’ACGT’ is equal to the sum of the frequen-
cies of the reverse complementary pair ’AAAA’ and ’TTTT’, then the ρRank
value corresponding to the pair will be lower than the one of the single se-
quence, because ’AAAA’ precedes ’ACGT’ in the alphabetic order. Our choice
of this second ranking was motivated by the simplicity of its implementation
and computation.
The symmetrized signature ρS can be seen as simplification of combination
signature (ρmax, ρmin, ρP), derived exploiting Chargaff’s rule to reduce feature
space dimension. Indeed, a way to reduce the dimension of combination sig-
nature is to substitute some of its features with new features corresponding to
their sum; the side effect of this approach is that it removes the distinction
between the frequencies of the chosen tetranucleotides. Chargaff’s rule sug-
gests that the distinction between max(fi, f
RC
i ) and min(fi, f
RC
i ) may not be
particularly relevant; hence it is sensible to replace each of these 120 feature
pairs with their sum max(fi, f
RC
i ) + min(fi, f
RC
i ) = fi + f
RC
i , reducing the
signature to 136 features. As a result, we obtain ρS.
The following signatures were designed to capture only the deviation from
Chargaff’s second parity rule in the given sequence. The deviation is computed
with respect to tetranucleotide frequencies; their features are derived from the
non-palindromic tetranucleotides:
Asymmetry Signature ρA: This is the only signature that measures the devi-
ation with respect to sequence length, because of the way fi is defined. It is
defined as ρA(s) := (a1, . . . , a120), where ai = |fi − fRCi |.
Skew Signature ρSkew: This signature is based on the standard relative skew
index usually adopted in literature, such as (Xia, 2012). It is defined as
ρSkew(s) := (a1, . . . , a120), where
ai =
0, if fi = fRCi = 0,|fi−fRCi |
fi+fRCi
, otherwise.
Ratio Signatures ρRatio1 and ρRatio2: These signatures are defined for the 4-
mers that have different reverse complement as ρRatio1(s) = (a1, . . . , a120) and
ρRatio2(s) = (b1, . . . , b120), where
ai =
1, if fi = fRCi = 0,min( fi
fRCi
,
fRCi
fi
), otherwise,
bi =

1
2 , if fi = f
RC
i = 0,
min(fi,f
RC
i )
fi+fRCi
, otherwise,
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for wi 6= wRCi .
JS Signature ρJS: This signature is based on Jensen-Shannon divergence (Lin,
1991), and is defined as ρJS(s) = (a1, . . . , a120) with
ai := fi log
fi
1
2(fi + f
RC
i )
+ fRCi log
fRCi
1
2(fi + f
RC
i )
.
This signature is based only on the non-palindromic tetranucleotides.
Similarity between signatures was computed using L1 distance (also known
as Manhattan distance). The choice of this distance is motivated by its use in
previous methods for taxonomic assignment of metagenomic sequences (Mo-
hammed et al., 2011). Moreover, the distances most often used in literature on
genomic signatures are based on L1 multiplied by an averaging factor (Karlin
et al., 1998; Bohlin, 2011; Mra´zek, 2009). Given a genomic signature ρa, the
related signature distance between two nucleotide sequences s, z is defined by
computing the L1 distance between ρ
a(s) and ρa(z).
We also analyzed a few combinations of couples of signatures, such as
(ρS(s), ρA(s)), (ρmin(s), ρmax(s)), and the remaining combinations of ρmin, ρmax
and ρP. Similarly, we studied the combinations (ρSN (s), ρ
Rank
N (s)) and (ρ
S
N (s), ρ
Skew
N (s)),
where ρaN (s) is the normalized version of a given signature ρ
a(s); ρaN (s) is de-
fined as ρa(s) divided by the maximum value that can be achieved by the
related signature distance. This maximum distance depends on the sequence
length. The maximum values of the signatures are provided in Appendix Ta-
ble D.1. Performances of the sum of minimal and maximal complementary
signatures, namely ρmin + ρmax, were also analyzed.
4.2.2 Data acquisition and preprocessing
Complete genomes of 1,284 prokaryotes were downloaded from the NCBI ftp
server 3on March 2011. The list of the genomes is provided online4.
From a given genome, three sets of sequences were randomly sampled from
both strands, simulating a sequencing error of 1%. Each of these sets consists
of 10,000 possibly overlapping sequences with same length. Three sequence
lengths where considered: 150 bp, 500 bp, and 1,000 bp. The NCBI taxon-
omy5 (Sayers et al., 2009) was used as reference taxonomy of the analyzed
prokaryotes.
3Available at ftp://ftp.ncbi.nih.gov/genomes/Bacteria/
4Available at http://cs.ru.nl/~gori/download/Table_S1_list_genomes.txt
5Available at ftp://ftp.ncbi.nih.gov/pub/taxonomy/
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4.2.3 Computing signatures values
Revising the methodology employed in related works (Yang et al., 2010), we
generated sets of sequences and evaluated the dissimilarity of the signature
values on pairs of these sequences. Specifically, we evaluated the quality of
a signature based on its property of assuming similar values for sequences of
the same genome, and different values for sequences of different ones. We
also evaluated the signatures’ performance at taxonomic levels, by considering
the taxonomic distance of two sequences as the taxonomic rank of the lowest
common ancestor of their source genomes in the taxonomy tree.
Specifically, for each of the three sequence lengths (150 bp, 500 bp, 1,000 bp)
we created 9 sets of sequence pairs, where each set corresponds to a different
degree of diversity of the source genomes. Subsequently, signature distances
between sequences for each pair of the sets were computed. From the resulting
distance values, 9 distributions of distances were obtained for each signature. A
first distribution was generated using the distances between sequences of a same
genome (intra-genome signature distances): for each genome, we computed all
the pairwise signature distances between the 10,000 sequences of that genome.
These ∼ 6.42 · 1010 distances ((10,0002 ) sequence pairs for 1,284 genomes) pro-
vided a distribution of intra-genome distances for the given signature. Each
distribution was stored as a histogram of distance frequencies.
The other 8 distributions of distances were generated by computing dis-
tances between sequences from different genomes (inter-genomic signature dis-
tances), where each of the 8 distributions was obtained by considering a dif-
ferent level of taxonomic distance of the compared genomes. Specifically, we
created 7 sets of organism pairs, one for each of the following taxonomic ranks:
Species, Genus, Family, Order, Class, Phylum, Superkingdom. The set of pairs
associated to a rank r consisted of 1,000 different pairs of organisms randomly
selected among those whose lowest common ancestor in the taxonomy tree was
at rank r. For each pair of these organisms, we randomly selected 1,000,000
pairs of genomic sequences from the set of all the sequences sampled from
these genomes, and calculated the resulting distances. These 109 distances
(1,000,000 sequence pairs for 1,000 genomes) provided a distribution of inter-
genomic distances at rank r. Each distribution was stored as a histogram of
distance frequencies, whose bins were the same used for intra-genome distances
histogram. Furthermore, we also created a set of organism pairs where each
element is made by a bacterium and an archaeon, the two superkingdoms of
the Prokaryotes. We computed and stored a signature distance distribution for
this set of organism pairs using the same methodology applied for the other
inter-genomic distances. We refer to this distribution as the inter-genomic
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signature distance distribution at prokaryotes level.
4.2.4 Evaluating the effectiveness of signatures
We assessed the capability of a genomic signature to preserve the taxonomic
relations between the source genomes of pairs of sequences. Specifically, for
each genomic signature, we tested if the related signature distance yielded small
values for sequence pairs of taxonomically closely related source microbes, and
greater values for sequences of distantly related microbes. To this aim, the
signature distance was considered as a score for the sequence pair; the score
quantifies the degree of relation between the source genomes, according to the
given signature. Higher scores correspond to sequences that are more likely to
belong to taxonomically distant genomes, according to the related signature.
Performances of different signatures were compared through Precision Re-
call (PR) curves (Davis and Goadrich, 2006). The performance of each sig-
nature was evaluated at different representation levels: Intra-genome, Species,
. . . , Superkingdom. For a given representation level, sequence pairs were par-
titioned in two sets: the pairs having taxonomic distances up to the associated
level, called “positives”, and the remaining pairs, the “negatives”. Specifically,
for intra-genome representation level, the set of positive sequence pairs was
made by the pairs sampled from the same genome; the remaining pairs formed
the set of negatives. For representation level corresponding to taxonomic rank
r, instead, we considered as positives all the sequence pairs such that the lowest
common ancestor of the taxa of their source genomes was at rank r or lower.
The remaining pairs were the negatives. Having defined the set of positives and
negatives, we could compute the set of “true positives” and “false positives”
for a given signature distance threshold and derive the PR curve. Given a sig-
nature distance threshold, we considered as “true positives” the positive pairs
whose distance was below or equal to the threshold; similarly, “false positives”
were made by the negatives with distance below or equal to the threshold.
Therefore, for each distance threshold t we could compute the Precision and
Recall, defined as follows:
Precision(t) =
TP(t)
TP(t) + FP(t)
, Recall(t) =
TP(t)
P
,
where P, TP(t), and FP(t) indicate the number of positives, true positives and
false positives for t, respectively. Plotting Recall on the x-axis and Precision
on the y-axis, a point in the PR space is derived for a given t. Varying t
among the values of our distance distributions, we produced the PR curve for
the associated signature. We used the PR curve because it can clearly shows if
a signature ρα is always better than signature ρβ, namely if the PR curve of ρα
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is always above the one of ρβ. PR curve was preferred to Receiver Operating
Characteristic curve because it is more informative when data are highly skewed
with respect to negatives/positives abundances (Davis and Goadrich, 2006).
This property is relevant in our case, since in a generic metagenomic dataset the
sets of sequence pairs corresponding to different levels of taxonomic diversity
can have different sizes; for instance, it might happen that pairs belonging to
related genomes, i.e. the positives, would be much fewer than pairs of distantly
related ones. As an index of signature quality, we used the Area Under the PR
Curve (AUPR) (Davis and Goadrich, 2006).
PR curves were derived from the histograms of distance frequencies previ-
ously obtained, simulating the signature performances on three different com-
munity structures. The community structures are given by the topology of the
taxonomic tree of the community members. The first community structure,
called complex, is a binary taxonomic tree: the taxa of each rank have two
descent taxa, while each species has two distinct strains in the community. As
shown in Appendix Section D.1.1, with this structure the number of sequence
pairs with taxonomic distance at a given rank increases exponentially with
rank highness. We decided to study such a complex structure because it is
known that binning methods have problems with communities made by many
species. The second community structure, called medium, is made by a total
of 11 strains distributed among 7 species (Appendix Figure D.1); 6 of these
species belong to the same phylum. In this structure, there are no sequence
pairs with taxonomic distance at rank Class and Superkingdom, because no
species pair has lowest common ancestor at these ranks. The third community
structure, called simple, is made by a species with 3 strains and by other 3
species with one strain each (Appendix Figure D.2). These 4 species belong to
3 phyla of the same superkingdom. In this structure, the sequence pairs are
present only for taxonomic distance at intra-genome level and at ranks Class
and Superkindom. The detailed description of these structures is available in
Appendix Section D.1. To analyze the effectiveness of a signature on a given
community structure, the histogram of distance frequencies for a certain rank
was rescaled according to proportions of sequence pairs with taxonomic dis-
tance at that rank in the studied structure. This was done to take into account
that, for a given structure, the numbers of sequence pairs corresponding to dif-
ferent levels of taxonomic diversity of the source genomes respect a certain
proportion (see Appendix Section D.1).
For a given representation level and community structure, two histograms
of distance frequencies were derived from the rescaled histograms; these two
histograms represented the distances for the positive and the negative sequence
pairs, respectively. For intra-genome representation level, the rescaled his-
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togram related to intra-genome distances gave us the distance frequencies for
the positive sequence pairs, the ones sampled from the same genome. The
remaining rescaled histograms were added bin by bin, giving us the distance
frequencies for the negative sequence pairs. For representation level corre-
sponding to rank r, the rescaled histograms related to taxonomic distance at
rank r or lower were added bin by bin, giving us the distance frequencies for the
positive sequence pairs, i.e., the ones such that the lowest common ancestor of
the taxa of their source genomes was at rank r or lower. The distance frequen-
cies for the negatives were obtained in an analogous way, using the remaining
rescaled histograms.
For each signature, the PR curve was derived from the histograms of posi-
tive and negative signature distances, respectively; the histograms shared the
same bins. The PR curve was produced varying the threshold t among the
edges of the histograms. Given a histogram, the number of sequence pairs
whose distances were lower or equal than t was computed adding the his-
togram values for bins whose edges were lower or equal than t. Similarly, the
number of sequence pairs whose distances were higher than t was computed
using the histogram bins higher than t. Therefore, from the histograms we
could compute the number of positives, true positives and false positives and
hence the PR curve.
4.3 Results and Discussion
Signatures’ performances were assessed through Precision Recall curves, using
the Area Under the Precision Recall curves (AUPRs). The AUPRs obtained
by a signature for different levels of representation were compared with the
ones of an artificial signature: this has the same distance distribution for each
taxonomic rank, and hence cannot distinguish them. We show in Appendix
Section D.2 that the AUPR of this signature is equal to the ratio of positives
in the data. If the AUPR of a signature is higher than the one of this artificial
signature, then it can be considerate efficacious; the higher the AUPR, the
better the signature.
Expectedly, signatures’ performances increased with sequences length. For
instance, Figure 4.1 shows that longer sequences led to higher AUPRs for ρS;
the same happened for the other signatures. This phenomenon is sensible
because the longer a sequence is, the more information it contains; hence,
the compositional properties that characterize the source genomes are more
recognizable. The trend was weaker for signatures designed to capture the
deviation from Chargaff’s second parity rule. In particular, their performances
for complex community structure were not affected by sequence length (for
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ρRatio1, see Appendix Figure D.3). This is probably due to the weakness of the
phylogenetic signal captured by these signatures; this weakness is particularly
problematic for complex structure, because the signatures have to distinguish
between more levels of taxonomic distance.
Intra-genome Species Genus Family Order Phylum
Representation level
0.0
0.2
0.4
0.6
0.8
1.0
AU
PR
Signature: Symmetrized - ρS , Mixed Community
150 bp
500 bp
1000 bp
Figure 4.1: AUPRs obtained by Symmetrized Signature for all the sequences
length on medium-complexity community structure.
For each representation level, community structure and sequences length,
the best results were achieved by signatures incorporating the information con-
tained in minimal and maximal reverse complementarity signatures, namely
ρS, (ρmax, ρmin, ρP), ρmin + ρmax, and (ρmax, ρmin) (Figure 4.2, Appendix Fig-
ure D.4). However, the lower the sequences length, the narrower the perfor-
mances’ range. Nevertheless, even for 150 bp sequences the best signatures had
substantially higher AUPRs than the worst ones (Figure 4.3). For example,
signature ρT, the most common in literature, was excelled by these four sig-
natures; however, it had practically the same performance of them for 150 bp
sequences sampled from a complex community.
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Intra-genome Species Genus Family Order Class Phylum Superkingdom
Representation level
0.0
0.1
0.2
0.3
0.4
0.5
0.6
AU
PR
Sequences length: 1000 bp, Complex Community
Symmetrized - ρS
Combination (ρmin ,ρmax ,ρP )
Symmetrized reduced - ρmin +ρmax
Combination (ρmin ,ρmax )
Maximal Complementary - ρmax
Frequencies - ρT
Minimal Complementary - ρmin
Symmetrized Rank - ρRank
Palindromic - ρP
Ratio - ρRatio1
Figure 4.2: AUPRs obtained by the best signatures on complex community
structure, for 1000 bp sequences. Dashed line is made by the AUPRs of a
signature whose distance distributions are identical for each rank; the AUPRs
of this signature do not depend on distribution shape.
Remarkably, signatures ρS and ρmin +ρmax excelled ρT both in performance
and feature space tractability. Indeed, while ρT had 256 features, ρS and
ρmin +ρmax had 136 and 120 features, respectively. The comparable AUPRs of
these last two signatures indicate that some ρS features can be removed with
virtually no performance loss. This can be deduced by the fact that the features
that compose ρmin + ρmax are actually the 120 features of ρS not related to
palindrome tetranucleotides; the following relation holds ρS = (ρmin+ρmax, ρP).
It might be possible that good performances could still be obtained by using
a different and perhaps smaller set of ρS features. Indeed, ρP excelled the
signatures based of Chargaff’s rule deviation for 500 bp and 1,000 bp sequences;
this result is quite remarkable, given that ρP is made by only 16 features of
ρS. Reduction of feature space is indeed exploited by some existing binning
methods (Kislyuk et al., 2009).
55
COMPOSITION-BASED FEATURES 4.3
Intra-genome Species Genus Family Order Class Phylum Superkingdom
Representation level
0.0
0.1
0.2
0.3
0.4
0.5
0.6
AU
PR
Sequences length: 150 bp, Complex Community
Combination (ρmin ,ρmax )
Symmetrized reduced - ρmin +ρmax
Combination (ρmin ,ρmax ,ρP )
Symmetrized - ρS
Maximal Complementary - ρmax
Symmetrized Rank - ρRank
Frequencies - ρT
Ratio - ρRatio1
Minimal Complementary - ρmin
Palindromic - ρP
Figure 4.3: AUPRs obtained by the best signatures on complex community
structure, for 150 bp sequences. Dashed line is made by the AUPRs of a
signature whose distance distributions are identical for each rank; the AUPRs
of this signature do not depend on distribution shape.
Comparing the results of ρmax, ρmin and their combinations, it might be
deduced that deviation from Chargaff’s second parity rule carries a weak phy-
logenetic signal (Figure 4.4). Signature (ρmax, ρmin), which tries to capture this
deviation, had performances similar to ρmin +ρmax, that is its symmetrized ver-
sion. One might hypothesize that this is due to the fact that Chargaff’s rule
makes ρmax and ρmin virtually identical. However, this did not happen in our
experiments, where ρmax gave always better results than ρmin. Nevertheless,
the signatures designed to capture just the deviation from Chargaff’s rule had
overall low performances (Appendix Figure D.6). Another perspective on the
relation between the deviation from the rule and the taxonomic distance is
given by looking at the signature distance distributions computed for different
levels of taxonomic distance. Figure 4.5 shows that the distance associated to
signature ρA tends to assume slightly higher values for sequences coming from
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distantly related species; indeed, the signature distance distributions associated
to higher levels of taxonomic distance are a bit shifted to higher values.
Excellent performances of signature (ρmax, ρmin, ρP) show that higher effi-
cacy can be achieved grouping ρT features according to a sensible criterion. As
a matter of fact, this combination maps a given sequence s to a permutation of
the 256 components of ρT(s). Indeed, following the notation previously intro-
duced, it can be proved that each feature of ρT corresponds to the frequency
of a certain tetranucleotide w. If w = wRC holds, than its frequency will be
a feature of ρP; if the equality does not hold, frequency of w will be a feature
either of ρmax or ρmin.
4.4 Conclusions
In this work, we compared the performances of new and existing genomic signa-
tures for metagenomic data analysis. The signatures were tested with respect
to their capability to preserve the taxonomic relations of the source organ-
isms of pairs of sequences. Signature distances were evaluated for sequences
of 1,000 bp, 500 bp, and 150 bp randomly sampled from 1,284 prokaryotic
genomes.
Signature performances decreased for short sequences, as expected. It is
likely that no signature can be effective on them, due to the little information
contained. Some works (Nalbantoglu et al., 2011; Wang et al., 2012) dealt
successfully with this issue adopting the following approach: short sequences
were grouped, and then the signature was computed on this set as if it were
one long sequence. However, this procedure might be risky for metagenomes
with high diversity or low species coverage (Luo et al., 2012).
According to our experiments, metagenomic data representation can be im-
proved by taking into account the specific properties of these data. In particu-
lar, the best results were achieved by signatures incorporating the information
contained in minimal and maximal reverse complementarity signatures. Re-
markably, these signatures excelled the most used signature in metagenomic
data analysis, namely the standard tetranucleotide frequencies signature.
Deviation from Chargaff’s second parity rule seems related to the taxo-
nomic classification of the species, but not strongly: signatures that are ex-
clusively based on these asymmetries are not good enough to achieve the best
performances. Nevertheless, the combination of minimal and maximal reverse
complementarity signatures with palindromic signature achieved excellent per-
formances while being influenced by these asymmetries.
Results indicate that the symmetrized signature should be preferred to the
standard signature for data representation. As a matter of fact, it had the
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best performance among all the tested signatures; the dimension of its feature
space is about half of the one of the standard signature, making the data more
tractable. Moreover, the symmetrized signature is not affected by the source
strand of the sequence, and the dimensionality reduction is performed thanks
to Chargaff’s second parity rule: these characteristics make this signature more
robust and biologically sound than the standard signature. Results also indi-
cate that some features of symmetrized signature can be removed without a
relevant decrease of performance. Despite the symmetrized signature is known
in literature (Mra´zek, 2009), to the best of our knowledge it has never been
directly used in metagenomic applications.
Intra-genome Species Genus Family Order Phylum
Representation level
0.0
0.2
0.4
0.6
0.8
1.0
AU
PR
Sequences length: 500 bp, Mixed Community
Symmetrized reduced - ρmin +ρmax
Combination (ρmin ,ρmax )
Maximal Complementary - ρmax
Frequencies - ρT
Minimal Complementary - ρmin
Figure 4.4: AUPRs obtained by a few asymmetry-related signatures on
medium-complexity community structure, for 500 bp sequences. Dashed line
is made by the AUPRs of a signature whose distance distributions are identi-
cal for each rank; the AUPRs of this signature do not depend on distribution
shape.
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Figure 4.5: Normalized empirical distributions of ρA distances, for different
levels of taxonomic diversity.
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Chapter 5
The metagenomic basis of
anammox metabolism in
Candidatus ‘Brocadia fulgida’
Anammox (anaerobic ammonium oxidation) coupled to nitrite reduction is an
important step in the nitrogen cycle and has been recognized as an important
sink for fixed nitrogen in the ocean. Still little is known about the genomic
blueprint of different anammox species. In the present chapter, we discuss the
important genes of anammox metabolism in Candidatus ‘Brocadia fulgida’ that
were retrieved via a metagenomic approach.1
5.1 Introduction
Anammox (anaerobic ammonium oxidation) is the oxidation of ammonium to
dinitrogen gas under anoxic conditions with nitrite as the electron acceptor.
The anammox reaction is mediated by a group of micro-organisms in the or-
der Brocadiales within the phylum Planctomycetes (Broda, 1977; Strous et al.,
1999; Jetten et al., 2010). At first, anammox bacteria were studied in the con-
text of applying the process in a more sustainable nitrogen removal system.
Later, the role of anammox bacteria in oxygen-limited ecosystems was inves-
tigated (Kuypers et al., 2005; Lam et al., 2009; Jensen et al., 2011; Schmid
et al., 2007; Van De Vossenberg et al., 2008). As a result of those studies, the
anammox process was successfully applied as an environmentally friendly and
cost-effective alternative to conventional wastewater-treatment plants (Jetten
et al., 1997; Kartal et al., 2010). Furthermore, anammox bacteria have been
1
This chapter is based on: Gori, F., Tringe, S. G., Kartal, B., Marchiori, E., and Jetten, M. S. M. (2011c).
The metagenomic basis of anammox metabolism in Candidatus ‘Brocadia fulgida’. Biochemical Society Transactions,
39(6), 1799–1804
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detected in many oxygen-limited marine and freshwater ecosystems, and the
process is now recognized as a major sink for fixed nitrogen globally.
Nevertheless, the genomic details of these intriguing micro-organisms are
restricted to information obtained from one species only (Strous et al., 2006).
Insights from the Candidatus ‘Kuenenia’ (henceforth referred to as Kuenenia)
genome analysis led to a hypothetical metabolic scheme that is centered on the
reductive power of hydrazine (De Almeida et al., 2011; Kartal et al., 2011). The
low-redox potential electrons released through the oxidation of hydrazine to N2
by putative hydrazine oxidases (hzo) serve several purposes: the boost of the
synthesis of hydrazine by hydrazine synthase (hzs) from NO and ammonium;
the build up of a pmf (protonmotive force) by the cytochrome bc1 complex, and
providing the reductive power for carbon fixation (Kartal et al., 2011). The
electrons used in assimilation, however, need to be replenished by the oxidation
of nitrite to nitrate by a NarGH complex. Alternatively, it was shown that
anammox bacteria use several organic acids (formate, acetate and propionate)
as an additional energy/electron source (Kartal et al., 2007, 2008). Addition
of 2 mM acetate to the standard anammox medium and using sludge from a
wastewater-treatment plant as the inoculum resulted in the enrichment of the
anammox bacterium Candidatus ‘Brocadia fulgida’ (henceforth referred to as
B. fulgida). Subsequent physiological tests showed that this organism could
oxidize acetate and propionate at relatively higher rates compared to other
anammox bacteria (Kartal et al., 2007). In order to unravel the blueprint of
B. fulgida, we started a metagenome project. In the present chapter, we discuss
the identification of important anammox genes in this dataset and compare the
findings with those in Kuenenia stuttgartiensis.
5.2 B. fulgida metagenome
The metagenome described was based on the biomass of a laboratory-scale en-
richment culture (∼70%) of B. fulgida (Kartal et al., 2007, 2008). B. fulgida
was grown in a continuous bioreactor supplied with acetate, ammonium and
nitrite. DNA was extracted according to JGI standard protocols and used
to construct short insert (1–3 kbp insert) and fosmid (40 kbp insert) shotgun
libraries. Approximately 22,000 (shotgun) and 21,000 fosmid clones were se-
quenced by Sanger technology at both ends. In addition, a 454 FLX run was
performed, yielding approximately 240,000 reads of an average length of 247 nt.
In three complementary approaches, the important anammox genes encod-
ing nitrogen catabolism were retrieved. A reference set of Kuenenia genes
encoding nitrate transporters (narK ), nitrite transporters (focA), ammonium
transporters (amtB), nitrate reductase (narGH ), nitrite reductase (nirS ), oc-
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tahaem hydroxylamine/hydrazine oxidase (hao/hzo) and hydrazine synthase
(hzsABC ) was composed and used in a BLASTX search using the sequence
reads as query(for a detailed description of BLASTX, see Appendix A). In
Table 5.1, the percentages of ORF (Open Reading Frame) length that were
mapped by different sequencing platforms and by all datasets together are
listed. Only BLASTX alignments with identity of at least 30% and an E -value
≤ 10−6 and for the 454 FLX reads ≤ 10−7 were used. From Table 5.1, it
is clear that the different libraries and sequences methods yield very different
coverage of the various anammox genes. The presence of B. fulgida in the
sequenced data is in general quite low (∼10%) and there appears to be a bias
against anammox DNA in the extraction, cloning or sequencing procedures
(see Chapter 6) as was observed for the Kuenenia metagenome (Strous et al.,
2006). Nevertheless, it was possible to retrieve 22 of the 25 important genes of
B. fulgida.
In a second approach, the sequence reads were used to create a genome
assembly using CLCBIO software. Using the default settings (minimum length
of 50% and minimum identity of 80%) of the program, 7,662 contigs were
created using 62 Mbp of the 107 Mbp sequencing information. The average
length of the contigs was 1,959 nt (N50 2,159 nt) and contained in total 15 Mbp
at an average coverage of 4X. The longest contig that could be assembled was
31 kbp. Many of the contigs had a high GC-content of approximately 70% and
probably did not belong to B. fulgida, but to other members of the community.
The contigs were used in a BLASTX search against the Kuenenia genome with
emphasis on the 25 genes listed in Table 5.1 and a cutoff E -value of 0.0001 was
used. The contigs that had good BLASTX hits with Kuenenia genes had an
average GC-content of 44%, but constituted a minor fraction at ∼12% of the
total.
This was followed by a third method in which the first two approaches were
combined. First, the reads were mapped to the Kuenenia genome by BLASTX
with an E -value of 10−5. All mapped reads were pooled and used to make a
new assembly. In this way, 2,726 contigs of total 4.9 Mbp were created and
analysed by BLASTX. A total of 536 ORFs with very high identity (>70%) to
Kuenenia proteins were obtained.
5.2.1 Inorganic nitrogen transport proteins of B. fulgida
Anammox bacteria have to sequester their inorganic nitrogen substrates from
the environment, often under nutrient limitation. Thus it is not surprising
that many genes for nitrate, nitrite and ammonium transport were found in
the (meta)genomes of anammox bacteria (Table 5.2). The Kuenenia genome
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Table 5.1: Overview of the percentage of ORFs covered by the different li-
braries and sequencing platforms
Gene
Kuenenia
reference
Shotgun Fosmid 454 FLX
All datasets
together
narK kuste2308 0 0 0 0
kuste2335 65.9 42.4 60.4 99.5
focA kusta0004 59.7 0 47.6 71.3
kustd1720 0 0 55.7 55.7
kustd1721 0 0 14.5 14.5
kuste4324 0 0 33.5 33.5
nirS kuste4136 0 0 0 0
amtB kustc0381 0 0 49.5 49.5
kustc1009 0 90.1 59.5 98.1
kustc1012 0 12.6 75.1 82.0
kustc1015 45.5 0 16.1 47.1
kuste3690 96.6 29.1 46.1 96.6
hao/hzo kusta0043 85.9 89.1 70.5 89.1
kustc0458 0 35.0 97.6 97.6
kustc0694 10.9 0 9.7 10.9
kustc1061 0 0 0 0
kustd1340 0 0 34.4 34.4
kuste2435 48.8 92.1 77.1 92.7
kuste2457 63.5 42.9 12.7 63.5
kuste4574 64.7 0 82.3 90.9
hzsC kuste2859 73.5 83.7 90.9 90.9
hzsB kuste2860 0 0 51.8 51.8
hzsA kuste2861 0 5.6 33.3 34.1
narG kustd1700 99.9 99.2 97.2 99.9
narH kustd1703 29.0 0 100 100
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contained two copies of a gene encoding a putative nitrate/nitrite antiporter
(narK ), but only one full copy could be retrieved from the B. fulgida metagenome
by any one of the three methods. This protein was mapped for at least 42% by
each technology (Table 5.1). The encoded B. fulgida protein was of the same
length (403 amino acids), had a high (88%) overall identity and was preceded
on the contig by the same hypothetical protein as one of the orthologues in
Kuenenia.
The genome of Kuenenia encodes four formate/nitrite transport proteins
(focA). However, in the B. fulgida metagenome, only one of them (kusta0004)
was mapped using more than one sequencing technology (Table 5.1). Consis-
tently, only one nearly full copy at 79% similarity of the kusta0004 homologue
could be identified in the contigs generated. Five copies of the ammonium-
transport protein amtB were encoded in the Kuenenia genome. Homologues
of three of those could also be retrieved from the B. fulgida metagenome at
identities between 75 and 97% on amino acid basis. These genes were highly
similar to each other and were well mapped (at least 82%) by the union of the
sequence reads. The amtB genes had a very similar gene context as in Kue-
nenia and were preceded by the gene encoding the nitrogen-regulator protein
glnK.
5.2.2 Genes in nitrogen catabolism of B. fulgida
Once the inorganic nitrogen compounds are transported into the anammox
cell, nitrite is assumed to be converted into NO (nitric oxide) by a cytochrome
cd1 nitrite reductase nirS. In both B. fulgida assemblies, two contigs that har-
boured a (partial) nirS gene were identified. However, these showed highest
similarity (77%) to the nirS of Thiobacillus denitrificans and (89%) to nirS of
Dechloromonas aromatica RCB. Both contigs had a GC-content of 62%, thus
these are most likely to not be part of the B. fulgida blueprint. Genes for
the biosynthesis of haem d (nirDHJN ) were present in the metagenome, but
only one copy of nirJ had a high identity (69% over 629 amino acids) towards
the Kuenenia homologue. The apparent lack of a nirS gene might be caused
by the low coverage of the assemblies, which might have an entirely different
composition, or the production of NO might be catalyzed by another protein
in this species.
In the next step of the anammox metabolism, ammonium and NO are
combined by the hydrazine synthase putatively encoded by the gene cluster
kuste2859–2860–2861 (hzsCBA) in the Kuenenia genome assembly (De Almeida
et al., 2011). The dihaem protein kuste2860 (hzsB) has a high sequence similar-
ity to cytochrome c peroxidase of other bacteria. In the B. fulgida metagenome,
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Kuste2859  Kuste2860      Kuste2861 
Contig1642              Contig4126                        Contig2327        Contig7065 
Organization of Kuenenia hydrazine synthase  gene cluster 
B. fulgida contigs containing (partial) hydrazine synthase  genes 
389aa  90% 329aa      90% 367aa 92% 84aa 321aa  83% 
                                    ContigB1436          ContigB1901 
351aa   83% 344aa 85% 335aa   86% 386aa       81% hao 
Figure 5.1: Organization of hydrazine synthase (hzsABC ) genes in Kuenenia
and B. fulgida. Black bars indicate cytochrome c (CXXCH)-binding sites and
percentages are the similarities to the corresponding (part of the) Kuenenia
protein. Contigs B1436 and B1901 belong to the second assembly.
full copies of kuste2859 and kuste2860 were found with identities between 83
and 92%. The kuste2861 (hzsA) gene was retrieved in three fragments (Figure
5.1) in the first assembly, with identities between 76 and 90%. In the second
assembly, hzsBC and part of hzsA could be linked, and the C-terminal part of
hzsA was followed by an N-terminal part of a hao-like protein similar to the
organization observed in strain KSU-1 (Shimamura et al., 2008). The simi-
larity to the corresponding genes found in strain KSU-1 was between 91 and
93% and showed that this unique protein complex was very well conserved in
other anammox bacteria. One interesting point was that the contigs containing
these genes had a coverage of 7.5–9.7X, that was approximately 3-fold higher
than those of other B. fulgida contigs or genes: this indicates that multiple
identical copies might be present, but were collapsed into one contig during
the assembly. Alternatively, mRNA of these highly expressed genes might not
be removed completely by the DNA-extraction procedure. In contrast with re-
sults for assemblies, only hszC was highly mapped (at least 73%) by the reads
of each technology (Table 5.1); hszA and hszB were mapped essentially only
by the 454 FLX run, and for not more than 52%.
The final step in the metabolism of anammox bacteria is the oxidation of
hydrazine to dinitrogen gas by octahaem hzo/hao proteins. At least eight hao-
like octahaem proteins are encoded in the Kuenenia genome (De Almeida et al.,
2011; Hooper et al., 1997; Klotz et al., 2008; Jetten et al., 2009). kustc0694
and kustd1340 might encode the genuine hydrazine oxidase. Although both
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genes were poorly detected by BLASTX mapping of the reads (Table 5.1), the
metagenome assembly of B. fulgida did contain homologues of both genes, and
the identities of the proteins encoded was 94% with those of Kuenenia and 95%
with those of strain KSU-1. In addition, (partial) homologues of kusta0043
and kustc0458 octahaem proteins were found at high similarity values (74–
86%); these were also highly mapped by the union of the sequence reads (Table
5.1). Altogether, much remains to be learned about the functional roles of the
different octahaem proteins in anammox bacteria (De Almeida et al., 2011).
One could imagine that some of the proteins may be involved in detoxification
of nitrosative stress. Their apparent redundancy can also be an indication of
a much more complicated reaction sequence.
The oxidation of hydrazine also supplies reducing power to the cytochrome
cd1 complex and for carbon fixation via the acetyl-CoA pathway. Two contigs
covering both the quinol cytochrome c reductase and Rieske iron–sulfur pro-
tein of the anammox cytochrome cd1 complex were found in the metagenome.
Furthermore, a 9 kbp contig containing the full complement of the carbon
monoxide dehydrogenase complex of B. fulgida was retrieved at homologies
between 83 and 88%. As B. fulgida oxidizes acetate or propionate additionally
supplied to the culture, BLASTX searches were performed to retrieve the genes
encoding AMP- or ADP-dependent acetate activation. In this way, it could be
retrieved an AMP-dependent acetyl-CoA synthetase gene that had high sim-
ilarity (86%) to the respective gene of Kuenenia. Furthermore, it was found
an ADP-dependent acetate–CoA ligase that had 91% similarity to the gene of
Kuenenia. Future expression and proteome studies have to be performed to
assess whether these genes would also be highly expressed and used for the
acetate metabolism of B. fulgida.
All electrons withdrawn for the assimilation of carbon have to be replen-
ished by the oxidation of nitrite to nitrate. This reaction is assumed to be
catalysed by a nitrate reductase complex encoded by a large gene cluster
(kustd1699–kustd1713) of which narG (kustd1700) and narH (kustd1703) are
the putative catalytic subunits. Large parts of the two genes were mapped by
the sequence reads (Table 5.1), probably because they also share high homol-
ogy with nxrAB of nitrite-oxidizing bacteria and narGH of many denitrifying
bacteria (Lu¨cker et al., 2010). Nevertheless, the narG gene of B. fulgida was
retrieved in four fragments covering 95% of the protein with high homology
(81–87%) (Table 5.2). The contigs that contained partial narH genes had
highest homology with nxrB of Nitrospira (68%) or to the β-subunit of nitrate
reductase of Beggiatoa species (75%).
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5.3 Conclusions
We retrieved core genes of anammox metabolism with three different approaches.
According to our results, the B. fulgida metagenome contained many of the
core anammox genes with high identity with Kuenenia and strain KSU-1. A
gene encoding cytochrome cd1 nirS was not identified, but those for nitrate
reductase, hydrazine synthase and hydrazine oxidase were well detected. Fur-
thermore, genes encoding transport proteins for nitrate, nitrite and ammonium
were all present. Future research will be focused on the elucidation of more
anammox metagenomes to unravel the diversity and function of the key en-
zymes and proteins complexes of these remarkable bacteria.
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Chapter 6
Combining sequencing
technologies for the retrieval
of Candidatus ‘Brocadia
fulgida’
We analyze comparatively three metagenomic datasets acquired from a sample
containing the anammox bacterium Candidatus ‘Brocadia fulgida’ (B. fulgida);
these data were obtained using different sequencing technologies. In each dataset,
the abundance of the reads annotated to B. fulgida was much lower than the
abundance expected from available cell count information, due to the overrep-
resentation of GC-richer organisms. Nevertheless, by considering the union of
B. fulgida reads over the three datasets, the number of B. fulgida ORFs re-
covered for at least 80% of their length was twice the amount recovered by
the best technology. In general, consistency of the taxonomic distributions of
reads obtained with different sequencing technologies suggests that abundance
biases are mainly due to other steps of the sequencing protocols. Nevertheless,
biases against organisms of interest could be compensated combining different
sequencing technologies, due to the diversity of their genome-level sequencing
biases. 1
6.1 Background
Anaerobic ammonium oxidizing (anammox) bacteria conserve energy via oxi-
dation of ammonium to dinitrogen gas in the absence of oxygen (Francis et al.,
2007). They belong to the order Brocadiales within the phylum Planctomycetes
(Broda, 1977; Strous et al., 1999; Jetten et al., 2010). Many studies in the last
1
This chapter is based on: Gori, F., Tringe, S. G., Folino, G., van Hijum, S. A. F. T., Op den Camp, H. J. M.,
Jetten, M. S. M., and Marchiori, E. (2013). Differences in sequencing technologies improve the retrieval of anammox
bacterial genome from metagenomes. BMC Genomics, 14, 7
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decade showed that anammox bacteria are present in many oxygen-limited ma-
rine and fresh-water ecosystems, and the process contributes significantly to
the global loss of fixed nitrogen (Kuypers et al., 2003, 2005; Hamersley et al.,
2007; Jaeschke et al., 2007; Schmid et al., 2007). Moreover, the anammox
process has been applied successfully as an environmentally friendly and cost-
effective alternative to conventional wastewater-treatment plants (Jetten et al.,
1997; Kartal et al., 2010).
Among the candidate genera of anammox bacteria that have been iden-
tified (Kartal et al., 2007; Jetten et al., 2010; Quan et al., 2008), detailed
genomic information is available only for Candidatus ‘Kuenenia stuttgartien-
sis’ (Strous et al., 2006) (henceforth referred as Kuenenia). Indeed, standard
sequencing approaches cannot be applied to sequence the genomes of these
bacteria because pure cultures of anammox bacteria are not obtainable, and
their cells divide at maximum one time per week (Strous and Jetten, 2004).
Therefore metagenomics has been used for studying the genomes of anammox
bacteria (Strous et al., 2006). Metagenomics concerns the analysis of genomic
sequences, or reads, which are directly sequenced from a microbial community
(Wooley et al., 2010).
In this chapter, we analyze the genomic information of the anammox bac-
terium Candidatus ‘Brocadia fulgida’ (henceforth referred as B. fulgida); we
use data acquired through three metagenomic sequencing projects conducted
on the same microbial community (Kartal et al., 2008). These metagenomes
were generated by the following DNA sequencing technologies: Roche 454 FLX,
Sanger sequencing with shotgun library (Messing et al., 1981; Anderson, 1981),
and Sanger sequencing with Fosmid library (Kim et al., 1992) (henceforth, we
refer to these technologies as 454, Shotgun and Fosmid, respectively). We re-
ported earlier a qualitative analysis of these metagenomes focused on anammox
metabolic genes (Gori et al., 2011c) (see Chapter 5).
Here we focus on the comparative analysis of these data from a quantitative
perspective: we investigate how well different technologies represent informa-
tion related to the considered organism of interest, and whether it is beneficial
to combine information obtained using different technologies. This analysis is
motivated by previous studies showing that biases in population distribution
of a metagenome may differ according to the approach adopted to obtain se-
quence data (Morgan et al., 2010). Moreover, there is the possibility that key
members of a community might be poorly represented in sequenced data (De-
Long et al., 2006). From single DNA sample study, it was shown that different
technologies can also have different biases in sequencing and hence different
coverage patterns of the same organism (Harismendy et al., 2009).
Reads generated by each technology were annotated using BLASTX (Altschul
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et al., 1997), by aligning them to the NCBI-NR protein sequence database (for
a detailed description of BLASTX and NCBI-NR, see Appendix A). The result-
ing taxonomic population distributions of reads were also studied with respect
to the GC-content. Since B. fulgida proteins have not previously been de-
scribed, we assumed that all reads assigned to the related anammox bacterium
Kuenenia and all recovered Kuenenia Open Reading Frames (ORFs) belonged
to B. fulgida. We analyzed comparatively the sets of B. fulgida ORFs that
were recovered by the different sequencing technologies; the recovered ORFs
were compared with respect to the coverage pattern, and the percentage of
covered amino acids (here called mapping). We also studied the ORFs with
respect to their functional content and their location on the genome.
6.2 Results and Discussion
6.2.1 Taxonomic annotation and GC-content analysis of anno-
tated reads
BLASTX-based taxonomic annotation of the datasets was performed to iden-
tify the B. fulgida reads. Despite the metagenomes were generated with differ-
ent sequencing technologies, the obtained population distributions were rather
similar, as shown in Figure 6.1. This result is consistent with that of a previous
work, where the population distribution biases were shown to depend more on
DNA-extraction method rather than on sequencing technology (Morgan et al.,
2010). Comparison of the population distributions with cell count estimation
performed in a previous study (Kartal et al., 2008) showed that B. fulgida was
underrepresented in the sequenced data (Appendix Section E.1). Indeed, while
B. fulgida constituted 70-80% of the community cells, in each dataset 11-15%
of the total base pairs of the annotated reads belonged to B. fulgida.
This gap between B. fulgida cell count and its abundance in the metagenomes
was due to an overrepresentation of other organisms having GC-content higher
than the one of B. fulgida. Indeed, the GC-content distribution of the reads
indicated that the three datasets were biased towards GC-rich members of the
community (Figure 6.2). In previous works it has been shown that if a bacterial
genome is split into equally size non-overlapping sequences, the distribution of
the GC-content of the sequences (especially for short ones) will be similar to a
normal distribution centered on GC-content of the genome (Bernaola-Galva´n
et al., 2004; Bohlin et al., 2010). Consequently, the GC-content of reads se-
quenced from a single bacterium is expected to roughly follow a normal distri-
bution and the GC-content of a metagenome could be approximately modeled
by means of a mixture of normal distributions. In our case, for each technol-
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ogy, the distribution of the GC-content of the reads resembled the combination
of two normal distributions: the one centered on GC between 38% and 50%
included reads assigned to B. fulgida; the other one was centered between 65%
and 67%. For each technology, 50% to 58% of the reads belonged to the dis-
tribution with high GC-content (GC-content above 55%) and therefore were
sequenced from GC-rich bacteria. According to BLASTX, these GC-rich bac-
teria mostly belonged to classes Alphaproteobacteria and Betaproteobacteria.
Reads assigned to B. fulgida had a low GC-content, consistently with their
annotation. Nevertheless, a possible hypothesis is that other AT-rich reads
belonging to B. fulgida were wrongly assigned by BLASTX to other species.
However, less than 1.50% of the reads were assigned to other bacteria belonging
to B. fulgida’s phylum - Planctomycetes. Moreover the population distributions
obtained from different sequencing technologies were very similar; therefore,
this hypothesis would require a significant difference in ORFs composition
between B. fulgida and the other Planctomycetes, Kuenenia included. For
each technology, the GC-content of the reads assigned to B. fulgida roughly
followed a normal distribution, centered between 45% and 48%. This result
is in accordance with the expected GC-content of B. fulgida, estimated to be
close to 41%, that is, Kuenenia’s GC-content. However, from 42% to 50% of
the reads had GC-content below 55%; since the corresponding distribution was
centered between 38% and 50% of GC-content, there were other reads of this
distribution with a GC-content compatible with B. fulgida.
In summary, these results show that GC-rich bacteria were overrepresented
in the metagenomic data, for all the considered sequencing technologies. This
indicates that adjustments of sequencing protocols are desirable in order to
prevent overrepresentation of these microbes in the data at the expense of
AT-rich B. fulgida. This bias toward GC-rich organisms might depend on
DNA-fragmentation procedure (Temperton et al., 2009). However, coherency
of population distributions obtained with different sequencing technologies sug-
gests that biases are caused by prior steps, like the adopted DNA-extraction
method (Morgan et al., 2010). Nevertheless, one cannot exclude that other
steps of the sequencing protocol could as well contribute to these phenomena.
6.2.2 Comparative analysis of recovered B. fulgida ORFs
According to the BLASTX annotation we performed, 454 recovered many more
proteins than the other two technologies (see Appendix Section E.2). Specifi-
cally, 454 recovered 114.58% and 191.59% more proteins than Shotgun and Fos-
mid, respectively. However, these differences were smaller when only B. fulgida
ORFs were taken into account. In that case, 454 recovered 32.71% and 41.49%
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more B. fulgida ORFs than Shotgun and Fosmid, respectively (Appendix Ta-
ble E.2). Similar relations held for the sum of proteins amino acids. The two
technologies based on Sanger had similar retrieval performances: they shared
about 70% of the recovered ORFs (Figure 6.3(a)).
Shotgun and Fosmid had similar mapping qualities, as shown by the dis-
tributions of recovered ORFs with respect to the size of their recovered parts
(Figure 6.4). In particular, the percentage of the ORFs that they recovered al-
most completely was remarkably high: for each of the two technologies, about
25% of the recovered ORFs had mapping above 95%. This was probably due
to the high average read length (800 bp) of Shotgun and Fosmid, that allowed
them to recover some ORFs entirely with just one read. Mapping quality of 454
dataset was lower that the ones of the other two: mean and median mapping
were both about 54%, and less than 3% had mapping above 95%.
Comparing the sets of recovered ORFs for different mapping thresholds, we
can see that the higher the threshold was, the more the technology biases di-
verged (see Appendix Section E.4). Indeed, the higher the mapping threshold
was, the smaller the intersections between sets of ORFs recovered by different
technologies became (Figure 6.3, Appendix Table E.5). This trend was par-
ticularly clear for 454 and it affected its intersections with Fosmid and with
Shotgun in the same way. For threshold value equal to 0%, 454 recovered about
90% of each of the sets of ORFs recovered by another technology; for a mapping
thresholds of 50% and 80%, this percentage dropped to about 55% and 14%,
respectively. The number of recovered ORFs that were shared by Shotgun and
Fosmid decreased as well, but at a lower rate. While for a mapping threshold
of 0% these two technologies shared about 70% of their recovered ORFs, for
mapping thresholds of 50% and 80% this percentage dropped to about 59%
and 38%, respectively.
The coverage variability obtained with different technologies were compared
using Pearson correlation coefficient. The correlation analysis of the per-amino
acid sequence coverage depths performed on each B. fulgida ORF recovered by
a pair of technologies indicated that the Sanger-based technologies and 454 cov-
erage patterns were not related (Appendix Figure E.1 and Appendix Section
E.3). Indeed, for more than 50% of the ORFs recovered by 454 and Shotgun/-
Fosmid, the correlation was between -0.3 and 0.3, and hence not significant.
On the contrary, there was a significantly positive correlation (above 0.3) for
about half of the ORFs recovered by both Shotgun and Fosmid. This indi-
cates that the coverage depths obtained with the two technologies increased or
decreased together for the same ORF.
The fact that different technologies resulted in dissimilar coverage patterns
and vastly different sets of ORF with high mapping was observed to be ben-
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eficial for improving the ORF recovering. The enhancement was achieved by
using together all the reads assigned to B. fulgida in the three datasets. The
combination of all the three technologies resulted in the recovering of more
ORFs than any other combination or any single technology (Figure 6.5), with
a neat increase of the number of ORFs recovered for at least 95% of their
length (Figure 6.4). Using all the datasets together, in particular, the number
of ORFs recovered for at least 80% of their length was at least twice the one
obtained using the reads of a single technology. A detailed analysis of the effect
of combining results from the three datasets is given in the Appendix Section
E.5.
6.2.3 Comparative analysis of ORF location distribution and
functional content
Functional content distributions based on COG classification did not show
significant differences across technologies (Appendix Figure E.4). For all the
technologies, the most abundant characterized category was COG category C
(Energy production and conversion). All the categories related to Information
storage and processing (A, J, K, L) were equally abundant. The only category
for which there were significant differences was T (Signal transduction mecha-
nisms), that was present in a percentage of less than 2% for 454, and around
6% for the other two technologies.
The location distribution of the recovered ORFs on the putative B. fulgida
genome was quite uniform (Appendix Figure E.2). However, some areas of
the genome had a lower coverage depth than the others, and these biases were
consistent among different sequencing technologies (Appendix Section E.6).
6.3 Conclusions
Anammox bacteria are present in many ecosystems and have important ap-
plications in industrial wastewater-treatment. However, genomic information
about these bacteria is still very limited. We analyzed the genomic informa-
tion of the anammox bacterium B. fulgida contained in three metagenomes;
the metagenomes were acquired from the same community but with different
sequencing technologies.
Our analysis indicates that adjustments of sequencing protocols are desir-
able in order to prevent underrepresentation of B. fulgida in the data. This un-
derrepresentation does not seem to be related to a genome location sequencing
bias. Sequenced data alone would have given a distorted view of population
distributions in the studied community, as observed for other metagenomes
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(Morgan et al., 2010). The adoption of PacBio2 platform could be beneficial
for B. fulgida genome acquisition, because it seems less biased by GC-content.
It would appear that bias in population distribution depends mainly on
steps preceding sequencing itself. Indeed the population distributions of the
three metagenomes were relatively similar, despite different sequencing tech-
nologies were adopted. This phenomenon supports the hypothesis that DNA
extraction method contributes more to the bias than the sequencing technology
(Morgan et al., 2010). However, one cannot exclude that other steps of the se-
quencing protocol could as well contribute to the bias, like DNA fragmentation
procedure (Temperton et al., 2009).
Our results show that the combination of data obtained by different se-
quencing technologies can allow to recover relevant information of underrepre-
sented organisms. Indeed, even if different technologies recover a microbe in
similar abundance, they could do it with significantly different genome-level
biases. In our case, technologies coverage patterns revealed to be unrelated for
many B. fulgida ORFs; moreover, the sets of ORFs recovered by the technolo-
gies for a large part of their lengths were vastly different.
6.4 Methods
6.4.1 Datasets
Metagenome sequencing was performed on three sequencing libraries made
from the same DNA sample from the freshwater propionate enrichment de-
scribed in Chapter 5 and in previous publications (Kartal et al., 2008; Gori
et al., 2011c). Sixty 384-well plates of clones were end sequenced from a 3 kbp
short-insert Sanger library constructed in pUC18 (henceforth referred as Shot-
gun), and 62 plates of clones from a 40 kbp Fosmid library constructed in
pCC1Fos3. This procedure generated a total of 34 Mbp and 30 Mbp raw data
respectively. A 454 library was also constructed and sequenced on the FLX
platform, yielding 59 Mbp from 1.25 runs. Raw sequence reads were trimmed
with LUCY (Chou and Holmes, 2001). The sequences we analyzed are avail-
able in DOE JGI Genome sequencing projects database4 under the name of
‘Freshwater-Propionate Anammox bacterial enrichment’, Project ID: 4083784.
Although the size of these data is not very large (Appendix Table E.3), it is
sufficient for the type of comparative study conducted in this chapter. Indeed,
2See http://www.pacificbiosciences.com/
3For detailed library construction and sequencing protocols see http://www.jgi.doe.gov/
sequencing/protocols/prots_production.html
4Available at http://genome.jgi.doe.gov/genome-projects/
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data of comparable size were studied in a previous work on the comparative
analysis of data generated with different technologies from the same microbial
community (Morgan et al., 2010).
With respect to length distribution of reads, a strong similarity between
the data acquired by Shotgun and Fosmid could be observed (Appendix Figure
E.3, Appendix Table E.3). The main difference between these two datasets
concerned the number of reads they contained: Shotgun acquired about 23%
more reads than Fosmid. However, the average length of Shotgun reads was
8% greater than the one of Fosmid. As expected, 454 produced significantly
shorter reads than Sanger, but at a higher throughput. The median length of
454 reads was 182 bp, about one fourth of the respective value of the other two
datasets. The number of reads of 454 was sixfold and fivefold the number of
reads of Shotgun and Fosmid, respectively.
6.4.2 Annotation Method
All reads of the considered datasets were submitted as BLASTX (Altschul
et al., 1997) queries against the NCBI-NR protein sequence database (version
of 3 March 2009) (Sayers et al., 2009). Default BLASTX parameters were used,
adding an E -value cutoff and a neighborhood word score threshold. Since we
wanted to focus only on highly significant alignments, low E -value cutoff values
were chosen. Specifically, for Sanger-based technologies E -value cutoff was set
to 10−6. As the 454 reads were shorter and the E -value of an alignment is
directly proportional to the product of the lengths of the two aligned parts,
we used for 454 read alignments an E -value cutoff of 10−7. The word score
threshold was set to 14 (default value is 12), in order to increase the speed
more than twofold while maintaining a high sensitiveness (see (Korf et al.,
2003), Paragraph 9.3.1.1).
Annotation of reads was based on BLASTX results, adopting what is con-
sidered the best stand-alone method (Brady and Salzberg, 2009): each read
was assigned to its best BLASTX hit, at protein and hence at species level.
Since B. fulgida had not yet been sequenced, its reads could be assigned by
BLASTX only to proteins of other organisms present in the reference database.
Nevertheless, the reference database we used contained ORFs of another re-
lated anammox bacterium, namely Kuenenia. Therefore in our analysis we
considered all recovered Kuenenia ORFs and all reads assigned to these ORFs
as belonging to B. fulgida.
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6.4.3 ORF Recovering: Assessment Criteria
We used two main quantitative measures to assess the performances of the
three technologies with respect to their capability to recover B. fulgida ORFs:
per-amino acid sequence coverage depth and mapping.
The per-amino acid sequence coverage depth quantifies how well an ORF is
covered at the amino-acid level by the reads generated by a technology. Specif-
ically, for a given technology and an ORF, we considered the reads (generated
by that technology) aligned with BLASTX to that particular ORF; the per-
amino acid sequence coverage depth of an amino acid of that ORF is defined as
the number of times that the given amino acid of the subject ORF was covered
by the assigned reads. We considered as covered all the amino acids between
the start and the end of a read-ORF alignment. Consequently, if an alignment
has gaps, the corresponding amino acids of the ORF will be considered covered
as well.
The notion of mapping measures the part of an ORF that can be recovered
by the reads generated by a technology. Specifically, the mapping is defined as
the percentage of the ORF’s amino acids that were covered (i.e. percentage of
amino acids with coverage depth ≥ 1). Clearly, the mapping can be directly
computed from the per-amino acid sequence coverage depths.
For computing the per-amino acid sequence coverage depths and the map-
ping of B. fulgida ORFs, we considered only those alignments having an iden-
tity score greater of equal than 30%. This additional filtering criterion had a
very small effect on the recovering performance of each technology (see Ap-
pendix Tables E.2 and E.4).
6.4.4 ORF Recovering: Comparison Methods
The coverage variability obtained with different technologies were compared
using Pearson correlation coefficient. Given two technologies, we considered all
the B. fulgida ORFs recovered by both; then we computed the correlation of
the per-amino acid sequence coverage depths obtained by the two technologies
for the same ORF. A similar method for comparing the coverage variability
was used in a previous work (Harismendy et al., 2009).
We also performed a comparative analysis of the sets of B. fulgida ORFs
recovered by different technologies. For each technology, we computed the sets
of ORFs with mapping above a given threshold; 10 different thresholds were
used (0% and all the multiples of 10%).
The sets of B. fulgida ORFs recovered by different technologies were also
compared with respect to their functional annotation. For each technology,
we focussed our analysis on the ORFs mapped for at least 70% of their length
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because we assumed that if an ORF is mapped for such a large part of its length,
then all its protein domains can be considered as present in the B. fulgida
genome. These ORFs were assigned to Clusters or Orthologous Groups of
proteins (COG) (Tatusov et al., 1997, 2003) using the Signature web server
introduced in (Dutilh et al., 2008).
We assessed the improvement achieved by combining different technologies,
for pairwise combinations of technologies as well as for the union of all of them.
To this end we estimated the resulting B. fulgida ORF mapping derived from
each technology combination, where an amino acid of the ORF was considered
to be covered by a certain combination of technologies if it was covered by at
least one of them. Moreover, for each combination of technologies, we com-
puted the sets of B. fulgida ORFs with mapping above a given threshold, by
varying this threshold as we did for each technology separately.
We performed an analysis to check if sequencing technologies had any loca-
tion bias in sequencing, i.e., we wanted to examine if some areas of the genome
were more covered than others. To this end, we built an approximate rep-
resentation of B. fulgida genome and compared the per-amino acid sequence
coverages of the genome that were obtained by different technologies. The
approximate genome was obtained concatenating all Kuenenia ORFs in one
long amino acid sequence; the ORFs amino acid sequences were concatenated
in the same order they are present in the genome of Kuenenia. Then, from the
ORFs coverage, we computed the per-amino acid coverage of the genome for
each sequencing technology.
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Figure 6.1: Taxonomical annotation of reads. Taxonomical annotation of reads
at rank phylum, for different sequencing technologies.
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Figure 6.2: GC-content distribution of reads. For each technology, four GC-
content distributions are shown. These correspond to the distributions ob-
tained for: all the reads (black dotted), reads with a feasible annotation (blue
dashed), reads assigned to B. fulgida (red) and reads assigned to classes Al-
phaproteobacteria (cyan) and Betaproteobacteria (green).
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(a) Threshold=0% (b) Threshold=50% (c) Threshold=80%
Figure 6.3: Generalized Venn diagram of ORFs sets. Each polygon corresponds
to the set of B. fulgida ORFs mapped by Shotgun (red), Fosmid (blue), and
454 (green) for a threshold percentage of their length: polygons are displayed
for thresholds 0% (a), 50% (b), and 80% (c). In each subfigure, polygons areas
are proportional to the number of elements of the sets; proportions between
polygons of different subfigures might not respect the actual sizes of sets. This
figure was created with VennMaster (Kestler et al., 2005).
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Figure 6.4: Number of ORFs with mapping in a given interval. Histogram
of ORF mappings, computed for the B. fulgida ORFs recovered by a single
technology and combinations of technologies.
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Figure 6.5: Number of ORFs with mapping above a threshold. The plot was
computed for the B. fulgida ORFs recovered by a single technology and com-
binations of technologies, for different mapping thresholds.
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Appendix A
BLASTX and NCBI-NR
database
BLAST c© (Basic Local Alignment Search Tool) is a set of similarity search
programs designed to explore all of the available sequence databases regard-
less of whether the query is protein or DNA (Korf et al., 2003), (Madden,
2002). BLASTX is the BLAST program dedicated to evaluating the similar-
ities between DNA sequences and proteins; it compares nucleotide sequence
queries, dynamically translated in all six reading frames, to the entries of an
amino acid sequence databases. The scores assigned in a BLAST search have a
well-defined statistical interpretation, making real matches easier to distinguish
from random background hits.
The NR protein database is maintained by NCBI as the default target
database for their BLAST search services. NR is a composite of SwissProt,
SwissProt updates, PIR, PDB. Entries with absolutely identical sequences have
been merged.
A.1 The BLAST algorithm
BLAST uses a heuristic algorithm that seeks local alignments instead of global
ones, and is therefore able to detect relationships among sequences that share
only isolated regions of similarity (Altschul et al., 1990). When a query is
submitted, BLAST at first makes a look-up table of all the words (short sub-
sequences, in our case length three letters) and neighboring words, i.e., similar
words in the query sequence. The sequence database is then scanned for these
strings; the locations in the databases of all these words are called word hits.
Only those regions with word hits will be used as alignment seeds. When one of
these matches is identified, it is used to initiate gap-free and gapped extensions
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of the word; for simplicity, here we discuss only the gap-free case. For each
alignment seed, the algorithm computes a score alignment SA (this score we
will describe later); the alignment is then extended till its score SA cannot be
improved. These maximal local sequence alignments are called High-scoring
Segment Pair (HSP).
The matching reliability is evaluated trough Bit-Score and E-value, denoted
by SB and E, respectively; in order to explain their meaning for BLASTX
matchings, we are going to describe how they are calculated referring to amino
acid sequences.
A.2 BLASTX statistical scores
First of all, we need to introduce the raw score, which represents the similarity
between two amino acids as a log odds ratio multiplied by a scaling factor.
To derive the raw score of an amino acid, we take the natural logarithm (ln)
of the ratio of a pairing’s observed frequency divided by the pairing’s random
expected frequency; the result is then multiplied by a scaling factor 1λ and then
converted to integer. The scaling factor is chosen with the purpose to retain
precision in the integer conversion. If the observed frequency is equal to the
random expected frequency, the raw score is zero. A positive or negative score
indicates if the frequency is more or less than expected by random chance,
respectively. Let us denote each amino acid with a number from 1 to 20; the
score of two amino acids i and j is si,j , defined as follow:
si,j :=
1
λ
ln
(
qi,j
pi pj
)
,
where the individual probabilities of i and j are pi and pj , respectively. The
frequency of pairing of i and j is qi,j . The elements si,j constitute the raw
scoring matrix S ∈ Z20, also called substitution matrix.
Thanks to this matrix, it is possible to evaluate the similarity of a pair of
amino acid sequences just adding up the raw scores of all the amino acid pairs
that compose the alignment; this is called the score alignment SA.
In the limit of sufficiently large sequence lengths m and n, the expected
number of HSPs with score at least SA is given by the formula
E := k m n eλSA , (A.2.1)
where k is a minor constant related to the scoring matrix and m and n are the
effective lengths (defined later) of the query sequence and database, respec-
tively. When E -value is lower that 0.01, it is nearly identical to the p-value
associated with the score SA (i.e. the probability of finding a HSP with score
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greater or equal to SA). Equation A.2.1 states that the number of alignments
expected by chance (E) during a sequence database search is a function of
the size of the search space (m · n), the normalized score (λSA), and a minor
constant k depending on the substitution matrix and hence on the amino acid
compositions of the sequences.
In order to compare scores of different pairs’ outcomes, we need to represent
them in a way that is independent of their λ’s and k’s; for this purpose the
Bit-Score SB is defined as:
SB :=
λSA − ln k
ln 2
.
The E -value corresponding to a given bit score SB can be rewritten as:
E = m n 2−SB .
Another score very important for BLASTX is the Identities score Id. Given
an aligned pair of sequences, this score is just the proportion of the amino acids
in the reference sequence that are identical to the amino-acids translation of
the query sequence.
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Table B.1: Summary of the results of experiments for α =0.01 and varying K
(M2 dataset).
K (hits number threshold) 1 2 10 50 1,000
Number of proteins selected 13,655 22,286 80,792 227,064 453,397
Number of clusters 13,655 12,646 11,161 10,521 10,316
Number of singleton clusters 9,024 7,369 5,709 4,935 4,632
Maximum size of clusters 21 22 23 23 23
Total size of overlapping 0 690 800 1,502 2,855
Table B.2: Summary of the results of experiments for α =0.01 and varying K
(M3 dataset).
K (hits number threshold) 1 2 10 50 1,000
Number of proteins selected 16,506 27,932 97,443 268,567 517,839
Number of clusters 16,506 14,960 12,887 12,124 11,744
Number of singleton clusters 11,607 9,115 6,705 5,765 5,193
Maximum size of clusters 23 26 27 27 27
Total size of overlapping 0 314 580 1,532 3,286
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Figure B.1: Plot of the number of reads occurring in h different clusters (M2
dataset).
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Figure B.2: Plot of the number of reads occurring in h different clusters (M3
dataset).
Table B.3: Summary of the results of experiments for K = 50 and varying α
(M2 dataset).
α (E -value threshold) 0.1 0.01 0.001 0.0001 1e-006
Number of reads selected 21,944 21,064 20,329 19,445 17,459
Number of proteins selected 261,966 227,064 198,490 164,651 107,923
Number of clusters 10,628 10,521 10,527 10,422 10,103
Number of singleton clusters 4,790 4,935 5,167 5,311 5,625
Maximum size of clusters 24 23 23 23 21
Total size of overlapping 1,853 1,502 1,378 1,174 772
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Table B.4: Summary of the results of experiments for K = 50 and varying α
(M3 dataset).
α (E -value threshold) 0.1 0.01 0.001 0.0001 1e-006
Number of reads selected 25,366 24,043 22,735 21,251 18,308
Number of proteins selected 310,365 268,567 234,357 194,000 129,964
Number of clusters 12,394 12,124 11,877 11,482 10,613
Number of singleton clusters 5,652 5,765 5,934 5,966 5,988
Maximum size of clusters 28 27 27 27 26
Total size of overlapping 1,742 1,532 1,298 1,089 682
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Figure B.3: (a),(c): plots of percentage of non-singleton clusters with purity
≥ p for different values of α, for M2 and M3, respectively. (b),(d): plots of the
reduction factor for different values of α, for M2 and M3, respectively.
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C.1 Data Description
Characteristics of the datasets used in our experimental analysis are given in
Tables C.1 and C.2.
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Table C.1: Characteristics of the simulated data: identifier and name of the organism, size of its
genome and total number of reads sampled for coverage 0.1X. Detailed information on these datasets
can be found in Dalevi et al. (2008).
M1
Organism Genome size (bp) Reads sampled
Clostridium phytofermentans ISDg 4,533,512 4,638
Prochlorococcus marinus NATL2A 1,842,899 1,866
Lactobacillus reuteri 100-23 2,174,299 2,371
Caldicellulosiruptor saccharolyticus DSM 8903 2,970,275 2,950
Clostridium sp. OhILAs 2,997,608 2,934
Herpetosiphon aurantiacus ATCC 23779 6,605,151 6,937
Bacillus weihenstephanensis KBAB4 5,602,503 4,158
Halothermothrix orenii H 168 2,578,146 2,698
Clostridium cellulolyticum H10 3,958,683 3,978
M2
Organism Genome size (bp) Reads sampled
Geobacter sp. FRC-32 3,982,463 4,225
Burkholderia multivorans ATCC 17616 6,979,389 7,110
Delftia acidovorans SPH-1 6,702,581 7,046
Comamonas testosteroni KF-1 5,906,374 6,189
Geobacter lovleyi SZ 3,871,860 4,300
M3
Organism Genome size (bp) Reads sampled
Shewanella putrefaciens CN-32 4,659,220 4,714
Shewanella loihica PV-4 4,602,594 4,588
Halorhodospira halophila SL1 2,678,452 2,690
Pseudomonas putida F1 5,959,964 6,407
Shewanella baltica OS195 5,310,173 5,378
Bifidobacterium longum bv. Infantis ATCC 15697 2,832,748 2,898
Stenotrophomonas maltophilia R551-3 4,544,233 4,685
Parvibaculum lavamentivorans DS-1 3,854,587 4,501
Table C.2: Characteristics of real-life datasets retrieved from the metagenomics RAST server
Meyer et al. (2008). The three real-life datasets containing short reads (average length of about
100 bp) and are sampled using pyrosequencing on Roche 454 CS20. They have been derived from a
saltern sample Edwards et al. (2006), a coral holobiont sample Rodriguez-Brito et al. (2007), and a
chicken cecum sample, respectively.
Name Saltern Coral holobiont Chicken cecum
Total bp 3,453,306 32,282,404 30,657,259
No. sequences 34,296 316,279 294,682
Max Seq. Length 248 269 258
Min Seq. Length 30 37 39
Average Seq. Length 100.69 102.07 104.4
C.2 Results
Table C.3 shows the number of reads in each dataset selected using BLASTX
and the total number of reads.
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Tables C.4, C.5 and C.6 report results on simulated datasets concerning
taxon accuracy and sensitivity of the methods and the number of detected
taxa.
Table C.7 reports the number of detected taxa on real-life datasets.
Online Supplementary Figures 1-301 contain pie charts showing the popu-
lation characterization resulting from the taxonomic assignment computed by
the methods. On the simulated datasets the true population distribution is
also shown.
Table C.3: Number of reads in simulated datasets. From left to right: dataset name, the number
of those reads in the dataset having at least one high-quality BLASTX alignment, as described in
Chapter 3 (number of selected reads) and the number of reads in the dataset (total number of reads).
Dataset Nr. of selected reads Total nr. of reads
M1 0.1x 5,704 32,534
M1 1x 58,298 329,334
M1 4x 177,178 1,291,587
M2 0.1x 9,070 28,875
M2 1x 92,257 288,730
M2 4x 174,992 1,101,324
M3 0.1x 11,824 35,862
M3 1x 116,949 353,022
M3 4x 166,976 1,385,028
Saltern 1,675 34,296
Coral 24,941 316,279
Chicken 112,983 294,682
Table C.4: Taxon sensitivity and accuracy, and number of detected taxa on M1 datasets.
M1 0.1x 1x 4x
MTR
Phylum 100.00 33.33 (9) 100.00 15.00 (20) 100.00 10.71 (28)
Class 75.00 25.00 (12) 75.00 8.82 (34) 75.00 6.98 (43)
Order 57.14 22.22 (18) 71.43 8.77 (57) 66.67 5.26 (76)
Family 42.86 12.00 (25) 71.43 5.56 (90) 66.67 3.08 (130)
Genus 50.00 14.29 (28) 75.00 4.72 (127) 71.43 2.45 (204)
LCA
Phylum 100.00 33.33 (9) 100.00 15.79 (19) 100.00 11.54 (26)
Class 75.00 30.00 (10) 75.00 9.38 (32) 75.00 7.50 (40)
Order 57.14 28.57 (14) 71.43 8.93 (56) 66.67 5.41 (74)
Family 42.86 15.00 (20) 71.43 5.75 (87) 66.67 3.15 (127)
Genus 50.00 16.67 (24) 75.00 5.13 (117) 71.43 2.60 (192)
1Available at http://cs.ru.nl/~gori/download/gori_thesis_online_figures.pdf
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Table C.5: Taxon sensitivity and accuracy, and number of detected taxa on M2 datasets.
M2 0.1x 1x 4x
MTR
Phylum 100.00 20.00 (5) 100.00 6.25 (16) 100.00 5.56 (18)
Class 100.00 22.22 (9) 100.00 8.33 (24) 100.00 8.00 (25)
Order 100.00 11.11 (18) 100.00 3.92 (51) 100.00 4.08 (49)
Family 100.00 12.00 (25) 100.00 3.95 (76) 100.00 4.11 (73)
Genus 75.00 10.34 (29) 100.00 3.42 (117) 100.00 2.59 (116)
LCA
Phylum 100.00 20.00 (5) 100.00 6.25 (16) 100.00 5.56 (18)
Class 100.00 25.00 (8) 100.00 9.09 (22) 100.00 9.09 (22)
Order 100.00 11.76 (17) 100.00 4.00 (50) 100.00 4.17 (48)
Family 100.00 13.64 (22) 100.00 4.23 (71) 100.00 4.17 (72)
Genus 75.00 12.00 (25) 100.00 3.88 (103) 100.00 2.86 (105)
Table C.6: Taxon sensitivity and accuracy, and number of detected taxa on M3 datasets.
M3 0.1x 1x 4x
MTR
Phylum 100.00 40.00 (5) 100.00 18.18 (11) 100.00 28.57 (7)
Class 100.00 42.86 (7) 100.00 20.00 (15) 100.00 16.67 (12)
Order 100.00 31.58 (19) 100.00 16.67 (36) 100.00 7.69 (26)
Family 100.00 25.00 (24) 100.00 8.82 (68) 100.00 5.13 (39)
Genus 66.67 14.29 (28) 83.33 4.20 (119) 100.00 3.92 (51)
LCA
Phylum 100.00 50.00 (4) 100.00 18.18 (11) 100.00 28.57 (7)
Class 100.00 50.00 (6) 100.00 21.43 (14) 100.00 16.67 (12)
Order 100.00 33.33 (18) 100.00 16.67 (36) 100.00 7.69 (26)
Gamily 100.00 27.27 (22) 100.00 9.68 (62) 100.00 5.71 (35)
Genus 66.67 21.05 (19) 83.33 4.76 (105) 100.00 5.13 (39)
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Table C.7: Number of detected taxa on real-life datasets
Real Life Saltern Coral Chicken
MTR
Kingdom 2 3 2
Phylum 6 17 15
Class 9 24 22
Order 12 46 32
Family 6 58 47
Genus 8 66 61
Species 15 70 133
LCA
Kingdom 2 3 2
Phylum 4 16 15
Class 6 23 21
Order 7 40 29
Family 5 47 44
Genus 4 52 55
Species 8 58 135
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D.1 Community Structures
We studied the performance of the genomic signatures on three different taxo-
nomic structures of microbial communities. To study the signatures’ behaviour
in presence of skewed species abundance, we studied communities where some
species have multiple strains in the data. All the strains are equally abun-
dant, and each strain is as much abundant as any other species that is present
with just one strain. We assumed that these relative abundances of taxa were
preserved in the related sequenced data.
D.1.1 Complex Community
The complex community structure we studied is given by a binary taxonomic
tree. To simply the description, here ranks are sorted from the lowest to the
highest according to the standard taxonomic rank order, so that the first rank
is Species, the second is Genus, etc. Assuming that t/2 species are present,
there are t/4 geni, t/8 families and so on; for each species two different strains
are present, so that there are t distinct genomes. Let us assume that the
data acquired from this community contain n sequences of each of these t
distinct genomes. Given this taxonomy structure, we can deduce that there
are (n2i−1)2t/2i sequence pairs whose lowest common ancestor (LCA) is at
the i-th rank: t/2i is the number of taxon pairs having LCA at the i-th rank
and (n2i−1)2 is the number of sequence pairs for each taxon pair. For a given
taxon pair with LCA at the i-th rank, indeed, each sequence pair is made by
taking one sequence from each taxon; a taxon has n2i−1 sequences, because
is at the (i − 1)-th rank. Therefore, histograms were rescaled such that the
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sum of the frequencies at the i-th rank (i.e. the number of sequence pairs with
LCA at the i-th level) was twice the one at the (i − 1)-th rank. For intra-
genome distances, instead, we have about tn2/2 sequence pairs, because we
have
(
n
2
) ≈ n2/2 pairs for each of the t genomes. The number of sequence pairs
sampled from the same strain is equal to the one obtained at level Species,
since (n2i−1)2t/2i = tn2/2 if i = 1.
D.1.2 Medium Community
The medium complexity community is made by 11 distinct genomes, whose
taxonomy is structured as shown by Appendix Figure D.1. Assuming that n
sequences of each of these genome are present in the sequenced data, we will
have the following number of sequence pairs:
• Sequence pairs of the same strain: (11/2)n2 (assuming (n2) ≈ n2/2)
• Species: ((42) + (22))n2 = 7n2 sequence pairs. They correspond to pairs
sampled from {7,8,9,10}, and pairs from {4,5}.
• Genus: (32)n2 = 3n2 sequence pairs, corresponding to pairs sampled from
two of the following genomes: {1,2,3}.
• Family: (4 · 1)n2 sequence pairs, made by one sequence from genome 6
and one sequence from one of the following genomes {7,8,9,10}.
• Order: (2 · 5)n2 = 10n2 sequence pairs, made by one sequence from
genome {4,5} and one sequence from one of the following genomes {6,. . . ,10}.
• Phylum: (3 · 7)n2 = 21n2 sequence pairs, made by one sequence from
genome {1,2,3} and one sequence from one of the following genomes
{4,. . . ,10}.
• Prokaryotes: (10·1)n2 sequence pairs, made by one sequence from genomes
{1,. . . ,10} and one sequence from 11.
D.1.3 Simple Community
The simple community is made by 6 distinct genomes belonging to the same
Superkingdom; the taxonomy structure of the community is shown in Appendix
Figure D.2. Assuming that n sequences of each of these genome are present in
the sequenced data, we will have the following number of sequence pairs:
• Sequence pairs of the same strain: 6/2n2 (assuming (n2) ≈ n2/2)
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Figure D.1: Medium structure
• Species: (32)n2 = 3n2 sequence pairs. They correspond to pairs sampled
from {1,2,3}.
• Class: (3 ·1)n2 sequence pairs, made by one sequence from genome 4 and
one sequence from one of the following genomes {1,2,3}.
• Superkingdom: (4 · 2 + 1)n2 = 9n2 sequence pairs, made by one sequence
from genomes {1,2,3,4} and one from {5,6}, and by pairs sampled from
genomes 5 and 6.
D.2 Artificial Signature
The artificial signature is designed not to distinguish the different levels of
taxonomic distance; indeed the signature distance distributions for each rank
are identical. We can prove that the Precision Recall curve of this signature
is uniquely determined by the ratio α ∈ [0, 1] of positive pairs in the data.
Specifically, we prove that the Area Under the Precision Recall curve (AUPR)
is equal to α, independently of the distance distribution shape. Let f(x) be the
normalized empirical distribution of signature distances for each rank. Let N
be the number of pairs contained in the data, so that the number of positives
in the data is P = Nα. As a consequence, we have that the number of true
positives and false positives for distance threshold t are determined by these
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Figure D.2: Simple structure
equations:
TP(t) = Nα
∫ t
0
f(x)dx, FP(t) = N(1− α)
∫ t
0
f(x)dx.
Hence, Precision and Recall take these forms:
Precision(t) =
TP(t)
TP(t) + FP(t)
= α, ∀t ≥ 0,
Recall(t) =
TP(t)
P
=
∫ t
0
f(x)dx, ∀t ≥ 0.
As a consequence, the Precision Recall curve is a function defined on [0, 1] and
is constantly equal to α; therefore the AUPR is α, because it is given by the
integral of this function.
Table D.1: Maximum signature distance. The value for ρRank is equal to
F (F +1), where F = 136 is the number of features of the signature. The value
for ρSkew is equal to the number of its features.
Signature Maximum distance
ρS 2
ρRank 18632
ρSkew 120
104
CHAPTER 4
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Representation level
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Signature: Ratio - ρRatio1 , Complex Community
150 bp
500 bp
1000 bp
Figure D.3: AUPRs obtained by Ratio Signature for all the sequences length
on complex community structure.
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Intra-genome Species Genus Family Order Phylum
Representation level
0.0
0.2
0.4
0.6
0.8
1.0
AU
PR
Sequences length: 1000 bp, Mixed Community
Symmetrized - ρS
Symmetrized reduced - ρmin +ρmax
Combination (ρmin ,ρmax ,ρP )
Combination (ρmin ,ρmax )
Maximal Complementary - ρmax
Minimal Complementary - ρmin
Frequencies - ρT
Palindromic - ρP
Symmetrized Rank - ρRank
Ratio - ρRatio1
Figure D.4: AUPRs obtained by the best signatures on medium community
structure, for 1000 bp sequences. Dashed line is made by the AUPRs of a
signature whose distance distributions are identical for each rank; the AUPRs
of this signature do not depend on distribution shape.
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Representation level
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Sequences length: 1000 bp, Mixed Community
Symmetrized - ρS
Maximal Complementary - ρmax
Minimal Complementary - ρmin
Frequencies - ρT
Palindromic - ρP
Symmetrized Rank - ρRank
Ratio II - ρRatio2
Skew - ρSkew
Ratio - ρRatio1
Asymmetry - ρA
JS - ρJS
Figure D.5: AUPRs obtained by the signatures (combinations of signatures
excluded) on medium community structure, for 1000 bp sequences. Dashed line
is made by the AUPRs of a signature whose distance distributions are identical
for each rank; the AUPRs of this signature do not depend on distribution shape.
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Representation level
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Sequences length: 1000 bp, Mixed Community
Symmetrized reduced - ρmin +ρmax
Combination (ρmin ,ρmax ,ρP )
Combination (ρmax ,ρP )
Combination (ρmin ,ρmax )
Combination (ρS ,ρA )
Combination (ρmin ,ρP )
Combination (ρSN ,ρSkewN )
Combination (ρSN ,ρRankN )
Figure D.6: AUPRs obtained by the combinations of signatures on medium
community structure, for 1000 bp sequences. Dashed line is made by the
AUPRs of a signature whose distance distributions are identical for each rank;
the AUPRs of this signature do not depend on distribution shape.
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Supplementary Material of
Chapter 6
E.1 B. fulgida is underrepresented
According to fluorescent in situ hybridization (FISH) (Kartal et al., 2008), the
B. fulgida bacterium constituted about 70-80% of the community. However,
less than 14% of the reads generated by each sequencing technology were as-
signed to B. fulgida ORFs, namely 9.68%, 13.76%, and 12.92% for Shotgun,
Fosmid, and 454, respectively. Very similar percentages (9.76%, 14.33%, and
11.34%) were obtained comparing the total base pairs of these reads. A rough
estimate of the coverage of B. fulgida was achieved by dividing the total base
pairs assigned to B. fulgida by the sum of the lengths of the recovered ORFs,
expressed in base pairs (see Tables E.1 and E.2). Applying this procedure re-
sulted in Shotgun, Fosmid and 454 achieving a coverage of 1.85, 2.14 and 1.29,
of the recovered ORFs, respectively.
Table E.1: Number of annotated Reads.
Shotgun Fosmid 454
Annotated Reads 36,847 28,634 100,382
Reads Assigned to B. fulgida 3,568 3,939 12,971
Tot. bp Assigned 29,126,549 21,361,640 21,576,571
Tot bp Assigned to B. fulgida 2,841,467 3,061,379 2,445,822
The fact that about 10% of the base pairs of the sequenced reads were
assigned to B. fulgida cannot be caused by the presence of relatively large
genomes of the other members of the community. Indeed, since at least 70% of
109
APPENDIX
the cells of the community belonged to B. fulgida, sequenced data would result
to be unbiased only if the average size of the genomes of the remaining cells
was at least 14 times the size of B. fulgida genome. This is impossible because
B. fulgida genome is likely to be not less than 4 Mbp (that is the total size of
contigs of its anammox relative Kuenenia (Strous et al., 2006)) and the largest
known bacterial genome is 13 Mbp (Schneiker et al., 2007).
Table E.2: Number of proteins and ORFs recovered using BLASTX.
Shotgun Fosmid 454
Proteins recovered 23,868 17,564 51,215
ORFs of B. fulgida recovered 1,290 1,210 1,712
Tot AA recovered 11,597,787 8,534,788 24,623,613
Tot AA of B. fulgida recovered 512,238 476,444 631,291
E.2 454 recovers more proteins and B. fulgida ORFs
Table E.3 shows that 454 technology sequenced much more base pairs of the
others. However, the amounts of base pairs belonging only to the annotated
reads were similar: the quantities of annotated base pairs of 454 and Fosmid
were almost identical, and a bit lower than Shotgun ones (Table E.1). Focus-
ing our attention on B. fulgida, we observed that the sets of reads of different
datasets annotated to its ORFs had comparable number of total base pairs.
Therefore, the performances of these sequencing technologies on B. fulgida
ORFs recovering could be compared fairly. The percentage of 454 reads that
could be annotated was less than what was obtained for the other two technolo-
gies; it was 41.71%, whereas for Shotgun and Fosmid was 84.62% and 81.07%,
respectively (Tables E.3 and E.1). This difference was probably due to the
short length of 454 reads, increasing the probability of having an alignment by
chance and hence not meaningful. Alignments of 454 reads to the reference
sequences were more likely to have E -value higher than the chosen threshold,
and the higher the E -value is, the more likely it is that the alignment has been
obtained by chance.
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Table E.3: Characteristics of the sequenced data; reads lengths are expressed
in base pairs (bp).
Shotgun Fosmid 454
Number of reads 43,545 35,318 240,646
Total bp of the dataset 34,051,775 25,456,488 45,564,795
Mean length of reads 782 721 189
Median length of reads 806 795 182
Min length of reads 101 101 100
Max length of reads 930 933 482
E.3 Shotgun and Fosmid achieve better ORF recov-
ering quality than 454
The similarity between the coverage patterns of a given ORF obtained with two
technologies was measured through Pearson correlation. Positive correlation
indicates that the coverage depths obtained with the two technologies increase
or decrease together; negative correlation indicates that as the depth obtained
by one technologies increases, so the depth of the other decreases, and vice
versa. The Sanger-based technologies showed similar depth of coverage pat-
terns for 50.29% of the ORFs recovered by both (Figure E.1). For 22.17%
of the B. fulgida ORFs recovered by both technologies, the correlation was
between 0.7 and 1; for 28.12% of the ORFs, the correlation was between 0.3
and 0.7. Nevertheless, for 21.59% of the ORFs the correlation was significantly
negative (from -1 to -0.3).
In contrast to what happened in the previous case, the Sanger-based tech-
nologies and 454 coverage patterns were not related. Indeed, for couples Fos-
mid/454 and Shotgun/454 the correlations between the coverage patterns did
not indicate a significant difference or similarity for the majority of ORFs:
for 51.54% and 53.96% of the ORFs, the correlations were between -0.3 and
0.3, respectively. In both cases, the percentage of ORFs with very significant
correlation (i.e. outside range -0.7 / +0.7) was less than 10%.
E.4 The recovering trend for higher mapping per-
centage threshold values changes
In this section we compare the sets of B. fulgida ORFs recovered by differ-
ent technologies focusing on the ORFs mapped for at least a given minimum
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Figure E.1: Pearson correlation of depth of coverage patterns. Histograms
show percentages of ORFs recovered by both technologies that have correlation
within a certain range.
mapping percentage threshold, and on the functional content of highly mapped
ORFs.
When the threshold value of minimum mapping was set to zero, the tech-
nology 454 gave the best performance, as observed in Section E.2. Indeed,
454 recovered more B. fulgida ORFs than the other technologies (Table E.2).
Moreover, 454 recovered also many of the ORFs recovered by the other tech-
nologies: about 90% of the ORFs recovered by Shotgun and by Fosmid (Figure
6.3(a)), considered separately. Shotgun and Fosmid recovered many common
ORFs: the intersection of their sets of recovered ORFs was 877, corresponding
to 67.98% of Shotgun and 72.48% of Fosmid. 94.07% of these common ORFs
were also recovered by 454.
As the threshold value of minimum mapping was increased, we recognized
two trends: the amounts of ORFs recovered by the technologies changed in
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favour of Fosmid and Sanger, and fewer ORFs were recovered by more than
one technology. Indeed, increasing the value of mapping threshold, the number
of recovered ORFs decreased faster for 454 than for the other two technologies
(Figure 6.5, Table E.4). Indeed, as long as the mapping threshold was lower
that 50%, 454 recovered more ORFs than the other technologies. From 50%
onward, 454 recovered fewer ORFs than the other technologies. This change
of relation between the sequences was due to the high number of ORFs that
Fosmid and Sanger recovered almost entirely (Figure 6.4).
Table E.4: Number of ORFs recovered by different sequencing technologies and
their combinations, for different mapping thresholds. The number of recovered
ORFs for threshold 0% is slightly different from the respective number in Table
E.2 because in this case only alignments with identity ≥ 30% were taken into
account. Sho=Shotgun, Fos=Fosmid.
Thr. Shotgun Fosmid 454 Sho, Fos Sho, 454 Fos, 454 All
0 1,284 1,205 1,702 1,612 1,830 1,803 1,879
10 1,279 1,200 1,679 1,606 1,814 1,788 1,866
20 1,256 1,178 1,577 1,582 1,759 1,732 1,823
30 1,215 1,133 1,430 1,550 1,693 1,654 1,778
40 1,145 1,058 1,231 1,500 1,605 1,557 1,714
50 1,043 961 970 1,434 1,490 1,447 1,649
60 934 852 679 1,342 1,344 1,290 1,554
70 778 712 421 1,223 1,169 1,121 1,455
80 619 577 201 1,074 933 909 1,293
90 432 416 87 840 652 647 1,044
100 84 88 15 175 112 120 212
In order to better illustrate these behaviours, we compared the sets of ORFs
recovered by different technologies for mapping thresholds 50% and 80%. For
mapping threshold of 50%, the three sets of recovered ORFs had a symmetric
relation. Indeed, they all had about 1,000 ORFs (see Figure 6.5, Table E.4)
and the intersections between every possible pair of sets contained about 570
ORFs each (Figure 6.3(b), Table E.5). For mapping threshold of 80%, the set
of ORFs recovered by technology 454 was much smaller than those of the other
two technologies. Its size was about one third of the sizes of the others (Figure
6.3(c), Table E.4). 125 of the 201 ORFs of the 454 set were recovered also by
at least one of the other two technologies. However, the sets of ORF obtained
by Shotgun and Fosmid had similar size and their intersection corresponded to
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about 38% of each of them. Each of these sets shared about 41% of the ORFs
recovered by 454.
E.5 Combining all technologies improves ORF re-
covering
We compared the set of ORFs recovered when considering all the possible tech-
nologies combinations. The combination of all the three technologies resulted
in the recovering of more ORFs than any other combination or any single
technology (Figure 6.5). As a matter of fact, the combination of all the tech-
nologies recovered 1,879 ORFs, that was 46.26%, 55.93%, and 10.40% more
ORFs than Shotgun, Fosmid and 454, respectively; the differences with com-
binations Shotgun-454, Fosmid-454 and Shotgun-Fosmid were 2.68%, 4.22%,
and 16.56%, respectively.
Thanks to the diversity of sequencing biases, combining all the technologies
significantly increased the number of ORFs recovered for at least 95% of their
length (Figure 6.4). As the mapping threshold value increased, there was an
increase in relative gaps between the number of ORFs recovered by the com-
bination of all the technologies and those recovered by any other combination
or by any single technology. This trend was particularly strong in comparison
with technology 454 and the combinations involving it. These relative differ-
ences between the combination of all technologies and Shotgun, Fosmid and
454 alone increased to 108.90% of Shotgun, 124.09% of Fosmid, and 543.28%
of 454 at threshold 80%, respectively. The difference of all technologies with
combination Shotgun-454 increased to 38.59%; similarly, the difference with
combination Fosmid-454 increased to 42.24%. In contrast, the gap between
the combination of all the three technologies and the combination Shotgun-
Fosmid resulted in a small increase: from 16.56% at threshold 0% to 20.39%
at threshold 80%.
Among the combination of two technologies, Shotgun-454 was the best
one for low mapping thresholds, while Shotgun-Fosmid was the best for high
mapping thresholds. Shotgun-454 combination recovered 1,830 ORFs, that is
slightly lower than the number of ORFs recovered by the combination of all
the technologies. Despite Shotgun-Fosmid was the combination that recovered
the lowest number of ORFs (1,612), it outperformed Shotgun-454 at mapping
threshold of 70% or more.
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E.6 No specific genome location bias of the tech-
nologies
We performed an analysis to check if sequencing technologies had some loca-
tion bias in sequencing, i.e., we wanted to examine if some areas of the genome
were more covered than others. Figure E.2 shows that the recovered ORFs
were almost uniformly distributed on the genome, indicating no strong loca-
tion bias except for a few spikes. These coverage spikes were mostly consistent
among different sequencing technologies, and corresponded to the following
ORFs: kustd1658, kustd1783, kustd2042, kuste3701, kuste4036, kuste4355,
kuste4640, kuste4642. These ORFs have other almost identical copies in Kue-
nenia genome; moreover kuste3701 differs from kuste4642 for just two amino
acids. Therefore, it is likely that BLASTX wrongly assigned to these ORFs
many reads that were actually sequenced from their copies. Most of these
ORFs corresponded to genes related to DNA replication, recombination, and
repair. Some areas of the genome were less covered than the others, and these
biases were consistent among different sequencing technologies.
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Figure E.2: Per-amino acid sequence coverage depth of B. fulgida ORFs. The
coverage is displayed on the approximate representation of B. fulgida genome,
obtained concatenating all Kuenenia ORFs. The circular plots display the
coverage obtained with Shotgun (red), Fosmid (blue), and 454 (green) tech-
nologies, respectively.
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Figure E.3: Histograms of length of reads distribution, for each sequencing
technology.
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Figure E.4: Percentage of COG functional categories of B. fulgida ORFs; the
analysis is focused on ORFs mapped for at least 70% of their length.
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Summary
Metagenomics is a recently-born field that studies the genomic content of mi-
crobial communities, acquired through DNA sequencing technology. The main
advantage of metagenomics is that it can overcome the limitations of individual
genome sequencing, that can work only on the few microbes that are culturable
(less than 1%).
Unfortunately, the analysis of metagenomic data is challenging. Firstly, we
do not know from which genome a DNA sequence of the data, called read, was
sampled. In most of the cases, the full sequences of the source genomes are
not available, and even their number is unknown. Secondly, the information
contained in a metagenome is scattered among reads much shorter then their
source genomes.
The topic of this thesis is the computational analysis of metagenomic data
in order to understand their content. We focus mainly on binning, a common
approach for tackling this task. Binning consists in clustering the reads ac-
cording to their source proteins, genomes, or taxonomic identifiers (henceforth
referred as taxa). Processing the results of binning, it would be possible to infer
the biological functions present in the different genomes, and more in general
the biological processes in which they are involved.
In particular, in the last two chapters we focus our study on a few metagenomes
containing anaerobic ammonium oxidizing (anammox) bacteria. These or-
ganisms have been successfully employed to treat highly loaded wastewater
in industrial and municipal wastewater treatment systems, offering an envi-
ronmentally friendly and cost-effective alternative to conventional wastewater
treatment plants.
Chapter 2 deals with proxygenes binning methods for metagenomics: these
cluster reads according to their similarity with proteins, and each of the re-
sulting cluster is associated to a representative protein (proxygene). First, we
revise a well-known proxygenes method and we show that it has some signifi-
cant theoretical defects. Second, we propose a new robust proxygenes method
based on combinatorial optimization.
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In Chapter 3 we introduce a binning method performing taxonomic as-
signment of reads at multiple taxonomic ranks. Usually, a Lowest Common
Ancestor approach is adopted, but it discards a high number of reads and may
assign many of the remaining ones to high taxonomic ranks. This chapter
presents MTR, a new method that tackles these drawbacks using clustering at
Multiple Taxonomic Ranks.
Chapter 4 deals with genomic signatures, which are functions frequently
adopted by composition-based binning methods to have a vector space repre-
sentation of the reads. In this chapter, we compare experimentally the perfor-
mances of different genomic signatures on metagenomic data; new signatures
are also studied. Results indicate that it is possible to outperform the sig-
nature most commonly used in metagenomics while halving the feature space
dimension.
A case study in metagenomics data annotation is described in Chapters 5
and 6. The related metagenomic project aims to investigate the anammox bac-
teria Candidatus ‘Brocadia fulgida’, sequencing the same microbial community
with three different technologies. In Chapter 5, in particular, we try to retrieve
the core genes of anammox metabolism. Chapter 6 focuses on a comparative
quantitative analysis of the metagenomes acquired by the three technologies.
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Samenvatting
Metagenomics is een nieuw onderzoeksgebied dat de genomische inhoud van
microbie¨le gemeenschappen bestudeert, die verkregen is met DNA-sequencing
technologie. Het belangrijkste voordeel van metagenomics is dat het deze
beperkingen van sequencen van individule genomen kan overwinnen. Individule
genomen kunnen namelijk alleen verkregen worden voor de weinige microben
die kweekbaar zijn (minder dan 1%).
Helaas is de analyse van metagenomic gegevens erg uitdagend. Ten eerste
weten we niet van welk genoom een DNA-sequentie, genaamd read, afkostig is.
Over het algemeen is de volledige sequentie van de genomen niet beschikbaar,
en is zelfs het aantal genomen onbekend. Ten tweede is de informatie in een
metagenoom verspreid over reads die veel korter zijn dan de bron genomen.
Het onderwerp van dit proefschrift is de computationele analyse van metage-
nomics gegevens om hun inhoud te begrijpen. We richten ons vooral op bin-
ning, een veel gebruikte aanpak van dit probleem. Binning bestaat uit het
groeperen van de read op basis van hun bron eiwitten, genomen, of taxonomis-
che identificatie (hierna aangeduid als taxa). Door de resultaten van binning
verder te verwerken is het mogelijk om te achterhalen welke biologische func-
ties voorkomen in de verschillende genomen, en algemener, om te ontdekken
bij welke biologische processen zij betrokken zijn.
In het bijzonder in de laatste twee hoofdstukken, waar we ons richten op
een aantal metagenomen met anae¨robe ammonium oxiderende (anammox) bac-
terie¨n. Deze organismen zijn met succes ingezet om zeer vervuild afvalwater
te behandellen in industriele en huishoudelijke toepassingen. Zij bieden een
milieuvriendelijk en kostenbesparend alternatief voor conventionele afvalwa-
terzuiveringsinstallaties.
Hoofdstuk 2 behandelt proxygen methoden voor metagenomics. Deze bin-
ning methoden groeperen reads volgens hun gelijkenis met eiwitten, en elk
van de resulterende clusters is gekoppeld aan een representatief eiwit (proxy-
gen). Eerst bekijken wij een bekende proxygen methode, en laten we zien dat
deze aantal belangrijke theoretisch gebreken vertoont. Daarna stellen we een
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nieuwe en robuste proxygen methode voor die gebaseerd is op combinatorische
optimalisatie.
In hoofdstuk 3 introduceren we een binning methode die een taxonomische
indeling van reads maakt op meerdere taxonomische rangen. Meestal wordt
een Laagste Gemeenschappelijke Voorouder aanpak gebruikt, maar deze ver-
wijdert een groot aantal reads, en kan veel van de overblijvende reads aan hoge
taxonomische rangen toewijzen. Dit hoofdstuk beschrijft MTR, een nieuwe
methode die deze nadelen omzijlt door middel van clustering op Meerdere
Taxonomische Rangen.
Hoofdstuk 4 behandeld genomische handtekeningen. Dat zijn functies om
een vector representatie van reads te verkrijgen die vaak gebruikt worden voor
op compositie gebaseerde binning methoden. In dit hoofdstuk vergelijken we
proefondervindelijk de prestaties van verschillende genomische handtekeningen
voor metagenomics; tevens worden nieuwe handtekeningen bestudeerd. Het
blijk mogelijk te zijn om betere presetaties te krijgen dan met de meest ge-
bruikte handtekening voor metagenomics, terwijl het aantal dimensies van de
featureruimte kan worden gehalveerd.
In de hoofdstukken 5 en 6 wordt een case-study in gegevensannotatie voor
metagenomics beschreven. Het gerelateerde metagenomics project onderzoekt
de anammox-bacterie Candidatus ‘Brocadia fulgida’. In dit project is dezelfde
microbie¨le gemeenschap met drie verschillende technologiee¨n gesequenced. In
hoofdstuk 5, proberen we de kerngenen van anammox metabolisme te vin-
den. Hoofdstuk 6 richt zich op een vergelijkende kwantitatieve analyse van de
metagenomes verkregen met de drie technologiee¨n.
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