Introduction
Functional neuroimaging techniques provide exciting new opportunities to further our understanding of the neural substrates and neural changes that support treatment and recovery in cases of acquired language disorders, but the design of these neuroimaging investigations presents a number of challenges. This paper addresses several issues of experimental design, focusing on issues of task selection and development for purposes of evaluating language and cognitive functions, on the one hand, and evaluation of neural activation and changes, on the other. It is not a review of the literature or a cookbook for designing specific experiments, but rather a discussion of functions" framework, and in this paper we shall limit our discussion to studies of this sort.
There have been several excellent papers dealing with experimental design issues concerning neuroimaging of aphasia treatment (e.g., see Crinion and Leff, 2007; Crosson et al., 2007; Meinzer et al., 2011; Price and Crinion, 2005; Thompson and den Ouden, 2008) . In this paper we integrate some of the key insights from these previous papers and we focus on those aspects of experimental design that we consider to be important for facilitating the interpretation of the complex data sets generated by research on this topic.
The goals of neuroimaging of aphasia treatment research
Neuroimaging studies of aphasia treatment have largely addressed three types of research goals. One type of goal, and the one that will form the primary focus of this report, is to characterize and understand the neural changes that support treatment-induced improve of specific language functions.
1 It is widely accepted that different language functions recruit different neural regions (e.g., thematic role assignment processes in sentence comprehension are likely supported by different neural substrates from those involved in the retrieval of phonological word forms from a lexical phonological memory store) and thus it is likely that there are differences in the neural topography of recovery for different language functions. The information gained from this type of research will contribute importantly to our understanding of the functional organization of the brain and of its plastic and dynamic properties vis-à-vis language.
A second type of goal of neuroimaging in aphasia treatment research is to characterize neural changes that result from treatments that directly target specific neural substrates. Examples include pharmacological treatments such as those targeting dopamine receptors (Bachman and Morgan, 1988) , or techniques such as repetitive transcranial magnetic stimulation (rTMS) that may be used to target specific brain regions in order to facilitate recovery or therapeutic outcomes (e.g., Naeser et al., 2005) . Functional imaging has rarely been used to evaluate the neural changes that occur in these types of treatment (e.g., Martin et al., 2009 ), but many of the issues concerning the characterization of functional (psychological) changes that occur as a result of a treatment and the associated neural changes would be the same as those that we discuss in the body of this paper.
Finally, a third type of research goal may be to identify neural factors that predict therapeutic outcomes. These neural factors may be useful in predicting the effectiveness of treatment for specific language disorders or may have more general predictive value. This type of information would be of considerable clinical significance with implications for prognosis, treatment design and even allocation of resources. Some research with a predictive goal may be highly similar to that carried out for the previously described goal of understanding brain changes that underlie recovery of language functions. That is, it may well be that an understanding of the neural changes that support recovery of specific language functions would contribute to understanding the conditions that may be necessary to achieve therapeutic success for specific language deficits. However, research with a predictive goal may also involve functional neuroimaging of quite a different nature. We discuss issues related to this third type of research goal briefly here.
The goal of identifying neural factors that are predictive of therapeutic outcomes affects the design of neuroimaging studies differently than does the goal of identifying neural changes associated with recovery of specific language functions. This is because, essentially, any type of neural measure could turn out to be important for predicting the effectiveness of treatment: measures of brain structure, resting metabolic, hemodynamic or physiological states, and other measures that do not involve activation of the brain by specific stimuli or tasks, might well turn out to be predictive of treatment effects. For instance, the extent of structural damage or hypometabolism in the dominant hemisphere, the most common frequency in a resting awake EEG or characteristics of the brain's default network (see Buckner et al., 2008) might be extremely valuable for predicting the expected course (natural history) of aphasia as well as an individual's response to treatment. That is, individuals with larger lesions, less metabolic activity, and slower EEG rhythms may be more neurologically impaired, have less undamaged brain tissue available for recovery, and may respond less well to treatment. Along these lines, Thompson et al. (2010b) found higher perfusion levels (i.e., greater blood flow values) in regions of the brain showing post-treatment upregulation of neural activation, in a study of six agrammatic aphasic patients. The hemodynamic response function time-to-peak (HRF TTP) also was faster in these regions. Or, in a recent study by Meinzer et al. (2010) , it was suggested that in aphasic individuals with a stroke in the middle cerebral artery, the degree of integrity of the hippocampus and the surrounding white matter might be crucial for the success of anomia training. In addition, it may be the case that the neural responses to very general language tasks (e.g., of the sort used in fMRI studies designed to replicate Wada testing or as language localizers; Bookheimer et al., 1997; Fedorenko et al., 2010) serve to identify brain regions with potential to support language recovery.
Despite the wide range of measurements that could be made in research studies with a predictive goal, or perhaps because of this wide range, these studies face their own specific challenges. First, expertise is important in determining which observations are most likely to be useful. Second, it is clear that most neural observations will be imperfect predictors of outcome, and that it will be necessary to consider multiple factors (e.g., age, handedness, gender, education, premorbid language proficiency (especially in polyglots)) to gain predictive power. Clearly, a research program directed at the question of which neural measures predict recovery and response to treatment is highly complex. The point here is simply that many of the issues we raise in the body of the paper may not be key considerations for research with the goal of identifying neural factors predictive of treatment success.
We now return the discussion specifically to issues regarding the goal of identifying and understanding the neural changes and conditions that support recovery of specific language functions and response to treatment. The experimental design of these studies must be such that the study can support both the interpretation of the findings within the context of the study, and also the integration of the findings of the study with other relevant studies within the broader literature. The organizing principle for this type of research is that it involves relating changes in language/cognitive function to changes in neural substrates such that the language functions and the neural substrates are, essentially, the two sides of an "equation" that map one on to the other. This type of research most typically asks: If a treatment is effective in changing certain aspects of an individual's language function, what neural changes support that improvement? In order to identify and quantify changes in language functions and neural substrates, experimental tasks must be selected and/or developed that will effectively shed light on both the cognitive and neural substrates. Thus, task development and experimental design are critical to the success of this type of research.
The burgeoning field of cognitive neuroscience is directed largely at understanding the relationship between cognitive functions and neural substrates in the intact brain. However, in research on the neural substrates of aphasia treatment the complexity of the research is considerably increased by the addition of: (a) disruption of normal language operations and the neural substrates that support them, and (b) changes from pre-to post-treatment at both cognitive and neural levels.
Characterizing the disrupted language system
Research examining the effects of treatment on recovery of particular language operations requires the identification, prior to treatment, of the language functions that have and have not been disrupted by the lesion. Similarly, subsequent to treatment, it is necessary to identify both the language functions that have improved and those that have not. The need to characterize the nature of the language deficit/s applies not only to studies of the neural correlates of treatment but also to studies directed at identifying neural predictors of recovery.
Evaluations of language functions are guided by some (explicit or implicit) theory of language. For example, in research involving acquired reading deficits it would be important to know if the investigators assume multiple routes for reading aloud and, if so, what operations are assumed to be carried out by these routes. Or, in the case of deficits in spoken word naming, theoretical assumptions regarding stages of spoken word production are critical for the selection and interpretation of diagnostic tasks.
Characterization of the language profile will involve the characterization of deficient and intact language and related cognitive functions based on the theoretical framework of the investigator. This can be carried out with different degrees of specificity. For example, in the domain of reading, a reading deficit may be described broadly as an acquired dyslexia, or more precisely depending on the investigator's assumptions about routes for reading aloud and the operations that are assumed to be carried out by these routes. For example, a particular individual's deficit may be described, fairly precisely, as a disruption of the processes involved in converting sublexical orthographic units to phonological units.
The degree of specificity that is sought will determine the tasks that are administered. In the case of reading, a sublexical orthographyto-phonological conversion deficit requires documentation of a characteristic profile on a number of tasks, such as difficulty in nonword reading, reduction in regularity effects in reading and lexical decision, normal frequency effects in word naming and lexical decision, etc. Changes associated with treatment must be documented at the same level of detail. Interpretation of findings can never be more specific than the specificity with which the language profile has been characterized. For example, neural changes observed subsequent to treatment for dyslexia cannot be attributed to changes in sublexical conversion if the diagnostic work was not carried out at this level of specificity. Furthermore, the manner in which results can be integrated across studies is affected by the compatibility of the different studies in terms of the specificity with which the language profiles are characterized. That is, it is difficult, if not impossible, to integrate studies that broadly test for and treat dyslexia with those that identify and target specific subcomponents of the reading process. In general, questions regarding general aspects of language functions require general language measures and questions regarding specific language functions require more detailed measurements. The matching of the granularity (level of detail) between research questions, language and neural measurements and data interpretation applies broadly throughout this type of research.
There also is a need to achieve comprehensiveness in the diagnostic evaluation. This is important in order to understand the full impact of the treatment; that is, the degree to which treatment impacts other cognitive systems associated with language. If the diagnostic tasks only characterize the language impairment, it will not be possible to determine if treatment affects only language functions or if it has a broader impact. Understanding both the specific and more general consequences of treatment is also critical for interpreting the neural changes. For example, if behavioral changes from pre-to post-treatment are noted in both nonword reading and verbal working memory, then the neural changes observed cannot be interpreted as simply or solely reflecting changes in the neural substrates supporting sublexical reading processes. Additionally, this type of broad range of testing may also be useful for research directed at identifying language/cognitive profiles predictive of therapeutic success.
To date, a great deal of research on the neural substrates of aphasia treatment has studied individuals with spoken naming deficits (see Thompson and Den Ouden, 2008, for review) . Thus, we illustrate the points discussed above by briefly reviewing a study reported by Menke et al. (2009) . These researchers were interested in examining the neural changes that support successful treatment for anomia. They examined eight individuals with chronic spoken language production impairments and carried out fMRI scanning before and immediately after a 2-week intensive spoken naming treatment as well as at an 8-month follow-up. An extensive pre-treatment language and cognitive evaluation was administered. Results showed that all participants suffered from a deficit affecting the linking of semantic information with its corresponding phonological word form.
Although not explicitly stated, we can assume that diagnostic testing was based on the theoretical view that the spoken word production system consists of multiple stages of processing that allow word semantics, lexical retrieval, phonemic encoding and motor production to be distinguished from one another (e.g., for a review see Rapp and Goldrick, 2006) . Given these assumptions, a disruption in retrieval of word forms from semantic representations will manifest itself with a characteristic profile of impaired and spared performance. On this basis, the diagnostic work carried out by Menke et al. (2009) involved testing hearing, auditory language comprehension, object naming, word fluency, and repetition. Spoken naming was further evaluated to determine error profiles (i.e., if errors were phonemic or semantic, if subjects were responsive to phonological cueing, and if there were signs of apraxia of speech). The reasoning was as follows: intact auditory comprehension rules out a semantic deficit, good repetition and only mild (if any) apraxia of speech rule out motor problems, whereas difficulties with picture naming, decreased fluency, production of semantic errors, and sensitivity to phonemic cueing point to a disruption in the link between word meaning and word form (see Table 1 ). In addition, a more comprehensive evaluation of related language and cognitive abilities was also carried out. This included tests of written language, short term memory (verbal and visual), general learning capacity (visual and verbal), general intellectual functioning, attention and executive functions.
The diagnostic testing in the Menke et al. (2009) study represents a clear example of both considerable specificity in the diagnosis and comprehensiveness in the overall testing. Despite the importance of preand post-treatment evaluation of language/cognitive profiles, however, a review of the literature reveals that this is rarely done (but see Rapp and Vindiola, 2005; Kiran and Thompson, 2003) . Typically, the comprehensive evaluation is carried out only prior to the intervention to establish a diagnostic profile. The therapeutic program is then applied and success associated with treatment is assumed to reflect an improvement specifically in the disrupted language/cognitive operations identified in the pre-therapeutic evaluation. In fact, in the Menke et al. study, only a pre-treatment comprehensive evaluation was administered, guiding the researchers to target semantic-lexical links with their treatment. The absence of a comprehensive post-treatment evaluation limits the ability to firmly establish the specific impact of the treatment on the language system. This type of comprehensive pre-and post-treatment evaluation is uncommon in treatment studies where practical considerations may limit the feasibility of extensive testing. Nonetheless, it is important to understand the interpretive limitations this may impose. Identifying neural substrates associated with targeted language processes
Having characterized the language and associated deficits, the next challenge is to identify tasks that activate the neural systems that support the language functions of interest in the intact brain. These systems consist of interacting brain areas that are dedicated to particular language operations. Increasingly, researchers have been interested in identifying both the specialized areas and their effective functional connectivity in particular tasks. Whether the focus of a particular study is on particular specialized areas or on their interactions, it is necessary to have tasks that test the language functions of interest in order to observe changes in neural activation patterns that take place as the targeted language function/s improve from pre-to post-treatment. This may seem straightforward but, in fact, it is typically extremely complex to develop an experimental design that will recruit and isolate the relevant substrates. In fact, few studies examining neural correlates of aphasia treatment have used neuroimaging designs that pinpoint the neural changes that specifically reflect the treatment of targeted functions. It is much more common for researchers to use tasks that capture a broad range of functions rather than the narrow set that is deficient and/or the set that has been the target of treatment.
One of the main reasons that identifying the specific substrates that support relevant language functions is so challenging is that tasks typically recruit multiple functions, not all of which are of interest. As a consequence, it is not sufficient that the tasks used during the functional neuroimaging recruit the substrates of interest, there must be a method for isolating specific regions from among others that may not be relevant. Before discussing various approaches to this issue, we must point out that whatever the technique that is used, it is important that the techniques can be shown to isolate the substrates of interest reliably and consistently in neurologically intact individuals. For this purpose, there must either be an existing literature demonstrating the reliability of the design in activating the relevant substrates in neurologically intact individuals or control participants should be included in the study. A combination of both is ideal. Including control participants who perform the same neuroimaging tasks as the aphasic participants increases interpretability of the results by allowing the researcher to address key questions such as: Do pre-to-post treatment activation changes involve "normally recruited" substrates? If so, is the recruitment to the same, greater or lesser degree than in the intact brain? Is there recruitment of novel regions, not observed in the control participants, such as homologous areas in the opposite hemisphere?
One often-used strategy for isolating neural substrates supporting specific language functions is to compare activations produced by experimental and control (or baseline) tasks. Using this logic of pure insertion involves selecting an experimental task, which includes the functions of interest plus functions that are not of interest, and a control task, which includes the functions that are not of interest (Friston et al., 1996) . Although this approach is not uncontroversial, depending on how carefully matched the tasks are, the contrast between experimental and control tasks can potentially isolate the neural substrates supporting the functions of interest (see Crosson et al., 2007; Caplan, 2009 , for review of different types of control conditions). For example, Peck et al. (2004) examined the neural correlates of an aphasia treatment that was directed at improving production of syntax using an experimental task that required participants to produce passive sentences to describe pictures and two control/baseline tasks: passive viewing of nonsense objects and picture naming. The contrast of the experimental task with the control tasks allowed for the broad identification of neural activity associated with sentence production compared to that involved in visual processing and lexical retrieval. However, even using these control tasks, it is possible that the remaining neural activity could reflect a variety of functions in addition to syntactic encoding (the function of interest), for example, selection of thematic roles. Therefore, in the Peck et al. study, the control conditions did not completely isolate the syntactic processing skill targeted in treatment. As a result, interpretation of changes in activation patterns within the "isolated" substrates from pre-to post-treatment was complicated because it is not clear which of the observed neural changes corresponded specifically to improvement in syntactic processing.
A caveat pertaining to what we have said above is that, although the use of scanner tasks that specifically identify the treatmenttargeted skill may be the goal for neuroimaging research in aphasia, the extent to which this is possible to achieve is limited by our current understanding of the brain and language or cognitive processing. That is, for many, if not most, cognitive functions there is no consensus on the tasks/experimental manipulations that best serve to isolate their neural substrates in functional neuroimaging. Given this, many researchers find it useful to have an additional relatively non-specific baseline (such as the nonsense objects in the Peck et al. study) that allows a broad range of areas and functions to enter into the analysis rather than mistakenly "subtracting out the functions of interest".
In addition to the insertion logic, another method for isolating substrates of interest is to use a parametric design (see Caplan, 2009, for discussion) . This approach generally involves contrasting different levels of a parameter using the same task. For example, to identify the neural substrates associated with recovery of syntactic processing in patients with agrammatic aphasia, Thompson et al. (2010b) used an auditory verification task, randomly presenting sentences with different levels of syntactic complexity (e.g., object clefts, subject clefts, and simple actives) for participants to judge as matching or not matching a simultaneously presented visual scene (e.g., a bride carrying a groom or groom carrying a bride). The rationale was that contrasting activation to items of different levels of difficulty or complexity would reveal neural substrates sensitive to syntactic complexity. In another set of studies, Thompson et al. (2010a) examined verb processing using verbs differing in the number of arguments they require. Specifically, one-argument (e.g., laugh), two-argument (e.g., fix), and three-argument verbs (e.g., throw) were presented together with pseudowords in a lexical decision task. The neural areas sensitive to this parametric variation in argument structure complexity (e.g., the greater the complexity, the greater the activation) are candidate regions for the representation and processing of verb argument structure.
We note, however, that the use of a parametric design does not, by itself, guarantee that the language operations that are targeted in treatment will be isolated. This is because other functions may be affected by the same levels of the parameters manipulated. For example, in the case of syntactic complexity, it is possible that sentences that differ in syntactic complexity also differ with regard to their working memory demands. In that case, sensitivity to the levels of the syntactic parameter manipulated may appear in brain regions associated with working memory, in addition to (or instead of) areas involved in processing the syntactic aspects of the sentences (but see Santi and Grodzinsky, 2007) . This presents a challenge in identifying which of the observed neural effects reflect which cognitive processes. How this is accomplished will vary depending on the targeted function, sometimes with the necessary information being available in the literature, and other times requiring a series of studies, each varying parameters that affect different components or stages of processing.
A form of parametric variation that deserves special consideration is the manipulation of the degree of exposure to a stimulus of a particular type. The best example of this is simple repetition, which is associated with suppression of neurovascular responses (presumably due to habituation). This technique of "neural adaptation" has been used productively to identify areas associated with particular types of representations and processes, such as recognition of visually presented words (Dehaene et al., 2001 ). Variants of simple repetition, such as (semantic) priming, can be used to isolate specific aspects of processing. As with other designs, control of correlated properties of stimuli is needed (e.g., orthographic familiarity must be controlled when lexical status is varied to study lexical activation), but these challenge are no greater for designs of this sort than for others.
Evaluating neural activity associated with intact language/cognitive processes Just as in the behavioral evaluation it is important to characterize not only impaired but also spared language/cognitive processes, measurement of neural activity associated with spared processes may also provide valuable information. It is generally assumed that language/ cognitive skills that are unimpaired and not targeted by treatment should show neither behavioral improvement nor neural change from pre-to post-treatment, but this assumption may be incorrect: the brain may re-organize after a lesion in ways that change the neural systems that support functions that are unaffected at the behavioral level. Stable activations from pre to post treatment associated with these spared functions would indicate that this is not the case and would provide one part of the evidence that neural reorganization that is observed is, in fact, due to treatment. The tasks used to evaluate spared language/cognitive processes may, at the same time, serve as functional localizers, identifying the location of well-established functions so that the results of interest can be localized not only in terms neuroanatomical landmarks or standardized Talairach (Talairach and Tournoux, 1988) or MNI coordinates, but also in terms of their location relative to functional landmarks. This is especially important in lesioned brains, which often are topographically distorted. For example, although not a training study, Tsapkini et al. (2011) compared the activation patterns of an individual with acquired dyslexia and dysgraphia (due to left mid-fusiform resection) with those of neurologically intact individuals. In addition to experimental reading tasks used to recruit and isolate the neural substrates of orthographic processing, tasks were also administered that allowed for the localization of neural areas involved in the processing of houses and faces. This was done because, behaviorally, face and house processing had been shown to be intact in the individual that was the subject of the investigation and, furthermore, because the visual processing of these types of stimuli is known to yield highly reproducible activation patterns in neurologically intact individuals. Specifically, the activation loci for object and face processing are thought to be topographically adjacent to the substrates of the fusiform gyrus that are believed to be among those normally involved in orthographic processing (McCandliss et al., 2003) . This broader neural evaluation, extending beyond the disrupted orthographic functions, allowed Tsapkini et al. to show that, in this individual, the intact cognitive functions of face and object processing were supported by a normal pattern of brain activation, whereas the disrupted orthographic processes showed clear signs of reorganization.
Scanner task considerations
While the previous sections in this paper have dealt with broad issues in experimental design, there are additional issues that arise concerning aspects of the neuroimaging tasks themselves. One of the main points to consider in designing fMRI tasks is the relative difficulty of the task for the participant (Poldrack, 2000) . A second issue concerns the relationship between the task(s) used during treatment and the scanner task(s) selected to evaluate the effects of treatment.
There has been some debate in the literature regarding the issue of the difficulty of the functional neuroimaging tasks/items (Crosson et al., 2007; Thompson, 2005; Thompson and Den Ouden, 2008) . The question is: Should the tasks/items be "easy" (within the capacity of the aphasic individual) or "difficult" (beyond his/her capacity)? Several early studies of language recovery in aphasia were conducted with "easy" tasks or items that participants could perform with high accuracy (Cao et al., 1999; Mummery et al., 1999; Ohyama et al., 1996) . However, this approach may be problematic because such tasks/items may not (sufficiently) engage the defective language/cognitive process in the scanner, potentially failing to reveal changes that may be induced by the treatment. In contrast, the concern regarding the use of difficult tasks/items that yield poor performance is that these tasks may engage processes or strategies other than those under investigation and also decrease the reliability of neuronal activation (Price and Friston, 2002) . In addition, difficult tasks/items may induce increased effort, inattention to the task, as well as emotional responses, such as anxiety and frustration. Thus, the reason that task difficulty is an important issue is that it contributes to the complexity of interpretation of the neural activation patterns.
Various solutions have been proposed to address this issue. One solution is to include both easy and difficult items in lists individually tailored to each participant's performance (e.g., Fridriksson et al., 2006; Menke et al., 2009 ). The use of stimuli that are within the capacity of a neurologically injured individual is similar to the use of materials in studies with neurologically intact individuals who are typically performing at a high level of accuracy. In this scenario, with proper experimental controls, improvement in performance (such as the speed with which a task is performed) can be related to changes in neural responses. Likewise, neural changes associated with the ability to process stimuli that were previously beyond a participant's capacity can shed light on the neural basis for the recovered/successfully treated stimuli. We note, however, that it is an open question whether the neural changes seen in both situations (easy or difficult stimuli) are the same.
A similar approach, but one which does not require developing stimuli for individual study participants, involves separately analyzing items that yield correct and incorrect responses during the functional neuroimaging task. For instance, several studies examining naming treatment (Fridriksson et al., 2007; Menke et al., 2009; Vitali et al., 2007) have compared activation for pictures named accurately during baseline with those named poorly prior to treatment, but relearned by the end of treatment. Likewise, Fridriksson et al. (2006) used naming accuracy during pre and post treatment scans as a covariate in higher level analyses. Another approach may involve comparing the before vs. after treatment changes for correct versus incorrect items (e.g., Meinzer et al., 2006; Postman-Caucheteux et al., 2010) . Indeed, using behavioral measures such as accuracy and reaction time of scanner task performance has been used productively to identify neural changes associated with the treatment-induced language improvement.
Another approach involves the use of implicit tasks that may reflect changing skill levels induced by treatment while requiring a relatively constant level of effort in the pre-and post-treatment periods. Passive tasks can be used for this purpose. For example, when the treatment target is word reading, the task could consist of passive viewing of written words. Neurologically intact individuals will automatically read words, even in passive viewing conditions. For individuals with acquired dyslexia who receive treatment, if the ability to read words increases from before to after treatment, there will be an increase in automatic reading in this passive task, yielding measurable changes in neural activity while minimizing the pre-to post-treatment changes in the effort, anxiety, or frustration that may be associated with an overt task. A limitation is that passive tasks do not provide behavioral evidence (e.g., accuracy and/or reaction time) regarding what was processed, which can introduce additional interpretive challenges. An alternative to passive tasks is the use of paradigms that measure priming, neural adaptation, or habituation with a relatively easy active task. This type of implicit measurement may reveal behavioral and neural changes from pre-to post-treatment, while also providing an explicit measure of processing accuracy. These types of tasks may have the advantage of avoiding problems associated with difficult tasks/items as well as the interpretive limitations associated with simple passive tasks.
Another question that sometimes arises is whether the task used in treatment and the task used in scanning should be the same. The majority of functional neuroimaging studies of aphasia treatment have involved treatments for word naming difficulties and, in many of these studies, both the treatment and neuroimaging tasks have involved picture naming. The intuition underlying the use of the same task in treatment and scanning is that, in this way, the scanner task will best capture any treatment effects. However, there is no reason why the same tasks must be used. This is especially evident given that the target of the remediation is typically a language function and not a task. For example, the target of remediation may be lexical retrieval while the task used to measure change may be picture naming. In that case one can imagine that a task such as semantic cueing may be used in remediation while picture naming (and relevant control tasks) may be used during scanning. Simply put, the appropriate tasks will be those that, with regard to treatment, best serve to remediate and, with regard to scanning, best serve to recruit and isolate relevant neural substrates. Thus the relationship between tasks employed in treatment and scanning will depend entirely on the particular questions under investigation. There may be multiple processes associated with naming that the experimenter may wish to investigate prior to and following treatment. For instance, Sebastian and Kiran (2011) used two scanner tasks -picture naming and semantic word verification -to evaluate the effects of a naming treatment that involved semantic cuing. Different neural activation patterns were noted, depending on the task performed. Therefore, it may also be worthwhile to incorporate multiple tasks that evaluate different components of processing and these tasks need not correspond to the treatment task.
Before closing this section we would like to point out that it is important for researchers to ascertain, prior to scanning, a participant's ability to understand and perform the scanner tasks. A simulated scanner can be used for this purpose and participants can practice performing scanner tasks prior to participating in actual scanning sessions. In addition to allowing participants to acclimate to the scanning environment, this practice may diminish errors due to factors unrelated to a participant's abilities with the tasks of interest and, in addition, may help to decrease reaction times (for individuals with unusually delayed response patterns).
The issue of variability
One important issue in the design of neuroimaging studies with aphasic individuals is the possible variability in the measurements of neural activation over time that are not due to the treatment. This variability may be due to such things as scan-rescan variability, changes due to the natural history of a deficit, fluctuations in task performance and/or effects of task habituation and stimulus exposure.
A key challenge is to distinguish changes in pre-to post-treatment neural activity that are due to scan-rescan variability from changes due to the therapeutic intervention. Several studies have addressed this particular issue by performing multiple pre-treatment (baseline) and post-treatment fMRI scans to develop an estimate of the variability in activation across repeated scans (Fridriksson et al., 2006 (Fridriksson et al., , 2007 . Fridriksson et al. (2006) , for example, administered three fMRI scans prior to and after treatment, with aphasic individuals performing the same overt picture naming tasks during all sessions. Activation seen during baseline scans was compared with that seen during post-treatment scanning. This provided a powerful means for identifying activation changes from pre-to post-treatment that were reliable relative to the variability observed within the multiple pre and post scanning sessions.
The main drawback of this approach is that it is costly and labor intensive. Given this, another approach is to include control items in the fMRI task that are used to "index" variability not due to treatment. For example, Menke et al. (2009) examined naming performance on a large set of stimuli (object pictures) prior to treatment and scanning and selected items that the study participants could not name consistently for inclusion in the scan task. Half of the items were then trained, whereas the other half were untrained and brain activation was assessed prior to and following treatment for both sets. To control for any changes in activation across assessments associated with extraneous variables (i.e., variables other than the treatment provided), activation changes for the untreated items was removed from changes seen for the treated items using an exclusive mask. The rationale was that the changes in neural responses to these items at pre-and post-treatment provide a measure of repeated exposure and scan-rescan variability. This procedure provided an internal measure of reliability in the same participants, on the same task and at the same time allowed training effects to be evaluated. However, one issue related to the use of untrained items to index scanrescan reliability is that it is a highly conservative measure of the effects of training as it assumes no generalization from trained to untrained items, something which is not always the case. Indeed, generalization from trained to untrained items is a common (and often desirable) effect of aphasia treatment. In fMRI treatment studies in which there is behavioral evidence of generalization, a possible approach to indexing variability would be using BOLD signal changes from just those untrained items that show no behavioral evidence of treatment generalization.
Another approach to dealing with variability is to use a control task to index changes unrelated to treatment. For example, Leger et al. (2002) administered two different fMRI tasks to an aphasic individual prior to and after a 6-week period of speech and language treatment: (a) overt naming, which evaluated an impaired function, and (b) rhyming, which evaluated an unimpaired function and was therefore considered a control condition. For the aphasic individual, results showed stable activation across imaging sessions for the rhyme task that was similar to that observed in six healthy participants. However, activation shifts were noted from pre-to post-treatment scans for the overt naming task, reflecting improved naming performance. Given the stability related to the rhyming task, the changes observed for the naming task could, with some confidence, be interpreted as reflecting recovery of some aspect of naming function rather than general language or cognitive changes. The challenge for this type of approach is in selecting a control task that is sufficiently distinct from the targeted function that treatment generalization is not expected, but not so different that it has no relationship to the functions of interest.
Finally, a related issue concerns the possibility of differences in longitudinal reliability for items depending on extent of exposure (expertise). Meltzer et al. (2009) assessed fMRI signal change magnitude in unimpaired volunteers across four scanning sessions at one-month intervals. Participants were asked to name pictures of the same item, new items, and explicitly over-learned items during each session, and activations across sessions were statistically compared for each type of item. Results indicated activation decreases across scanning sessions, regardless of item type, but also revealed different degrees of between-session reliability for items of each type. The general decreases were attributed to task habituation, whereas the differences noted among stimulus types indicated that differential degrees of exposure (over-learning in particular) may affect the reliability of repeated fMRI measurements. These findings raise important questions for studies of aphasia recovery. Activation decreases from pre-to post-training could reflect task habituation and if responses are over-learned during aphasia treatment, this could impact the reliability of activation changes seen from pre-to post-treatment (see Meltzer et al. (2009) for further discussion of the implications of their findings for designing treatment studies in aphasia).
Distinguishing treatment changes (including generalization) from changes that are due to scan-rescan variability and other extraneous factors is a complex and difficult matter and approaches that involve the use of repeated scans and control items or tasks have specific strengths and weaknesses. Thus far we have focused on examples involving aphasia acquired as a consequence of cerebrovascular accident. As behavioral studies continue to reveal that treatment can have positive effects even in the context of progressive language disorders (e.g., Rapp and Glucroft, 2009 ), investigations of the neural changes that support these benefits will increase (Beeson et al., 2011; Dressel, 2011; Marcotte and Ansaldo, 2010) . In this context, the specific challenge is to identify treatment-related neural changes against the backdrop of deterioration of language and possibly other cognitive functions. These investigations face the same types of challenges as have been discussed in this section.
Summary and conclusions
An important objective of this paper is to discuss practices that will facilitate the interpretation of findings from neuroimaging investigations of aphasia treatment as well as the integration of findings across studies. Interpretation and integration are essential if we are to advance our quite limited understanding of the injured brain's response to language treatment. To this end, we have identified and discussed key experimental design issues. Given the early stage in the development of neuroimaging of aphasia treatment research it is difficult to strongly advocate for specific best practices, nonetheless, we believe that it is important to identify critical challenges, and to alert researchers to issues of experimental design that they must consider in addressing these challenges.
In brief, we have made the following major points: (1) A clear characterization of the language deficits as well as the spared language and related cognitive functions is necessary and requires a comprehensive, theory-based evaluation. (2) Scanner tasks must be designed to allow for the identification of the neural substrates associated specifically with the treatment-based changes in language functions. Different approaches can be used successfully for this purpose, including, additive factors-based approaches contrasting critical factors in experimental and control tasks and the use of parametric designs or priming (neural habituation) paradigms. In all cases, interpretation of findings is facilitated by using tasks that produce reliable, interpretable results in neurologically intact participants. (3) A difficult question concerns whether the relevant substrates are best identified by using scanner tasks that are difficult or easy for participants, with each having advantages and disadvantages. Alternatives include designs that allow for contrasting correct and incorrect responses or the use of implicit tasks. (4) Distinguishing treatment-based neural changes from unwanted sources of variability -such as scan-rescan variability -is a major challenge for this type of research. While currently there is no single best method for dealing with this difficult problem, there are advantages of multiple pre and post-treatment scanning, and the use of untreated items or control tasks as indices of scan-rescan variability against which the treatment-based changes can be identified.
In the end, advances in research directed at understanding the neural substrates of recovery of language function will be determined, by the quality of "the two sides of the equation" -on one side, by the depth of our understanding of the affected language functions and, on the other, by our ability to design functional neuroimaging tasks that will reveal the neural activation patterns that specifically support the recovery of language functions.
