Abstract: Image fusion is the method of combining relevant information from two or more images into a single image resulting in an image that is more informative than the initial inputs. Methods for fusion include discrete wavelet transform, Laplacian pyramid based transform, curvelet based transform etc. These methods demonstrate the best performance in spatial and spectral quality of the fused image compared to other spatial methods of fusion. In particular, wavelet transform has good time-frequency characteristics. However, this characteristic cannot be extended easily to two or more dimensions with separable wavelet experiencing limited directivity when spanning a one-dimensional wavelet. This paper introduces the second generation curvelet transform and uses it to fuse images together. This method is compared against the others previously described to show that useful information can be extracted from source and fused images resulting in the production of fused images which offer clear, detailed information.
Introduction
Image fusion is a sub-area of the more general topic of data fusion which deals with image and video data making it a vital technology in many military, surveillance and medical applications. The capacity to combine complementary information from a range of distributed sensors with different modalities can be used to provide enhanced performance for visualization, detection or classification tasks. Image fusion methods can be broadly divided into two types: spatial domain fusion and transform domain fusion. Methods such as averaging, principal component analysis (PCA), IHS and the "Brovey" method all fall under the umbrella of spatial domain approaches. Another important spatial domain image fusion technique is the high pass filtering based technique which entails the insertion of high frequency details into up-sampled versions of MS images. An undesirable result of using a spatial domain approach is the creation of spatial distortion in the fused image with spectral distortion becoming an unwanted side-effect. Such distortion occurs when further processing (that is easily handled by transform domain approaches) is applied. Multi-resolution analysis has become a very useful tool for analyzing remote sensing images [1] whilst multi-sensor data often presents conflicting information about the scene or object of interest. Thus, image fusion provides an effective method for comparison and analysis of such data. There are several advantages of multi-sensor image fusion: wider spatial and temporal coverage, extended range of operation, decreased uncertainty, improved reliability and increased robustness of system performance. Image fusion also has wide applicability to the diagnosis of medical conditions where medical images have a variety of different species such as CT, MRI, PET, ECT, and SPECT, for example. These different imaging techniques have their own respective application ranges. The aim of medical fusion imaging is to combine functional and anatomical images together to create one image which incorporates both. An image such as this can provide an abundance of information which can be used to make a much more informed diagnosis [1] . Curvelet transform segments a complete image into small, overlapping tiles before applying ridgelet transform to each of these tiles. Segmentation is used to approximate curved lines into small straight lines whilst the overlapping of tiles aims to avoid edge effects. The ridgelet transform method itself is a 1-D wavelet transform applied on the Radon transform of each tile, which itself is a shape detection tool. Curvelet transform was initially proposed for use in image denoising [8] [9] [10] and several researchers tried to apply the technique to satellite image fusion [1, 2, 6] . However, due to its ability to deal with curved shapes, application of the curvelet transform procedure in medical image fusion would result in superior fusion results than if the wavelet transform procedure were used. The main objective of medical imaging is to obtain a high resolution image with as much detail as possible for the sake of diagnosis. Several medical imaging techniques exist such as MRI and CT with both techniques used to obtain images of particular characteristics of the target organ. Therefore, it is expected that the fusion of an MRI and CT image of the same organ would result in an integrated image which contains much more detail than that present in individual MRI and CT scans. Research into such fusion of MRI and CT scans has been scarce with only a few notable papers being produced: [4, 5, 7] . Most of these attempts utilise wavelet transform however, due to the limited ability of wavelet transform to deal with curved shapes in images, curvelet transform for MRI and CT image fusion is presented here. This paper proposes a global energy fusion strategy which gives a region-level image fusion method where matchmeasures are calculated as a whole to select the wavelet coefficients coming from different sub-images of the same scale. In several application scenarios, image fusion is only an introductory stage to another task i.e. human monitoring [2] . In many applications the human perception of the fused image is of essential importance and consequently, the results obtained by using fusion are primarily evaluated using subjective criteria.
Related work
There are many methods available for use in the area with the most successful being selected due to their major contributions to the field of image processing. In addition, these methods are also successful when used to fuse images, resulting in graphics that contain a heightened degree of clarity which makes the maximum amount of information easily available for those that require it [2] . A sample of some of these image fusion methods are presented below:
• Region-based energy method From these methods we have selected the region-based energy method for use in our proposed method.
DWT-based image fusion
When performing DWT-based image fusion, an image is initially decomposed into high-frequency images and low frequency images using the wavelet transform procedure. Then the spatial frequency and the contrast of the lowfrequency image are measured to determine the fused low-frequency image [3] . With respect to the high-frequency image, we select the high-frequency coefficient based on the absolute value maximum principal and verify the consistency of these coefficients. STEPS OF DWT STEP 1:
1. The DWT of a signal, x, is calculated by passing it through a series of filters.
2. Samples are passed in through a low-pass filter with impulse response, g, resulting in a convolution of the two.
STEP 2:
1. The signal is also decomposed simultaneously using a high-pass filter, h.
2. The resulting output gives the detailed coefficients (from the high-pass filter) and approximation coefficients (from the low-pass).
3. It is important that the two filters are associated with each other, if they are then they are known as a quadrature mirror filter.
STEP 3:
1. The filtered outputs are then sub-sampled by 2 general equations.
2. Thus, we obtain two values from the given equation: low and high.
1. From these two values, Y-low and Y-high, we obtain two sets of pixel values.
2. We can further divide the pixel values obtained using a similar formula to return the final four values: LL, LH, HL and HH.
Drawbacks of DWT Method:
1. DWT is not a suitable transform for edge information.
2. For any medical image the contrast will be the same, therefore we cannot use the contrast feature for the purposes of fusion.
Curvelet transform
The curvelet transform method proposed by Cands and Donoho in 2000, is derived from the ridgelet transform method mentioned earlier. A new curvelet frame was constructed in 2005 but it failed to create a differentiate itself enough from the ridgelet transform method and the more traditional curvelet transform method [14] . It did however give forms of expression based upon curvelets in the frequency domain i.e. it was an example of a true curvelet transform.
Continuous curvelet transform
In two-dimensional space, R 2 , x, symbolizes a spatial domain variable, the variable ω, represents a frequency domain variable and r, θ is used to express polar coordinates. A number of window functions should also be mentioned, specifically, W (r) and V (t) which express radius window and corner window respecitvly; W is supported in r ω (1/2, 2), V is supported in t,ω [-1,1]. Consequently, the permitting condition shown below should be satisfied:
For all scales, j ≥ J o , the frequency window of the fourier frequency domain is expressed as follows:
With reference to the equation above, ⌊j/2⌋ represents a j/2 rounding operation, in addition, there are differences in the dilation factor between W and V. With respect to the time domain, the dilation factor of W is 2-j shorter whilst the dilation factor of W is 2 −j/2 longer, simply put, this is equal to: Width =length 2 (also called the "anisotropy scaling relation"). U j represents a wedge window in polar coordinates [10] ; Fig. 1 shows how a wedge window such as this is expressed: A Curvelet ϕ 1 (x) is defined by the function ϕ j (w) − U j (w), otherwise known as the "mother curvelet". There are three parameters in a curvelet: j represents scale, λ represents direction and k = (k1, k2) ∈ Z 2 represents space position [10] . When the scale is 2 − J, θ ℓ = 2
, the translation position could be expressed as:
A curvelet could then be expressed as the following:
in which, Rθ is a rotation of θ. As a result, all curvelets in scale 2-j may be obtained by rotation and translation of ϕ j . The coefficients of a curvelet can be defined by an inner product of
the reconstruction formula is defined as follows:
and finally, curvelet transform should suit parseval relation in the way prescribed below:
Discrete curvelet transform
In a two-dimensional, cartesian coordinate system, we use U j as a block region with the same center to replace it (see Fig. 2 ). Then a local window in a cartesian coordinate system is expressed as:
Here,
ϕ is defined by the inner product of a one-dimensional, low-pass window:
Then, ∪ j,l
in which, shear matrix Sθ =
, so a discrete curvelet is defined as follows:
Here, b quantizes (k 1 * 2 −j , k 2 X2 −j/2 ) and the discrete curvelet transform is defined as follows:
Due to the block S
) not being a standard rectangle, a fast fourier transform algorithm cannot be used. Therefore, the last formula should be rewritten to the following:
Fast discrete curvelet transform (FDCT)
Curvelet transform has undergone two major revisions: the first generation curvelet transform used a complex series of steps involving the ridgelet analysis of the Radon transform of an image resulting in exceedingly slow performance. The second generation curvelet transform discarded the use of ridgelet transform resulting in reduced redundancy and considerably improved speed of transform [14] . Two fast discrete curvelet transform algorithms have been introduced: the first is based upon unequally-spaced FFT whilst the second is based upon the wrapping of specially selected fourier samples.
Proposed method

A novel image fusion algorithm based on wavelet and discrete fast curvelet transform
Using wavelet transform, we will decompose the original images into proper levels, acquiring one low-frequency approximate component and three high-frequency detailed components at each level. Curvelet transform will then be used on those individually acquired, low-frequency approximate components and high-frequency detailed components from both images obtained in the previous step. A neighbourhood interpolation method is used so that the details of grey areas in the image cannot be changed. According to the definite standard used to fuse images, local area variance is chosen to measure definition for low-frequency components. Finally, inverse transform (IDWT) is applied to obtain the original image.
INITIALIZATION:
Define the area size, A, which will be used around each location p; n = 1. In order to merge, the low-frequency band should be calculated as shown: The procedure for this technique is similar to the basic DWT technique explained previously, expect for when contrast evaluation is performed on each of the input images. Thus, in this method the contrast values of both input images are extracted and evaluated.
Performance evaluation
It has become common to evaluate the results of fusion visually; according to visual evaluation however, human judgment determines the quality of the image being evaluated. Some independent and objective observers are used in order to grade corresponding images with the final grade obtained by taking the average or weighted mean of these individual grades. Obviously, this evaluation method has some drawbacks: firstly, it is not very accurate and secondly, the result of evaluation highly depends upon the observer's previous experience. To achieve an accurate and truthful assessment of the fusion product some quantitative measures (indicators) are required. Therefore, two different measures are used in this project to evaluate the results of the fusion process: visual results obtained through simulation and entropy calculation [13] .
Evaluation criteria
Objective image quality measures play a significant role in various image processing applications. Several types of object quality or distortion assessment approaches may be used and those fused images that are to be evaluated must take the following parameters into consideration:
Root mean square error (RMSE)
The root mean square error (RMSE) between each unsharpened MS band and corresponding sharpened band can also be computed as a measure of spectral fidelity. The calculation shows the amount of change, per pixel, due to the processing that has occurred [12] . The RMSE between a reference image, R, and a fused image, F, is given by the following equation:
There are numerous approaches which are capable of constructing reference images using input images. In our experiments, we used the following procedure to compute RMSE: firstly, the root mean square error (RMSE) value, E1, is computed between source images, A, and fused image, F [12] . Similarly, E2 is the result of computing the RMSE between sources image, B, and fused image, F:
Then, the final RMSE value is obtained by taking the average of values E1 and E2.
RMSE = (E1 + E2)/2
Smaller RMSE values indicate good fusion quality.
Peak signal to noise ratio
PSNR can be obtained by using the formula:
With respect to the equation above, MSE corresponds to the mean square error and L is the number of grey levels in the image [6] .
Entropy calculation
One of the quantitative measures used in digital image processing is entropy, introduced by Claude Shannon, the entropy concept was first utlised in order to quantify the information content of messages. Although he used entropy in communication, the concept may be also employed as a measure and as a way of quantifying the information content of digital images [8] . A digital image consists of pixels arranged in rows and columns with each pixel being defined by both its position and its grey scale level. For an image that consists of L grey levels, entropy is defined as:
In this equation, P is the probability (or in this case frequency) of each grey scale level; for images with high information content, the entropy value is quite large. Larger alternations and changes in an image give larger entropy values and sharp, focused images have more changes than blurred and misrouted images. Henceforth, entropy is a measure that allows the quality assessment of differently aligned images that originate from the same source.
Experimental results and analysis
In medicine, CT and MRI images are both classified as tomographic scanning images with different features, Fig. 3 shows a CT image which uses image brightness to illustrate tissue density. It can be observed that the brightness of the bones is much higher than in the MRI image shown in Fig. 4 and in addition, some soft tissue present in the CT scan is not seen in the MRI image provided. In contrast, the MRI image [7] uses image brightness to indicate the amount of hydrogen atoms present in the soft tissue thus, the brightness of soft tissue is higher and bones can no longer been seen. There is complementary information present within these images however and to illustrate this we use three methods of fusion that have already been discussed in context of medical imaging and adopt the same fusion standards used in our IDFCT method. Fig. 5 presents the results of implementing the following transforms: discrete wavelet transform (DWT), second generation curvelet transform (otherwise known as fast curvelet transform, FCT) and finally, discrete fast curvelet transform (DFCT) as proposed in this paper. In accordance with the proposed method of IDFCT, we use different fusion standards in different sections of DWT and FCT and an average operator is used as a fusion standard for low-frequency sub-bands. In accordance with fusion standards, we have selected a fusion operator that is based upon the largest absolute value obtained from three high-frequency sub-bands (retrieved from the highest scale possible). Fusion operator selection is also based upon the value of the largest local area variance: a fusion standard for high-frequency sub-bands that are obtained from other scales.
The results obtained by the use of DWT look comparatively worse than those results obtained by the use of other transform methods. Most notably, we can observe a definite faintness in the edges of objects present in the image whilst false edge contours are evident when FCT is used. We acquire the best subjective effect when using IDFCT; the details within the fused image and the overall image itself are kept exceptionally clear. Consequently, these results demonstrate that IDFCT is a better approach than the others that were tested; Fig. 7 illustrates this point clearly. The proposed method has also been implemented and tested on satellite images and the results of such fusion are shown in Fig. 11 . Fig. 10 shows fusion methods applied using DWT which again look comparatively worse by contrast than the image obtained using IDFCT. In addition, we have implemented and tested our method on other medical images with results that show an improvement over results obtained using DWT and FCT. In order to evaluate fused image quality we adopt the use of entropy (H), peak signal to noise ratio (PSNR) and root mean square error (RMSE) [8] of the fused image. Fused image quality may also be evaluated by subjective criteria for example, if the entropy and PSNR values of a fused image are high whilst the value of RMSE is low then, we could infer that the quality of the fused image will be better. The table that is presented below shows that the entropy, PSNR and RMSE values are as per criteria therefore, it can be concluded that our described fusion method is better than the other traditional approaches tested. Simulation results: 
Conclusion
Two different images were fused using discrete wavelet transform, fast curvelet transform, discrete fast curvelet transform and improved DFCT methods. These transforms and results were simulated using MATLAB and, as can be seen in the above table and the image results obtained, the improved DFCT-based techniques achieve much improved results when compared with the other conventional techniques described. Thus, it can be said that DFCT-based techniques are more efficient for applications such as medical imaging, satellite imaging, etc.
