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Abstract
A k-γc-edge critical graph is a graph G with the connected domination number γc(G) = k and
γc(G+uv)< k for every uv ∈ E(G). Further, a 2-connected graph G is said to be k-γc-vertex critical
if γc(G) = k and γc(G− v) < k for all v ∈ V (G). A maximal k-γc-vertex critical graph is a graph
which are both k-γc-edge critical and k-γc-vertex critical. Let κ,δ ,ω and α be respectively connec-
tivity minimum degree, clique number and independence number. In this paper, we prove that every
maximal 3-γc-vertex critical graph G satisfies α ≤ δ and this bound is best possible. We prove further
that G satisfies α +ω ≤ n−1 and we also characterize all such graphs achieving the upper bounds.
We finally show that if G satisfies κ < δ , then every two vertices of G are joined by hamiltonian path.
Keywords: connected domination, critical, characterization, independence number.
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1 Introduction
Our basic graph theoretic notation and terminology follows that of Bondy andMurty[4]. ThusG denotes
a finite graph with vertex set V (G) and edge set E(G). For S ⊆ V (G), G[S] denotes the subgraph of G
induced by S. Throughout this paper all graphs are simple and connected. The open neighborhood
NG(v) of a vertex v in G is {u ∈ V (G) : uv ∈ E(G)}. Further, the closed neighborhood NG[v] of a
vertex v in G is NG(v)∪{v}. The degree degG(v) of a vertex v in G is |NG(v)|. The minimum degree
of a graph G is denoted by δ (G). An independent set is a set of pairwise non-adjacent vertices. The
independence number α(G) is the maximum cardinality of an independent set. The clique number
ω(G) is the maximum cardinality of a vertex subset W for which G[W ] is a complete subgraph. It
is easy to see that the independence number α(G) of the complement G is equal to ω(G) of G. For a
connected graphG, a cut set is a vertex subset S⊆V (G) such thatG−S is not connected. The minimum
cardinality of a vertex cut set of a graph G is called the connectivity and is denoted by κ(G). If G has
S = {a} as a minimum cut set, then G contains a as a cut vertex. A graph G is l-connected if κ(G)≥ l.
When no ambiguity occurs, we abbreviate δ (G),α(G),ω(G) and κ(G) to δ ,α,ω and κ , respectively.
A hamiltonian path is a path that contains all vertices of a graph. A graph G is hamiltonian connected
if any two vertices are joined by a hamiltonian path. It is worth noting that every hamiltonian connected
graph is 3-connected.
For subsets D,X ⊆V (G), D dominates X if every vertex in X is either in D or adjacent to a vertex in
D. If D dominates X , then we write D≻ X , further, we write a ≻ X when D= {a}. If X = V (G), then
D is a dominating set of G and we write D≻ G instead of D≻ V (G). A connected dominating set of a
∗This work was funded by Development and Promotion of Science Technology Talents (DPST) Research Grant 031/2559.
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graphG is a dominating setD ofG such thatG[D] is connected. If D is a connected dominating set of G,
we then write D ≻c G. A smallest connected dominating set is call a γc-set. The cardinality of a γc-set
of G is called the connected domination number of G and is denoted by γc(G). A total dominating set of
a graph G is a subset D of V (G) such that every vertex in G is adjacent to a vertex in D. The minimum
cardinality of a total dominating set of G is called the total domination number of G and is denoted by
γt(G).
A graphG is k-γc-edge critical if γc(G) = k and γc(G+uv)< k for each pair of non-adjacent vertices
u and v of G. A graph G is k-γc-vertex critical if γc(G) = k and γc(G− v)< k for any vertex v of G. A
graphG is a maximal k-γc-vertex critical if G is both k-γc-edge critical and k-γc-vertex critical. It is easy
to see that a disconnected graph cannot contain a connected dominating set. Thus if a graph G contains
a cut vertex c, then G− c has no connected dominating set. Hence, in the following, we always assume
that k-γc-vertex critical graphs are 2-connected. A k-γt -edge critical graph is similarly defined.
For related results on the independence number of domination critical graphs, Simmons et al.[10]
proved that all 3-γt-edge critical graphs with the minimum degree δ satisfies α ≤ δ + 2. Ananchuen[1]
pointed out that every 3-γc-edge critical graph is also 3-γt-edge critical and vice versa. Hence, in the
following, every result in 3-γt-edge critical graphs also represents a result in 3-γc-edge critical graphs.
In particular, all 3-γc-edge critical graphs satisfy α ≤ δ + 2. In [9], we prove that α +ω ≤ n when a
graph G is 3-γc-edge critical and we characterized such graphs achieving the upper bounds.
In this paper, we show that when the 3-γc-edge critical graph G is also 3-γc-vertex critical, namely
when G is maximal 3-γc-vertex critical, the upper bound for α decreases from δ + 2 to be δ . Further,
the upper bounds for α +ω decreases from n to be n− 1. We characterize all extremal graphs when
α +ω = n− 1. By a consequence of this result, we have that G satisfies ω ≤ n− 3 and the equality
holds if and only if G isC5. We also prove that every maximal 3-γc-vertex critical graph satisfies α ≤ κ .
By this result, we can show that if G satisfies κ < δ , then G is hamiltonian connected.
2 Preliminaries
In this section, we state a number of results that we make use of in establishing our theorems. We begin
with a result of Chva´tal and Erdo¨s[5] which gives hamiltonian properties of graphs according to the
connectivity and the independence number.
Theorem 2.1. [5] Let G be an s-connected graph containing no independent set of s vertices. Then G
is hamiltonian connected.
On 3-γc-edge critical graphs, Chen et al.[6] established the basic properties of the graphs.
Lemma 2.2. [6] Let G be a 3-γc-edge critical graph and, for a pair of non-adjacent vertices u and v of
G, let Duv be a γc-set of G+ uv. Then
(1) |Duv|= 2,
(2) Duv∩{u,v} 6= /0 and
(3) if u ∈Duv and v /∈ Duv, then NG(v)∩Duv = /0.
Lemma 2.3. [6] Let G be a 3-γc-edge critical graph and I an independent set with |I| = p ≥ 3. Then
the vertices in I can be ordered as x1,x2, ...,xp in such a way that there exists a path y1,y2, ...,yp−1 in
G− I with {xi,yi} ≻c G− xi+1 for 1≤ i≤ p− 1.
Simmons[10] established the upper bound of the independence number of 3-γt-edge critical graphs.
Theorem 2.4. [10] Let G be a 3-γt-edge critical graph. Then α ≤ δ + 2.
In [8], we established the result of 3-γc-edge critical graphs when α = δ + 2.
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Lemma 2.5. [8] Let G be a 3-γc-edge critical graph with δ ≥ 2 and α = δ +2 and x a vertex of degree
δ of G. then G[N[x]] is a clique. Moreover, G has exactly one vertex of degree δ .
On 3-γc-vertex critical graphs, the following lemmas are part of the results of Ananchuen et al.[2]
which are fundamental properties of such graphs.
Lemma 2.6. [2] Let G be a 3-γc-vertex critical graph and, for a vertex v of G, let Dv be a γc-set of
G− v. Moreover, for any u ∈V (G) such that u 6= v,
(1) Dv∩NG[v] = /0,
(2) |Dv|= 2,
(3) NG[v]* NG[u] and
(4) Dv 6= Du.
Lemma 2.7. [2] If G is a 3-γc-vertex critical graph, then G is either C5 or 3-connected.
In [7], we slightly improved Lemma 2.6(3) regardless whether or not u and v are adjacent.
Corollary 2.8. Let G be a 3-γc-vertex critical graph and u,v ∈ V (G) such that u 6= v and k ≥ 3. Then
NG(v)* NG[u].
Onmaximal 3-γc-vertex critical graphs, we established results of maximal 3-γc-vertex critical graphs
in [7] Page 80. Let G be a maximal 3-γc-vertex critical graph with a vertex cut set S and T1,T2, ...,Tm be
the components of G− S.
Lemma 2.9. [7] For all v ∈ V (G), if m ≥ 3 or v ∈ S∪V (Ti) where |V (Ti)| > 1, then G satisfies these
following properties.
(1) Dv∩S 6= /0.
(2) v does not dominate S.
Lemma 2.10. [7] Let a ∈V (Ti) for some i ∈ {1,2, ...,m}. Then G has these following properties.
(1) Let b ∈ V (Tj) for some j ∈ {1,2, ...,m} such that {a,b} does not dominate G, if m ≥ 3 or
|V (Ti)|, |V (Tj)|> 1, then |Dab∩{a,b}|= 1 and |Dab∩S|= 1.
(2) If c ∈ Da where c is an isolated vertex in S, then m = 2 and {w} = V (Tj) for some j ∈ {1,2}
where {w}= Da−{c}.
Lemma 2.11. [7] For any graph H of order n, let H ′ be a graph H union a vertex y and H ′ the
complement of H ′. Moreover, let a vertex vi of the graph H be a vertex which corresponds to a vertex ui
of H and let a vertex b ∈ V (H ′) be a vertex which corresponds to a vertex y. Note that, in H ′, b ≻ H.
The graph G which is constructed from an isolated vertex x,H ′ and H ′ by adding edges according the
join operations :
G= x∨H ′∨H ′− u1v1− u2v2...− unvn− yb.
is a maximal 3-γc-vertex critical graph.
We also provided G1(l) the class of maximal 3-γc-vertex critical graphs of connectivity l ≥ 2 with a
smallest cut set contains no edge. Let v be an isolated vertex, Kl be a copy of a complete graph such that
V (Kl) = {q1,q2, ...,ql} and Kl be the complement of a complete graph such thatV (Kl) = {z1,z2, ...,zl}.
The graphs v,Kl and Kl are mutually disjoint. A graph G in the class G1(l) can be constructed from v,
Kl and Kl by adding edges according the join operations :
G= v∨Kl ∨Kl− z1q1− z2q2...− zlql .
It is easy to see that, for 1 ≤ i≤ l, zi ≻ {q1,q2, ...,ql}−{qi}. A graph G in the class G1(l) is illustrated
by Figure 1. Moreover, if l = 2, then G is C5.
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Figure 1 : A graph G in the class G1(l)
We proved that :
Theorem 2.12. [7] Let G be a maximal 3-γc-vertex critical graph of connectivity l ≥ 2 with a smallest
cut set contains no edge. Then G ∈ G1(l).
In the following observation, the proof of which comes from characterizations in [7].
Observation 2.13. [7] Let G be a maximal 3-γc-vertex critical graph of order n such that κ ≤ 3 or
κ ≥ 4 but n≤ 8. Then α ≤ δ ,α +ω ≤ n− 1 and α ·ω ≤ ⌊ n−1
2
⌋ · ⌈ n−1
2
⌉. Moreover if α +ω = n− 1 or
α ·ω = ⌊ n−1
2
⌋ · ⌈ n−1
2
⌉, then G ∈ G1(l).
We conclude this section by giving the upper bound of α +ω of 3-γc-edge critical graphs together
with the characterization of the extremal graphs as detailed in the following construction. This result
was proved in [9].
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Figure 2 : A graph G in the class G2(n,α)
The class G2(n,α)
For α ≥ 3 and n≥ 2α , let X = {x1, ..., xα},W0,W1, ...,Wα−1 be mutually disjoint non-empty sets of
vertices exceptW0 which can be empty. A graph G ∈ G2(n,α) is constructed from an isolated vertex z
and sets X ,W0,W1, ...,Wα−1 by adding edges according to the join operations :
• z∨ (W0∪ (X\{xα})),
• x1∨ (∪
α−1
i=0 Wi),
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• for 2≤ i≤ α , xi∨ (∪
α−1
j=1Wj\Wi−1) and
• adding edges so that the vertices in ∪α−1i=0 Wi form a complete subgraph.
Observe that z≻W0∪ (X\{xα}) and x1 ≻ ∪
α−1
i=0 Wi. Let yi ∈Wi for 1≤ i≤ α − 1. We observe also that
yi ≻ X\{xi+1}. A graph G ∈ G2(n,α) is given in Figure 2.
Theorem 2.14. [9] Let G be a 3-γc-edge critical graph. Then
α +ω ≤ n
and the equality holds if and only if G ∈ G2(n,α).
3 Independence Number
Since every maximal 3-γc-vertex critical graph is 3-γc-edge critical, we have by Theorems 2.4 and 2.14
that α ≤ δ +2 and α +ω ≤ n. In this section, we show that the upper bounds of α and α +ω are slightly
decreased when a 3-γc-edge critical graph is also 3-γc-vertex critical. Let G be a maximal 3-γc-vertex
critical graph with a vertex x of degree δ . We see that if α = δ + 2, then by Lemma 2.5, G[NG[x]] is a
clique. Hence, for any vertex v ∈ NG(x), NG[x] ⊆ NG[v] contradicting Lemma 2.6(3). Therefore, every
maximal 3-γc-vertex critical graph satisfies α ≤ δ + 1. In the following, we suppose that α = δ + 1.
Let I be a maximum independent set. By δ ≥ κ and Observation 2.13, it suffices to focus only
when δ ≥ 4. Then |I| = α = δ + 1 ≥ 4+ 1 = 5. By Lemma 2.3, the vertices in I can be ordered as
x1,x2, ...,xδ+1 and there exists a path P= y1,y2, ...,yδ with {xi,yi} ≻c G− xi+1 for i ∈ {1,2, ...,δ}. We
see that degG(yi)≥ δ + 1 for i= 1,2, ...,δ . Then x /∈V (P).
Lemma 3.1. For 2≤ i 6= j ≤ δ + 1 and xi,x j 6= x, if xxi,xx j /∈ E(G), then yi−1y j−1 ∈ E(G).
Proof. Consider G+ xix j. Lemma 2.2(2) implies that {xi,x j}∩Dxix j 6= /0. Without loss of generality let
xi ∈ Dxix j . To dominate x, Dxix j 6= {xi,x j}. Lemma 2.2(1) implies further that |Dxix j −{xi}| = 1. Let
{y}= Dxix j −{xi}. Clearly yxi ∈ E(G).
We first consider the case when x ∈ I. So there exists i′ ∈ {1,2, ...,δ + 1} such that x = xi′ . If
i′ = 1, then NG(x) = V (P). To dominate x, y ∈ V (P). Since x j ≻ V (P)−{y j−1}, by Lemma 2.2(3),
y j−1 = y. Because xiyi−1 /∈ E(G) and Dxix j = {xi,y j−1}, it follows that y j−1yi−1 ∈ E(G). If i
′ > 1,
then |NG(x)−V (P)| = 1 because xyi′−1 /∈ E(G). Let {u} = NG(x)−V (P). Since x1 ≻ X , ux1 /∈ E(G)
otherwise NG(x) ⊆ NG(x1) contradicting Corollary 2.8. Because xix1 /∈ E(G), y 6= u to dominate x1.
Thus, to dominate x, we have y ∈ V (P). Similarly, by Lemma 2.2(3), we have y j−1 = y. Therefore
yi−1y j−1 ∈ E(G).
We now consider the case when x /∈ I. So x /∈V (P)∪ I. Since degG(x) = δ and {xi′ ,yi′} ≻c G−xi′+1
for i′ = 1,2, ...,δ , it follows that NG(x)⊆ ∪
δ
i′=1{xi′ ,yi′}. Because xxi /∈ E(G), y ∈ ∪
δ
i′=1{xi′ ,yi′}. By the
connectedness of (G−x j)[Dxix j ], y 6= xi′ for all 1≤ i
′ ≤ δ . Therefore y∈V (P). This implies, by Lemma
2.2(3), that y= y j−1. As xiyi−1 /∈ E(G), we must have yi−1y j−1 ∈ E(G).
Lemma 3.2. If α = δ + 1, then x /∈ I for all maximum independent set I.
Proof. Suppose to the contrary that x ∈ I. If x = x1, then NG(x) = V (P). Since xxi /∈ E(G) for i =
2,3, ...,δ + 1, yi−1y j−1 ∈ E(G) for 2 ≤ i 6= j ≤ δ + 1 by Lemma 3.1. Therefore G[V (P)] is a clique.
Thus NG[x]⊆ NG[yi] for all i ∈ {1,2, ...,δ} contradicting Lemma 2.6(3). So there exists i
′ > 1 such that
x = xi′ . Since xyi′−1 /∈ E(G), there is only one vertex u in NG(x)−V (P). As x1 ≻ V (P), by Corollary
2.8, we must have ux1 /∈ E(G). Since xxi /∈ E(G) for i 6= i
′, by Lemma 3.1, G[V (P)−{yi′−1}] is a clique.
Lemma 2.6(3) implies that yi is not adjacent to u for i ∈ {1,2, ...,δ}−{i
′−1}. Since {x1,y1} ≻c G−x2
and x1u /∈ E(G), it follows that y1u ∈ E(G). Hence yi′−1 = y1 and so x = x2. Consider G− y2. Since
G[V (P)−{y1}] is a clique and y1y2 ∈ E(G), it follows by Lemma 2.6(1) that Dy2 ∩ (V (P)∪{x}) = /0.
To dominate x, u ∈ Dy2 . Let y ∈ Dy2 −{u}. Thus yy2 /∈ E(G) by Lemma 2.6(1), moreover,Dy2 −{u}=
{y} by Lemma 2.6(2). As ux1 /∈ E(G), we must have yx1 ∈ E(G). Therefore y /∈ I, in particular,
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y 6= x3. Because NG(x) = (V (P)∪{u})−{y1}, xy /∈ E(G). Since x = x2, {y2,x2} does not dominate y
contradicting {y2,x2} ≻c G− x3 and this completes the proof.
We now ready to establish the upper bound of the independence number.
Theorem 3.3. For any maximal 3-γc-vertex critical graph, α ≤ δ .
Proof. Suppose to the contrary that α = δ + 1. Lemma 3.2 implies that x /∈ I. In fact, x /∈ I ∪V (P).
Since {xi,yi} ≻c G− xi+1 for i ∈ {1,2, ...,δ} and degG(x) = δ , it follows that NG(x) ⊆ ∪
δ
i=1{xi,yi},
moreover, x is adjacent exactly one of xi or yi for each i ∈ {1,2, ...,δ}.
Let j =min{i : xxi /∈ E(G)}.
Therefore xxi ∈ E(G) for all i< j.
Claim : For i′ ∈ { j+ 1, ...,δ + 1}, if xi′x /∈ E(G), then xi′−1x /∈ E(G).
Consider G+ x jxi′ . Lemma 2.2(2) yields that Dx jxi′ ∩{x j,xi′} 6= /0. To dominate x, Dx jxi′ 6= {x j,xi′}.
This implies, by Lemma 2.2(1), that |Dx jxi′ ∩ {x j,xi′}| = 1 and |Dx jxi′ −{x j,xi′}| = 1. As NG(x) ⊆
∪δi=1{xi,yi}, to dominate x, we must have |Dx jxi′ ∩V (P)| = 1. Suppose first that xi′ ∈ Dx jxi′ . Since
x j ≻ V (P)−{y j−1}, by Lemma 2.2(3), {y j−1} = Dx jxi′ . So y j−1x ∈ E(G). This implies that x j−1x /∈
E(G) contradicting the minimality of j. Thus x j ∈Dx jxi′ . Since xi′ ≻V (P)−{xi′−1}, by Lemma 2.2(3),
{yi′−1} = Dx jxi′ −{x j}. So yi′−1x ∈ E(G). This implies also that xi′−1x /∈ E(G), thus establishing the
claim.
Since xxδ+1 /∈ E(G), by the Claim, xxi /∈ E(G) for i ∈ { j, ...,δ + 1}. Thus xyi ∈ E(G) for i ∈
{ j, ...,δ}. If j = 1, then I ∪{x} is an independent set of size δ + 2, a contradiction, and so j > 1. By
the choice of j, NG(x) = {x1,x2, ...,x j−1,y j, ...,yδ }. As a consequence of Lemma 3.1, G[{y j−1, ...,yδ}]
is a clique. So yδ ≻ {y j, ...,yδ−1}. Lemma 2.3 yields, further, that yδ ≻ {x1,x2, ...,x j−1}. Thus NG[x]⊆
NG[yδ ] contradicting Lemma 2.6(3). This completes the proof.
We see that a graph G in the class G1(l) has v as a vertex of minimum degree and NG(v) is a
maximum independent set of size δ . Therefore the upper bound of the Theorem 3.3 is sharp.
In view of Theorem 2.14, we naturally come up with the question : what is the upper bounds for
α +ω when a graph G is maximal 3-γc-vertex critical? We will show that the upper bounds of α +ω
and α ·ω , respectively, are n− 1 and ⌊ n−1
2
⌋ · ⌈ n−1
2
⌉ and these bounds are best possible.
By Observation 2.13, in the following, we assume that maximal 3-γc-vertex critical graphs contain
at least 9 vertices and δ ≥ 4. Let G be a maximal 3-γc-vertex critical graph, I a maximum independent
set andW a set of vertices which induced a maximum complete subgraph such that |I∩W | is minimum.
Lemma 3.4. For all w ∈W, |Dw∩W |= 0 and |Dw∩ I| ≤ 1.
Proof. Lemma 2.6(1) implies that |Dw ∩W | = 0. By the connectedness of (G−w)[Dw], |Dw ∩ I| ≤ 1
and this completes the proof.
Lemma 3.5. Let G be a maximal 3-γc-vertex critical graph, I a maximum independent set andW a set of
vertices which induced a maximum complete subgraph such that |I∩W | is minimum. If |I|+ |W |= n−1,
then |W ∩ I|= 0.
Proof. Suppose to the contrary that |W ∩I|= 1. Thus |V (G)−(W ∪I)|= 2. LetV (G)−(W ∪I)= {v,v′}
and I∩W = {aα}= {wω}, moreover, I
′ = I−{aα} andW
′ =W−{wω}. LetW = {w1,w2, ...,wω} and
I = {a1,a2, ...,aα}. By Observation 2.13, it suffices to consider the case when δ ≥ 4.We first establish
these following claims
Claim 1 : ω ≥ 3.
Suppose that ω ≤ 2. Since |V (G)| ≥ 9 and |V (G)− (I ∪W )| = 2, it follows that α ≥ 6. Lemma
2.3 implies that the vertices in I can be ordered as x1,x2, ...,xα and there exists a path y1,y2, ...,yα−1 in
V (G)−I with {xi,yi}≻cG−xi+1 for 1≤ i≤α−1. BecauseV (G)= {a1,a2, ...,aα}∪{w1,w2, ...wω−1}∪
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{v,v′}, it follows that {yi : 1≤ i≤α−1}⊆ {w1,w2, ...,wω−1}∪{v,v
′}. Thereforeα−1≤ω−1+2≤ 3
contradicting α ≥ 6, thus establishing Claim 1.
Claim 2 : v or v′ dominates I.
As a consequence of Claim 1, |W ′| ≥ 2. Moreover, Lemma 2.6(4) implies that there exists a vertex in
W ′, without loss of generality let this vertex bew1, such thatDw1 6= {v,v
′}. By Lemma 3.4, |Dw1∩I
′|= 1
and |Dx1 ∩{v,v
′}|= 1. Since I is independence, v or v′ dominates I, thus establishing Claim 2.
By Claim 2, without loss of generality, v≻ I and Dw1 = {v,a1}.
Claim 3 : v′ ≻ I′ and v′aα /∈ E(G).
ConsiderG−aα . Since vaα ∈E(G), v /∈Daα by Lemma 2.6(1). Lemma 3.4 implies that |Daα ∩I
′|=
1 and {v′}=Daα − I
′. Hence v′ ≻ I′. Lemma 2.6(1) gives that v′aα /∈ E(G), thus establishing Claim 3.
Claim 4 : vv′ /∈ E(G).
Suppose vv′ ∈ E(G). Then {v,aα} ≻c G contradicting γc(G) = 3, thus establishing Claim 4.
Claim 5 : α ≥ ω .
For 1≤ i≤ω−1, considerG−wi. By Lemma 3.4, Dwi ∩W = /0 and |Dwi ∩ I| ≤ 1. As (G−wi)[Dwi ]
is connected, we must have Dwi 6= {v,v
′}. This implies that Dwi ∩{v,v
′} 6= /0 and |Dwi ∩ I|= 1. Suppose
Dwi = {v
′,a} for some a ∈ I′. Then Dwi does not dominate aα contradicting Dwi is a γc-set of G−wi.
Thus Dwi ∩{v,v
′}= {v}. We have that Dwi is {v,a}, without loss of generality let a= ai. Similarly, for
j 6= i, Dw j = {v,a j}. In view of Lemma 2.6(4), a j 6= ai. Thus there exists a one to one correspondent
from wi ∈W
′ to ai ∈ I
′. That is |I′| ≥ |W ′| and so α − 1 ≥ ω − 1. Therefore α ≥ ω , thus establishing
Claim 5.
By α +ω + 1≥ 9 together with Claim 5, we have that α − 1≥ 3. Lemma 2.3 thus implies that the
vertices in I′ can be ordered as x1,x2, ...,xα−1 and there exists a path y1,y2, ...,yα−2 in V (G)− I with
{xi,yi}≻cG−xi+1 for 1≤ i≤α−2. By v≻ I
′ and v′≻ I′, we have that {v,v′}∩{yi : 1≤ i≤α−2}= /0.
Since aα ∈ I, aα 6= yi for 1≤ i≤ α − 2. Hence yi ∈W
′.
Claim 6 : α = ω .
Because yi ∈W
′ for 1 ≤ i ≤ α − 2, ω − 1 ≥ α − 2. Thus ω + 1 ≥ α . Suppose that α = ω + 1.
Therefore {y1,y2, ...,yα−2} = {w1,w2, ...,wω−1} =W
′. By Lemma 2.2, x1 ≻W
′. Since v ≻ I and
v′x1 ∈ E(G), {x1,v} ≻c G contradicting γc(G) = 3. Hence α < ω +1. Claim 5 then implies that α = ω ,
thus establishing Claim 6.
Since {y1,y2, ...,yα−2}⊆W
′, by Claim 6, |W ′−{y1,y2, ...,yα−2}|= 1. Let {wω−1}=W
′−{y1,y2, ...,
yα−2}. We note by Lemma 2.3 that x1 ≻W
′−{wω−1}. Consider G−x1. It follows from Lemma 2.6(1)
that ((W−{wω−1})∪{v,v
′})∩Dx1 = /0. Moreover, Lemma 2.6(2) yields that |Dx1 |= 2. As (G−x1)[Dx1 ]
is connected, we must have Dx1 = {wω−1,aα} or Dx1 = {wω−1,xi} for some 2 ≤ i ≤ α − 1. In both
cases, wω−1 ≻ {x2, ...,xα−1} and x1wω−1 /∈ E(G).
Claim 7 : v′yi−1 ∈ E(G) for all 2≤ i≤ α and v
′wω−1 ∈ E(G).
Let i ∈ {1,2, ...,α}. Consider G+ aαxi. By Lemma 2.2(1), |Daαxi |= 2. Since aα ,xi ∈ I, it follows
that Daαxi 6= {aα ,xi} to dominate I. Thus either xi ∈ Daαxi or aα ∈ Daαxi .
We first consider the case when xi ∈ Daαxi . Lemma 2.2(3) yields that ({v}∪W)∩Daαxi = /0. By
the connectedness of (G+ aαxi)[Daα xi ], Daαxi = {v
′,xi}. Thus, by Lemma 2.3, v
′yi−1 ∈ E(G) if i ∈
{2,3, ...,α} and v′wω−1 ∈ E(G) if i= 1.
We now consider the case when aα ∈ Daα xi . Since vxi,v
′xi ∈ E(G), it follows by Lemma 2.2(3)
that v,v′ /∈ Daαxi . By the connectedness of (G+ aαxi)[Daα xi ], I
′ ∩Daαxi = /0. Then Daαxi −{aα} ⊆
{y1,y2, ...,yα−2,wω−1}. By Lemma 2.3 and wω−1x1 /∈ E(G), we have Daαxi = {aα ,yi−1} if i > 1 and
Daα xi = {aα ,wω−1} if i = 1. Since aαv
′ /∈ E(G), then v′yi−1 ∈ E(G) if i ∈ {2,3, ...,α} and v
′wω−1 ∈
E(G) if i = 1. In both cases, we have v′yi−1 ∈ E(G) for all 2 ≤ i ≤ α and v
′wω−1 ∈ E(G). This
establishes Claim 7.
It follows by Claim 7 that v′ ≻W ′. Thus G[W ′∪{v′}] forms a clique of order the same as G[W ] but
0 = |(W ′ ∪{y})∩ I|< |W ∩ I| = 1 contradicting the minimality ofW ∩ I. Therefore |W ∩ I| = 0. This
completes the proof.
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We are now ready to establish the upper bound of α +ω .
Theorem 3.6. For any maximal 3-γc-vertex critical graph G of order n, we have that
α +ω ≤ n− 1
and the equality holds if and only if G ∈ G1(l).
Proof. Let G be a maximal 3-γc-vertex critical graph. Theorem 2.14 implies that α +ω ≤ n, moreover
if α +ω = n, then G ∈ G2(n,α). Let z,X ,W0,W1,W2, ...,Wα−1 be defined by the same as the class
G2(n,α). ConsiderG−x1. Lemma 2.3(3) gives thatDx1 ∩((∪
α−1
i=0 Wi)∪{z})= /0. ThusDx1 ⊆ (X−{x1})
contradicting the connectedness of (G− x1)[Dx1 ].
Therefore
α +ω ≤ n− 1
and this establishes the upper bound.
Clearly, a graph G ∈ G1(l) satisfies α +ω = n− 1. We next characterized all maximal 3-γc-vertex
critical graphs whenα+ω = n−1. In view of Observation 2.13, we focus on the such graphs with δ ≥ 4
. Let G be a maximal 3-γc-vertex critical graph satisfying α +ω = n−1. LetW = {w1,w2, ...,wω} and
I = {a1,a2, ...,aα}, moreover, |I ∩W | is minimum. Lemma 3.5 thus implies that |W ∩ I| = 0. Hence
|V (G)− (W ∪ I)|= 1. Let {v}=V (G)− (W ∪ I). Because I is an independent set and δ ≥ 4, it follows
that a has at least three neighbors inW for all a∈ I. So ω ≥ 3. For 1≤ i≤ω , considerG−wi. This imply
by Lemmas 2.6(2) and 3.4 that v ∈ Dwi and |Dwi ∩ I| = 1. Without loss of generality let Dwi = {ai,v}.
Lemma 2.6(4) yields ai 6= a j when wi 6= w j and hence, by Lemma 2.6(1), v is not adjacent to any vertex
inW . AsDwi ≻c G−wi, we must have v≻ I and ai≻W−wi for 1≤ i≤ω . Since ai 6= a j when wi 6=w j ,
α ≥ ω .
Suppose that α > ω . Let a ∈ I−{a1,a2, ...,aω}. Consider G+ aai for 1≤ i≤ ω . Clearly |Daai |=
2 by Lemma 2.2(1). Moreover, {a,ai} ∩Daai 6= /0 by Lemma 2.2(2). To dominate a j where j 6= i,
Daai 6= {a,ai}. Since v≻ I, v /∈ Daai by Lemma 2.2(3). As (G+ aai)[Daai ] is connected, we must have
Daai ∩ (I−{a,ai}) = /0. Collectively, we have |Daai ∩W |= 1 and |Daai ∩{a,ai}|= 1. If ai ∈ Daai , then
wi /∈ Daai because (G+ aai)[Daai ] is connected. Hence w j ∈ Daai for some j 6= i. Thus Daai does not
dominate a j contradictingDaai is a dominating set of G+aai. Therefore a∈Daai . Since ai ≻W −{wi},
by Lemma 2.2(3), Daai = {a,wi}. So awi ∈ E(G). Since wi is arbitrary, a ≻W . This, together with
v ≻ I, imply that {v,a} ≻c G contradicting γc(G) = 3. Therefore α = ω and, clearly, G ∈ G1(l). This
completes the proof.
In view of Theorem 3.6, we must have that the only one maximal 3-γc-vertex critical graph satisfies
α +ω = n− 1 is a graph of odd order G ∈ G1(l). We have the following corollary.
Corollary 3.7. Let G be a maximal 3-γc-vertex critical graph. Then α ·ω ≤ ⌊
n−1
2
⌋ · ⌈ n−1
2
⌉, moreover,
α ·ω = ( n−1
2
)2 if and only if G ∈ G1(l).
Further, Theorem 3.6 gives the following corollary which is the sharp upper bound of clique number
of maximal 3-γc-vertex critical graph.
Corollary 3.8. Let G be a maximal 3-γc-vertex critical graph. Then ω ≤ n−3 and the equality holds if
and only if G is C5.
Proof. By Theorem 3.6, we have that α +ω ≤ n− 1. If α = 1, then a maximum independent set of
size one is also a connected dominating set contradicting γc(G) = 3. Hence, α ≥ 2. This implies that
ω ≤ n−1−α ≤ n−3, establishing the bound. Now, we may assume that ω = n−3. Hence, the equality
α +ω = n− 1 holds and α = 2. Therefore, G ∈ G1(l). If l from the construction of the class G1(l) is
at least 3, then α ≥ 3 contradicting α = 2. Hence, l = 2 implying that G is C5. This completes the
proof.
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4 Connectivity
In this section we show, by using Theorem 3.3, that every maximal 3-γc-vertex critical graph satisfies
α ≤ κ . We also study the such graphs when α = κ . Since we characterized all maximal 3-γc-vertex
critical graphs with κ ≤ 3 in [7], in the following, we focus on |S| = κ ≥ 4. Recall that all maximal
3-γc-vertex critical graphs are 2-connected.
Throughout this section, we let S be a minimum cut set and Ti be the components of G− S for i =
1,2, ...,m. We, further, let H1 = ∪
⌊m2 ⌋
i=1 V (Ti) and H2 = ∪
m
i=⌊m2 ⌋+1
V (Ti). Let I be a maximum independent
set of G, Ii = I∩Hi and |Ii|= αi for i ∈ {1,2}. Then I = I1∪ I2∪ (S∩ I). We further, let |I1∪ I2|= p. It
is worth noting that if |Hi|> 1, then m≥ 3 or |V (Ti′)|> 1 whenV (Ti′)⊆Hi. Therefore, Lemma 2.10(1)
is applicable when |H1|, |H2|> 1.
Theorem 4.1. The independence number of any maximal 3-γc-vertex critical graph does not exceed the
connectivity.
Proof. Suppose to the contrary that κ + 1≤ α . So |S|+ 1≤ α1+α2+ |S∩ I|. Then
|S− I|+ 1= |S|− |S∩ I|+ 1≤ α1+α2 (4.1)
Claim 1 : |V (Ti)|> 1 for all i ∈ {1,2, ...,m}, in particular, |Hi|> 1.
SupposeV (Ti) = {c} for some i∈ {1,2, ...,m}. Thus NG(c)⊆ S by the minimality of S. By Theorem
3.3,
δ ≤ degG(c)≤ |S|< |S|+ 1= κ + 1≤ α ≤ δ ,
a contradiction and thus establishing Claim 1.
Let p = α1 +α2 and {a1,a2, ...,ap} = ∪
2
i=1Ii. If p = 1, then, by (4.1), |S− I| = 0. It follows that
S = S∩ I. Thus S is an independent set. By Theorem 2.12, G ∈ G1(l). For the vertex v which is defined
in the construction of G1(l), we have that NG(v) in the graphG is a minimum cut set such thatG−NG(v)
contains v as a singleton component, contradicting Claim 1. Therefore p≥ 2.
Claim 2 : For a,b ∈ ∪2i=1Ii, |Dab∩{a,b}|= 1 and |Dab∩ (S− I)|= 1.
Recall that |S| ≥ 4 and 2≤ p = α1+α2. If p≥ 3, then ∪
2
i=1Ii−{a,b} 6= /0. If p = 2, then, by (4.1),
|S|− |S∩ I|+ 1 ≤ 2. As |S| ≥ 4, we must have |S∩ I| ≥ 3, in particular, S∩ I 6= /0. Hence (∪2i=1Ii−
{a,b})∪(S∩ I) 6= /0. So {a,b} does not dominateG. By Claim 1 and Lemma 2.10(1), |Dab∩{a,b}|= 1
and |Dab∩S|= 1. Without loss of generality, let a ∈ Dab and {a
′} = Dab∩S. By the connectedness of
(G+ ab)[Dab], a
′ ∈ S− I and thus establishing Claim 2.
Suppose that p = 2. Consider G+ a1a2. By Claim 2, |Da1a2 ∩ (S− I)|= 1. Since Da1a2 ∩ (S− I)⊆
S− I, by (4.1),
1≤ |S− I| ≤ α1+α2− 1= p− 1= 1.
Therefore,Da1a2 ∩(S− I)= S− I. If p≥ 3, then, by Lemma 2.3, the vertices a1,a2, ...,ap can be ordered
as x1,x2, ...,xp and there exists a path y1,y2, ...,yp−1 such that {xi,yi} ≻c G+ xixi+1 for i ∈ {1,2, ..., p−
1}. Since {x1,x2, ...,xp} ⊆ ∪
2
i=1Ii, it follows by Claim 2 that {y1,y2, ...,yp−1} ⊆ S− I. Hence, by (4.1),
p− 1≤ |S− I| ≤ α1+α2− 1= p− 1. In both cases, we have that {y1,y2, ...,yp−1}= S− I.
If p = 2, then clearly G[{y1}] is a clique. Suppose p ≥ 3. Consider G+ xix j for 2 ≤ i 6= j ≤ p.
By Claim 2, |Dxix j ∩{xi,x j}| = 1 and |Dxix j ∩ (S− I)| = 1. Without loss of generality, let xi ∈ Dxix j .
Because S− I = {y1,y2, ...,yp−1}, by Lemma 2.2(3), Dxix j ∩ (S− I) = {y j−1}. Since xiyi−1 /∈ E(G),
yi−1y j−1 ∈ E(G). Therefore, G[{y1,y2, ...,yp−1}] is a clique. Since {x1,x2, ...,xp} ⊆ I, yi ≻ (S∩ I) for
i ∈ {1,2, ..., p− 1}. Therefore yi ≻ S, contradicting Lemma 2.9(2). Hence, α ≤ κ .
We have by Theorem 2.12 that the graph G ∈ G1(l) has NG(v) as a minimum cut set and also a
maximum independent set. Hence α(G) = κ(G). Therefore, the bound in Theorem 4.1 is best possible.
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We, further, focus on maximal 3-γc-vertex critical graphs which satisfy α = κ . We then have |S−
I|+ |S∩ I|= |S|= α1+α2+ |S∩ I|. So
|S− I|= α1+α2 = p. (4.2)
We may assume without loss of generality that α1 ≤ α2. We would like to show that if a maximal
3-γc-vertex critical graph G satisfies α = κ , then G− S contains at least one singleton component for
every minimum cut set S. We then suppose to the contrary that there is no singleton component ofG−S,
in particular, |Hi|> 1 for i= 1,2. We next establish the following lemmas.
Lemma 4.2. Let G be a maximal 3-γc-vertex critical graph. If α = κ and |V (Ti)| > 1 for all i ∈
{1,2, ...,m}, then p≥ 3.
Proof. By the assumption, |Hi| > 1 for i = 1,2. Suppose first that p = 0. Thus S = S∩ I. By Theorem
2.12, GG1(l). We have NG(v) is a minimum cut set of G and v is a singleton component of G−NG(v),
contradicting the assumption. We distinguish 2 cases.
Case 1 : p= 1.
By (4.2), |S− I|= 1. Let {v} = S− I,{a1} = ∪
2
i=1Ii and {a2,a3, ...,aα} = S∩ I. Because α1 ≤ α2, it
follows that α1 = 0,α2 = 1. Therefore, a1 ∈ H2. Since |S| ≥ 4, |S∩ I| ≥ 3. Lemma 2.3 yields that the
vertices in {a2,a3, ...,aα} can be ordered as x1,x2, ...,xα−1 and there exists a path P = y1,y2, ...,yα−2
with {xi,yi} ≻c G+ xixi+1 for i ∈ {1, ..,α − 2}. Since each yi is adjacent to at least one vertex of I for
i= 1,2, ...,α − 2, yi 6= a1. To dominate a1, yi ∈ H2∪{v}.
Subcase 1.1 : v /∈V (P).
So V (P) ⊆ H2. Thus xi ≻ H1 for i = 1,2, ...,α − 2. Since S is a minimum cut set, NH1(v) 6= /0. Let
u∈ NH1(v). So u≻ {x1,x2, ...,xα−2,v}. Lemma 2.9(2) implies that uxα−1 /∈ E(G). ConsiderG+uyα−2.
Since uxα−1,yα−2xα−1 /∈ E(G), by Lemma 2.10(1), |Duyα−2 ∩{u,yα−2}|= 1 and |Duyα−2 ∩S|= 1. So
either yα−2 ∈Duyα−2 or u∈Duyα−2 . In the first case, by Lemma 2.2(3), {x1,x2, ...,xα−2,v}∩Duyα−2 = /0.
Hence xα−1 ∈ Duyα−2 . But G[Duyα−2 ] is not connected. Thus u ∈ Duyα−2 . By the connectedness of (G+
uyα−2)[Duyα−2 ], xα−1 /∈ Duyα−2 . If xi ∈ Duyα−2 for i ∈ {1,2, ...,α − 2}, then Duyα−2 does not dominate
xα−1. Therefore v ∈ Duyα−2 . Thus va1 ∈ E(G). Consider G+ ua1. Since uxα−1,a1xα−1 /∈ E(G), by
Lemma 2.10(1), |Dua1 ∩{u,a1}|= 1 and |Dua1 ∩S|= 1. Hence either u ∈ Dua1 or a1 ∈Dua1 . In the first
case, v /∈ Dua1 by Lemma 2.2(3). By the connectedness of (G+ ua1)[Dua1 ], xα−1 /∈ Dua1 . To dominate
xα−1, Dua1 ∩{x1,x2, ...,xα−2} 6= /0. So Dua1 ∩S = /0, a contradiction. Hence, a1 ∈ Dua1 . Lemma 2.2(3)
gives that v /∈ Dua1 . By the connectedness of (G+ ua1)[Dua1 ], {x1,x2, ...,xα−1}∩Dua1 = /0. Clearly
Dua1 ∩S = /0, a contradiction and Case 1.1 cannot occur.
Subcase 1.2 : v ∈V (P).
Thus there exists j ∈ {1,2, ...,α − 2} such that y j = v. Thus xi ≻ H1 for i 6= j,α − 1 and va1 ∈ E(G).
Since a1,xα−1 ∈ I, a1xα−1 /∈E(G). If xα−1 is not adjacent to some vertexw∈H1, then considerG+wa1.
Lemma 2.10(1) implies that |Dwa1 ∩{w,a1}|= 1 and |Dwa1 ∩S|= 1. Thus either w∈Dwa1 or a1 ∈Dwa1 .
In both case, xα−1 /∈ Dwa1 because (G+wa1)[Dwa1 ] is connected. If w ∈ Dwa1 , then, by Lemma 2.2(3),
v /∈ Dwa1 . To dominate xα−1, {x1,x2...,xα−2}∩Dwa1 = /0. So Dwa1 ∩ S = /0, a contradiction. Hence,
a1 ∈ Dwa1 .By the connectedness of (G+wa1)[Dwa1 ], Dwa1 ∩{x1,x2, ...,xα−1} = /0. To dominate x j+1,
v /∈Dwa1 . We then have Dwa1 ∩S= /0, a contradiction. Thus xα−1 ≻H1. Clearly xi ≻H1 for i 6= j. Since
S is a minimum cut set, NH1(v) 6= /0. Let u
′ ∈ NH1(v). Lemma 2.9(2) yields that u
′ ≻ S−{x j}. Consider
G+ u′a1. By the same arguments as considering G+ ua1, we have a contradiction. Thus Case 1 cannot
occur.
Case 2 : p= 2.
Let {a1,a2} = ∪
2
i=1Ii. By (4.2), |S− I|= p = 2. Since |S| ≥ 4, it follows that |S∩ I| ≥ 2, in particular,
S∩ I 6= /0 and {a1,a2} does not dominate G. Consider G+ a1a2. Lemma 2.10(1) gives that |Da1a2 ∩
{a1,a2}| = 1 and |Da1a2 ∩ S| = 1. Without loss of generality, let a1 ∈ Da1a2 . By the connectedness of
(G+ a1a2)[Da1a2 ], |(S− I)∩Da1a2 | = 1. Let {u}= (S− I)∩Da1a2 . Thus ua1 ∈ E(G),ua2 /∈ E(G) and
u≻ S∩ I. Let v ∈ S− (I∪{u}). Lemma 2.9(2) implies that uv /∈ E(G). Therefore a1v ∈ E(G)
Subcase 2.1 : α1 = 1 and α2 = 1.
Without loss of generality, let a1 ∈ I1 and a2 ∈ I2. Since |S∩ I| ≥ 2, there exist a3,a4 ∈ S∩ I. Consider
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G+a3a4. Lemma 2.2(2) gives thatDa3a4 ∩{a3,a4} 6= /0. To dominate a1, Da3a4 6= {a3,a4}. Without loss
of generality, let a3 ∈ Da3a4 . Lemma 2.2(1) implies that |Da3a4 −{a3}| = 1. Let y ∈ Da3a4 −{a3}. To
dominate {a1,a2}, y /∈∪
2
i=1Hi. By the connectedness of (G+a3a4)[Da3a4 ], y ∈ {v,u}. Since uv /∈ E(G),
a3u,a3v ∈ E(G). Consider G− a3 . Lemma 2.6(1) then implies that Da3 ∩{u,v} = /0. Lemma 2.9(1)
implies also thatDa3 ∩S 6= /0. So there exists z∈Da3 ∩(S∩ I). Lemma 2.6(2) yields that |Da3−{z}|= 1.
Let Da3 −{z} = {z
′}. Since z ∈ S∩ I, za1 /∈ E(G). Thus z
′ ∈ H1 to dominate a1. So Da3 does not
dominate a2, a contradiction and Subcase 2.1 cannot occur.
Subcase 2.2 : α1 = 0 and α2 = 2.
Thus u ≻ H1. Let b1 ∈ H1. Clearly {a1,b1} does not dominate G. Consider G+ a1b1. Lemma 2.10(1)
gives that |Da1b1 ∩ S| = 1 and either b1 ∈ Da1b1 or a1 ∈ Da1b1 . In the first case, {u,v}∩Da1b1 = /0 by
Lemma 2.2(3). To dominate a2, Da1b1 ∩ (S∩ I) = /0. Hence, Da1b1 ∩S = /0, a contradiction. Therefore,
a1 ∈Da1b1 . To dominateH1−b1 and by the connectedness of (G+a1b1)[Da1b1 ], (Da1b1−{a1})⊆{u,v}.
Lemma 2.2(3) implies that v ∈ Da1b1 . Thus v ≻ H1− b1. Let b2 ∈ H1−{b1}. Therefore b2 ≻ {u,v}.
Consider G+ a1b2. Lemma 2.10(1) implies that we have |Da1b1 ∩S|= 1 and either a1 ∈ Da1b2 or b2 ∈
Da1b2 . In the first case, {u,v}∩Da1b2 = /0 by Lemma 2.2(3). By the connectedness of (G+a1b2)[Da1b2 ],
(S∩ I)∩Da1b2 = /0. Thus Da1b2 ∩ S = /0, a contradiction. Therefore, b2 ∈ Da1b2 . To dominate a2,
(S∩I)∩Da1b2 = /0. Lemma 2.2(3) yields thatDa1b2∩{u,v}= /0. ThereforeDa1b2∩S= /0, a contradiction
and Case 2 cannot occur. So p≥ 3 and this completes the proof.
In view of Lemma 4.2, p ≥ 3. Lemma 2.3 then implies that the vertices in ∪2i=1Ii can be ordered as
x1,x2, ...,xp and there exists a path y1,y2, ...,yp−1 with {xi,yi} ≻c G+ xixi+1 for i= 1,2, ..., p− 1.
Lemma 4.3. yi ≻ S∩ I and yi ∈ S− I for i= 1,2, ..., p− 1.
Proof. Since {xi,yi} ≻c G+ xixi+1 for i= 1,2, ..., p− 1 and xi ∈ I, yi ≻ S∩ I. By the connectedness of
(G+ xixi+1)[Dxixi+1 ] and Lemma 2.10(1), yi ∈ S− I and this completes the proof.
Lemma 4.3 implies that {y1,y2, ...,yp−1} ⊆ S− I. By (4.2), |(S− I)−{y1,y2, ...,yp−1}| = 1. Let
{yp}= (S− I)−{y1,y2, ...,yp−1}.
Lemma 4.4. For i, j ∈ {2,3, ..., p}, if ypxi,ypx j ∈ E(G), then yi−1y j−1 ∈ E(G).
Proof. Consider G+ xix j. Lemma 2.10(1) yields that |Dxix j ∩{xi,x j}|= 1 and |Dxix j ∩S|= 1. Without
loss of generality, let xi ∈Dxix j and {a}=Dxix j ∩S. By the connectedness of (G+xix j)[Dxix j ], a∈ S− I.
Since x j ≻ (S− I)−{y j−1}, it follows by Lemma 2.2(3) that a= y j−1. Since yi−1xi /∈ E(G), y j−1yi−1 ∈
E(G) and this completes the proof.
Lemma 4.5. α1,α2 > 0.
Proof. By the assumption that α1 ≤ α2, we suppose that α1 = 0. Clearly {x1,x2, ...,xp} ⊆ H2 and
yi ≻ H1 for i = 1,2, ..., p− 1. Since S is a minimum cut set, NH1 (yp) 6= /0. Let b ∈ NH1 (yp). Therefore
b≻ S− I. ConsiderG+x1b. Lemma 2.10(1) implies that |Dx1b∩S|= 1 and either b∈Dx1b or x1 ∈Dx1b.
Suppose that b ∈ Dx1b. To dominate x2, Dx1b ∩ (S− I) 6= /0. Lemmas 2.3 and 2.2(3) then imply that
Dx1b ∩ (S− I) = {yp}. So yp ≻ {x2,x3, ...,xp}. Lemma 4.4 gives, further, that G[y1,y2, ...,yp−1] is a
clique. Lemma 4.3 then implies that yi ≻ S∩ I for i= 1,2, ..., p−1. By Lemma 2.9(2), yiyp /∈ E(G) for
i = 1,2, ..., p− 1. Therefore y1yp /∈ E(G). Because {x1,y1} ≻c G+ x1x2, x1yp ∈ E(G), contradicting
Lemma 2.2(3). Therefore, x1 ∈ Dx1b. By the connectedness of (G+ x1b)[Dx1b], Dx1b ∩ (S∩ I) = /0.
Lemma 2.2(3) implies that Dx1b∩ (S− I) = /0. Thus Dx1b∩S = /0 contradicting Lemma 2.10(1) and this
completes the proof.
Theorem 4.6. Let G be a maximal 3-γc-vertex critical graph. If α = κ , then G−S contains at least one
singleton component for all minimum cut set S.
11
Proof. Let a graph G be a maximal 3-γc-vertex critical graph with α = κ . By (4.2), |S− I|= α1+α2.
Suppose that there is no singleton component of G−S, in particular, |Hi|> 1 for i= 1,2. Let α1+α2 =
p. Lemma 4.2 implies that p ≥ 3. Lemma 4.5 gives also that 0 < α1 ≤ α2. We also define x1,x2, ...,xp
a path y1,y2, ...,yp−1 and a vertex yp by the same as in the previous lemmas.
Suppose there exist xi,x j for i, j ∈ {2,3, ..., p} such that yp ∈ Dxix j . Lemma 2.2(1) and (2) then im-
plies that Dxix j = {xi,yp} or Dxix j = {x j,yp}. Without loss of generality, let Dxix j = {x j,yp}. Thus yp ≻
{x1,x2, ...,xp}− {xi}. Since {xi,yi} ≻c G+ xixi+1, yiyp ∈ E(G). Lemma 4.4 yields that G[{y1,y2, ...,
yp−1}−{yi−1}] is a clique. Since yiyi−1 ∈E(G), yi≻ S− I. Lemma 4.3 implies that yi≻ S∩I. Therefore
yi ≻ S, contradicting Lemma 2.9(2). Hence, yp /∈ Dxix j for any i, j ∈ {2,3, ..., p}.
Thus, by the same arguments as in the proof of Lemma 4.4, G[{y1,y2, ...,yp−1}] is a clique. As yi ≻
S∩ I, by Lemma 2.9(2), we must have yiyp /∈ E(G) for i ∈ {1,2, ..., p− 1}. Since {xi,yi} ≻c G+ xixi+1
for i ∈ {1,2, ..., p− 1}, xiyp ∈ E(G). So x1 ≻ S− I. By Lemma 2.9(2), S∩ I 6= /0 as otherwise x1 ≻ S.
Now, we let x1 ∈ Hi for some i ∈ {1,2}. Consider G− x1. Since |H j| > 1 for j = 1,2, neither
Dx1 ⊆ H1 nor Dx1 ⊆ H2. Lemma 2.9(1) gives, further, that Dx1 ∩ S 6= /0. Lemma 2.6(1) implies that
Dx1 ∩ (S− I) = /0. Thus Dx1 ∩ (S∩ I) 6= /0. Let u1 ∈ Dx1 ∩ (S∩ I). Lemma 2.6(2) implies also that
|Dx1 −{u1}|= 1. Let {w}=Dx1 −{u1}. If w ∈Hi, then u1 ≻H3−i. Since u1 ∈ I, α3−i = 0 contradicting
Lemma 4.5. So w∈H3−i and u1≻Hi−x1. Since u1 ∈ I, Ii = {x1}. It follows that {x2,x3, ...,xp}⊆H3−i.
Claim 1 : There is no u ∈ S∩ I such that u≻ S− I.
Suppose u ≻ S− I. Consider G− u. Lemma 2.9(1) implies that Du∩S 6= /0. Lemma 2.6(1) implies
also that Du∩ (S− I) = /0. Thus there exists u
′ ∈Du∩ (S∩ I). Lemma 2.6(2) gives that |Du−{u
′}|= 1.
Let {z} = Du−{u
′}. To dominate x1, z ∈ Hi. So Du does not dominate I3−i, a contradiction and thus
establishing Claim 1.
Claim 1 together with Lemma 4.3 yield that yp is not adjacent to any vertex in S∩ I. We now have
yp an isolated vertex in S.
Claim 2 : y1 ≻ Hi.
Suppose y1 is not adjacent to b1 ∈ Hi. Consider G+ b1x2. We see that b1y1,x2y1 /∈ E(G). Lemma
2.10(1) gives that |Db1x2 ∩S|= 1and either b1 ∈Db1x2 or x2 ∈Db1x2 . If b1 ∈Db1x2 , then (S−{y1,yp})∩
Db1x2 = /0 to dominate I3−i. Since ypx2 ∈ E(G), by Lemma2.2(3), yp /∈ Db1x2 . By the connectedness of
(G+b1x2)[Db1x2 ], y1 /∈Db1x2 . ThereforeDb1x2 ∩S= /0, a contradiction. Hence, x2 ∈Db1x2 . To dominate
I3−i∪ (S∩ I), Db1x2 ∩{y2,y3, ...,yp} = /0. By the connectedness of (G+ b1x2)[Db1x2 ], ((S∩ I)∪{y1})∩
Db1x2 = /0. Therefore, Db1x2 ∩S = /0, a contradiction and we settle Claim 2.
Let b1 ∈ Hi−{x1}. Recall that u1 ≻ Hi− x1. Clearly b1u1 ∈ E(G). By Claim 2 and Lemma 2.3,
b1 ≻ {y1,y2, ...,yp−1}∪{u1}. Consider G− b1. Lemma 2.9(1) implies that Db1 ∩S 6= /0. Lemma 2.6(1)
gives that Db1 ∩ ({y1,y2, ...,yp−1}∪{u1}) = /0. If there is u2 ∈ Db1 ∩ ((S∩ I)−{u1}), then, by Lemma
2.6(2), let {y′}= Db1 −{u2}. To dominate x1, y
′ ∈ Hi. Thus Db1 does not dominate x2, a contradiction.
Therefore, {yp}= Db1 ∩S. Since yp is an isolated vertex in S, by Lemma 2.10(2), at least one of Ti is a
singleton component contradicting the assumption. We then finish the proof.
By Theorem 4.6, we obtain the following corollary.
Corollary 4.7. Let G be a maximal 3-γc-vertex critical graph. If α = κ , then κ = δ .
Proof. By Theorem 4.6, we have at least one singleton component Ti of G− S. Let {c}= V (Ti). Thus
NG(c)⊆ S. Hence, δ ≤ degG(c)≤ |S|= κ ≤ δ .
We next construct the class G3(s) of maximal 3-γc-vertex critical graphs which α < κ and κ < δ
in order to show that the condition α = κ is necessary to prove Corollary 4.7. Let R,T,W and Z be
non-empty disjoint vertex sets where R = {r1,r2, ...,rs},T = {t1, t2, ..., ts},W = {w1,w2, ...,ws},Z =
{z1,z2, ...,zs} and s≥ 3. A graph G in the class G3(s) can be constructed from R,T,W and Z by adding
edges according the join operations :
• for 1≤ i≤ s, ri∨ ((T ∪W )−{ti}),
• ti∨ ((W ∪Z)−{wi}),
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• wi∨ (Z−{zi}) and
• adding edges so the the vertices in R and Z form cliques.
Observe that, for 1 ≤ i ≤ s, NG(ri) = R∪ T ∪W −{ri, ti}, NG(ti) = R∪W ∪ Z−{wi,ri}, NG(wi) =
R∪T ∪Z−{ti,zi} and NG(zi) = Z∪T ∪W = {zi,wi}. Observe also that T andW are independent sets.
A graph G is illustrated in Figure 3 where double lines between two sets means joining each vertex in
one set to every vertex in the other set.
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s s
s s
s s
s s s
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✢
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Figure 3 : A graph G in the class G3(s)
Lemma 4.8. If G ∈ G3(s), then G is a maximal 3-γc-vertex critical graph.
Proof. We see that {r1, t2,w2} ≻c G. Thus γc(G) ≤ 3. Suppose there exist u,v ∈ V (G) such that
{u,v} ≻c G. Let i ∈ {1, ..,s}. Suppose that u = ri. To dominate Z, v /∈ R. If v ∈ T , then, by con-
nected, v 6= ti. Thus {u,v} does not dominate ti. To dominate Z, v /∈W . Clearly v ∈ Z but G[{u,v}]
is not connected, a contradiction. Hence, {u,v}∩R = /0. By symmetric, {u,v}∩ Z = /0. Therefore
{u,v} ⊆ T ∪W . Without loss of generality, u = ti. By connected, v ∈W −{wi}. Thus {u,v} does not
dominate wi. Therefore γc(G) = 3.
To establish the criticality, let u,v be a pair of non-adjacent vertices of G. For 1 ≤ i ≤ s, if {u,v}=
{ri, ti}, then Duv = {ri, ti}. If {u,v} = {ti,wi}, then Duv = {ti,wi}. If {u,v} = {wi,zi}, then Duv =
{wi,zi}. For 1 ≤ i 6= j ≤ s, if {u,v} = {ti, t j}, then Duv = {ti,r j}. If {u,v} = {wi,w j}, then Duv =
{wi,z j}. If {u,v} = {ri,zl} where l ∈ {1,2, ...,s}, then Duv = {ri,zl}. Thus G is a 3-γc-edge critical
graph. Let v ∈ V (G). For 1 ≤ i 6= j ≤ s, if u = ri, then Dv = {ti,z j}. If v = ti, then Dv = {t j,ri}. If
v= wi, then Dv = {zi,w j}. Finally, if v= zi, then Dv = {wi,r j}. Therefore G is a maximal 3-γc-vertex
critical graph and this completes the proof.
We see that G has T a maximum independent set and T ∪W a mimimum cut set. Thus α = s <
2s= κ . We, further, have that G is a regular graph with degG(v) = 3s−2 for all v ∈V (G). Since s≥ 3,
δ = 3s− 2> 2s= κ . Hence, the condition α = κ is necessary to prove Corollary 4.7.
We conclude this paper by establishing hamiltonian property of maximal 3-γc-vertex critical graphs.
We prove the following result by using Theorem 2.1.
Corollary 4.9. For any maximal 3-γc-vertex critical graphG. If κ < δ , then G is hamiltonian connected.
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Proof. Suppose that κ < δ . By Lemma 2.7, G is eitherC5 or 3-connected. Because κ(C5) = δ (C5) = 2,
it follows that G is 3-connected. Theorem 4.1 and Corollary 4.7 then imply that α < κ . By Theorem
2.1, G is hamiltonian connected.
However, we believe that every maximal 3-γc-vertex critical graph is either C5 or hamiltonian con-
nected. To prove this, by Theorem 2.1 and Corollary 4.9,we need only prove the following conjecture.
Conjecture 4.10. Let G be a maximal 3-γc-vertex critical graph with α = κ = δ . Then G is either C5
or hamiltonian connected.
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