A disjunctive sensing and actuation problem is considered in which the actuators and the sensors are prevented from operating together over any given time step. This problem is motivated by practical applications in the area of spacecraft control. Assuming a linear system model with stochastic process disturbance and measurement noise, a procedure to construct a periodic sequence that ensures bounded states and estimation error covariance is described along with supporting analysis results. The procedure is also extended to ensure eventual satisfaction of probabilistic chance constraints on the state. The proposed scheme demonstrates good performance in simulations for spacecraft relative motion control.
I. INTRODUCTION
A common assumption in control theory is that sensing and actuation can be performed simultaneously. In this paper, we consider the case of disjunctive sensing and actuation, in which at any given time step either a sensor or an actuator can be operated but not both. Thus a switching policy between sensing and actuation needs to be determined that achieves the specified control objectives.
Our motivation for considering this class of problems comes from spacecraft control applications. Specifically, in spacecraft with magnetic actuators used for attitude control, magnetic fields generated by the actuators may interfere with the magnetic sensors (magnetometers) used for attitude sensing, see e.g., [1] . In larger satellites, magnetometers may be placed on a boom to reduce the electromagnetic interference from the magnetic actuators and other equipment onboard of the spacecraft. Such a solution is not feasible for smaller and cheaper cubesats where the magnetic actuators must be deactivated to record an accurate attitude reading. Other situations in which simultaneous sensing and actuation are not possible include vision-based rendezvous, docking, and relative motion maneuvering [2] , in which the plume and vibration from spacecraft thrusters may interfere with the cameras and other sensitive navigation equipment.
In addition, we consider the eventual enforcement of probabilistic chance state constraints of the form
where X is the set prescribed by the constraints of the problem, 0 ≤ δ < 1, and k * ∈ Z + is sufficiently large. In spacecraft applications, X may represent a region in the state space in which scientific measurements can be reliably taken by the onboard instrumentation, see, for instance, the case study in [3] and [4] where a spacecraft with an Ion and Neutral Mass Spectrometer sensor must be suitably oriented with a boresight axis within a prescribed cone of the ram direction in orbit. In this case study, the orientation constraints do not need to be satisfied during initial transients but must be satisfied eventually to enable the equipment to function.
In this paper, we treat a disjunctive sensing and actuation problem for systems that can be represented by discretetime linear models with stochastic process disturbance and measurement noise inputs. A procedure to construct a periodic switching sequence between sensing and actuation is described and closed-loop boundedness and convergence properties when such a sequence is applied are analyzed.
The given problem falls within the general class of switched system stabilization problems in which a part of the dynamics represents the propagation of the estimated state and of the estimation error covariance matrix. Stability of switched systems has been studied extensively, see e.g., the books [5] and [6] . We note that, if the system is open loop unstable, then to guarantee either boundedness of states or boundedness of state estimates based on dwell time conditions, sufficient dwell time in each mode (sensing or actuation) is necessary. In addition, sensing and actuation intervals need to be suitably interlaced to achieve both goals simultaneously.
Techniques developed for stability analysis and control of discrete-time periodic systems [7] , [8] , [9] are also relevant given our search for a periodic switching sequence. In event triggered and self-triggered control [10] and in sensor networks, sensor scheduling and sensor tasking [11] , [12] , sensors may be deactivated when confidence in the estimated states is high; however, the situation in which the sensors and the actuators cannot be simultaneously used does not appear to be treated.
The main contributions of the paper are the formulation of a disjunctive sensing and actuation problem based on linear discrete-time system models and a procedure to construct a periodic switching sequence which ensures the convergence of the state mean, boundedness of the estimation error covariance matrix and the eventual satisfaction of the probabilistic chance state constraints. Simulation examples are reported which confirm good behavior of the proposed scheme for a spacecraft relative motion control example.
The paper is organized as follows. In Section II, a disjunctive sensing and actuation problem is formally stated. In Section III, properties of the closed-loop system operated with periodic switching sequences are analyzed and admissible sequences that lead to desired boundedness and convergence properties are characterized. A double integrator example is considered for which examples of admissible and inadmissible sequences are given. In Section IV, an extension to include the eventual satisfaction of the probabilistic chance state constraints is described. The selection of optimal admissible periodic switching sequences is discussed in Section V. A simulation case study that addresses the relative motion control problem is presented in Section VI. Finally, concluding remarks are made in Section VII.
Our notations are standard: E denotes the expectation, Z ≥0 denotes the set of nonnegative integers, Z [0,N] denotes the set of nonnegative integers between 0 and N, Tr(P) denotes the trace of a matrix P, Q denotes a norm of a matrix Q, and ρ(R) denotes the spectral radius of a matrix R. For two symmetric matrices (P, Q), P Q implies that P − Q is positive definite and P Q implies that P − Q is positive semi-definite. The matrix I n is the n × n identity matrix and the matrix 0 m×n is the m × n zero matrix; we drop subscripts in these when they are clear from the context.
II. DISJUNCTIVE SENSING AND ACTUATION FOR LINEAR SYSTEMS
We consider a system represented by a discrete-time linear model with stochastic state disturbance and measurement noise inputs, given by
Here, x k is a vector state and u k is a vector control. The inputs w k and ν k are, respectively, the state disturbance and the measurement noise inputs, and each is assumed to be sequences of zero-mean, independent (and jointly independent) identically distributed (i.i.d.) random variables
The target equilibrium is denoted by x T , and it is assumed that the feedforward control input, u T , supports it in steadystate in absence of w k and with η k = 1, i.e., x T = Ax T + Bu T .
In this paper, a fixed gain state feedback is considered,
wherex k is the state estimate generated by a fixed gain observer of the form
The binary variable η k ∈ {0, 1} represents the system operating mode. When η k = 1, the control is applied to the system. When η k = 0, the control is deactivated (u k = 0) and the sensed output, y k , is obtained. In a typical control design process, e.g., for a spacecraft, the gains K and L would be determined without consideration of the interference between actuation and sensing (possibly by different engineers) and then a coordination mechanism introduced by specifying η k . In this setting, offline-generated periodic switching sequences, {η k }, with η k = η k+N for all k ∈ Z ≥0 , N ∈ Z >0 , are of particular interest, so that their repeated application leads to the attainment of the control objectives, including eventual satisfaction of state constraints. While more sophisticated strategies, e.g., based on receding horizon optimization of the binary variable sequence {η k } could also be considered, the proposed solution, based on the application of the offline generated periodic sequence, has low computational footprint and is appealing in view of limited computing power and restrictive electrical power consumption budget onboard of small spacecraft.
III. ADMISSIBLE PERIODIC SWITCHING SEQUENCES
Suppose that the period of the sequence N is fixed and
The evolution of the state, x k , and of the state estimation error, e k = x k −x k , are driven by the following equations,
and
Based on (6) and assumed independence and zero mean properties of the stochastic disturbance, w k , and measurement noise, ν k , the error covariance matrix P k = E[e k e T k ] satisfies the following difference equation,
Definition 1: An N-periodic sequence of binary integers {η 0 , η 1 , · · · , η N−1 , · · · }, where for all k ∈ Z ≥0 η k ∈ {0, 1} and η k+N = η k , is called admissible if the following contractivity conditions hold:
We now analyze the closed-loop response properties under admissible sequences and consider approaches to finding such sequences.
A. Limits of the Mean and Error Covariance Matrix Sequences
We note, first, that E[ν k ] = 0, E[w k ] = 0 and hence (5), (6) imply that the state and estimation error mean, µ x,k = E[x k ] and µ e,k = E[e k ], respectively, satisfy the following difference equations,
whereĀ k andÃ k are periodic with the same period, N, as η k .
Proposition 1: Suppose that (9) and (10) hold. Then, as k → ∞, µ e,k → 0 and µ x,k → µ s
x,k exponentially, where µ s x,k is the unique N-periodic solution of (11) with µ e,k ≡ 0. Furthermore, if u T = 0 then µ s x,k = 0. The next result summarizes the properties of the error covariance matrix sequence.
Proposition 2: Suppose that (10) holds. Then the error covariance matrix, P k , is bounded and, as k → ∞, converges to the unique N-periodic solution of (7), P s k , with P s k+N = P s k for all k ∈ Z ≥0 . In addition, for any n ∈ Z ≥0 ,
where
The steady-state periodic solution, P s k , of (7) can be computed by solving the conventional discrete-time Lyapunov equation for the evolution of the lifted system error covariance matrix, i.e., of P l = diag{P s 0 , · · · , P s N−1 }, which is directly obtained from (7) .
Remark 2: Note that (13) implies that lim sup k→∞ P Nk ≤ γ/(1 −q 2 A ). Remark 3: The results in Propositions 1 and 2 generalize to non-constant N-periodic feedback and observer gains, i.e., K and L are replaced by K k , and L k , where K k+N = K k , L k+N = L k for all k ∈ Z ≥0 , under the same conditions (9) and (10) . However, analysis results discussed next benefit from bothĀ k andÃ k having only two possible values each, which is the case when the gains are constant.
B. Dwell-Time Conditions and their Implications
We can take advantage of the dwell time conditions for stability analysis of hybrid systems to develop simpler sufficient conditions that can inform procedures for faster determination of admissible switching sequences. Our discussion of the dwell time conditions follows Theorem 4.1 in [13] and its proof.
Consider the condition (9), and letΩ 0 = A andΩ 1 = A + BK. By Gelfand's theorem [14] ,
for any matrix Ω and norm · . This implies that we can find constants c 0 , c 1 , which do not depend on k, such that
Note that c 0 ≥ 1 and c 1 ≥ 1 since A ≥ ρ(A) for any A.
Let c = max{c 0 , c 1 }, n 0 < N be the total time spent in the mode η 0 = 0, n 1 = N − n 0 be the total time spent in the mode η 1 = 1, and n s be the number of mode "blocks" in the sequence, equivalent to the number of switches plus one. Then,
and (9) holds if
A frequent situation is thatΩ 0 (no actuation) is unstable and ρ(Ω 0 ) > 1, whileΩ 1 is stable and ρ(Ω 1 ) < 1. Then (17) dictates that there must be sufficient time spent in the actuation mode and, furthermore, there must be sufficient dwell time (not too many switches) so that n s and c n s are small.
Taking the logarithm of the left hand side of (17), it follows that (17) holds if n s log c + n 0 logρ 0 + n 1 logρ 1 < 0,
whereρ 0 = ρ(Ω 0 ),ρ 1 = ρ(Ω 1 ). When finding admissible sequences, it is therefore possible to first restrict the search to sequences for which n 0 , n 1 and n s satisfy the condition (18) . Note thatq A in (17) is an estimate of the rate of convergence of the state mean. Hence ensuring that the left hand side of (18) is as negative as possible promotes increasing the convergence rate; this may, however, increase the estimation error. Similar analysis can be applied in the case of (10). Let
Similarly to (17) ,
Taking the logarithm of the right hand side of (19) shows that (10) holds if n s log c + n 1 logρ 0 + n 0 logρ 1 < 0.
The condition (20) complements (18) and can facilitate the initial fast search for admissible sequences. Remark 4: Conditions (18) and (20) are sufficient, but not necessary, to also satisfy conditions (9) and (10).
C. Reducible and Irreducible Sequences
The search for admissible sequences can be made faster by discarding sequences that replicate a known inadmissible subsequence.
Definition 2: A sequence {s N } of length N ∈ Z >0 is called reducible if there exists a subsequence {s k } of length k ∈ Z >0 such that k < N, N is a multiple of k (i.e., k | N), and,
Proposition 3: Every (non-empty) sequence {s N } contains a unique irreducible subsequence {s n }. Note that this irreducible subsequence may well be equal to the original sequence.
In practice, we need only focus on these irreducible subsequences.
Proposition 4: A binary sequence {s N } is admissible if and only if the associated irreducible subsequence {s n } is admissible.
We can thus focus our efforts on searching over admissible irreducible sequences, as any admissible reducible sequence can be formed by propagating an admissible irreducible sequence forward in time. Thus, when investigating sequences of length N for admissibility, we can discard sequences for which we have already evaluated the associated irreducible sub-sequence.
To check a sequence {s N } for reducibility, we employ the following algorithm:
1. Let D = {d : d | N and d < N}, i.e., the set of proper divisors of N.
2. If there exists d ∈ D such that, for every 1 ≤ n ≤ N − d, the sequence satisfies s n+d = s n , then the sequence is reducible.
3. Otherwise, the sequence is irreducible. Note that if N is prime, then D = {1} and the only reducible sequences are the sequence of zeros and the sequence of ones. We can automatically discard these two sequences as being inadmissible under our initial assumption that both actuation and sensing actions are required.
D. Numerical Examples of Admissible and Inadmissible Sequences
We construct an illustrative example using a double integrator system in discrete-time,
In this example, u T = 0 and K = [0.5 1.25]. Then,
The observer gain is chosen as L = [0.5 0.1] T and
The measurement noise and process noise are assumed white Gaussian with characteristics Σ v = 10 −2 and Σ w = 10 −4 · I 2 , respectively. We fix a sequence length of N = 8 and examine two candidate sequences.
1) Example of an admissible sequence: The sequence considered here, {s 8 } = {0, 1, 0, 1, 0, 1, 0, 1}, alternates equally between sensing and actuation and has the irreducible subsequence
We verify the conditions for admissibility in both the original sequence and its associated irreducible subsequence.
The two spectral radius parameters of the full sequence, {s 8 }, are given by ρ(Ā 7 · · ·Ā 0 ) = 0.0533, and ρ(Ā 7 · · ·Ā 0 ) = 0.36, each less than 1.
The two spectral radius parameters of the irreducible subsequence, {s 2 }, are given by ρ(Ā 1Ā0 ) = 0.4805 and ρ(Ã 1Ã0 ) = 0.7746, each less than 1. Figure 1 shows the result of repeatedly applying the sequence {s 8 }; the resulting trajectories satisfy the properties of Proposition 1 and Proposition 2. The state approaches the target equilibrium and the trace of the error covariance matrix decreases to a bounded N-periodic sequence.
2) Example of an inadmissible sequence: The sequence considered here, {s 8 } = {0, 1, 0, 0, 0, 0, 0, 0}, is irreducible and contains many more sensing actions than actuation actions. In this case, ρ(Ā 7 · · ·Ā 0 ) = 2.5218, which violates (9) . Interestingly, this sequence still satisfies (10), hence, the boundedness and convergence properties of the error covariance matrix are maintained. Thus, if the sequence were applied periodically, we would expect the state to diverge from the origin even though accurate state estimates are maintained. These expectations are validated by simulation in Figure 2 .
IV. CHANCE CONSTRAINTS
Consider now the chance constraint (1) . Define z = x T e T T and ζ = v T w T T . Then,
whereȂ
Under conditions (9), (10), we can repeat the analysis in Propositions 1 and 2 for (24).
andP k →P s k as k → ∞, whereP s k is the unique N-periodic solution to (25). Then the steady-state covariance matrix satisfies, P s
x,k = I 0 P s k I 0 T . Thus x k converges to
x s k which is a cyclostationary process with the N-periodic mean, µ s x,k , and N-periodic covariance matrix, P s x,k . As no assumption on the actual probability density function of w k and ν k is made, we resort to the multivariate Chebyshev's inequality [15] , [16] to treat the chance constraint. Based on the Chebyshev's inequality,
where n x is the dimension of x and α k > 0. Given δ > 0, choose α k = n x /δ . Suppose that for k = 0, 1, . . . , N − 1, the following condition is verified,
where E (0, Ω) = {x : x T Ωx ≤ 1} is an ellipsoidal set and ∼ denotes the Pontryagin's set difference. Then, in steady-state, the chance constraint (1) holds. Remark 4: The steady-state periodic solution,P s k , can be computed by solving the conventional discrete-time Lyapunov equation for the evolution of the lifted system error covariance matrix, i.e., ofP l = diag{P s 0 , · · · ,P s N−1 }, which is directly obtained from (25).
V. SELECTING AN OPTIMAL ADMISSIBLE SEQUENCE
Since multiple admissible sequences may exist, we can select one by minimizing a cost functional. Consider the following cost functional, which penalizes the steady-state estimation error covariance matrix to facilitate accurate state estimation, the steady-state state covariance matrix to facilitate the eventual enforcement of the state constraints, and the actuation effort:
where R e = R T e > 0, R p = R T p > 0 and r η > 0 are weights. The 1/N factor in the cost functional normalizes for sequence length, ensuring that a given reducible/irreducible sequence pair yield the same cost.
We search over sequences of a fixed length, check for admissibility, then find the admissible sequence that yields the lowest cost. If no admissible sequence exists, we then extend the sequence length and search again. The process is summarized by the following algorithm:
1. Fix sequence length N ∈ Z >0 . 2. Form 2 N binary integer sequences. 3. For each sequence, determine the associated irreducible subsequence. 4 . Check the conditions of admissibility for the irreducible subsequence using dwell-time conditions (18), (20) or directly based on (9), (10).
5. If subsequence is admissible, evaluate cost functional (26). 6 . If no such subsequence satisfies the conditions of admissibility, then increase N and return to Step 1.
7. If at least one such subsequence is found to be admissible, then select the sequence with the smallest cost.
The equivalence of admissibility between a sequence and its associated irreducible subsequence is invoked after incrementing N in Step 6; if Step 3 produces an irreducible subsequence that has already been evaluated in a previous iteration, then it can be skipped.
VI. RELATIVE MOTION CONTROL EXAMPLE
We consider a case study of spacecraft three dimensional relative motion control. The relative motion dynamics are modeled with the linearized Clohessy-Wiltshire [17] equations,ẍ
where m is the chaser vehicle's mass and ω is the mean motion of the target vehicle's orbit. We form a system of first-order equations with state vector x k = [x 1,k , x 2,k , x 3,k ,ẋ 1,k ,ẋ 2,k ,ẋ 3,k ] T and discretize using a Zero-Order Hold [18] with sampling period of 30 s, chaser vehicle mass of 140 kg and target vehicle mean motion of ω = 0.0010 rad/s. We choose C = [I 3 0 3×3 ], which corresponds to relative position measurements. The goal in this scenario is to rendezvous the chaser vehicle with the target vehicle, i.e., to bring the chaser's state to the origin. We compute the feedback gain matrix K using LQR by solving the Discrete Time Riccati Equation with Q = I 6 , and R = I 3 , yielding The distributions of the measurement noise, ν k , and of the state disturbance, w k , are assumed to be Gaussian with covariance matrices Σ v = 10 −2 · I 3 and Σ w = 10 −4 · I 6 .
The observer gain L is determined by solving the dual LQR problem with the same Q and R matrices, yielding The cost function (26) has been defined with r η = 0, R e = I and R x = 0.
There is no valid solution sequence of length 2 or 3; the shortest admissible solution sequence is of length 4, and the optimum such sequence is {0, 0, 1, 1}, withq A = 0.5879 in (9) andq A = 0.0130 in (10) . It can also be demonstrated that Tr(P s k,e ) ≤ 4.572 for all k. Figure 3 shows the results of propagating this control sequence forward.
The error covariance matrix trace grows with each of the two actuation steps, but then shrinks with each of the two estimation steps. We now run the algorithm through several more loops to get a longer admissible sequence, to compare the result to the shorter sequence. When the algorithm treats sequences of length 7, the optimum sequence is {0, 0, 1, 1, 1, 0, 0}, withq A = 0.07594 andq A = 3.796 × 10 −5 . It can also be demonstrated that Tr(P s k,e ) ≤ 9.326 for all k. Figure 4 shows the results of propagating this control sequence forward.
In each case, the expected value of each state is successfully driven to the origin. Of note, when the algorithm treats sequences of length 8, the optimum sequence is {0, 0, 1, 1, 0, 0, 1, 1}, a reducible sequence which has the previous length 4 sequence as its corresponding irreducible subsequence.
VII. CONCLUDING REMARKS
This paper formulated and treated a problem in which simultaneous sensing and actuation are not possible. Our solution involves the use of offline-constructed periodic switching sequences between sensing and actuation which, when applied online, lead to desirable convergence properties. Approaches to simplify the check for admissibility of a sequence have been described based on the notion of reducible sequences and the use of dwell time sufficient conditions. An example of applying the procedure to spacecraft relative motion control has been given in simulations.
Future work will focus on the disjunctive sensing and actuation for a spacecraft with magnetic actuators and sensors, which is one of our motivating applications. In this case, there are additional issues that must be addressed beyond the scope of the present paper, such as the timevarying characteristics of the magnetic field and loss of linear controllability of the frozen-in-time dynamics [3] , [4] . Extensions to nonlinear systems and maneuver planning under disjunctive sensing and actuation constraints will also be considered.
