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A positive-feedback loop is a simple motif that is ubiquitous to the modules and networks that com-
prise cellular signaling systems. Signaling behaviors that are synonymous with positive feedback
include ampliﬁcation and rapid switching, maintenance, and the coherence of outputs. Recent
advances have been made towards understanding how positive-feedback loops function, as well
as their mechanistic basis in controlling eukaryotic cell cycle progression. Some of these advances
will be reviewed here, including: how cyclin controls passage through Start and maintains coher-
ence of G1/S regulon expression in yeast; how Polo-like kinase 1 activation is driven by Bora and
Aurora A, and its expression is stimulated by Forkhead Box M1 in mammalian cells; and how some
of the various dynamic behaviors of spindle assembly and anaphase onset can be produced.
 2009 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction
Eukaryotic cells are faced with many decisions. Division, differ-
entiation, and death are a few major choices that must be made
during the growth of the population, or development of the organ-
ism they comprise. It is not surprising that the pathways leading to
these fates have evolved to culminate with a substantial degree of
completeness—stereotypically known as ‘‘all-or-none” (digital) re-
sponses—although the inputs themselves that feed into these path-
ways can range from being switch-like to graded (analog) [1–3].
During growth and development, cells must survey many condi-
tions and signals, both extrinsic and intrinsic. Are sufﬁcient nutri-
ents and growth factors available for a cell to commit to another
cycle? Has it grown enough to initiate replicating its genome? Is
the cell prepared to partition its duplicated genome and subcellu-
lar components and divide? Once conditions are met for a cell to
initiate a fate—whether transitioning to a new cell cycle phase,
or becoming functionally speciﬁed—it is implicit that the mecha-
nism driving it should assure that the reaction moves forward deci-
sively [4]. One example in which this applies is the transition from
interphase to mitosis. It is imperative for mitotic initiation to bechemical Societies. Published by E
; APC, anaphase-promoting
Box M1; Emi1, early mitotic
mi1/NuMA/dynein–dynactinreasonably rapid in order to minimize the period of time during
which interphase and mitotic conditions coexist [5]. This means
that in addition to the rapidity of the transition, the in vivo pro-
cesses that drive these cellular changes often need to be coherent
in both time and space [6]. Although the need for the decisiveness
in speciﬁc cellular processes might be apparent, it is the hazards of
indecisiveness that reinforce why it can be so critical. This is espe-
cially true in the case of proliferation and control of the cell cycle.
Unless otherwise programmed, cells must replicate their DNA only
once each cycle, they must successfully segregate their newly-rep-
licated chromosomes, and their cytokinesis must occur precisely at
the right time and place as mitosis is completed. Failure of any of
these steps could be catastrophic to the cell—or worse, may lead
to aneuploidy, or permit other conditions that increase the risk
of malignancy [7–9]. With cells requiring rapidity and decisiveness
in, as well as memory of particular responses, it is not surprising
that positive feedback is a feature ubiquitous to their control
systems.
Recent studies of the transcriptional and signaling networks
that govern cell cycle transitions have exempliﬁed the importance
of positive feedback in deﬁning an array of systems-level behaviors
[10–14]. Although it might not seem surprising in-and-of itself, the
diversity of emergent properties that positive feedback can confer
underscores why it is so common in the regulation of cellular phe-
nomena. It can occur in simple and complex systems alike, and can
be derived through two different elementary motifs (Fig. 1). First,lsevier B.V. All rights reserved.
Fig. 1. Topologies of some simple positive-feedback loops. (a) X activating an X-activating factor Y. (b) X activating Y activating an X-activating factor Z. (c) A double-negative
(positive) feedback loop, where X inhibits an X-inhibiting factor Y.
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Y—this topology is prevalent in schemes requiring signal ampliﬁca-
tion, as well as the increased sharpness of a switch. Additional
stimulatory components can also be involved, resulting in a length-
ened (and therefore, slower) positive-feedback loop: for instance, X
activating Y which then activates the X-activating factor Z (Fig. 1b).
Second, the basis for positive feedback could also arise from a dou-
ble-negative feedback motif: a factor, X, inhibiting the X-inhibitor,
Y (Fig. 1c). This type of feedback also produces a potent response
like that caused by an activation-based positive-feedback loop,
but there are other unique features to double-negative feedback.
The ﬁrst inhibitory step (X inhibiting Y) can serve to establish
the threshold of a stimulus–response relationship: how much Y
must accumulate until its activation? This initial inhibition can
therefore also provide capacitance in the system prior to a re-
sponse, resulting in an increase of the intensity of its output once
the system is activated (i.e. Y is then stimulated to repress its inhi-
bition by X). The layering of both positive- and double-negative-
feedback loops together in biological systems—including in matur-
ing Xenopus oocytes, and in the CDK1-driven mitosis activating
system in Xenopus embryonic extracts—has been found to tune
thresholds as well as to ensure the production of powerful and sus-
tained responses [5,15]. In this review, an overview of some excit-
ing recent experimental studies focusing on positive-feedback-
driven behaviors such as signal ampliﬁcation and rapid switching,
response coherence, and output maintenance will be presented.
Moreover, the biological contexts of these positive-feedback loops,
the diverse functions that can be yielded, and the underlying
molecular mechanisms behind them will be explored.
2. The switch into start and the coherence of G1/S regulon
expression
As mentioned above, positive feedback has become synony-
mous with the establishment of mitotic onset and progression,
and these topics will be discussed in more detail later in this re-
view. But while division is the culmination of cellular growth
and DNA replication, the process must start with cells ﬁrst com-
mitting to initiating the cycle anew. The concept of ‘‘Start” control
represents a commonly shared critical point for eukaryotic cells to
ensure their preparedness to replicate their DNA, and then to live
with increased ploidy until their division [16]. Although Start has
been studied extensively in yeast, the basis of the dynamics that
drive yeast cells to make this commitment is not well understood.
It makes sense that Start initiation should be a switch-like and irre-
versible phenomenon, but past studies in yeast had not revealed
any source of positive feedback that might promote these behav-
iors. The three G1 cyclins—Cln1, Cln2, and Cln3—are all able to
activate expression of the G1/S regulon, but expression is ﬁrst
triggered by Cdc28/Cln3-phosphorylation of promoter-bound pro-
teins and transcription factors, including SBF and MBF. Two of the
genes in this regulon are CLN1 and CLN2, making it entirely possi-
ble for a positive-feedback loop to exist [17–19]. Evidence for aCln1/Cln2–CLN2 transcriptional positive-feedback loop was found
previously in a CLN3 null strain, but no difference in the kinetics
of transcription from the CLN2 promoter was observed in popula-
tions of synchronized cells with or without CLN1 and CLN2
[17,18,20].
This led to Skotheim et al. hypothesizing that a population ef-
fect caused by the use of synchronized cells might have led to what
had been considered the ‘‘linear” model of regulon activation [19].
The authors aimed to resolve this discrepancy by studying tran-
scriptional activation on the single-cell level. They cleverly engi-
neered a yeast strain to express unstable green ﬂuorescent
protein (GFP) under the control of the CLN2 promoter to monitor
CLN2 expression, and tracked cell birth using GFP-tagged myosin
(Myo1-GFP). The timing of CLN2 expression was then measured
from the moment that the Myo1-GFP ring disappeared - marking
cytokinesis completion. Indeed, this methodology revealed a strik-
ing difference in timing between WT yeast and the CLN mutants.
CLN2pr-GFP expression occurred much sooner—and with less vari-
ability—in WT than the cln1Dcln2D mutant, and expression in this
mutant depends on CLN3 since no reporter expression occurred in
cln1Dcln2Dcln3D yeast. Both cln1DCLN2 and CLN1cln2D mutants
activated the CLN2 promoter with similar timing, so not only is a
positive-feedback loop intrinsic to the G1/S regulon, both CLN1
and CLN2 can drive it. Interestingly, on the single-cell level, the
amplitude of GFP ﬂuorescence was increased and signal prolonged
in cln1Dcln2D yeast, possibly as a consequence of the delay be-
tween CLN2 and CLB2 expression in this mutant. This could cause
the earliest individual expressers in an imperfectly synchronized
population to obscure the average transcriptional timing of the
whole. As shown in Fig. 2, differences between single-cell and pop-
ulation-level approaches could lead to an improper conclusion
regarding timing of CLN2pr-GFP induction in the latter. Asynchrony
in the mutant population and/or increased noise in CLN2 expres-
sion in the clnD1clnD2 mutant would contribute to this error.
Wild-type yeast (Fig. 2a) expressed lower levels of GFP and turned
it over more rapidly, relative to the clnD1clnD2 mutant strain
(Fig. 2b) [19]. This mutant expressed higher levels of GFP and
turned the protein over less effectively, and could indeed appear
to have the same induction timing as WT yeast if the average levels
of GFP in both populations was used as a metric (Fig. 2c; top). This
was the case, as Skotheim et al. showed that summing the mea-
surements of CLN2pr-GFP from individual cln1Dcln2D cells resulted
in timing that was no earlier than WT cells [19]. This ﬁnding mir-
rored results found in prior studies that contributed to the earlier
‘‘linear” model of CLN2 transcription CLN [17,18,20]. Despite the
differences in GFP expression and turnover between WT and mu-
tant yeast, however, single-cell analysis of the appearance of GFP
signal showed clearly that CLNpr-GFP expression was induced ear-
lier and more sharply in the former (Fig. 2c; bottom). Once again,
this demonstrated the importance of performing single-cell mea-
surements to avoid population-level errors.
Although positive feedback was found to enable rapid switching
of expression from the CLN2 promoter, the G1/S regulon confers
Fig. 2. Differences in population-level versus single-cell analysis of CLN2pr-GFP expression in yeast. (a) Production of GFP in 10WT yeast daughters throughout a time course.
(b) Production of GFP in 10 cln1Dcln2D yeast daughters throughout a time course. (c) Schematized plots of mean GFP ﬂuorescence in all 10 cells combined (top) and the
fraction of individual cells out of 10 in which GFP expression was induced (bottom), with numerical labels and vertical hash lines representing the three time points
represented in (a) and (b). ‘‘Birth” is denoted as the disappearance of GFP-tagged myosin (represented by the green oval at the cell-to-cell junction) shown in the prior step.
For simplicity, all 10 daughters shown in (a) and (b) are not depicted as budding, although budding would normally be observed at steps 2 and 3. Plots in (c) are adapted from
[19].
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activated by SBF and MBF. So, how is post-Start production of the
machinery responsible for cell cycle progression triggered in uni-
son? Using CLN2pr-GFP, as well as mCherry fusions to the promot-
ers of two other regulon members—RAD27 and RAF1—Skoltheim
et al. compared their timing of expression. In most of the
cln1Dcln2D cells analyzed, expression from both RAD27pr and
RAF1pr was delayed behind CLN2pr-GFP. Loss of G1 cyclins was
not a cause of this, as overexpression of Cln3 in those cells did
not reduce the incoherence of expression from RAD27 and CLN2
promoters. Therefore, the Cln1/Cln2-driven positive feedback is
not only necessary for switching on CLN2 expression, but is likely
to simultaneously induce expression from an ensemble of SBF-
and MBF-controlled genes [19,21]. This concept manifested physi-
ologically in these experiments, with an appreciable number of
cln1Dcln2D cells arresting in an unbudded state.
WithCLN1andCLN2deletioncausingcell cycle arrest, theauthors
hypothesized that incoherent expression from some regulon mem-
bersmight promote improper expression of the SBF inhibitor, cyclin
Clb2, and lead to arrest. Removal of CLB2 or overexpression of a non-
phosphorylatable Cdh1—amitotic cyclin-targeting co-factor of ana-
phase-promoting complex (APC)—decreased the population of
unbudded arrested cln1Dcln2D cells. The rapid exit of the remaining
pool of transcriptional inhibitor Whi5 from the nucleus was also
found to depend on the positive feedback generated by Cln1/Cln2.
This rate increase occurs in tandem with a slow nuclear export of
Whi5 that is drivenbyCln3, and loss of Cln1/Cln2makes this process
less switch-like. Could there be a direct regulatory connection be-
tween Cln and Whi5? To answer this question, expression of a
GFP-fused WHI5 allele missing half of its 12 Cln-dependent phos-
phorylation sites ðWHI56AÞ was tested for its effect on nuclear shut-
tling and regulon expression. Export of WHI56A-GFP from the
nucleus was slowed and incomplete, with expression from CLN2pr
andRAD27prbeing less coherent than inWTcells, butmore coherent
than cln1Dcln2D cells. This supported the idea that Cln-dependent
phosphorylation onWhi5 and its switch-likemovement contributes
to the positive-feedback loop and regulon coherence [19,21]. How-
ever, additional WHI5-independent feedback may exist. Cells de-
leted for WHI5 alone activated CLN2pr- directed transcription
earlier than cln1Dcln2Dwhi5D cells, suggesting that one ormore fac-
tors in addition to Whi5—possibly Cln3—may work in conjunctionwith Cln1/Cln2 to contribute the positive feedback that controls
the coherence of G1/S regulon expression.
The phenotypes observed in yeast with reduced positive feed-
back in their Start network epitomized its importance in the
control of genetic and physiological outputs related to distinct
aspects of G1 regulation. First, the expression of several genes
from the G1/S regulon lagged. Second, the synchronicity of their
expression was lost. Lastly, the somewhat premature activation
of the mitotic cyclin Clb2—possibly due to the incoherence in
regulon expression—coincided with the arrest of unbudded cells
[19]. Altogether, Skoltheim et al. demonstrated that positive
feedback is necessary for ensuring cell cycle entry at Start in
yeast is sharp and switch-like. Due to this feedback, and the
exclusion of Whi5 from the nucleus, it appears that the passage
through Start itself also involves the promotion of a driving force
for S-phase initiation by way of Cln-dependent events. The Cln1/
Cln2-derived positive feedback may very well be a necessary
attribute that permits cells to both establish and progress past
Start, and through the remainder of the yeast cell cycle.
These ﬁndings in yeast raise the following question: are there
similar positive-feedback loops that function within mammalian
restriction point and G1–S control? One well-known loop is the
expression of cyclin E under the control of the transcription fac-
tor, E2F. Positive feedback arises from Cdk2/cyclin E phosphory-
lating and releasing the bound retinoblastoma protein (Rb) from
E2F, which stimulates further E2F-driven cyclin E transcription
[22,23]. Loss of the three mammalian E2F factors in mouse
embryonic ﬁbroblasts—E2F1, 2, and 3—increases the expression
of p21 and reduces S-phase cyclin-dependent kinase (CDK) activ-
ity and Rb phosphorylation [24]. This underscores the impor-
tance of transcriptional and post-translational positive-feedback
loops in the mammalian G1–S transition. More recently, proteol-
ysis has also been shown to be fundamental to mammalian
restriction point control. Skp2 (of the SCFSkp2 E3 ubiquitin ligase
complex) gene expression is induced by E2F1 [25]. SCFSkp2 targets
the CDK2/cyclin E inhibitor p27 for proteolysis, and CDK2/cyclin
E phosphorylation of Rb releases E2F1 to further induce tran-
scription of its target genes, as described above [26]. Indeed, po-
sitive-feedback loops pervade the transcriptional and signaling
systems that govern the restriction point and the G1–S transi-
tions in yeast and mammalian cells, and provide mechanisms
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them.3. Switching on the activation and synthesis of the M-phase
machinery
Once a eukaryotic cell has traversed past Start and through S
phase, another critical decision must be made. Are the require-
ments of cellular growth and health (e.g. no DNA damage) satisﬁed
for mitotic initiation to proceed? If this is the case then the transi-
tion from G2 phase to mitosis can ensue, and this also involves
multiple positive-feedback loops. One loop that is synonymous
with the G2-M transition involves the mitosis-stimulating kinase,
cyclin-dependent kinase 1 (CDK1), and its activating phosphatase,
Cdc25 [27,28]. After binding cyclin, CDK1 is ﬁrst phosphorylated
by the inhibitory kinases Wee1 and Myt1 [29–32]—this is the ﬁrst
step of the double-negative-feedback loop. CDK1 activation is then
somehow triggered, and it inhibits the repressors Wee1 and
Myt1—this is the second leg of the double-negative-feedback loop.
CDK1 is then further stimulated through the increased activation
of Cdc25, which dephosphorylates and activates the remaining
inactive CDK1/cyclin complexes. CDK1 activation at M-phase onset
is a classic example of signal ampliﬁcation and a sharpened
switch-like response initiating a complex cellular transition [33].
The importance of these positive-feedback loops has been demon-
strated through both computational modeling [14,34] and experi-
mentation [5,35,36]. What contributes to this triggering
mechanism at mitotic onset remains unclear, but recent progress
has further delineated the signaling architecture that underlies
M-phase initiation. What comprises the inner workings of this po-
sitive-feedback-enhanced switch? Polo-like kinase (Plk1) has long
been implicated as a stimulator of the mitotic transition, and this
is likely since it is involved in several cellular functions during M-
phase, including centrosome maturation, spindle establishment,
and mitotic progression [37]. Its biochemical connection with mi-
totic entry is evidenced by its activation of Cdc25B and Cdc25C
[38–41], and inactivation of Wee1 via proteolysis [42,43]. The
steps that lead to its activation, however, are not well understood.
Extensive studies performed by Seki et al. revealed that as Bora
protein is produced in G2 phase, it interacts with the C-terminal
Polo-box domain (PBD) of Plk1 [44]. This interaction exposes the
activating phosphorylation site of Plk1, which is then subsequently
phosphorylated by Aurora A kinase (AurA) and leads to Plk1 acti-
vation at the G2/M transition. RNAi knockdown of Bora in HeLa
cells did not affect transitions between G1, S, and G2 phases, but
it delayed mitotic entrance, supporting its M-phase-stimulatory
role. The authors suggest that during the binding of Bora to Plk1
the Plk1-Cdc25-Cdk1 positive-feedback loop is initiated, but that
Plk1 activation is not complete. At this stage, Bora binding pre-
cluding the interaction of Plk1 with phosphorylated substrates
may not permit the complete activation of Plk1 [45]. Only after
Bora is phosphorylated by Plk1 and degraded through the ubiqui-
tin-proteasome pathway can Plk1 become maximally activated
[44]. This event coincides with continued M-phase progression
and fully active Plk1 targeting its mitotic substrates.
While there have been no single-cell resolution studies reveal-
ing what dynamic changes might occur in Plk1 activity during
M-phase progression, its regulation by Bora could conceivably help
ensure that the proper amount of Plk1 activity is delivered at the
right time. The regulation of Plk1 by Bora could indeed have some
interesting consequences on the dynamics of Plk1 activation. This
relationship suggests that one, and possibly even more positive-
feedback loops could exist in addition to the relationship between
Plk, Bora, and AurA that was identiﬁed by Seki et al. (Fig. 3). Plk1
becoming activated initially by AurA phosphorylation on T210with the assistance of Bora, followed by a Bora-derived inhibition
of additional Plk1 activation might ﬁrst serve to limit the amount
of initial Plk1 activity (Fig. 3a; Plk1*). But with Bora ﬁrst acting
as activator, and then activity limiter, Plk1 phosphorylation of its
b-TrCP-targeting degron could then eventually initiate a positive-
feedback loop. b-TrCP-driven proteolysis of Plk1-phosphorylated
Bora would rapidly remove this inhibitor as more Plk1 is activated
(Fig. 3b; Plk**). This double-negative-feedback loop could poten-
tially serve to initially build an increasing amount of Bora-inhib-
ited Plk1. Once enough Bora is phosphorylated by Plk1 to spark
its destruction by SCF, a second rapid activation of Plk1 could oc-
cur. Lastly, as this more highly activated, non-Bora-bound Plk1
phosphorylates and binds substrates, a third positive feedback is
generated and could conceivably activate Plk1 even further
(Fig. 3c; Plk***). What purpose might these dynamics serve? They
could plausibly ensure the switch-like nature of mitotic progres-
sion during mid- to late mitosis, and the potential dual-stage acti-
vation of Plk1 could be important for delivering different
amplitudes of activity. First, a slow increase of Plk1 activity could
serve to initiate the Cdc25-CDK1 positive-feedback loop (Fig. 3d;
see ‘‘a”). Once the spindle checkpoint is relieved, progression from
metaphase to anaphase might necessitate a rapidly increased Plk1
activity. Destruction of Bora by SCF driving a (double-negative) po-
sitive-feedback loop could provide this signal ampliﬁcation
(Fig. 3d; see ‘‘b”). Lastly, interaction of Plk1 with phosphorylated
substrates could conceivably create a second positive-feedback
loop, where an increased number of phosphorylated substrates
binding to Plk1 further increase Plk1 activity (Fig. 3d; see ‘‘c”).
With Bora itself acting as a stimulatory interface for Plk1 activation
by AurA, and then as a limiter of Plk1 activity, it is plausible that
Bora chaperones two of three different phases of Plk1 activation
that are essential for proper mitotic progression. And indeed, Seki
et al. showed that non-degradable Bora permits mitotic onset but
delays metaphase exit and anaphase onset [46]. This suggests that
Bora destruction—while not essential for mitosis—may be critical
to deﬁne the kinetics underlying mitotic entrance, as well as spin-
dle structure and function during mitotic progression. It seems that
Bora adds another level of regulation and complexity to the posi-
tive feedback that underlies M-phase control. It will be important
to learn if and how other members of the CDK1 regulatory network
interface with this protein during entry and passage through mito-
sis. These ﬁndings also reinforce the need for further quantitative
studies on Plk1 activation and function, particularly on the sin-
gle-cell level.
While positive-feedback loops arising from post-translational
modiﬁcations are ubiquitous to the initiation of mitotic entry,
Plk1 itself is embedded in a feedback loop that inﬂuences its own
expression during that time. The mammalian transcription factor
Forkhead Box M1 (FoxM1) controls the expression of multiple M-
phase regulatory genes at the G2/M transition [47,48], and Fu
et al. recently identiﬁed FoxM1 as a binding partner of Plk1 in a
yeast-2-hybrid screen [49]. Plk1 was also found to phosphorylate
CDK1-phosphorylated FoxM1 at its Ser715 and Ser724 residues.
A luciferase-encoding plasmid under the control of a 6xFoxM1-
TATA promoter was used to test the function of either wild-type
FoxM1 or mutants where both serines were replaced with Ala
(the non-phosphorylatable form) or Glu (a phospho-mimetic
form). FoxM1(EE) induced expression of the luciferase reporter,
whereas FoxM1(AA) failed, supporting the notion that these phos-
phorylation sites are indeed functional targets of Plk1. Fu et al.
then validated the function of the Plk1/FoxM1 relationship in vivo,
by knocking down FoxM1 and attempting rescue with either a
wild-type or Plk1-non-phosphorylatable version. Knockdown of
the endogenous protein yielded cell cycle abnormalities familiar
to loss of FoxM1 function. These included prolonged G2, and for
cells that entered M-phase, prolonged mitosis, failed cytokinesis,
Fig. 3. A model for positive feedback involvement during the multiple phases of Plk1 activation during M-phase. (a) Stepwise activation of Plk1 by AurA phosphorylation of
Plk/Bora complex. This would generate the ﬁrst level of Bora-bound active Plk1 (Plk*; see inset box). (b) A possible double-negative/positive-feedback loop caused by Plk1
phosphorylation of Bora, followed by phospho-Bora destruction by SCF-b3-TrCP/proteasome activity, leading to further activation of Plk1 (Plk**; see inset box). (c) Binding of
phospho-substrate to secondary active Plk1 causes its conformational change and produces more highly active Plk1 (Plk***). This may also yield a positive-feedback loop (see
inset box) with highly active Plk1 producing additional phospho-substrates. (d) Schematized increases of Plk1 activity resulting from the reactions described in (a), (b), and
(c), with proposed positive-feedback loops yielding rapid increases in activity in the latter two.
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defects were mirrored in FoxM1 knockdown cells that stably-ex-
pressed a Plk1-non-phosphorylatable mutant that was resistant
to RNAi, but were relieved by expression of the wild-type
protein. Using this same RNAi/RNAi-resistant-rescue combination,
FoxM1(Ser715A/Ser724A) down-regulated the transcription of
cyclin B1, Aurora B, and Plk1 itself. Expression of the Plk1-phospho-
rylatable version, however, prevented this reduction. Lastly, mito-
tic defects caused by pharmacological inhibition of Plk1, including
prolonged early mitotic phases and prometaphase arrest, were
shown to be partially rescued by stable expression of Plk1-phos-
phorylation-mimicking FoxM1(Ser715E/Ser724E). This provided
further evidence that phosphorylation of FoxM1 by Plk1 serves a
critical functional role, in vivo. The discovery of Plk1 being embed-
ded within its own transcriptional positive-feedback loop addseven further to its functional complexity and importance—as a hub
to both post-translational and transcriptional control of mitosis.
Taken together, these recent studies by the Fang and Chen
groups demonstrate the crucial roles that Plk1-driven positive
feedback plays to ensure that mitosis is initiated in a timely fash-
ion. They also provide some understanding towards how Plk1
activity could be tuned to provide a succession of activities re-
quired for M-phase initiation and progression. This might occur
into two ways. First, the Bora protein serves as a catalytic interface
between Plk1 and AurA, and Plk1-phosphorylation of its b-TrCP
degron and ubiquitylation by SCF could yield a double-negative-
feedback loop that further activates Plk1 [44]. This is followed by
another loop caused by the interaction of Plk1 with phosphory-
lated substrates of Plk1, which further increases its activity [45].
Second, a transcriptional positive-feedback loop where active
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genes by phosphorylating the transcription factor FoxM1 [49]. Due
to the critical nature of these highly regulated steps during mitotic
progression, it will be important to gain a fundamental under-
standing of any other connections between additional mitotic reg-
ulators and Bora, AurA, and Plk1.4. Mitotic maintenance and progression
Mitotic entrance, anaphase onset, and mitotic exit each having a
switch-like character and occurring as a highly organized progres-
sion makes sense, considering that a mitotic cell has only one
opportunity to properly partition its genetic complement to its
daughters. In addition to the abruptness of these transitions, there
is now convincing evidence from studies in mammalian cells that
positive feedback is important to sustain the delay that must occur
during spindle formation, prior to APC activation and the onset of
anaphase. Cells face the dilemma that CDK1 activation drives mito-
tic initiation while APC activity also must be stiﬂed for a period of
time—to stabilize cyclin B—so CDK1/cyclin B can help direct proper
assembly of the mitotic spindle. Although this sounds like the task
reserved for the spindle checkpoint, APC activity must be inhibited
before the spindle is fully formed, and prior to the kinetochores
being capable of checkpoint signaling [50,51].
How do cells ensure that CDK1/cyclin B remains active and the
APC inactive early in mitosis, while the spindle is still being con-
structed? Performing biochemical analyses in Xenopus egg ex-
tracts, as well as live-cell studies using HeLa and HCT116 cells,
Ban et al. uncovered a positive-feedback-driven mechanism that
helps cells cope with this predicament in M-phase control [50].
Early mitotic inhibitor 1 (Emi1) represses APC activity throughout
S and G2 phases to permit the accumulation of cyclins A and B.
Once mitosis is initiated, a majority of Emi1 is degraded through
SCF-b-TrCP-directed proteolysis [52,53]. Immediately following
prophase and up until anaphase, however, the remaining pool of
Emi1 and the core APC subunit, Cdc27, co-localizes to the spindle
poles [54]. Destabilization of microtubules by nocodazole abolishes
this localization, whereas nocodazole washout, as well as the for-
mation of microtubule asters in the presence of taxol permits their
interaction. Because localization of Emi1 to the spindle poles was
found to not overlap with c-tubulin/centrosomes, Ban et al. tested
if disrupting the dynein–dynactin motor complex—responsible for
minus-end-directed movement—would displace Emi1. Indeed
Emi1 and the APC/C were both displaced under this condition,
whereas another cytoskeletal-binding protein, Eg5, remained asso-
ciated. Immunoprecipitation of Emi showed that it was not only in
a complex with APC/C, but that the nuclear matrix and spindle
assembly protein NuMA (nuclear mitotic apparatus) was also pres-
ent. In fact, each component could be precipitated individually
while containing the entire complex—including dynein/dynactin
and the APC/C subunit, Cdc23—and the association of these pro-
teins coincided with hypophosphorylation of Cdc27. This implied
that the entire complex associates with a spindle-bound APC/C
[55]. To determine if Emi1 plays a role in bridging NuMA and
APC/C, cell extracts were depleted of either Emi1 or NuMA. This re-
moval of Emi1 disrupted the Cdc27 and NuMA interaction, and
while immunoprecipitated NuMA completely depleted the pool of
Emi1, depletion of the Emi1 did not eliminate the NuMA from the
extract. Further experiments demonstrated that disrupting the
NuMA interaction with the spindle causes delocalization of Emi1,
and that NuMA both recruits to, and protects at the spindle poles
this small remaining pool of Emi1. Hence, Emi1 is a limiting factor
facilitating the interaction between APC/C and NuMA during mito-
sis, while NuMA is essential to deliver Emi1 to the poles and pre-
vent its APC/C-directed proteolysis at the spindle during M-phase.It is apparent that a stable Emi1–NuMA–APC/C aggregate forms
during mitosis, but is this the complex that prevents premature cy-
clin B destruction on the spindle? RNAi knockdown of Emi1, or
injection of Emi1-inactivating antibodies both caused defects in
spindle formation and chromosome congression [50]. Phenotypes
ranged from highly elongated and misshaped spindles with chro-
mosome scattering, to poles with a barely formed spindle and dis-
organized chromosomes. Emi1 knockdown not only hindered
spindle formation, but it also prohibited the movement of dynactin
subunits p50 and p150 to the poles, whereas HSET and Kif2 motors
localized properly. In vivo depletion of Emi1 also prevented Cdc27
from co-localizing to the mitotic spindle, suggesting that Emi1 and
dynein/dynactin work in tandem to properly organize APC/C on the
mitotic spindle. Since CDK1/cyclin B activity and inactivity coin-
cide with spindle organization and disassembly, respectively, the
authors proposed that cyclin B was a strong candidate to beneﬁt
from the inhibition of APC/C by Emi1at the spindle poles. Indeed,
RNAi knockdown of Emi1 showed a relative loss of localization of
cyclin B at the spindle and spindle poles. Depletion of Emi1 from
human mitotic cell extracts conferred a premature destruction of
cyclin B and reduced levels of aster formation. The requirement
for Emi1 to block cyclin B proteolysis was demonstrated in vitro
by adding non-degradable cyclin B to Emi1-depleted extracts,
and this treatment recovered aster formation.
This substantial body of work by Ban et al. demonstrated the
function of the Emi1–NuMA complex, in vivo, and invited the fol-
lowing question: how can the signal to not degrade cyclin B be
reinforced during this period of CDK1 activity? What was uncov-
ered is a positive-feedback loop that can sustain the localized inhi-
bition of APC/C at the spindle poles (Fig. 4). The activation of the
minus-end directed motor dynein–dynactin by CDK1 phosphoryla-
tion serves to deliver the matrix and spindle assembly protein
NuMA to the spindle poles (Fig. 4a). It is at this location that
Emi1 is maintained by its interaction with, and delivery by
NuMA/dynein–dynactin. This CDK1-stimulated movement of dy-
nein–dynactin results in a population of Emi1-inhibited APC/C at
the spindle poles (Fig. 4b). By stimulating the inhibition (through
Emi1) of its inhibitor (APC/C), CDK1 can maintain its own activity
through what the authors’ deemed the END (Emi1/NuMA/dy-
nein–dynactin) network [50]. It is through this END-network-de-
rived positive-feedback loop that CDK1 can facilitate the proper
formation and maintenance of the spindle during early mitosis in
mammalian cells. This network prevents premature inactivation
of CDK1/cyclin B by APC/C before the spindle checkpoint becomes
functional.
While other mitotic processes may be more clearly switch-like,
the dissolution of cohesion between sister chromatids once the
metaphase checkpoint is relieved is also quite sudden, and irre-
versible. This ensures that disjunction of the chromosome pairs is
well synchronized. Even with such switch-like character, there
had been no basis for positive feedback uncovered in the meta-
phase-to-anaphase regulatory system. This ‘‘anaphase switch” is
under the control of securin, the separase inhibitor whose degrada-
tion permits proteolysis of cohesin, and subsequent separation of
the daughter chromosomes [56–58]. Recent studies of securin
and its regulator by Holt et al. demonstrated that positive-feedback
loops do indeed exist within the securin/separase system of yeast
[59]. Mass spectrometry revealed CDK1 phosphorylation of securin
occurred at previously uncharacterized N-terminal sites—T27 and
S71—near a destruction box motif. N-terminally-phosphorylated
securin (with mutated C-terminal CDK1 sites) was found to be
poorly ubiquitylated in vitro, in contrast to phospho-securin that
had been ﬁrst dephosphorylated by treatment with Cdc14 phos-
phatase. The fact that separase stimulates Cdc14 activity completes
this positive-feedback loop: initiation of securin degradation acti-
vates separase, which then activates Cdc14, leading to securin
Fig. 4. Positive feedback of the END network. (a) Schematic of the Emi1/NuMA/dynein–dynactin network (depicted only at the right spindle pole) functioning in a pro-
metaphase cell, where active CDK1/cyclin B phosphorylates dynein–dynactin and stimulates the poleward movement of its Emi1/NuMA cargo. This inhibits APC/proteasome
activity at the spindle poles. (b) CDK1/cyclin B-driven transport of Emi1 to the spindle poles increases cyclin B1 stability (due to APC/proteasome inhibition), resulting in a
positive-feedback loop that sustains CDK1 activity in a gradient that is highest at the centrosomes (green). The gradients of [Emi1] and CDK1 activity diminishes towards the
central spindle, where the gradient of APC/proteasome activity increases due to decreasing concentrations of Emi1 (red).
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by APC–Cdc20 and proteolysis. A second positive-feedback loop
could also exist in the form of a double-negative loop, postulated
as APC activity on securin being ﬁrst blocked by Cdk1/Clb5, fol-
lowed by the continued destruction of securin by APC as Clb5 pro-
teolysis continues [59]. In other words, as APC becomes active and
targets Clb5 for destruction, this effectively reduces the rate of
CDK1/Clb5 phosphorylation onto securin and increases the activity
of APC onto that substrate. This double-negative feedback loop
could help contribute to producing a high enough CDK1 activity
prior to securin destruction and anaphase onset, and might also
contribute to the sharpening of securin degradation as CDK1 is
then inactivated by cyclin proteolysis.Using gene replacement to swap out the endogenous securin,
Holt et al. performed some elegant studies dissecting the function
of this feedback loop, in vivo [59]. Insensitive to CDK1 phosphory-
lation at its N-terminus, securin-2A (securin T27A/S71A) bypasses
the Cdc14-securin-separase positive-feedback loop. In live-cell
imaging experiments, a dsRed-tagged Spc42 spindle-pole body
protein and GFP-labeled loci integrated on both chromosomes IV
(a LAC operator array) and V (a TET operator array) were tracked
to quantitate the rates and timings of spindle elongation and chro-
mosome separation, respectively. With the two GFPs integrated
close enough in proximity to their sister chromosomes’ respective
centromeres, ﬂuorescence appeared as a single focused spot until
cohesin was degraded by separase and anaphase was initiated. This
J.R. Pomerening / FEBS Letters 583 (2009) 3388–3396 3395allowed precise measurements of the timing of chromosome seg-
regation in strains defective in securin regulation. Chromosome V
was found to segregate invariably after chromosome IV, and in sec-
urin-2A-expressing cells the lag time of this segregation was nearly
double that of its wild-type counterpart. While loss of Cdc14 (in a
Cdc14-1 mutant) or stabilizing Clb5 (by deleting its destruction
box) undoubtedly caused some pleiotropic effects, both of these
reductions of positive feedback in the securin destruction pathway
mirrored the behavior of the securin-2A strain. The synchrony of
anaphase was greatly reduced in both instances, and the lag time
of chromosome IV and V segregation in securinD cells was more
than tripled. These experiments demonstrated that securin itself
is a major source of abruptness in the metaphase-to-anaphase
transition, and validated the existence of a positive-feedback loop
between Cdc14, securin, and separase in yeast. This feedback ap-
pears to be crucial to provide further sharpness of anaphase onset,
as well as synchrony of chromosome segregation. Additional
experiments using these strains scrutinized the relationship be-
tween securin regulation and its role in controlling anaphase spin-
dle dynamics. Indeed, the phosphoregulation of securin—with its
brief stabilization relative to cyclin at the anaphase transition—
contributes to switch-like activation of separase and Cdc14.
CDK1 repression of securin ubiquitylation was found to be critical
to coordinating chromosome segregation with spindle dynamics.
A loss of positive feedback in securin destruction correlated with
defects in spindle elongation and maintenance, and increased the
frequency of chromosome missegregation. From this, Holt et al.
speculated that separase activity itself might have to exceed partic-
ular thresholds to dictate the segregation of particular chromo-
somes during mitosis [21,59]. This is a tantalizing proposition,
and could very well explain how the ordering of sister chromatid
separation is directed and maintained so precisely from cycle to cy-
cle in eukaryotic cells.
In summary, through extensive biochemical and cellular stud-
ies, the Jackson and Morgan groups have uncovered how positive
feedback contributes to two critical facets of mitotic progression
control. With the END network blocking APC activation at the spin-
dle poles during early mitosis, it affords time for the spindle check-
point and its own inhibition of APC activity to be established. In
yeast, once all kinetochores are attached by microtubules at meta-
phase, the Cdc14-securin-separase positive-feedback loop provides
a sharp anaphase switch, and it may even contribute to the ordered
movement of sister chromatids. Even with the differences in some
of the molecular players in various eukaryotic systems, it is intrigu-
ing to think that the positive-feedback loops of the END network
and the anaphase switch might in principle function in tandem
to safely guide cells through mitosis. It is also enticing to think that
studies of these different systems may eventually reveal how the
molecular basis for generating these types of positive-feedback
loops overlap, and may possibly recur in a similar functional con-
text that spans plant and animal kingdoms.5. Conclusion
The array of functions that a positive-feedback loop can confer
to a biochemical system—from ampliﬁcation and rapid switching
of an activity, to maintenance of a response, to providing coherence
between multiple responses—is indispensable for directing the
physiological outcomes required for cell proliferation, growth,
and survival. This is particularly true for eukaryotic cell cycle con-
trol. Cells must not merely make the decision to continue prolifer-
ating, but must ensure that gene expression and signaling
pathways properly drive growth, genome replication, and the
treacherous passage through mitosis. Although it is apparent that
the recent and rapid emergence of positive feedback in cellularcontrol systems exempliﬁes it as one of the most critical motifs
in signaling, experimental and computational studies must con-
tinue for us to gain a better understanding of where, when, and
how these loops function. If positive feedback serves as such a crit-
ical biological linchpin for so many signaling pathways in normal
cells, might it also one day be an ideal place to target therapies
to treat malignancies and other hyper-proliferative diseases? It
may turn out that the challenges of trying to understand diseases
and their abnormal molecular pathologies could take us full circle
back to focus on the simpler relationships that predominate within
the normal cellular context. Indeed, positive feedback may have
been a key to better understand how to end these maladies all
along, right from the very beginning.
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