Abstract. We present here decidable approximations of sets of descendants and sets of normal forms of Term Rewriting Systems, based on speci c tree automata techniques. In the context of rewriting logic, a Term Rewriting System is a program, and a normal form is a result of the program. Thus, approximations of sets of descendants and sets of normal forms provide tools for analysing a few properties of programs: we show how to compute a superset of results, to prove the su cient completeness property, or to nd a criterion for proving termination under a speci c strategy, the sequential reduction strategy. The main technical contribution of the paper is the construction of an approximation automaton which recognises a superset of the set of normal forms of terms in a set E, w.r.t. a Term Rewriting System R.
Introduction
In the context of the programming language such as ELAN 18] , a Term Rewriting System (TRS for short) is a program. We propose here to use tree automata techniques for proving various properties on TRSs and thus on programs. For a given TRS R and a set of terms E, these proofs are based on the computation of approximations of the set of R-descendants of E and the set of R-normal forms of E. For that, we build an approximation automaton which recognises a superset of the set of R-descendants and R-normal forms of terms in E. Considering R as a program and E as the set of possible inputs of the program, the set of Rdescendants of E represents all intermediate results of the program at every step of its execution on the given set of possible inputs. The set of R-normal forms of E represents the set of all possible results obtained by executing the program R on the set of possible given inputs E, when the program stops. Thanks to those two sets, we show how to prove su cient completeness of a program on a set of possible initial inputs, how to achieve some reachability testing on a program, and how to prove termination of a program represented by a TRS and a strategy of application of rewrite rules called sequential reduction strategy.
In Section 1, we recall basic de nitions of terms, term rewriting systems, and tree automata. In Section 2, we brie y present su cient completeness, reachability testing and termination proof under the sequential reduction strategy. Then, in Section 3, we recall some undecidability results on the set of descendants and the set of normal forms motivating our approach by approximation. We also detail the approximation construction which is based on speci c matching and rewriting techniques on tree automata, schematising matching and rewriting on sets of terms. Feasibility of the approximation construction and its appropriateness for our purpose is shown in Section 4 on some examples. Some automatic proofs achieved by our prototype are also presented in Section 4. Finally we conclude on this work in Section 5.
Preliminaries
We now introduce some notations and basic de nitions. Comprehensive surveys can be found in 9] for term rewriting systems, in 11, 4] for tree automata and tree language theory, and in 15] for connections between regular tree languages and term rewriting systems.
Terms, Substitutions, Rewriting systems Let F be a nite set of symbols associated with an arity function denoted by ar : F 7 ! N, X be a countable set of variables, T (F; X) the set of terms, and T (F) the set of ground terms (terms without variables). Positions in a term are represented as sequences of integers. The set of positions in a term t, denoted by Pos(t), is ordered by lexicographic ordering . The empty sequence denotes the top-most position. Root(t) denotes the symbol at position in t. For Var(t) has exactly one occurrence in t. A substitution is a mapping from X into T (F; X), which can uniquely be extended to an endomorphism of T (F; X). Its domain Dom( ) is fx 2 X j x 6 = xg.
A term rewriting system R is a set of rewrite rules l ! r, where l; r 2 T (F; X), l 6 2 X, and Var(l) Var(r). A rewrite rule l ! r is left-linear (resp. right-linear) if the left-hand side (resp. right-hand side) of the rule is linear. A rule is linear if it is both left and right-linear. A TRS R is linear (resp. leftlinear, right-linear) if every rewrite rule l ! r of R is linear (resp. left-linear, right-linear). (2) weakly normalising (WN for short) if every s of T (F; X) has a normal form, (3) weakly normalising on E T (F; X) (WN on E) if every s 2 E has a normal form.
The set of function symbols F occurring in a TRS R can be partitioned into the set of de ned symbols D = fRoot(l) j l ! r 2 Rg and the set of constructors C = F nD. A constructor term, is a ground term with no de ned symbol. The set of constructor terms is denoted by T (C). Let R 1 and R 2 be TRSs with respective sets of symbols F 1 and F 2 , respective sets of de ned symbols D 1 and D 2 , and respective sets of constructors C 1 and C 2 . TRSs R 1 and R 2 are hierarchical if F 2 \ D 1 = ; and R 1 T (F 1 n D 2 ; X) T (F 1 ; X).
Automata, Regular Tree Languages Let Q be a nite set of symbols, with arity 0, called states. T (F Q) is called the set of con gurations. A transition is a rewrite rule c ! q, where c 2 T (F Q) and q 2 Q. A normalised transition is a transition c ! q where c = f(q 1 ; : : : ; q n ), f 2 F, ar(f) = n, and q 1 ; : : : ; q n 2 Q. A bottom-up nite tree automaton (tree automaton for short) is a quadruple A = hF; Q; Q f ; i, where Q f Q and is a set of normalised transitions. The rewriting relation induced by is denoted by ! . The tree language recognised by A is L(A) = ft 2 T (F) j 9q 2 Q f s.t. t ! qg. For a given q 2 Q, the tree language recognised by A and q is L(A; q) = ft 2 T (F) j t ! qg. A tree language (or a set of terms) E is regular if there exists a bottom-up tree automaton A such that L(A) = E. The class of regular tree language is closed under boolean operations ; \; n, and inclusion is decidable. A Q-substitution is a substitution s.t. 8x 2 Dom( ), x 2 Q. Let (Q; X) be the set of Q-substitutions. For every transition, there exists an equivalent set of normalised transitions. Normalisation consists in decomposing a transition s ! q, into a set Norm(s ! q) of at transitions f(u 1 ; : : : ; u n ) ! q 0 where u 1 ; : : : ; u n , and q 0 are states, by abstracting subterms s 0 6 2 Q of s by new states. We rst de ne the abstraction function as follows:
De nition 1. Let F be a set of symbols, and Q a set of states. For a given con guration s 2 T (F Q) n Q, an abstraction of s is a surjective mapping :
: fsj p j p 2 Pos F (s)g 7 ! Q The mapping is extended on T (F Q) by de ning as identity on Q. De nition 2. Let F be a set of symbols, Q a set of states, s ! q a transition s.t. s 2 T (F Q) and q 2 Q, and an abstraction of s. The set Norm (s ! q) S n i=1 Norm (t i ! (t i )).
Example 3. Let F = ff; g; ag and A = hF; Q; Q f ; i, where Q = fq 0 ; q 1 ; q 2 ; q 3 ; q 4 g, Q f = fq 0 g, and = ff(q 1 ) ! q 0 ; g(q 1 ; q 1 ) ! q 1 ; a ! q 1 g.
The languages recognised by q 1 and q 0 are the following: L(A; q 1 ) = T (fg; ag), and L(A; q 0 ) = L(A) = ff(x) j x 2 L(A; q 1 )g.
Let s = f(g(q 1 ; f(a))), and 1 be an abstraction of s, mapping any subterm sj p with p 2 Pos F (s), to distinct states in fq 2 ; q 3 ; q 4 g. A possible normalisation of transition f(g(q 1 ; f(a))) ! q 0 with abstraction 1 is the following: Norm 1 (f(g(q 1 ; f(a))) ! q 0 ) = ff(q 2 ) ! q 0 ; g(q 1 ; q 3 ) ! q 2 ; f(q 4 ) ! q 3 ; a ! q 4 g. In this section we present three applications of the set of descendants and the set of normal forms to program veri cation.
Su cient Completeness
This property has already been much investigated 3, 19, 23, 17] , in the context of algebraic speci cations. We give here a de nition of su cient completeness of a TRS on a subset of the set of ground terms E T (F 
Reachability Testing
Reachability testing consists in verifying if a term, or a term containing a pattern, can be reached by rewriting from an initial set E.
De nition 7. Let R be a TRS, E T (F) and t 2 T (F; X). 
on the domain E = fA(n; p) j n; p 2 Natg, where Nat = f0; s(0); : : :g. Verifying if a division by 0 can occur is equivalent to check whether the pattern div(x; 0) is R-reachable from E, i.e. whether 9C ], 9 , s.t. C div(x; 0) ] 2 R (E).
Termination under Sequential Reduction Strategy
Many works are devoted to automatising termination proofs of TRSs 1,14]. On the other hand, it is interesting to study weaker forms of termination, since for many purposes weak normalisation is enough. In theorem provers and programming languages, rules are always applied under a speci c strategy, and it is enough to ensure termination under this strategy. In addition, proving termination or WN on T (F; X) or on T (F) is not always needed. In practice, a TRS is often designed to rewrite terms from a subset E T (F), for example logical formulas in disjunctive normal form, attened lists, or well-typed terms.
Moreover, some TRSs are WN on E T (F), but not on T (F) 13].
The strategy studied here is called the Sequential Reduction Strategy (SRS for short) and consists in separating a TRS R into several TRSs R 1 ; : : : ; R n s.t. R = R 1 : : : R n and in normalising terms successively w.r. 
R (E) \ IRR(R). IRR(R) is a regular tree language if R is left-linear 10]
, and a procedure for building a regular tree grammar (resp. a tree automaton) producing (resp. recognising) IRR(R) can be found in 5].
However, R (E) is not necessarily a regular tree language, even if E is. The language R (E) is regular if E is regular and if R is either a ground TRS 7], a right-linear and monadic TRS 25], a linear and semi-monadic TRS 6] or an \inversely-growing" TRS 16] , where \inversely-growing" means that every righthand side is either a variable, or a term f(t 1 ; : : : ; t n ) where f 2 F, ar(f) = n, and 8i = 1; : : : ; n, t i is a variable, a ground term, or a term whose variables do not occur in the left-hand side. On the other hand, for a given regular language E, R (E) is not necessarily regular, even if R is a con uent and terminating linear TRS 15] . If R is not \inversely-growing", then R (E) is not necessarily regular 16].
Since our purpose is to deal with TRSs representing programs, we cannot stick to the decidable class of \inversely-growing" TRSs which is not expressive enough. Our goal here is to de ne, an approximation of R (E) i.e. a regular superset of R (E) for left-linear TRSs and regular sets E. Then For any rule l ! r 2 R, in order to nd a Q-substitution and a state q 2 Q s.t. l ! q, it is possible to enumerate every possible combination of and q and check whether l ! q. However, this solution is not usable in practice, especially when Q is a large set, due to the huge number of possible and q to consider. In 13,12], we detail a matching algorithm which starts from a matching problem l q and a set of transitions , and gives every solution : X 7 ! Q s.t. l ! q. This algorithm is used in our implementation.
However, adding transitions to may not terminate, depending on the approximation function used, as in the following example.
Example 16. Let A be an automaton s.t. = fapp(q 0 ; q 0 ) ! q 1 ; cons(q 2 ; q 1 ) ! q 0 ; nil ! q 0 ; nil ! q 1 ; a ! q 2 g, rl = app(cons(x; y); z) ! cons(x; app(y; z)), R = frlg, and let be the approximation function mapping every tuple (rl; q; ) to one new state (since Card(Pos F (cons(x; app(y; z)))) = 1).
Step 1 If we apply the matching algorithm on app(cons(x; y); z) q 1 , we obtain a solution = fx 7 ! q 2 ; y 7 ! q 1 ; z ! q 0 g, corresponding to the following critical peak: cons(q 2 ; app(q 1 ; q 0 )) R app(cons(q 2 ; q 1 ); q 0 ) ! q 1 . Thus, the transition to be added is cons(q 2 ; app(q 1 ; q 0 )) ! q 1 . Let q 3 be the new state s.t. (rl; q 1 ; ) = q 3 . Then, since Pos F (cons(q 2 ; app(q 1 ; q 0 )) = fp 1 g = f2g,
we have (app(q 1 ; q 0 )) = 1 ( (rl; q 1 ; )) = q 3 , and the set of normalised transitions to be added to is:
Norm (cons(q 2 ; app(q 1 ; q 0 )) ! q 1 ) = fcons(q 2 ; q 3 ) ! q 1 ; app(q 1 ; q 0 ) ! q 3 g. Step 2 Applying the matching algorithm on app(cons(x; y); z) q 3 gives a solution 0 = fx 7 ! q 2 ; y 7 ! q 3 ; z 7 ! q 0 g, corresponding to the following critical peak: cons(q 2 ; app(q 3 ; q 0 )) R app(cons(q 2 ; q 3 ); q 0 ) ! q 3 . Thus, the transition to be added is cons(q 2 ; app(q 3 ; q 0 )) ! q 3 . Let q 4 be the new state s.t. (rl; q 3 ; 0 ) = q 4 . Then, (app(q 3 ; q 0 )) = q 4 , and the set of normalised transitions to be added to is:
Norm (cons(q 2 ; app(q 3 ; q 0 )) ! q 3 ) = fcons(q 2 ; q 4 ) ! q 1 ; app(q 3 ; q 0 ) ! q 4 g.
This process can go on forever and add in nitely many new states. This is due to the fact that we can apply recursively the rule app(cons(x; y); z) ! cons(x; app(y; z)) onto in nitely growing terms recognised by the automaton A (with transitions ), as shown on the following gure. Step 1 q 1
In order to have a nite automaton approximating the set R (L(A) No more state nor transition needs to be further added and this automaton recognises a superset of R (L(A)). This is one of the basic idea of the ancestor approximation, which is formalised below.
Informally, every state q 2 Q 0 = Q Q new has a unique ancestor q a 2 Q. The ancestor of any state q 2 Q is q itself, and the ancestor of every new state q 0 2 Q new occuring in the sequence (l ! r; q; ) (used to normalise a new transition r ! q), is the ancestor of q. In the ancestor approximation, (1) the function does not depend on the parameter and, (2) (l ! r; q; 1 ) = (l ! r; q; 2 ), and 2. 8l 1 ! r 1 ; l 2 ! r 2 2 R; 8q 2 Q 0 ; 8q 1 ; : : : ; q k 2 Q new ; 1 ; 2 2 (Q 0 ; X), (l 1 ! r 1 ; q; 1 ) = q 1 : : : q k ) 8i = 1 : : : k; (l 2 ! r 2 ; q i ; 2 ) = (l 2 ! r 2 ; q; 2 ):
Note that in the particular case of Example 16, using the ancestor approximation, we have (rl; q 1 ; ) = q 3 , and by case 2 of De nition 17 we get (rl; q 3 ; 0 ) = (rl; q 1 ; 0 ), by case 1 we get that (rl; q 1 ; 0 ) = (rl; q 1 ; ) = q 3 , thus we have (rl; q 3 ; 0 ) = q 3 , and the construction of T R "(A) becomes nite. Theorem 18. Approximation automata built using ancestor approximation are nite automata.
Proof. (sketch) The automaton T R "(A) is nite if the set of new states Q new is nite. Since Q is nite, R is nite, and does not depend on the parameter, there is a nite number of distinct sequences (l ! r; q; ) for l ! r 2 R, q 2 Q, and these sequences are nite. On the other hand, every state q 0 2 Q new has a unique ancestor q 2 Q, and (l ! r; q 0 ; ) = (l ! r; q; ). Thus, there is a nite number of distinct sequences (l ! r; q 0 ; ) = q 0 
Experiments
Working on tree automaton by hand is always a heavy task. In order to experiment and check feasibility of the method, we have implemented in ELAN 18] a library of usual algorithms on tree automaton: union, intersection, cleaning, inclusion test, as well as algorithms for building the tree automata T R "(A), and A IRR(R) (the automaton recognising the set IRR(R)) for a given automaton A and a given left-linear TRS R. In all the following examples, we use the same ancestor approximation method. We have experimented with several other approximations: if the function does not depend on the rule l ! r, on the state q or on the position p, then the approximation automaton is smaller, and faster to compute. However, the recognised language is bigger and sometimes not precise enough for our purpose. On the other hand, if for every , the function have distinct values, then the construction of the automaton is not necessarily terminating. 
Reachability Testing
can be achieved by evaluating the following query: T_up(R1) on (Aut (0) computed once for all, and the check itself is a simple and low cost operation.
Another advantage is that for computing T R " (A), the TRS R is not supposed to be terminating nor even weakly normalising. This is of great interest when using TRS to encode non-terminating systems, like systems of communicating processes, for example. Note that such non-terminating TRS cannot be handled by induction proof techniques that need a well-founded ordering for proving termination of the TRS.
Su cient Completeness
In order to prove su cient completeness of A(n; p) with n; p 2 Nat, we rst compute the intersection automaton between Aut(1), computed previously, and the automaton recognising the set IRR(R 1 ), computed by the function build_nf(R1).
The query is simplify(Aut(1) inter build_nf(R1)), and the result is:
] result term: Description of Aut (2) (L(Aut(0))) Nat T (C) and if R 1 is weakly normalising on terms A(n; p) with n; p 2 Nat, then R 1 is also su ciently complete on those terms. Note that, if Aut(2) is more complex, inclusion between automaton Aut(2) and an automaton recognising exactly T (C) can also be veri ed automatically by our prototype.
Sequential Reduction Strategy
In this third example, we show that sequential reduction strategy is interesting for proving termination of programs combining di erent methods of termination proof. The following speci cation de nes a function make list(i; j), that con- Note that neither termination of R 1 nor termination of R 2 can be proven by a simpli cation ordering. However, termination of R 1 can be proved by the dependency pair method 2], and on the other hand, termination of R 2 can be proved by GPO 8] . Instead of reconsidering the termination of the whole TRS R 1 R 2 , we can automatically verify that the (hierarchical) combination of those two systems is terminating under the sequential reduction strategy, for every initial term from the regular set L(Aut(0)) = L(Aut(0); q 0 ) = ffact list(n; p) j n; p 2 L(Aut(0); q 1 )g where L(Aut(0); q 1 ) = f0; s(0); : : : g = Nat. The query start(Aut(0)) iterates the process described in Section 2.3, implemented with the T_up and build_nf operations, until we get a xpoint. where the rst eld is true | the combination is terminating under the sequential reduction strategy | and the second eld contains the automaton recognising the superset of the normal forms: lists (possibly empty) of strictly positive natural numbers, which is what was expected by de nition of function make list, and which also proves su cient completeness of R 1 R 2 under sequential reduction strategy on L(Aut(0)).
Testing co-domains of functions
This is a last example showing that computing a superset of the set of normal forms may be of great help also in debugging a functional program. Assume that you have the following program de ning a function which reverses a list of elements. you check TRS R 1 in detail, you will notice that it is wrong: in the third rule of R 1 , the right-hand side should be x rather than null. The interesting remark here is that R 1 has all usual good properties: it is terminating, con uent, and su ciently complete on L(Aut(0)). 
Conclusion
We have shown in this work that the computation of regular supersets of Rdescendants and R-normal forms using tree automata techniques can provide assistance for checking a few properties of TRSs seen as functional programs. An important part of this work is devoted to the computation of a regular superset of the set of descendants R (E) for any left-linear TRS R and any regular set of terms E. The approach proposed here is based on the computation of an approximation automaton recognising a superset of R (E). This approximation seems to be su cient for our purposes in many practical cases. Approximation of regular language is a notion that was already used in in 16], but in a di erent way and for a di erent purpose. In 16], Jacquemard approximates a TRS by another one for which the set of descendants is regular, whereas in our approach, we approximate the set of new states used for normalising transitions, in order to fold recursion when necessary. The set of descendants can be computed exactly thanks to the Tree Tuple Synchronised Grammars (TTSG) approach of non-regular langages proposed in 22]. However, this approach deals with more restricted classes of TRSs; namely linear con uent constructor systems. Moreover, in practice, e ciency of TTSGs for our purposes is not obvious. A promising application area is the study of non-terminating TRSs encoding the behaviour of systems of communicating processes or systems of parallel processes sharing memory. In this framework, we can prove that there is no deadlock and also some general \reachability" properties: ensure mutual exclusion, ensure that a process never stops, etc. In further research, we intend to compute another regular approximation: a subset of R (E) in order to achieve some reachability testing in the other way: for instance to prove that a speci c behaviour must occur, we may have to check that a speci c pattern does occur in the set of R-descendants. We also would like to get rid of the left-linear limitation in order to enlarge the class of programs to be checked, and to compute more precise approximations.
