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Abstract
Varying the route caching scheme can significantly
change network performance for on-demand routing pro-
tocols in mobile ad hoc networks (MANETs). Initial
route caching schemes retain paths or links until they are
shown to be broken. However, stale routing information
can degrade network performance with latency and extra
routing overhead. Therefore, more recent caching schemes
delete links at some fixed time after they enter the cache.
This paper proposes using either the expected path dura-
tion or the link residual time as the link cache timeout.
These mobility metrics are theoretically calculated for an
appropriate random mobility model. Simulation results in
NS2 show that both of the proposed link caching schemes
can improve network performance in the dynamic source
routing protocol (DSR) by reducing dropped data packets,
latency and routing overhead, with the link residual time
scheme out-performing the path duration scheme.
I. INTRODUCTION
On-demand routing protocols such as the Temporally
Ordered Routing Algorithm (TORA), Dynamic Source
Routing (DSR) and the Ad Hoc On-Demand Distance
Vector (AODV) protocol have proven effective in mobile
ad hoc networks. Routing packets are only generated by
those nodes that need to react to changes - nodes that
are not currently involved in communication can move
without causing any extra traffic in the network. Therefore,
on-demand routing has relatively low overhead, which is
desirable in low bandwidth wireless networks.
However, on-demand routing has the major drawback of
introducing latency between route-request arrival and the
determination of a valid route [1]. A route is discovered
in reaction to a request to send a packet, so the packet
cannot be sent before such a route has been found.
Routes are found by searching the entire network to find
the destination, which is the source of the latency. To
avoid the need to repeat the discovery process once the
route has been found, on-demand routing protocols utilize
routing caches to store previously discovered routes. With
mobile nodes leading to frequent topology changes, the
cache may contain stale and, consequently, invalid routing
information. Stale cache information can degrade network
performance, causing increased numbers of dropped data
packets, error replies and longer end-to-end delay.
In order to remove stale route information from the
cache, various strategies have been introduced. It has been
shown that a link cache has the potential to utilize route
information more efficiently than a path cache scheme
[2]. With link caching every node maintains a graph
data structure representing its own view of the network
topology, specifying known links. Links are deleted from
cache T seconds after they are first discovered. Based
on simulations across a range of timeout values, Hu and
Johnson [3] showed that networks generally have good
performance when the link timeout, T , equals 5 seconds
(hence the scheme has come to be known as “static-5”).
However, the simulations all involve nodes moving at an
average speed of 10m/s, and it is not made clear how to
choose the link timeout value in a more general setting.
We claim that the correct choice for the link timeout,
in a non-adaptive (or static) scheme, is the expected path
duration, a measure of the rate of change of the network
topology. When nodes move according to a Random Walk
mobility model (RWMM), this quantity can be calculated
simply. We demonstrate that, while parameter settings sim-
ilar to those used in [3] do, indeed, give good performance
with T = 5s, performance is degraded for T = 5 when
any of these parameters are varied. Simulations of DSR
using the expected path duration as the link timeout value
give significantly improved performance over a range of
mobility scenarios.
We further consider an adaptive scheme and claim
that the correct choice for the individual link timeout, in
this case, is the expected link residual time. This is the
expected time until a currently active link breaks. For a
number of important synthetic mobility models, this is a
function only of the current node separation. We provide a
formula for the expected link residual time when the nodes
move according to a Random Walk mobility model, as a
function of the node separation when the path containing
the link is entered into the cache. Simulations confirm
that the resulting adaptive caching strategy outperforms
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Other adaptive schemes include that of Qin and Kunz
[4] who use the link expiration time (LET), which is
the time until the node separation distance exceeds the
transmission range, assuming the nodes continue to move
with the current velocity. Jiang et. al. [5] use individual
link timeout values, that are smaller than the LET, based
on an estimate of the probability that the link breaks before
the LET is reached due to changes in movement direction.
Hu and Johnson [3] and Lou and Fang [2] base the
individual link timeout on an estimate of the link stability
derived from observations of the link duration in the past.
These schemes assume a constant speed and direction over
the link observation time, making comparisons difficult.
II. ROUTE CACHING STRATEGIES
In on-demand routing schemes, every mobile node
maintains a cache table, which is a representation of the
topology graph of the network. The cache may store
complete paths or a set of known links in the network.
We focus on link, rather than path, caching strategies. The
cache is obtained via route discovery or by overhearing
route information from forwarding packets. The informa-
tion in the cache may no longer be valid as continual
node movement means links in the cache may have broken
since the information was received. When a source node
attempts to send a data packet to a destination node, it
executes a graph search algorithm, such as the Dijkstra
shortest path algorithm, to find a route to the destination
using the links in the cache. The node then attempts to
use the path, but the attempt will be unsuccessful if one
of the links in the path no longer exists. In this case the
link is removed from the cache. If no alternative path is
available in the cache, the source node will initialize a
route discovery process to search the entire network.
Automatically removing stale caching information can
significantly reduce delay in the network, as nodes do not
waste time trying to use a path that is no longer valid.
Therefore, whenever a valid link is entered into the cache,
it can be assigned a link timeout. Until the timeout is
reached, the link is considered active. The link timeout is
reset each time the link is used successfully by the node.
When the link timeout expires, the corresponding link is
deleted from link cache.
A. Uniform Timeout Using Path Duration
A simple technique for implementing cache timeouts is
to set a uniform value for the timeout for all links entering
the cache. Hu and Johnson [3] demonstrated some success
with such a caching strategy, setting the link timeout equal
to 5 seconds. However, this empirical result was obtained
for specific scenarios, in which each mobile node has an
average speed of 10m/s. Generally, if the average node
speed is higher, links will come and go much more quickly
in the network, so it is likely that a much smaller timeout
value would be appropriate. On the other hand, if the node
speeds are relatively lower, the network topology is more
stable and link timeout should be longer.
Each time a path is used successfully, the timeout for
each of the component links is reset. A uniform timeout
strategy would then result in all links in this path being
deleted at the same time (unless they are also components
in other paths). Therefore, it is desirable to delete these
links at the moment when the path breaks.
The path duration is the length of time from the moment
the last of the links in the path becomes active until the
first moment one of those links breaks. If node velocities
change randomly, it is not possible to determine the path
duration ahead of time. However it may be feasible to
make a local estimate of the average path duration for the
network (where the average is over the network and over
time). Moreover, for synthetic mobility models, it may be
possible to calculate the expected path duration.
Clearly the expected path duration is not larger than the
expected link duration for each of the component links -
as soon as one link breaks, the path is broken. In a link
cache it would perhaps seem logical to use expected link
duration for cache timeout. However, in a uniform timeout
strategy, whole paths are deleted at once so, using expected
link duration for cache timeout would significantly over-
estimate the stability of the network topology, introducing
routing delays due to the attempt to access stale routes.
In Section III we address the problem of calculating
the expected path duration when nodes move according to
a particular synthetic mobility model. In a more general
setting, the expected path duration could be replaced by
the observed average path duration. This is good news,
because average path duration is computable in a dis-
tributed wireless network environment even without global
network knowledge [6].
B. Adaptive Timeout using Link Residual Time
Adaptive timeout strategies assign an individual timeout
duration for each link. In this case, it is sensible to keep
the link in the cache as long as it is active, so the timeout
duration is implicitly an estimate of the link residual time
— the length of time a currently active link is expected to
remain active. For a particular active link, the link residual
time is less than or equal to the link duration. However,
the link residual time may be significantly larger than the
expected link duration, which is taken over all links in the
network. This will occur if the currently observed link is of
greater duration than the “average” link. Therefore, there
may be great variation in the timeout values assigned to
links - significantly smaller than the expected link duration
for many links but, at other times, much larger.
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mined completely by the distance between two nodes. If
node separation is large at the time the link is entered
into the cache, nodes may soon move out of transmis-
sion range so the link timeout is small. However, if the
two nodes are close together when the link is entered
into the cache, the link timeout will be relatively large.
Determining the exact values of the link timeout is not
simple. If nodes moved with constant velocity, it would
suffice to measure the current velocity and calculate the
time until the node separation exceeds the transmission
range. However, MANETs are designed to operate in a
situation where nodes do constantly change velocity. In
Section III we demonstrate that the expected link residual
time can be calculated for nodes moving according to a
Random Walk mobility pattern. Then, in Section IV, we
demonstrate the efficacy of an adaptive caching scheme
using the expected link residual time.
III. TIMEOUT CALCULATION FOR RANDOM WALK
We have proposed both a uniform caching strategy,
using the expected path duration as the cache timeout,
and an adaptive caching strategy, using the expected link
residual time as the individual link timeout. Now we give
approximate analytic expressions for the proposed timeout
values when nodes move according to a Random Walk
mobility model.
In a RWMM, each node’s movement is independent and
identically distributed. We divide the nodes’ movements
into epochs, in which each node moves with a velocity
uniformly distributed in speed over [0, 2v], and direction
over [0, 2pi). Both the speed and direction change in each
epoch but are constant for the duration of an epoch, and
are independent of each other.
The expected link residual time and the expected path
duration are calculated in [7] and [8]. This is achieved
by describing the separation distance between any pair
of mobile nodes as a Markov chain process, with an
absorbing state. From this it is possible to determine the
link persistence — the probability that a currently active
link will continue to exist until some specified time in
the future. The path persistence is the product of the
component link persistences. The expected path residual
time and expected path duration are determined from the
path persistence and, similarly, the expected link residual
time and the expected link duration are determined from
the link persistence. We show that the expected link
residual time is determined only by the current node
separation, and the expected path duration is determined
by the number of hops in the path.
No closed form expression for the required quantities
exists, and the Markov chain calculation is too cumber-
some for implementation in MANET nodes. Therefore,
we use the simple analytic approximations given in [8]. If
the initial separation distance between a pair of nodes is
l0, the expected link residual time may be approximated
as
E{R(l0)} ≈ (r + 2v/3)
2 − l20
2(v2 + σ2v)
, (1)
where v is the mean speed per epoch for the link between
a given pair of nodes, σ2v = v2/3 is the speed variance per
epoch and r is the transmission range. Consideration of the
node separation when the link first comes into existence
leads to the conclusion that the expected link duration
satisfies
E{D} ≈ v(12r − v)
9(v2 + σ2v)
. (2)
Since all nodes behave identically, the expected path dura-
tion is approximately equal to the expected link duration
divided by the number of hops in the path. Therefore the
expected path duration for a path with h hops satisfies
E{D(h)} ≈ E{D}
h
. (3)
In order to calculate the timeout values, the node needs
to know v¯ and r and, for the adaptive timeout strategy,
the initial node separation distance l0. In our simulations,
rather than making estimations, we have simply used the
values for v¯ and r that were used to generate the node
mobility, and have calculated l0 from the mobility trace.
In a practical application, v¯ and r must be estimated by
the node. The initial node separation could be estimated
using the global positioning system (GPS), or by a time
differential of arrival (TDOA) scheme, which relies on the
different transmission rates of radio frequency and infra-
red signals [9].
IV. SIMULATION RESULTS
We investigate the performances of the two proposed
link caching schemes utilizing expected path duration and
link residual time, respectively, via simulations. If the link
timeout is assigned a large value, the number of control
overhead packets can be significantly reduced but the end-
to-end delay is, consequently increased, and vice versa. As
previously mentioned, in [3], a scheme in which the link
timeout is set to 5 seconds was proposed, the “static-5”
scheme, trading off overhead packets with latency. In this
section, we compare our two link caching schemes to this
scheme.
A. Simulation Parameters
All the simulations are conducted using the Network
Simulator (NS2). The Distributed Coordination Function
(DCF) of IEEE 802.11 for wireless LANs is adopted as
the MAC layer protocol. Therefore, the two nodes which
make up a link will assign the link timeout and delete
the expired link from their respective caches practically
simultaneously, avoiding extra overhead traffic.
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NS2 SIMULATION PARAMETERS
Parameters Values Parameters values
phyType Phy/WirelessPhy Mobility model Random Walk
Routing protocol Modified DSR Number of nodes 50
Propagation TwoRayGround Node speed 2-22m/s
Radio transmission range 250m Packets packed in a frame 64
MAC DCF of 802.11 Maximum packets to sent 1200
ifq (Queue type) Droptail priority Number of sources 20
ifqlen (max packet in ifq) 50 Traffic connection CBR
Transmission rate 2Mbps Network area 1500m × 500m
Simulation time 900 seconds per trial
The simulation model used in this paper is based upon
that used in hu:2000, for comparison purposes. Thus,
the MANET simulated in this paper consists of 50 mo-
bile nodes (MNs), moving according to a RWMM, in a
bounded area of size 1500m × 1500m. The Two-Ray
Ground Reflection Approximation is used as the radio
propagation model with a transmission range of 250m. The
radio model is based on the Lucent Technologies Wave-
LAN 802.11 product, providing a 2Mbps transmission
rate. The communication traffic simulated in all scenarios
is generated by the NS2 traffic generator script. Similarly
to [3], 20 constant bit rate (CBR) connections (each with a
maximum of 1200 packets for transmission) are generated,
with a packet rate of 4 packets per second. The size of
each data packet is 64 bytes, and each node has at most 2
CBR connections at the same time. Note that we choose
small packets because this leads to network performance
being dominated by changes of network topology rather
than other issues, such as network congestion.
The simulated time is set to 900 seconds per trial. For
each node speed, 10 different mobility scenario files are
generated, and the final network performance metric is
the average of these trials. Note that the scenarios were
generated in advance, and that the identical scenarios were
used to evaluate each of the caching schemes.
B. Simulation Results
In Fig. 1 network performance, using various measures,
with the uniform path duration link caching scheme and
the adaptive link residual time link caching scheme are
compared with that for the static-5 link caching scheme.
The performance measures compared are packet delivery
ratio, end-to-end delay, packet overhead and average path
length. Note that the packet delivery ratio and the end-to-
end delay are calculated with respect to transmitted and
received data packets, whereas the routing overhead is
calculated with respect to routing control packets.
We first consider the average path length, as shown in
Fig. 1(d). It can be seen that the performances of the three
caching schemes are practically indistinguishable. This
is because the average path length is largely dependent
upon node density, relating to the transmission range, the
simulation area size and the number of simulated nodes.
The caching scheme is, then, largely inconsequential.
For each of the other performance measures: packet
delivery ratio, end-to-end delay and overhead, as would be
expected, the adaptive link residual time scheme performs
the best overall, followed by the path duration scheme
and then the static-5 scheme. This is because the static-
5 scheme uses the same link cache timeout regardless of
average node speed; the uniform path duration scheme,
similarly to the static-5 scheme, utilizes the same value for
every link in the network, but chooses a different timeout
value for different average node speeds; and, finally, the
link residual time scheme adapts to the properties of each
link, taking into account average node speed but also
including other parameters in its choice of cache timeout
value. That is, the link residual time scheme “fits” the
given network more closely.
It is interesting to note that there is very little difference
in network performance among the caching schemes when
the average node speed is low, despite large differences
in the actual cache timeout values. For example, for
an average speed of 2m/s, the uniform path duration
caching scheme has a link timeout of 27.7 seconds, which
is more than 5 times greater than that for the static-5
caching scheme. The negligible performance differences
are because at low speeds the network has a highly stable
topology so that all of the links are highly reliable. Thus,
even in the static-5 caching strategy, the link timeout is
extended frequently and rarely expires, due to constant
incoming communication traffic. Consequently, route dis-
covery is required infrequently resulting in lower routing
overhead.
However, it can be seen that the newly proposed caching
schemes gradually outperform the static-5 scheme as the
average node speed increases, since they can adaptively
track the changes of the network topology and the link re-
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Fig. 1. Performance Comparison between Static-5, Uniform-PD and
Adaptive-LRT Link Caching Strategies using the Random Walk Mobility
Model
liability. Compared with the static-5 strategy, the adaptive
link residual scheme and uniform path duration scheme
improve packet delivery ratio 7 percent and 4.3 percent,
respectively, when the average node speed is 22m/s. The
end-to-end delay is reduced by 990ms and 800ms, and the
routing overhead is reduced by 95000 packets and 76000
packets, respectively.
As noted in the Introduction, comparison with existing
adaptive schemes is difficult, generally, due to differing
mobility models. Further, comparison with the results in
[5] is impossible due to the reliance of their results on
measured values to estimate the required parameter ².
C. Implementation Issues
We note that the path duration caching scheme is easy to
implement. The original DSR simply requires the addition
of a 1-byte field into the routing packet, carrying the
current clock time plus path duration. The implementation
of the link residual time scheme requires the aid of node
location information, which is piggy-backed in the packet
header. As mentioned in Section II, one way to obtain the
node location is to utilize GPS. Alternatively, the relative
distance between a pair of nodes can be estimated by other
means, such as TDOA.
D. Expected Link Duration and Path Duration
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Fig. 2. Expected Link Duration (E{D}) and Expected Path Duration
(E{D(h)}). 50 nodes are simulated in the area 1500m × 500m with
5000 seconds. The calculated values are from (2) and (3).
As illustrated in Fig. 2, the simulated values of E{D}
and E{D(h)} are slightly greater than the calculation
due to the effects of a bounded simulation area. The
calculations of (2) and (3) are derived for an unbounded
scenario. In a bounded simulation environment, MNs are
“reflected” back into the simulation area if their movement
would otherwise take them outside. Thus, nodes near the
edges are more likely to remain within transmission range,
6artificially increasing the link and path durations compared
to those for an unbounded simulation area.
Note that the calculated and simulated expected path
duration values, shown in Fig. 2, are 4.8 and 6.1 seconds,
respectively, when the average node speed is 10m/s. These
values are close to the 5 seconds of the static-5 scheme,
as would be expected, because this was the average node
speed used in [3] in which the static-5 scheme was
proposed.
V. CONCLUSIONS
This paper investigates two different mobility metrics
in link caching schemes for on-demand routing protocols
in wireless ad hoc networks. Expected path duration is
used for uniform caching, and expected residual link time
is used for adaptive caching. Simple analytic expressions
for the proposed timeout values are given. As a result,
only small modifications to existing caching schemes are
necessary.
Simulation results show that the proposed schemes can
enhance network performance for DSR routing over a
range of node speeds. The uniform caching strategy is
simple to implement, and does not require any extra
hardware to calculate node separation. And, the adaptive
caching scheme gives even further improvements in net-
work performance. This shows that it can be advantageous
to use the additional node location information when
choosing timeout values for the link cache.
Routing delay is the major drawback of on-demand
routing protocols in MANETs. By slight modification of
the existing DSR routing protocol, the two proposed link
cache schemes provide solutions to reduce latency and to
increase packet delivery ratio.
This work gives the principles of setting link cache
timeout in two caching schemes. In future work, we plan
implement these methods with respect to other models,
such as the Ad Hoc Mobility model and Random Waypoint
model.
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