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Abstract— Studies have identified various risk factors asso-
ciated with the onset of stroke in an individual. Data mining
techniques have been used to predict the occurrence of stroke
based on these factors by using patients’ medical records.
However, there has been limited use of electronic health records
to study the inter-dependency of different risk factors of stroke.
In this paper, we perform an analysis of patients’ electronic
health records to identify the impact of risk factors on stroke
prediction. We also provide benchmark performance of the
state-of-art machine learning algorithms for predicting stroke
using electronic health records.
I. INTRODUCTION
The field of medicine has witnessed great improvement
because of technological advancements. On one hand, it
has become easier to collect a range of healthcare data
due to low-cost wearable devices [1]. On the other hand,
insights acquired from mining clinical data have proved
useful for decision making in improving healthcare and
reducing healthcare costs [2], [3]. Data mining techniques
are used to identify risk factors associated with the onset
of a disease [4], [5]. Of particular interest to us, is the
identification of risk factors associated with stroke.
Studies in healthcare like [6]–[8] have identified high
blood pressure, diabetes and heart disease as major risk
factors responsible for stroke attack in an individual. Several
machine learning algorithms have also been proposed to use
these risk factors for predicting stroke occurrence [9], [10].
However, a systematic analysis of the risk factors is missing.
We attempt to bridge this gap by analyzing the correlation
between different risk factors for stroke prediction. We
employ Principal Component Analysis to determine if the
feature space for predictive modelling can be reduced by
removing the input features that are highly correlated. We
also compare and benchmark the performance of state-of-
art machine learning algorithms for the task of classifying
a patient’s health record as suffered from stroke or not.
Hence, the main contributions of this paper are twofold – (a)
we perform a systematic analysis of risk factors for stroke
prediction; (b) we also provide a benchmark performance
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for stroke prediction using the state-of-art machine learning
algorithms. Finally, in the spirit of reproducible research, we
have made available the source code of all simulations used
in this paper1.
A. Related Work
There are several works in literature that use machine
learning techniques on electronic health records to predict
the probability of stroke occurrence. Jeena et al. [9] identified
that there is a direct relationship between the total count
of risk factors and the probability of stroke occurrence. A
regression approach was recommended to statistically test
the association between a risk factor and its effect. Hanifa
and Raja [10] achieved an improved accuracy for predict-
ing stroke risk using radial basis function and polynomial
functions applied in a non-linear support vector classifica-
tion model. At the same time, studies have indicated that
redundant attributes and/or totally irrelevant attributes to a
class should be identified and removed before the use of
a classification algorithm [3]. Systematic analysis of input
features has been performed for modelling the response
variable in areas other than healthcare – color analysis of
ground-based sky/cloud images [11], weather recordings for
rainfall detection [12] etc.
B. Electronic Health Records Dataset
We use a dataset of electronic health records released
by McKinsey & Company as a part of their healthcare
hackathon challenge2. The dataset is available from Kaggle3,
a public data repository for datasets. The dataset contains
29072 patient’s information with 12 attributes. The 11 input
attributes are as follows: patient identifier, gender, age, binary
status 1/0 if the patient is suffering from hypertension or not,
binary status 1/0 if the patient is suffering from heart disease
or not, marital status, type of occupation, type of residence
(urban/ rural), average glucose level, body mass index, and
patient’s smoking status. The 12th attribute is the binary
response variable 1/0 indicating if the patient has suffered
stroke or not. Ethical requirements were processed by the
publishers of the dataset in compliance with data protection
laws. In the subsequent sections of this paper, we consider
the 10 patient attributes (excluding the patient identifier) as
the input variables, and the binary response variable of stroke
as the target variable for a predictive model.
1https://github.com/Soumyabrata/analyzing-stroke
2https://datahack.analyticsvidhya.com/contest/
mckinsey-analytics-online-hackathon/
3https://inclass.kaggle.com/asaumya/
healthcare-dataset-stroke-data
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II. PRINCIPAL COMPONENT ANALYSIS
In this section, we analyze the variance in the dataset
using Principal Component Analysis (PCA). We perform
PCA on the electronic health records dataset using the 10
patient attributes as variables. The dataset is represented by
a variable matrix X of dimension m × n, where m is the
total number of input variables, and n is the total number of
patient records. In our case, the values are m = 10 and
n = 29072. The individual features f1−10 are extracted
from X, and reshaped into corresponding column vectors
v˜j ∈ IRmn×1 where j = 1, 2, .., 10. These input vectors v˜j
are stacked to form the matrix Xˆ ∈ IRmn×10:
Xˆ = [v˜1, v˜2, v˜3, . . . , v˜10]. (1)
Xˆ is normalized with corresponding mean v¯j and standard
deviation σvj of the individual features. This normalised
matrix X¨ is represented as:
X¨ =
[
v˜1 − v¯1
σv1
,
v˜2 − v¯2
σv2
, ..,
v˜j − v¯j
σvj
, ..,
v˜10 − ¯v10
σv10
]
. (2)
Subsequently, the covariance matrix of X¨ is computed.
The eigenvalue decomposition of the covariance matrix then
yields the eigenvalues and the eigenvectors. The eigenvectors
define the new orthogonal axes called principal components
which act as summaries of the features of the dataset.
PCA can be used to reduce the feature space for predictive
modelling if the first few components capture most of the
variance in the data.
A. Variance explained by principal components
Figure 1 shows the scree plot for our study, indicating
the percentage of variance in the dataset explained by the
different principal components. We understand that the first 9
principal components explain 96.06% variance in the dataset.
Thus, reducing the feature space for predictive modelling to
9 features will result in only about 4% loss of explained
variance. However, this should not be done because the input
features are not highly correlated. This is because the first
two principal components can capture only 31.4% variance
and there is very little difference in the percentage of variance
explained by each principal component. Hence, all features
should be used for predictive modelling.
B. Relation between principal components with patient at-
tributes
Figure 2 is a biplot representation which shows the
correlation of patient attributes with the first two principal
components. The two components are represented by two
orthogonal axes. Each patient attribute is represented by
a vector and the length of vector shows the importance
of the corresponding attribute in interpreting the principal
components. If the dataset were perfectly represented by the
first two principal components, vector heads of all variables
would be positioned on the circle, which is called the
circle of correlations. Since all vectors are positioned inside
Fig. 1: Percentage of variance explained by different princi-
pal components.
the circle of correlations, this means that more than two
components are needed to represent the data perfectly.
Fig. 2: Biplot representation of the actual patient attributes
projected on the first two principal components.
We can see from Figure 2 that patient’s residence type has
no contribution to the first two principal components. The
patient’s age and marital status have the highest contribution
to the first two principal components. The first principal
component (horizontal axis) contrasts a patient’s smoking
status with the remaining attributes. This indicates that older
married patients with high glucose level, hypertension and
heart disease do not smoke. We can also see that the
second component (vertical axis) contrasts a patient’s average
glucose level, body mass index, gender, hypertension and
heart disease status with their age, marital status and work
type. This indicates that patient’s with high glucose level,
hypertension and heart disease have less age and are not
married. Hence, it appears that the first principal component
shows a patient’s smoking status and the second principal
component separates a patient’s medical characteristics with
their lifestyle.
(a) (b)
Fig. 3: Sub-space representation of the different observations in the electronic health records transformed on the reference
of the first two principal components. Each observation is color coded based on (a) cos2 measure indicating the importance
of principal components on it; and (b) the binary 0/1 response variables of the stroke condition.
C. Relation of Principal Components with individual records
Figure 3 shows the projection of each patient record
in the reference of first two principal components. Each
patient record or observation is represented by a point in
the sub-space. Figure 3(a) shows the importance of the
first two principal components in representing the individual
medical health records. The squared cosine indicates the
contribution of the component to the squared distance of
an observation from the origin. Hence, observations that
are well represented by the first two principal components
are positioned farther away from the origin. These are
shown in red. The principal components are not important
in representing the observations that are closer to the origin,
which are shown in blue. The plot indicates that the first
two principal components contribute to the representation of
only a part of the observations. A number of observations
that are closer to the origin cannot be represented by the first
two principal components.
Figure 3(b) shows the binary response variable indicating
the stroke condition for each observation. We observe that
the observations with 0 label (no stroke condition) and 1
label (suffered stroke) are not well separated into distinct
clusters in the sub-space of first two principal components.
This indicates that more features are required to separate the
labels in a higher-dimension space.
D. Discussion
In this section, we provided an analysis of our results
from PCA. We found that the first two principal components
can capture only 31.4% of the total variance in the data,
which indicates that the patient attributes are not highly
correlated. We studied the contribution of different patient
attributes to the first two principal components and found
that the two components do not represent the health records
data perfectly. We also looked at the contribution of the first
two principal components in the representation of individual
health records and found that some health records can be
represented by the two components, but some can not. Our
analysis shows that all patient attributes should be used as
features for predictive modelling of stroke occurrence.
III. STROKE PREDICTION
In this section, we perform a comparative analysis of three
popular classification algorithms – neural network, decision
tree and random forest on our dataset of medical records.
Based on the analysis in previous section, we use all
the 10 input variables for training our binary classification
task of stroke prediction. Our dataset of electronic medical
records is highly unbalanced in nature. Out of 29072 medical
records, only 548 records belong to patients who suffered
from stroke condition, the rest 28524 records belong to
patients with no stroke condition. This poses a difficult
problem in training any machine-learning based model, as the
dataset is highly unbalanced in nature. Therefore, we employ
a random down-sampling technique to reduce the adverse
effect of unbalanced dataset. We refer the 548 observations
as minority class, while remaining 28524 observations as
majority class. We create a balanced dataset consisting of 548
minority- and 548 majority- observations in the following
order: we choose all the available observations of minority
cases and randomly choose 548 observations from 28524
majority case observations. The balanced dataset has 1096
observations. We use 70% of the dataset for training the
machine learning models and 30% of the dataset for testing
their performance. We use the classification accuracy as the
evaluation metric to measure the performance of the machine
learning models.
In order to remove sampling bias, we perform 1000
such random downsampling experiments. Table I reports the
average classification accuracy for the three benchmarking
TABLE I: Average binary classification accuracy of neural
network, decision tree and random forest over 1000 experi-
ments on our dataset of electronic health records.
Approach Average accuracy
(over 1000 experiments)
Decision Tree 74.31%
Random Forest 74.53%
Neural Network 75.02%
approaches. We observe that the performance of decision
tree and random forest are similar. We obtain the best
accuracy result of 75.02% from the feed-forward multi-layer
perceptron model. This makes sense as neural networks work
better with multivariate input variables, and can handle noisy
data.
As a final comparison, we compute the density distribution
of classification accuracy for the benchmarking methods,
across all the 1000 experiments. Figure 4 shows this dis-
tribution. For example, we can see that the neural network
has the classification accuracy of 75.02% for more than 15%
experiments. We observe that all algorithms significantly
overlap with each other around their corresponding mean
values. Hence, the algorithms have similar classification
performance.
Fig. 4: Histogram distribution of binary classification accu-
racy of benchmarking algorithms over 1000 experiments.
IV. CONCLUSION AND FUTURE WORK
In this paper, we provide a systematic analysis of risk
factors for stroke prediction. These risk factors are repre-
sented as patient attributes in electronic health records. We
use principal component analysis to analyze the sub-space
representation of 10 attributes into two principal components.
The analysis shows that since the patient attributes are not
highly correlated, the feature space for predictive modelling
cannot be reduced significantly without a significant loss of
information. Hence, we use all patient attributes as input fea-
tures for stroke prediction. We compare the performance of
different state-of-art classification algorithms, namely deci-
sion trees, random forests and neural networks for predicting
stroke. We find that the multi-layer perceptron model has the
best performance with an accuracy of 75.02%.
There are multiple directions for further work in future.
First, we plan to study the effect of the use of a subset
of features on the accuracy of classification algorithms.
Secondly, we plan to integrate the electronic records dataset
with background knowledge on different diseases and drugs
from the publicly available Linked Open Data (LOD) cloud,
as demonstrated in [13]. This can be done by uplifting the
dataset into Linked Data and generating interlinks to the
LOD cloud. This interlinking process is not trivial [14] and
the generated interlinks need to be maintained [15] but the
integration of background knowledge can improve the per-
formance of classification algorithms for stroke prediction.
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