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En dimension infinie les probabilitts de transitions dun operateur ellipti- 
que sont en general mutueliement etrangeres. Mais Gaveau a recemment 
montrt par un calcul explicite que les probabilites de transitions pour cer- 
tams operateurs d’ornsteinuhlenbeck 6p, Ctaient absolument continues 
par rapport a une mesure gaussienne sur un espace de Hilbert, pour 
laquelle Y est un optrateur autoadjoint 131. 11 a montre un phenomene 
analogue pour des operateurs hypergeometriques confluents [4]. En 
dimension finie le calcul des variations stochastiques de Malliavin [ 10, 111 
est un outil possible pour l’etude de l’absolue continuite et de la regularite 
du noyau de la chaleur, par rapport a la mesure de Lebesgue. 
Dans cet article nous etendons son emploi a l’itude de l’absolue con- 
tinuite par rapport a une mesure gaussienne, du noyau de la chaleur, 
associe a des diffusions en dimension infinie d’un type ttudit par It8 [9]. 
Holley et Strook [7] ainsi que Dalietskii [2] ont deja etudie des dif- 
fusions sur des espaces de dimension infinie. L’utilisation de l’inegalite de 
Gross [6] independante de la dimension nous permet de dtgager des 
criteres generaux d’absolue continuite que nous appliquons a l’etude des 
processus d’ornstein-Uhlenbeck en dimension infinie avec perturbation 
des termes drift et diffusion. Dam un autre article [S] est Ctudite la 
regularite de cette densite. 
Table dcs mafiehs. I. Absolue continuitt de mesures en dimension inlinie. II. Le 
calcul des variations stochastiques en dimension 1. III. Le processus 
d’ornstein-Uhlenbeck en dimension intinie. IV. Application a la perturbation 
d’0.U. en dimension infinie. 
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I. ABSOLUE CONTINUITY DE MESURES EN DIMENSION INFINIE 
1.1. Notations 
Nous allons ktudier les propriSs des solutions d’ttquations diffkrentielles 
stochastiques A valeurs dans un espace de Hilbert s&parable H. 
Soit U: H -+ H un optrateur nuclkaire, symktrique, dttfini, positif et fixi: 
une fois pour toute. 
On note (e,), i E N*, une base orthonormte de H diagonalisant U et 3., ’ 
la valeur propre de U associke A e, 
Ue,=im’e, (1.1.1) 
7. 
i,>O et c 4 ‘<X 
,=I 
dans ce systkme de coordonntes, un vecteur x de H s’t%rit 
-K-y= t x,e,. 
,= I 
L’opirateur d’ornstein-Uhlenbeck en dimension infinie [ 3 ] 
(1.1.2) 
a la propritti: fondamentale d’&tre autoadjoint par rapport d la mesure de 
probabilittt gaussienne sur H: 
v(dx)= fi 5 (* T2 ;=, 71 exp - (%,xy) dx,. (1.1.3) 
La mesure v(dx) est I’image par l’opkrateur ,/5 U”* de la probabilitt cylin- 
drique gaussienne de H. 
D&i&e et divergence 
1.1.4. Notons 




di est la iime divergence; en effet -6, est l’adjoint de l’optrateur iime 
d&iv&e A, par rapport A la mesure de Gauss v(dx). L’opkrateur 9 s’tcrit 
formellement: 
Y= -f f6,d,. 
I=1 
(1.1.5) 
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1.1 A. Equations dtfferentielles stochastiques en dimension infinie. On 
note B( . ) le mouvement brownien en dimension inlinie 
bi(')=(B(')t e,) 
ou les b,(. ) sont les mouvements browniens independants reels: 
h,( . ) E ( W,, P,) oti W, est l’espace de Wiener et P, la mesure de Wiener en 
dimension 1. E designera l’esperance par rapport a n,:, dP,. 
On dtsignera par i’ ,,(t) un processus stochastique a valeur dans H de 
carre integrable, solution d’une equation differentielle stochastique qui sera 
precisee par la suite, et partant du vecteur xc, E H A t = 0. 
On note par Q,(xo, dy) le noyau de la chaleur associi au processus 
5.,,(t). Done pour toute fonction test .f: H -+ II2 
EC.f(ir.,,(t))l = j,,f(?i) Q,b,> &I 
1.2. Critbe dhbsolue continuite de mesures en dimension infinie 
Nous rappelons tout d’abord un resultat connu sur l’absolue continuitt 
en dimension finie qui nous sera utile par la suite. 
1.2.1. LEMME D'ANALYSE HARMONIQUE. Soit y une mesure de masse,finie 
portee par [w” s’il existe une constante C telle que pour toute fonction test q, 
C”, a support compact, on ait 
pour tout k: 1 d k d m 
alors y est absolument continue par rapport a la mesure de Lebesgue de [w”’ 
et 
y = q(x) dx 
q( . ) E Lmin8 ’ (d,x). 
Remargue. En dimension iniinie on cherchera a demontrer l’absolue 
continuite par rapport a une mesure gaussienne v(dx) definie sur un espace 
de Hilbert H. 
1.2.2. LEMME SUR L'ABSOLUE CONTINUITY EN DIMENSION INFINIE. Con- 
siderons une mesure de probabilite Q sur un espace de Hilbert H et supposons 
quhlle admette une densite q par rapport a la mesure gaussienne v sur H 
definie en (1.1.3). Supposons de plus que 
i‘ (V log q)2 qv(dx) < GO H 
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alors la fonction q appartient ci l’espace d’Orlicz L, Log+L(v(dx)) 
j q log qv(dx) ,< f j (V log q)* qv(dx). 
H H 
Preuve du lemme. On utilise l’inegalitt Sobolev-Logarithmique de 
Gross [6], le gradient &ant calculi: pour la metrique hilbertienne de 
Cameron-Martin: 
on fait le changement de variable 
enfin comme par hypothise q dv(d.x) est une mesure de probabilite 
llfII: = 1/4/l I = 1 
done 
f j q log qv(d-x) d ; .i‘ (V log q)2 qv(dx) 
H H 
en remarquant que la fonction x log x est borne inferieurement par -e 
pour x > 0 on obtient que: 
j q Ilog+ ql v(dx)<fC (Vlogq)*qv(d,x)+2e 
H H 
et done q E l’espace d’Orlicz L, log + L(v(dx)). 
Remarque. Dans le lemme 1.2.2 nous sommes obliges de supposer 
l’existence d’une densite pour montrer ensuite qu’elle appartient A l’espace 
d’Orlicz L, Log+ L(v(dx)). 
En introduisant le processus stochastique t,,(t) associe au noyau de la 
chaleur sur l’espace de Hilbert Q, (x,, dx) on va s’affranchir de cette 
hypothese. 
1.2.4. LEMME FONDAMENTAL. Soitf une,fonction test de H dans [w, et t un 
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temps fixe; s’il existe des fonctionnelles stochastiques Gi independantes de f 
telles que, hi &ant dtfini par 1.1.4, on ait: 
et 
f &+E[Gf] < cc 
i= 1 
alors le noyau de la chaleur Q,(x,, dx) associe au processus stochastique 
t,,(t) a valeur darts H admet une densitt par rapport a la mesure de Gauss 
v(dx) et cette densite q, est dans I’espace d’Orlicz L, Log’ L(v(dx)) et on a 
I’inegalite 
i qt log q,v(dx) < $ f A;‘E[G;]. H r=l 
(1.2.5) 
Preuve. Pour s’affranchir de l’hypothese d’existence d’une densite on 
utilise des projections sur des sous-espaces du Hilbert H de dimension finie, 
puis le lemme d’analyse harmonique en dimension linie. On utilise enfin le 
lemme 1.2.2 pour obtenir des estimees independantes de la dimension. 
Soit H, le sous-espace de H de dimension n engendre par les vecteurs 
e, ,..., e,,. On note P,, la projection de H sur H,, 
v,, = PX v est une mesure de probabilite gaussienne sur H,, . ( 1.2.6) 
Notons pour simplifier l(t) le processus 5 ,,,(t) 
t!(t) = i t’(f) e, 
,=I 
5,,(t) = P,15(t) = i i”‘(t) e,. 
,=I 
La loi Q,,n de t,,(t) vtrifie les hypotheses du lemme 1.2.1 en effet prenons 
pour fonction test ,f, une fonction ne dependant que de n premieres coor- 
donnees: 
ViE Cl, nl: [Hn(dif) de,,,, = EC(4f)(S,,(t))l 
= Hf(S,,(t))(G, + 24 t’(t))1 
6 llfll z EClG, + 2~i5’(t)ll 
d c,, lI.f‘ll % (1.2.7) 
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oti C, est une constante independante de in [ 1, n]. Done la loi Q,,, de t,(f) 
est a.c. par rapport a la mesure de Lebesgue sur H, done par rapport a I’,, 
Q,,,,(dx) = 4,.,,(x) v,,(dx); x E H,, (1.2.8) 
il est clair que si nr > n 
done la suite q,,,l consideree comme fonction de H est une martingale. 
Nous allons provisoirement supposer qu’elle est uniformement bornte 
dans l’espace d’Orlicz L, Log + L(v(dx)). 
D’apres le thtoreme de la Vallee Poussin la famille q,.,2 est uniformement 
integrable, on peut extraire une suite convergente au sens de la topologie 
faible de L,(v(&)). 
Soit q, cette limite, la loi Q, du processus t(t) et la loi q,v(dx) dont des 
mesures qui coincident sur 1s fonctions test cylindriques, done q, est unique 
et 
e, = 41 v(dx) 
et de plus q, appartient a l’espace d’Orlicz L, Log + L(v(dx)). 
* Montrons done que q,,,, est borne dans L, Log + L. Considerons encore 
une fonction test f ne dependant que des n premiers coordonnees: 
V’iE [l, n] 
a(~,.f)((~))l = i‘ (~,,f)(x) 4,.,?(X) V,,(~~~) fj,, 
= s ~ ,,,. f(x)(4q,.,,)b) v,,(dx) 
done 4q,.,,(x) = ECG, I t,,(f) = -xl qr,,,tG~) 
s (V log qt.,)* qr,n dVn(X) = E i lF’(ECGi I <n(t)1 I’ H* i=l I 
( 1.2.9) 
(1.2.10) 
et done la famille q,,,, est uniformement bornte dans L, Log’ L(v(dx)) 
d’apres le lemme 1.2.2. 
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11. LE CALCUL DES VARIATIONS STOCHASTIQUES EN DIMENSION 1 
2.0. Dans le calcul des variations stochastiques [ 10, 11 et 1, 8, 121 
on considere 52 l’espace de Wiener des applications continues de [0, l] 
dans R, nulles a l’origine. 
On munit 52 de la norme I/XII = sup r,,,, I.~(t)l qui en fait un Banach. Par 
la suite un element de Q sera note h,,,(t) et appele le Brownien. On note .K 
l’espace de CameronMartin: 
~9 = h E Q/h’ existe et h”(s) c%F < cc 
le produit scalaire sur X est note (h, k) = j; h’(s) k’(s) ds. P disignera la 
mesure de Wiener sur Q. 
2.1. Rappel sur le calm1 des variations stochastiques 
On dtfinit des operateurs D et L qui jouent un role analogue aux 
dtrivees premieres et secondes en calcul ordinaire. Soit @ une fonctionnelle 
du brownien, c’est-a-dire une application mesurable de Sz dans R, on dit 
que @ est stochastiquement derivable s’il existe un element de 3’: D@ tel 
que (hE 2) 
$2.2.1) 
si b:(. ) est une deuxieme brownien indtpendant de 6,(. ). D(b,(. )) est une 
fonction 2 done on peut detinir l’integrale stochastique notee abusivement 
(D@(h,(.), !I,(.)) de la facon suivante: 
(D@(bJ. 1, b,,(. 1) = j; D@t,<oc.,,(s) do,,. (2.2.2) 
D’autre part si 6 E [0, 1 ] 
h,,> ,- <dt) = J= h,,,(t) + $ h,,,,(t) (2.2.3) 
est aussi un mouvement brownien. 
Done formellement quand 6 + 0 on peut faire le development limit& 
suivante 
@(h cu + hw’( )I - @(h,,,( 1) 
= fi CD@,,),.,,> h,,,,(. )> + 6L@(h,,,(. )I + o(6). (2.2.4) 
On montre que l’operateur L ainsi dtiini n’est autre que l’optrateur 
d’OrnsteinUhlenbeck agissant sur l’espace des fonctionnelles du brownien 
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de carre integrable, en particulier L est auto-adjoint par rapport a la 
mesure de Wiener P. 
On voit que si @ ne depend pas de b,: L@ = 0 
enfin en prenant @(b,(.)) = b,(t), t < 1, 
comme JT-sh 1 - 6/2 on voit que 
L(b,o(t)) = -9,,,(t) 
si-tx,,(S) est une fonctionnelle du brownien 
(2.2.5) 
(2.2.6) 
L (1; %h) ds) = f L(4,A.s)) ds (2.2.7) 
si /?Js) est une fonctionnelle non-anticipante, et si on peut definir les 
integrales stochastiques 1; b,u(s) db,,(s) et 16 L(p,,>(s)) db,,(s) 
L ( j; Bob) db,;,(J)) = j; (UBwb)) - iii<h)) db,(s) (2.2.8) 
comme on peut le voir en prenant pour M et p des fonctions etagees et en 
utilisant (2.2.5) et (2.2.6) (Strook [12]). 
Les operateurs L et D sont relies par la formule suivante: si F est une 
fonction de R dans R deux fois derivable, bornie ainsi que ses derives 
L(Fo@)=F’ ‘@L(@)+$F”‘J@(D@, D@). (2.2.9) 
Preuue. On applique la formule de Ito a (2.2.4). 
2.3. Calcul dljjhentiel stohastique et Pquations d~fj%entielles (Strook [ 12 




dans laquelle V et C designent des champs de vecteurs de classe C2, bornes 
a derivees bornees, sur R. 
Si on note cp: la derivee du flot x0 --+ X(t) 
dp; = V’(X(t)) cp; db(t) + C’(X(t)) cp; dt 
cpo=l 
(2.3.2) 
la derivee stochastique de X(t) se calcule alors aisement: Vh E 2 
<Dx(t), h) = 1: cp:cp: ’ V(Ws)) h’(s) & (2.3.3) 
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l’expression de L(X(t)) est plus compliqute, il est important de remarquer 
que L(X(t)) est lui-m&me solution d’une equation differentielle stochasti- 
que. 
dL(X(r)) = V’@-(r)) L(X(r)) db(t) + C’(X(t)) L(X(t)) dt 
+ fV”(X(r))(DX(r), ox(t)) dh(r) 
+ fC”(X(r))(DX(r), DA’(r)) dr- f V(X(r)) db(r) 
L(X(0)) = 0. (2.3.4) 
2.3.5. Remarque. Lorsqu’une equation differentielle stochastique com- 
Porte plusieurs mouvements browniens independants, il est possible de les 
faire varier a des vitesses differentes. Plus particulierement, si on en fait 
varier un et qu’on laisse les autres invariants, on fait du calcul de variation 
partiel: Bismut et Michel [ 11. 
2.3.6. Remarque. Dans toute cette partie L designe un operateur 
d’ornstein-Uhlenbeck auto-adjoint par rapport a la mesure de Wiener dP. 
11 importe de ne pas le confondre avec l’operateur 9 auto-adjoint par rap- 
port a la mesure gausienne sur H: v(dx). 
Enlin &’ designe l’espace de Cameron-Martin tandis que H designe un 
espace de Hilbert distinct. 
III. LE PROCESSUS D’ORNSTEIN-UHLENBE~K EN DIMENSION INFINIE 
La methode des variations stochastiques permet de retrouver de facon 
simple un resultat deja connu [3] sur le noyau de la chaleur associe a 
l’operateur d’ornstein-Uhlenbeck sur un espace de Hilbert H. 
Considerons le noyau de la chaleur Q,(x,, dx), solution de 
; Q,(xo> dx) = =%,Qt(xo~ dx) 
(3.1) 
Q,(x,, dx) + 6(x - x0) si r -+ 0. 
On obtiendra Ql(xo, d-x) comme la loi du processus d’ornstein-Uhlenbeck 
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B est un brownien cylindrique dans H: h;(t) = (B(t), e,) et les hi(t) sont des 
browniens independants sur R. Comme U est diagonal dans la base e, ces 
equations sont decoupltes 
d(,(t) = dbj(t) - &t,(t) dt. 
ti(O) = xO, 
r,(t) = xo,epAJ’ + [’ e ‘Jo.‘) dbi(s) (3.4) 
Jo 
Comme U est nucleaire C,“= I i;’ < co done: 
i &i”,(t)“) < x 
,=I 
le processus r(t) est done bien defini sur I’espace de Hilbert H. 
(3.3) 
(3.5) 
3.6. THI~OR~ME (Gaveau [3]). Le noyau de la chaleur Q, ussocii au 
processus d0.U. t(t) ri valeur dans un espace de Hilhert H, solution de (3.2) 
est ax. par rapport 4 la mesure guussienne v(d.x) .sur H 
Q,(.q,, d-x) = q,(xo, ~1 v(d-xl. 
qr appartient & l’espace d’OrIicz L, Log+ L(\$d.x)) 
q,(xo 3 x)=C fi exp{(O.,e~ “I’$ + 2i,x,,,xje ‘I’)( 1 - (2 Ii.!‘) ’ ). 
i= I 
Preuve. En utilisant le calcul des variations stochastiques, on va verifier 
les hypotheses du lemme fondamental 1.2.4, ‘est-a-dire qu’on va donner une 
expression des fonctionnelles G, independantes de la fonction test ,f’ telles 
we 
EC~;J‘(S(t))l = WIif(t)) G,l 
et on verifiera que Cp”=, E[Gf] < n3. 
Par definition de la divergence S, 
6;./-(x) = d,.I”(,~) - 2J~,x,f(x) (1.1.4) 
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nous allons done commencer par etudier l’expression 
a&f(S(~))l 
par le calcul des variations stochastiques en fuisant oarier le hrownien h, et 
lui seul; par suite si i #j, (Dt,)(t) = 0 et pour i = j 
(D.f(t(t))5 D5i(c)> =dif(5(t))(Dri(t)3 D4i(t)>. (3.7) 
Notons di= (Dti(t), Dti(t)) 
a4f(S(t))l =H<~f(S(t)), m(t)> A,‘]. 




re-‘;,‘“‘ds=~~(l -,-29 (3.9) 
0 I 
A, est dtterministe, ce qui va simplifier exceptionnellement la suite des 
calculs 
'[Idif(S(t))l='i “C(‘f(S(t)), ‘5;(t)>l 
utilisons maintenant la formule (2.2.9) 
L(AB) = AL(B) + BL(A) + (DA, DB) 
E[(DA, DB)] = -E[AL(B)+ BL(A)] car E[L(AB)] = 0 
l’operateur L est auto-adjoint done 
E[ (DA, DB)] = -2E[AL(B)] 
prenons A =f(<(t)) et B=<;(t) 
ECdif (i’(~))l= ~24,~ ‘EC.f(i”(t)) L(t,(t))l 
il est facile de donner l’expression de L((;(t)) a partir de (3.4): 
-G,(t)= -fS,:e pA~(‘m+)d~,(s)= -$(,(t)++xoIem &’ 
~C~i.f(t(t))l= ECd,f 5(t)) - Xt;(t).f(t(t))l 
=E[f(r(t))2i,ti(t){(l -ep2iJ’)p’- l}] 
- E[2i,xo,e p”“f(((t))]( 1 -e 2i.J’) ’ 
(3.10) 
(3.11) 
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en reprenant les notations de 1.2.4. 
Gj= (ri(t) 22,~~“) --&&-j.“)(l -ep2y1 (3.12) 
comme 2A,e ~ *‘+ + 0 quand i -+ co car Ai --+ co. 
On voit que E(CE, G?) < co done le noyau de la chaleur a une densite 
4,(x,, u) par rapport a la mesure de Gauss v(dx). Cette densite peut m$me 
&tre calculte puisque 
Done en inttgrant en t 
q,(x,,x)=C fi exp{(-AieP2”~‘xj!+2Aix0,xieP”“)(1 -e-22tr)-‘} (3.13) 
i= 1 
ou C est une constante telle que J qr(xo, x) v(dx) = 1. On retrouve une 
expression qui peut-&tre obtenue directement (Gaveau [3]). 
Les proprietes de cette densite q, ont et& Ctudiees plus en detail dans [IS] 
en particulier elle est non seulement dans l’espace d’Orlicz L, Log+ L mais 
dans tous les L,(v(dx)). 
L’approche qui vient d’etre faite a l’avantage de pouvoir s’appliquer dans 
des cas oti les calculs explicites sont impossibles. 
IV. APPLICATION A LA PERTURBATION ~‘0.u. EN DIMENSION INFINIE 
On ttudie le noyau de la chaleur Q, associe a un operateur du second 
ordre sur un espace de Hilbert, voisin d’un operateur dl’ornstein-Uhlen- 
beck. 
Dans le systeme de coordonntes choisi 
(4.1) 
oti a, peut se mettre sous la forme. 
aij(x) = C1 + vi(x,))2 6ij + C oik(Xi) g,k(Xj) (4.2) 
le noyau associe Q, est solution de l’equation. 
$ Q,(x,, dx) = =Zr,Qr(x,, dx) 
(4.3) 
Q,(x,, dx) + 6(x,-x) quand t + 0. 
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Q, est la loi du processus X, a valeur dans H dont les coordonnees sont 
solution de l’tquation suivante: 
X(t) = c xi(f) e, 
dX,(t) = (1 + V;@-;(t))) db;(t) + ~&f-~(t)) db;(t)-&X;(t) dt 
J-i(O) = x0, 
(4.4) 
les bi et bi sont des browniens independants. Les A’, ne sont couples que par 
les browniens bi. 
Nous allons faire les hypothbses suiuantes: 
* I’opdrateur 9 est elliptique. I1 existe E > 0 tel que 
1 + V,(x,) > E, dx, E [w Vi 
* les fonctions V, et uik sont de classe C2 et vPrfient: 
(4.5) 
oti IfI desgne la norme sup def,, f' et f” les d&iv&es premieres et secondes 
de f (toutes les fonctions considtrees ne dependent que d’une variable). 
* Le point de depart appartient a l’espace de Hilbert H done 
f xf, < co. 
,=I 
4.6. TH&OR~ME. Sous les hypothkes prPcPdantes le noyau de la chaleur 
Q, est absolument continu par rapport ci une mesure gaussienne v(dx) dkfinie 
sur l’espace de Hilbert H. 
Dkmonstration. Nous allons verifier les hypotheses du lemme 2.19 c’est- 
a-dire montrer qu’il existe des fonctionnelles Gj telles que pour toute 
fonction test f de H--f R: 
fXJif(Wt))l= Kf(J’4t)) Gil. 
Nous allons utiliser le calcul des variations stochastiques en faisant varier 
580.‘64/2-I I 
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settlement les browniens bi(. ). On voit immediatement que la forme 
quadratique (DX, DX) est diagonale dans la base ei. 
(OX,, DXi) = 0 si i #j car le brownien bi n’apparait pas dans l’tquation 
de X, (4.4). 
dif(X(t))(DXit), DxAt)) = <Df(x(t)), DxAt)) 
done en notant d,(t)= (oXi( DX,(t)) 
ECG”(X(f))l =JT(W-W(~)), DJfi(t)) &;I 
E[dr”(t)CL(f(X(t)) xz(r)) -f(x(t)) L(Xi(t))-xi(t) Lf(x(r))ll 
comme L est autoadjoint 
=E[f(X(t)){Xi(t) L(d,~l(f))-di(f)(Xi(t))-L(Xi(t)) di’(t))l 
= -E[f(X(t)){+2;‘(t) L(X,(t))+(Dd,'(t),DXj(t)>}l 
or 
par definition de la divergence: 6, = di - 2;1,x: 
EC~if(x(t))l =ECdif(X(t))-2~iXi(t))l 
= -E[f(X(t)){2A,:‘(t) L(X,(t))+ 24Xi([) 
- ~;2(f)<Dd;(t), Dxi(t) > > 1 (4.7) 
on obtient: Gj=2A,:'L(X,(t))+2&X,(t)-d,~,~(Dd,(t), oXi(t Pour 
Ctudier G, et verifier la deuxieme hypothese du lemme 1.2.4, on procede a 
un regroupement des termes 
d i( t ) est un voisin de $ i,: ’ 
L( Xi( t)) est voisin de - + Xj( t) 
Gi=d~:‘(t){(2L(Xi(t))+Xi(t))+(1 -2A;AJ Xi(t)> 
- di(t)p2(Ddi(t), oXi(t (4.8) 
Nous allons donner l’expression et une estimee des differents termes 
presents dans (4.8). 
Remargue. L’identite (4.8) reste vraie mCme lorsque les hypotheses 
faites ne permettent pas de donner un sens aux calculs intermediaires, en 
particulier lorsque les fonctions V et 0 ne sont pas 3 fois derivables. En effet 
l’operateur L est un operateur ferme et done l’identite (4.8) dans laquelle 
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les d&iv&es troisiemes n’apparaissent plus, est conservee si on fait un 
passage a la limite apres regularisation des fonctions I/ et C. 
Expression de A,. On utilise les resultats connus en dimension linie 2.13 
d-Y,(t)= (1 + Vi(X(t))) d&+x a,,JX,(t)) d&(t)-&Xi(t) dt 
X,(O) =x0, 
la derivee de X, par rapport a l’origine 
@Jt) =g (t) 
0, 
est solution de l’equation 
d@;(t) = P’:(A’;(t)) Q:(t) dbi(t) 
+ c a’ik(X;(t)) Q:(t) d&(t)--A,@:(t) dt 
k 
@i(O) = 1. 
L’hypotese faite que gik ne dtpende que de xi joue ici un role essentiel: elle 
entraine que l’operateur dtrivee c@‘(t) commute avec U car il est diagonal 
dans la base ei et a pour valeur propre @i(t). La solution est une exponen- 
tielle qu’on va mettre sous la forme du produit de exp( - 1, t) par une mar- 
tingale exponentielle $I( t) 
Q:(t) = exp - (Air) t):(t) 
-f ?‘d P’~‘(X;(s)) ds - f {; ; (~‘,2k(X~(s)) d$}. 
On note $:.,.S = Ii/l(t) $i(s))’ 
Ai = I’ $‘,$ exp - (2&(t - s))( 1 + Vi(Xi(s)))’ ds (4.9) 
0 
les di( t) sont les valeurs propres de l’optrateur d(t) = (DX( t), DX( t) ) 
d(t) = j’ @;,,Jz+ v(x(s)))(Z+ V*(X(s))) @;,: ds. 
0 
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d(t) n’est pas un operateur inversible mais son domaine d’inversibilite est le 
meme que celui de U. 
Le lemme que nous allons utiliser pour avoir une estimke de A ~- ’ repose 
sur cette hypothese de commutation, c’est-a-dire de diagonalisation de A ~ ’ 
dans la mCme base que U. 
Notons pi(&) = 1 c0,t,(~) 2A,(l - eP2jJ)’ e P2i.1(‘Ps) ds, alors p(ds) est une 
mesure de probabilite sur [0, t]. 
4.10. LEMME. Soit A(t) = i;f(s) p(ds) oti f est une fonction positive et 
d’inverse p integrable alors 
s 
f 
A -l(t) 6 f-‘(s) p(ds). 
0 
Preuve. Convexiti: de la fonction x --+ x ‘. 
Remarque. Le lemme se ghkralise au cas odfest un opkrateur symttri- 
que positif mais oti p reste un scalaire. 
Son utilisation oblige B raisonner en utilisant les coordonntes dans la 
base (e;). 
A;J’(t) 6 (21i)p( 1 -e -2”t’)-” j; $,‘“( 1 + V;(X;(s)))- 2P pi(ds). 
On peut toujours supposer que les A, sont ranges en ordre croissant. 
(1 -e-24’)3 (1 -e-2hf) 
$+ est une martingale exponentielle. 
En utilisant la formule de Ito: 
E(I),Y~~P)< 1 +E/‘p(2~+ 1) $,Z.?‘(Vi(Xi(u))2 +C a’i(X,(u))) du 
s k 
en utilisant le lemme de Gronwall on obtient l’estimee 
par hypothese 1 Vii’ et [&a’;[ sont majores par une constante m, indepen- 
dante de i l’operateur 3 est elliptique: on a suppose 1 + V,(x) > E done 
Ed ,y,y < c;lf 
C’est une constante ne dependant que de p, m et E. 
(4.11) 
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4.12. Expression de L(X,( t)). Elle est donnte par l’equation (2.2.4) 
dL(Xi(t)) = L(Xi(t)) 
i 
Vj(Xi(t)) dbi(t) + C (~ik(Xi(t)) db;(t) 
k I 
- AiL(Xi(t)) dt 
+ d;(t) 
{ 
V:‘(X,(t)) dbi(t) + 1 cryk(Xi(t)) db;(t) 
k 
- $ (1 + f’i(Xi(t))) dbi(t) 
L(X,(O)) = 0. 
Remarque. L est obtenue en faisant uniquement varier les browniens bi 
et non les browniens b;. 
Quand Vi est constant et que eik = 0 x0, = 0 obtient 
L(X,(t))= -4X;(t) 
done nous allons chercher une estimee de 
E[L(Xj(t)) + &Y;(t)] -2p 
p”l”p”‘L(Xi(t)) 
i 




Xi(t) - epil’x, - j’ epif(r-~‘) 1 c~,~(X;(s)) dbL(s) 
0 k > 
s 
I 
+ e -it(r-s)d;(s) VI’(X,(s)) db;(s) + c o;(X,(s)) db’Js) 
0 k I 
. 
(4.13) 
On utilise les inegalites de Burkholder-Davis-Gundy pour obtenir 
Par hypothese 1 P’:l’ et ICk ~‘$1 sont major& par une constante m indepen- 
dante de i. 
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Nous allons nous servir de l’estimee prectdente et utiliser (4.13) pour 
obtenir 
E[L(X,(t)) + +Xi(t)12” < C(p, t, m) 
i 
e-2pi~f.x~ + %T~P 
les hypotheses faites montrent que 
c x(E[L(x,(t)) + &Y;(t)]2”)l’P < co. (4.14) 
4.15. Estimde de (2A,A,( t) - 1). On voit, dans le cas ou V est constant 
et CT = 0 que Ai est voisin de +A;-‘, done le terme etudie doit &tre “petit.” 
L’expression AJt) est don&e par (4.9): en reprenant les memes 
notations. 
2A,(l -eP2’1’)-1 Aj=j~$i,,T(l + V,(Xi(s)))‘pi(ds) 
comme par hypothese C Ai 1 Vii2 < a3 les Ai sont une suite croissante done 




d C(p, w f) I Vjlzp 
E 
0 
; C$fr.s - 1) p(ds) 1” 
E(2Aj{(l -ee2’,‘)- l} A,(t))‘“< C(p, m, t) ---2&f 
en regardant ces termes 
E(2~iAi-1)2P<C(p,m,t) IV-12p+ IV!12+ 1 { , ( , lk o’~~~+ep2’z’}. (4.16) 
4.17. EstimPe de (DA;(t), DXJt)). Nous allons avoir besoin de 
l’expression (DX,(s), oXi ) 
(DX,(s), DXi(t)) = j; cp;w( 1 + V,(Xi(u)))2 cp:t.u du 
= A,(s) Oi,,, = Ai epaccrp”‘$jc,.T 
Ai( t) = 1’ $,,,? exp - (2&( t - s))( 1 + V,(X,(s)))’ ds 
0 
ABSOLUE CONTINUITb EN DIMENSION INFINIE 293 
(Dd,(r)~DX~(f))=2Jb’~~,~exp(-2Ai(1-S))(l+ V,(Xj(S))) V:(Xi(S)) 
x (DXj(s), DXj(t)) ds + 2 i“ $;~,~(D$;,,s, ox;(t)) 
0 
CDdi(l), oxi( =2 I’ II/$ exp( -2Ai(t -S))(l + V,(X,(S))) V:(X,(X)) 
0 
x (DX,(s), oxi( ds 
+ 2S’II,i,.~(olLi,.~,DX,(r)> exp(-2Aj(t-s)) 
0 
x (1 + V&Y,(s)))’ ds 
(DA&S, DXi(t)) = $jl,y 
i 
J’ (Dx,(u), Dxj(t)) 
s 
x V;‘(Xi(u)) dbj(u) + 1 a”(X,(u)) d&(s) 
k > 
+ $;LS J’ V:(Xi(U))( l + V;(X,(U))) e 
s 
-i.~(r--)$i,,U du} 
en utilisant le thCor&me de Brukholder et les estimCes prtcCdentes on 
trouve 
E(DAi(t), DXi(t))2P < C(p, m, t) A;” 1 Vj12p + A,:p 
et done 
1 q(E(Ddi(t), DX,(t))2p)l’p < co 
4.18. Estimke de Xi(t). 
Xi(t) = Xi0 + ji (1 + J’i(Xi(S))) db<(S) 
+ j; aik(X,(s)) dbk ((~1 -A, j; X,(d) ds 
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’ t1 + vi(xi(s))) dbi(s) + 1 aik(Xi(s)) dbL(s) 
k 
E(Xi(t))2p< C(p, 2, m) . 
4.19. EstimPe de G,. On regroupe toutes les estimees prectdentes pour 
obtinir une estimee de G, dont l’expression est don&e par (4.8) 
les hypotheses faites assurent que 
c A; ‘E(G;) < co. 
4.20. Application. On Ctudie le noyau de la chaleur Q, associe a un 
operateur d’0.U. avec perturbation des termes drift et diffusion sur un 
espace de Hilbert H. 
Dans le systeme de coordonnees l’operateur 6p s’ecrit: 
(4.21) 
les ag verifient les memes hypotheses qu’en (4.1). 
Si on note W(x) le vecteur de H de coordonnees W,(x), comme W 
depend de toutes les coordonntes de x, les equations differentielles 
stochastiques associees a 9’ sont coupltes. 
4.22. COROLLAIRE. Si les opkrateurs a, vtSr$ent les hypotheses du 
thkorPme 4.4 et si le terme drift W est borne! dans H: 
3C>Ojkfx~ H II Wx)ll H d c 
alors le noyau de la chaleur Q, associi ri Popbrateur JZ 4.21 est absolument 
continu par rapport ci la mesure de Gauss v(dx). 
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Preuue. Par ie thkorkme de Grisanov on se ramkne A une kquation saris 
drift en faisant un changement de probabilitts. L’absolue continuitk de la 
mesure image Q, est prkservte par cette transformation. 
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