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It is known that nonregular languages can be accepted by finite state prob- 
abilistic automata. For many years it was not known whether a finite state 
probabilistic automaton existed that would accept a context sensitive language 
that is not context free. Such a finite state probabilistic automaton is constructed. 
1. INTRODUCTION 
In 1963 Rabin introduced the concept of finite state probabilistic automata 
and proved that nonregular languages can be accepted by finite state probabilistic 
automata. However, in the existing literature, one can find only examples 
of finite state probabilistic automata that accept context free languages that are 
not regular. See Fu and Li (1969) and Starke (1966). We have constructed a 
finite state probabilistic automaton that accepts a context sensitive language that 
is not context free. This is believed to be the first known example showing that 
a finite state probabilistic automaton has such a property. 
Section 2 presents the basic definitions needed in deriving the results given 
in Section 3. 
Section 3 presents an example of a context sensitive language that is not 
context free that is accepted by a finite state probabilistic automaton as mentioned 
before. 
2. BASIC DEFINITIONS 
In this section we introduce fundamental notations, and definitions needed 
in the next section. 
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DEFINITION 2.1. 
be a system 
where 
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A deterministic finite state automaton (FSA) is defined to 
D =(S , I ,M ,s  o ,F )  
S = {s i , s 2 ..... s,~} the set of states (finite), 
X = {el,  %,..-, (rm} the set of input symbols (finite), 
s o e S the initial state (s o is an element of S), 
F = {sii, si~ ,..., &~} C S the set of final states. 
M is a function from S × 27 into S. 
Let (s, %) be an element of the set S × 27. M(s, ~)  = sj ~ S. The function 
M will be extended from S × 27 into S to S × 27* into S where 27* is the set 
of all words of finite length with 27 as its alphabet. Define M(&,  A)  = si for 
all si ~ S, M(si  , (7~) = M(M(s i  , x), a~) for all si ~ S, all x c l * ,  and all % e Z, 
where A is the word of zero length. 
DEFINITION 2.2. Let Q1 be the set of row vectors of n-components, uch that 
Q~ = {(~,  ~ ,-.., -01  ~ = 1, or 0}. 
A nondeterministic finite state automaton (NFSA) is defined as a system 
where 
.~" = (s ,  x, M, ,~, F>, 
DEFINITION 2.3. 
that if 
S = {s 1 , s2,..., s~} the set of states (finite), 
Z = {O'1 ,  O'2 , . . .  , O'm} the set of input symbols (finite), 
7ri = (%i,  %i ,"-, ani) E Qi the initial vector, 
F = {sii, i2 ..... si~} C S the set of final states. 
M is a function from S × 27 into Qi .  
Let (s, ate) be an element of the set S × I .  M(s, ak) = q E Q , .  
Let P~ be the set of row vectors of n-components, uch 
then for all i 
c~ i>~O and ~ ~i = 1. 
i=1  
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A finite state probabilistic automaton (FSPA) is defined as a system 
= (S,  X, M, ~rA, F ) ,  
where 
S = {sl, s 2 .... , s~} the set of states (finite), 
27 = {el ,  a~ ,..., a~} the set of input symbols (finite), 
era = (O~IA , O~eA .... ,anA) ~ P,, the initial probabil ity distribution 
vector (C~iA is the probabil ity of the automaton in state si 
at the initial time), 
F = {Sil, si2 ,..., sic} C S the set of final states. 
M is a function from S X X into Pn .  
Let (s, a~) be an element of the set S × 27. M(s, ak) --  (pl(s, ak), p~(s, ak),..., 
p,(s, a~)) ~ Pn where pi(s, ak) represents the probabil ity of going from state s 
to state s i with input a~. 
For  each given ak E 27 
[M(s~, ~)] 
M(s~, a~)[ = p~(s~ , ,~) 
p~(s. , ,~) 
p~(s~, ~) p.(s,, • . .  
p2(s~, a~) pn(s2, ak)[ 
is an n × n square matrix. Let us call this matrix Ao~ = (aij(ak)) where ai~(a~) = 
p~(si, ~) .  The sum of elements of each row of A% is one and each element of 
A% is a nonnegative real number. Such a matrix is termed stochastic. 
Let ~r = (a l ,  a2 .... , ~)  be any member of P~ and let I be the identity matrix. 
Define 
~A A =- z r I  = rr for any 7r E P~.  
Let x = crilai2 "'" Gik_z ~ 27" .  Define 
zrAx~% = zrA~A~ for 
DEFINITION 2.4. For a given FSA, 
vector. 
such that 
7IF = 
~r ~Pn,  x ~ X*, ~ik E X. 
let ~/r be an n-dimensional column 
;J 
f i  = 1 when si ~ F 
= 0 otherwise. 
DEFINITION 2.5. For a given FSPA ~ = (S,  27, M, ~rA ,F ) .  Let ~ be a 
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real number such that 0 ~< • < 1. I is called a cut point of ~ if the set of all 
words accepted by ~ is defined as 
T(~,  ~) = {x l x ~ Z*, ~A&~>A}. 
Thus a word x ~ Z* is accepted by -~ iff ,rAAx~ F > )t. 
DEFINITION 2.6. A grammar G is a system <VN, VT, S, P)  where V_, v 
is a finite set of symbols called nonterminals, Vr is a finite set of symbols called 
terminals, S ~ Vw is the start symbol, P is a finite set of rules called productions. 
We assume V N N Vr =- ~ (the empty set) and let V = VN (3 Vr .  The set 
of productions P consists of expressions of the form a -+/3 where ~ ~ (V* - -  A) 
and 13 e V*. If  o~ ~/3  is a production in P and 7, ~ ~ V*, then 7~S ~ 7fi3. 
We say that the production c~ ---, fi is applied to the string V~3 to obtain @3. 
I f  ~i,c~2,-..,aT~eV* and al ~ a2, %=~ c~3 .... , c~_~z. ,  then ~>o k. 
G G '~ . ~ G 
That is, if one can obtain ,~ from o~ 1 by application of some productions in P, 
then cq *~ e~ k . By convention, c~ ~ ~ for every c~ ~ (V* - -  A). 
G G 
DEFINITION 2.7. The language generated by a grammar G is defined as 
L(G) = {x[x  e Vr* and S *=- x}. 
G 
DEFINITION 2.8. A grammar is said to be: 
(1) type 0 if every production is of the form o~Zfi ~ ~yfi for ZE VN, 
c~,/3, 7 c V*; 
(2) type 1 if every production is of the form ~Z/~-+ ~@ for Z~ VN, 
%fi, Y~V* ,7~A;  
(3) type2 if every production is of the form Z--*7, where ZeV N, 
7 ~ V*, y =/= A; 
(4) type 3 if every production is of the form Z --* a or Z --~ aN where 
Z,A~VN,a~V r. 
DEFINITION 2.9. A language issaid to be type i if there is some type i grammar 
which will generate the language. A type 0 language is called a recursively 
enumerable s t. A type 1 language is called a context sensitive language. A type 2 
language is called a context free language. A type 3 language is called a regular 
language or a regular set. 
3. A NONREGULAR LANGUAGE ACCEPTED BY A F IN ITE  STATE 
PROBABILISTIC AUTOMATA 
In this section an example of a context sensitive language that is not context 
free and that is accepted by a finite state probabilistic automaton is presented. 
To the best of the authors' knowledge, this is the first known example showing 
that an FSPA accepts a context sensitive language. 
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THEOREM 3.1. There exists an FSPA that accepts a context sensitive language 
that is not context free. 
Proof. We first exhibit an FSPA that accepts a set T(~, A). Then we will 
show that the set.T(~, h) can be generated by a type 1 grammar. Finally we will 
show that the set T(~, A) is not a context free language. 
Let the FSPA be 
where 
-M(sl, a) 
M(s2, a) 
M(s~, a) 
M(s~, a) 
M(s 5 a) 
m(s~, a) 
A a = M(sT,a) 
M(s 8 , a) 
M(s 9 , a) 
M(sxo  , a) 
M(s11, a) 
M(sl~, a) 
_.M(s13 , a) 
rM(s 1 b) -  
M(s 2 b) 
M(s 3 b) 
M(s, ~) 
M(s 5 b) 
M(s 6 b) 
As = M(s~ b) 
M(s s b) 
M(s 9 b) 
M(slo , b) 
M(s11, b) 
M(sl~ , b) 
-M(s13 , b)_ 
= (S, Z, M, IrA, F) ,  
S = {s I , s 2 , s 3 ,..., s13}, 
F = {s4, ss, ~1}, 
2 = {a, b, c}, 
~A={k000~000~0000) ,  
~=½, 
- ½ ½ 0 0 0 0 0 0 0 0 0 0 0 7  
0 1 0 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 1 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0 0 0 0 0 0  
= 0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 1 0 0 0  
0 0 0 0 0 0 0 0 0 1 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 1  
_ 0 0 0 0 0 0 0 0 0 0 0 0 1 .  
~ 0 0 0 0 0 0 0 0 0 0 0 1 -  
0 0 1 0 0 0 0  0 0 0 0 0 0  
0 0 1 0 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 1  
o o o o o ½ ~ o o o o o o 
= 0 0 0 0 0 0 1 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 1 0 0  
0 0 0 0 0 0 0 0 0 0 1 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 1  
. 0 0 0 0 0 0 0 0 0 0 0 0 1 _  
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A~ 
-M(sl 
M(s~ 
M(s3 
M(s~ 
M(s5 
M(s~ 
M(s7 
M(s8 
M(s9 
M(ho 
M(sll 
M(s12 
-M(s13 
c) 
c) 
c) 
c) 
c) 
~) 
c) 
c) 
c) 
c) 
~) 
~) 
c) 
r 0 0 0 0 0 0 0 0 0 0 0 0 1 -  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 1 0 0 0 0 0 0 0 0 0  
0 0 0 1 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 1 0 0 0 0 0  
0 0 0 0 0 0 0 1 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 1  
oo  o oo  o 0 o 0o  ½ ½0 
0 0 0 0 0 0 0 0 0 0 0 1 0  
_ 0 0 0 0 0 0 0 0 0 0 0 0 1 _  
In  order to show which set of words will reach final states (regardless of proba- 
bility, as long as the probabil ity of reaching a final state is not zero,) it is necessary 
to change Aa ,  Ab,  Ao,  and ~r A by making all nonzero probabilities to 1. The  
new automaton is a nondeterminist ic  f nite state automaton. The state transit ion 
diagram of the NFSA is shown below. 
b 
s 1 , s 5 , s 9 are initial states, s4 , s s , Sll are final states. 
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Let R i be the set of words which reaches tate s~ from any of the initial states. 
By using Arden's theorem (1960) the set of words that reaches (1) s~ eF  with 
nonzero probabil ity is aa*bb*cc*, (2) s l leF  with nonzero probabil ity is 
aa*b(bUc)*, and (3) s 8 ~Fwi th  nonzero probabil ity is a(aUb)* bb*cc* (see Chen 
(1971)). The set of words that reaches tates 11, s8, s 4 with combined probabil ity 
greater than ½ will be accepted. Any word that can reach s s only must start 
from s 0 . But the initial probabil ity at s~ is }. Thus, any word that can reach s 8 
only cannot be accepted. Similarly, no word that can reach s~ only or s n only 
or s 8 and s 4 simultaneously can be accepted. Therefore, the set of words that 
can be accepted is a subset of the set of words which can reach s 8 and s l l ,  or 
s n and s4, or s4, s 8 , and sll simultaneously. That is, 
T(~, h = ½) C (Rll (~ Rs) [,.) (Rll N R4) U (R~ 0 Rs 0 R4) 
= [aa*b(b (.) c)* ("1 a(a U b)* bb*cc*] 
I.) [aa*b(b U c)* ("l aa*bb*cc*] 
U [aa*b(b U c)* () a(a U b)* bb*cc* ('1 aa*bb*cc*] 
-= aa*bb*cc* I..) aa*bb*cc* U aa*bb*cc* 
aa * bb * cc*. 
Let us insert the probabil ity values into the state transition diagram above. 
a,1 
1/4 
c,1 
b,1 
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Let x ~ aa*bb*cc*. The probability of reaching s4 by applying x is 
P(s4, x) = ~(1 - -  2 -~)  where ha is the number of a's in x. (3.1) 
The probability of reaching sll by applying x is 
P(s n , x) = 2 -k°-l, where k~ is the number of c's in x. (3.2) 
The probability of reaching ss by applying x is 
P(s s , x) ~ ~-(1 - -  2 -kb) where k~ is the number of b's in x. (3.3) 
I f  P(s4, x) -1- P(s11, x) -[- P(ss, x) > ½, then the word x is accepted. Let 
P(~) = P(, , ,  ~) + P(,i~, ~) + P(,8, ~) 
= ½ --  2 -~-2 + 2 -~-1 -- 2 -k~-~. (3.4) 
(1) I f  he >/ha and k~ >/kb,  then P(x) <~ ½. 
(2) I f  k c > k~, then 
P(x) = ½ q- 1(2-~o - -  2 -k") + ¼(2 -~o --  2-k~). (3.5) 
Now, 
(a) ifk~ ~ he, thenP(x)  < ½, 
(b) if kb > he, then from Eq. (3.5) P(x) < ½. 
(3) Similarly, if he > kb, then P(x) < ½ regardless of ha. 
So far, we have found that if we want P(x) > ½, then (1) k e cannot be greater 
than either ha or kb, (2) he cannot be equal to ha and kb at the same time. Thus, 
if P(x) > ½, it is necessary for k e ~< k~ and k e < h a or k c < k b and k e ~< k a . We 
will show that the above condition is also the sufficient condition. 
(4) I f  k e <~ kb and he < ha, then >½. 
(5) Similarly, by symmetries in the expression for P(x), Eq. (3.4), if 
he < kb and k e ~ ha, then P(x) > ½. 
Thus, 
T(~,  A ----- ½) 
= { a~b~bc~c [ (ha >/ke and kb > he >~ 1) or (kb ~> he and ha > lee ~> 1)}. 
643/35/3-3 
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Now we will show that T(~,  ~ = ½) is a context sensitive language. Let 
G = (VT ,  VN, S, P )  where 
v~. = {a, b, ~}, 
VN = {S, dz , B2 , A2 , B~ , Sx , B, A, Aa , Ba , X,  Y, Z}, 
Se  VN, 
P: (1) S ~ A1B2c , (14) B 1 --> b, 
(2) S -*  _diB2Sxc , (15) A S -+ aA, 
(3) A~ -~ aA~, (16) A --> aA, 
(4) A1 --~ a, (17) A --+ a, 
(5) B~ -*  bB, (18) B1A a --,- XAa ,  
(6) B --. bB, (19) XA a --* XB  1 , 
(7) B -+ b, (20) XB z ---* aBe, 
(8) B~ -+ b, (21) B2A a --+ ZAa,  
(9) 5;1 - .  AaBaS~c, (22) ZA a ~ ZB 2 , 
(10) S 1 -->" AaB3c , (23) ZBe --+ aB2, 
(11) S--* A2BIc (24) BaA a --> BaY 
(12) S ~ A2B~S~c (25) BAY--+ AaY  
(13) B 1 -+ bB (26) AaY-+ AaB a . 
We note that if one obtains A 1 in a word eV* (V -= V r U Vat), then 
A1G N an for k= 1,2 .... 
I f  Ba is obtained in a word eV*, then 
B~G ~b ~+1 for k = 1,2 ..... 
I f  B 1 is obtained in a word EV*, then 
B iG N b~ for k= 1,2,... 
IfN~ is obtained in a word eV*, then 
A2G Na~+l for k= 1,2 .... 
I f  $1 is in a word eV*, then 
S1 G=> (AaBa) ~ c ~ for k = 1, 2,.... 
If B 8 is in a word eV*, then 
Gb.  B3 G 
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Once an -//a is in a word eV*, the only way to change A a to a terminal symbol 
is by using the production sequences (18) (19) (20) or (21) (22) (23). However, 
if an A 3 is not at the right side of a B 1 , or a B 2 , then one cannot change A a 
to a terminal symbol, unless one can somehow move the A 3 until it is at the right 
side of a B 1 or a Bz. The only way one can move Aa is by using the production 
sequence (24) (25) (26). Let us start with the symbol S: 
A1B~c A1B2Slc A2Blc A~B1Slc 
a~b'+~c A,B2(AaBa) '~d~c a~+XbZc A2B,(AaBa) ~c'~c 
fork  = 1,2 .... fork  = t, 2 .... fo rk  = 1,2 .... fork  = 1,2 .... 
l = 1, 2,... l = 1, 2,... 
Let us first examine the set of words 
A1B2(AaB3) ~ c~c for k = 1, 2 ..... 
There exists at least one A 3 . In  order to change any -/la to a terminal symbol, 
one cannot let B2 change to the symbol B before any A a has changed to a terminal 
symbol. All Aa's have to be at the left side of all Ba's and at the right side of the 
B 2 , in order that Aa's can be changed to terminal symbols. For example, h = 4 
A1BeAaBaAaBaAaBaAaBac ~ 
*=> A1B~AaAaAaAaBaBaBaBac 5 by using (24)(25)(26) repeatedly, 
G 
*~ Ala4B2Ba% '~ by using (21)(22)(23) repeatedly, 
G 
*~ a~a~bZ+lb4c 5 for k = I, 2,..., l --  1, 2,.... 
G 
One could use the above production sequences in a different order. However, 
the end effect should be the same. If not, some of the nonterminal symbols 
cannot be changed to terminal symbols. Similarly, one finds that the set of words 
A~BI(AsBa) ~c~c for h = 1, 2 .... 
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can generate terminal words 
a~+lakbib~c k+l for i, l, k = 1, 2 ..... 
Thus, G generates the set of words 
T(~, a ~- ½) 
~- {a~°b~@ ° ] (ha >/k~ and k~ > k~ /> l) or (k~ > kc >/ 1 and k~ /> he)}. 
Since the set of production is of type 1, by the definition of type 1 grammar, the 
language it generates i a context sensitive language. 
The only thing we have not proved is that T(~, A = ½) is not a context free 
language. We will use the bounded language theorems, developed by Ginsburg 
(1966), to prove that T(~, A = ½) is not a context free language. Some more 
definitions and theorems will be presented before we attempt to prove 
T(~, )t : ½) is not a context free language. 
DEFINITION 3.2. A subset U of 27* is said to be bounded if there exist 
words x 1 , x 2 ,..., x, such that U C xl*x~* ... x,* where x i ~ Z*, 
xi* = A O xi U x~ 2U ''', 
and 
x~*xj* = (A U xi U x? U ...)(A U x~ UU x? U "") 
= A t3 xi U xi ~ U "'" U xj U xixj [3 xi2xj U"" 
U x? U xix? U ~,~x~ U'". 
DEFINITION 3.3. Let N be the set of nonnegative integers and let N ~ be 
the set of vectors, (61 , % ,..., 6,), of n components such that ~ is a nonnegative 
integer. Let 
= (~1,  ~ ,'.., 6 . )  e N ~, 
and 
Define 
c a nonnegative constant, c ~ N. 
+ a = (61 +/71 ,  ~ + ~ ..... 6 .  + ft.), 
c~ = (c.1, c6~ .... , c6.). 
DEFINITION 3.4. Given subset C and P of N% let 
L(C; P) = tCo + kl~l + k~ + "'" + k~ 
( 
C is called the set of constants and P is called the set of periods ofL(C; P). 
Coe C l ~P  
k i~N 
for l -~ 0, 1, 2,... 
A FINITE STATE STUDY 207 
DEFINITION 3.5. L = L(C;  P)  C N n is linear set if C consists of exactly one 
element, say C = {c}, and P is finite, say P = {~1, ~s .... , ~r}. 
DEFINITION 3.6. Let  x i~2* .  For  each x = <xl ,  xs .... , x , )  let f~ be the 
mapping of N ~ into Xl*Xs* "-" xn* defined by 
i l  i2 . . .  Xinn f , ( i l  , is .... , in) = xl xs 
Let  
~1 i~ ... x~ ~ U)  f~-i(U) --~ {(i l ,  i2 .... , in) ! Xl X2 
where U C xl*x~* ... xn*. 
DEFINITION 3.7. A subset Z of N n is said to be stratified if it satisfies the 
condit ions that: 
(t)  Each element ~ =-  (ogi,  0/2 ,... ,  an) E Z has at most two nonzero a i .  
(2) There  exists 
(a) no integers i, j ,  h, and I and 
(b) no ~ = (a l ,  as ,..., c~) a Z and ~' = (al', o~2',..., o~') ~ Z such that 
I ~ i< j<h <l~nand~i~- '~ka~'  ~0.  
THEOREM 3.8 (see Ginsburg,  1966, Chap. 5). Let U Cx l *xs*  ... x~* for 
xi e X*  and let x ~ (x l  , x~ ,..., x~). U is a context free language iff f ~l(U) is a 
finite union of linear sets, each having a stratified set of periods. 
Now we are in a posit ion to finish the proof  of Theorem 3.1, that is, to prove 
T(~, Z = ~) 
= { a~bk@~ I (k~ >/k ,  and kb > k, >~ 1) or (k, > k, and kb >~ k, >~ 1)} 
is not a context free language. 
Suppose T(N, ) t  = ½) is a context free language, then according to 
Theorem 3.8, x = <a, b, c), f~ l (T )  is a finite union of l inear sets, each having 
a stratif ied set of per iods:  
f~( r )  = {(k~, kb, k~) ] a~b~bc~° ~ T(@, h = ½)} 
= L~(C~ ; P~) k) Ls(C s ; P2) u ... u L,,(C~ ; P,). 
Since r is a finite number  and the set f~(T)  is infinite, at least one of the Li 's 
(i = 1, 2,..., r) must  be an infinite set. Let  L~ be an infinite set. Then  
f~(Lz) = {a~abkbc ~ I (ha, k5 , he) ~L~} 
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must also be an infinite set. Since all (ka, ks, kc)~L~ are obtained from the 
set T(~I  A = ½) by the functionf~ -1, either 
(1) ka>keandkb>/kc  ~ 1, or 
(2) k,  >/ k~ and ks >he>/  1. 
Therefore, ifL~ = L~(C t ; Pz) is a linear set and has a stratified set of periods, 
then 
c ,  = {(~1, ~,  ~3) = c0}, 
P* = {~1, ~2 ,'", ~*}, 
where t is a finite nonnegative integer and ~i = (c%, o~i~, o~i~ ). By definition, 
L~(C~ ; Pz) = {Co + k~z + k2~2 + "'" + k,~, I k~ E N}. 
This implies each ~i = (C~ia, °~i~, °ti~) must have all three components ~ia, 
~ib, ~i, nonzero whenever ~ie is nonzero. (If ~,  is nonzero and either ~ia or ai~ 
or both are zero, then one can find an element (ac~, as,  ~e) in Lt(Ct ; Pt) such 
that either (~c > ~b) or (% > ~,) or (~, > % and ~ > %). But we cannot 
have any % > ~a or ae > ~b .) Then the linear setLz(C t ; P~)has a period which 
is not stratified. Thus, by Theorem 3.8, T (~,  A = ½) is not a context free 
language. 
We have proved Theorem 3.1. Q.E.D. 
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