INTRODUCTION AND DISCUS3ION
Considered is the ability of a system (for example, a torpedo) to perform satisfactorily over an operation. This system is composed of subsystems and performs satisfactorily (does not fail) when occurrence of defects in subsystems does not cause its failure.
Within subsystems, types of defects ate identified by their nature and also by the probability that the defect does not cause system failure.
Only a finite number of levels are considered to occur for the probability that a defect does not cause system failure. The number of levels and the values for these probabilities are known and can change with the subsytem.
The ability of a system is respresented by its Readiness Index (RI), which is the probability that no defect type occurs whose influence causes system failure.
Methods are developed for investigating the RI from observational data. Observations are obtained for every possible combination of subsystem and probability level (for not causing system failure). For a given subsystem, an observation furnishes the observed number of defect types that have the specified probability level.
A complication in investigation of the RI is that there may be defect types whose existence has not yet been identified. Moreover, the number of undiscovered defect types, and their correspondence with the possible probability levels, are unknown for each subsystem.
The results are based on some assumptions that are to hold for the conditional case of no system failure. These are:
(31 (a) Any given defect type can occur at most once in a subsystem.
(b) For any defect type, the probability that it does not cause system failure is not influenced by occurrence of other defect types in its subsystem or of defect types in other subsystems.
(c) With respect to occurrence, all defect types (over all subsystems)
are statistically independent.
(d) No probabilities for occurrence of defect types are of more than moderate size and almost all of these probabilities are small.
(e) The observational data are statistically independent and data for the same subsystem and probability level combination constitute a random sample. Also, these data are obtained under conditions that correspond to the case of a system that has not failed.
(f) Consideration of only a finite (almost always small) number of probability levels (for not causing system failure) for each subsystem yields acceptable accuracy for the RI and its investigation.
In a number of cases, the subsystems and defect types can be defined so that assumptions (a) -(e) are met to a reasonable approximation. For example, this seems to be the case for many situations involving torpedoes.
Now, consider assumption (f).
Often, there are limitations on the accuracy to which the probability of not causing system failure can be determined for a defect of a given nature. Use of a small set of representative values, each of which corresponds to an interval of values, is about as good as can be done under these circumstances. Of course, use of enough levels (say, equally spaced) should provide sufficient accuracy.
[4]
However, too many levels may not be warranted and also can introduce difficulties in the collection of enough data for use of some of the approximate results that are developed. With these assumptions, especially (b), the RI becomes the probability that the system does not fail due to defects.
The principal results consist of an unbiased estimate for the RI, some conservative one-sided confidence intervals and significance tests for the RI, some approximate one-sided intervals and tests for the RI, and some two-sided intervals and tests for the RI (conservative and approximate) . In some cases, the RI is assumed to be at least moderately large or the expected number of defects that cause failure is assumed to be small. Here, a conservative interval has a confidence ceefficient at least equal to a determined value that is appropriate for intervals. A conservative test has a significance level that is at most equal to a determined value that is suitable for tests.
Notation and some basic expressions are given in the next section.
The following section contains the unbiased estimate for the RI, including an expression for the variance of this estimate and an unbiased estimate of this variance. Inequalities and approximations that are used in developing the intervals and tests are stated in the next following section.
The final three sections contain the material on conservative one-sided intervals and tests, approximate one-sided intervals and tests, and twosided intervals and tests, respectively. Additional material, associated principally with the results for intervals and tests, is given in two appendices. d.. = probability that defect type j occurs in subsystem i.
dij (u) = dij when j is such that pij = pi(u) , and equals zero otherwise.
(Any defect type corresponds to exactly one value of u.)
Yiv (u) = observed number of defect types with conditional probability level pi(u) that occur for the v-th observation on the combination of this probability level and system i, where v = l,...,V(i,u) k 1. 
variance) that is exceeded with probability a.
The value of M is unknown. i=l R = the RI probability that the system does not fail due to occurrence of any of the defect types
The expression for R follows from assumptions (a) -(c) and from the consideration that the probability of no system failure due to defect type j of system i ecuals (prob. type j does not occur)+(prob. type j occurs but does not cause failure)
The random variable x. (u,v) is introduced for use in derivations and need
1)
not be observ-ed.
In all cases, the observed data are the yiv(u). Often, in practice, all the defects that occur for a given subsystem are observed at the same time during the subsystem operation, and are later subdivided to obtain the y iv(U) for different u and this value of v. Such a procedure for all u when the data are obtained in this manner.
UNBIASED ESTIMATE
An exactly unbiased estimate of R is given by
The unbiased nature of this estimate follows from the relation
which holds for all v on the basis of assumption (e), and the relation
Combined with assumptions (a) -(c) and (e), these rel, ions imply that
The variance of R, on the basis of assumptions (a) -(c), (e) and
When V(i,u) 2t 2 for all i and u, this variance is unbiasedly estimated
(u)y yiv(u)* and (E~pu) Yi (u) 11 equals
which follows from material in ref. 
Thus, with this somewhat stronger assumption, approximate confidence intervals and significance tests for R are directly obtainable from intervals and tests for
Moreover, this approximate expression for R also applies when a mild form of m-dependence occurs for the data (so that assumption (e) is violated).
Second, suppose that (2) is less than unity. Then (see ref.
3, for case of independence), the sharp inequalities
[10]
hold. Also, by expansion, the upper bound is at most equal to n U(i) n U(i)
which is not a sharp upper limit but one that requires no knowledge of M.
When the value of (2) is at most .2, the sharp upper and lower bounds are nearly equal to each other and to (4). Then
where this expression for R approximately minimizes its maximum deviation from the upper and lower bounds. Conservative intervals and tests for R can be obtained by use of the sharp lower bound and by use of (4) . These are based on the assumption that (2) has a value less than unity. A;proximate intervals and tests can be obtained from (5) for cases where the value of (2) is believed to be at most .2.
Sometimes, more information is available about R than is available about the d.j (l-p..) or about (2) . If R > e -.368, the value of (2) 1].
1]
is less than unity and both of the inequalities (3) hold for R (see Appendix A) . That is~both of the inequalities (3) and (4) are usable when the RI is of at least moderate size. if R .8, the approximation (5) is also usable.
A fundamental statistic used for the confidence intervals and tests 
i)l jl ul
The distribution of (6) should be approximately normal when (7) is not too small, which should often be the case. In deriving results, the distribution of (6) is considered to be approximately normal for cases where the confidence coefficients are not too near unity (say, at most .995) and the significance levels are not too small (say, at least .005).
On the basis of assuaiption (e), it is easily seen that s 2 is an unbiased estimate of (7). A conservative estimate of (7), with a larger expectation but smaller variation (can be much smaller) than s 2 , is provided by S(1)2.
n m(i)U(i) ES(1)2 = EFS(C)2 = (u) /V(i, u)
i=l =1 u= J which, ;.ccording to assumption (d), should at least roughly equal (7). 2 with an appropriate value for e should provide a satisfactory approximate estimate for (7) . In many cases, the value of (7) can be assumed to be at least ES(.96) 2 . Then use of S(.98) 2 as the estimate of (7) would seem suitable. The value of ES(.98)2 would differ fron (7) by at most two percent, which implies that one percent is about the maximum change that would be appropriate in the corresponding expression for the observed standard deviation that is used in intervals Similarly, the value of (7) In the intervals and tests presented, S(e)2 is used as the estimate of (7), so that S(C) is the observed standard deviation. The value for e is appropriately chosen (nearly always, so that .96 ! e * 1). The variance of S(C) 2 is obtained in Appendix B. Approximate estimation of the variance of S(e)2 is also considered in Appendix B.
Use of S(C)

CONSERVATIVE ONE-SIDED INTERVALS AND TESTS
The results of this and the following two sections are based on the assumption that the value of (2) is less than unity or th-.t R > .368.
Also, the distribution of (6) is assumed to be acceptably near normality for the confidence coefficient and significance level values that are considered.
A conservative one-sided interval with random lower endpoint is 
[131
This follows frxn the lower bound of (3) and occurrence of a distribution that is approximately standardized normal for the quantity
divided by S(e) . Often, the true confidence coefficient value will be definitely greater than I -c when the value of (2) is not substantially less than unity, since R will be substantially greater than its sharp lower bound. However, the confidence coefficient should often be near 1 -a when (2) is at most .2.
A conservative one-sided interval with randcm upper endpoint is
his follows from the approximate normality for (6), the upper bound (4) for R, and the fact that 1 -Z + (1/2) Z 2 is a strictly monotonically decreasing function of Z for 0 ! Z < 1. Here, the true confidence coefficient should be near 1 -a when the value of (1) is at most .4.
Direct use of these intervals provides conservative one-sided significance tests. In all cases, the null hypothesis asserts that R = R0, where P 0 is a specified value. n U (i)
The significance level of this test is (approximately) at most o and the value uEd for P0 is at least .368. Often, the true significance level is substantially less than C. However, it is frequently near 0 when 0 is at least .8. Now, consider emphasis of R < R 0 . For this one-sided test, R = R O is rejected in favor of R < R O if and only if n U(i)
The significance level of this test is (approximately) at most a. The true significance level should often be near a when R O ;? .6.
APPROXIMATE ONE-SIDED INTERVALS AND TESTS
Results based on the Poisson approximation are considered first.
Here, by assumption, the largest of the d ij (1-pi ) does not exceed .08
and their arithmetic average does not exceed .02. Also, the error in approximating R through (1) is assumed to be small compared to variation in the statistic (interval endpoint, or test statistic) involved.
An approximate one-sided interval with random lower endpoint is provided by
(8) %, Li=l u=l l and the fact that e is a strictly monotonically decreasing function Z.
An approximate one-sided interval with random upper endpoint is furnished by
This too follows fron (1) and the approximarc normality assumed for (6) Now, consider the case where the approximation (5) is used. The error in using this approximation is assumed to be small compared to the variation in the statistic involved when the value of (2) is at most .2, which is the situation that is assumed to occur. Also, the additional notation that L equals
is introduced.
This follows from (5) , the approximate normality assumed for (6), the small probability of a negative value for n U(i)
which is generally valid.
Likewise, an approx:Lmate one-sided interval with random upper endpoint is furnished by
and has the same kind of basis.
The null hypothesis is R = P. and direct use of the intervals provides corresponding one-sided tests. Use of the Poisson approximation is considered first.. 
TWO-SIDED INTERVALS AND TESTS
The two-sided confidence intervals and significance tests are obtained directly from the one-sided inte-vals and tests presented in the preceding two sections. Consideration of their development is limited to intervals, since the two-sided tests are obtained from the two-sided intervals.
Specifically, for intervals, let
define one-sided intervals, where (approximately) the confidence coefficient for the first interval is either 1 -Y or at least 1 -oi (depending on whether the interval is approximate or conservative, respectively) , and for the second interval is either: 1 -a 2 or at leasL 1 -U 2 . In all cases, P (0 2 ) > Rl (0!) . Then by considering the complements of these intervals, define one-sided intervals, where (approximately) the confidence coefficient for the first interval is either a 1 or at most al, and for the second interval is either 01 or at most a 2 .
Thus, a two-sided interval and its confidence coefficient properties are provided by
If both the intervals of (9) are conservative, the confidence coefficient is (approximately) at least 1 -o i -Cg, with P[R < Rl (al)] at most oi and P[2' (U 2 ) < RI at most .2 When the first interval of (9) is conservative and the second approximate, the confidence coefficient is (approximately) at least 1 -cI -u2, with P[R < Rl (ci) I at most a, and
If the first interval of (9) is approximate and the second conservative, the confidence coefficient is (approximately) at least 1 -at -Us, with P[R < Rl (oi) I approximately al and P[Rj((2) < RI at most Oe 2 . When both intervals of (9) are approximate, the confidence coefficient is approximately 1 -oi -a, with P[R < R11(o?)]
approximately o i and P[Rj (aq) < RI approximately a2.
The assumptions fcir both of the intervals of (9) should be satisfied.
Also, when both intervals of (9) are approximate, it is desirable that probabilities. As an example, suppose that both intervals of (9) are conservative.
Then, P[R 0 < R1 (a 1 ) 1P0 = Rf is at most cY, and P[R2 (a2) < R O R = R] is at most cS. As another example, suppcse that the first interval of (9) is conservative and the second is approxinate. In determining null properties of tests, it is only necessary that the assumptions for the intervals (9) are satisfied when the null hypotheses holds. Thus, for assumptions expressed in terms of R, the null value R 0 can be used for R in deciding whether the assumptions hold (as was done fcr some one-sided tests in the preceding two sections).
