A hesitant intuitionistic fuzzy linguistic set (HIFLS) that integrates both qualitative and quantitative evaluations is an extension of the linguistic set, intuitionistic fuzzy set (IFS), hesitant fuzzy set (HFS) and hesitant intuitionistic fuzzy set (HIFS). It can describe the qualitative evaluation information given by the decision-makers (DMs) and reflect their uncertainty. In this article, we defined some new operational laws and comparative method for HIFLSs. Then, based on these operations, we propose two prioritized aggregation (PA) operators for HIFLSs: prioritized weighted averaging operator for HIFLSs (HIFLPWA) and prioritized weighted geometric operator for HIFLSs (HIFLPWG). Based on these aggregation operators, an approach for multi-attribute decision-making (MADM) is developed under the environment of HIFLSs. Finally, a practical example is given to show the practicality and effectiveness of the developed approach by comparing with the other representative methods.
Introduction
In modern decision science, one of the most important research topics is multi-attribute decision-making (MADM) which can select the best alternative according to multiple influential attributes [1] [2] [3] Generally, the decision-makers (DMs) use crisp numbers to manifest their preferences about the alternative in traditional MADM problems. However, due to deficiency of information, insufficiency of data and time pressure, the attribute values, especially for qualitative attribute values, generally cannot be manifested by real numbers, and some of them are easier to be expressed by fuzzy values. Since Zadeh [4] presented fuzzy set (FS), many extensions of FSs were made by researchers [5] [6] [7] . In Zadeh' FSs, there is only the membership degree (MD) with a single value in the closed interval [0, 1] . Obviously, it is insufficient to depict complete information due to lack of comprehensive and systematic knowledge.
To deal with such cases, Torra [8] made an extension of the FSs and proposed the concept of hesitant fuzzy set (HFS). In HFSs, the MD of an element in a universe is a set of several possible values in the closed interval [0, 1] . After that, many MADM methods [9] [10] [11] [12] [13] [14] and measures including correlation, distance, similarity and entropy [15] [16] [17] [18] have been proposed for HFS by many researchers. Liao and Xu [19, 20] presented the subtraction and division operations, and hybrid arithmetical averaging for HFSs (HFHAA), hybrid arithmetical geometric for HFSs (HFHAG), the which satisfies all the properties defined above. If , s S ϑ ∈ then s ϑ is an original LT. Otherwise, s ϑ is the virtual LT. Generally, the DMs can use original LT for the assessment of alternatives and the virtual LT is only used in the calculation [2] . The algebraic operational laws of the LVs can be found in [2, 3] .
HFLS
Definition 1 [8] . Let U be a non-empty fixed set, then a HFS on U can be defined as 
H the ( ) h u is called a hesitant fuzzy element (HFE), and H is regarded as
the set of all HFEs [43] .
Definition 2 [43] . Let 
Definition 3 [33] . Let U be a non-empty universal set and S be a CLTS of 
PA Operators
Definition 6 [21] . Let 
then PA operator has been successfully applied in a situation where the attributes are real values. Therefore, the PA operator can be extended to the HIFLNs.
LSF
To describe the semantics more flexibly, LSFs are assigned to different semantic values based on the different application situations [44] . (1) The first type of LSF is defined as:
Here
, and all LTs are divided evenly in [0, 1].
(2) The second type of LSF is defined as:
The value of γ can be determined by k m γ = [44] , where k represents the scale level, and m is the importance ratio, of which indicator A is far more important than indicator B. In general,
Then, all LTs are non-uniformly distributed in [0, 1], and the closer to both ends the LT is, the more deviation there is between adjacent two LTs.
(3) The third type of LSF is defined as
In this situation, all LTs are non-uniformly distributed in [0, 1] , and the closer to both ends the LT is, the smaller the deviation is between two adjacent LTs.
To keep all the given information, the above-mentioned functions can be extended to
where F * is a strictly monotonically increasing and continuous function. Then, the inverse function of F * is expressed by
HIFS and Their Operations

The Definition and Operational Rules of HIFLNs
Definition 8 [37] . Let U be the universe of discourse set and S be a CLTS. Then a HIFLS is an object which is mathematically represented as
where 
a a m a n a h a m a n a h a a a s m a m a m a m a n a n a ϑ ϑ
a a m a n a h a m a n a h a a a s m a m a n a n a n a n a ϑ ϑ
a m a n a h a a s m a n a
Obviously, the above operations for HIFLNs defined by Liu et al. [37] have some limitations, which are stated as follows.
(1) In the additive operation in Equation (14) , if only one NMD equals zero, then the effects of other grades on the overall aggregated result do not play a significant role in the aggregation process. (2) In the additive operation in Equation (14) , the two parts including LVs and IFNs of HIFLNs are completely independent in operations, which may disregard the correlation among them. Take 
a m a n a h a m a n a h a F F s F s a a m a m a n a n a n a n a 
Comparison Method for HIFLNs
The comparison method for HIFLNs defined by Liu et al. [37] is given below.
Definition 11 [37] . Suppose
as follows:
where The SF and AF defined by Liu et al. [37] have some limitations in some special cases for comparing two HIFLNs; they can be shown by an example. 
where ( )
.
m a n a h m a n a h a C h a 
Prioritized Aggregation Operators for HIFLNs
In this part, we propose some PA operators based on new operational laws for HIFLNs. 
Proof. We use mathematical induction to prove Equation (28) (1) When
Thus, Equation (28) 
When 1, k g = + then by the operations defined for HIFLNs and by Equations (29) and (30), we have
Therefore, Equation (28) is true for all . k Hence,
Next, we give some properties of the HIFLPWA operator. 
Theorem 2 (boundedness
Similarly, since The weight of j a is determined by the priority and value of j a , and will not be affected by its position in the permutation. Thus, Theorem 3 is obvious, and therefore the proof of Theorem 3 is omitted here. It should be noted that the HIFLPWA operator is idempotent in a special case. Take In addition, the HIFLPWA operator does not satisfy monotonicity, because the weights will be recalculated and vary if the values used in the HIFLPWA operator are changed. It is difficult to consider monotonic property when the parameters are irregularly variable.
The HIFLPWG Operator
In this section, we define HIFLPWG operator for HIFLNs and discuss some related properties of this operator. ( , ,..., ) ... The weight of j a is only determined by the priority and value of j a , and it will not be affected by the position order in the permutation. Thus, Theorem 6 is obvious, and therefore the proof is omitted here. It should be noted that the HIFLPWG operator is idempotent in a special case. Take 
HIFLPWG a a s =
That is to say, all the HIFLNs are equal and consist of single IFN, then HIFLPWG operator is idempotent, otherwise it cannot satisfy the property of idempotency. Similar to HIFPWA operator, the property of monotonicity cannot be considered for HIFPWG operator due to the same reason.
MAMD Method with HIFLNs
In this part, the HIFLPWA and HIFPWG operators will be used to solve the MADM problems with HIFLNs.
Decision Steps Based on the HIFLPWA and HIFPWG Operators
For MADM problems with HIFNs, let us suppose that there is a set of attributes denoted by (1) Normalize the evaluation matrix. Generally, there are two common types of attributes in MADM problems: maximizing attributes and minimizing attributes. To establish a uniform attribute types, the minimizing attributes are converted into maximizing attributes using the negation operation in Equation (22) . Step 4. The SFs for the candidate Table 2 .
Step 5. The ranking order of the candidates (1, 2, 3, 4, 5) i m is given in Table 2 . To show the influence on the ranking results from the different LSFs, we adopt different LSFs in Steps 2-4 to obtain the SFs and ranking orders, which are listed in Table 3 .
In Table 3 , we can know that the same ranking result > > > > was obtained when different LSFs were used. 
Validity Verification of the Proposed Methods
In this part, we verify the validity of the proposed methods; let us consider another example adapted from [37] , with some different data. Table 4 . Then, the proposed approach is utilized to rank the companies. 
Then, the decision steps are shown as follows.
Step 1. Because all attributes are all benefit type, initialization is omitted.
Step 2. Calculate Step 4. Calculate the SFs for the company Step 5. The ranking order of the companies That is to say, 2 m is the best company while 1 m is the worst company. Now, using the aggregation operators defined by Liu et al. [37] , we get the following SFs. The SFs of the companies calculated by the HIFLWA operators are 
Obviously, there are the same ranking results by the proposed methods in this article and the methods proposed by Liu et al. [37] . Hence, this shows validity of the proposed methods in this article.
Comparative Analysis
Example 6. To further illustrate the advantages of the proposed aggregation operator and SF defined in this article, we can solve the same Example 5 given above and the HIFLNs in this matrix are provided in Table 5 . 
Now we use the aggregation operator defined on new operational laws in this article, and we get the following SFs and ranking orders given in Table 6 . Then, we use the methods proposed by Liu et al. [37] to solve this example. The weights of the attributes are calculated using PA operator.
By HIFLWA operator [37] , the SFs of the alternative are calculated as follow:
We can see that the ranking orders obtained by our methods and by the methods of Liu et al. [37] are totally different. We can analyze the reason as follows. As stated in Section 3.1, when we take the non-membership function equal to zero of the corresponding LTs, there is no effect of other grades on the overall aggregated values. That is to say, non-membership function of the LT does not play any role in the aggregation process. In this example, there are some zeroes in non-memberships of LTs, so the methods of Liu et al. [37] cannot give the reasonable ranking results, i.e., the ranking Table 7 . al. [37] are equal, and we can distinguish which one is better than the other. While using the SF defined in this article shows that 2 m is better than 3 m . This shows that the proposed SF in this article is better than that of proposed by Liu et al. [37] . Based on above comparison analysis, the proposed methods for MADM for HIFLNs have the following advantages.
Firstly, the HIFLNs can depict the assessment information of MADM problems more flexibly because they can generalize most expressions of existing fuzzy information. This is a prerequisite for guarantying accuracy of the final ranking.
Secondly, the operational laws defined for HIFLNs in this article are based on the LSFs. Different results should be obtained using different LSFs, and three special examples of LSFs are proposed by actual applications. Thus, DMs may choose or redefine the LSFs according to their preferences or actual situations.
Thirdly, the proposed HIFLPWA and HIFLPWG operators can handle MADM problems with different priority level criteria.
Conclusions
Considering the shortcomings in the existing studies, we proposed some new operational laws of HIFLNs based on the LSFs which provided a flexible way to express the qualitative evaluation information given by the DMs, and then we presented a new score function, accuracy function and comparative method for the HIFLNs. Moreover, two PA operators for HIFLNs, i.e., the HIFLPWA and HIFLPWG operators, were developed, which could consider the prioritized relationship among the aggregated arguments. Based on the proposed prioritized aggregation operators, we developed two MADM methods to process the decision making problems in which the attributes have the prioritized relationship and the attribute values take the form of HIFLNs. Finally, some numerical examples are demonstrated to show the effectiveness and practicality of the proposed methods. By comparison analysis with the existing methods for HIFLNs, the results indicated that the proposed methods in this article are more effective and general in solving MADM problem under the environment of the HIFLNs by considering the prioritized relationship among the attributes and adopting the LSFs.
In the future, we shall study some new aggregation operators for HIFSs, such as Bonferroni mean [40, 41] and Heronian mean [38, 39, 45] , or apply the proposed methods to solve real applications, such as the evaluations for population, resources and environment [46] [47] [48] [49] .
