(0.9) If R is a noetherian integrally closed domain, then R is a Krull ring and X = Spec(.R) will be regular in codimension one, and Cl(R) and Cl(X) defined above are isomorphic. (OolO) Given 0,/ l5 ... ,/ n _ 2 e^, let P be the ideal in A generated by/ l3 ... ,/ n _ 2 and B = A/P. For feA 9 denote its image in B by /. Then we say that 0, /!,...,/"-2 satisfies condition (**) if all three of the following conditions are satisfied.
(i) P is a height n -2 prime ideal in A. ... ,/ n _ 2 ) is regular in codimension one. Note that the ring in (iii) is a domain by (i) and (ii) and it is regular in codimension one if and only if it is normal ( [7] , pg. 186, Proposition 8.23). (0.11) For a prime number p, we will let F p denote the finite field of order p and the set of integers {0, 1,..., p -1}. It will be clear from the context which is meant.
Theorem, Let A a B be Krull rings. Suppose that either B is integral over A or that B is aflat A-algebra. Then there is a well defined group homomorphism cp: C/(A)-
Let B be a Krull ring of characteristic p > 0. Let A be a derivation of L, the quotient field of B, such that A(B)<^B. Let K = ker(^i) and A = B(]K. Then A is a Krull ring with B integral over A. By (1.1) we have a map <p: Cl(A) -» C/(£)(see [11] pp. 19-20). Set & = {r 1 AteB\tEL} and 3" = {u~1Au\u is a unit in B}. Then <£ is an additive group with subgroup £?'. Let k be an algebraically closed field of characteristic p > 0. Let A = fe[x 1 ,...,xj be a polynomial ring in n-inde terminates over k.
Theorem, (a)
..,/n-i) where J represents the determinant of the Jacobian matrix. That is,
where D, = --.
We have the following generalization of ( [8] , page 395, (2.6)). We let A'
. (ii) Will follow from (iii) by letting t = 1.
(iii) Case(I): The f t contain no monomials that are p-th powers and the f t satisfy condition (*).
For each i = 1, ... , n -1, let A { be the derivation on L defined by
Since D / 0, we may assume after a permutation of the x t that ^-(/i) / 0 for each i. Now for each 1 < i < n -1, let 
Any differential operator on k(x l9 ... , x n ) can be written uniquely as a linear combination of D^-'D?, 0 < s £ < p -1, with coefficients in L. Thus there exists unique a r eL, for each feF£ such that Apply both sides of (2. -a/).
B
By (*) there is a point Qek n where the matrix is row independent over k. Since a is invariant under a change in coordinates we may assume Q = (0,..., 0). Furthermore since a is clearly unaffected by the constant terms of the f i9 we may assume that fi(Q)= ••• =f n (Q) = 0-We then have that the degree one forms of the f t are fe-independent. Therefore, after another linear change we may assume that the lowest degree form of f t is x t (1 < i < n -1). Again apply both sides of (2.1.6) to (x x •••xj 1 '" 1 and compare the 0-degree terms. On the right we get (-l)"a and on the left we get (-1)". Hence a = 1 in (2. Assume the coefficients of the/,-are algebraically independent over k. Then (*) is satisfied and hence the formula in (iii) holds. Therefore it will hold after any specialization of the coefficients, since with respect to the differential operators D and V they are constants. Finally observe that if the/ £ are replaced by h t , 1 < i < n -1, such that f i -h i €B = /c[xf,..., x£], then D and hence a (such that D p = aD) remain unchanged. The next lemma shows that the right side of the equality in (2.1 iii) also remains unchanged by such a substitution. Case II showed that the desired formula holds whenever the f { contain no p-th powers. Thus the general case now follows from the above observations. 
We have ŝ 
The next proposition generalizes ([3], page 74, Theorem (3.4)). In the two 
Proposition. For all geS, a(Q) = (H(Q)) (p -1}/2 , where a is as in (2.1).
Proof. It is a straightforward linear algebra to check that for all g t (Q) and /i £ (Q) are independent of the order of/ l5 ...,/"_! up to a change of the same sign. It follows that H(Q) is independent of the order of / 15 .. .,/"_!• Let QeS be a point where the rank [DiC/^CQ)] = n -2. After a change of coordinates, which will not alter D (hence a) or H, we may assume Q = (0,...,0). By the above remark, we may assume M n ,^(Q}^^. Then 2.3.1 fl^CAHQ) + -+ a H . 2 
Replacing /j by/j -fj(Q), 1 < j < n -1 also does not change D (and hence a) or If so that we may assume //0 = 0, I <j <n -1.
n-2
Temporarily, we replace f n _ l by /"_! -£ «///• Then D and a remain 7=1 unchanged, and after this substitution we have that
Now make the change in coordinates
Then Q remains (0,..., 0) and (2.3.2) still holds. By the chain rule we have for all /ieL,
and
, where J is the determinant of the jacobian matrix with respect to x,---,x n .
Let D = J( ,A, ...,/"-1) and a be such that Thus the initial form of (
If p = 2, the expression (/"-i)x n _ l x n _ 1 (Q) V * + (//i-i)jc n jc n (2)"~^ is deleted from (2.3.6). It then follows that if p > 2,
We then obtain 
Lemma-Let k be a ring of characteristics p > 0. Let A, B and Cek and
Proof. The coefficient of There are a total of ( 1 
Proof. Let t = s~1Ds. Then st = Ds = rg r~l hDg + g r D(h).
Then g divides rhDg and hence g divides Dg, §4. Examples 4.1. Remark,, From the proof of (3.6) we see that the calculation of Cl(X) is equivalent to determining the number of solutions to a corresponding system of equations of the form 4.1.1. Lj = aj, Lj, = 0 where the J, J ' e F£~ 1 and the Lj and L r are linear expressions in the aj.
[1] provides an algorithm for finding the number of solutions to such a plinear system of equations and a computer program for determining this number when the coefficients of the f t belong to a finite field, so that the computation of Cl(F) in this case is a programmable process. 
Remark. Let h i9 1 < i < n -1, be homogeneous elements of A of degree s t with s t 7^ 0(mod p). If the h t satisfy (*), then for each pair (i, j) with i ^ j, h t and hj have no common factors in

V(h p~l t) = (-l) n t p .
Assume that the lowest degree form of t is of degree s and the highest degree form of t is of degree m. Compare the lowest and highest degree forms on both sides of the equality in Factor y into a product of linear factors, y = (x n -o^) 51 ••• (x n -a m ) Sm where a l5 ..., a m efc are pairwise distinct. If s t > p for some s i9 then (x n -a t -)~p y will yield the same logarithmic derivative as y, so we may assume that 1 < s t < p -1 for each s t . By (3. Proof. Suppose g = w^2 f°r some w l3 w 2 e£. We'll show that we may choose the representatives w 1? w 2 so that they are homogeneous in A. 
