Precision matrix estimation is an important problem in statistical data analysis. This paper introduces a fast sparse precision matrix estimation algorithm, namely GISS ρ , which is originally introduced for compressive sensing. The algorithm GISS ρ is derived based on l 1 minimization while with the computation advantage of greedy algorithms. We analyze the asymptotic convergence rate of the proposed GISS ρ for sparse precision matrix estimation and sparsity recovery properties with respect to the stopping criteria. Finally, we numerically compare GISS ρ to other sparse recovery algorithms, such as ADMM and HTP in three settings of precision matrix estimation. The numerical results show the advantages of the proposed algorithm.
Introduction
Covariance matrix and precision matrix estimation are two important problems in statistics analysis and data science. The problems become more challenging in high-dimensional setting where the number of variable dimension p is larger than the sample size n, hence the need for a fast, accurate and stable precision/covariance matrix estimation is necessary. In the high-dimensional setting, classical methods and theoretical results with fixed p and large n are no longer applicable. Another huge challenge due to high dimension is high computational cost. Therefore, effective model and method are urgent facing high-dimensional data challenge.
T by a p variate random vector. The covariance matrix and precision matrix can be traditionally denoted by Σ 0 and Ω 0 = Σ −1 0 respectively. Assume an independent and identically distributed n random samples {X 1 , X 2 , · · · , X n } are from the distribution of X. The sample covariance matrix is the common method among the estimators of covariance matrix, which is defined as follows,
T whereX = 1 n n k=1 X k denotes the sample mean. When p is larger than n, it is obvious that Σ n is singular and the estimation for Ω 0 naturally becomes unstable and imprecise.
Estimation of precision matrix in high-dimensional setting has been studied for a long time. For example, when the random variable X follows a certain ordering structure, methods based on banding the Cholesky factor of the inverse of sample covariance matrix were studied in [37, 2] . Penalized likelihood methods such as l 1 -MLE type estimators were studied in [21, 14, 40] and the convergence rate in Frobenius norm was given by [34] . In [39] , the authors established the convergence rate for sub-Gaussian distribution cases. For more restrictive conditions, such as mutual incoherence or irrepresentable conditions, [33] showed the convergence rates in elementwise l ∞ norm and spectral norm. To overcome the drawbacks that l 1 penalty inevitably leads to biased estimation, nonconvex penalty such as SCAD penalty [24, 17] was proposed [18, 43] , although it often requires high computational cost.
Recently, [11] proposed a new constrained l 1 minimization approach called CLIME for sparse precision estimation. Convergence rates in spectral norm, elementwise l ∞ norm and Frobenius norm were established under weaker assumptions and shown to be faster than those l 1 -MLE estimators when the population distributions have polynomial-type tails. In addition, CLIME provides an effective computational performance as the columns of precision matrix estimation can be independently obtained and accelerated by parallelized computing. However, in [11] , each column is obtained by a solving a linear programming, which could be still time-consuming for high dimension. More efficient approach are still needed to be developed for practical high dimensional applications.
In compressive sensing and sparse optimization community, many algorithms and related theoretical results are developed for l 1 minimization optimization problems [1, 6, 7, 23, 30, 38, 41] . Greedy inverse scale space flows (GISS) [27] , originally stems from the adaptive inverse scale (aISS) method [5] , is a new sparse recovery approach combining the idea of greedy approach and ℓ 1 minimization. The advantage of GISS method was efficiency compared to the aISS method. GISS ρ with ρ being an acceleration factor, as a variant of GISS, can further accelerate sparse solution recovery by increasing the support of the current iterate by many indices at once.
In this article, we take the advantages of CLIME estimator framework and GISS ρ algorithm and propose a new efficient approach for sparse precision matrix estimation. More specifically, we transfer the the constraint bound in CLIME estimator to a turning parameter in the stop criteria in GISS ρ method. Convergence result in elementwise l ∞ norm is established under weaker assumptions same as [11] . Moreover, under the Gaussian noise setting, the stopping time based on the data term is also obtained. The numerical experiments shows the competitive advantage of computation time, on obtaining the same level of sparsity and accuracy compared to other existing methods.
The rest of the paper is organized as follows. In Section 2, we firstly introduce basic notations and simply revisit the CLIME estimator. In Section 3, we present the basic idea of our new method derived from CLIME estimator and GISS ρ algorithm. In Section 4, we establish the theoretical analysis with assumptions. Section 5 presents the numerical results including simulated experiments and application on real data. We provide the discussion and conclusion in Section 6 and the proof of the main results can be found in Appendix.
Preliminary

Notations and definitions
Before presenting our proposed precision matrix estimator, we first introduce some essential notations and definitions.
For a vector a = (a 1 , a 2 , . . . , a n )
T ∈ R n , we define |a| 1 = n j=1 |a j |, |a| 2 = n j=1 a 2 j and |a| ∞ = max 1≤ j≤n |a j | to denote the vector norms. Define the two types of inner products between two vectors by a, b = a T b and a, b n = 1 n a T b, and denote a n = 1 √ n |a| 2 .
For a matrix A = (a i j ) ∈ R p×p , we define the elementwise l ∞ norm | A| ∞ = max 1≤i≤p,1≤ j≤p |a i j |, the spectral norm For two real sequences {ǫ n } and {η n }, we write ǫ n = O(η n ) if there exists a constant C such that |ǫ n | ≤ C|η n | for large n,
CLIME estimator
The CLIME estimator in [11] proposed to obtain a precision matrix estimation via solving the following l 1 minimization:
min
where Σ n ∈ R p×p is the sample covariance matrix generated by n data samples, Ω is the precision matrix to be estimated and the turning parameter λ n is set for controlling the approximation error under the elementwise l ∞ norm.
In general, the solutionΩ 1 = (ω i j ) of (1) is asymmetric, hence a symmetry strategy as followed was adopted in [11] ,
The above definedΩ is the final estimated precision matrix through CLIME estimator.
It is easy to see that the convex program (1) can be decomposed into the following p vector convex minimization problems:
for all 1 ≤ i ≤ p, where e i is a standard unit vector in R p . Denoteβ i as the solution of (3), then the assembling of the p vectors in the form of [β 1 ,β 2 , · · · ,β p ] is a solution of (1), and vice visa.
For the case that the covariance matrix Σ n is not invertible, we can also consider a regularized
for γ > 0. Our GISS ρ estimator can be obtained via solving the following minimization problem:
for all 1 ≤ i ≤ p with the l ∞ norm stopping criterion i.e. |Σ n,γ β i − e i | ∞ ≤ λ n .
3 Sparse precision matrix estimation by GISS ρ Before presenting the GISS ρ estimator for sparse precision matrix, we first introduce the basic ideas of GISS and GISS ρ . It stems from the adaptive inverse scale (aISS) method [5] , which was firstly proposed for solving compressive sensing problem. In the following, we present the algorithms in the context of precision matrix estimation for the consistency of notations.
Inverse scale space (ISS) based algorithms
The aISS algorithm was proposed to solve the equality constrained l 1 minimization (basic pursuit) problem. In the context of precision matrix estimation, we consider
where Σ ∈ R p×p denotes the covariance matrix, β ∈ R p represents one column of the sparse precision matrix to be reconstructed and e ∈ R p denotes one column of identity matrix I.
For the l 1 minimization optimization problem for a general matrix Σ and vector e, Bregman iteration (BI) and augmented Lagrangian (AL) method are two efficient equivalent iterative methods [29, 16, 38] . By applying BI to solve (6), we obtain the following iterative sequence:
where k is the iteration step, p is the dual variable introduced in the optimization problem and λ > 0 is step size for dual variable update.
In the above iterative scheme, the optimal condition of (7a) yields p k+1 ∈ ∂|β k+1 | 1 on combining with Equation (7b). Equation (7b) can be reformulated as
If we consider both primal variable β and dual variable p as functions of time t and interpret λ as the time step, BI can be transformed into a dynamic equation:
The above differential inclusion is called inverse scale space flow (ISS) [4] .
The main idea of aISS [5] is that the support of the solution β(t k ) can be determined by the subgradient p(t k ) at some time t k based on the following relation
Furthermore, the step size t k can be determined as the change of the signal is piecewise linear, and the signal was obtained via solving a low dimensional optimization problem under the constraint of the sign consistence between p i (t k ) and β i (t k ).
GISS ρ estimator
Motivated by the similarities between greedy algorithms (e.g. OMP [32, 26, 36] , WOMP [35, 20] , CoSaMP [28] and HTP [19] ) and l 1 minimization algorithms (e.g. aISS), the authors in [27] proposed GISS method which approximates aISS flow closely. By removing the sign consistence constraint in aISS, GISS method achieves a more efficient scheme and provide a posterior method to estimate the distance to the l 1 minimizer. GISS method not only inherits remarkable properties from aISS, such as finite steps convergence but also shows much faster computation speed [27] . The modified version, namely GISS ρ , can further accelerate the computation speed by including larger set of index with a factor ρ ≥ 1.
Because of the efficiency of GISS ρ algorithm for sparse recovery, we propose to apply it to estimate the columns of precision matrix, based on the formulation (1). More specifically, we propose GISS ρ estimator by applying GISS ρ algorithm via solving the following minimization problem:
for all 1 ≤ i ≤ p with the l ∞ norm stopping criterion i.e. |Σ n β i − e i | ∞ ≤ λ n . The detail for solving each subproblem is shown in Algorithm 1.
We note that as CLIME estimator, the estimation of each column can be performed in parallel. Also the difference between GISS ρ estimator and CLIME estimator is the role of λ n . More precisely, λ n in CLIME estimator is used as the model tolerance. By controlling the tuning parameter, CLIME estimator can explore broader region of the solution space and the optimization problem is solved by a primal dual interior point algorithm applied on the equivalent linear programming problem. For GISS ρ estimator, λ n plays the role of the stopping criterion and the algorithm produces a sequence of estimators. As expected, from our observation, both in the theoretical analysis and simulation experiments, λ n shows similar results in GISS ρ estimator comparing to CLIME estimator, while GISS ρ estimator is more efficient, especially for large scale problem. The detailed numerical performance will be shown in Section 5.
Theoretical Analysis 4.1 Asymptotic analysis
In this section, we will present the asymptotic results of GISS ρ estimator under standard moments conditions of the random variables. We denote the sample covariance matrix as T . The following two cases are usually considered according to the moment conditions on X.
(C1) Exponential-type tails: Suppose that there exist some 0 < η < 1/4 such that logp/n ≤ η and
where K is a upper bounded constant.
(C2) Polynomial-type tails: Suppose that for someγ, c 1 > 0, p ≤ c 1 nγ, and for some δ > 0,
The following quantity is to measure the relation with the varianceσ i j which is useful in the theoretical property analysis,
The maximum value κ captures the overall variability of Σ n . With the condition (C1) and (C2), κ is a bounded constant depending onγ, δ, K [11] .
Through the following convergence analysis, we consider the uniformity class of matrices to estimate the precision matrix Ω 0 ,
Theorem 4.1. Suppose that Ω 0 ∈ U(q, s 0 (p)) andΩ is the solution solved through GISS ρ process with ρ ≥ 1.
• Assume that (C1) holds. Let
and τ > 0. Then
with probability at least 1 − 4p −τ .
• Assume that (C2) holds. Let
with probability at least 1
From the Theorem 4.1, we find that the convergence rate of our estimator is same to the one of CLIME estimator [11] in the sense of elementwise l ∞ norm under two types of moment conditions, which consequently outperform l 1 -MLE type estimators in the case of polynomial-type tails [33] .
Similarly, we can obtain the following convergence results: 
Sparsity recovery properties
In this subsection, we provide some analysis from the point of view of sparsity recovery in compressive sensing [35, 42, 15] as the original idea of GISS ρ algorithm from the signal processing for the noisy free case. Since our method can be computed in the parallelism form, we consider only one column recovery of the precision for simplicity. Denote r =Σβ * −e where e ∈ R p stands for one column of the identity matrix I p ,Σ is the p×p sample or true covariance matrix and β * is the related column of the precision matrix to be recovered. In the algorithm, the algorithm is stopped with the criteria |r| ∞ ≤ λ n . In the above section, we have analyzed the convergence of the approximation in terms of λ n . In this section, we will show two theoretical results on the sparsity recovery guarantee with the assumption that the residual is a gaussian random variable. More precisely, we analyze the setting that the linear operator as the covariance matrix or the approximation of covariance matrix as a linear operator, the columns of the precision matrix is the sparse vector to be recovered. The problem is reformulated as a sparse recovery problem as followed,
The assumption of the residual or observation error is to be Gaussian with standard variation ǫ. We assume that each β * has less than s ≤ p nonzero components. For convenience, let S = supp(β * ) be the support of the nonzero index set of β * and T be its complement set.Σ S denotes the submatrix ofΣ formed by the columns ofΣ in S , which are assumed to be linearly independent. One can similarity defineΣ T .
Before providing the sparsity recovery guarantee, we present necessary assumptions on the design matrix i.e. covariance matrixΣ. (A1) Mutual Incoherence Condition:
It can be shown [35, 5 ] that once A1 holds, then θ = 1 − µ(s − 1) and
where θ and ϑ satisfiesΣ *
SΣ S ≥ θI and Σ
Restricted Strong Convexity and Irrepresentable Conditions respectively. Moreover, the above two popular conditions can be verified with condition A1, while they are more difficult to be checked in practice [35, 5] .
In the following, we will show that with large probability, the solution with the stopping rule |r| ∞ ≤ λ n recovers the true subset of the support index, under the assumption of Gaussian residual.
We further define the residual of the iterate r(t) = e −Σβ(t) and then define the largest and the smallest nonzero magnitudes of β * by β * max := max(|β * i | : i ∈ S ) and β * min := min(|β * i | : i ∈ S ) respectively. The following Lemma show that the Gaussian noise is essentially bounded [10, 9] .
where B 2 = r : |r| 2 ≤ ǫ p + 2 plogp and B ∞ (ς) = r : |Σ T r| ∞ ≤ ǫ 2(1 + ς)logp with ς > 0. 
The GISS ρ algorithm with the stopping rule r(t) ∞ ≤ ǫ 1 + 2 logp p selects the true subset of S with
• For l ∞ bounded Gaussian noise case (refer to (17b)),
The GISS ρ with the stopping rule r(t) ∞ ≤ 2ǫ Σ −1 5 Numerical Experiments
Experiments Setup
In the data simulation, we consider the following three cases.
• Case 1: Solve the sparse matrix with a designed covariance matrix: Σ i j = 0.5 |i− j| . The exact precision matrix Ω = Σ −1 is given as
• Case 2: The second simulation refers to [34] . Assume that the true precision matrix Ω = B + δI, where each off-diagonal entry in B is generated independently and equals 0.5 with probability 0.1 or 0 with probability 0.9. δ is chosen such that conditional number of Ω is equal to p and the matrix is normalized to have the unit diagonals. Then we sample a set of data from the p−dimensional normal distribution N(0, Σ) where Σ = Ω −1 . The estimated covariance matrix from this set of generated data is used as Σ n for the recovery.
• Case 3: Application to the fMRI data for ADHD. Attention Deficit Hyperactivity Disorder (ADHD) is a mental disorder causing 5%-10% of school-age children in behavior controlling through the United States. The ADHD-200 project released a resting-state fMRI dataset of healthy controls and ADHD children for scientific research.
The data we processed is from Kennedy Krieger Institute (KKI), one of participating centers. The preprocessing pipeline can be found in https://www.nitrc.org/plugins/mwiki/ index.php/neurobureau:AthenaPipeline. After preprocessing, we get 148 time points from each of 116 brain regions for each subject. We use the data of each subject to generate the sample covariance matrix for estimating the precision matrix which is similar to the methodology of numerical examples in [25] .
The above three simulation setting are tested with different algorithms for a comparison to ours. The first one is Hard Thresholding Pursuit (HTP) proposed in [19] for solving the basis pursuit problem similar to (11) . The algorithm is a combination of the Iterative Hard Thresholding algorithm and the Compressive Sampling Matching Pursuit algorithm (Cosamp). The other algorithms that we draw into comparisons are based on l 1 regularizer, such as L1-magic [12] and Alternating direction method of multipliers (ADMM) [3, 22, 13] . We denote ADMM λ n for solving inequality constrained model (3) and ADMM for the equality constrained model (11) for comparison.
The computation time will be reported with a computation environment : MATLAB R2016b, Intel(R) Xeon(R) CPU E5-2689 v4 @3.10GHz.
Results
The result for Case 1 with different dimension p is shown in the Table 1 . The third column of the table shows the non-zero entries number of the different methods with the thresholding value 10 −8 applied on the recovered precision matrix for those l 1 based methods. The third column shows the result with the thresholding value 10 −4 , as we find all the methods successfully recover the true support. The last two columns show the computation time and the relative error to the true solution in terms of Frobenius norm. We find that both our method GISS ρ (here ρ = 1) have good computation time performance, especially in the high dimensional settings. For Case 2, we vary the dimension p from 200 to 600 and replicate 20 times for each algorithms. We adopt 20 cores for a parallelization implementation for this case. In this numerical setting, we take ρ = 1.2, 1.5, 2.0 > 1 in GISS ρ for different p and set 0.05 for the thresholding value. Table 2 Table 6 and 7 for In Theorem 4.1, we showed the convergence rate of the estimator with respect to the elementwise l ∞ norm. From Figure 1 , we can also numerically observe the linear convergence rate of L 2 norm and Frobenius norm, although this can not be shown theoretically in the current framework.
For Case 3 where the real fMRI dataset for ADHD is used, we compare the performance of support recovery using the data from all subjects, and the results suggest that GISS ρ has competitive performance with CLIME. Figure 2 compares the running time of GISS ρ with different ρ, HTP algorithm, and ADMM λ n algorithm. Similar to the procedure described before, for each subject, we use the each algorithm to recover a designated edge percentages: 10%, 20%, 30%, 40%, 50%. This plot shows that the running time of GISS ρ grows quickly for ρ = 1 when we need to recover more connections. However, when we change the value by taking ρ=2, we find both HTP and GISS ρ (ρ = 2) shows the similar performance. ADMM λ n algorithm is the slowest among above three methods. We note that we omit the application of ADMM method to this dataset as the computation time performance is much worse than any other algorithms in Figure 2 .
Discussion and Conclusion
This paper proposed a fast sparse algorithm GISS ρ for estimating precision matrix, especially for the high dimensional problem setting. The GISS ρ is a algorithm based on the l 1 minimization. However, it combines the advantage of the greedy algorithms. The asymptotic convergence and the sparse reovery properties of this algorithm are analyzed. Numerical simulations show that the proposed GISS ρ estimator shows a good performance compared to HTP, ADMM and other l 1 based estimators, especially for high dimensional problems. 
Appendix
Lemma 6.1. Suppose that Ω 0 ∈ U(q, s 0 (p)) andΩ n,γ is the solution solved by GISS ρ for ρ ≥ 1 andΣ n,γ defined as (4) and symmetry operation defined in (2) .
where
Proof. According to the proof of Theorem 6 in [11] , we denoteΩ n,γ :=Ω γ . Letβ be the one column of Ω 0 and the β be the final result of GISS ρ estimator satisfying |Σ n,γ β − e| ∞ ≤ λ n , then we have ≤ 2λ n + |Σ n,γ − Σ 0 | ∞ (|β| 1 + |β| 1 ) (22g)
Transform the result (22h) into matrix form and letΩ 1 γ be the matrix form of β, it follows that
since
when A is symmetric matrix. Letp be the subgradient of · 1 at β, then | p,β − β | ≤ |p| 1 |β − β| ∞ (25a)
and since
we have
In the matrix form, we have
Combining (29) and (23), we have
Following the symmetric operation of Ω γ L 1 introduced in (2), we have 
so it suffices to have
The second statement of Theorem 4.4 can be similarly proved.
