Abstract. We consider the Steiner tree problem under a 2-stage stochastic model with recourse and finitely many scenarios (SSTP). Thereby, edges are purchased in the first stage when only probabilistic information on the set of terminals and the future edge costs is known. In the second stage, one of the given scenarios is realized and additional edges are purchased to interconnect the set of (now known) terminals. The goal is to choose an edge set to be purchased in the first stage while minimizing the overall expected cost of the solution. We provide a new semi-directed cut-set based integer programming formulation that is stronger than the previously known undirected model. To solve the formulation to provable optimality, we suggest a two-stage branch-and-cut framework, facilitating (integer) L-shaped cuts. The framework itself is also applicable to a range of other stochastic problems. As SSTP has yet been investigated only from the theoretical point of view, we also present the first computational study for SSTP, showcasing the applicability of our approach and its benefits over solving the extensive form of the deterministic equivalent directly.
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and a subset of required vertices (terminals) R ⊆ V , the problem consists of finding a subset of edges that interconnects all the terminals at minimum (edge installation) cost.
In practice, however, network planners are often faced with uncertainty with respect to the input data. The actual demand patterns become known only after the network has been built. In that case, networks found by solving an instance in which it is assumed that the complete knowledge of the input is known upfront, might not provide appropriate solutions if deviations from the assumed scenario are encountered. Stochastic optimization is a promising way to take uncertainties into account.
Our problem. We consider the two-stage stochastic Steiner tree problem (SSTP) with fixed recourse and finitely many scenarios in which the terminal set and the edge installation costs are subject to uncertainty. This means: We consider two points in times (stages): In the first stage, we only have probabilistic information in terms of possible scenarios; a scenario thereby specifies a terminal set, edge costs for the second stage, and a probablity for it to be realized. Based on this information, we may buy some edges at a price lower than their expected second stage costs. Then, in the second stage, one of the given scenarios is realized and we have to purchase additional edges in order to interconnect the (now known) terminal nodes. Our goal is to make a decision about edges to be purchased in the first stage, while minimizing the expected cost of the full solution (i.e., after the second stage).
The SSTP has obvious applications in the design of various communication, distribution or transportation networks. For example, a telecommunication company wants to expand its broadband infrastructure without a precise knowledge about the demand patterns and link costs. These values are therefore estimated using collected statistical data and realistic forecast models to generate various scenarios to model possible outcomes (probably using sampling methods [15, 16] ). Due to economic and/or geographical factors, the future link costs may vary between different scenarios and they are usually more expensive than the current costs. Hence, a company is interested in building a cost minimal subnetwork today that takes all possible future outcomes into account.
Previous work. SSTP is one of the fundamental network design problems under uncertainty. Gupta et al. started a series of papers on approximation algorithms for the SSTP. E.g., they provided a constant factor approximation for the SSTP when the second stage costs are determined from the first stage costs by multiplication with a fixed inflation factor [7] . The algorithm is based on a primal-dual scheme, guided by a relaxed integer linear programming (ILP) solution. For the general case that we consider, Gupta et al. [6] have shown that the problem becomes as hard as Label Cover (which is Ω(2 log 1− n )-hard). Shmoys and Swamy [15] presented a 4-approximation for the SSTP with cost-sharing properties. We are not aware of any computational study concerning the SSTP.
Our Contribution consists of three parts:
1) The ILP model used in [7] is based on an undirected cut-set formulation for Steiner trees. We propose a new semi-directed ILP model and show that it is provably stronger than the undirected one. This may in turn lead to stronger approximation algorithms, as this has been recently achieved in the context of traditional Steiner trees [3] . Furthermore, we show that the recourse function decomposes into a set of independent restricted Steiner arborescence problems.
2) To solve the problem, we present a Benders-like decomposition. In our case, the subproblems are themselves again NP-hard and we propose the concept of 2-stage branch-and-cut (2-B&C), which may be of further interest beyond the SSTP (cf. Sect. 5). Thereby we nest a branch-and-cut framework for solving the subproblems into a branch-and-cut master approach in which (integer) L-shaped cuts are generated, while guaranteeing overall convergence of the process. We know from the traditional STP that cut-based formulations outperform compact formulations (based on multicommodity flow) by orders of magnitudes. To our knowledge, this is the first time that a non-compact formulation is considered as a second stage subproblem.
3) While there is a series of approximation results for the SSTP (e.g., [15, 7, 6] ), this is the first time that it is studied computationally. In our experiments, we investigate the behaviour of our 2-B&C algorithm for two different decompositions of the new semi-directed ILP model and compare it to solving the deterministic equivalent directly. We report optimal results for SSTP instances with up to 165 vertices, 274 edges, and 5-200 scenarios.
ILP models

Problem definition
We consider the following two-stage stochastic Steiner tree problem. Let G = (V, E) be an undirected network with a selected root r and with known firststage edge costs c e ≥ 0, for all e ∈ E; let V r := V \ {r}. The set of terminals, as well as the costs of edges to be purchased in the second stage, is known only in the second stage. These values together form a random variable ξ, for which we assume that it has a finite support. It can therefore be modeled using a finite set of scenarios K = {1, . . . , K}, K ≥ 1. The realization probability of each scenario is given by p k > 0, k ∈ K; we have k∈K p k = 1. Denote by q k e ≥ 0 the cost of an edge e ∈ E if it is bought in the second stage, under scenario k ∈ K. Denote the expected second stage cost of an edge e ∈ E by q * e := k∈K p k q k e . We assume that q * e > c e , for all e ∈ E. Furthermore, let R k ⊆ V r be the set of terminals under the k-th scenario. We denote by E 0 the set of edges purchased in the first-stage, and by E k the set of additional edges purchased under scenario k, k ∈ K.
The Stochastic Steiner Tree problem (SSTP) can then be formulated as follows: Determine the subset of edges E 0 ⊆ E to be purchased in the first stage, so that the overall cost defined as e∈E0 c e + k∈K p k e∈E k q k e is minimized,
Obviously, the optimal first-stage solution of the SSTP is not necessarily a tree [7] . In fact, the optimal solution might contain several disjoint fragments, de-pending on the subsets of terminals throughout different scenarios, or depending on the second-stage cost structure.
Undirected model, deterministic equivalent
A deterministic equivalent (in extensive form) of the stochastic Steiner tree problem has been originally proposed in [7] . The authors developed an undirected ILP formulation as a natural extension of the undirected cut-set model for Steiner trees. We briefly recall this model here. Binary variables x e indicate whether an edge e ∈ E belongs to E 0 , and binary second-stage variables y k e indicate whether e belongs to
∈ S}. A deterministic equivalent of the SSTP can then be written using undirected cuts:
Gupta et al. [7] have shown that the solution of the canonical LP-relaxation of the above model can be rounded to a feasible solution with value of at most 40 times that of the optimal solution, if the edge costs in the second stage are given by q k e = σ k c e , for all e ∈ E, k ∈ K, for some fixed scalar σ k .
Semi-directed model, deterministic equivalent
It is well known that directed models for Steiner trees provide better lower LP-bounds, and therefore the natural question arises whether we can extend the model (UD) by bi-directing the given graph G and replacing edge-by arcvariables in the same model. The main difficulty with the stochastic Steiner tree problem is that the arcs of the first-stage solution cannot be derived using this technique. It is not difficult to imagine an instance in which an edge {i, j} ∈ E is used in direction (i, j) for one scenario, and in the opposite direction (j, i) for another scenario.
Cut-set formulation. Despite the difficulty mentioned above, we can model SSTP using oriented edges to describe the second stage solutions. In other words, we are looking for the optimal first-stage solution (an undirected subgraph of G) such that each solution of scenario k represents a Steiner arborescence rooted at r, whose arcs are built upon all the (already installed) first stage edges and additional second-stage arcs. In order to derive the new model, we first bi-direct graph G by defining the set of arcs A = {(i, j) ∪ (j, i) | {i, j} ∈ E, i, j = r} ∪ {(r, i) | {r, i} ∈ E}. Denote by A k the arcs of the optimal solution of scenario k, k ∈ K. For each scenario k ∈ K, we now introduce binary arc-variables z k ij , for all (i, j) ∈ A. A variable z k ij is set to 1 iff the final solution after the second stage in scenario k uses the arc (i, j). Note that for edges bought in the first stage, each scenario solution has to select one of its corresponding arcs.
We can then write a new semi-directed deterministic equivalent of the SSTP as follows; we denote the formulation by (EF ) for extensive form, to distinguish it from its decomposed variants (Sect. 3):
Constraints (1) ensure that for each terminal v ∈ R k , there is a directed path (using the second stage arcs) from r to v. Inequalities (2) are capacity constraints ensuring that at least one second stage arc is installed for every edge purchased in the first stage. Lemma 1. Formulation (EF ) models the deterministic equivalent of the stochastic Steiner tree problem correctly. In particular, in every optimal solution of the model, variables x e take value 0 or 1.
Proof. It should be clear from the above description that the formulation is correct when restricting x ∈ {0, 1} |E| . Assume there exists an optimal solution (x,z) with 0 <x e < 1, for some e = {i, j} ∈ E. Inequalities (2), together with (3) and the fact that q k e > 0, imply that for all scenarios k ∈ K we havē z Since c e − q * e < 0, we could reduce the value of the objective function by settinḡ x e := 1, which is a contradiction tox being an optimal solution.
Clearly, the semi-directed formulation (EF ) for the stochastic Steiner tree problem is at least as strong as the undirected formulation. We can show that the new formulation is even strictly stronger. Lemma 2. Denote by Proj x,y (EF ) the projection of the polytope defined by the LP-relaxation of (EF ) onto the space of x and y variables in which y k e = z k ij +z k ji − x e , for all e = {i, j} ∈ E, for all k ∈ K. Let P u be the polytope defined by the LPrelaxation of (UD). Then for any instance of SSTP we have Proj x,y (EF ) ⊆ P u and there are instances for which strict inequality holds and the optimal LPrelaxation value of (EF ) is strictly larger than the corresponding LP-relaxation value of (UD).
Proof. It is not difficult to see that the ⊆-relationship holds. To show the strict inequality, consider the following example.
For the network given in Figure 1 , we assume that scenarios are assigned a constant inflation factor, σ k , for all k ∈ K, so that q k e = σ k c e , for all e ∈ E. The following scenario values are given: 
The optimal LP-solution of (UD) sets x r5 = y 1 23 = y 2 14 = 1 and y r2 = y r1 = y 12 = 1/2, for = 1, 2. The other variables are set to zero. Therefore, the solution value of (UD) is 2.875. On the other hand, there exists no feasible solution in (EF ) with the same objective value, which proves the strict inequality.
Algorithmic Framework
Decomposition of the (EF ) model
The large number of decision variables makes the extensive form (EF ) very difficult to solve when considering many scenarios. However, we can rewrite the (EF ) formulation as min
in which the so-called recourse function Q(x) decomposes into K independent problems, i.e., Q(x) = EQ(x, ξ) = k∈K p k Q(x, k). For a fixed vectorx, the k-th subproblem related to Q(x, k) is the following NP-hard restricted Steiner arborescence problem:
Due to the integrality restrictions on the second stage variables, the recourse function Q(x) is non-convex and discontinuous. Let R(x) and R(x, k) denote the relaxation of the function Q(x) and Q(x, k), in which the second stage variables z k are continuous, respectively.
Two-stage Branch-and-Cut
The key idea is to apply a nested Branch-and-Cut approach: a Benders-like decomposition method determines the Master Branch-and-Cut Framework. Let the following problem be the relaxed master problem (RMP ):
(RMP ) min
a set of L-shaped cuts and integer L-shaped cuts}.
For a given first stage solution in x, the variables Θ k are estimated second stage costs of scenario k needed for purchasing additional arcs in the second stage in order to interconnect the terminals from R k . As optimality cuts we use L-shaped and integer L-shaped cuts [2, 9] to guarantee the convergence of the algorithm as described below. Observe that no feasibility cuts are needed, since we are dealing with the problem with complete recourse, i.e., every first-stage solution is feasible.
Step 0: Initialization. UB = +∞ (global upper bound, corresponding to a feasible solution), ν = 0. Create the first pendant node. In the initial (RMP ), the set of (integer) L-shaped cuts is empty.
Step 1: Selection. Select a pendant node from the B&C tree, if such a node exists, otherwise STOP.
Step 2: Separation. Solve (RMP ) at the current node.
> UB fathom the current node and goto Step 1. (10) 
(2.3.2) UB = min(UB , c t x ν + Θ ν ). Fathom the current node and goto Step 1.
Step 3: Branching. Using a branching criterion, create two nodes, append them to the list of pendant nodes, goto Step 1.
The algorithm described above is a B&C approach in which each of the subproblems (RSAP k ) is solved to optimality using another B&C. This explains the name two-stage branch-and-cut.
L-shaped cuts. To solve the LP-relaxation of the (EF ) formulation via the models (RSAP k ) given above, we will relax the integrality constraints (7) to 0 ≤ z k ij , for all (i, j) ∈ A, for all k ∈ K. Only a small number among the exponential number of cuts will be needed to solve the LP-relaxations (cf. cutting plane method). Therefore, in the corresponding dual problems only those dual variables associated to cuts found in the cutting plane phase will be of interest. We associate dual variables α k S to constraints (5) and β k e to (6) . The dual of the LP-relaxation of (RSAP k ) then reads:
Denote by (α k ,β k ) the optimal solutions of the dual of the k-th subproblem. Since our relaxed recourse function is convex, continuous and bounded, we know: Lemma 3. Let ∂f (x) denote the subdifferential of a function f at the point x. We haveβ k − q k ∈ ∂R(x, k) and hence (see [12] 
Instead of inserting one optimality cut per iteration, we can consider a multicut version [1] of the L-shaped-type cuts for this problem: We can apply a disaggregation of optimality cuts per each single scenario. Thereby, the number of master iterations may be significantly reduced, which is of great importance if the number of scenarios is large and/or the recourse function Q(x, k) is difficult to solve. For a fixed first-stage solution (x,Θ 1 , . . . ,Θ K ), we will solve LP-relaxations of all K scenarios, and can insert L-shaped-type cuts
for all k ∈ K whereΘ k < R(x, k). Observe that due to the cutting plane method, L-shaped cuts can be found in polynomial time.
Integer L-shaped cuts. Let x ν be a binary first stage solution with its corresponding optimal second stage value Q(x ν ) = k∈K p k Q(x ν , k). Let I ν := {e ∈ E : x ν e = 1} be the index set of the edge variables chosen in the first stage, and the constant L be a known lower bound of the recourse function (before branching: L = 0). We want to explicitly cut off the solution (x ν , Θ ν ). In our case, the general integer optimality cuts of the L-shaped scheme [9] already suffice, as we never need to generate them in our experiments (see below):
Solving the subproblems. Each of the K subproblems is solved using a Subproblem Branch-and-Cut Framework for the restricted Steiner arborescence problem. The subproblems are solved using the algorithm given in [10] , augmented with (6) . Cuts found during the separation of one subproblem are then stored in a pool where they can be reused by other subproblems (if applicable).
Reformulation with negative edge costs in the first stage
Alternatively to above, we can consider the following two objective functions when decomposing the problem: min e∈E (c e − q * e )x e + k∈K p k Θ k for the (RMP ) formulation. The second stage subproblem is then decomposable into the following subproblems:
In this formulation, variables Θ k denote the expected costs for interconnecting terminals from R k plus purchasing all edges fromx in the second stage. The difference in using this decomposition, rather than the one described before, is that the edge costs in the first stage become negative and the initial iterations of the master B&C will therefore select many instead of few edges. Moreover, the dual of (RSAP k * ) then reads as follows
} and, sinceβ k ∈ ∂R * (x, k) where R * (x, k) is the relaxation of Q * (x, k), the generated L-shaped cuts are written as
We will see that, from the computational point of view, this second approach significantly outperforms the previous one, presumably for sparsity reasons.
Computational Results
All experiments were performed on an Intel Core-i7 2.67GHz Quad Core machine with 12 GB RAM, under Ubuntu 9.04. Each run was performed on a single core. We used ABACUS 3.0 as a generic B&C framework; for solving the LP relaxations we used the commercial package IBM CPLEX (version 10.1) via COIN-Osi 0.102.
Depending on the used decompositions (RSAP k ) and (RSAP k * ), we denote the implementations of the two-stage B&C algorithms by 2BC and 2BC * , respectively. Thereby, we use the following primal heuristic at the root node of the B&C tree (after each iteration, until we obtain the first upper bound): Round the fractional solution x to a binary solution x . If x is cycle free, solve all K subproblems to optimality and obtain a valid upper bound UB = c t x + k∈K p k Q(x , k). For solving (EF ) directly, we implemented a branchand-cut approach analogous to [10] ; we denote the algorithm by EF.
Benchmark Instances: SSTPLib
As of now, there seems to be no established benchmark set for SSTP. Herein we propose the SSTPLib [13] (available online), which is derived from well-known benchmark sets for the deterministic (prize-collecting) Steiner tree problem. We use the underlying graph and cost structures, and generate multiple SSTP instances with varying parameterizations for the stochastic properties. This allows us to experimental deduce dependencies on these.
-Instance groups K and P. These prize-collecting Steiner tree instances were originally proposed in [8] . Our inputs are graphs obtained by applying several valid reduction procedures as described in [10] and contain up to 91 nodes and 237 edges (available online [11] ).
-Instance group lin. These instances are borrowed from the well-known SteinLib [14] . The graphs contain up to 165 nodes and 274 edges with up to 14 terminals. Although these instances appear to be solvable by preprocessing or by dual ascent heuristics for the deterministic Steiner tree problem, the same techniques cannot be applied straight-forwardly to the corresponding SSTPs.
Converting Deterministic into Stochastic Inputs. Deterministic Steiner tree input graphs G = (V, E) with edge costs c e , e ∈ E are transformed into the SSTP instances as follows:
1. We generate K scenarios. To obtain scenario probabilities p k , we distribute 1000 points (corresponding to the probability of 1 , each) among these scenarios randomly (ensuring that each scenario has at least probability 1 
Comparing the Deterministic Equivalent vs. Two-Stage
Branch-and-Cut Approaches
For the K and P instance groups, we focus on comparing the time to obtain provably optimal solutions, required by our two decomposition-based algorithms 2BC, 2BC * and the standard approach EF. Figure 2 shows the running times in seconds, averaged over all instances of the corresponding group. We observe that decomposing the problem is not worthwhile for instances with less than 20 scenarios. However, as the number of scenarios increases, the benefit of decomposing is obvious: already with 100 scenarios, EF needs 10 times the running time of the two-stage B&C approaches. In additional experiments with 500 scenarios, EF is not able to solve 6 out of 11 instances within two hours, whereas the two-stage approach 2BC * needs only 510 seconds on average. We also observe that 2BC * always outperforms 2BC. In particular for the group K instances with 100-500 scenarios, it is 1.8 times faster. This is because the L-shaped cuts generated by 2BC * are sparser (β k e are often 0) and numerically more stable than the corresponding cuts generated by 2BC (cf. Section 3.1). Table 1 shows the comparison between EF and the two-stage approach 2BC * . Instances lin01-lin06 were used to generate inputs with K ∈ {5, 10, 20, 50} scenarios. Column |R avg | gives the average number of terminals in each scenario; OPT* gives the optimal values (or the best upper bound, if the time limit of 2 hours is reached). We compare the running time in seconds (t[s]), the number of branch-and-bound nodes (b&b), the final gap obtained after the time limit of two hours, as well as the overall number of iterations in the B&C (#iter). We observe that, as the number of scenarios increases, the number of iterations decreases for 2BC
* . This is due to the larger number of multi-cuts inserted in each primal iteration. In contrast to this, the number of iterations for EF increases drastically with the number of scenarios, which explains why instances with more than 20 scenarios are not solvable within the time limit. Fig. 2 . Average running times in seconds for both two-stage branch-and-cut algorithms 2BC and 2BC * , and for the extensive formulation of the deterministic equivalent EF. Left: K group, 11 instances, right: P group, 5 instances.
Extensions and Future Work
Gupta et al. [7] also consider the SSTP in which the first stage solution is a tree. Using our above ideas and bi-directing G already for the first stage, we can deduce an even stronger fully directed model that ensures that the first-stage solution is a rooted Steiner arborescence as well. It will be interesting to evaluate the potentially arising benefits.
Along the lines of the algorithm engineering cycle, our above approach leaves multiple areas for further improvements: The integration of stronger primal heuristics may lead to further significant speed-ups. A broader set of specifically designed benchmark instances may allow a better insight in the dependencies between input properties and solvability; e.g., it seems to be hard to generate SSTP instances that require integer L-shaped cuts in practice. It is also an open question how to integrate further known strong arborescence constraint classes like flow-balance constraints, as they are not directly valid in our SSTP setting.
Our 2-B&C framework is extendable to theoretical concepts as, e.g., the ones of Carøe and Tind [4] where strengthening inequalities of an integer secondstage polytope are used to generate additional L-shaped cuts. Furthermore, our framework can be applied to other stochastic network design models whose deterministic counterpart is of Goemans-Williamson-type [5] (e.g., shortest path, MST, generalized STP, network survivability, etc.), in order to facilitate strong and efficient non-compact models.
