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Abstract
In this note we discuss interlacing inequalities relating the eigenvalues of a partitioned Hermitian
matrix and the eigenvalues of its blocks.
We apply such inequalities to estimate the eigenvalues of the adjacency matrix and the Laplacian
of a graph. In particular, we prove that for every r3, c > 0, there exists  = (c, r) such that for
every Kr -free graph G=G(n,m) with m>cn2, the smallest eigenvalue n of G satisﬁes
n − n.
Similarly, for every r3, c < 12 , there exists = (c, r) such that for every graphG=G(n,m) with
m<cn2 and independence number (G)< r , the second eigenvalue 2 of G satisﬁes
2> n
for sufﬁciently large n.
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1. Introduction
Given an m × n matrix A and nonempty sets I ⊂ [m], J ⊂ [n], we denote by A[I, J ]
the submatrix of the entries aij of A with i ∈ I and j ∈ J . For every n × n matrix A we
denote by 1(A), . . . ,n(A) its spectrum; if A has only real eigenvalues we index them in
decreasing order:
max(A)= 1(A) · · · n(A)= min(A).
LetA be an n×n,B anm×mmatrix, andA andB have only real eigenvalues.As usual we
say that the eigenvalues of A and B are interlaced if for every i= 1, . . . , m the inequalities
i (A)i (B)n−m+i (A)
hold. The interlacing is called tight if there exists an integer k (0km) such that
i (A)= i (B) for 0 ik and n−m+i (A)= i (B) for k + 1 im.
Our graph–theoretic notation is standard (see e.g. [3]). For simplicity, all graphs are
assumed to be deﬁned on the vertex set [n] = {1, . . . , n}. As usual (G) denotes the inde-
pendence number of a graph G. The eigenvalues of a graph G are the eigenvalues of its
adjacency matrix.
Haemers [8] started the systematic use of interlacing techniques to estimate eigenvalues of
graphs—see his survey paper [9] for more detailed exposition of the topic and [6] for further
development. In this note we use interlacing techniques to prove some new inequalities and
improve some others.
In [4] Chung, Graham andWilson in their study of quasi-random graph properties proved
a theorem implying that if 0<c< 12 and G =G(n, cn2) is a Kr -free graph, then either
n(G)<−c′n or 2(G)> c′n, where c′ =c′(r, c) is a positive constant and n is sufﬁciently
large. The methods in [4] however fail to indicate which of the two inequalities actually
holds. In this note we prove that for every r3, c > 0, there exists =(c, r)> 0 such that
for everyKr -free graphG=G(n,m)withm>cn2, the smallest eigenvalue n ofG satisﬁes
n−n. It turns out that a similar statement holds for graphs with bounded independence
number: for every r3, c < 12 , there exists =(c, r) such that for every graphG=G(n,m)
with m<cn2 and independence number (G)< r , the second eigenvalue 2 of G satisﬁes
2> n for sufﬁciently large n.
2. Eigenvalues of Hermitian matrices
As usual, we denote by A∗ the adjoint of a matrix A. Let In be the n× n identity matrix.
The result below, whose basic idea goes back to Courant and Hilbert [5], was proved by
Haemers [7,8].
Theorem 1. Let the matrix S of sizem×n be such that S∗S= Im and let A be a Hermitian
matrix of size n with eigenvalues 1 · · · n. Set B=S∗ AS and let 1 · · · m be the
eigenvalues of B and v1, . . . , vm the respective eigenvectors.
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(i) the eigenvalues of A and B are interlaced;
(ii) if i = i or i = n−m+i , then B has an eigenvector u corresponding to i such that
Su is an eigenvector of A;
(iii) if for some integer l, i = i for i = 1, . . . , l (or i = n−m+i for i = l, . . . , m) then
Svi is an eigenvector of A for i = 1, . . . , l (respectively for i = l, . . . , m);
(iv) if the interlacing is tight then SB =AS.
To illustrate the use of Theorem 1, we shall derive two simple inequalities for the eigen-
values of Hermitian matrices.
Theorem 2. Suppose 2kn and letA= (aij ) be a Hermitian matrix of size n. For every
partition [n] =N1 ∪ · · · ∪Nk we have
1(A)+ · · · + k(A)
k∑
r=1
1
|Nr |
∑
i,j∈Nr
aij (1)
and
k+1(A)+ · · · + n(A)
k∑
r=1
1
|Nr |
∑
i,j∈Nr
aij − 1
n
∑
i,j∈[n]
aij . (2)
Proof. Suppose A= (aij ); set
ers =
∑
i∈Nr,j∈Ns
aij , and e =
n∑
i,j∈[n]
aij .
Note that e11, . . . , ekk and e are real numbers.
For every i ∈ [k], set ni=|Ni |; following Haemers [7,8], deﬁne the k×nmatrix S=(sij )
by
sij =
{
1/√ni, j ∈ Ni,
0, j /∈Ni, (3)
It is easy to check that S∗S = Ik , the identity matrix of size k; thus, by Theorem 1, the
eigenvalues of the matrix B = S∗AS and A are interlaced, i.e., for every i ∈ [k], we have
i (A)i (B)n−k+i (A). (4)
An easy computation yields bij = eij /√ninj for every i, j ∈ [k]. Hence, from
1(A)+ · · · + k(A)1(B)+ · · · + k(B)= tr(B),
inequality (1) follows.
Furthermore, for every i ∈ [k] set xi =√ni and let x= (x1, . . . , xk). Then ||x||2 = n1 +
· · · + nk = n, and
〈Bx, x〉 =
k∑
i=1
k∑
j=1
eij√
ninj
√
ni
√
nj = e,
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thus, 1(B)e/||x||2 = e/n. Hence, from (4),
n(A)+ · · · + n−k+2(A)2(B)+ · · · + k(B)= tr(B)− 1(B)
 e11
n1
+ · · · + ekk
nk
− e
n
and (2) is proved as well. 
Using Theorem 1, Haemers [8] gave an elegant proof of the following result: let A be
a Hermitian matrix of size n and [n] = N1 ∪ · · · ∪ Nk be a partition of the index set into
non-empty sets. Then the inequalities
m1+···+mk−k+1(A)+n−k+1(A)+ · · ·+n(A)
k∑
i=1
mi (A(Ni,Ni))
1(A)+ · · ·+k−1(A)+m1+···+mk (A)
(5)
hold for every integers m1, . . . , mk satisfying 1mj < |Nj |.
The case k = 2 of (5) was proved by Aronszajn [1]; the general case was proved for real
symmetric matrices by Hoffman [10]. Oddly enough, the general form of inequality (5) is
not very popular—even in such a text as [2] only the case k = 2 is mentioned.
Let us compare inequality (5) to (1) and (2). Since, by the Rayleigh principle,
1(A)
1
n
n∑
i,j∈[n]
aij
for every Hermitian matrix A = (aij ) of size n, setting m1 = · · · = mk = 1, we see that
the right-hand side of (5) implies (1). The relation of (5) to (2) is not so simple—there are
instances when (2) is tighter than (5). However, if A = (aij ) is a symmetric non-negative
matrix of size n and all its row sums are equal, then we have
1(A)=
1
n
∑
i,j∈[n]
aij ;
thus, for such matrices (5) implies (2). In fact, in this case it is possible to deduce (5) from
(2) as well.
3. Graph eigenvalues
The (combinatorial) Laplacian of a graphG is deﬁned as L(G)=D(G)−A(G), where
D(G) is the diagonal matrix of the degree sequence ofG andA(G) is the adjacency matrix
of G. Let
0= 1(G) · · · n(G)
be the eigenvalues of L(G).
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If V1, V2 are two disjoint subsets of V (G)we denote by e(V1, V2) the number of V1−V2
edges.
As an easy consequence of Theorem 2 we obtain the following.
Theorem 3. Suppose 2kn and let G be a graph of order n. For every partition [n] =
N1 ∪ · · · ∪Nk we have
k∑
i=2
i (G)
∑
1 i<jn
e(Ni,Nj )
(
1
|Ni | +
1
|Nj |
)

k−1∑
i=0
n−i (G). (6)
Proof. For the matrix L(G)= (lij ) we immediately see that
err =
∑
i,j∈Nr
lij = e(Nr, [n]\Nr), and e =
∑
i,j∈[n]
lij = 0.
Hence, applying Theorem 2 with A= L(G), from (2) and (1) we obtain (6). 
Observe that for k = 2, from Theorem 3 we obtain the basic inequalities about the size
of a cut of a graph G, namely that if V (G)=N1 ∪N2 is a partition then
2(G)
e(N1, N2)n
|N1| |N2| n(G).
In fact, Theorem 2 implies that this inequality holds also for weighted graphs as well, as
[12, p. 234].
Given a graphG with adjacency matrix A set i (G)= i (A). Applying Theorem 2 with
k = 2 to the adjacency matrix of a graph G we obtain the following corollary.
Corollary 4. Suppose G is a graph of order n2 and V (G)=N1∪N2 is a partition. Then
n(G)
2e(N1)
|N1| +
2e(N2)
|N2| −
2e(G)
n
.
Fix a graph G=G(n,m) of order n2 and set V = V (G). The function
(G, t)= min
U⊂V,|U |=t
{
e(U)
t
+ e(V \U)
n− t −
m
n
}
.
has been investigated in [13]; in particular, it was proved that for every r3, c > 0 there
exists = (c, r) such that for every Kr -free graph G=G(n,m) with m>cn2,
(G, n/2) − n.
This, together with Corollary 4, implies the following.
Theorem 5. For every r3, c > 0, there exists = (c, r) such that
n(G) − n,
for every Kr -free graph G=G(n,m) with m>cn2.
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It turns out that similar results hold for 2 (G).
Lemma 6. Suppose G is a graph of order n2 and V (G)=N1 ∪N2 is a partition. Then
2(G)
e(N1)
|N1| +
e(N2)
|N2| −
∣∣∣∣e(N1)|N1| −
e(N2)
|N2|
∣∣∣∣− e(N1, N2)√|N1| |N2| .
Proof. Set ni = |Ni | for i = 1, 2; deﬁne a 2 × n matrix S by (3). Just as in the proof of
Theorem 2 we obtain that 2(G)2(B), where
B =
(
2e(N1)/n1 e(N1, N2)/
√
n1n2
e(N1, N2)/
√
n1n2 2e(N2)/n2
)
.
Hence we immediately see that
2(G)
e(N1)
n1
+ e(N2)
n2
−
√(
e(N1)
n1
− e(N2)
n2
)2
+ e
2(N1, N2)
n1n2
and the result follows. 
We write (u) for the set of vertices adjacent to u, and set d(u)= |(u)|. Theorem 5 has
the following analog for 2 (G) of a graph G with bounded (G).
Theorem 7. For every r3, c < 12 , there exists = (c, r) such that
2(G)> n
for every graph G=G(n,m) with n sufﬁciently large, m<cn2 and (G)< r .
Proof. We were not able to derive this theorem from a general matrix theorem—our proof
is self-contained and uses induction on r .
Denote by G the complement of a graph G. Since (G)< r if and only if G is Kr -free,
it is sufﬁcient to prove the following assertion.
For every r3, c > 0 there exists =(c, r) such that for everyKr -free graphG=G(n,m)
with m>cn2,
2(G)> n
for sufﬁciently large n.
Observe that the number C(G) of the 4-cycles of G satisﬁes
2C(G)
∑
u,v∈V (G),u=v
( |(u) ∩ (v)|
2
)

(
n
2
)((n
2
)−1∑
u,v∈V (G),u=v|(u) ∩ (v)|
2
)
.
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Since
∑
u,v∈V (G),u=v
|(u) ∩ (v)| =
∑
u∈V (G)
(
d(u)
2
)
m
(
2m
n
− 1
)
,
we see that
2C(G)m
(
2m
n
− 1
)(
2m
(n− 1)n
(
2m
n
− 1
)
− 1
)
.
Hence, if n> 4/c2 we have(
2m
n
− 1
)(
2m
(n− 1)n
(
2m
n
− 1
)
− 1
)
(2cn− 1)(2c(2cn− 1)− 1)
> 8c3n2 − 2c(2c + 1)n> 7c3n2
and thus,
4C(G)
m
> 14c3n2,
so, there is an edge (u, v) that is contained in at least 14c3n2 4-cycles.
We shall prove that there exist two disjoint sets V1 ⊂ (u) and V2 ⊂ (v) with
e(V1, V2)> 2c3n2. Set U =(u),W =(v); for the number C′ of the 4-cycles containing
the edge (u, v) we have
C′=e(U\W,W\U)+e(U\W,U∩W)+e(W\U,U∩W)+2e(U∩W)14c3n2.
Thus, one of the following inequalities holds:
e(U\W,W\U)2c3n2,
e(U\W,U ∩W)2c3n2,
e(W\U,U ∩W)2c3n2,
e(U ∩W)4c3n2.
If one of the ﬁrst three inequalities holds then V1 and V2 clearly exist. Observing that for
every graph the size of the maximal cut is at least half the graph size, we see that there is a
bipartition U ∩W = V1 ∪ V2 with e(V1, V2)> 2c3n2, and this proves our assertion in the
fourth case as well.
We may and shall assume that |V1| |V2|; hence, obviously, |V1|> 2c3n. By averaging
we see that there is set U ⊂ V2 with |U | = |V1| and
e(V1, U)
|V1|
|V2| e(V1, V2)
|V1|
n
2c3n22c3|V1|2.
Set N1 = V1, N2 = U, k = |N1| = |N2|; clearly k = |V1|> 2c3n.
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Consider ﬁrst the case r = 3. Then, as N1 ⊂ (u),N2 ⊂ (v), and G has no triangles,
we have e(N1)= e(N2)= 0. Therefore, applying Lemma 6 to the graphG1=G[N1 ∪N2],
we see that
2(G)2(G1)k − 1−
k2 − e(N1, N2)
k
> 2c3k − 1
> 4c6n− 1>c6n
for n> c−6/3.
Assume the assertion of the theorem holds for r ′<r . Suppose e(N1)> c3k2/3; then, as
N1 ⊂ (u) is Kr−1-free, we have
2(G)2(G[N1])> 
(
c3
3
, r − 1
)
k > 2c3
(
c3
3
, r − 1
)
n,
if k is sufﬁciently large; thus, the assertion is proved if either e(N1)> c3k2/3 or e(N2)>
c3k2/3. Assume now e(N1)c3k2/3 and e(N2)c3k2/3. Then, by applying Lemma 6 to
the graph G1 =G[N1 ∪N2], we see that
2(G1)k − 1− 2
c3
3
k − k
2 − e(N1, N2)
k
 − c3k + 2c3k − 1c6n
for n sufﬁciently large, and, since 2(G)2(G1), our proof is completed. 
We shall show that Theorem 5 follows from Theorem 7. Indeed Weyl’s inequality [e.g.
see [11], p. 181] states that if A and B are two Hermitian matrices of order n then
2(A)+ n(B)2(A+ B).
Given aKr -free graphG of order n and sizem>cn2, let A=A(G) and B =A(G), so that
2(G)+ n(G)2(Kn)=−1.
We immediately see that e(G)<n2/2 − e(G)< ( 12 − c) n2. Then applying Theorem 7 to
the graph G we obtain
n(B) − 1− 
(( 1
2 − c
)
, r
)
n
for sufﬁciently large n, and Theorem 5 follows.
As mentioned in the introduction, in [4] Chung, Graham and Wilson proved a theorem
implying that if G = G(n,m) is a graph with mcn2,n(G) = o(n), and 2(G) = o(n)
then G contains a Kr for n sufﬁciently large. Clearly, Theorems 5 and 7 strengthen this
particular, yet important case of their theorem.
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