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Abstract
The degenerate parametric amplication accompanied by dissipation is
analyzed within the canonical operator formalism for quantum dissipative
systems named non-equilibrium thermo eld dynamics. The vacuum of
the system is subject to both dissipation and breaking of phase symmetry
due to squeezing. The annihilation-creation operators for the vacuum
are derived and the structure of the vacuum is examined. The eects of
dissipation on squeezing and uncertainty relation are estimated.
1 Introduction
Squeezed states in quantum optics have a wide scope of applications including
quantum information technology for continuous variables [1]. Squeezed states
can be generated by nonlinear optical process such as degenerate parametric
amplication. Note that, during the practical generating process of the squeezed
states, the system inevitably experiences dissipation due to the interaction with
environmental noises. Therefore, it is important to know the eect of dissipation
on the generation of the squeezed states.
Conventionally, dissipation in quantum systems is treated within the den-
sity operator method. The quantum master equation of the system of interest
is obtained by projecting out the reservoir by means of the damping theory [2]
from the quantum Liouville equation for the total system, i.e., the system of
e-mail: yoshida.kyo.fu@u.tsukuba.ac.jp
yPresent Address: M.C.C., 1-4-1 Koishikawa, Bunkyo-ku, Tokyo 112-0002, Japan
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interest weakly and linearly coupled to the reservoir. The resulting equation is
represented in a form of complex entanglement of operators. Usually, the entan-
glement is dissolved by mapping the operator equation into a partial dierential
equation in a certain c-number function space [3]. The system of degenerate
parametric amplier attached to a heat reservoir was analyzed by mapping the
density operator to the Wigner distribution function [4].
Non-Equilibrium Thermo Field Dynamics (NETFD) [5, 6, 7] is a canonical
operator formalism which provides us with a method to treat dissipative quan-
tum systems in a similar manner as usual quantum eld theory (QFT), i.e., in
terms of the operator algebra and the representation space. The representation
space of NETFD, named thermal space, is composed of a direct product of two
Hilbert spaces. Two kinds of operators, non-tilde operators and tilde operators,
acting on each of the Hilbert spaces are introduced. Introduction of the two
kinds of operators results in reducing the quantum master equation, within the
framework of NETFD, into the form of the Schrodinger equation (in the unit
h = 1)
@
@t
j0(t)i =  iH^j0(t)i; (1.1)
where j0(t)i, called thermal ket-vacuum, is an element of the thermal space and
the innitesimal time-evolution generator H^, called hat-Hamiltonian, consists
of both non-tilde and tilde operators. We call (1.1) the dissipative Schrodinger
equation. Note that the thermal ket-vacuum j0(t)i is unstable and depends on
time t. The time dependence of the vacuum is an unique features in NETFD and
the situation is quite dierent from the cases in usual QFT. One can introduce
the time-dependent annihilation operator t (~t) which is specied by tj0(t)i =
0 (~tj0(t)i = 0) and its canonical conjugate + (~+). The operators + and ~+
are time-independent reecting the fact that the thermal bra-vacuum h1j is time-
independent (see Sec. 2). Operator algebra such as normal ordering with respect
to t; ~t; 
+

and ~+

can be manipulated in a similar way as in usual QFT.
In this paper, we apply NETFD to the degenerate parametric amplica-
tion with dissipation (see Ref. [8] for the preliminary report). The formalism
of NETFD is briey summarized in Sec. 2. We introduce annihilation-creation
operators for the vacuum of the semi-free eld, i.e. the eld subject purely to
dissipation and free from squeezing, in Sec. 3. The model, i.e., hat-Hamiltonian,
of the degenerate parametric amplication with the dissipation, is specied in
Sec. 4. Then, we derive the annihilation-creation operators of the vacuum cor-
responding to the model, i.e., the dissipative squeezed vacuum, in Sec. 5. We
introduce the quadrature-phase amplitudes in Sec. 6, and they are related to
the structure of the dissipative squeezed vacuum in Sec. 7. We summarize the
implication of the present study on the eect of dissipation on squeezing and
uncertainty relation in Sec. 8. The discussion is given in Sec. 9. \The principle
of correspondence" which relates the density operator method and NETFD is
given in Appendix A. In the analysis, we will use the vacuum in the interaction
representation. The relation between the Schrodinger and interaction repre-
sentations is given in Appendix B. For comparison with the present analysis,
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we show an alternative analysis based on mapping the dissipative Schrodinger
equation to a dierential equation of a c-number function in Appendix C.
2 Formalism of NETFD
In this section, we briey review the formalism of NETFD.1 Throughout this
paper, we restrict ourselves to bosonic systems.2
Within the formalism of NETFD, any operator A is accompanied by its tilde
conjugate ~A. The operators A and ~A are called, respectively, non-tilde operator
and tilde operator.3 The tilde conjugation is dened by the following rules [12],
(A1A2)~ = ~A1 ~A2; (2.1)
(c1A1 + c2A2)~ = c

1
~A1 + c

2
~A2; (2.2)
( ~A)~ = A; (2.3)
(Ay)~ = ~Ay; (2.4)
where A, A1 and A2 represent operators, and c1 and c2 c-numbers. Tilde
operators and non-tilde operators are mutually commutative at equal time:
[A1; ~A2] = 0: (2.5)
Tilde operators and non-tilde operators are related to each other through the
thermal state condition for the thermal bra-vacuum h1j:
h1j ~A = h1jAy: (2.6)
The dynamics of a system is described by the dissipative Schrodinger equa-
tion (1.1) with the initial condition j0(t = 0)i = j0i. The Hat-Hamiltonian
satises the tildean condition
(iH^) = iH^; (2.7)
however, it need not be Hermitian. The hat-Hamiltonian has zero eigenvalue
for the thermal bra-vacuum:
h1jH^ = 0: (2.8)
The thermal vacua h1j and j0i are tilde invariant:
h1j = h1j; j0i = j0i; (2.9)
and are normalized as
h1j0i = 1: (2.10)
1For the more information about NETFD, see the original sources, Refs. [5, 6, 7], and the
review paper, Ref. [9].
2For the formalisms for fermionic systems, see Ref. [10] and references cited therein.
3Non-tilde and tilde operators are rst introduced in thermo eld dynamics [11].
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By virtue of (2.7), we have,
j0(t)i = (e iH^tj0i) = e (iH^)~tj0i = e iH^tj0i = j0(t)i; (2.11)
where we have used the formal solution j0(t)i = e iH^tj0i of (1.1) in the rst and
fourth equalities. (2.8) implies that
h1j0(t)i = h1jeiH^tj0(t)i = h1j0i = 1; (2.12)
i.e., the conservation of probability.
The expectation value of an operator A at time t is given by
hAit := h1jAj0(t)i: (2.13)
Observable operators consist only of non-tilde operators and are Hermitian. We
can conrm that the expectation value of an observable operator A is real as
hAit = (h1jAj0(t)i) = h1j ~Aj0(t)i = h1j ~Aj0(t)i
= h1jAyj0(t)i = h1jAj0(t)i = hAit: (2.14)
The expectation value of an operator A can be written as
hAit = h1jAj0(t)i = h1jeiH^tAe iH^tj0i = h1jA(t)j0i: (2.15)
The new operator A(t) dened by
A(t) := eiH^tAe iH^t; (2.16)
is the Heisenberg operator satisfying the Heisenberg equation,
d
dt
A(t) = i[H^(t); A(t)]; (2.17)
with H^(t) = eiH^tH^e iH^t = H^.
3 Annihilation-creation operators of a semi-free
eld
Within the density operator method, the quantum master equation describing
the dynamics of a damped harmonic oscillator is given by
@
@t
S(t) =  i
 
H0 + i

S(t); (3.1)
with
H0  := [H0;  ]; H0 := !aya; (3.2)
  := [ a;  ay] + [a  ; ay] + 2n[a; [  ; ay]]	 ; (3.3)
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where S(t) is the density operator of the system of interest, a is an oscillator
operator satisfying the canonical commutation relation,
[a; ay] = 1; (3.4)
and !;  and n are positive constants. H0 is the free Hamiltonian and  de-
scribes the dissipation. See, for example, Ref. [2] for the derivation of the
damping operator .
In NETFD, the corresponding dynamics is described by the dissipative
Schrodinger equation [5, 6, 7, 10],
@
@t
jW (t)i =  i(H^0 + i^)jW (t)i; (3.5)
with
H^0 = H0   ~H0; H0 = !aya; (3.6)
^ =  [(1 + 2n)(aya+ ~ay~a)  2(1 + n)a~a  2nay~ay + 2n]; (3.7)
where the operator ~a satises the canonical commutation relation
[~a; ~ay] = 1; (3.8)
and, for later convenience, we have employed the notation jW (t)i for the thermal
ket-vacuum which is subject purely to the dissipation and not to the squeezing.
The form (3.7) of  is obtained from (3.3) by the means of \the principle of
correspondence" (see Appendix A). It can be also derived axiomatically within
the formalism of NETFD [7]. Note that, in general, the operators a and ~a have
subscripts signifying momentum, spin and/or other degrees of freedom as ai and
~ai. However, here and hereafter, we consider operators belonging to a specic
index, say, i, and, therefore, suppress it for simplicity.
The time-evolution equation for the one-particle distribution function
n(t) := h1jayajW (t)i; (3.9)
is given as
d
dt
n(t) =  2[n(t)  n]; (3.10)
where we have used (2.6) with A = a, i.e.,
h1j~a = h1jay; (3.11)
in the derivation. The equation (3.10) is solved, with the initial condition n(0) =
n, to give
n(t) = n+ (n  n)e 2t: (3.12)
We see from (3.12) that n(t) relaxes to n for t ! 1. n is related to the
temperature T of the heat bath through the Planck distribution function (in
the unit the Boltzmann constant kB = 1)
n =
1
e!=T   1 : (3.13)
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The constant  is related to the life time  , the time in which jn(t) nj decreases
by the factor e 1, of the particle as  = (2) 1. When dissipation is present
( > 0), the particle has a nite life-time and it can not be considered as free
in the limit t ! 1. The elds a and ~a are called semi-free when the hat-
Hamiltonian is given in the form that the free part H^0 accompanied with the
dissipation part i^ of (3.7).
We assume that the initial thermal ket-vacuum jW (t = 0)i = j0i is specied
by the thermal state condition
~aj0i = fayj0i; (3.14)
with a real number f . The relation between f and the initial number of the
particles n(0) = n is obtained by noting that the two expectation values
h1ja~aj0i = fh1jaayj0i = f(n+ 1) (3.15)
and
h1j~aaj0i = h1jayaj0i = n: (3.16)
are identical since [a; ~a] = 0 from (2.5). Equating the right hand sides of (3.15)
and (3.16) yields
n =
f
1  f

f =
n
1 + n

: (3.17)
The relation between n and the initial temperature T0 of the system is given
through the Planck distribution function
n =
1
e!=T0   1 : (3.18)
The annihilation-creation operators 
(W )
t ; ~
(W )
t ; 
+

and ~+

associated with
the thermal vacua jW (t)i and h1j are introduced by the time-dependent Bogoli-
ubov transformation [5, 6, 7, 13], 

(W )
t
~+

!
=

1 + n(t)  n(t)
 1 1

a
~ay

; (3.19)
and its tilde conjugate. For the derivations, see Ref. [14] and references cited
therein. The operators 
(W )
t ; ~
(W )
t ; 
+

and ~+

annihilate the vacua jW (t)i and
h1j, i.e.,

(W )
t jW (t)i = 0; ~(W )t jW (t)i = 0; (3.20)
h1j+ = 0; h1j~+ = 0; (3.21)
and satisfy the canonical commutation relations,
[
(W )
t ; 
+

] = 1; [~
(W )
t ; ~
+

] = 1; (3.22)
[
(W )
t ; ~
(W )
t ] = [
(W )
t ; ~
+

] = [~
(W )
t ; 
+

] = [+

; ~+

] = 0: (3.23)
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Reecting the fact that h1j does not depend on time nor the specic form of
the hat-Hamiltonian, +

and ~+

do not depend on time nor the form of hat-
Hamiltonian. Thus, +

and ~+

do not have the subscript indicating time nor
the superscript (W ). We will use the notations  = 
(W )
0 and ~ = ~
(W )
0 for the
annihilation operators of the initial thermal ket-vacuum j0i, i.e.,
j0i = 0; ~j0i = 0: (3.24)
By using the inverse transformation of (3.19), H^0 of (3.6) and ^ of (3.7) can
be rewritten in terms of 
(W )
t ; ~
(W )
t ; 
+

and ~+

as
H^0 = !

+


(W )
t   ~+

~
(W )
t

(3.25)
^ =  
n
+


(W )
t + ~
+

~
(W )
t + 2[n(t)  n]+

~+
o
=  

+


(W )
t + ~
+

~
(W )
t

+
dn(t)
dt
+

~+

; (3.26)
where we have used (3.12) in the second equality of (3.26). From (3.5), (3.20),
(3.25) and (3.26), we have
jW (t)i = n(t) +~+ jW (t)i: (3.27)
The equation can be integrated to give
jW (t)i = exp
n
[n(t)  n]+~+
o
j0i: (3.28)
The equation (3.28) implies that, for a xed initial vacuum j0i, jW (t)i depends
on t only through n(t). From (3.28), we can interpret the dissipative time-
evolution of jW (t)i as the condensing of +~+-pairs into the vacuum j0i. The
quantity n(t)   n is the order parameter which describes the degree of the
dissipative time-evolution.
One can see from (3.28) that jW (t)i at any t belongs to the Fock space
H(t = 0) built on the initial vacuum j0i. Consequently, the Fock spaces H(t)
built on jW (t)i for all t are equivalent. However, the meaning of the equivalence
should be taken with a care. Note that (3.28) is originally given in the form of
the formal solution of the dissipative Schrodinger equation (3.5), i.e.,
jW (t)i = e i(H^0+i^)tj0i; (3.29)
and that the operator relating jW (t)i and j0i is not unitary as i^ is not Hermi-
tian. Thus, jW (t)i and j0i are non-unitarily related. In this sense, \equivalent"
in the above should be regards as \non-unitarily equivalent".4 In virtue of the
4In Ref. [15], a dierent physical situation from here is considered. They introduced an
Hermitian Hamiltoninan describing the interaction between A;B-particles which they regard,
respectively, as the system of interest and the reservoir. The Schrodinger equation can be writ-
ten in the normal ordering with respect to the annihilation-creation operators At; A
y
t ; Bt; B
y
t
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equivalence, one can choose H(t0) with any t0 as the Hilbert space of the phys-
ical system or alternatively one can use the description that the Hilbert space
H(t) formally varies with time t. Note that such a description is possible since
we are considering the kinetic region where the one-particle distribution n(t)
varies suciently smoothly with respect to time t.
4 Model of the degenerated parametric ampli-
er
Within the density operator method, the quantum master equation which mod-
els the dynamics of a degenerate parametric amplication in a cavity with dis-
sipation is given by
@
@t
S(t) =  i
 
H0 +H

1;t + i

S(t); (4.1)
where H0 and  are those in (3.2) and (3.3), and
H1;t :=
i
2
( a2e2i!t + ay2e 2i!t): (4.2)
H0 and i are, respectively, the free and dissipation parts of Hamiltonian for the
photons at cavity mode and H1;t is the part which corresponds to the process
of the degenerate parametric amplication, i.e., the cavity mode at frequency
! is amplied by the pump mode at frequency 2!.  is the attenuation rate
which is related to the Q-value of the cavity through  = !=2Q. n is the
number of photons at the temperature T of the heat bath given by (3.13). The
real constant  is proportional to the amplitude of the pump mode and to the
second-order nonlinear susceptibility of the medium in the cavity. It is assumed
that the intensity of the pump mode is so large that the inuence of the cavity
mode on the pump mode can be neglected and that the pump mode can be
treated as a classical external mode.
In NETFD, the corresponding dissipative Schrodinger equation reads
@
@t
j0(t)i =  iH^tj0(t)i; (4.3)
associated with the vacuum j0(t)i at time t as
(@=@t)j0(t)i =
X
k

ck;1(t) + ck;2(t)A
y
k;tB
y
k;t

j0(t)i;
where we have restored the subscripts indicating the momentum k and ck;i(t)(i = 1; 2) are
c-number functions. The term
P
k ck;1(t)  [V=(2)3]
R
d3k ck;1(t) diverges as O(V ) in
the limit of V ! 1 where V is the volume of the system. It implies the inequivalence
of the vacua at dierent times. Thus, within their formalism, H(t) at dierent times t are
\unitarily inequivalent". In NETFD, due to the specic form of the non-Hermitian i^ in
(3.26), the term corresponding to ck;1(t) vanishes [read 
+

; ~+

as Ayt ; B
y
t , respectively, in
(3.27)]. Consequently, the vacua at dierent times t are \non-unitarily related", i.e., H(t)
at dierent times t are \non-unitarily equivalent". Thus, the dissipative time evolution of
the vacuum is appropriately treated within NETFD. A detailed analysis on the topic will be
reported elsewhere in a near future.
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with
H^t := H^0 + H^1;t + i^; (4.4)
H^1;t := H1;t   ~H1;t; (4.5)
and H^0 and ^ being those of (3.6) and (3.7). We assume that the system is
at the thermal equilibrium state with temperature T0 at the initial time t = 0.
Hence, (3.14) with (3.17) and (3.18) applies for the initial thermal ket-vacuum
j0(t = 0)i = j0i.
The thermal ket-vacuum j0(t)iI in the interaction representation is intro-
duced by
j0(t)iI := eiH^0tj0(t)i: (4.6)
From (4.3) and (4.6), we obtain the time evolution equation of j0(t)iI as
@
@t
j0(t)iI =  i
h
H^1;I(t) + i^I(t)
i
j0(t)iI; (4.7)
where
H^1;I(t) := H1;I(t)  ~H1;I(t); (4.8)
H1;I(t) := e
iH^0tH1;te
 iH^0t =
i
2
( a2 + ay2) =: H1; (4.9)
^I(t) := e
iH^0t^e iH^0t = ^: (4.10)
By substituting (4.8){(4.10) into (4.7), we have
@
@t
j0(t)iI =  iH^j0(t)iI; (4.11)
with
H^ := H^1 + i^; (4.12)
H^1 := H1   ~H1: (4.13)
5 Derivation of annihilation-creation operators
for dissipative squeezed vacuum
In the following of this paper, we drop the subscript I in (4.11) and formally deal
with a system that evolves according to the dissipative Schrodinger equation
@
@t
j0(t)i =  iH^j0(t)i; (5.1)
with the time-independent hat-Hamiltonian (4.12).
Let j0(t)i=0 be the dissipative thermal ket-vacuum without squeezing which
evolves in time as
@
@t
j0(t)i=0 = ^j0(t)i=0: (5.2)
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The vacuum j0(t)i=0 is related to the vacuum of the semi-free eld jW (t)i by
j0(t)i=0 = eiH^0tjW (t)i: (5.3)
From (3.20), (3.25) and (5.3), we nd that j0(t)i=0 is identical to jW (t)i, i.e.,
j0(t)i=0 = jW (t)i: (5.4)
Our aim in this section is to derive an expression for the annihilation-creation
operators of j0(t)i in (5.1) with reference to those of j0(t)i=0(= jW (t)i), i.e.,

(W )
t ; ~
(W )
t ; 
+

and ~+

.
Let us introduce the \Heisenberg operators" associated with 
(W )
t ; ~
(W )
t ; 
+

and ~+

by
(W )(t) = eiH^t
(W )
t e
 iH^t; +

(t) = eiH^t+

e iH^t; (5.5)
and their tilde conjugates. By using the inverse transformation of (3.19) and
(3.10), ^ of (3.7) and H^1 of (4.13) can be rewritten in terms of 
(W )
t ; ~
(W )
t ; 
+

and ~+

as
^ =  

+


(W )
t + ~
+

~
(W )
t

+
dn(t)
dt
+

~+

; (5.6)
H^1 = i

+

~
(W )
t + ~
+


(W )
t +

n(t) +
1
2

+
2
+ ~+
2
: (5.7)
The time-evolution equations for (W )(t); ~(W )(t); +

(t) and ~+

(t) are given by
d
dt

(W )(t)
~(W )(t)

= i

H^(t);

(W )(t)
~(W )(t)

+ eiH^t
d
dt

(W )(t)
~(W )(t)

e iH^t
=  K

(W )(t)
~(W )(t)

+  [2n(t) + 1]

+

(t)
~+

(t)

; (5.8)
d
dt
 
+

(t); ~+

(t)

= i
h
H^(t);
 
+

(t); ~+

(t)
i
=
 
+

(t); ~+

(t)

K; (5.9)
where
K :=

  
  

: (5.10)
The equations (5.8) and (5.9) can be solved with the initial conditions (W )(0) =
; ~(W )(0) = ~; +

(0) = +

and ~+

(0) = ~+

as
(W )(t)
~(W )(t)

= e Kt


~

+
Z t
0
dt0 [2n(t0) + 1] eK(2t
0 t)

+

~+


; (5.11) 
+

(t); ~+

(t)

=
 
+

; ~+

eKt: (5.12)
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It can be shown that +

(t) and ~+

(t) annihilate the thermal bra-vacuum h1j
as follows:
h1j  +(t); ~+(t) = h1jeiH^t  + ; ~+ e iH^t = h1j  + ; ~+ e iH^t =  0; 0 ;
(5.13)
where we have used (2.8) for the second equality and (3.21) for the last equality.
Since  and ~ are the annihilation operators for j0i, the operators (t) and ~(t)
which annihilate j0i, i.e, 
(t)
~(t)

j0i =

0
0

; (5.14)
can be introduced by
(t)
~(t)

= C(t)


~

= C(t)

eKt

(W )(t)
~(W )(t)

 
Z t
0
dt0 [2n(t0) + 1] eK(2t
0 t)

+

(t)
~+

(t)

;
(5.15)
where C(t) is a matrix and we have used (5.11) and (5.12) for the second equality.
In order that the canonical commutation relation is satised for (t); ~(t); +

(t)
and ~+

(t), we have
1 0
0 1

=

(t)
~(t)

;
 
+

(t); ~+

(t)

= C(t)


~

;
 
+

; ~+

eKt = C(t)eKt:
(5.16)
Thus,
C(t) = e Kt: (5.17)
The Schrodinger operators t; ~t; 
+

t and ~
+

t associated, respectively, with
(t); ~(t); +

(t) and ~+

(t) can be introduced by the relations
(t) = eiH^tte
 iH^t; +

(t) = eiH^t+

t e
 iH^t (5.18)
and their tilde conjugates. Using (5.5), (5.12), (5.15), (5.17) and (5.18), we
arrive at 
t
~t

=
 

(W )
t
~
(W )
t
!
 
Z t
0
dt0 [2n(t0) + 1] e2K(t
0 t)

+

~+


; (5.19)
+

t ; ~
+

t

=
 
+

; ~+

: (5.20)
In the following, we will drop the subscripts t in +

t and ~
+

t since they are
time-independent and identical to +

and ~+

, respectively. We have
t
~t

j0(t)i = e iH^t

(t)
~(t)

eiH^te iH^tj0i = e iH^t

(t)
~(t)

j0i =

0
0

; (5.21)
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where we have used (5.18) and the formal solution j0(t)i = e iH^tj0i of (5.1) in
the rst equality, and (5.14) in the last equality. We have
t
~t

;
 
+

; ~+

=

e iH^t

(t)
~(t)

eiH^t; e iH^t
 
+

(t); ~+

(t)

eiH^t

= e iH^t

(t)
~(t)

;
 
+

(t); ~+

(t)

eiH^t
=

1 0
0 1

; (5.22)
where we have used (5.18) in the rst equality, and the rst equality of (5.16)
in the last equality. Thus, we obtained the expressions (5.19) and (5.20) of
the annihilation-creation operators t; ~t; 
+

and ~+

that annihilate vacua j0(t)i
and h1j as (5.21) and (3.21), and that satisfy the canonical commutation relation
(5.22).
Let us introduce a new set of operators t; t; 
+

and +

by
t
t

:= 

t
~t

;
 
+

; +

:=
 
+

; ~+

 1; (5.23)
where
 :=
1p
2

1 1
 i i

; (5.24)
is the matrix which diagonalizes K as
K =  1

   0
0 + 

: (5.25)
It is evident from (3.21), (5.21), (5.22) and (5.23) that t; t; 
+

and +

annihilate
the vacua j0(t)i and h1j, i.e.,
t
t

j0(t)i =

0
0

; h1j  + ; + =  0; 0 ; (5.26)
and satisfy the canonical commutation relation
t
t

;
 
+

; +

=

1 0
0 1

: (5.27)
Furthermore, (5.23) and (5.24) imply that the operators are invariant under the
tilde conjugation,
~t = t; ~t = t; ~
+

= +

; ~+

= +

: (5.28)
From (5.19),(5.23) and (5.25), we obtain
t
t

= 
 

(W )
t
~
(W )
t
!
 

s+(t) 0
0  s (t)



+

~+


; (5.29)
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with
s(t) := 
Z t
0
dt0 [2n(t0) + 1] e2( )(t t
0)
= n  n(t) + 
 
n+ 12
  (n  n)
 

1  e 2()t

; (5.30)
where (3.12) is used for the second equality of (5.30).
6 Quadrature-phase amplitudes
The quadrature-phase amplitudes q and p, dened by
q
p

:= 

a
ay

; (6.1)
satisfy the canonical commutation relation,
[q; p] = i: (6.2)
Let x(t) and y(t) be the vacuum expectation values of q and p at time t, and
x2(t) and y2(t) be the variances,
x(t) := h1jqj0(t)i; y(t) := h1jpj0(t)i; (6.3)
x2(t) := h1j[q   x(t)]2j0(t)i; y2(t) := h1j[p  y(t)]2j0(t)i: (6.4)
By using the inverse transformation of (3.19), the second equality of (5.23),
(5.29) and (6.1), q and p can be written in terms of t; t; 
+

and +

as
q
p

=

t
t

+

n(t) + 12 + s+(t)   i2
i
2 n(t) +
1
2 + s (t)

+

+


: (6.5)
Hence, we have
x(t) = 0; y(t) = 0; (6.6)
x2(t) = n(t) +
1
2
+ s+(t); y
2(t) = n(t) +
1
2
+ s (t): (6.7)
The results (6.6) and (6.7) are consistent with those obtained based on the
density operator method in Ref. [4].
The time-evolution equations for x2(t) and y2(t) are given by
d
dt
 
x2(t)

= 2



n+
1
2

   (n  n)

e 2( )t; (6.8)
d
dt
 
y2(t)

= 2

 

n+
1
2

   (n  n)

e 2(+)t; (6.9)
13
where (3.10),(5.30) and (6.7) are used in the derivation.
From the inverse transformation of (6.1), (6.4), (6.6) and (6.7), the number
of photons of cavity mode N(t) is given by
N(t) := h1jayaj0(t)i
=
1
2

x2(t) + y2(t)  1
= n(t) +
s+(t) + s (t)
2
: (6.10)
The dierence
(t) := x2(t) y2(t)
= s+(t)  s (t); (6.11)
can be considered as a measure of squeezing.
7 Structure of the vacuum j0(t)i
By using the inverse transformations of the second equality of (5.23) and (5.29),
^ of (5.6) and H^1 of (5.7) can be rewritten in terms of t; t; 
+

and +

as
^ =  
n
+

t + 
+

t + [s+(t) + (n(t)  n)] +2 + [s (t) + (n(t)  n)] +2
o
;
(7.1)
H^1 = i

+

t   +t +

s+(t) + n(t) +
1
2

+
2  

s (t) + n(t) +
1
2

+
2

:
(7.2)
Substituting (7.1) and (7.2) with (5.30) into (5.1) and noting (6.8) and (6.9),
we obtain
j0(t)i =

1
2


x2(t)

+
2
+
1
2


y2(t)

+
2

j0(t)i: (7.3)
The equation can be integrated with the initial condition j0(t = 0)i = j0i as
j0(t)i = exp

x2(t) x2(0)
2
+
2
+
y2(t) y2(0)
2
+
2

j0i: (7.4)
The expression (7.4) implies that the dissipative squeezing process can be inter-
preted as the condensing of pairs +

+

and +

+

into the vacuum j0i. The order
parameters corresponding to pairs +

+

and +

+

are the changes of variances,
respectively, x2(t) x2(0) and y2(t) y2(0).
From (5.23), (6.10), (6.11) and (7.4), an alternative expression of j0(t)i is
obtained as
j0(t)i = exp

[N(t)  n] +~+ + (t)
4

+
2
+ ~+
2 j0i; (7.5)
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where we have used N(0) = n and (0) = 0 by noting s(0) = 0 [see (5.30)].
Note that ^ is invariant under the phase transformation (a; ay; ~a; ~ay)!
(eia; e iay; e i~a; ei~ay), while H^1 is not. Thus, H^1 breaks the phase symme-
try of the system. The quantity (t) is the order parameter which corresponds
to breakdown of the phase symmetry. The expression (7.5) allows us to interpret
the breakdown of the phase symmetry as the condensation of the combination
of pairs (+

+

+ ~+

~+

) into the vacuum j0i.
The equation (7.5) implies that, for a xed initial vacuum j0i, the dissipative
squeezed vacuum j0(t)i is determined by N(t) and (t) and it depends on time
t only through N(t) and (t). Let us introduce the notation,
j0(N;)i := exp

[N   n] +~+ + 
4

+
2
+ ~+
2 j0i: (7.6)
Then, the vacuum j0(N;)i can be expressed in relation to a reference vacuum
j0(NR;R)i as
j0(N;)i = exp

[N  NR] +~+ +  R
4

+
2
+ ~+
2 j0(NR;R)i:
(7.7)
If we choose the purely dissipative vacuum jW (t)i = j0(n(t); 0)i [see (3.28)]
as the reference vacuum, i.e., NR = n(t) and R = 0, we obtain the expression
of the dissipative squeezed vacuum j0(t)i as
j0(t)i = exp

[N(t)  n(t)] +~+ + (t)
4

+
2
+ ~+
2 jW (t)i: (7.8)
The expression (7.8) tells us that, besides the eect of pure dissipation, there is
an extra condensation of +

~+

-pairs due to the dissipative squeezing process.
The squeezed ket-vacuum without dissipation is given by
jS(t)i := j0(t)i=0 = j0 (N0(t);0(t))i ; (7.9)
where
N0(t) := N(t)

=0
=

n+
1
2

cosh(2t)  1
2
; (7.10)
0(t) := (t)

=0
=

n+
1
2

2 sinh(2t): (7.11)
If we choose jS(t)i as the reference vacuum, i.e., NR = N0(t) and R = 0(t),we
obtain the expression of j0(t)i as
j0(t)i = exp

[N(t) N0(t)] +~+ + (t) 0(t)
4

+
2
+ ~+
2 jS(t)i:
(7.12)
The eect of the dissipation can be regarded as the condensation of +

~+

-pairs
and that of the combination of pairs (+

+

+ ~+

~+

).
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Figure 1: (a) Time evolutions of the variances of the quadrature amplitudes
x2(t) (solid lines) and y2(t) (dashed lines) normalized by n + 1=2 for the
ratios (= =) = 0; 0:03; 0:1; 0:3; 1 and 3. The time is normalized in the unit of
the time scale [2(+)] 1. (b) Time evolution of the square of the uncertainty
relation x2(t)y2(t) normalized by (n + 1=2)2 for  = 0; 0:03; 0:1; 0:3; 1; 1:5
and 3.
8 Eect of dissipation on squeezing and uncer-
tainty relations
Let us consider the implication of (6.7) with (5.30). For simplicity, let us consider
the case that n = n. This corresponds to the case that the cavity is initially at
the thermal equilibrium state with temperature T = !=[ln(n + 1=n)] and that
the system is coupled to a heat bath with the same temperature T throughout
the squeezing process. Let  > 0, then we have y2(t)  y2(0) = s (t)  0,
thus the vacuum is squeezed in y-direction.
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From (6.7) and (5.30), we can write x2(t) and y2(t) as
x2(t) =
( 
n+ 12


  (1   e 2( )t) ( 6= ) 
n+ 12

(1 + 2t) ( = )
; (8.1)
y2(t) =

n+
1
2


+ 
(1 +


e 2(+)t): (8.2)
The variance x2(t) saturates in the limit t!1 to
x2max := lim
t!1x
2(t) =

n+
1
2


  ; (8.3)
for  > , and grows exponentially for  < , with the characteristic time
x = 1=2j   j. For the marginal case  = , we have the scaling x(t)  t.
On the other hand, y2(t) converges to
y2min := lim
t!1y
2(t) =

n+
1
2


+ 
; (8.4)
with the characteristic time y = 1=2(+ ). See Fig. 1(a) for the behaviors of
x2(t) and y2(t) for the typical values of the ratio  := =.
From (8.1) and (8.2), the square of the uncertainty relation x2(t)y2(t) is
given by
x2(t)y2(t) =
( 
n+ 12
2 2
2 2 (1  e 2( )t)(1 + e 2(+)t) ( 6= ) 
n+ 12
2   1
2 + t

(e 4t + 1) ( = )
;
(8.5)
and behaves for t!1 as,
x2(t)y2(t) 
t!1
8>>>><>>>>:
 
n+ 12
2
( = 0) 
n+ 12
2 
2 2 e
2( )t (0 <  < ) 
n+ 12
2
t ( = ) 
n+ 12
2 2
2 2 ( > )
: (8.6)
While the pure squeezing ( = 0) preserves the uncertainty relation, the dissi-
pation causes change in it. When 0 <  < , the uncertainty relation diverges
exponentially with respect to time. Thus, there is a drastic change in the behav-
ior of uncertainty relation when dissipation is added to the squeezing process
no matter how small the dissipation is. See Fig. 1(b) for the behavior of the
uncertainty relation for the typical values of  = =.
9 Discussion
In this paper, we applied NETFD to the system of degenerate parametric am-
plication accompanied by dissipation. The most part of the present analysis
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is based on the operator algebra. For a comparison, we presented an alterna-
tive treatment, i.e., mapping the dissipative Schrodinger equation into a partial
dierential equation of a c-number function, in Appendix C. The treatment is
quite parallel to the ones in the density operator method [2, 4]. In order to
solve the partial dierential equation, an elaborate use of the properties of the
Hermite polynomials is required. In contrast, most computations are carried
out within simple operator algebra in the present analysis. This is one technical
merit of the present method.
In the model we considered, there is coexistence of the dissipation and the
symmetry breaking due to the squeezing. We have shown that, in such a case,
we can rst treat the pure dissipative case to obtain the vacuum jW (t)i for
semi-free eld and corresponding annihilation-creation operators 
(W )
t ; ~
(W )
t ; 
+

and ~+

, and then analyze the additional eect of squeezing. We note that
it is possible to interchange the treatments of dissipation and squeezing, i.e.,
we can rst treat the pure squeezing and then analyze the additional eect of
dissipation. The procedure is quite parallel to that in Sec. 5.
The pure dissipative time-evolution appears as condensation of +

~+

-pairs
into the vacuum j0i, while the breaking of the phase symmetry due to H1 of
(4.13) appears as condensation of a combination of pairs (+

+

+~+

~+

). We see
from (7.5) that the change of the number of photons N(t)   n [n = N(0)] and
the quarter of the dierence of the squared quadrature amplitudes (t)=4 =
[x2(t) y2(t)]=4 are the order parameters associated, respectively, with the
pairs +

~+

and (+

+

+ ~+

~+

).
As we have seen in Sec. 7, the dissipative squeezed vacuum j0(t)i can be
rearranged into the form that the pairs +

~+

and (+

+

+ ~+

~+

) condensing
into the purely dissipative vacuum jW (t)i as (7.8). The fact implies that we can
split the eect of pure dissipation and the remaining eect in a concise form.
Similarly, the eect of pure squeezing and the remaining eect can be split as
(7.12).
Note that the expression (7.5) of the dissipative squeezed vacuum can be
further exploited, for example, in the analysis of the eect of dissipation in
quantum information technology for continuous variables [1]. The operator
formalism of NETFD is benecial to such analysis since it allows us to treat
the processes such as the dissipative squeezed vacuum entering a beam splitter
or projective measurements on the dissipative squeezed vacuum in a similar
manner as quantum mechanics. Such applications will be reported elsewhere in
the near future.
The estimate of squeezing obtained in Sec. 8 can be used as the estimate of ,
the attenuation rate inside the nonlinear media, in experiments, when the rate
of squeezing  is known. One can measure x2(t) and y2(t) varying the value
of  by changing the amplitude of the pumping mode (with t xed). Then, the
value of  can be estimate by tting (8.1) and (8.2) to the data. However, note
that, in actual optical devices, there are many sources of dissipation other than
those at the nonlinear media, such as those at mirrors. The present analysis
gives the estimate of the contribution from the dissipation inside the nonlinear
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media.
The eect of dissipation on the uncertainty relation xy estimated in Sec. 8
suggests that, when squeezing and dissipation are both present, the relation
xy = n+1=2 at thermal equilibrium state easily fails to be satised no matter
how small the dissipation is. Thus, one must be cautious of using xy 
n+ 1=2 even as a rough estimate.
Finally, note that we have introduced the dissipation and the squeezing
independently following the model in the damping theory[2, 4], i.e., the hat-
Hamiltonian corresponds to squeezing H^1 is simply added to the semi-free hat-
Hamiltonian H^0+i^ as (4.4). It was pointed out by Celeghini et al. [16] that the
dissipation and the squeezing are related to each other in a fundamental aspect.
It is of interest to investigate such relation and see whether the hat-Hamiltonian
(4.4) should be modied within the framework of NETFD. However, it is out
of the scope of the present study.
A The principle of correspondence
\The principle of correspondence" is dened by [17, 5, 6],
S(t) ! j0(t)i; (A.1)
A1S(t)A2  ! A1 ~Ay2j0(t)i: (A.2)
The quantum master equation in the density operator method and the dissipa-
tive Schrodinger equation in NETFD can be related to each other through \the
principle of correspondence". It was noticed rst by Crawford [18] that, with
the introduction of two kinds of operators, the Liouville-von Neumann equation
for non-dissipative systems can be handled as the Schrodinger equation.
B Relation between Schrodinger and interaction
representations
In this section, we restore the subscript I that we have dropped since Sec. 5
and see the relation between the expectation values with respect to j0(t)i in the
Schrodinger representation and those with respect to j0(t)iI in the the interac-
tion representation. For arbitrary operator A, the expectation values h1jAj0(t)iI
and h1jAj0(t)i can be transformed to each other through the relation
h1jAj0(t)i = h1jAI(t)j0(t)iI; (B.1)
where AI(t) := e
iH^0tAe iH^0t. For A = a; ay, we have
h1jaj0(t)i = h1jaI(t)j0(t)iI = h1jaj0(t)iI e i!t; (B.2)
h1jayj0(t)i = h1jayI (t)j0(t)iI = h1jayj0(t)iI ei!t: (B.3)
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Similarly, we have
x(t) = xI(t) cos!t+ yI(t) sin!t; (B.4)
y(t) =  xI(t) sin!t+ yI(t) cos!t; (B.5)
x2(t) = x2I (t) cos
2 !t+y2I (t) sin
2 !t
+ [2xyI(t)  i] cos!t sin!t; (B.6)
y2(t) = x2I (t) sin
2 !t+y2I (t) cos
2 !t
  [2xyI(t)  i] cos!t sin!t; (B.7)
where
x(t) := h1jqj0(t)i; y(t) := h1jpj0(t)i; (B.8)
x2(t) := h1j[q   x(t)]2j0(t)i; y2(t) := h1j[p  y(t)]2j0(t)i; (B.9)
xI(t) := h1jqj0(t)iI; yI(t) := h1jpj0(t)iI; (B.10)
x2I (t) := h1j[q   xI(t)]2j0(t)iI; y2I (t) := h1j[p  yI(t)]2j0(t)iI; (B.11)
xyI(t) := h1j[q   xI(t)][p  yI(t)]j0(t)iI: (B.12)
C Treatment in a c-number function space
In the present study, we exploited the operator algebras within NETFD to
handle the dissipative squeezing process. In this section, we show an alternative
treatment in NETFD, i.e., we map the dissipative Schrodinger equation into a
partial dierential equation of a c-number function and then solve the equation.
The treatment is quite parallel to the ones in the density operator method [2,
4], in which the quantum master equation is mapped to a partial dierential
equation of a c-number function.
Let us introduce, a set of states jm;n) which are simultaneous eigenstates
of aya and ~ay~a, i.e.,
ayajm;n) = mjm;n); ~ay~ajm;n) = njm;n); (C.1)
where m;n are 0 or positive integers. The state j0; 0) is the vacuum annihilated
by a and ~a, i.e.,
aj0; 0) = 0; ~aj0; 0) = 0: (C.2)
We assume the ortho-normality and the completeness of jm;n), i.e.,
(m0; n0jm;n) = m0mn0n;
X
m;n
jm;n)(m;nj = 1: (C.3)
The thermal bra-vacuum h1j can be represented as
h1j =
X
n
(n; nj: (C.4)
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We dene the coherent state jz; wi by
jz; wi := D(z) gD(w)j0; 0); (C.5)
with
D(z) := eza
y za; (C.6)
where z and w are complex numbers. The conjugate bra-state hz; wj is given by
hz; wj = (0; 0jDy(z) gDy(w): (C.7)
One can easily show that
ajz; wi = zjz; wi; ~ajz; wi = wjz; wi; (C.8)
hz; wjay = hz; wjz; hz; wj~ay = hz; wjw; (C.9)
and Z
d2z

Z
d2w

jz; wihz; wj = 1; (C.10)
where d2z := d(Rez)d(Imz) and d2w := d(Rew)d(Imw).
By using the coherent states, the vacuum j0(t)i can be mapped to a c-number
function by
Q(z; z; t) =
1

hz; zj0(t)i: (C.11)
The function Q(z; z; t) is identical to the Q function in the density operator
method [3]. Note that, we have
h1jamaynj0(t)i = h1jam
Z
d2z

Z
d2w

jz; wihz; wjaynj0(t)i
=
Z
d2z

Z
d2w

zmznh1jz; wihz; wj0(t)i: (C.12)
After some computation with the use of the identity
eAeB = eA+Be
1
2 [A;B] (for [[A;B]; A] = [[A;B]; B] = 0); (C.13)
we obtain,
h1jz; wi = e 12 jz wj2e 12 (zw zw); (C.14)
hz; wj = hz; zj [D(z   w)] e 12 (zw zw); (C.15)Z
d2z

e 
jzj2
2 D(z) = 1; (C.16)
where the thermal state condition (2.6) is used in deriving (C.14). From (C.12){
(C.16), we have
h1jamaynj0(t)i =
Z
d2z zmznQ(z; z; t): (C.17)
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Hence, for a function f(a; ay) of the operators given in the anti-normal ordered
form, the expectation value is given in terms of Q(z; z; t) by
h1jf(a; ay)j0(t)i =
Z
d2zf(z; z)Q(z; z; t): (C.18)
By taking the inner product of hz; zj and the dissipative Schrodinger equation
(5.1) for the dissipative squeezed vacuum, we obtain the partial dierential
equation for Q(z; z; t) as
@
@t
Q(z; z; t) =

 

@
@z
z +
@
@z
z +
1
2

@2
@z2
+
@2
@z2

+ 

@
@z
z +
@
@z
z + 2(n+ 1)
@
@z
@
@z

Q(z; z; t); (C.19)
where we have used the identities
hz; zja =

z +
@
@z

hz; zj; hz; zj~a =

z +
@
@z

hz; zj: (C.20)
By introducing the new variables x and y as
x =
z + zp
2
; y =
z   zp
2i
; (C.21)
Q(x; y; t)dxdy = Q(z; z; t)d2z; (C.22)
(C.19) reduces to
@
@t
Q(x; y; t) =

( + ) @
@x
x+

 
2
+ (n+ 1)
 @2
@x2

+

(+ )
@
@y
y +

2
+ (n+ 1)
 @2
@y2

Q(x; y; t): (C.23)
Suppose the solution of (C.23) is given by the form
Q(x; y; t) = f+(x)f (y)g(t): (C.24)
Then, f(x) and g(t) satisfy the ordinary dierential equations

2
+ (n+ 1)
 d2
dx2
+ (+ ) d
dx
x  

f(x) = 0; (C.25)
d
dt
  g

g(t) = 0; (C.26)
where g = + +  . Note that the dierential equation
d2
dx2
+A
d
dx
x+B

f(x) = 0; (C.27)
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has the solutions
f(x) =
8>>><>>>:
Hm
q
A
2 x

e 
Ax2
2 (m = BA ) for A > 0
Hm
q
jAj
2 x

(m = B jAjjAj ) for A < 0
C1e
p Bx + C2e 
p Bx for A = 0
; (C.28)
where m is 0 or a positive integer, C1 and C2 are constants, and Hm(x) is the
Hermite polynomial dened by
Hm(x) := ( 1)nex2 d
n
dxn
e x
2
: (C.29)
Note also that the dierential equation
d
dx
x+B

f(x) = 0; (C.30)
has the solution
f(x) = Cx B 1; (C.31)
where C is a constant.
By noting (C.28) and (C.31), we nd that the general solution of (C.23) is
given as follows. Hereafter, without loss of generality, we assume   0.
(i) 0   < ;  > 2(n+ 1)
Q(x; y; t) =
1X
m+;m =0
"
Cm+;m Hm+
 r
A+
2
x
!
exp

 A+x
2
2

Hm 
 r
A 
2
y
!
exp

 A y
2
2

 exp f[m+(  ) +m (   )]tg
#
; (C.32)
(ii)  <  < 2(n+ 1)
Q(x; y; t) =
1X
m+;m =0
"
Cm+;m Hm+
 r
jA+j
2
x
!
Hm 
 r
A 
2
y
!
exp

 A y
2
2

 exp f[(m+ + 1)( + ) +m (   )]tg
#
; (C.33)
23
(iii)  = 
Q(x; y; t) =
Z 1
 1
dk
1X
m =0
"
Ck;m  exp(ikx)
Hm 
 r
A 
2
y
!
exp

 A y
2
2

 exp

 (n+ 1
2
)k2   2m 

t
#
; (C.34)
(iv)  = 2(n+ 1)
Q(x; y; t) =
1X
m+;m =0
"
Cm+;m x
m+
Hm 
 r
A 
2
y
!
exp

 A y
2
2

 exp f[ (m+ + 1)(2n+ 1)  2m n]tg
#
; (C.35)
where
A :=
+ 
2 + (n+ 1)
; (C.36)
Cm+;m  and Ck;m  are constants.
Let the system be initially (t = 0) at thermal equilibrium state with tem-
perature T0. Then, Q(x; y; t = 0) is given by
Q(x; y; t = 0) =
1
2(n+ 1)
exp

  x
2 + y2
2(n+ 1)

; (C.37)
where n is the number of the photons given by (3.18). Since Q(x; y; t = 0) can
be written in a form of product Q+(x)Q (y), the coecients Cm+;m  (Ck;m )
also have a form of product,
Cm+;m  = Cm+Cm  (Ck;m  = CkCm ): (C.38)
It follows that Q(x; y; t) at any time t > 0 can be written in a form of product
Q(x; y; t) = Q+(x; t)Q (y; t); (C.39)
where Q(x; t) will be specied for individual cases (i){(iv) as follows.
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(i) 0   < ;  > 2(n+ 1)
Q(x; t) are given by
Q(x; t) =
1X
m=0
CmHm
 r
A
2
x
!
exp

 Ax
2
2

exp [m(  )t] :
(C.40)
Let us expand the Gaussian distribution function with the mean 0 and the
variance  as follows,
1p
2
exp

 x
2
2

=
1X
m=0
Gm(;A)Hm
 r
A
2
x
!
exp

 Ax
2
2

; (C.41)
where Gm(;A) are the expansion coecients. They are obtained as
Gm(;A) =
(
1
2m(m=2)!
p

A
2 (A   1)m=2 (m : even)
0 (m : odd)
; (C.42)
by using the properties of Hermitian polynomials,Z 1
 1
dxHm(x)Hl(x)e
 x2 = m! 2m
p
ml; (C.43)Z 1
 1
dx exp
  ax2Hm(x) = ( m!(m=2)!pa   1a   1m=2 (m : even)
0 (m : odd)
: (C.44)
From (C.37), (C.40) and (C.41), we nd that
Cm = Gm(n+ 1; A); (C.45)
and that
Q(x; t) =
1X
m=0
Gm(n+ 1; A)Hm
 r
A
2
x
!
exp

 Ax
2
2

 exp [m(  )t]
=
1X
m=0
Gm((t); A)Hm
 r
A
2
x
!
exp

 Ax
2
2

=
1p
2(t)
exp

  x
2
2(t)

; (C.46)
with
(t) = n+ 1 +
  n+ 12  (n  n)
 

1  e 2()t

: (C.47)
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(ii)  <  < 2(n+ 1)
Q+(x; t) is given by
Q+(x; t) =
1X
m+=0
Cm+Hm+
 r
jA+j
2
x
!
exp [m+(  )t] : (C.48)
Let us introduce another expansion of the Gaussian distribution function,
1p
2
exp

 x
2
2

=
1X
m=0
G0m(;A)Hm
 r
jAj
2
x
!
; (C.49)
where G0m(;A) is given by
G0m(;A) =  
1
2m(m=2)!
r
jAj
2
( 1)m=2 (1 + jAj) (m+1)=2 : (C.50)
From (C.37), (C.48) and (C.49), we nd that
Cm+ = G
0
m+(n+ 1; A+); (C.51)
and that
Q+(x; t) =
X
m+
G0m+(n+ 1; A+)Hm+
 r
jAj
2
!
exp [(m+ + 1)(   )t]
=
X
m+
G0m+(+(t); A+)Hm+
 r
jAj
2
!
=
1p
2+(t)
exp

  x
2
2+(t)

; (C.52)
with +(t) of (C.47). Q (y; t) is obtained as that in (C.46) in the same way as
for (i).
(iii)  = 
Q+(x; t) is given by
Q+(x; t) =
Z 1
 1
dk Ck exp(ikx) exp

 

n+
1
2

k2t

(C.53)
From (C.37) and (C.53), we nd
Ck =
1
2
exp

  n+ 1
2
k2

; (C.54)
and that
Q+(x; t) =
1p
2+(t)
exp

  x
2
2+(t)

; (C.55)
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with
+(t) = n+ 1 + (2n+ 1)t: (C.56)
Q (y; t) is obtained as that in (C.46) in the same way as for (i).
(iv)  = 2(n+ 1)
Q+(x; t) is given by
Q+(x; t) =
1X
m+=0
Cm+x
m+ exp [ (m+ + 1)(2n+ 1)t] : (C.57)
From (C.37) and (C.57), we nd
Cm+ =
8<: 1p2(n+1) 1(m+=2)!

  12(n+1)
m+=2
(m+ : even)
0 (m+ : odd)
; (C.58)
and that
Q+(x; t) =
1p
2(n+ 1)

1X
m0=0
1
m0!

  1
2(n+ 1)
m0
x2m
0
exp [ (2m0 + 1)(2n+ 1)t]
=
1p
2+(t)
exp

  x
2
2(t)

; (C.59)
with
+(t) = (n+ 1)e
2(2n+1)t: (C.60)
Q (y; t) is obtained as that in (C.47) in the same way as for (i).
To summarize, Q(x; y; t) is given as
Q(x; y; t) =
1
2
p
+(t) (t)
exp

  x
2
2+(t)
  y
2
2 (t)

; (C.61)
where (t) is given by (C.47) and +(t) for  =  should be interpreted as the
limiting value for ! . Now, Q(z; z; t) reads
Q(z; z; t) =
1

p
+(t) (t)
exp

  (Rez)
2
+(t)
  (Imz)
2
 (t)

; (C.62)
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and the expectation values of quadrature amplitudes are given by
x(t) :=
Z
d2zQ(z; z)
z + zp
2
= 0; (C.63)
y(t) :=
Z
d2zQ(z; z)
z   zp
2i
= 0; (C.64)
x2(t) =
1
2
Z
d2zQ(z; z)

z2 + 2zz   1 + z2

;
= +(t)  1
2
; (C.65)
y2(t) =
1
2
Z
d2zQ(z; z)

 z2 + 2zz   1  z2

;
=  (t)  1
2
: (C.66)
We see that (C.63){(C.66) with (C.47) are consistent with (6.6) and (6.7).
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