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Abstract. We study the global existence and uniqueness of classical solutions to the three-
dimensional compressible isentropic Navier-Stokes equations with vacuum and external potential
forces which could be arbitrarily large provided the initial data is of small energy and the unique
steady state is strictly away from vacuum. In particular, the solution may have large oscillations
and contain vacuum states. For the case of discontinuous initial data, we also prove the global
existence of weak solutions. The large-time behavior of the solution is obtained simultaneously.
It is worthwhile mentioning that the compatibility condition on the initial data and the regularity
condition of the external potential forces in the present paper are much weaker than those
assumed in the existing literature.
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1 Introduction
The motion of three-dimensional viscous compressible isentropic flows occupying a domain
Ω ⊂ R3 is governed by the compressible Navier-Stokes equations:
ρt + div(ρu) = 0, (1.1)
(ρu)t + div(ρu⊗ u) +∇P (ρ) = µ∆u+ (µ+ λ)∇divu+ ρf˜ , (1.2)
where the unknown functions ρ ≥ 0, u = (u1, u2, u3) and P (ρ) = Aργ (A > 0, γ > 1) are the
fluid density, velocity and pressure, respectively, and f˜ = f˜(x) is the known external force. The
viscosity coefficients µ and λ satisfy the physical restrictions µ > 0 and 3λ+ 2µ ≥ 0.
∗This work was partially supported by NNSFC (Grant Nos. 10801111, 10971215 & 10971171), the Fundamental
Research Funds for the Central Universities (Grant No. 2010121006), and the Natural Science Foundation of
Fujian Province of China (Grant No. 2010J05011).
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Let Ω = R3 and ρ∞ > 0 be a fixed positive constant. For the external force in the form:
f˜ = ∇f with f = f(x) (1.3)
we look for the solutions, (ρ(x, t), u(x, t)), to the Cauchy problem of (1.1), (1.2) with the far
field behavior
(ρ, u)(x, t)→ (ρ∞, 0) as |x| → ∞, t > 0, (1.4)
and the initial data
(ρ, u)(x, 0) = (ρ0, u0)(x), x ∈ R3. (1.5)
The equations (1.1), (1.2) describe the conservation laws of mass and momentum, respec-
tively. There has been a lot of literature on the existence and the large-time behavior of solutions
to the compressible Navier-Stokes equations. The one-dimensional problem has been extensively
studied, see [1, 19] and the references therein. For the multi-dimensional case, the local exis-
tence and uniqueness of classical solutions was proved in [29,31] in the absence of vacuum, and
recently, the local strong solutions were studied in [2–4, 30] for the case that the initial density
need not be positive and may vanish in open sets. The global classical solutions were first ob-
tained by Matsumura-Nishida [25] when the initial data are close to a non-vacuum equilibrium
in Sobolev space H3, see also [26] for the exterior problem. Later, Hoff [10, 11] considered the
weak solutions without vacuum and external forces for the discontinuous initial data. The global
theory for the multi-dimensional compressible Navier-Stokes equations with “large data” is more
delicate. Vaigant and Kazhikov [33] studied the global existence of classical solutions in two-
dimensional periodic domain when the viscosity coefficients depend on density in a very specific
way and the initial density is strictly positive. One of the most important breakthrough about
the global theory of “large data” is the work of Lions [24] (see also Feireisl et al. [7,8]), who first
proved the global existence of weak solutions (the so-called “finite energy weak solutions”) to
the initial/inital-boundary value problem of (1.1), (1.2) with generally large initial data when
the initial energy is finite and the adiabatic exponent γ is suitably large (i.e. γ > 3/2). Recently,
under the additional assumptions that the viscosity coefficients µ and λ satisfy µ > max{4λ,−λ}
and that the far field density is away from vacuum, Hoff et al. (cf. [12–14]) obtained a new type
of global weak solutions with small energy, which have extra regularity information compared
with those large weak ones constructed by Lions [24] and Feireisl [7, 8]. More recently, Huang-
Li-Xin [17] established the global existence and uniqueness of classical solutions to the Cauchy
problem for the isentropic compressible Navier-Stokes equations in three-dimensional space with
smooth initial data which are of small energy but possibly large oscillations; in particular, the
initial density is allowed to vanish, even has compact support.
It has been mentioned in many papers (see, e.g. [9,22,27]) that the large external forces will
significantly affect the dynamic motion of compressible flows and cause some serious difficulties
in the mathematical study. In the following, we briefly recall some recent progress on the multi-
dimensional compressible Navier-Stokes equations subject to external forces. Indeed, when both
the initial perturbations and the external forces are sufficiently small, there have been many
studies on the global existence and the large-time behavior of the compressible Navier-Stokes
equations, see, for example, [5,6,26,32,34], and among others. For large external forces, Feireisl
and Petzeltova´ [9], Novotny and Strasˇkraba [28] proved for different boundary conditions that
if the adiabatic exponent γ is larger than 3/2 and there exists a unique steady state, then the
density of any global weak solution converges to the steady state density in some Lq-norm as
time goes to infinity. Under the assumptions that the adiabatic exponent γ is close to 1 and
the external forces satisfy some decay properties in the far field, Matsumura and Yamagata [27]
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studied the global existence and large-time behavior of weak solutions to the Cauchy problem of
(1.1), (1.2) when the initial perturbations are suitably small in L2 ∩L∞ for density (away from
vacuum) and in H1 for velocity. Recently, under the same smallness assumptions on the initial
perturbations, Li and Matsumura [22] succeeded in removing the smallness condition on |γ − 1|
and the decay assumptions on the external force, and thus, improved the Matsumura-Yamagata’s
result [27].
It is worth noting that among the papers [10,11,22,27] mentioned above, the initial pertur-
bation of density around a given positive state is small in L∞, which in particular implies that
the density is uniformly away from vacuum. However, as emphasized in many papers related
to compressible fluid dynamics [2–4, 35], the possible presence of vacuum is one of the major
difficulties when the problems of global existence, uniqueness and regularity of solutions to the
compressible Navier-Stokes equations are concerned.
Thus, our main aim in this paper is to establish global well-posedness theorem and to study
the large-time behavior of solutions for the compressible Navie-Stokes equations (1.1), (1.2) with
large external forces and vacuum states.
Before stating the main results, we explain the notations and conventions used throughout
this paper. For simplicity, we denote ∫
fdx =
∫
R3
fdx.
For 1 ≤ p ≤ ∞ and integer k ≥ 0, we adopt the following simplified notations for the standard
homogeneous and inhomogeneous Sobolev spaces:

Lp = Lp(R3), W k,p =W k,p(R3), Hk =W k,2,
D1 =
{
u ∈ L6(R3) ∣∣ ‖∇u‖L2 <∞} ,
D1,p =
{
u ∈ L1loc(R3)
∣∣ ‖∇u‖Lp <∞} .
We first study the stationary problem of (1.1)–(1.5). In view of [22, Remark 2.1], it is
known that the smooth steady solution, (ρs(x), us(x)), is unique and us ≡ 0. Hence, we infer
from (1.2) that the steady state density ρs = ρs(x) satisfies
∇P (ρs) = ρs∇f, ρs(x)→ ρ∞ as |x| → ∞, (1.6)
which implies that ρs is uniquely determined by∫ ρs
ρ∞
ρ−1P ′(ρ)dρ = f(x).
In order to avoid the vacuum states in ρs, we suppose that
−
∫ ρ∞
0
P ′(ρ)
ρ
dρ < inf
x∈R3
f(x) ≤ sup
x∈R3
f(x) <
∫ ∞
ρ∞
P ′(ρ)
ρ
dρ. (1.7)
Thus, it follows from (1.6) and (1.7) that
Proposition 1.1 Assume that f ∈ H2 satisfy (1.7). Then the stationary problem (1.6) has a
unique solution ρs = ρs(x) satisfying
ρs − ρ∞ ∈ H2, 0 < ρ ≤ inf
x∈R3
ρs(x) ≤ sup
x∈R3
ρs(x) ≤ ρ¯ <∞, (1.8)
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where ρ, ρ¯ are two positive constants depending only on A, γ, ρ∞, inf
x∈R3
f(x), and sup
x∈R3
f(x). Fur-
thermore, if f ∈W 2,q with some q ∈ (3, 6), then
‖∇ρs‖H1∩W 1,q ≤ C, (1.9)
where C is a positive constant depending only on A, γ, ρ∞, inf
x∈R3
f(x), and ‖f‖H2∩W 2,q .
Remark 1.1 For P (ρ) = Aργ with A > 0, γ > 1, it is easily seen from (1.6) and (1.7) that
ρs(x) =
(
ργ−1∞ +
γ − 1
Aγ
f(x)
) 1
γ−1
,
which, together with f ∈ H2, implies that (1.8) holds provided
inf
x∈R3
f(x) > − Aγ
γ − 1ρ
γ−1
∞ .
Remark 1.2 To study the large-time behavior of global weak solutions, the authors in [22, 27]
technically required that f ∈ H3 which particularly yields ∇ρs ∈ L∞ and plays a key role in their
analysis. Here we only assume that f ∈ H2 which is much weaker than that in [22, 27] and is
only used to guarantee (1.8). The additional condition f ∈W 2,q ⊃ H3 will be used to derive the
high order estimates needed for the global classical existence.
With the steady state (ρs, us) at hand, we can define the initial energy C0 as follows:
C0 ,
∫
R3
(
G(ρ0) +
1
2
ρ0|u0|2
)
dx, (1.10)
where G(·) is the potential energy density defined by
G(ρ) ,
∫ ρ
ρs
∫ r
ρs
P ′(ξ)
ξ
dξdr = ρ
∫ ρ
ρs
P (ξ)− P (ρs)
ξ2
dξ. (1.11)
Now, our first result concerning the global existence of classical solution of (1.1)–(1.5) can be
formulated as follows.
Theorem 1.1 For q ∈ (3, 6), let f ∈ H2 ∩W 2,q satisfy (1.7) and ρs = ρs(x) be the steady state
density of (1.6). For given positive numbers M (M may be arbitrarily large) and ρ˜ ≥ ρ¯ + 1,
assume that the initial data (ρ0, u0) satisfy
(ρ0 − ρ∞, P (ρ0)− P (ρ∞)) ∈ H2 ∩W 2,q, u0 ∈ H2, (1.12)
0 ≤ inf
x∈R3
ρ0(x) ≤ sup
x∈R3
ρ0(x) ≤ ρ˜, ‖∇u0‖2L2 ≤M, (1.13)
and that the compatibility condition
− µ∆u0 − (λ+ µ)∇divu0 +∇P (ρ0) = ρ1/20 g (1.14)
holds for some g ∈ L2. Then there exists a positive constant ε > 0, depending only on µ, λ, A,
γ, ρ∞, ρ˜, M , inf
x∈R3
f(x) and ‖f‖H2∩W 2,q , such that if the initial energy satisfies
C0 ≤ ε, (1.15)
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the Cauchy problem (1.1)–(1.5) has a unique global classical solution (ρ, u), defined on R3×(0, T ]
for any 0 < T <∞ and satisfying
0 ≤ ρ(x, t) ≤ 2ρ˜ for all x ∈ R3, t ≥ 0, (1.16)
and 

(ρ− ρ∞, P (ρ)− P (ρ∞)) ∈ C([0, T ];H2 ∩W 2,q),
u ∈ C([0, T ];H2) ∩ L∞(τ, T ;H3 ∩W 3,q),
ut ∈ L∞(τ, T ;H2) ∩H1(τ, T ;H1),
(1.17)
for any 0 < τ < T <∞. Moreover, one has the following large-time behavior:
lim
t→∞
(‖ρ(·, t) − ρs‖Lp + ‖∇u(·, t)‖Lr ) = 0, (1.18)
with any
p ∈ (2,∞), r ∈ [2, 6). (1.19)
Remark 1.3 It is clear from (1.17) that the solution obtained in Theorem 1.1 becomes a classical
one for any positive time ( [15, Remark 1.1]). Moreover, although the solution has small energy,
its oscillations could be arbitrarily large and the interior vacuum states are allowed.
Remark 1.4 Recently, in the absence of external force, Huang-Li-Xin [17] (see also [4]) proved
the global existence of classical solutions of the Cauchy problem of (1.1), (1.2) with smooth
non-negative initial density under the following compatibility conditions
− µ∆u0 − (λ+ µ)∇divu0 +∇P (ρ0) = ρ0g (1.20)
with g , g(x) satisfying
ρ
1/2
0 g ∈ L2, ∇g ∈ L2, (1.21)
which play a key role in the analysis of [4, 17]. It is worthwhile noting that the compatibility
conditions (1.20), (1.21) are much stronger than that in (1.14).
It is well-known that the discontinuous solutions (namely, weak solutions) are fundamental
and important in both the physical and mathematical theory. So, our second aim is to study
the global weak solutions (see Definition 1.1) of (1.1)–(1.5).
Definition 1.1 A pair of functions (ρ, u) is called a weak solution of (1.1)–(1.5), provided that
ρ− ρ∞ ∈ L∞loc(0,∞;L2 ∩ L∞), u ∈ L∞loc(0,∞;H1),
and that for all test functions ψ ∈ D(R3 × (−∞,∞)) and j = 1, 2, 3,∫
ρ0ψ(·, 0)dx +
∫ ∞
0
∫
(ρψt + ρu · ∇ψ) dxdt = 0,
∫
ρ0u
j
0ψ(·, 0)dx +
∫ ∞
0
∫ (
ρujψt + ρu
ju · ∇ψ + P (ρ)ψxj
)
dxdt
=
∫ ∞
0
∫ (
µ∇uj · ∇ψ + (µ+ λ)(divu)ψxj
)
dxdt−
∫ ∞
0
∫
ρfxjψdxdt.
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The global existence of weak solutions of (1.1)–(1.5) with discontinuous initial data can be
stated as follows.
Theorem 1.2 Let f ∈ H2 satisfy (1.7) and ρs = ρs(x) be the steady state density of (1.6). For
given positive numbers M (M may be arbitrarily large) and ρ˜ ≥ ρ¯ + 1, assume that the initial
data (ρ0, u0) satisfy 

(ρ0 − ρ∞, P (ρ0)− P (ρ∞)) ∈ L2 ∩ L∞, u0 ∈ H1,
0 ≤ inf
x∈R3
ρ0(x) ≤ sup
x∈R3
ρ0(x) ≤ ρ˜, ‖∇u0‖2L2 ≤M.
(1.22)
Then there exists a positive constant ε > 0, depending only on µ, λ,A, γ, ρ∞, ρ˜,M, inf
x∈R3
f(x), and
‖f‖H2 , such that if
C0 ≤ ε, (1.23)
the Cauchy problem (1.1)–(1.5) has a global weak solution (ρ, u) on R3 × (0,∞) in the sense of
Definition 1.1 satisfying
0 ≤ ρ(x, t) ≤ 2ρ˜ for all x ∈ R3, t ≥ 0, (1.24)
ρ− ρ∞ ∈ C([0,∞);L2), ρu ∈ C([0,∞);H−1), ∇u ∈ L2(0,∞;L2) (1.25)
and for any p ∈ (2,∞),
lim
t→∞
(‖ρ(·, t) − ρs‖Lp + ‖u(·, t)‖Lp∩L∞) = 0. (1.26)
Remark 1.5 Theorem 1.2 extends those results in [10–12, 22, 27] to the case that both the
vacuum states and the large external forces are involved. Moreover, the regularity condition
f ∈ H2 on the external force is much weaker than the one f ∈ H3 which is technically needed
in [22,27]. Indeed, more regularities of the solutions away from t = 0 can be obtained (cf. [10]).
Remark 1.6 Similar to [17], the condition ‖∇u0‖2L2 ≤ M in both (1.13) and (1.22) can be
replaced by ‖u0‖H˙β ≤M with any β ∈ (1/2, 1].
We now comment on the analysis of this paper. Note that the compatibility condition
(1.14) is much weaker than those in [4], i.e., (1.20), (1.21) (see Remark 1.4), we cannot apply
the local existence theorem of classical solution in [4] to the problem considered. Indeed, we shall
split the proof of Theorem 1.1 into three steps. Roughly speaking, we first use the well-known
Matsumura-Nishida’s theorem (see Lemma 2.5) to guarantee the local existence of classical
solutions with strictly positive initial density, then extend the local classical solutions globally
in time just under the condition that the initial energy is suitably small (see Proposition 5.1),
and finally let the lower bound of the initial density go to zero. So, to this end, we need some
global a priori estimates which are independent of the lower bound of density. It turns out that
the key issue in the proof is to derive both the time-independent upper bound of density and
the time-dependent higher order estimates of (ρ, u). To do this, we will borrow some ideas due
from [10, 11, 17, 22]. However, because of the arbitrariness of external forces, the presence of
vacuum states and the weaker compatibility condition (1.14), some new difficulties arise and the
methods therein cannot be applied directly.
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First, similar to that in [10, 17], we begin our proof with the careful initial layer analysis.
To do this, we technically need the following modified “effective viscous flux”:
F , ρ−1s [(λ+ 2µ)divu− (P (ρ)− P (ρs))] , (1.27)
which was introduced by Li-Matsumura [22] and is different from the ones in [10,11,17,27]. Bas-
ing on (1.2), (1.27) and the standard Lp-estimate of elliptic system, one can derive some subtle
connections among the modified “effective viscous flux”, the gradient and material derivative
of the velocity, and the pressure (see Lemma 3.3), which are important in the entire analysis,
particularly in closing the time-independent energy estimates stated in Lemma 3.2. To obtain
such connections, we need to deal with some difficulties induced by the large external forces.
This will be done by making a full use of the mathematical structure of the steady state density
(see (1.6)) and adopting an idea due to Huang-Li-Xin [16] (see (3.29) below), which enable us
to control the terms associated with the pressure and the large external force by the deviation
of the density ρ from the steady state ρs. Moreover, compared with [10, 17], the properties of
‖∇F‖L2 and ‖∇curlu‖L2 are proved in a different manner due to the fact that f, ρs only belong
to H2, which also makes the analysis here need to be more careful than that in [22].
However, unlike that in [22], it seems difficult to use directly this modified “effective viscous
flux” F in (1.27) to prove the uniform upper bound of the density ρ since we only assume that
f ∈ H2 which implies that ∇ρs ∈ Ls with any s ∈ [2, 6]. Indeed, we overcome this difficulty by
replacing F by the following standard “effective viscous flux” (see Lemma 3.8):
F˜ , (λ+ 2µ)divu− (P (ρ)− P (ρs)), (1.28)
which is in a similar form as the one defined in [10, 11, 17, 24]. A key observation is that for
r, r1 ∈ (3, 6], r2 ∈ (6,∞) and 1/r1 + 1/r2 = 1/r, one has
‖∇F˜‖Lr ≤ C (‖ρu˙‖Lr + ‖(ρ− ρs)∇f‖Lr)
≤ C (‖ρu˙‖Lr + ‖∇f‖Lr1‖(ρ− ρs)‖Lr2 ) , (1.29)
where “ ˙ ” denotes the material derivative. Estimate (1.29) shows that we only need that ρs
satisfies ∇ρs ∈ L2 ∩ L6. This is the main difference between F and F˜ defined respectively in
(1.27) and (1.28). By virtue of (1.29), we can apply the Sobolev embedding inequality to derive
a desired estimate of ‖F‖L∞ , and thus, prove the pointwise boundedness of density by using the
Zlotnik inequlaity (see Lemma 2.2).
There are also some new difficulties lying in the proof of the higher order time-dependent
estimates. Indeed, to achieve the estimates on the derivatives of the solutions, we first prove the
important estimates on the gradients of the density and velocity by solving a logarithm Gronwall
inequality in a similar manner as that in [17, 18]. As a result, one can also easily obtain the
L2-estimates for the second-order derivatives of density, pressure and velocity. However, due to
the weaker compatibility condition in (1.14) (cf. (1.20), (1.21)), the method used in [17] cannot
be applied any more to obtain further estimates needed for the existence of classical solutions.
In fact, instead of the L2-method, we succeed in obtaining these classical estimates by deriving
some desired Lq-estimates (3 < q < 6) on the higher-order time-spatial derivatives of the density
and velocity, basing on some careful initial-layer analysis (see Lemmas 4.4–4.6).
The rest of this paper is organized as follows. In Sect. 2, we first recall some known
inequalities and facts which will be frequently used in our analysis. In Sect. 3, we derive the key
a priori estimates of the weighted estimates on the gradient and the material derivative of the
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velocity and the pointwise upper bound of the density, all of which are independent of t and will
be used to proved the large-time behavior. In Sect. 4, we prove the time-dependent estimates on
the higher-order norms of the solutions, which are needed for the existence of classical solutions.
Finally, the main results (i.e. Theorems 1.1 and 1.2) will be proved in Sect. 5.
2 Auxiliary lemmas
In this section, we list some elementary inequalities and known facts which will be used
frequently later. We begin with the well-known Gagliardo-Nirenberg-Sobolev-type inequality
(see [20]).
Lemma 2.1 Let f ∈ D1 and g ∈ Lq ∩D1,r with q ∈ (1,∞) and r ∈ (3,∞). Then there exists a
positive constant C, which may depend on q and r, such that
‖f‖L6 ≤ C‖∇f‖L2 , (2.1)
‖g‖L∞ ≤ C‖g‖q(r−3)/(3r+q(r−3))Lq ‖∇g‖3r/(3r+q(r−3))Lr . (2.2)
The following Zlotnik inequality, whose proof can be found in [36], will be used later to
prove the uniform-in-time upper bound of the density.
Lemma 2.2 Assume that the function y ∈W 1,1(0, T ) solves the ODE system:
y′ = g(y) + b′(t) on [0, T ], y(0) = y0,
where b ∈W 1,1(0, T ) and g ∈ C(R). If g(∞) = −∞ and
b(t2)− b(t1) ≤ N0 +N1(t2 − t1) (2.3)
for all 0 ≤ t1 ≤ t2 ≤ T with some positive constants N0 and N1, then one has
y(t) ≤ max{y0, ξ∗}+N0 < +∞ on [0, T ], (2.4)
where ξ∗ ∈ R is a constant such that
g(ξ) ≤ −N1 for ξ ≥ ξ∗. (2.5)
In order to obtain the time-dependent estimates of ‖∇u‖L∞ and ‖∇ρ‖L2∩L6 , we need the
following Beale-Kato-Majda-type inequality, the proof of which can be found in [18].
Lemma 2.3 For 3 < q <∞, assume that ∇u ∈ L2 ∩D1,q. Then there exists a constant C > 0,
depending only on q, such that
‖∇u‖L∞ ≤ C (‖divu‖L∞ + ‖∇ × u‖L∞) ln
(
e+ ‖∇2u‖Lq
)
+ C‖∇u‖L2 + C. (2.6)
Since there is no vacuum state in the far field, it is easy to show that u ∈ L2 even that the
density is only nonnegative. Indeed, we have
Lemma 2.4 Let ρs = ρs(x) be the steady state density as in Proposition 1.1. Assume that (̺, v)
satisfies the following conditions:
0 ≤ ̺ ≤ 2ρ˜, (̺− ρs, ̺1/2v) ∈ L2, ∇v ∈ L2.
Then there exists a positive constant C, depending only on ρ, ρ¯ and ρ˜, such that
‖v‖L2 ≤ C
(
‖̺1/2v‖L2 + ‖̺− ρs‖2/3L2 ‖∇v‖L2
)
. (2.7)
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Proof. Indeed, it is easy to see that∫
|v|2dx ≤ C(ρ)
∫
ρ2s|v|2dx ≤ C(ρ)
(∫
̺2|v|2dx+
∫
(̺− ρs)2|v|2dx
)
≤ C(ρ, ρ˜)
∫
̺|v|2dx+ C(ρ)
(∫
|̺− ρs|3dx
)2/3(∫
|v|6dx
)1/3
≤ C(ρ, ρ˜)‖̺1/2v‖2L2 + C(ρ, ρ¯, ρ˜)‖̺− ρs‖4/3L2 ‖∇v‖2L2 ,
which immediately proves (2.7). 
We end this section with the following local well-posedness theorem of classical solution to
the problem (1.1)–(1.5) when the initial density is strictly away from vacuum (see, e.g. [29], and
especially Matsumura-Nishida [25, Theorem 5.2]).
Lemma 2.5 Assume that the initial data (ρ0, u0) satisfies
(ρ0 − ρ∞, u0) ∈ H3, inf
x∈R3
ρ0(x) > 0. (2.8)
Then there exist a small time T0 > 0 and a unique classical solution (ρ, u) to the Cauchy problem
(1.1)–(1.5) on R3 × (0, T0] such that
inf
(x,t)∈R3×[0,T0]
ρ(x, t) ≥ 1
2
inf
x∈R3
ρ0(x), (2.9)
and {
ρ− ρ∞ ∈ C([0, T0];H3) ∩ C1([0, T0];H2),
u ∈ C([0, T0];H3) ∩ C1([0, T0];H1) ∩ L2(0, T0;H4),
(2.10)
where T0 > 0 may depend on inf
x∈R3
ρ0(x).
3 Time-independent a priori estimates
This section is concerned with the time-independent (weighted) energy estimates and the
uniform upper bound of density, which are essential for the proofs of Theorems 1.1 and 1.2. To
do this, we assume that (ρ, u), defined over (0, T ) with some positive T > 0, is a smooth solution
of the Cauchy problem (1.1)–(1.5). For simplicity, we introduce the following functionals:
Φ1(T ) , sup
0≤t≤T
σ
∫
|∇u|2dx+
∫ T
0
σ
∫
ρ|u˙|2dxdt, (3.1)
Φ2(T ) , sup
0≤t≤T
σ3
∫
ρ|u˙|2dx+
∫ T
0
σ3
∫
|∇u˙|2dxdt (3.2)
and
Φ3(T ) , sup
0≤t≤T
∫
|∇u|2dx, (3.3)
where σ(t) , {1, t}, and the symbol “ ˙ ” denotes the material derivative v˙ = vt + u · ∇v.
The main purpose of this section is to prove the following key a priori estimates.
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Proposition 3.1 Assume that the conditions of Theorem 1.2 are satisfied. There exist two
positive constants ε˜ and K, depending only on µ, λ,A, γ, ρ, ρ¯, ρ˜, inf
x∈R3
f(x), ‖f‖H2 and M , such
that if (ρ, u) is a smooth solution of (1.1)–(1.5) satisfying{
0 ≤ ρ(x, t) ≤ 2ρ˜ for all (x, t) ∈ R3 × [0, T ],
Φ1(T ) + Φ2(T ) ≤ 2C1/20 and Φ3(σ(T )) ≤ 3K,
(3.4)
then one has {
0 ≤ ρ(x, t) ≤ 74 ρ˜ for all (x, t) ∈ R3 × [0, T ],
Φ1(T ) + Φ2(T ) ≤ C1/20 and Φ3(σ(T )) ≤ 2K,
(3.5)
provided that the initial energy C0 defined in (1.10) satisfies
C0 ≤ ε˜. (3.6)
Proof. Proposition 3.1 follows directly from the following Lemmas 3.5, 3.6, and 3.8 with
K and ε˜ being the positive constants as in Lemmas 3.5 and 3.8, respectively. 
Remark 3.1 We assume throughout this section that the initial data and the external force only
satisfy the conditions of Theorem 1.2, and hence, the uniform-in-time estimates derived in this
section can be used to study the existence and large-time behavior of global weak solutions as
stated in Theorem 1.2.
For notational convenience, throughout this section we denote by C or Ci (i = 1, 2, . . .) the
generic positive constants which may depend on µ, λ,A, γ, ρ, ρ¯, ρ˜, inf
x∈R3
f(x), ‖f‖H2 and M , but
not on T . We also sometimes write C(α) to emphasize that C relies on α.
We start the proof with the following standard energy estimate.
Lemma 3.1 Let (ρ, u) be a smooth solution to (1.1)–(1.5) on R3 × (0, T ]. Then,
sup
0≤t≤T
∫ (
1
2
ρ|u|2 +G(ρ)
)
dx+
∫ T
0
∫ (
µ|∇u|2 + (µ+ λ)(divu)2) dxdt ≤ C0, (3.7)
where G(ρ) is the potential energy density defined in (1.11).
Proof. Thanks to (1.6), the momentum equation (1.2) can be written as
ρut + ρu · ∇u+
(∇P (ρ)− ρρ−1s ∇P (ρs)) = µ∆u+ (µ+ λ)∇divu,
which, multiplied by u and integrated by parts over R3 × (0, t), yields
1
2
∫
ρ|u|2dx
∣∣∣∣
t
0
+
∫ t
0
∫
u · (∇P (ρ)− ρρ−1s ∇P (ρs)) dxds
+
∫ t
0
∫ (
µ|∇u|2 + (µ+ λ)(divu)2) dxds = 0. (3.8)
After integrating by parts, one infers from (1.1) that∫ t
0
∫
u · (∇P (ρ)− ρρ−1s ∇P (ρs)) dxds
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=∫ t
0
∫
ρu · ∇
(∫ ρ
ρs
P ′(ξ)
ξ
dξ
)
dxds
= −
∫ t
0
∫
div(ρu)
(∫ ρ
ρs
P ′(ξ)
ξ
dξ
)
dxds
=
∫ t
0
∫
ρt
(∫ ρ
ρs
P ′(ξ)
ξ
dξ
)
dxds =
∫
G(ρ)dx
∣∣∣∣
t
0
,
which, inserted into (3.8), leads to the desired estimate in (3.7). 
It is clear that for all 0 ≤ ρ ≤ 2ρ˜ and ρ ≤ ρs ≤ ρ¯, there are positive constants C1 and C2
depending only on ρ, ρ¯, and ρ˜, such that
C1(ρ− ρs)2 ≤ G(ρ) ≤ C2(ρ− ρs)2,
so that, it readily follows from (3.7) that
sup
0≤t≤T
‖ρ− ρs‖2L2 ≤ CC0. (3.9)
The next lemma is concerned with the temporary weighted L2-estimates on the gradient
and the material derivatives of the velocity, the proof of which will be concluded in Lemma 3.6
below. The idea of the proof mainly comes from [10, 17, 22]. However, due to the arbitrariness
of external potential forces, the presence of vacuum states, and especially, the weaker regularity
assumption of the external forces (i.e. f ∈ H2), the analysis here needs to be more careful.
Lemma 3.2 Let (ρ, u) with ρ ∈ [0, 2ρ˜] be a smooth solution of (1.1)–(1.5) on R3× (0, T ]. Then
there exists a positive constant C, depending on ρ˜, such that
Φ1(T ) ≤ C
(
C0 +
∫ T
0
σ‖∇u‖3L3dt
)
, (3.10)
Φ2(T ) ≤ C
(
C0 +Φ1(T ) +
∫ T
0
σ3‖∇u‖4L4dt
)
. (3.11)
Proof. It follows from (1.2) and (1.6) that
ρu˙− µ∆u− (µ+ λ)∇divu+∇ (P (ρ)− P (ρs)) = (ρ− ρs)∇f. (3.12)
For m ≥ 0, multiplying (3.12) by σmu˙ in L2 gives
σm
∫
ρ|u˙|2dx = µσm
∫
∆u · u˙dx+ (µ+ λ)σm
∫
∇divu · u˙dx
−σm
∫
u˙ · ∇ (P (ρ)− P (ρs)) dx+ σm
∫
(ρ− ρs)u˙ · ∇fdx
,
4∑
i=1
Ii, (3.13)
where the right-hand side can be estimated term by term as follows. First, by the definition of
the material derivative “ ˙ ” and integration by parts, we easily get that
I1 = −µ
2
(
σm‖∇u‖2L2
)
t
+
µ
2
mσm−1σ′‖∇u‖2L2 − µσm
∫
∂iu
j∂i(u
k∂ku
j)dx
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≤ −µ
2
(
σm‖∇u‖2L2
)
t
+ Cmσm−1σ′‖∇u‖2L2 + Cσm‖∇u‖3L3 , (3.14)
and similarly,
I2 ≤ −µ+ λ
2
(
σm‖divu‖2L2
)
t
+ Cmσm−1σ′‖∇u‖2L2 + Cσm‖∇u‖3L3 . (3.15)
Secondly, noticing that (1.1) implies
P (ρ)t + div(P (ρ)u) + (ρP
′(ρ)− P (ρ))divu = 0, (3.16)
so that, using (1.8), (2.1) and (3.9), we obtain after integrating by parts that
I3 =
∫
[σm(divu)t (P (ρ)− P (ρs))− σm(u · ∇u) · ∇ (P (ρ)− P (ρs))] dx
=
d
dt
∫
σmdivu (P (ρ)− P (ρs)) dx−mσm−1σ′
∫
divu (P (ρ)− P (ρs)) dx
+
∫
σm
(
(ρP ′(ρ)− P (ρ))(divu)2 + P (ρ)∂iuj∂jui + u · ∇u · ∇P (ρs)
)
dx
≤ d
dt
∫
σmdivu(P (ρ)− P (ρs))dx+mσm−1σ′‖P (ρ)− P (ρs)‖L2‖∇u‖L2
+Cσm‖∇u‖2L2 + Cσm‖u‖L6‖∇u‖L2‖∇ρs‖L3
≤ d
dt
∫
σmdivu(P (ρ)− P (ρs))dx+ C‖∇u‖2L2 + Cm2σ2(m−1)σ′C0. (3.17)
Analogously, using the fact that ρt + div((ρ − ρs)u) + div(ρsu) = 0 due to (1.1), we have from
(1.8), (2.1) and (3.9) that
I4 =
d
dt
∫
σm(ρ− ρs)u · ∇fdx−mσm−1σ′
∫
(ρ− ρs)u · ∇fdx
+σm
∫
[div(ρsu)u · ∇f − (ρ− ρs)u · ∇(u · ∇f) + (ρ− ρs)u · ∇u · ∇f ]dx
≤ d
dt
∫
σm(ρ− ρs)u · ∇fdx+ Cmσm−1σ′‖ρ− ρs‖L2‖u‖L6‖∇f‖L3
+Cσm
∫ (|u||∇u||∇f |+ |∇ρs||u|2|∇f |+ |ρ− ρs||u|2|∇2f |) dx
≤ d
dt
∫
σm(ρ− ρs)u · ∇fdx+ Cmσm−1σ′C1/20 ‖∇u‖L2 + Cσm‖u‖L6‖∇u‖L2‖∇f‖L3
+Cσm‖∇ρs‖L3‖u‖2L6‖∇f‖L3 + Cσm‖ρ− ρs‖L6‖u‖2L6‖∇2f‖L2
≤ d
dt
∫
σm(ρ− ρs)u · ∇fdx+ C‖∇u‖2L2 + Cm2σ2(m−1)σ′C0. (3.18)
Combining (3.13)–(3.15), (3.17) and (3.18) leads to(
µ
2
σm‖∇u‖2L2 +
(µ + λ)
2
σm‖divu‖2L2
)
t
+
∫
σmρ|u˙|2dx
≤ d
dt
∫
σm (divu (P (ρ)− P (ρs)) + (ρ− ρs)u · ∇f) dx
+Cm2σ2(m−1)σ′C0 + C(1 +mσ
m−1σ′)‖∇u‖2L2 + Cσm‖∇u‖3L3 , (3.19)
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where the first term on the right-hand side can be estimated as follows:∣∣∣∣
∫
σm (divu(P (ρ) − P (ρs)) + (ρ− ρs)u · ∇f)dx
∣∣∣∣
≤ Cσm (‖ρ− ρs‖L2‖∇u‖L2 + ‖ρ− ρs‖L2‖u‖L6‖∇f‖L3)
≤ µ
4
σm‖∇u‖2L2 + CσmC0.
Thus, choosing m = 1 in (3.19), integrating it over (0, T ) and using (3.7) one gets (3.10).
To prove (3.11), operating σmu˙j (∂t + div(u·)) to both sides of (3.12) and integrating the
resulting equations over R3, we obtain after summing them up that
3∑
i=1
Li , σ
m
∫
u˙j
[
∂t(ρu˙
j) + ∂k(ρu
ku˙j)
]
dx− µσm
∫
u˙j
[
∆ujt + ∂k(u
k∆uj)
]
dx
−(µ+ λ)σm
∫
u˙j
[
∂jdivut + ∂k(u
k∂jdivu)
]
dx
= −σm
∫
u˙j
[
(∂jP (ρ))t + ∂k
(
uk∂j (P (ρ)− P (ρs))
)]
dx
+σm
∫
u˙j
[
ρt∂jf + ∂k
(
uk(ρ− ρs)∂jf
)]
dx ,
2∑
i=1
Ri. (3.20)
We now estimate each term in (3.20). First, by (1.1) one easily gets that
L1 =
1
2
d
dt
∫
σmρ|u˙|2dx− m
2
σm−1σ′
∫
ρ|u˙|2dx. (3.21)
Recalling the definition of “ ˙ ”, we deduce from integration by parts that
L2 = µσ
m
∫ (
|∇u˙|2 − ∂ku˙j∂k
(
u · ∇uj)+ ∂ku˙juk∆uj) dx
= µσm
∫ (
|∇u˙|2 − ∂ku˙j∂kul∂luj − ∂ku˙jul∂2kluj − ∂2klu˙juk∂luj − ∂ku˙j∂luk∂luj
)
dx
= µσm
∫ (
|∇u˙|2 − ∂ku˙j∂kul∂luj + ∂lu˙j∂kuk∂luj − ∂ku˙j∂luk∂luj
)
dx
≥ 7µ
8
σm
∫
|∇u˙|2dx− Cσm
∫
|∇u|4dx, (3.22)
where the Cauchy-Schwarz inequality was also used in the last inequality. Analogously,
L3 ≥ (µ+ λ)σm
∫
(divu˙)2dxds− C σm
∫
|∇u˙||∇u|2dx
≥ σm
∫ (
(µ+ λ)(divu˙)2 − µ
8
|∇u˙|2
)
dx− Cσm
∫
|∇u|4dx. (3.23)
In view of (3.16), we obtain after integrating by parts that
R1 = −σm
∫
divu˙
(
div(P (ρ)u) + (ρP ′(ρ)− P (ρ))divu) dx
−σm
∫ (
uk∂kdivu˙+ ∂ku˙
j∂ju
k
)
(P (ρ)− P (ρs)) dx
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= −σm
∫
divu˙
[
(ρP ′(ρ)− P (ρ))divu+ div (P (ρs)u)
]
dx
−σm
∫
∂ku˙
j∂ju
k (P (ρ)− P (ρs)) dx
≤ µ
8
σm‖∇u˙‖2L2 +Cσm
(‖∇u‖2L2 + ‖u‖2L6‖∇ρs‖2L3)
≤ µ
8
σm‖∇u˙‖2L2 +Cσm‖∇u‖2L2 , (3.24)
where we have also used (1.8) and (2.1). Similarly, by (1.1) we have
R2 = σ
m
∫
ρu · ∇ (u˙j∂jf) dx− σm
∫
∂ku˙
j
(
uk(ρ− ρs)∂jf
)
dx
≤ Cσm (‖∇u˙‖L2‖∇f‖L3‖u‖L6 + ‖ρu˙‖L3‖u‖L6‖∇2f‖L2)
≤ µ
8
σm‖∇u˙‖2L2 + Cσm
(
‖ρ1/2u˙‖2L2 + ‖∇u‖2L2
)
, (3.25)
where we have also used Cauchy-Schwarz inequality and the following estimate:
‖ρu˙‖L3 ≤ C‖ρ1/2u˙‖1/2L2 ‖u˙‖
1/2
L6
≤ C‖ρ1/2u˙‖1/2
L2
‖∇u˙‖1/2
L2
.
Putting the estimates of (3.21)–(3.25) into (3.20) gives(
σm‖ρ1/2u˙‖2L2
)
t
+ µσm‖∇u˙‖2L2
≤ Cσm (‖∇u‖2L2 + ‖∇u‖4L4)+ C (mσm−1σ′ + σm) ‖ρ1/2u˙‖2L2 . (3.26)
Thus, choosing m = 3 in (3.26) and integrating it over (0, T ) lead to (3.11) immediately. 
Next, we prove some important connections among the modified “effective viscous flux”, the
density, and the gradient and material derivative of the velocity, which are crucial for our further
analysis. To do this, we need to make a full use of the mathematical structure of steady state
density ρs of (1.6) and the standard L
p-estimate of elliptic system, basing on a key observation
due to Huang-Li-Xin [16] (see (3.29) below).
Lemma 3.3 Let f ∈ H2 satisfy (1.7) and ρs = ρs(x) be the steady state density of (1.6).
Assume that (ρ, u) with ρ ∈ [0, 2ρ˜] is a smooth solution of (1.1)–(1.5) and F = F (x, t) is the
modified “effective viscous flux” defined by (1.27). Then there exists a positive constant C,
depending only on ρ¯, ρ, ρ˜, inf
x∈R3
f(x) and ‖f‖H2 , such that
‖∇F‖L2 + ‖∇(ρ−1s curlu)‖L2 ≤ C
(‖ρu˙‖L2 + ‖∇u‖L3 + ‖ρ− ρs‖2L6) , (3.27)
‖∇u‖L6 ≤ C
(‖ρu˙‖L2 + ‖∇u‖L2 + ‖ρ− ρs‖2L6 + ‖ρ− ρs‖L6) . (3.28)
Proof. The proofs are analogous to those in [10, 17], however, since ρs − ρ∞ 6∈ H3, we modify
the proof of ‖∇F‖L2 slightly. Indeed, as observed in [16], one can utilize (1.6) to get that
ρ−1s (∇P (ρ)− ρ∇f)
= ρ−1s
[∇ (P (ρ)− P (ρs))− ρ−1s (ρ− ρs)∇P (ρs)]
= ∇ [ρ−1s (P (ρ)− P (ρs))]+ ρ−2s [P (ρ)− P (ρs)− (ρ− ρs)P ′(ρs)]∇ρs. (3.29)
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Thus, by virtue of (1.2), (1.27) and (3.29), we deduce
ρ−1s ρu˙−∇F + µcurl
(
ρ−1s curlu
)
= − [(λ+ 2µ)(divu)∇ρ−1s − µ∇ρ−1s × (curlu)]
+
[
P (ρ)− P (ρs)− P ′(ρs)(ρ− ρs)
]∇ρ−1s
, G1 +G2, (3.30)
which gives
∆F = div(ρ−1s ρu˙−G1 −G2) (3.31)
and
µ∆
(
ρ−1s curlu
)
= µ∇div (ρ−1s curlu)− µcurlcurl (ρ−1s curlu)
= µ∇ (curlu · ∇ρ−1s )− curl(ρ−1s ρu˙−G1 −G2). (3.32)
Noticing that
‖G1‖L2 + ‖G2‖L2 ≤C
(‖∇ρs‖L6‖∇u‖L3 + ‖∇ρs‖L6‖(ρ− ρs)2‖L3)
≤C (‖∇u‖L3 + ‖ρ− ρs‖2L6) ,
we apply the standard L2-estimate to (3.31) and (3.32) to obtain
‖∇F‖L2 + ‖∇(ρ−1s curlu)‖L2
≤ C (‖ρu˙‖L2 + ‖G1‖L2 + ‖G2‖L2 + ‖∇ρs‖L6‖∇u‖L3)
≤ C (‖ρu˙‖L2 + ‖∇u‖L3 + ‖ρ− ρs‖2L6) ,
which gives (3.27).
On the other hand, using (1.27), (2.1), and (3.27), we find
‖∇u‖L6 ≤ C (‖divu‖L6 + ‖curlu‖L6)
≤ C (‖F‖L6 + ‖ρ− ρs‖L6 + ‖ρ−1s curlu‖L6)
≤ C (‖∇F‖L2 + ‖ρ− ρs‖L6 + ‖∇(ρ−1s curlu)‖L2)
≤ C (‖ρu˙‖L2 + ‖ρ− ρs‖2L6 + ‖ρ− ρs‖L6 + ‖∇u‖L2)+ 12‖∇u‖L6 ,
where we have used the fact that ‖∇u‖2L3 ≤ C‖∇u‖L2‖∇u‖L6 and Cauchy-Schwarz inequality
in the last inequality. This proves (3.28), and thus, the proof of Lemma 3.3 is completed. 
With the help of (3.4) and Lemma 3.3, we can prove
Lemma 3.4 Let (ρ, u) with ρ ∈ [0, 2ρ˜] be a smooth solution of (1.1)–(1.5) on R3× (0, T ]. Then
there exists a positive constant ε0 > 0, depending on ρ˜, such that∫ T
0
σ3
(‖∇u‖4L4 + ‖ρ− ρs‖4L4 + ‖F‖4L4 + ‖curlu‖4L4) dt ≤ CC0. (3.33)
provided Φ1(T ) + Φ2(T ) ≤ 2C1/20 and C0 ≤ ε0.
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Proof. Direct calculations from (1.1) and (1.27) show
(ρ− ρs)t + ρs
2µ+ λ
(P (ρ)− P (ρs))
= −u · ∇(ρ− ρs)− (ρ− ρs)divu− u · ∇ρs − ρ
2
sF
2µ + λ
.
Multiplying this by 4(ρ− ρs)3 in L2 and integrating by parts, we find
d
dt
∫
(ρ− ρs)4dx+ 4
2µ+ λ
∫
ρs (P (ρ)− P (ρs)) (ρ− ρs)3dx
≤ C
∫ (
(ρ− ρs)4|∇u|+ |ρ− ρs|3|u||∇ρs|+ |ρ− ρs|3|F |
)
dx
≤ C‖ρ− ρs‖2L4 (‖∇u‖L2 + ‖u‖L6‖∇ρs‖L3) + C‖ρ− ρs‖3L4‖F‖L4
≤ δ‖ρ− ρs‖4L4 + C(δ)
(‖∇u‖2L2 + ‖F‖4L4) , δ > 0, (3.34)
where we have used (1.8), (2.1) and Cauchy-Schwarz inequality. Due to (1.8), one has
ρs (P (ρ)− P (ρs)) (ρ− ρs)3 = (ρ− ρs)4ρs
∫ 1
0
P ′(αρ + (1− α)ρs)dα
≥ C(ρ− ρs)4
for some positive constant C depending only on A, γ, ρ, ρ¯ and ρ˜. Hence, choosing δ > 0 suitably
small, multiplying (3.34) by σ3 and integrating it over (0, T ), we infer from (3.7) and (3.9) that∫ T
0
σ3‖ρ− ρs‖4L4dt ≤ CC0 + C
∫ T
0
σ3‖F‖4L4dt. (3.35)
By (1.27), we have
‖∇u‖L4 ≤ C (‖divu‖L4 + ‖curlu‖L4) ≤ C
(‖F‖L4 + ‖ρ− ρs‖L4 + ‖ρ−1s curlu‖L4) ,
which, combining with (3.35) and (3.27), yields that∫ T
0
σ3
(‖∇u‖4L4 + ‖ρ− ρs‖4L4 + ‖F‖4L4) dt
≤ CC0 + C
∫ T
0
σ3
(‖F‖4L4 + ‖ρ−1s curlu‖4L4) dt
≤ CC0 + C
∫ T
0
σ3
(‖F‖L2‖∇F‖3L2 + ‖ρ−1s curlu‖L2‖∇(ρ−1s curlu)‖3L2) dt
≤ CC0 + C
∫ T
0
σ3
(
‖∇u‖L2 + C1/20
) (‖ρu˙‖3L2 + ‖∇u‖3L3 + ‖ρ− ρs‖6L6) dt
≤ CC0 + C
∫ T
0
(
σ1/2‖∇u‖L2 + C1/20
) (
σ3‖ρu˙‖2L2
)1/2
σ‖ρu˙‖2L2dt
+ C
∫ T
0
‖∇u‖L2
((
σ1/2‖∇u‖L2
)
σ5/2‖∇u‖2L4 + σ3C1/20 ‖ρ− ρs‖2L4
)
dt
+ CC
1/2
0
∫ T
0
σ3
(‖∇u‖2L2 + ‖∇u‖4L4 + ‖ρ− ρs‖4L4) dt
≤ CC0 + CC1/20
∫ T
0
σ3
(‖∇u‖4L4 + ‖ρ− ρs‖4L4) dt,
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where in the last inequality we have used Φ1(T ) + Φ2(T ) ≤ 2C1/20 . This directly gives (3.33)
provided C0 ≤ ε0 , min{1, (2C)−2}. 
Lemma 3.5 Let (ρ, u) with ρ ∈ [0, 2ρ˜] be a smooth solution of (1.1)–(1.5) on R3× (0, T ]. Then
there exist positive constants K and ε1, depending on ρ˜ and M , such that
Φ3(σ(T )) +
∫ σ(T )
0
‖ρ1/2u˙‖2L2dt ≤ 2K, (3.36)
provided Φ3(σ(T )) ≤ 3K and C0 ≤ ε1.
Proof. Choosing m = 0 in (3.19) and integrating it over [0, σ(T )], we deduce from (3.7), (3.9),
(3.28) and Cauchy-Schwarz inequality that
Φ3(σ(T )) + 2
∫ σ(T )
0
‖ρ1/2u˙‖2L2dt
≤ C (C0 +M) + C
∫ σ(T )
0
‖∇u‖3L3dt
≤ C (C0 +M) + C
∫ σ(T )
0
‖∇u‖3/2
L2
‖∇u‖3/2
L6
dt
≤ C (C0 +M) + C
∫ σ(T )
0
‖∇u‖6L2dt+
∫ σ(T )
0
‖ρ1/2u˙‖2L2dt
≤ K +CC0 [Φ3(σ(T ))]2 +
∫ σ(T )
0
‖ρ1/2u˙‖2L2dt
with a positive constantK , C(C0+M) depending on ρ˜, C0 andM . As a result, we immediately
obtain (3.36) provided Φ3(σ(T )) ≤ 3K and C0 ≤ ε1 , (9CK)−1. 
Lemma 3.6 Assume that (ρ, u) satisfying (3.4) with K > 0 as in Lemma 3.5 is a smooth
solution of (1.1)–(1.5) on R3 × (0, T ]. Then, there exists a positive constant ε2 > 0, depending
on ρ˜ and M , such that
Φ1(T ) + Φ2(T ) ≤ C1/20 , (3.37)
provided C0 ≤ ε2.
Proof. By (3.4), (3.9) and (3.28), we find
σ‖∇u‖2/3
L6
≤ Cσ (‖ρu˙‖L2 + ‖∇u‖L2 + ‖ρ− ρs‖2L6 + ‖ρ− ρs‖L6)2/3
≤ C
(
C
1/6
0 + C
2/9
0 + C
1/9
0
)
≤ CC1/90 .
Thus, using (3.7), (3.9), (3.28), (3.33) and (3.36), one derives from (3.10) and (3.11) that
Φ1(T ) + Φ2(T )
≤ CC0 + C
∫ T
σ(T )
σ‖∇u‖3L3dt+ C
∫ σ(T )
0
σ‖∇u‖3L3dt
≤ CC0 + C
∫ T
σ(T )
(‖∇u‖2L2 + σ3‖∇u‖4L4) dt+ C
∫ σ(T )
0
σ‖∇u‖3/2
L2
‖∇u‖3/2
L6
dt
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≤ CC0 + CC1/90
∫ σ(T )
0
‖∇u‖7/6
L2
(‖ρu˙‖L2 + ‖∇u‖L2 + ‖ρ− ρs‖2L6 + ‖ρ− ρs‖L6)5/6 dt
≤ CC0 + CC2/30
(∫ σ(T )
0
(‖ρu˙‖2L2 + ‖∇u‖2L2 + ‖ρ− ρs‖4L6 + ‖ρ− ρs‖2L6) dt
)5/12
≤ C1C2/30 ≤ C1/20 ,
provided C0 ≤ ε2 , min{ε0, ε1, C−61 }. The proof of Lemma 3.6 is thus complete. 
To complete the proof of Proposition 3.1, it remains to prove the uniform upper bound of
the density. To do this, we first need the following refined estimates.
Lemma 3.7 Assume that (ρ, u) satisfying (3.4) with K > 0 as in Lemma 3.5 is a smooth
solution of (1.1)–(1.5) on R3 × (0, T ]. Then
sup
0≤t≤T
‖∇u‖2L2 +
∫ T
0
‖ρ1/2u˙‖2L2dt ≤ C, (3.38)
sup
0≤t≤T
(
σ‖ρ1/2u˙‖2L2
)
+
∫ T
0
σ‖∇u˙‖2L2dt ≤ C, (3.39)
provided C0 ≤ ε2.
Proof. We only have to prove (3.39) since the estimate (3.38) is an immediate result of (3.36)
and (3.37). Choosing m = 1 in (3.26) and integrating it over (0, T ) yields that
sup
0≤t≤T
(
σ‖ρ1/2u˙‖2L2
)
+
∫ T
0
σ‖∇u˙‖2L2dt
≤ C
(
C0 +
∫ T
0
‖ρ1/2u˙‖2L2dt+
∫ T
0
σ‖∇u‖4L4dt
)
≤ C + C
∫ σ(T )
0
σ‖∇u‖L2‖∇u‖3L6dt
≤ C + C
∫ σ(T )
0
σ
(‖ρu˙‖3L2 + ‖∇u‖3L2 + ‖ρ− ρs‖6L6 + ‖ρ− ρs‖3L6) dt
≤ C + C sup
0≤t≤T
(
σ1/2‖ρ1/2u˙‖L2
)
,
where we have used (3.9), (3.33), (3.28) and (3.38). Combining this with Young inequality
immediately leads to (3.39). 
We are now ready to prove the uniform upper bound of the density, which is in fact the key
to extend the local smooth solution to be global and will be proved by modifying the arguments
in [16, 17, 21] basing on the Zlotnik inequality (cf. Lemma 2.2) and the standard “effective
viscous flux” F˜ (see (1.28)) in a similar form as the one in [10,17,24].
Lemma 3.8 Assume that (ρ, u) satisfying (3.4) with K > 0 as in Lemma 3.5 is a smooth
solution of (1.1)–(1.5) on R3× (0, T ]. Then there exists a positive constant ε˜ > 0, depending on
ρ˜ and M , such that for all (x, t) ∈ R3 × [0, T ],
ρ(x, t) ≤ 7
4
ρ˜
provided C0 ≤ ε˜.
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Proof. Let F˜ be the standard “effective viscous flux” defined by (1.28). Then (1.1) can be
written in the form:
Dtρ = g(ρ) + b
′(t),
where
Dt , ∂t + u · ∇, g(ρ) , − Aρ
λ+ 2µ
(ργ − ργs ) , b(t) , −
1
λ+ 2µ
∫ t
0
ρF˜dτ.
In order to apply Lemma 2.2, we have to deal with b(t) since lim
ρ→+∞
g(ρ) = −∞. To do this,
we first observe from (1.2) and (1.6) that
∆F˜ = div(ρu˙− (ρ− ρs)∇f). (3.40)
Applying the standard Lp-estimate to the elliptic problem (3.40) gives
‖∇F˜‖L4 ≤ C‖ρu˙‖L4 + C‖(ρ− ρs)∇f‖L4
≤ C‖ρu˙‖1/4
L2
‖ρu˙‖3/4
L6
+C‖ρ− ρs‖L12‖∇f‖L6
≤ Cσ−1/8‖∇u˙‖3/4
L2
+ CC
1/12
0 ,
(3.41)
where we have also used (1.8), (3.9) and (3.39). It thus follows from (1.28), (2.2), (3.9), (3.38)
and (3.41) that
‖F˜‖L∞ ≤ C‖F˜‖1/7L2 ‖∇F˜‖
6/7
L4
≤ C
(
‖∇u‖1/7
L2
+ ‖ρ− ρs‖1/7L2
)(
σ−1/8‖∇u˙‖3/4
L2
+C
1/12
0
)6/7
≤ Cσ−3/28‖∇u˙‖9/14
L2
+ CC
1/14
0 . (3.42)
For 0 ≤ t1 < t2 ≤ σ(T ) ≤ 1, we deduce from (3.37), (3.39) and (3.42) that if C0 ≤ ε2, then
|b(t2)− b(t1)|
≤ C
∫ σ(T )
0
‖F˜‖L∞dt
≤ CC1/140 + C
∫ σ(T )
0
σ−4/7
(
σ‖∇u˙‖2L2
)1/4 (
σ3‖∇u˙‖2L2
)1/14
dt
≤ CC1/140 + C
(∫ σ(T )
0
σ‖∇u˙‖2L2dt
)1/4(∫ σ(T )
0
σ3‖∇u˙‖2L2dt
)1/14
≤ CC1/140 + CΦ1/142 (T ) ≤ CC1/280 .
Therefore, for any t ∈ [0, σ(T )], one can choose N0, N1 in (2.3) and ξ∗ in (2.5) as follows:
N0 = CC
1/28
0 , N1 = 0, ξ
∗ = ρ¯.
Then, due to the facts that ρ ≤ ρs ≤ ρ¯ (see Proposition 1.1) and
g(ξ) ≤ − Aξ
λ+ 2µ
(ξγ − ρ¯γ) ≤ −N1 = 0, ∀ ξ ≥ ξ∗ = ρ¯,
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it follows from (2.4) that (keeping in mind that 0 ≤ ρ0 ≤ ρ˜ and ρ˜ ≥ ρ¯+ 1)
sup
0≤t≤σ(T )
‖ρ(t)‖L∞ ≤ max{ρ˜, ρ¯}+N0 ≤ ρ˜+ CC1/280 ≤
3
2
ρ˜, (3.43)
provided the initial energy C0 is chosen to be such that
C0 ≤ min{ε2, ε3} with ε3 ,
(
ρ˜
2C
)28
.
For any σ(T ) ≤ t1 < t2 ≤ T , we have from (3.9), (3.37) and (3.38) that
|b(t2)− b(t1)|
≤ C
∫ t2
t1
‖F˜‖L∞dt ≤ C
∫ t2
t1
‖F˜‖1/7
L2
‖∇F˜‖6/7
L4
dt
≤ C
∫ t2
t1
(
‖ρu˙‖1/4
L2
‖ρu˙‖3/4
L6
+ ‖ρ− ρs‖L12‖∇f‖L6
)6/7
dt
≤ CC1/140 (t2 − t1) +C
∫ t2
t1
‖ρu˙‖3/14
L2
‖u˙‖9/14
L6
dt
≤
(
CC
1/14
0 +
A
2(2µ + λ)
)
(t2 − t1) + C
∫ T
σ(T )
σ3
(
‖ρ1/2u˙‖2L2 + ‖ρu˙‖2L2
)
dt
≤ A
2µ+ λ
(t2 − t1) + CC1/20 ,
where in the last inequality we have chosen C0 to be such that
C0 ≤ min{ε2, ε3, ε4} with ε4 ,
(
A
2C(2µ + λ)
)14
.
Therefore, for any t ∈ [σ(T ), T ], we can choose N0 and N1 in (2.3) and ξ∗ in (2.5) as follows:
N0 = CC
1/2
0 , N1 =
A
2µ+ λ
, ξ∗ = ρ¯+ 1.
Then it is easy to check that for any ξ ≥ ξ∗,
g(ξ) ≤ − Aξ
2µ+ λ
(ξγ − ρ¯γ) ≤ −N1 = − A
2µ+ λ
,
and hence, one has from (2.4) and (3.43) that
sup
σ(T )≤t≤T
‖ρ(t)‖L∞ ≤ max
{
3
2
ρ˜, ρ¯+ 1
}
+N0 ≤ 3
2
ρ˜+ CC
1/2
0 ≤
7
4
ρ˜, (3.44)
provided the initial energy C0 satisfies
C0 ≤ ε˜ , min{ε2, ε3, ε4, ε5} with ε5 ,
(
ρ˜
4C
)2
.
The combination of (3.43) with (3.44) proves Lemma 3.8. 
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4 Time-dependent higher-order estimates
In this section, we prove the higher-order estimates of the smooth solution (ρ, u) to (1.1)-
(1.5), which are needed for the existence of classical solutions. From now on, we always assume
that the initial energy C0 satisfies (3.6) and that the conditions of Theorem 1.1 are satisfied.
We also denote by C the various positive constants which may depend on ρ0, u0, ‖g‖L2 , f, λ, µ,
A, γ, ρ, ρ¯, ρ˜,M, and T as well.
We begin with the L2-estimate on the material derivative of the velocity.
Lemma 4.1 For any given T > 0, there exists a positive constant C(T ) such that
sup
0≤t≤T
‖ρ1/2u˙‖2L2 +
∫ T
0
‖∇u˙‖2L2dt ≤ C(T ). (4.1)
Proof. Choosing m = 0 in (3.26) and integrating it over (0, T ), we have
sup
0≤t≤T
∫
ρ|u˙|2dx−
∫
ρ|u˙|2(x, 0)dx +
∫ T
0
‖∇u˙‖2L2dt
≤ C
∫ T
0
(
‖∇u‖2L2 + ‖ρ1/2u˙‖2L2
)
dt+ C
∫ T
0
‖∇u‖4L4dt
≤ C + C
∫ T
0
‖∇u‖L2‖∇u‖3L6dt
≤ C + C
∫ T
0
‖ρu˙‖3L2dt
≤ C + C sup
0≤t≤T
‖ρ1/2u˙‖L2 ,
where we have used (3.7), (3.9), (3.28) and (3.38). Combining this with Young inequality gives
(4.1), since the compatibility condition (1.14) implies that
√
ρu˙|t=0 = √ρ0(∇f − g) ∈ L2 is well
defined. 
Next, similar to that in [17,18], we utilize the Beale-Kato-Majda-type inequality (see Lemma
2.3) to prove the important estimates on the gradients of (ρ, u).
Lemma 4.2 There exists a positive constant C = C(T ) such that
sup
0≤t≤T
(‖∇ρ‖L2∩L6 + ‖∇u‖H1) +
∫ T
0
‖∇u‖L∞dt ≤ C(T ). (4.2)
Proof. Since L = −µ∆−(µ+λ)∇div is a strong elliptic operator (see [3] for instance), applying
the Lp-estimate of elliptic system to (1.2) gives that for 2 ≤ p ≤ 6,
‖∇2u‖Lp ≤ C (‖ρu˙‖Lp + ‖∇ρ‖Lp + ‖∇f‖Lp) . (4.3)
By integration by parts, we easily derive from (1.1) that
d
dt
‖∇ρ‖Lp ≤ C‖∇u‖L∞‖∇ρ‖Lp + C‖∇2u‖Lp
≤ C (1 + ‖∇u‖L∞) ‖∇ρ‖Lp + C (1 + ‖ρu˙‖Lp) , (4.4)
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where (4.3) was used in the second inequality. Using (3.38), (4.3) and (2.1), we deduce from
(2.6) that
‖∇u‖L∞ ≤ C (‖divu‖L∞ + ‖curlu‖L∞) ln (e+ ‖ρu˙‖L6 + ‖∇ρ‖L6) + C
≤ C + C (‖divu‖L∞ + ‖curlu‖L∞) ln (e+ ‖∇u˙‖L2)
+C (‖divu‖L∞ + ‖curlu‖L∞) ln (e+ ‖∇ρ‖L6) . (4.5)
Set
Φ(t) , e+ ‖∇ρ‖L6 , Ψ(t) , 1 + (‖divu‖L∞ + ‖curlu‖L∞) ln (e+ ‖∇u˙‖L2) + ‖∇u˙‖L2 .
Then it follows from (4.4) with p = 6 and (4.5) that
Φ′(t) ≤ CΨ(t)Φ(t) lnΦ(t),
which, together with the fact that Φ(t) > 1, implies
d
dt
ln Φ(t) ≤ CΨ(t) lnΦ(t). (4.6)
Applying the standard Lp-estimate to (3.31) and (3.32) yields that
‖∇F‖L6 + ‖∇(ρ−1s curlu)‖L6 ≤ C
(‖ρu˙‖L6 + ‖G1‖L6 + ‖G2‖L6 + ‖∇u∇ρ−1s ‖L6)
≤ C (‖∇u˙‖L2 + ‖∇ρs‖L∞‖∇u‖L6 + ‖∇ρs‖L6)
≤ C (‖∇u˙‖L2 + 1) ,
where we have also used (1.9), (3.9), (3.28), (3.38), (4.1) and Lemma 2.1. Thus,∫ T
0
Ψ(t)dt ≤ C + C
∫ T
0
(‖∇u˙‖2L2 + ‖divu‖2L∞ + ‖curlu‖2L∞) dt
≤ C + C
∫ T
0
(‖P (ρ)− P (ρs)‖2L∞ + ‖F‖2L∞ + ‖ρ−1s curlu‖2L∞) dt
≤ C + C
∫ T
0
(‖F‖2L2 + ‖curlu‖2L2 + ‖∇F‖2L6 + ‖∇(ρ−1s curlu)‖2L6) dt
≤ C + C
∫ T
0
‖∇u˙‖2L2dt ≤ C, (4.7)
and consequently, it follows from (4.6) and Gronwall’s inequality that
sup
0≤t≤T
‖∇ρ(t)‖L6 ≤ sup
0≤t≤T
Φ(t) ≤ C. (4.8)
As a result of (4.5), (4.7) and (4.8), we obtain∫ T
0
‖∇u‖L∞dt ≤ C + C
∫ T
0
Ψ(t)dt ≤ C. (4.9)
Using (4.1) and (4.9), we infer from (4.4) with p = 2 and Gronwall’s inequality that
sup
0≤t≤T
‖∇ρ(t)‖L2 ≤ C,
which, together with (4.1) and (4.3), also implies that ‖∇u‖H1 ≤ C. The proof of Lemma 4.2 is
therefore completed. 
By virtue of Lemmas 4.1 and 4.2, we easily obtain
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Lemma 4.3 For any given T > 0, it holds that
sup
0≤t≤T
‖ρ1/2ut‖2L2 +
∫ T
0
‖∇ut‖2L2dt ≤ C(T ), (4.10)
sup
0≤t≤T
(‖∇ρ‖H1 + ‖∇P‖H1) +
∫ T
0
‖∇2u‖2H1dt ≤ C(T ), (4.11)
sup
0≤t≤T
(‖ρt‖H1 + ‖Pt‖H1) +
∫ T
0
(‖ρtt‖2L2 + ‖Ptt‖2L2) dt ≤ C(T ). (4.12)
Proof. First, (4.10) follows directly from Lemmas 4.1 and 4.2.
Next, we prove (4.11). Since P (ρ) = Aργ satisfies
Pt + u · ∇P + γPdivu = 0, (4.13)
from which and (1.1) we have by (4.2) and direct computations that
d
dt
(‖∇2ρ‖2L2 + ‖∇2P‖2L2)
≤ C‖∇u‖L∞
(‖∇2ρ‖2L2 + ‖∇2P‖2L2)+ C‖∇3u‖L2 (‖∇2ρ‖L2 + ‖∇2P‖L2)
+C‖∇2u‖L3 (‖∇ρ‖L6 + ‖∇P‖L6)
(‖∇2ρ‖L2 + ‖∇2P‖L2)
≤ C (1 + ‖∇u‖L∞)
(‖∇2ρ‖2L2 + ‖∇P‖2L2)+ C‖∇2u‖2H1 . (4.14)
Using (4.2), (4.10) and Lemma 2.1, we deduce from (1.2) and the standard L2-estimate of elliptic
system that
‖∇2u‖H1 ≤ C (‖ρut‖H1 + ‖ρu · ∇u‖H1 + ‖∇P‖H1 + ‖ρ∇f‖H1)
≤ C (1 + ‖∇ut‖L2 + ‖∇ρ‖L3‖ut‖L6 + ‖∇2P‖L2)
≤ C (1 + ‖∇ut‖L2 + ‖∇2P‖L2) . (4.15)
Thus, putting (4.15) into (4.14) and using Gronwall inequality, we immediately arrive at (4.11)
since it holds that ‖∇u‖L∞ + ‖∇ut‖2L2 ∈ L1(0, T ) due to (4.2) and (4.10) .
Finally, we prove (4.12). Thanks to (4.2) and (4.11), it follows from (1.1) and (4.13) that
‖ρt‖L2 + ‖Pt‖L2 ≤ C‖u‖L∞ (‖∇ρ‖L2 + ‖∇P‖L2) + C‖∇u‖L2 ≤ C, (4.16)
‖∇ρt‖L2 + ‖∇Pt‖L2 ≤ C‖∇2u‖L2 + C‖u‖L∞
(‖∇2ρ‖L2 + ‖∇2P‖L2)
+C‖∇u‖L3 (‖∇ρ‖L6 + ‖∇P‖L6) ≤ C, (4.17)
where Sobolev inequalities were used to get that ‖u‖L∞ + ‖∇u‖L3 ≤ C‖∇u‖H1 ≤ C. Moreover,
since (4.13) implies
Ptt + ut · ∇P + u · ∇Pt + γPtdivu+ γPdivut = 0,
one obtains after using (4.2), (4.10), (4.11), (4.16), and (4.17) that∫ T
0
‖Ptt‖2L2dt ≤ C
∫ T
0
(‖ut‖L6‖∇P‖L3 + ‖∇Pt‖L2 + ‖∇u‖L∞‖Pt‖L2 + ‖∇ut‖L2)2 dt
≤ C + C
∫ T
0
(‖∇u‖2H2 + ‖∇ut‖2L2) dt ≤ C. (4.18)
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In the same way, one also has ‖ρtt‖L2 ∈ L2(0, T ). So, combining this with (4.16)–(4.18) completes
the proof of (4.12). 
In order to prove the solution obtained is indeed a classical one on the time-interval [τ, T ]
for any 0 < τ < T <∞, we need some further estimates on the higher order derivatives of (ρ, u).
However, due to the weaker compatibility condition (1.14) (cf. (1.20), (1.21)), the methods used
in [17] cannot be applied any more. To overcome this difficulty, we need the following initial-layer
analysis.
Lemma 4.4 Let σ , min{1, t}. Then it holds for any given T > 0 that
sup
0≤t≤T
σ
(‖∇u‖2H2 + ‖∇ut‖2L2)+
∫ T
0
σ
(
‖ρ1/2utt‖2L2 + ‖∇ut‖2H1
)
dt ≤ C(T ). (4.19)
Proof. First, differentiating (1.2) with respect to t gives
µ∆ut + (µ+ λ)∇divut
= ρutt − ρt∇f + ρtut + ρtu · ∇u+ ρut · ∇u+ ρu · ∇ut +∇Pt.
(4.20)
Multiplying (4.20) by utt and integrating the resulting equality over R
3 yield
1
2
d
dt
∫ [
µ|∇ut|2 + (µ + λ)(divut)2
]
dx+
∫
ρ|utt|2dx
=
∫
(ρt∇f − ρtut − ρtu · ∇u− ρut · ∇u− ρu · ∇ut −∇Pt) · uttdx
=
d
dt
∫ [
−1
2
ρt|ut|2 + (ρt∇f − ρtu · ∇u−∇Pt) · ut
]
dx
−
∫
(ρtt∇f − ρttu · ∇u− ρtut · ∇u− ρtu · ∇ut) · utdx
+
1
2
∫
ρtt|ut|2dx−
∫
Pttdivutdx−
∫
(ρut · ∇u+ ρu · ∇ut) · uttdx
,
d
dt
I0 +
4∑
i=1
Ii. (4.21)
Then, we estimate each term on the right-hand side of (4.21). Using (1.1) and integrating
by parts, we see from (4.2) and (4.10)–(4.12) that
I0 =
∫
[−ρu · ∇ut · ut + ρt (∇f − u · ∇u) · ut + Ptdivut] dx
≤ C‖u‖L∞‖ρ1/2ut‖L2‖∇ut‖L2 + C‖ρt‖L2‖∇f‖L3‖ut‖L6
+C‖ρt‖L2‖u‖L∞‖∇u‖L3‖ut‖L6 + C‖Pt‖L2‖∇ut‖L2
≤ µ
4
‖∇ut‖2L2 + C.
Using (4.2) and (4.10)–(4.12) again, one infers that
I1 ≤ C‖ρtt‖L2‖∇f‖L3‖ut‖L6 + C‖ρtt‖L2‖u‖L∞‖∇u‖L3‖ut‖L6
+C‖ρt‖L2‖ut‖2L6‖∇u‖L6 + C‖ρt‖L6‖u‖L6‖∇ut‖L2‖ut‖L6
≤ C‖ρtt‖L2‖∇ut‖L2 + C‖∇ut‖2L2 ≤ C
(‖ρtt‖2L2 + ‖∇ut‖2L2) .
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By (1.1) and integration by parts, we have from (4.10) and (4.12) that
I2 =
∫
(ρu)t · ∇ut · utdx =
∫
(ρtu · ∇ut · ut + ρut · ∇ut · ut) dx
≤ C‖ρt‖L3‖u‖L∞‖∇ut‖L2‖ut‖L6 + C‖ρut‖L3‖∇ut‖L2‖ut‖L6
≤ C‖∇ut‖2L2 + C‖ρut‖1/2L2 ‖ut‖
1/2
L6
‖∇ut‖2L2 ≤ C
(
1 + ‖∇ut‖4L2
)
.
Obviously, I3 ≤ C
(‖Ptt‖2L2 + ‖∇ut‖2L2). Finally, it follows from (4.2) and Lemma 2.1 that
I4 ≤ C (‖ut‖L6‖∇u‖L3 + ‖u‖L∞‖∇ut‖L2) ‖ρ1/2utt‖L2
≤ 1
2
‖ρ1/2utt‖2L2 + C‖∇ut‖2L2 .
Thus, putting the estimates of Ii into (4.21), multiplying the resulting inequality by σ(t)
and integrating it over [0, T ], we infer from (4.10), (4.12) and Gronwall’s inequality that
sup
0≤t≤T
(
σ‖∇ut‖2L2
)
+
∫ T
0
σ‖ρ1/2utt‖2L2dt ≤ C,
which, together with (4.11) and (4.15), gives
sup
0≤t≤T
σ
(‖∇u‖2H2 + ‖∇ut‖2L2)+
∫ T
0
σ‖ρ1/2utt‖2L2dt ≤ C. (4.22)
Finally, applying the standard L2-estimate to the elliptic system (4.20) together with (4.2)
and (4.12) gives
‖∇2ut‖L2 ≤ C‖µ∆ut + (µ + λ)∇divut‖L2
≤ C‖ρutt − ρt∇f + ρtut + ρtu · ∇u+ ρut · ∇u+ ρu · ∇ut +∇Pt‖L2
≤ C
(
‖ρ1/2utt‖L2 + ‖ρt‖L2 + ‖ρt‖L3‖ut‖L6 + ‖ρt‖L3‖u‖L∞‖∇u‖L6
+‖ut‖L6‖∇u‖L3 + ‖u‖L∞‖∇ut‖L2 + ‖∇Pt‖L2)
≤ C
(
1 + ‖∇ut‖L2 + ‖ρ1/2utt‖L2
)
, (4.23)
from which and (4.22) it follows that∫ T
0
σ‖∇2ut‖2L2dt ≤ C.
This, together with (4.22), finishes the proof of (4.19). 
The next lemma is concerned with theW 1,q-estimate (q ∈ (3, 6)) on the gradients of density
and pressure, which in particular indicates the Ho¨lder continuity of (∇ρ,∇P ).
Lemma 4.5 Let q ∈ (3, 6) be as in Theorem 1.1. For any given T > 0, it holds that
sup
0≤t≤T
(‖∇ρ‖W 1,q + ‖∇P‖W 1,q ) +
∫ T
0
(‖ut‖p0W 1,q + ‖∇2u‖p0W 1,q) dt ≤ C(T ), (4.24)
where
p0 , (9q − 6)/(10q − 12) ∈ (1, 4q/(5q − 6)). (4.25)
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Proof. Applying the differential operator ∇2 to both sides of (4.13), multiplying the resulting
equations by q|∇2P (ρ)|q−2∇2P (ρ), and integrating it by parts over R3, one deduces from (4.2),
(4.11) and Lemma 2.1 that
d
dt
‖∇2P‖qLq ≤ C
(‖∇u‖L∞‖∇2P‖Lq + ‖∇P‖L∞‖∇2u‖Lq + ‖∇2u‖W 1,q) ‖∇2P‖q−1Lq
≤ C (1 + ‖∇u‖H2)
(
1 + ‖∇2P‖qLq
)
+ C‖∇2u‖W 1,q‖∇2P‖q−1Lq .
The similar estimate also holds for ‖∇2ρ‖Lq . Therefore,
d
dt
(‖∇2ρ‖qLq + ‖∇2P‖qLq) ≤ C (1 + ‖∇u‖H2) (1 + ‖∇2ρ‖qLq + ‖∇2P‖qLq)
+C‖∇2u‖W 1,q
(
‖∇2ρ‖q−1Lq + ‖∇2P‖q−1Lq
)
. (4.26)
Applying the standard W 1,p-estimate to the elliptic system (1.2) yields that
‖∇2u‖W 1,q ≤ C (‖ρut‖W 1,q + ‖ρu · ∇u‖W 1,q + ‖∇P‖W 1,q + ‖ρ∇f‖W 1,q)
≤ C (1 + ‖ut‖W 1,q + ‖∇ρ‖Lq‖ut‖L∞ + ‖∇u‖W 1,q
+ ‖∇ρ‖L∞‖∇u‖Lq + ‖∇u‖L∞‖∇u‖Lq + ‖∇P‖W 1,q )
≤ C (1 + ‖∇u‖H2 + ‖ut‖W 1,q + ‖∇ρ‖W 1,q + ‖∇P‖W 1,q ) , (4.27)
where we have also used (4.2), (4.11) and Lemma 2.1. Putting (4.27) into (4.26) gives
d
dt
(‖∇2ρ‖qLq + ‖∇2P‖qLq) ≤ C (1 + ‖∇u‖H2 + ‖ut‖W 1,q) (1 + ‖∇2ρ‖qLq + ‖∇2P‖qLq) . (4.28)
Using (2.1), (2.7), (3.9) and (4.10), we find that
∫ T
0
‖ut‖2Lqdt ≤ C
∫ T
0
‖ut‖2H1dt ≤ C
∫ T
0
(‖ut‖2L2 + ‖∇ut‖2L2) dt
≤ C
∫ T
0
(
‖ρ1/2ut‖2L2 + ‖∇ut‖2L2
)
dt ≤ C. (4.29)
Note that 4q/(5q − 6) ∈ (1, 4/3) for q ∈ (3, 6). So, for p0 as in (4.25), we obtain by Lemma 2.1,
Ho¨lder inequality and (4.19) that
∫ T
0
‖∇ut‖p0Lqdt ≤ C
∫ T
0
‖∇ut‖p0(6−q)/(2q)L2 ‖∇ut‖
p0(3q−6)/(2q)
L6
dt
≤ C
∫ T
0
σ−p0/2
(
σ‖∇ut‖2L2
)p0(6−q)/(4q) (σ‖∇ut‖2H1)p0(3q−6)/(4q) dt
≤ C
(
sup
0≤t≤T
σ‖∇ut‖2L2
)p0(6−q)/(4q) ∫ T
0
σ−p0/2
(
σ‖∇ut‖2H1
)p0(3q−6)/(4q) dt
≤ C
(∫ T
0
σ−2p0q/(4q−p0(3q−6))dt
)(4q−p0(3q−6))/(4q) (∫ T
0
σ‖∇ut‖2H1dt
)p0(3q−6)/(4q)
≤ C, (4.30)
since 0 < 2p0q/(4q − p0(3q − 6)) < 1 and 0 < p0(3q − 6)/(4q) < 1.
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The combination of (4.29) with (4.30) shows that for q ∈ (3, 6),
∫ T
0
‖ut‖p0W 1,qdt ≤ C. (4.31)
Thus, by (4.11), (4.31) and Gronwall’s inequality, one sees from (4.28) that
sup
0≤t≤T
(‖∇ρ‖W 1,q + ‖∇P‖W 1,q ) ≤ C,
which, combining with (4.11), (4.27), and (4.31), finishes the proof of Lemma 4.5. 
Finally, we still need the following lemma, which implies that ut and ∇2u are Ho¨lder
continuous away from t = 0.
Lemma 4.6 For any given T > 0, it holds that
sup
0≤t≤T
σ
(
‖ρ1/2utt‖L2 + ‖∇2ut‖L2 + ‖∇2u‖W 1,q
)
+
∫ T
0
σ2‖∇utt‖2L2dt ≤ C(T ). (4.32)
Proof. Differentiating (4.20) with respect to t gives
ρuttt + ρu · ∇utt − µ∆utt − (µ+ λ)∇divutt
= 2div(ρu)utt + div(ρu)tut − 2(ρu)t · ∇ut
−(ρttu+ 2ρtut) · ∇u− ρutt · ∇u−∇Ptt + ρtt∇f,
which, multiplied by utt in L
2 and integrated by parts over R3, yields
1
2
d
dt
∫
ρ|utt|2dx+
∫ (
µ|∇utt|2 + (µ+ λ)|divutt|2
)
dx
= −4
∫
ρu · ∇utt · uttdx−
∫
(ρu)t · (∇(ut · utt) + 2∇ut · utt) dx
−
∫
(ρttu+ 2ρtut) · ∇u · uttdx−
∫
ρutt · ∇u · uttdx
+
∫
Pttdivuttdx+
∫
ρtt∇f · uttdx ,
6∑
i=1
Ji. (4.33)
The right-hand side of (4.33) can be estimated term by term as follows, using Lemma 2.1,
Cauchy-Schwarz inequality and the estimates obtained.
J1 ≤ ‖ρ1/2utt‖L2‖∇utt‖L2 ≤ δ‖∇utt‖2L2 + C(δ)‖ρ1/2utt‖2L2 ,
J2 ≤ C (‖ρut‖L3 + ‖ρt‖L3) (‖∇ut‖L2‖utt‖L6 + ‖ut‖L6‖∇utt‖L2)
≤ C
(
1 + ‖ρut‖1/2L2 ‖∇ut‖
1/2
L2
)
‖∇ut‖L2‖∇utt‖L2
≤ δ‖∇utt‖2L2 + C(δ)
(
1 + ‖∇ut‖3L2
)
,
J3 ≤ C (‖ρtt‖L2‖u‖L∞‖∇u‖L3 + ‖ρt‖L3‖ut‖L6‖∇u‖L3) ‖utt‖L6
≤ δ‖∇utt‖2L2 + C(δ)
(‖ρtt‖2L2 + ‖∇ut‖2L2) ,
J4 ≤ C‖ρ1/2utt‖L2‖∇u‖L3‖utt‖L6 ≤ δ‖∇utt‖2L2 +C(δ)‖ρ1/2utt‖2L2
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and
J5 + J6 ≤ C (‖Ptt‖L2 + ‖ρtt‖L2) (‖∇utt‖L2 + ‖∇f‖L3‖utt‖L6)
≤ δ‖∇utt‖2L2 + C(δ)
(‖Ptt‖2L2 + ‖ρtt‖2L2) .
Putting the estimates of J1, . . . , J6 into (4.33), multiplying it by σ
2 and integrating the
resulting relation over (0, T ), we have by choosing δ > 0 small enough that
sup
0≤t≤T
(
σ2‖ρ1/2utt‖2L2
)
+
∫ T
0
σ2‖∇utt‖2L2dt
≤ C + C
∫ T
0
(
σ‖ρ1/2utt‖2L2 + σ2
(‖Ptt‖2L2 + ‖ρtt‖2L2 + ‖∇ut‖3L2)) dt
≤ C + C sup
0≤t≤T
(
σ1/2‖∇ut‖L2
)∫ T
0
‖∇ut‖2L2dt ≤ C, (4.34)
where we have used (4.10), (4.12) and (4.19).
As a result of (4.34), (4.19) and (4.23), we also see that
σ‖∇2ut‖L2 ≤ Cσ
(
1 + ‖∇ut‖L2 + ‖ρ1/2utt‖L2
)
≤ C, ∀ t ∈ [0, T ]. (4.35)
and thus, it follows from (4.27), (4.19) and (4.24) that for any t ∈ [0, T ],
σ‖∇2u‖W 1,q ≤ Cσ (1 + ‖∇u‖H2 + ‖ut‖W 1,q + ‖∇ρ‖W 1,q + ‖∇P‖W 1,q )
≤ C (1 + σ‖ut‖H2) ≤ C, (4.36)
where we have used (2.7), (3.9), (4.10) and (4.19) to get that σ‖ut‖L2 ≤ C. Lemma 4.6 now
readily follows from (4.34)–(4.36). 
5 Proofs of Theorems 1.1 and 1.2
With all the a priori estimates at hand, we are now ready to prove our main results. First of
all, we prove the global well-posedness of classical solutions to the problem (1.1)–(1.5) provided
the initial density is strictly away from vacuum and the initial energy is small.
Proposition 5.1 Let C0 be the initial energy defined by (1.10). For given numbers M > 0 (not
necessarily small) and ρ˜ > 0, assume that ρ0, u0 and f satisfy

f ∈ H3, (ρ0 − ρ∞, u0) ∈ H3,
0 < inf
x∈R3
ρ0(x) ≤ sup
x∈R3
ρ0(x) < ρ˜, ‖∇u0‖L2 ≤M,
C0 ≤ ε˜,
(5.1)
where ε˜ > 0 is the same one as in Proposition 3.1. Then for any 0 < T < ∞, there exists
a unique classical solution (ρ, u) of (1.1)–(1.5) on R3 × (0, T ] satisfying (2.9), (2.10) with T0
replaced by any T > 0. Moreover, all the uniform-in-time estimates in Sect. 3 hold for (ρ, u).
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Proof. The standard local existence result (i.e. Lemma 2.5) shows that the Cauchy problem
(1.1)–(1.5) has a unique local classical solution (ρ, u), defined up to a positive T0 which may
depend on inf
x∈R3
ρ0(x) and satisfying (2.9), (2.10).
In view of (5.1) and the definitions of Φi(T ) (i = 1, 2, 3), we know that
Φ1(0) = Φ2(0) = 0, Φ3(0) ≤M and ρ0 ≤ ρ˜.
Thus, there exists a positive T1 ∈ (0, T0] such that (3.4) holds for T = T1.
Set
T∗ = sup {T | (3.4) holds} . (5.2)
It is clear that T∗ ≥ T1 > 0.
We claim that
T∗ =∞. (5.3)
Otherwise, T∗ < ∞. Then it follows from Proposition 3.1 that (3.5) holds for any 0 < T < T∗,
and furthermore, the estimates in Lemmas 4.1–4.6 are also valid for all 0 < T < T∗.
In the next, for the sake of simplicity, we denote by C˜ the positive constant which may
depend on the lower bound of the initial density (i.e. inf ρ0(x)) and T∗. We shall prove that
there exists a positive constant C˜ > 0 such that for any T ∈ (0, T∗),
sup
0≤t≤T
‖(ρ− ρ∞, u)‖H3 ≤ C˜. (5.4)
This in particular implies that
‖(ρ− ρ∞, u)(·, T∗)‖H3 <∞, inf
x∈R3
ρ(x, T∗) > 0.
So, Lemma 2.5, together with (3.5), yields that there exists some T∗∗ > T∗ such that (3.4) holds
for T = T∗∗, which contradicts (5.2). Hence, (5.3) holds. Thus, (ρ, u) is in fact the unique
classical solution of (1.1)–(1.5) on R3 × (0, T ] for all 0 < T < T∗ =∞.
We are now in a position of proving (5.4). To do so, we first note that under the conditions
of (5.1)1 and (5.1)2, it holds that (keeping in mind that ρ0 > 0)
ut(·, 0) = ∇f − u0 · ∇u0 + ρ−10 (µ∆u0 + (µ+ λ)∇divu0 − P (ρ0)) ∈ H1. (5.5)
Thus, similar to the proof of (4.22), by (5.5) one easily deduces that
sup
0≤t≤T
(‖∇u‖2H2 + ‖∇ut‖2L2)+
∫ T
0
‖ρ1/2utt‖2L2dt ≤ C˜. (5.6)
Similar to the derivation of (4.23), one gets by using (5.6) that∫ T
0
‖∇2ut‖2L2dt ≤ C˜
∫ T
0
(
1 + ‖∇ut‖2L2 + ‖ρ1/2utt‖2L2
)
dt
≤ C˜ + C˜
∫ T
0
‖ρ1/2utt‖2L2dt ≤ C˜. (5.7)
Moreover, using the standard H2-theory of elliptic system, one deduces from Lemmas 2.1, 4.1–
4.3 and (5.6) that
‖∇2u‖H2 ≤ C˜‖µ∆u+ (µ+ λ)∇divu‖H2
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≤ C˜‖ρut + ρu · ∇u+∇P − ρ∇f‖H2
≤ C˜ (‖ρut‖L2 + ‖∇ρ‖H1‖ut‖L∞ + ‖∇ρ‖L3‖∇ut‖L6 + ‖∇ut‖H1
+‖ρu‖H2‖∇u‖H2 +‖∇P‖H2 + ‖∇f‖H2 + ‖∇ρ‖H1‖∇f‖H2)
≤ C˜ (1 + ‖∇3ρ‖L2 + ‖∇3P‖L2 + ‖∇ut‖H1) . (5.8)
Applying the differential operator ∇3 to both sides of (1.1) and (4.13), and multiplying the
resulting equations by ∇3ρ and ∇3P (ρ) in L2, respectively, one easily obtains after integrating
by parts and using Lemmas 2.1, 4.1–4.3, (5.6) that
d
dt
(‖∇3ρ‖2L2 + ‖∇3P‖2L2) ≤ C˜ (1 + ‖∇2u‖2H2 + ‖∇3ρ‖2L2 + ‖∇3P‖2L2) . (5.9)
Combining (5.7), (5.8) and (5.9), we conclude from Gronwall’s inequality that
sup
0≤t≤T
(‖∇3ρ‖2L2 + ‖∇3P‖2L2) ≤ C˜. (5.10)
So, Lemmas 4.1–4.3, together with (5.6) and (5.10), lead to (5.4). The proof of Proposition 5.1
is therefore complete. 
Proof of Theorem 1.1. Let (ρ0, u0) be the initial data satisfying the conditions (1.12)–(1.14)
in Theorem 1.1. Assume that the initial energy C0 satisfies
C0 ≤ ε , ε˜/2, (5.11)
where ε˜ > 0 is the same one as in Proposition 3.1.
To apply Proposition 5.1, we define the smooth approximate data as follows:
ρδ,η0 =
jδ ∗ ρ0 + η
1 + η
, gδ,η = jδ ∗ g, f δ,η = jδ ∗ f, (5.12)
where 0 < δ, η < 1, jδ(x) is the standard mollifier with width δ, and “ ∗ ” denotes the usual
convolution operator. As that in [2], let uδ,η0 be the unique solution to the elliptic problem:
−µ∆u
δ,η
0 − (µ+ λ)∇divuδ,η0 = −∇P (ρδ,η0 ) +
(
ρδ,η0
)1/2
gδ,η,
uδ,η0 (x)→ 0 as |x| → ∞.
(5.13)
Also let ρδ,ηs , ρ
δ,η
s (x) be the unique solution of (1.6) with f being replaced by f δ,η. Obviously,
ρδ,ηs satisfies (1.8), (1.9). Moreover, it is easy to check that

0 < η1+η ≤ ρδ,η0 ≤ ρ˜ <∞,
(ρδ,η0 − ρ∞, gδ,η , uδ,η0 , f δ,η, ρδ,ηs ) ∈ H∞,
lim
δ,η→0
(
‖ρδ,η0 − ρ0‖H2∩W 2,q + ‖uδ,η0 − u0‖H2
)
= 0,
lim
δ,η→0
(
‖gδ,η − g‖L2 + ‖(f δ,η − f, ρδ,ηs − ρs)‖H2∩W 2,q
)
= 0.
(5.14)
The initial norm of the mollified data (ρδ,η0 , u
δ,η
0 ) now reads
Cδ,η0 ,
∫ (
G(ρδ,η0 ) +
1
2
ρδ,η0 |uδ,η0 |2
)
dx,
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where G(·) is the function defined in (1.11) with ρs replaced by ρδ,ηs .
By (5.14), we have
lim
η→0
lim
δ→0
Cδ,η0 = C0.
So, there exist positive constants η0 ∈ (0, 1) and δ0(η) such that
Cδ,η0 ≤ C0 + ε˜/2 ≤ ε˜, (5.15)
provided that
0 < η < η0 and 0 < δ < δ0(η). (5.16)
Let δ, η satisfy (5.16). Then it follows from (5.15) and Proposition 5.1 that there exists a
unique smooth solution (ρδ,η, uδ,η) of (1.1), (1.2) with the mollified data ρδ,η0 , u
δ,η
0 , f
δ,η and gδ,η
on R3 × (0, T ] for all T > 0. Moreover, Proposition 3.1 and Lemmas 4.1–4.6, independent of δ
and η, hold for (ρδ,η, uδ,η).
Now, passing to the limit first δ → 0, then η → 0, we deduce from standard arguments that
there exists a unique solution (ρ, u) to the origin problem (1.1)–(1.5) on R3× (0, T ] for all T > 0
satisfying 

0 ≤ ρ(x, t) ≤ 2ρ˜ for all x ∈ R3, t ≥ 0,
(ρ− ρ∞, P (ρ) − P (ρ∞)) ∈ L∞(0, T ;H2 ∩W 2,q),
u ∈ L∞(0, T ;H2) ∩ L2(0, T ;H3) ∩ L∞(τ, T ;H3 ∩W 3,q),
ut ∈ L∞(τ, T ;H2) ∩H1(τ, T ;H1),
(5.17)
for any 0 < τ < T <∞. Note that, the uniqueness of (ρ, u) satisfying (5.17) can be proved in a
standard way as that in [2].
To complete the proof of the first part of Theorem 1.1, we still need to show that
(ρ− ρ∞, P (ρ) − P (ρ∞)) ∈ C([0, T ];H2 ∩W 2,q), u ∈ C([0, T ];H2). (5.18)
The proof of (5.18) is similar to that in [15], and we sketch it here for completeness. First, by
virtue of (4.2), (4.10)–(4.12) and (4.24), it is easy to get that

(ρ− ρ∞, P (ρ)− P (ρ∞)) ∈ C([0, T ];H1 ∩W 1,q),
(ρ− ρ∞, P (ρ)− P (ρ∞)) ∈ C([0, T ];H2 ∩W 2,q − weak),
u ∈ C([0, T ];H1 ∩W 1,q).
(5.19)
Denote Dij , ∂
2
ij with i, j = 1, 2, 3. Note that it holds in D′(R3 × (0, T )) that
∂tDijρ+ div(uDijρ) = −div(ρDiju)− div(∂iρ · ∂ju+ ∂jρ · ∂iu).
Let jν(x) be the standard mollifying kernel with width ν, and set ρ
ν , ρ ∗ jν . Then,
∂tDijρ
ν + div(uDijρ
ν) = −div(ρDiju) ∗ jν − div(∂iρ · ∂ju+ ∂jρ · ∂iu) ∗ jν +Rν , (5.20)
where Rν , div(uDijρ
ν)− div(uDijρ) ∗ jν satisfies (cf. [23, Lemma 2.3])∫ T
0
‖Rν‖p0L2∩Lqdt ≤ C
∫ T
0
‖u‖p0
W 1,∞
‖Dijρ‖p0L2∩Lqdt ≤ C, (5.21)
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with p0 > 1 as in (4.25).
Multiplying (5.20) by q|Dijρν |q−2Dijρν and integrating by parts over R3, we obtain
d
dt
‖Dijρν‖qLq = −(q − 1)
∫
|Dijρν |qdivudx− q
∫
div(ρDiju) ∗ jν |Dijρν |q−2Dijρνdx
−q
∫
(div(∂iρ · ∂ju+ ∂jρ · ∂iu) ∗ jν) |Dijρν |q−2Dijρνdx
+q
∫
Rν |Dijρν |q−2Dijρνdx,
which, combining with (4.11), (4.24) and (5.21), yields
sup
0≤t≤T
‖∇2ρν‖qLq +
∫ T
0
∣∣∣∣ ddt‖∇2ρν‖qLq
∣∣∣∣
p0
dt
≤ C + C
∫ T
0
(‖∇u‖p0
W 2,q
+ ‖Rν‖p0Lq
)
dt ≤ C.
This, together with Ascoli-Arzela theorem, gives
‖∇2ρν(·, t)‖Lq → ‖∇2ρ(·, t)‖Lq in C([0, T ]), as ν → 0,
which particularly implies
‖∇2ρ(·, t)‖Lq ∈ C([0, T ]). (5.22)
Similarly, one can also obtain that
‖∇2ρ(·, t)‖L2 ∈ C([0, T ]). (5.23)
So, it readily follows from (5.22), (5.23) and (5.19)2 that
∇2ρ ∈ C([0, T ];L2 ∩ Lq). (5.24)
In the exactly same way, we also have
∇2P (ρ) ∈ C([0, T ];L2 ∩ Lq). (5.25)
It follows from (1.2) that
(ρut)t = (µ∆ut + (µ+ λ)∇divut) + ρt∇f −∇Pt − (ρu · ∇u)t.
Thus, it is easily seen from (4.2), (4.10) and (4.12) that
‖(ρut)t‖H−1 ≤ C (1 + ‖∇ut‖L2) ,
and hence,
(ρut)t ∈ L2(0, T ;H−1).
This, combining with the fact that ρut ∈ L2(0, T ;H1) due to (4.10) and (4.11), leads to
ρut ∈ C([0, T ];L2). (5.26)
Thus, by virtue of (5.19), (5.24) and (5.25), one easily gets
u ∈ C([0, T ];H2), (5.27)
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since it holds that
µ∆u+ (µ+ λ)∇divu = ρut + ρu · ∇u+∇P (ρ)− ρ∇f.
Combining (5.19), (5.24), (5.25), and (5.27), we finish the proof of (5.18).
To complete the proof of Theorem 1.1, it remains to prove (1.18). To do this, we first
deduce in a manner similar to the derivation of (3.34) that∫ ∞
1
∣∣∣∣ ddt‖ρ− ρs‖4L4
∣∣∣∣ dt
≤ C
∫ ∞
1
(‖∇u‖2L2 + ‖ρ− ρs‖4L4 + ‖F‖4L4) dt ≤ C, (5.28)
where we have used (3.7) and (3.33). Thus, it follows from (3.33) and (5.28) that
‖ρ− ρs‖L4 → 0 as t→∞.
This, together with (3.9), Proposition 1.1 and the interpolation inequality, immediately gives
‖ρ− ρ∞‖Lp → 0 as t→∞, ∀ p ∈ (2,∞). (5.29)
To study the large-time behavior of the velocity, we set
M(t) ,
µ
2
‖∇u‖2L2 +
µ+ λ
2
‖divu‖2L2 .
Then, multiplying (3.12) by u˙ in L2 and integrating by parts, we obtain
|M ′(t)| ≤ C
∫
ρ|u˙|2dx+ C‖∇u‖3L3 + C‖∇u˙‖L2 . (5.30)
Here, we have used (3.14), (3.15) and the following estimates:∣∣∣∣
∫
u˙ · ∇ (P (ρ)− P (ρs)) dx
∣∣∣∣ ≤ C‖ρ− ρs‖L2‖∇u˙‖L2 ≤ C‖∇u˙‖L2
and ∣∣∣∣
∫
(ρ− ρs)u˙ · ∇fdx
∣∣∣∣ ≤ C‖ρ− ρs‖L2‖u˙‖L6‖∇f‖L3 ≤ C‖∇u˙‖L2 .
Thus, it follows from (3.33), (3.37), (3.39) and (5.30) that∫ ∞
1
|M ′(t)|2dt ≤ C
∫ ∞
1
(
‖ρ1/2u˙‖4L2 + ‖∇u‖2L2‖∇u‖4L4 + ‖∇u˙‖2L2
)
dt
≤ C
∫ ∞
1
(
‖ρ1/2u˙‖2L2 + ‖∇u‖4L4 + ‖∇u˙‖2L2
)
dt ≤ C. (5.31)
Due to (3.38) and (3.7), one has∫ ∞
1
|M(t)|2dt ≤ C sup
t≥1
‖∇u‖2L2
∫ ∞
1
‖∇u‖2L2dt ≤ C,
from which and (5.31), we know that
‖∇u(t)‖L2 → 0 as t→∞. (5.32)
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As a result, we also have
∫
ρ1/2|u|4dx ≤
(∫
ρ|u|2dx
)1/2
‖u‖L6 ≤ C‖∇u‖L2 → 0 as t→∞.
This, together with (5.29) and (5.32), proves (1.18). Therefore, the proof of Theorem 1.1 is
complete. 
Proof of Theorem 1.2. Define the approximate data (ρδ,η0 , u
δ,η
0 , f
δ,η) as follows:
ρδ,η0 =
jδ ∗ ρ0 + η
1 + η
, uδ,η0 = jδ ∗ u0, f δ,η = jδ ∗ f.
Then, we can apply Proposition 5.1 to obtain a global smooth solution (ρδ,η, uδ,η) of the Cauchy
problem (1.1), (1.2) with the mollified data ρδ,η0 , u
δ,η
0 and f
δ,η, which satisfies the uniform bounds
in Proposition 3.1. Now, the remaining arguments to obtain the global weak solution and its
asymptotic behavior are almost the same as that of [12]. The proof of Theorem 1.2 is thus
finished. 
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