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ABSTRACT
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2011. Multidisciplinary Optimization Framework for High Speed Train using Robust Hybrid GA-
PSO Algorithm.
High speed trains are the most efficient means of public transportation. However the
speed of the train needs to be increased (> 350 km/hr) to cover large distances in a short
time to make it accessible to large population. With the increase in speed, number of is-
sues related to efficiency, safety and comfort like the aerodynamic drag, structural strength,
as well as the noise levels inside and outside of the train etc. need to be considered in
the design of the high speed trains. Hence making it a multi disciplinary design problem.
There are a large number of parameters from different disciplines that need to be tuned
to identify the best design. The parameters need to be optimized to identify the best de-
sign configuration that meets the design requirements. This requires the use of robust and
efficient optimization algorithms. Evolutionary algorithms have been used extensively in
the engineering design optimization problems, but they suffer from a drawback of lack
of robustness. One of the objectives of this research is to address the robustness issue of
currently available optimization algorithms. A hybrid GA-PSO algorithm combining the
benefits of both the original algorithms GA and PSO is proposed in this research. The hy-
brid GA-PSO algorithm was observed to be robust and accurate based upon the tests. The
computer simulations required to complete the optimization of this problem are expensive
both in terms of computational resources as well as time. To minimize the computational
effort an adaptive surrogate model based on kriging was used during optimization. The
accuracy of the surrogate model was checked during the optimization process using the
parameter called expected improvement value (EIV) and is updated whenever found to be
inadequate. The optimization algorithm combined with the adaptive surrogate modeling
technique is tested on Branin function and is found to be robust and efficient.
The optimization of a high speed train is an MDO problem. The MDO problem can be
iii
simplified significantly if the problem can be decoupled thereby reducing the complexity
of the problem. The objectives considered while finding the optimum design of the high
speed train are aerodynamic drag for efficiency, structural strength for safety, and generated
noise for human comfort. The objective for comfort, noise levels both inside and outside
the train can be used as a decoupling objective between the aerodynamic and structural
optimization. The optimization is performed sequentially. First step involves performing
the shape optimization which identifies the optimum aerodynamic shape and structural op-
timization is performed on the optimum shape to identify the structure strong enough to
withstand the aerodynamic loads with the least mass. A multi objective shape optimiza-
tion is performed to identify the aerodynamic shape which induces least drag and generates
least aerodynamic noise. Aerodynamic shape optimization requires the construction of
new CAD models and some preprocessing to generate the computational mesh before the
shape is analyzed. This step becomes complicated and is a hurdle when trying to automate
the optimization process. Shape optimization is performed by using the shape control pa-
rameters on computational mesh and deforming the mesh along with the surface to obtain
the optimum shape using commercial mesh deformation software, Sculptor. This approach
was tested on a 2-D model before using it on a 3-D train model. Shape optimization is per-
formed using a commercial CFD solver SC/Tetra. Since shape optimization is performed
using mesh deformation software, there is an additional step of preparing the structure after
the shape optimization is completed. Time averaged pressure loads acting on the structure
are simulated using the optimum shape of the train and are mapped onto the structure.
Structural optimization is performed to identify the structure that supports the optimum
shape, with least mass and least noise levels inside the train. This optimization is per-
formed using structural solver Abaqus. The suggested sequential MDO approach for high
speed train reduces the optimization time required to find the optimum shape and structure
of the train.
iv
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Introduction
1.1 Overview
This research demonstrates a methodology for multi disciplinary optimization (MDO) of a
high speed train with a design speed of 350 km/hr. MDO involves the design of systems
using criteria from two or more disciplines simultaneously thereby increasing the com-
plexity of the problem. Optimization of high speed train involves partial coupling of the
fields of fluid dynamics, acoustics, and structures disciplines. Computational Fluid Dy-
namics (CFD) optimization is performed to identify the aerodynamic shape which induces
the least drag as well as generates the least aerodynamic noise. The minimization of exter-
nal aerodynamic noise, which results in reduction of internal noise levels inside the train
acts as a link between the aerodynamic and structural optimization. The structural opti-
mization, which has objectives on both the strength as well as the noise levels inside the
train, identifies the structure that withstands the aerodynamic load acting on the structure.
Almost all the optimization processes involve an extensive search of the design parameters
over the entire design space and so requires large number of design evaluations which are
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sometimes expensive as well as time consuming. In this work evolutionary optimization
algorithm using adaptive surrogate model is implemented for both shape optimization as
well as structural optimization. During the optimization process the accuracy of the surro-
gate model is estimated and if found insufficient the model is updated, including new data
points. The end goal is to identify an efficient framework for MDO of high speed train
by bringing in all the tools to make the optimization process go smoothly and efficiently.
The proposed method can significantly reduce the computation time and cost of optimiza-
tion. The emphasis is placed on the optimization framework and hence the validation of
the individual tools, CFD and structural responses are not included in this research.
1.2 Background
1.2.1 Multi Disciplinary Optimization
The objective of multi disciplinary optimization (MDO) is to identify the optimum design
by exploring the design space that is defined by multiple disciplines. The complexity of
the MDO problem is often defined by a large number of parameters from different disci-
plines. MDO can be performed either in a coupled manner or sequentially by choosing
the sequence of optimization in a loosely coupled manner. Literature shows that solving
the MDO problem in a coupled fashion results in a better design. Framework showing the
coupled MDO problem with fluid structure interaction is shown in figure1.1. However a
coupled MDO problem is expensive because one need to consider design variables from
different disciplines which increases the size of the optimization problem. The coupled
analysis requires linking of specialized softwares from different disciplines to complete the
2
analysis.
Figure 1.1: Coupled MDO process.
In order to solve the problem in an efficient and timely manner, it is important to study
the feasibility and possibility to decouple the MDO problem so that it can be handled se-
quentially without the loss of the effect of other disciplines. A sequential optimization of
MDO largely simplifies the problem by reducing the number of parameters in each opti-
mization step. Framework showing the coupled MDO problem with fluid structure interac-
tion is shown in figure1.2. The problem is optimized in each discipline independently. For
example, optimization of a high speed train involves identifying the shape that induces the
least drag and a structure that allows an acceptable amount of noise inside the passenger
compartment. At the same time the shape must maintain the structural integrity with the
least amount of weight. This optimization can be performed sequentially using aerody-
namic optimization which defines the shape that induces the least drag and generates least
aerodynamic noise. The structural optimization is then performed to identify the structure
that is strong enough and minimizes noise inside the compartment. In this process the ob-
jective of aerodynamic noise in the shape optimization acts as a coupling between the shape
optimization and the structural optimization processes.
3
Figure 1.2: Sequential MDO process.
1.2.2 Optimization Algorithms
The human nature to achieve perfection has lead to the development of numerous optimiza-
tion algorithms. Optimization algorithms are developed and applied in many engineering
fields for a large range of problems. Optimization algorithms can be broadly classified as
gradient based, and non gradient based or evolution based algorithms. As the number of de-
sign parameters increases it becomes harder to use the gradient based methods because the
number of function evaluations needed to obtain the gradients that drive the optimization
algorithm become large. Unlike the gradient based methods, evolution based optimization
algorithms are population based, which searches for the optimum design at multiple points
and in multiple directions. There is a communication and information exchange among the
population which is linked by the fitness function.
A major breakthrough in the optimization area is the introduction of evolutionary
based optimization algorithms, since gradient based methods can not handle complex non-
linear problems. One of the common features among the evolutionary optimization al-
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gorithms is that they are all population based, i.e. the search is performed in multiple
directions and hence can effectively use the cluster resources using parallel computing run-
ning multiple jobs simultaneously. Secondly in almost all the evolutionary optimization
algorithms there is communication between the population as well as in the generations.
Genetic algorithms [1] and Particle swarm optimization algorithms [2] are the most
popularly used evolutionary optimization algorithms. Genetic algorithm, introduced in
1975 by Holland at the University of Michigan, is one of the popular optimization algo-
rithm which has been successfully used to optimize a variety of engineering problems. GA’s
have three steps between generation’s, selection, crossover, and mutation. The robustness
and diversity in genetic algorithms are controlled by the selection method, the crossover
method, the mutation method, crossover probability, and mutation probability. By intro-
ducing a very large diversity in the algorithm to make it robust the speed of convergence is
lost and if diversity is decreased the algorithm can achieve faster convergence at the cost of
robustness. GA has too many parameters which can be adjusted to change the behavior of
the algorithm, like the robustness, and the speed. Particle swarm optimization, which was
introduced more recently in mid 90’s, has the advantage over GA for small generations.
Similar to GA, PSO is also population based but it has some differences in the way the
optimum is evolved. In GA, the next generation population is derived by destroying the
present generation with the exception of elitism. In comparison PSO has a memory of the
best solution globally and locally which is used to guide the entire population towards the
optimum. This feature of the PSO algorithm makes it easy to identify the optimum region
but the convergence towards the optimum is slow. For a large optimization problem in a
long run it has been proved that GA has a better chance of finding the optimum faster. The
main drawback in using these population based optimization algorithms is the need to per-
form a large number of computer simulations, which are expensive both in terms of time
and money. However, while using the population based optimization techniques for com-
putationally intensive problems one need to limit the number of function evaluations. The
5
possibility of a hybrid optimization technique between GA and PSO has been studied by
many researchers and it has been observed that if performed effectively the new algorithm
equals or outperforms best of these two, with the combined benefits of the two methods.
One major advantage in using these algorithms is that they can be easily modified to handle
problems involving multiple objective functions.
1.2.3 Surrogate Models
Optimization of a system which requires the use of expensive computer simulations to get
the response has a restriction on number of function evaluations that can be performed.
Even with the increasing trends in computer technology, it is impractical and not economi-
cal to evaluate all the combinations required for optimization using these computer simula-
tions. Approximation functions commonly referred as surrogate models, once constructed
can be used to predict the response without the need for expensive computations during
the optimization process. The surrogate models can be constructed readily using the con-
ventional regression analysis or by classical statistical methods. Surrogate models based
upon regression model can be either linear or nonlinear, however, in this approximation
the co-relation of the error is not included in the modeled approximation there by limiting
the accuracy of the approximation. However statistical methods includes the error term in
the calculation of surrogate model evaluation there by making it more accurate than the
regression model. It is shown in the literature that surrogate models can be constructed for
expensive computer simulations with a reasonable accuracy. Once a surrogate model with
the desired accuracy is built it can be used to predict the response of the system without
loosing the accuracy and can be used in the optimization process. Thereby saving compu-
tational time, which eliminates restrictions on the number of design combinations that can
be explored and increasing the chance of identifying the global optimum.
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1.3 Motivation and Objectives
Even though evolutionary optimization algorithms have proved to be robust and efficient
the application of evolutionary optimization algorithms in the field of engineering is lim-
ited for mainly two reasons. The methods are based upon controlled randomness, so the
optimum solution identified is dependent on the initial setting. Secondly most of the engi-
neering problems require expensive computer simulations to analyze the designs that needs
to be optimized.
In this thesis, the need to develop a robust optimization algorithm is first emphasized.
One of the problem encountered when optimizing problems with large number of design
variables is repeatability of the results. It is important to address the robustness issue be-
cause optimization algorithm is not only used to find the optimum of a given problem but
also used to find the optimum DACE parameters in the construction of kriging based sur-
rogate model. GA and PSO algorithms are both found to have the features desired in an
ideal optimization algorithm. However each method has a limitation, for example, GA is
good at exploring the design space globally to find promising solutions, however it is slow
in fine grading the search. This results in slow convergence. PSO with its builtin memory
has an advantage over GA in the initial stages with better convergence but in a long run
GA outperforms PSO. Most of the engineering optimization problems are expected to pro-
duce a reasonable accurate results in a limited amount of time. So it is important to have
both the contrasting features robustness and the speed of convergence in the optimization
algorithm to be used for engineering applications. The control parameters of both GA and
PSO can be tuned to achieve robustness or better speed of convergence. To achieve both
these features in the same code requires some fundamental changes in the algorithms. If
these two algorithms are combined it makes for an ideal combination to achieve robustness
as well as the speed of convergence. In this research a hybrid of GA-PSO algorithm was
proposed and implemented. The population is divided in two halves, one half of the pop-
ulation is updated using GA rules where as the remaining half is updated using the PSO
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rules thereby combining the benefits of both the algorithms. The exchange of information
among the population helps to achieve better searching capability as well as better speed of
convergence.
Conventional optimization techniques involve performing expensive computer simu-
lations along the path of the optimization. However, it can become very expensive and time
consuming to optimize the problem based on the responses from the computer simulations.
In this research adaptive surrogate models are used to replace the computer simulations
to perform the optimization. Optimization of a problem using surrogate model has two
main advantages, it is less expensive since the need for expensive computer simulations is
reduced. Secondly the optimization problem can easily be repeated to check the repeata-
bility of the solution and thereby increasing the chance of finding a global optimum. The
purpose of a surrogate model is to provide informed guess to a given problem. In this
work an ”adaptive surrogate model” is used in which the accuracy of the surrogate model
is checked and when found insufficient surrogate model is updated. Design points required
to construct the initial response surface will be selected using Latin Hypercube Sampling
technique.
The suggested optimization framework combining hybrid GA-PSO with adaptive sur-
rogate modeling was tested on a Branin function. The tests show that the optimizer is
efficient and robust and gives the user a choice to start with few training points. The op-
timization frame work was then used to perform a 2-D nose shape optimization of a train
model and is found to work efficiently. The issue of having to re-mesh the model every
time a new shape is analyzed is addressed by using commercial mesh deformer for shape
optimization of a 2-D nose shape. The collective experience is used to perform a MDO of
a high speed train in 3-D.
In this thesis an effort is made to solve a MDO problem of a high speed train, se-
quentially by combining the advances in surrogate modeling and optimization algorithms
working towards a common goal to find the optimum design. The first task is to decouple
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the MDO problem so that the problem can be tackled by each discipline independently or
in a loosely coupled fashion. The goal of this work is to identify the optimum shape of a
high speed train that induces least drag as well as generates the least aerodynamic noise.
Secondly to identify a structure that is strong enough and produces least amount of noise
inside. There are two noise sources acting on the train body, one coming from the unsteady
flow fluctuations over the train body and the second from the structural vibrations because
of the aerodynamic loading. It is obvious that the external shape of the train is decided by
the aerodynamic flow of air around the body. However, in this work the aerodynamic study
considers multi objective optimization to minimize drag as well as minimize the aerody-
namic noise. Once the optimum shape is identified from aerodynamic optimization study
the structural optimization is performed to identify the structure with the least weight and
the least noise levels inside.
1.4 Organization of Dissertation
Literature review regarding all the areas related to the current research, optimization al-
gorithms, surrogate modeling, and aspects of high speed train design will be presented in
Chapter 2. Various control parameters that define the performance of evolutionary opti-
mization algorithms like the GA and PSO are described in Chapter 3. This chapter also
discusses the details about the proposed hybrid GA-PSO algorithm. The proposed opti-
mization frame work, combining the hybrid optimization algorithm and surrogate model-
ing technique is presented in Chapter 4. MDO framework and optimization results for a
3-D model of a train are presented in Chapter 5. Conclusions and future work are provided
in Chapter 6.
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Literature Review
The overall goal of this thesis is to demonstrate the multidisciplinary optimization frame-
work applied to identify the optimum design of a high speed train. The optimization method
proposed uses both the disciplines of Computational Fluid Dynamics and structural dynam-
ics in a partially coupled manner. Since the optimization process requires the need for ex-
pensive computations, surrogate model based optimization is proposed. The optimization
is performed using evolutionary optimization algorithms. The emphasis of the literature
survey is three fold: first part looks at the aspects in the high speed train design; second
presents details of the development of evolutionary based optimization codes for MDO
and third part examines the surrogate modeling techniques for computationally expensive
functions.
2.1 Aspects of High Speed Train
Trains are the most energy efficient means of land transportation available both in terms of
energy required to transport a person per km and the amount of green house gases released
10
into the atmosphere. The speedup of a transportation engine results in reduced travel time
and increased value of time and thereby cover larger distances. Aerodynamic drag gener-
ated by a body is proportional to the square of the velocity of the body, with the increase
in speed this factor becomes important. The aerodynamics of trains are different to that
of aerodynamics of airplane in a number of aspects. Unlike planes, trains run along the
fixed tracks and have a strong interaction with the surroundings, like the ground, tunnels in
which they travel, platforms or even a crossing train. The length of the train is very long
compared to the hydraulic diameter hence the nose shape becomes important to determine
the aerodynamic performance. The aerodynamic drag acting on the train was observed
to increase from 45% to 75% when the speed of train increases from 120 Km/hr to 200
Km/hr [3]. For a high speed train the aerodynamic drag accounts to approximately 80% of
the total drag, approximately 17% of the drag is contributed by the pantograph and other
attachments on the train body and the remaining is attributed to the mechanical drag [4].
With the aerodynamic drag contributing a major portion of the total drag acting on a
train, focus has been shifted to identify the best aerodynamic shape suitable for high speed
train. The shape of the train front and aft shapes of the nose is found to play a major
role in the aerodynamic drag it generates. Initially wind tunnel tests were performed to
identify the best aerodynamic shape of the fore and the aft shapes of the train nose [4].
The tests included a number of shapes ranging from two dimensional short blunt shape
to three dimensional long pointed shape. The studies by Qi show that pointed, long three
dimensional shapes resulted in the least drag for a fixed length of train. The studies also
show that smoothening the external shape and filling the inter bogie space, and covering
the bottom of the train helps in reducing the aerodynamic drag by 15% [3]. Most of the
work shown till now focuses on the train in open air, However based upon the geographical
conditions trains might be designed to travel in side a tunnel for large distances. Baron
studied the effect of travel in long tunnel on the aerodynamic drag and showed the drag
augmentation when the trains are traveling in tunnels [5].
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Other factor to be considered in the design of high speed trains is the inconvenience
due to railway train noise, both outside and inside the train. As the speed of the trains
increases the problems like the aerodynamic noise, which were not considered to be im-
portant when the speed of the trains was low is becoming important. It is shown in litera-
ture that for speeds up to 300 km/hr rolling noise also referred as mechanical noise is the
dominant noise but for speeds more than 300 km/hr the aerodynamic noise becomes more
dominant [6]. With improvements in wheel technology, rolling noise can be reduced fur-
ther thereby decreasing the critical speed. This makes it important to consider aerodynamic
noise when designing high speed trains. It is important to identify the source of the noise
to be able to reduce the aerodynamic noise on a high speed train. A number of studies
have been carried to identify and possibly quantify the noise sources on a high speed train
[7], [8], [9]. With the increase in speed of the train the flow around the train body is more
disturbed with increase of turbulence and consequently the flow energies are converted into
aerodynamic drag, noise and vibrations [7]. The noise generated by the turbulent flow on
a body can be separated as direct noise because of the flow itself and the indirect noise
generated from the vibrations of the structure. Talotte [10] identified the different sources
of noises on the high speed train (mainly TGV, MAGLEV, ICE), as the flow around the
train, pantograph, ventilator, the inter bogie placement, the power car and other surface
irregularities. The sources can be separated into two groups, noise generated by the turbu-
lent flow over the train and the noise generated by the flow over the structures. The nose
shapes of the front and rear ends of the train play a major role in the aerodynamic noise
it generates. By smoothing the nose shape of ICE it was observed that 10 dB noise levels
have been reduced [10]. One of the biggest contributors is the aerodynamic flow around
the train contributing around 60% of the total aerodynamic noise.
There are a number of other factors that need to be considered in the design of the
high speed trains like the crosswind stability, passenger safety, etc. [4]. Cross-wind effect,
which can be associated with safety of the passengers has been studied by Krajnovic [11].
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Hemida numerically studied the cross wind stability of the ICE2 train with 300 side wind
and concluded that LES can accurately predict the flow around the trains [12].
Considerable work has been done in the area of train flows in tunnel, like the shock
wave generation, propagation and release of a compression wave at the tunnel exit with
emphasis on the noise pollution on existing train designs. The studies [13], [14] identified
that there is a strong effect of the train area to the tunnel cross section area on the strength
of the waves generated. Most of the factors mentioned above, aerodynamic drag, aerody-
namic noise, flow effects in a tunnel were a function of the train shape, cross section area
and the front and after-body shapes of the train [4]. Most of the work done till now is done
to identify the effects of various sections of the train independently. There is very limited
work done on optimization of high speed trains using the gained knowledge of the individ-
ual components. Lourriaux [15], tried to demonstrate the use of GA to find the optimum
aerodynamic nose shape of a 2-D train using commercially available codes. In his study he
observed that one of the problem using GA’s to identify the optimum is that the solution is
not repeatable. This emphasizes the need for a robust optimizer which results in a solution
with small variation. From the literature review it can be conferred that the effect of nose
shape is seen on more than one performance objectives, like the aerodynamic drag, aero-
dynamic noise, compressible wave etc. The aerodynamic loads acting on the structure are
a function of the shape of the train hence the optimization of high speed train is a MDO
problem. To handle an optimization problem of this magnitude some simplification steps
and improvements need to be done to the optimization frame work. There is a need to find
an optimization method that is robust and at the same time quick and easy to repeat the
optimization process.
Multi Disciplinary Optimization can be described as a method for designing systems
in which interactions between various disciplines and the effect of one discipline on the
other is considered. Because of the coupling MDO problems have a large number of de-
sign variables from various disciplines. There are several different ways to solve these
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MDO problems, like the Multiple Discipline Feasible (MDF), Individual Discipline Feasi-
ble (IDF), All at Once (AAO), Concurrent SubSpace Optimization (CSSO) [16], Collabora-
tive Optimization (CO), Bi-level integrates synthesis system (BLISS) and Multidisciplinary
optimization based on independent subspaces (MDOIS)[17]. Yi et. al. compared these
methods and found that the most efficient methods are MDOIS and BLISS where the op-
timum is identified with the least computational effort. The choice of the method depends
on the design problem under consideration. One of the simplest and efficient approach is
sequential optimization. By identifying the common objective function that effects the de-
sign variables in each discipline the optimization can be performed in a sequential manner
without loosing the coupling effect, this falls under the section MDOIS. Venter et. al. [18]
solved the MDO of transport aircraft wing using PSO by using a simplified aerodynamic
model but had to go through the process of converting the pressure load as nodal forces to
perform the structural analysis. Gonzalez et. al. [19] used the combination of low fidelity
and detailed analysis to solve the MDO of wing of unmanned aircraft vehicle. Pierret et.
al. [20] did MDO of 3-D compressor blade and demonstrated the benefit of using response
surface approach. However the fluid structure coupling is not considered, but instead cen-
trifugal forces are considered for structural analysis. This shows some promising results
but the issue of mapping aerodynamic pressure on to the structure need to be addressed.
Nikbay et. al. [21] demonstrated the coupling of various commercial codes fluent, gambit,
abaqus, modefrontier to solve the aeroelastic problem using MpCCI. With the advances in
the field of FSI, the software developers are coming up with the much more simpler inter-
faces for transfer of information between various disciplines. The biggest issue that need
to be addressed in the formulation of MDO problems is how to simplify the MDO formu-
lation. Since the noise generation has two sources, airborne noise as well as the structural
noise, MDO of high speed train can be decoupled by using noise as a coupled objective
function while optimizing the aerodynamic shape as well as the structure.
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2.2 Optimization Algorithms
In recent years, focus is shifted more on the performance as well as the quality of the
products being generated by applying optimization. There are numerous versions of opti-
mization algorithms available in the literature, broadly classified as gradient based or non
gradient based algorithms. As the size and nonlinearity of the problem increases it is known
that the gradient based optimization methods requires a very large number of function eval-
uations and becomes very expensive to use. The simplest of the non gradient based method
is the random search process which works when the design space is not very large how ever
when the design space is large it is not guaranteed to find the global optimum. There are
a number of evolution based methods like the genetic algorithms, ant colony optimization,
Particle swarm optimization etc. The use of GA and PSO algorithms for design optimiza-
tion is increasing in the recent years. Evolutionary optimization algorithms are used for
a number of optimization problems ranging from single objective optimization [22], [23],
to multidisciplinary optimization problems in different research areas ranging from wing
design [18] to the design of unmanned air vehicles [19].
Genetic algorithm is an optimization technique introduced by Holand in 1975 [1].
The idea of GA is derived from nature, in terms of selection, survival and transfer of char-
acters to the offsprings. Holland in his first implementation used binary-strings to form
chromosomes and to represent individuals. However, binary-strings lack the flexibility to
represent the real solution and have a huge memory requirements when representing large
parameters. That also involves a step to convert the binary strings to real numbers and vice
versa after the GA operators are applied. Therefore, real-coded Genetic Algorithms have
been developed and widely used to solve a variety of optimization problems [24], [22],
[23], [25]. The control parameters in GA are the population size, the ellitism, crossover
probability, mutation probability. The size of the population is selected based upon dimen-
sionality and the complexity of the problem. Ellitism decides how much percentage of
the old population is carried forward to the next generation. The number of crossover and
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mutation operations are decided by the crossover rate and the mutation rate. The behavior
of the GA can be controlled by adjusting the ellitism, selection technique, crossover rate,
crossover technique, mutation rate, mutation probability. The search process is performed
in the crossover step and the mutation helps in adding diversity to the search.
There are a number of techniques used to control the optimization process in genetic
algorithms, selection, crossover and mutation. The selection operator is an important oper-
ator in Genetic Algorithm because selection pressure is the key to a successful evolution. It
is a vital step that separates the best individuals from the worst and at the same time some
level of diversity need to be maintained not to be trapped in the local optimum. There are
two methods of selection. The first one is based upon raw fitness proportional methods,
like the roulette-wheel selection [26] and the other is the non fitness based methods like the
rank based selection [27] or the tournament selection [28].
The crossover operator is a recombination step where offsprings are generated based
upon the parents selected in the previous step. This is the step in the optimization al-
gorithm where most of the searching is carried out. Traditional binary-coded algorithms
make use of one-cut point crossover or two-cut point cross over or multi-point crossover
with the crossover points selected randomly. For a real-coded algorithm there are a num-
ber of crossover operators introduced by many researchers, like the flat crossover, simple
crossover, Arithmetic crossover, BLX crossover, linear crossover, extended crossover etc
[29]. The entire search process is progressed by using proper crossover technique. The
choice of the crossover method decides the behavior of the GA and depends on the prob-
lem.
Mutation operator is the last operation performed on the population and brings some
randomness into the algorithm and adds diversity to the search process. In binary-coded
algorithms mutation operation is applied by just flipping the bit ( ”1” to ”0” or ”0” to
”1”). For a real coded algorithm the mutation operation is to assign a random value or
add/subtract a value to the randomly selected individual. Some of the mutation techniques
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used in real coded genetic algorithms are random mutation, and non-uniform mutation [29].
Even though Genetic Algorithms are efficient and robust they suffer a drawback of
having a slower convergence during the initial search process because of its extensive
search process. Especially when solving an optimization problem involving computation-
ally expensive simulations to find the response needed to use an optimization algorithm
that is efficient, robust and at the same time has fast convergence.
Particle Swarm optimization was introduced by Kennedy & Eberhart in 1995 [2]. It
has lot of similarities with Genetic algorithms as well as the other evolution strategies.
Similar to GA, in PSO the system is initialized with possible candidate solutions randomly.
Unlike GA, in PSO each particle in the population is initialized with its own velocity, which
is updated during the optimization process and used to update the position of the particles.
In Genetic algorithms the next generation of the population is generated by destroying the
current generation except when there is elitism. PSO has a memory for both the global and
local best solutions whose values are used to update the velocity and the position of the
particles in a systematic manner. In PSO the best solutions both global and local are used
to drive the entire population in the direction of the optimum. The problem is solved by in-
teraction between the particle using the global and local best values, without the interaction
each particle by itself cannot solve any problem [30].
The control parameters in PSO are relatively few compared to GA. One parameter
is the population size, two acceleration constants and an inertia weight. The size of the
population is selected based upon dimensionality and the complexity of the problem. The
second set of parameters are a pair of acceleration constants. The behavior of the PSO
algorithm can be controlled by the selection of these parameters. In the method originally
proposed by Eberhart the acceleration constants were selected as 2.0. The choice of the
acceleration constants requires the assignment of a limit on the velocity as an effort to
reduce this dependence a wight factor namely the inertia weight is introduced in the rule to
calculate the new velocity. There are basically two variations of these control parameters
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called the inertia method, and constriction method [30]. The drawback of PSO is that it
finds the region of global optimum faster and takes time to narrow down the actual optimum
value. That makes it an ideal case for combination with GA algorithm to make a hybrid
optimization algorithm which includes the advantages from both the methods, robustness
as well as high speed of convergence.
There are two issues that needs to be addressed when choosing an optimization method
for an engineering problem, speed of convergence and the robustness. The control parame-
ters of GA or PSO can be selected to make it robust but it effects the speed of convergence if
the parameters are selected to achieve higher speed of convergence there is a chance of find-
ing a local optimum instead of global optimum. Modification of GA and PSO algorithms
[31], [32] to make them more robust has been studied, they involve using new techniques
to add diversity. However each of these two methods has both the features required to make
the best optimization algorithm. Hybrid algorithm with the combination of GA and PSO al-
gorithms will give the possibility of choosing different parameters for different algorithms
which makes the code robust, with good speed of convergence. Number of variations of
GA-PSO hybridizations were implemented and studied by researchers [33], [25]. One of
the first efforts to combine GA and PSO to combine the benefits of the two methods was
done by Settles. That method referred to as breeding swarm optimization. The method has
a hybridization ratio, based upon which a fraction of the population is updated using PSO
rules and the other fraction using the GA rules [33]. Kao [25] suggested a similar approach
with a small variation to that of settles. The population size is set as 4N where N is the
number of parameters. Half of the population is updated using GA and remaining half is
updated using PSO algorithm rules. In this case the best half of the population is selected
for update using GA and the remaining half is updated using PSO rules. He studied the
effect of the control parameters on the behavior of the hybrid algorithm like the mutation
rate, crossover method etc. He concluded that the behavior of the optimization algorithm
can be controlled effectively in a hybrid algorithm.
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2.3 Surrogate Models
The use of computer simulations to study and analyze the designs can sometimes be very
expensive. This problem becomes more acute during the optimization process due to the
comparison of different designs, because of the requirement of large computational re-
sources and the time involved to achieve the result. Almost all the optimization methods
require calculation of the response value in the entire design space based upon the search
algorithm. The cost involved in getting the response for computationally expensive func-
tions like the drag etc. is very high both in terms of time and resources. Therefore one
needs to impose restrictions on the number of functional evaluations that can be performed.
Optimization problem with multiple variables and multiple constraints requires a complex
search algorithm over the entire design space to find a global maximum or minimum. Re-
sponse surface/surrogate model based design optimization helps in reducing the number of
real function evaluations necessary to achieve this goal[34] [35]. Response surface mod-
els are used in many multi disciplinary optimization problems [36], [16], [37], [38]. This
makes the possibility of identifying the global optimum in the design space close to reality.
The first step in creating the surrogate model is the selection of the parameters that
define the design space which are the design variables. With the design space identified
the next step is to identify the design values that will be used to create the surrogate model,
sampling plan. This process is commonly referred to as design of experiments (DOE). This
step is vital in building a surrogate model because the behavior of the response in the design
space is unknown. The sampling plan selected should pick the design values distributed
evenly throughout the entire design space. The sampling plan favored for initial surrogate
model building are the space filling maximin, latin hypercube sampling technique. The
sampling plan selected is also effected by the surrogate modeling technique being used
[39].
The purpose of a surrogate model is to make useful predictions based upon the lim-
ited information and assumptions. First assumption made when deriving these surrogate
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models is that the engineering function is continuous. Caution should be maintained when
making such assumption since some engineering functions are not continuous, example
aerodynamic parameters involving shock, crash analysis etc. This can be handled by using
different modeling between the discontinuous regions which is not common in all the sur-
rogate models. Second assumption is that the engineering functions are smooth. This is a
reasonable assumption since most of the engineering response values are continuous, and
is used in almost all the surrogate models.
The most simplest representation of a response is done by regression analysis, higher
order of approximation can be selected based upon the complexity of the response. The
limitation while using regression model is that the error term is assumed to be indepen-
dent. But in reality, the response function is continuous and therefore error which is the
difference from the actual value to the predicted value is also continuous. This implies
that for any two points close to each other the error values are almost the same, It is a
reasonable assumption that the errors are correlated. Kriging is the response surface model
derived using this approach [40]. The accuracy of a response surface becomes much more
important since the optimum is identified using the surrogate model. The response surface
model suggested by Jones [40] has a measure of accuracy, Expected Improvement Value
(EIV), which determines weather the response surface model is accurate enough at the new
sampling point. Performing the optimization for computationally expensive problems by
combining the adaptive surrogate modeling technique with the selected optimization al-
gorithm can reduce the time required to complete the optimization. This approach also
will give flexibility to the user to study the effect of different weights for multiple objec-
tives on the optimum without the need to rerun the simulations by using the constructed
response surface. Commercially available codes like isight can handle MDO problems by
transferring data between different disciplines and by using different optimizers. While
using commercial codes the user will be limited by the choice of the available optimizer
and surrogate modeling techniques. In this research hybrid GA-PSO linked with adaptive
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kriging was selected as an optimizer and this needs to be coded to be used with commercial
software’s like isight. Instead of the additional programming necessary to implement the
hybrid GA-PSO into the isight it is more practical to develop scripts to link the optimizer
with the selected choice of analysis tools.
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Optimization Algorithms
This chapter presents details of GA, PSO and the hybrid GA-PSO algorithms. The flow
charts of original GA and PSO algorithms are shown in figures 3.1 and 3.2 respectively.
The hybrid algorithm combining both GA and PSO is shown in figure 3.3. Performance
of the original GA, PSO, and the proposed hybrid GA-PSO algorithms are compared and
validated by two test functions.
Figure 3.1: Flow chart showing the GA optimization process.
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3.1 Genetic Algorithm
Genetic algorithms are general purpose search algorithms which use principles inspired by
natural evolution to find the optimum solutions to problems. The idea is to maintain a pop-
ulation of chromosomes, which represent a potential solution to the problem, that evolves
over time by controlled competition and variations. Each chromosome in the population
has a fitness or ranking, which decides which chromosomes will be used to form the new
ones. The new chromosomes are formed by crossover operation. Random mutation oper-
ation based upon the mutation probability is applied to add diversity to the search process.
Genetic algorithm has a good success rate in search and optimization problems because
of its ability to use the information accumulated to exploit the initially unknown space and
divide it into useful subspaces for further searching. This is one of the key features of GA’s.
The original GA suggested by Holland [1] used a binary coded representation for chromo-
somes. Soon the limitations of binary coded representation and its application in the field
of engineering were realized. One of then being the memory usage, Binary coded algo-
rithms for engineering problems with continuous design space require a very large binary
string based upon the accuracy needed for each of the parameter. Binary coded genetic
algorithms, referred as (BCGA), also require an additional step of converting the real data
into binary strings to work with GA’s. Hence representation of design variables as chro-
mosome which are a vector of real numbers is a major requirement. GA’s based upon real
code representation are called real coded GA’s (RCGA) and are mostly used for all the
engineering problems which have continuous design spaces.
3.1.1 Control Parameters
The behavior of the genetic algorithms can be controlled by adjusting the parameters of
the algorithm. The parameters can be tuned to make the algorithm robust or to make it
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converge fast. For example the diversity of the search can be increased by increasing the
mutation probability, but this will have a negative effect on the speed of convergence. The
most important parameters are listed as follows,
• Number of total generations, NGenerations
• Population size per generation, NPop
• Number of function variables (design variables), Nvariables
• Ellitism
• Selection method
• Crossover probability, Pc
• Crossover method
• Mutation probability, Pm
• Mutation method
Since the algorithm is designed based upon the genetic evolution, the terms used in the
original binary coded representation of GA’s have some similarity to genetic engineering.
In BCGA, each possible solution in the population is called as a chromosome, and each
design variable is called a gene. The maximum numbers of generations, and the population
size specified in the algorithm depends on the complexity of the problem and the number
of function variables. In genetic algorithms a series of operations are performed on the
population so as to evolve and generate the next generation population. These operations
involve the selection of the fit individuals, crossover of the selected population and finally
mutation operation to broaden the search space. The details of each of these operations is
discussed in the following sections.
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3.1.2 Ellitism
In a conventional GA, next generation population is generated by destroying the population
from the previous generation. Sometimes during this search process there is a chance that
some of the best solutions found in the previous generation are destroyed. Since GA doesn’t
have any memory of the previous best solution that solution would be lost, in such situations
ellitism helps maintaining the memory. Ellitism, is a factor that decides the percentage or
number of solutions from previous generation to be carried forward to the next generation
without any modification. This acts as a memory for GA.
3.1.3 Selection
Selection mechanism is the process in which a pool of chromosomes were selected from
the population as potential parents used to produce offsprings. The most fit individual
or chromosome has a better chance of yielding a good quality offsprings which means a
better solution to any given problem. There are two different ways to choose the parents
or parents pool, roulette wheel selection or the tournament selection. In a simple Roulette
wheel selection process, a cumulative selection space based upon the fitness value of the
parents is generated as shown in the equation:
culj =
j∑
i=1
fitj
Npop∑
i=1
fitj
, 1 ≤ j ≤ Npop (3.1)
In the above equation fit can be any function value of interest, for example it can be
drag, noise, or mass to name a few. To select a parent a random number is generated based
upon which range the random number generated falls that individual is picked. The fitness
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functions can be modified to add more weight to the fitter individuals.
The much more simpler but effective way of choosing the parents, is by means of
tournament selection. The steps involved in the tournament selection are as follows, First
the tournament size is decided and based upon the tournament size that many samples were
drawn from the population, The next step involves comparing the fitness function values of
the selected samples and the fittest among the lot will be chosen as a parent. This process
will be repeated till all the required number of offsprings were generated.
3.1.4 Crossover
Crossover is a step in which information between two chromosomes/parents is shared to
form the offsprings. The crossover operator is not applied to all the pairs, but applied to a
pair selected based upon the crossover probability, Pc. The crossover operator plays a key
role in the GA, in fact this is the step that can be modified to improve the performance of
GA. In a simple binary coded representation, the crossover operation is done by selecting
the crossover point randomly and switching the genes from one parent to the other as shown
in the equation below. Let C1 = (1, 1, 0, 1, 0, 1, 1) and C2 = (1, 1, 0, 0, 0, 0, 0) represent
the chromosomes selected for crossover, the crossover point i is selected randomly and the
genes are simply switched as shown to create the off-springs, H1 = (1, 1, 0, 1, 0, 0, 0) and
H2 = (1, 1, 0, 0, 0, 1, 1). There can be a single or multiple crossover points. As mentioned
earlier crossover is a key step which can be modified to improve the performance of GA.
Over the years a number of crossover operations applied to RCGA’s have been in-
troduced. To name a few, flat crossover, simple crossover, Arithmetical crossover, BLX-
crossover, Linear crossover, Extended crossover, Wright’s heuristic crossover, details about
these can be found in [29]. Simple cross over is almost identical to the single point
crossover in binary representation. In order to search the design space more effectively,
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other techniques were suggested which expands the search limits. Some of these crossover
operations will be discussed in the following section.
Given C1 = (c11, · · · , c1n) and C2 = (c21, · · · , c2n) are two chromosomes selected for
crossover operation.
Flat crossover, in this process one offspring is generated using C1 and C2 and is
represented as H = (h1, · · · , hn), where hi is a randomly chosen value of the interval
[c1i , c
2
i ]. Simple crossover, is similar to single point crossover discussed above. A crossover
point i is selected randomly and the design variables after the crossover point in the parents
are swapped to create two new chromosomes and are represented as:
H1 =
(
c11, · · · , c1i , c2i+1, · · · , c2n
)
H2 =
(
c21, · · · , c2i , c1i+1, · · · , c1n
)
In an arithmetic crossover, the offsprings created by selecting the design values as
a function of the parents. The offspring is represented as Hk =
(
hk1, · · · , hki , · · · , hkn
)
,
Where h1i = λc
1
i +(1− λ) c2i , and h2i = λc2i +(1− λ) c1i . The value of λ can be maintained
constant or varied as the algorithm marches ahead.
3.1.5 Mutation
Mutation operator arbitrarily changes the value of the design variable, in the selected pop-
ulation so as to increase the variability of the population. The role of mutation is to explore
the unexplored design space and there by avoid premature convergence or convergence to
local optimum. Each design variable in the population generated after the crossover op-
eration is subjected to mutation based upon the parameter mutation probability, Pm. In a
simple binary coded representation, mutation operation is performed by selecting a variable
and changing it from ”0” to ”1” or vice versa as shown.
Pbefore = (0, 1, 1, 1, 1,1, 0, 1, 1, 1, 0, 0)
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Pafter = (0, 1, 1, 1, 1,0, 0, 1, 1, 1, 0, 0)
For every design variable/gene generate a random number rk , 1 ≤ k ≤ Nvariables.
If rk ≤ Pm (mutation probability), mutation operation is performed on that variable.
Nonuniform mutation, is one of the popular mutation methods is suggest by Michalewiz.
A generation adaptive random value is added or subtracted to the selected gene/variable.
The steps involved in finding the random value is given by the equation:
ci =
 ci + ∆ (t, bi − ci) , τ = 0ci −∆ (t, ci − ai) , τ = 1
∆ (t, y) = y
(
1− r(1−
t
gmax
)
b
)
, Where r is a random number from the interval [0, 1]
and b is a parameter chosen by the user. The function returns a value in the range [0, y] such
that the probability of returning a value close to zero increases as the algorithm advances.
This allows the user to perform the search in the wider region initially and the search
narrows down at a later stage.
Figure 3.2: Flow chart showing the PSO optimization process.
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3.2 Particle Swarm Optimization
Particle swarm optimization is an optimization algorithm modeled on swarm intelligence
[2]. PSO is similar to GA, it has an initial population which is selected randomly. In PSO,
each particle has a velocity of its own which is initialized randomly based upon the bounds
prescribed. In addition to the velocity PSO algorithm has a memory of local best and global
best values. In GA the current population is destroyed to generate the new population, and
there is no memory of the old population except when there is elitism. There is a chance
that a best solution found can be destroyed in GA. In PSO the memory of pbest and gbest is
stored and updated, which is used to update the velocity of the particles which in-turn will
be used to update the position of the particle. The basic PSO algorithm is shown in figure
3.2. The velocity and particle position update rules are shown below.
~vi = ~vi−1 + ~U (0, φ1)⊗ (~pi − ~xi) + ~U (0, φ2)⊗ (~pg − ~xi)
~xi = ~xi−1 + ~vi Where ~U (0, φ1) represents a vector of randomly generated values
with the interval [0, φ1], these values are generated randomly each iteration. In the original
algorithm [2] there are limits applied on the velocity, where as the modified methods [30]
use advanced techniques to get the velocity when the value goes beyond the limit.
3.2.1 Control Parameters
PSO has very few control parameters. In addition to the basic settings like the maximum
number of generation, population size and the number of function variables which are
common for both the algorithms, PSO has two acceleration constants and an inertia weight.
• Number of total generations, NGenerations
• Population size of particles per generation, NPop
• Number of particles (design variables), Nvariables
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• acceleration constant
• inertia weight
There are basically two main variations of the velocity update [41], the inertia weight
method or the constriction method. In the inertia weight method the velocity and position
update rules are represented as follows ~vi = ω~vi−1 + ~U (0, φ1) ⊗ (~pi − ~xi) + ~U (0, φ2) ⊗
(~pg − ~xi)
~xi = ~xi+1 + ~vi
The value of ω is initially started at 0.9 and then gradually allowed to go to 0.6. At
higher values the particle behaves like they are moving in a highly viscous medium and
does an extensive exploration when the value of ω goes to a smaller number desirable when
the solution is nearing the minimum. It was documented in research that the best values of
ω are 0.9 and 0.6. It is possible to select the value of ω greater than one which might make
the algorithm unstable. Care need to be taken when selecting the inertia weight. The value
widely accepted for acceleration coefficients φ1 = φ2 = 1.4865.
In the constriction coefficients method the velocity and position update rules are rep-
resented as follows
~vi = χ
(
~vi−1 + ~U (0, φ1)⊗ (~pi − ~xi) + ~U (0, φ2)⊗ (~pg − ~xi)
)
~xi = ~xi+1 + ~vi
Where, φ = φ1 + φ2 > 4 and
χ = 2
φ−2+
√
(φ2−4φ)
When cleric’s constriction method [41] recommends that φ is set as 4.1 and φ1 = φ2,
and the constant multiplier is approximated as 0.7298. This will result in acceleration
constants that are equal and has the value as φ1 = φ2 = 2.05.
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Figure 3.3: Flow chart showing the hybrid GA-PSO optimization process.
3.3 Hybrid GA-PSO
In this section, algorithm showing the hybridization of GA and PSO algorithms is pre-
sented. GA, has a better diversity control during the initial stages of the search process,
which results in slow convergence, where as PSO has faster convergence rate. These two
algorithms have both the features to make an ideal search algorithm.A hybrid aproach is
proposed where half of the population is treated using the rules from GA whereas the re-
maining half is updated using the rules from PSO. The flowchart of a hybrid GA−PSO
algorithm is shown in figure 3.3. Since the next generation of population in GA is created
by destroying the old generation, the total population is sorted and the better half is used
to create the new population in GA. The function values of the GA population is used to
update the pbest and gbest values directly before updating the velocity of the particles. In-
stead of updating the gbest and pbest once for every generation in PSO the coupling from
the GA populations helps a secondary step to update the pbest and gbest values. During this
step the velocity of the particles is not updates. This additional step of updating the local,
pbest, and global, gbest, best values showed considerable improvement in the speed up of
the algorithm. It was also observed that the Hybrid GAPSO algorithm is robust compared
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to the original algorithms.
3.4 Test Functions and Results
Two test functions were selected to validate the hybrid algorithm. The functions selected
are Rosenbrock function and Rastrigin function shown in figure 3.4. Rosenbrock function
is a function which has a parabolic valley of minimum values, most of the optimization
algorithms can find the valley but have difficulty finding the global minimum. Rastrigin
function has a number of local minimum and only one global minimum. These functions
are commonly used as test functions for performance evaluation of optimization algorithms.
Each algorithm is tested on these test functions with 5 and 10 variables and is repeated 10
times. The corresponding results are shown in figures 3.6, 3.5, 3.8 and 3.7. Figures 3.6 and
3.8 shows the results of test functions Rosenbrock function and Rastrigin function with 5
variables repeated for 10 times with random initialization. Figures 3.5 and 3.7 shows the
tests results with functions with 10 variables. In order to demonstrate the robustness of the
new algorithm, the above test is repeated for 50 times with random initialization and the
mean of the best result as well as the variance is tabulated and presented as shown in table
3.2.
Test function1: Rosenbrock function The Rosenbrock function is written as:
min f (~x) =
n−1∑
i=1
100
(
xi+1 − x2i
)2
+ (xi − 1)2 (3.2)
−5.12 ≤ xi ≤ 5.12
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(a) Rosenbrock (b) Rastrigin
Figure 3.4: Test functions with two variables.
The known best solution is f (~x) = f
(
~1
)
= 0
Test function2: Rastrigin function The Rastrigin function is written as:
min f (~x) = 10n+
n∑
i=1
(
x2i − 10 cos (2πxi)
)
(3.3)
−5.12 ≤ xi ≤ 5.12 The known best solution is f (~x) = f
(
~0
)
= 0
The control parameters chosen for different optimization algorithms in the testing
were shown in table 3.1.
From Figure 3.5, it can be seen that search process on a Rosenbrock function is per-
formed in GA till upto 500 generations and after that it seems to have locked onto local
minimum. Where as PSO algorithm is still performing the search and there is an improve-
ment in the best solution, and the solution found at the end of 1000 generations is better
than that of GA. Of all the three algorithms the hybrid GA-PSO algorithm is performing
better and has a better chance of finding the minimum. It can seen from figure 3.6 that
the improvement of performance is much more significant as the number of variables in-
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Table 3.1: Control parameters for optimization algorithms
Parameter GA PSO GA-PSO
NGenerations 1000 1000 1000
Nvariables 5/10 5/10 5/10
Npop 4Nv 4Nv 4Nv
Pc 0.6 na 1.0
Pm 0.1 na 0.2
Elitism 2 na 2
hybrid na na 0.5
Acc. const na 2.05 2.05
Inertia na 0.9 0.9
creased.
Figure 3.7, shows the test performance on Rastrigin function with five variables. It is
evident that PSO algorithm failed to find the optimum value in most of the tests, where as
for GA it took around 850 generations to find the optimum. However the hybrid algorithm
is able to find the solution in around 500 generations. Similar behavior is observed for
Rastrigin function with 10 variables. Further improvement can be achieved by adjusting
the control parameters. To check the robustness, the tests are repeated for each algorithm
and the mean solution after 1000 generations and the variance in the solution because of
different starting points is tabulated and is shown in table 3.2. As it can be observed the
hybrid algorithm not only produced the result with the best average but its variance is also
small, thus proving that the algorithm is robust. Further improvement in the algorithm can
be achieved by fine tuning the coefficients. The focus in this dissertation is not placed on
trying to identify the best settings but to identify the best algorithm, as it is evident from
the results that the hybrid-algorithm with the current settings seems to meet the needs of
this research.
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(a) GA (b) PSO (c) GA−PSO
Figure 3.5: Optimum function values history, Rosenbrock function with 5 variables.
(a) GA (b) PSO (c) GA−PSO
Figure 3.6: Optimum function values history, Rosenbrock function with 10 variables.
(a) GA (b) PSO (c) GA−PSO
Figure 3.7: Optimum function values history, Rastrigin function with 5 variables.
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(a) GA (b) PSO (c) GA−PSO
Figure 3.8: Optimum function values history, Rastrigin function with 10 variables.
Table 3.2: Performance comparison test over 50 tests
GA PSO GA-PSO
Function Number of variables mean std mean std mean std
Rosenbrock 5 0.822 0.713 0.178 0.781 0.01 0.011
Rosenbrock 10 8.332 10.451 0.8572 1.335 0.219 0.089
Rastrigin 5 0.159 0.368 1.890 1.439 0.039 0.197
Rastrigin 10 6.387 2.712 6.529 3.439 0.517 0.643
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Optimization Using Surrogate Model
The objective of this work is to identify different tools to efficiently solve the MDO prob-
lem. One of the key steps in the optimization of problems requiring expensive computations
is the use of surrogate models. This section describes the surrogate modeling technique
considered in this research. Further details about the modeling technique can be found in
[40].
4.1 Surrogate Modeling
The first step in creating the surrogate model is the selection of the parameters for the
design variables. With the design space being identified the next step is to identify the
design values that will be used to create the surrogate model, sampling plan. This process
is commonly referred to as design of experiments (DOE). This step is vital in building
a surrogate model because the behavior of the response in the design space is unknown.
The sampling plan selected should pick the design values distributed evenly throughout
the entire design space. The sampling plan favored for initial surrogate model building is
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the space filling maximin, latin hypercube sampling (LHS) technique. The sampling plan
selected is also affected by the surrogate modeling technique being used [39].
The LHS sampling points of k variables and n points are represented as x(i) =
(
x
(i)
1 , · · · , x
(i)
k
)
and the associated function value is given by y(i) = y
(
x(i)
)
, for i = 1, · · · , n.
The simplest form of approximation is regression model is represented as:
y
(
x(i)
)
=
∑
h
βhfh
(
x(i)
)
+ ε(i) (4.1)
In this equation fh
(
x(i)
)
, is a linear or nonlinear function of x, βh are unknowns
and can be found using simple regression analysis. In this approximation ε(i), the error
term is assumed to be independent. However the response function is continuous and so
the error which is a difference from the actual value to that of the approximated value is
also continuous. This means that for any two points xi and xj close to each other the
corresponding errors εi and εj are correlated. So the assumption that the error terms are
independent is not correct and is more reasonable to assume that the errors are correlated.
The correlation of errors at two sampling points xi and xj is given by,
Corr
[
ε(i), ε(j)
]
= exp
[
−d
(
x(i), x(j)
)]
(4.2)
where the distance, di,j is calculated by the equation
d
(
x(i), x(j)
)
=
k∑
h=1
θh
∣∣∣x(i)h − x(j)h ∣∣∣ph , (θh ≥ 0, ph ∈ [1, 2]) (4.3)
In the above equation θh and ph are the parameters for design and analysis of computer
experiments. The variable θh can be interpreted as the measure of strength of the variable
xh. The exponent ph is related to the smoothness of the correlation function. The covariance
relation as a function of distance is shown in figure 4.1. The larger the value of θ the less
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the co-relation is between the two points and the correlation value falls from one to zero as
the distance increases. The value of p tells the smoothness of the function.
Figure 4.1: Covariance plot showing the effect of θ and p.
The regression model can be expressed as
y
(
x(i)
)
= µ+ ε(x
(i)) (4.4)
Where µ is the mean of the response values.
The stochastic model has 2k + 2 parameters, µ, σ2, θ1, · · · , θk, andp1, · · · , pk. These
DACE parameters are estimated by maximizing the likelihood of the data sample selected.
The likelihood function is represented as
1
(2π)n/2 (σ2)n/2 |R|1/2
exp
[
−(y − 1µ)
′R−1 (y − 1µ)
2σ2
]
(4.5)
Given the correlation parameters θh and ph, the mean µ and variance σ2 can be solved
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which can be used to find the likelihood function. By maximizing the likelihood function
the DACE parameters θh and ph as well as the mean and variance µ and σ2 can be estimated
which can be used to predict the response.
The mean and variance are expressed as:
µ = 1
′R−1y
1′R−11 and σ
2 = (y−1µ)
′R−1(y−1µ)
2σ2
The response surface equation can be expressed as
y
(
x(∗)
)
= µ+ r′R−1 (y − 1µ) (4.6)
where r′ is the error correlation vector from the sampling point x∗ to the points in the
LHS table used to create the response surface. At any given sampling point in the LHS
table the above equation reduces to the response value y
(
x(∗)
)
= y(i) thereby making the
error at the LHS sampling points equal to zero.
The correlation of errors also effects our prediction accuracy. Intuitively, if the new
sampling point x∗ is close to xi, it is possible that the points are highly correlated and hence
are more accurate. The general mean squared error of the predictor can be denoted as
s2
(
x(∗)
)
= σ2
[
1− r′R−1r +
(
1− 1′R−1r
)2
1′R−11
]
(4.7)
Based upon these mean squared error at the sampling location, expected improvement
value can be estimated, which is expressed as
E [I (x)] = (fmin − y) Φ
(
fmin − y
s
)
+ sφ
(
fmin − y
s
)
(4.8)
where φ (·) andΦ (·) are standard normal density and distribution function. The mea-
40
sure of the EIV gives us the guidance of how accurate the predicted value is and how much
improvement can be achieved by adding a sample point at this predicted location.
Figure 4.2: Flow chart showing the optimization process using surrogate model.
4.2 Optimization using adaptive surrogate model
The hybrid GA-PSO algorithm is combined with the adaptive surrogate modeling tech-
nique discussed above. The process is shown in the figure 4.2. The optimization process
using surrogate models starts with the construction of the surrogate model. Initial surro-
gate model is constructed based upon the sampling points selected using Latin Hypercube
Sampling (LHS) technique. Construction of a surrogate model is completed by identify
the optimum DACE parameters by maximizing the likelihood function. Once the surrogate
model is constructed optimization process can be preformed using the surrogate model us-
ing the hybrid GA-PSO algorithm. An additional step is added between each generation to
check the accuracy of accuracy of the surrogate model. Accuracy parameter EIV is also es-
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timated along with the responses for the possible solutions during the optimization process
and is checked against the confidence limit. The surrogate model is updated every time the
EIV bounds are violated and the optimization process is started again using the updated
surrogate model.
4.3 Mathematical Example
The proposed optimization algorithm using surrogate model is tested using Branin Func-
tion. Branin function is a expressed as shown in equation
f (x1, x2) =
(
x2 −
(
5.1/
(
4 ∗ π2
))
∗ x21 + 5 ∗ x1/π − 6
)2
+10∗(1− 1/ (8 ∗ π))∗cos (x1)+10
(4.9)
− 5.0 ≤ x1 ≤ 10; 0 ≤ x2 ≤ 15 (4.10)
The known best solution is f (π, 12.275) = f (−π, 12.275) = f (9.42478, 2.475) = 0.397887.
The function has three global minima and no local minimum. This makes Branin
function a good test problem because it has three global minimum and no local minimum.
The performance of the algorithm can be effectively tested when the method is directed in
these three directions during the optimization process.
The adaptive optimization method suggested is tested starting with an initial response
surface constructed using two different number of training points, 10 and 21. The results
show that in both the tests the method required a total of 26 training points to find the opti-
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(a) 10 Training points (b) 21 Training points
Figure 4.3: Training points for Branin function
(a) Optimization history with 10 initial training
points
(b) Optimization history with 21 initial training
points
Figure 4.4: Optimization history of Branin function using adaptive surrogate model
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mum value within 1% accuracy of the minimum value. The new training points are added
towards the location of global minimum during the search process. The training points
along with the location of the optimum values is shown in figure 4.3. The search started
using the initial surface with 10 training points needed 16 additional iterations to add 16
new training points. However the second start using 21 training LHS points required only
5 additional iterations. Since there are three global minima for this function the search
resulted in adding new points close to these three points as shown in figure 4.3. The ob-
servation is that the process can potentially start with a small number of training points but
requires more iterations to add more points during the optimization process. The limitation
is that if the optimization process is started with a fewer training points the method requires
more iterations. Since the new training points need to be evaluated sequentially it increases
the time required to find the optimum. It is advisable to start with a reasonable number
of training points based upon the computational resources available so that the number of
iterations required to update the response surface can be reduced in the later stages.
The optimization results are shown in figure 4.4. Irrespective of the number of starting
points the proposed method was able to identify one of the function minima. The optimum
value identified by the algorithm starting with 10 training points is 0.397812, and with 21
points it is 0.397727 both with a percentage error of less than 0.5%. However, since there
are three global minima for the function the location of optimum identified by the algorithm
changed every run but the function value is always within 0.5% of the actual function value.
4.4 Nose Shape Optimization of High Speed Train in 2-D
This section combines the optimization algorithm with that of surrogate modeling tech-
nique to implement the shape optimization algorithm using adaptive response surface. The
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flow chart shown in Figure 4.2 presents the steps involved in the implementation of the
stochastic process modeling based optimization algorithm for the optimum shape design of
a high speed train nose.
4.4.1 Geometry
To demonstrate the proposed method a 2-Dimensional shape of train was selected. Five
control parameters were selected to define the geometry of the train nose. The parameters
include three length parameters and two elliptical angles. The 2-D geometrical parameters
of the train are shown in Figure 4.5. The parameters are selected in such a way that controls
the length of the nose from a short blunt nose to long pointed nose by controlling the nose
contact angles.
Figure 4.5: Geometric parameters of train nose in 2-D.
The induced drag is largely influenced by both the front and rear ends of the trains,
hence the train geometry used for CFD simulations involves the finite middle section be-
tween the identical front and the back nose sections, as shown in Figure 4.8. There is a gap
of 0.4 m between the train and the floor modeled in the simulations.
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4.4.2 CFD Setup
The flow calculations are performed using CFD software, SC/Tetra. SC/Tetra is an unstruc-
tured flow solver. A pseudo-2D unstructured mesh is generated with prism layers placed
near the train surface to capture the boundary layer effects. The computational domain
with the boundary conditions applied is shown in figure 4.6. The computational mesh has
around 300,000 elements and is shown in figure 4.7. The same mesh density is maintained
for all the simulations and hence mesh dependence studies were not performed at this stage.
The presence of the vortices from the rear end of the train resulted in an unsteady flow be-
havior and steady state results for all the simulations did not produce a converged solution.
The steady state results are not reliable and have a range, instead a transient solution of
the flow is solved using unsteady RANS with standard k − ε models with wall functions.
The simulation takes around 2 hours to compute 5 seconds of real flow over the train on a
bowolf cluster of 8 process. The drag value is obtained by taking the mean drag value over
a fixed time period of last 4s of computation time.
The secondary reason behind choosing a transient solution instead of steady state as-
sumption is because this work will be extended to include aerodynamic noise as a second
function when analyzing a 3-D model. Aerodynamic noise generated can be calculated by
using the Lighthill equations[42], [43].
Figure 4.6: Boundary conditions.
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Figure 4.7: Computational mesh - Pseudo 2-D.
Figure 4.8: Geometry of a 2-D train.
4.4.3 Problem Setup
The proposed method was tested using a single objective function, drag, with constraints
on the geometric parameters.
min.Fd (4.11)
Subjected to the geometry constraints
6.0 ≤ a ≤ 7.25
1.25 ≤ b ≤ 2.75
0.75 ≤ c ≤ 1.25
0 ≤ θb ≤ 20
0 ≤ θt ≤ 50
The sample points selected for initial response surface construction should represent
the behavior of the response. The sampling points needed to construct the initial response
surface were derived using the LHS technique, because of its even distribution in the entire
design space. CFD simulations were performed on a 2-D unstructured mesh using a com-
mercial solver SC/Tetra to get the mean drag force (or the response values). Based upon the
recommendation by [40] and the current study it was identified that the response surface
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needs 10 sampling locations for each of the design variable to construct the response sur-
face within 3% accuracy limit on EIV. The problem under consideration here has 5 design
variables and so 55 LHS sampling points were selected to capture the behavior of the re-
sponse surface. The stochastic process model approach discussed above was used to fit the
response surface model. In this study, a hybrid GAPSO algorithm introduced in the previ-
ous section was used to identify the optimum design. The accuracy of the response surface
is verified during the optimization process, for each and every candidate in the population
by using the expected improvement value. The expected improvement value is compared
against the bounds set on the best solution and if it is found inadequate additional CFD
simulations will be added to the RSM. As the optimization iterations progress more points
are added only in the region where the optimum design is located. The initial bounds set
on the EIV for the results presented in this research are 3% of the best solution and later
the bounds were tightened to 2% to check if the algorithm added new training points along
the path of optimization.
4.5 Results and Discussion
Response surface based upon 55 sampling points, shown in table 4.1, selected using LHS
technique was created using the stochastic modeling technique. 55 sample points initially
seems to be large number but compared to the other methods this is still a fraction of com-
putations required. Based upon the results from the previous section, hybrid GA−PSO
algorithm is both fast and robust. Shape optimization was performed by combining the re-
sponse surface modeling combined with the hybrid GA-PSO algorithm and CFD modeling.
In the shape optimization algorithm an additional step to estimate the accuracy of the pre-
diction was added. The expected improvement value, is compared against the confidence
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bounds, 3% of the best solution and whenever the estimated EIV is observed to be greater
than the confidence limit a new simulation is added and the response surface model was
updated. For the confidence bounds of 3%, the initial response surface calculated using
55 LHS points was accurate enough and the best solution is found in 93 generations with
the drag force of 47.5 N. The convergence history is shown in figure 4.9. The convergence
history of each of the design variables is shown in figure 4.10. Observing the convergence
history it can be seen that all the shape control parameters, a, b, c, θt, seem to be sensitive
and fairly reached a constant number in a few generations of search process but the param-
eter θb seem to be not sensitive and is changing. The best aerodynamic shape is found to
be at a = 6.602, b = 1.666, c = 0.782, θt = 47.220 and θb = 13.240.
However when a tighter confidence bound of 2% was set two additional simulations
shown in table 4.2 were required and the new optimum is located at a = 6.643, b = 1.666,
c = 0.823, θt = 46.070 and θb = 6.060, with a drag force of 47.4 N. The optimization his-
tory along the EIV is shown in figure 4.12. The convergence history of each of the design
variables is shown in figure 4.13. By tightening the bounds the sensitivity of the parameter
θb is improved and the optimum is found easily when compared to the earlier result with
3% confidence bounds. The improvement in the accuracy of the prediction is observed
in the reduction of the EIV value in the second set with small value. The new optimum
shape seems to be almost identical to the previous one, except that the bottom ellipse is
more pointed. The comparison of the two shapes is shown in figure 4.11. The suggested
method were compared against the results presented by Lorriaux [15]. Lorriaux performed
the shape optimization study on a 2-D nose shape using genetic algorithms, it took about
180 simulations for a similar problem to find the optimum. The biggest limitation observed
in Lorriaux’s study was the repeatability of the result when the algorithm was executed
multiple times. The proposed method took fewer number of function evaluations (CFD
simulations) to find the optimum value, 57 against 180. The results produced from the pro-
posed method are repeatable and it takes a few seconds to repeat the optimization process
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Figure 4.9: Optimization history with 3% confidence bound.
once the response surface is created. Expanding this method to handle multi objectives is
straight forward and can be implemented with minimal effort.
4.6 CFD Optimization using Sculptor
Aerodynamic shape optimization requires the study of number of shapes, which in-turn
means that a computational mesh need to be constructed for every single shape that need
to studied. The aerodynamic shape optimization of the nose of a high speed train process
can be approached in two ways. The first way is the conventional search, where the shape
of the nose is defined and controlled by a set of design values that defines the geometry.
For every combination of the design set, a CAD model is created before the geometry is
exported/improted to CFD software. The boundary regions are defined and the mesh is
generated after the geometry is imported.
For shape optimization this approach requires re-meshing the model every time the
shape is changed. In the second approach instead of defining the shape control parameters
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(a) a (b) b (c) c
(d) θb (e) θt
Figure 4.10: Optimization history of each of the design variables with 3% confidence
bound.
Table 4.2: Additional sampling points
Case a b c Θb Θt Drag
1 6.64 1.63 0.814 0.216 0.820 47.5
2 6.92 1.58 0.813 0.262 0.836 60.8
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Figure 4.11: Nose shape comparison.
Figure 4.12: Optimization history with 2% confidence bound.
the shape parameters can be applied on the computational mesh. In this approach the
mesh is deformed along with the geometry of interest. This significantly reduces the model
preparation time before analyzing the design. This is achieved by using a commercial
mesh deformation software, Sculptor. Sculptor uses smoothing calculated by a bezier curve
defined with control points to deform the volumetric mesh. These control points were
arranged in an Arbitrary Shape Deformation (ASD) volume. Once the control points are
defined, Sculptor performs a one-time calculation (the freezing process) which establishes
a tri-variate functional relationship between the computational mesh’s Cartesian space and
the control points grid’s parametric space (i.e. ASD volume). Once frozen, movement of
any of the control points performs a real-time deformation of the nodes in the prescribed
fashion defined by the position of the control points and the relative placement of the control
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(a) a (b) b (c) c
(d) θb (e) θt
Figure 4.13: Optimization history of each of the design variables with 2% confidence
bound.
points with respect to each other. The mesh is morphed/deformed by perturbing the control
points manually, or in the case for automatic shape optimization, as part of an optimization
procedure. User defined shape change variables can be defined by grouping these control
points together and defining how each control point in a group moves with respect to the
other control points in the group. This approach eliminates the need to redraw the CAD
model and go through the computational mesh generation process repetitively, which is a
trivial job for 2-D models but for 3-D models it takes considerable amount of time and
cannot be automated directly. One of the limitations when using sculptor is that it does not
allow for sharp changes in the shape, for example a pointed nose like the one identified in
previous section. Controlling a sharp pointed shape results in a deformed mesh with highly
skewed elements which results in numerical errors when performing the simulation.
To demonstrate how these two approaches compare, shape optimization of a 2-D train
is attempted again but with a fewer number of shape control parameters.
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The objective in this study is to
min.Fd (4.12)
In the conventional method, the nose shape of the train is controlled by three parame-
ters, two length parameters that control the length of the nose and one height parameter that
controls the height of the nose from the ground. The nose shape is assumed to be elliptical
where the top ellipse and the bottom ellipse are joined normally. The shape control param-
eters for conventional method are shown in Figure 4.14. The design space based upon the
limits of the shape control parameters is shown in figure 4.15. deformed
Subjected to the geometry constraints, Conventional method
6.0 ≤ a ≤ 7.25
1.25 ≤ b ≤ 2.75
0.75 ≤ c ≤ 1.25
Three different design sets used in sculptor are shown in Figure 4.16. Design set 1,
is used to control the nose length, design set 2 is used to control the curvature of the top
ellipse, and design set 3 is used to control the height of the nose. The approach using
sculptor needs only two parameters to control the length and the height of the nose, for
equality a third set is defined that controls the smoothness/curvature of the top ellipse.
Ideally it is better to have few points in each design set to get a smooth surface deformation
in Sculptor. More points are selected in each design set to match the design space defined
by shape control parameters a, b, and c to make sure that the design space explored in these
two methods is the same. However based upon the way the shapes are explored these two
approaches are not expected to identify the same optimum shape.
Subjected to the constraints on the design variables
0 ≤ ds1 ≤ 1
0 ≤ ds2 ≤ 1
0 ≤ ds3 ≤ 1
55
Table 4.3: Optimum drag values
Method Drag
Conventional 74.99 N
Sculptor 70.39 N
The limits on the design sets are normalized based upon the maximum found in the
optimization study within sculptor to limit the deformation, such that the design space for
both the methods is almost the same.
The shape optimization process is performed using a adaptive response surface using
a hybrid GA-PSO algorithm and shown in Figure 4.2 with the objective to minimize drag.
The optimization results using a 3% confidence bounds on the EIV [44] are shown in
Table 4.3. The optimum shapes are shown in Figure 4.17, the optimum shape from both
the methods are almost identical but the optimal shape from sculpture is a little bit longer,
narrower and pointed and hence induces less drag. The results show that if the correct set
of design groups can be defined, Sculptor generates slightly better results compared to the
conventional method. This is mainly because of the added flexibility in the search process
and the shapes included in the search are more wide then the conventional search.
Figure 4.14: Conventional method: shape control parameters.
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Figure 4.15: Design space
(a) Design set 1 (b) Design set 2
(c) Design set 3
Figure 4.16: Sculptor: Three sets of design variables for shape optimization using Sculptor.
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Figure 4.17: Optimum nose shape comparison Conventional Vs Sculptor
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MDO of High Speed Train
As discussed in chapter 1, the major issue with the speed up of a train is the increase in
the aerodynamic drag and the aerodynamic noise it generates. The second issue is that
these high speeds result in very large aerodynamic loads acting on the structure hence the
structures need to be strong enough to handle the loads. Trains operate under varying sets of
conditions, ranging from the travel in free space or inside a tunnel. Based upon the weather
conditions they either experience a strong head wind or a strong cross flow. There are other
conditions like the crossing trains which can create a large variation on the aerodynamic
loads acting on the structure. Each of these scenarios create a different loading profile and
demand a different set of strength requirement for the train body. The shape and structure of
a train needs to be optimized considering all the above mentioned aspects. To summarize,
the optimization of a high speed train is an MDO problem. However solving this MDO
in a fully coupled manner makes this problem complicated with a large number of design
variables and require large simulation times.
Instead of solving the problem in coupled manner, by identifying the coupling function
the problem can be decoupled and solved sequentially. In the first step the aerodynamic
shape is analyzed using CFD. In the second step structural analysis is performed based upon
the aerodynamic loads. If these two steps are performed with the objective functions of
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minimizing drag and minimizing weight, the problem is solved in fully decoupled manner
since there is no function that connects both the disciplines. The design of high speed train
requires the consideration of aerodynamic noise along with the drag. The aerodynamic
noise has two sources, one source is located in the flow fluctuations from the flow over the
train body and the second source is the vibrations from the structure. By considering each
of these sources as an objective in each discipline the problem can be decoupled and the
optimization can be performed sequentially.
The framework for a simple sequential MDO of a high speed train on a three dimen-
sional model is shown in figure 5.1. The first step in the MDO is the aerodynamic shape
optimization of the high speed train body. Commercial CFD software, SC/Tetra, is selected
as a CFD tool to analyze the aerodynamic response of the nose shape. Aerodynamic opti-
mization identifies the optimum nose shape of high speed train that induces the least drag
and the least aerodynamic noise outside the train. Once the aerodynamic shape is identified,
time averaged loads on the optimum surface are simulated in CFD which are mapped on the
structural model for structural sizing. The objectives in structural optimization are to min-
imize weight and to minimize noise levels inside the train. Commercial structural solver,
Abaqus, is selected as a tool to analyze the structural response of the structure to pressure
loads. The details of this optimization process are discussed in the following sections.
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Figure 5.1: Frame work for sequential Multi Disciplinary Optimization.
5.1 Aerodynamic Shape Optimization of 3-D train
5.1.1 CFD Setup
The optimum shape identified in this section will be compared against the base design
shape. The objective is to minimize drag and aerodynamic noise with constraint on the lift.
CFD analysis was performed using a commercial CFD solver, SC/Tetra, developed
by Software Cradle. SC/Tetra is an unstructured flow solver based upon finite volume
approach. The software has a number of turbulence models available which are validated
thoroughly. An aeroacoustic model based upon [42] is implemented in the software which
is used to predict the aerodynamic noise generated because of the airflow over a structure.
Ideally it is required to perform a Large Eddy Simulation (LES) to accurately predict the
aerodynamic noise due to flow disturbances [43]. LES requires a very detailed mesh to
capture the small eddys in the flow which inturn results in aerodynamic noise. Solving
a 3-D optimization problem using the LES model for a model as big as a train is not
practical because the computational requirements will be enormous and simulations will
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take a very long time to complete making the optimization problem virtually unsolvable.
Instead the transient fluctuations of flow is predicted using a Unsteady Reynolds Averages
Navier Stokes (URANS) model using the standard k-epsilon turbulence model. The speed
of train considered in this study is 350 Km/hr which is equivalent to 97.22 m/s. This is
equivalent to a mach number of 0.3 and hence the flow can be assumed incompressible.
The Reynolds number of the flow based upon the train width is of the order 3 million.
The computational domain and the boundary conditions used in the analysis are shown
in figures 5.2, 5.3. The length of the train model considered in this study is 42m. The
computational domain is extended by two lengths of train both upstream and down stream
of the train. The total length of the computational domain is around 5 times the length
of the train. The computational domain is also extended in the transverse directions by 5
times the width of the train each on either side of the train. The height of the computational
domain is also extended by about 5 times the height of the train. A small gap of 0.4 m is
modeled between the train body and the ground to account for the wheel height. One of
the assumption made about the flow is that the wind flow is normal to the train, based upon
the assumption condition that the train is traveling in a straight path. Hence the inlet is set
as velocity condition and is set as uniform velocity of 97.22 m/s. The outlet is modeled as
static pressure boundary condition with the outlet pressure set as 0 pascals. The boundary
surfaces on the sides and top of the train are modeled as free slip walls, no resistance to
the flow. The ground is modeled as a moving wall with the wall velocity equal to the train
velocity in order to maintain the relative velocity between the train and ground when the
train is moving. Train is modeled as a wall with shear stress wall boundary condition.
Three dimensional unstructured mesh with prism layers inserted near the train surface is
generated for CFD analysis. The computational mesh has around 5 million elements and is
shown in figure 5.4.
A 3-D time-dependent incompressible flow is solved to determine the induced drag,
generated lift and to predict the aerodynamic noise. Most of the work done on shape
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optimization earlier is limited to steady state prediction of lift and drag, however, in reality
the forces acting on a 3-D train body are periodic in nature. The periodic oscillation of
Drag and Lift forces on the base train model are shown in Figures 5.5 and 5.6. From the
figures 5.5, 5.6 it can be observed that the both the forces, lift and drag, oscillate with a
time period of 1s and it is important to consider the transient response. The averaged drag
forced acting on the train is 14380 N and the averaged lift force acting on the train is 5300
N. The mean forces are considered in the construction of the response surfaces used for
optimization.
It is also required to perform a transient simulation to predict the aerodynamic noise
generated, since the aeroacoustic model needs the transient pressure fluctuations to quantify
the acoustic pressure [43]. To model the aerodynamic noise the aerodynamic pressure
calculated using the lighthill equations implemented in the SC/Tetra were used. The sound
pressure levels were sampled at 100 points around the train shape, 10 points placed at
seven sections around the train and 30 points placed along the length of the train. A Fast
Fourier Transformation was applied to the collected aerodynamic pressure data to find the
frequency response of the Sound Pressure Level SPL in dB, and the mean of the maximum
pressure level is taken to construct the second surrogate model for aerodynamic noise.
Since the audible frequencies range between 20 Hz and 20 KHz, the maximum SPL within
the audible range is summed up for all the sampling locations and the average value is
used to construct the surrogate model. For most of the sampling points the peak SPL is
observed around 100 Hz frequency. The simulations are performed on a linux cluster and
each simulation took 4 days of computation time to complete a real time flow simulation
of 5 seconds running on 16 processors.
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(a) Top view
(b) Side view
Figure 5.2: Computational domain of a 3-D train
5.1.2 Optimization Parameters
Shape optimization of a 3-D train model was performed using a base shape as shown in Fig-
ure 5.7. Sculptor is used to provide the shape control parameters and the designs for CFD
analysis. As discussed in chapter 4, The advantage of using sculptor is that one doesn’t
need to remodel the new shape and remesh the computational model instead the shape
change parameters are set on the existing mesh. The computational domain is selected
and the 3-D unstructured mesh is constructed before setting the shape change parameters
in sculptor. The steps involved in setting the mesh for deformation using sculptor are as
follows. The first step is to import the existing computational mesh and construct an ASD
volume. ASD volume defines the region of the computational mesh which is allowed to
deformation. Based upon the base shape of the train nose an ASD volume is constructed
which covers the region of the mesh around the train nose which is allowed to deform. The
ASD volume selected to deform the nose shape of the train is shown in figure 5.8. The
limitation set on the surface deformation is that the train wheel set location is fixed and
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Figure 5.3: Boundary conditions used in CFD analysis.
cannot change. As it can be seen in figure 5.7 the front and the rear ends of the train nose
are considered to be identical so the constructed ASD volume is also identical. The second
step is to freeze the ASD volume, which allows Sculptor to compute the grid relations with
respect to the nodes that form the ASD volume. At this point the mesh is prepared to be
deformed using any node in the ASD volume. The computational mesh can be deformed
by moving the nodes of the ASD volume independently or as a group. The mesh within one
neighboring node of the selected node/s is allowed to deform. So it is important to group
the nodes in the ASD volume to get a smooth surface/mesh deformation. The next step is
grouping the nodes to form the design sets.
Four design sets are selected to control the shape of the train nose for the shape opti-
mization problem. The design sets are selected to control the nose length figure 5.9, nose
height figure 5.10, nose curvature figure 5.11 and nose pointedness figure 5.12. In the fig-
ures 5.9,5.10, 5.11, 5.12 the surface shown in green is the original nose shape and the one
shown in blue is the nose surface after being deformed. The first design set controls the
length of the nose, the second set controls the height of the nose, the third set controls the
curvature of the nose and the fourth set controls the three dimensionality of the nose. The
node groups that form the design sets have more than one node from the ASD volume, and
65
(a) Top view
(b) Side view
Figure 5.4: Computational mesh used in CFD analysis.
the same design set is used to control the front and rear ends of the train. This is achieved
by adjusting the co-efficient of deformation on each node in the group. For any node in the
group the user can specify three co-efficients of deformation in the directions, x, y and z.
These co-efficients can be either positive or negative and are based upon the direction the
surface needs to be deformed.
The objective is to identify the nose shape that induces the least amount of drag and
also generate the least amount of aerodynamic noise. The shape optimization of train is
a multi objective optimization problem, where the objectives are to minimize the aerody-
namic drag induced and to minimize the aerodynamic noise generated because of the air
flow over the body of the train. The objectives are expressed as:
min.Fdrag (5.1)
min.Fnoise (5.2)
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Figure 5.5: Drag force history
Where Fdrag is the normalized drag and Fnoise is the normalized external aerodynamic
noise.
The selection of control parameters are to control the geometry of the train.
0 ≤ ds1 ≤ 1 nose length
0 ≤ ds2 ≤ 1 nose height
0 ≤ ds3 ≤ 1 nose curvature
0 ≤ ds4 ≤ 1 nose pointedness
One design requirement that separates trains from that of planes is the limitation on
generated lift. For the safe operation of the train the lift generated can not exceed a certain
value, if the design generates too much lift that results in the unsafe operating conditions
for the high speed train especially when there is a strong cross wind. Similar to the design
of race cars, where the design is modified to produce downward force for better traction,
there is a restriction on the amount of lift generated for high speed trains for safe operation.
Along with the constraints on the geometry there is a design constraint on the lift generated
by the nose shape, the lift generated should not exceed the lift generated by the base design,
which is predicted to be 5380 N. The constraint on the lift is expressed as:
lift ≤ limit
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Figure 5.6: Lift force history
Figure 5.7: Base shape for 3-D train nose shape optimization
Since there are two objectives, the choice of the weights on each objective tells the
optimizer which objective is more dominant than the other. Once the weights are selected
the objectives can be combined and expressed as
min.
w1Fdrag + w2Fnoise
w1 + w2
(5.3)
where Fdrag, is the normalized drag force, Fnoise, is the normalized noise level for the
given design w1 is the weight on the drag and w2 is the weight on the noise.
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Figure 5.8: ASD volume selected for mesh deformation.
5.1.3 Optimization Algorithm Parameters
The proposed hybrid GA−PSO optimization algorithm is used to find the optimum aero-
dynamic shape of the train. The control parameters used for the optimization problem are
as follows:
Ngenerations = 200
Num. of variable = 4
Num of population = 16
Pc = 1.0
Pm = 0.2
elitism = na
hybrid coef. = 0.5
acc. const. = 2.05
inertia coef. = 0.9
The initial response surface to perform the optimization was constructed using 38
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(a) Node group 1
(b) Design set 1
Figure 5.9: Sculptor: Design set to control the nose length.
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(a) Node group 2
(b) Design set 2
Figure 5.10: Sculptor: Design set to control nose height.
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(a) Node group 3
(b) Design set 3
Figure 5.11: Sculptor: Design set to control nose curvature.
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(a) Node group 4
(b) Design set 4
Figure 5.12: Sculptor: Design set to control nose pointedness.
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LHS training points. The optimization algorithm required an addition of 6 training points
to achieve the desired accuracy limit of 2% of EIV. The values of the two objectives, Drag
Vs Noise at the design points is shown in the figure 5.13. As can be seen the range of the
noise generated based upon the LHS training table is just 5 dB (54.5 dB to 59.5 dB). The
effect of the design on the predicted aerodynamic noise is not that strong and hence the
optimization can be treated as a single objective i.e. consider only drag for optimization.
The LHS training table showing the initial training points and the additional training points
is shown in figure 5.14. During the initial search of the optimization process the new
training points are allowed to be added in the entire design space, but after about 15% of
the search process the focus is narrowed near the minimum or maximum based upon the
optimization being performed.
Figure 5.13: Drag Vs Noise comparison for the LHS training table.
The weights were selected based upon the importance of the response values. Since
the peak sound levels produced due to the flow is small the weights were selected as Wd =
1.0 and Ws = 0.0. The optimization history for all the design variables and the objectives
are shown in the figures 5.15 and 5.16.
The optimization history shows that the parameters, nose length and nose pointedness
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Figure 5.14: LHS training table.
Table 5.1: Optimum design comparison against base design
Design Drag Lift
Base 14600 N 5300 N
Optimum 13060 N 1100 N
are much more sensitive than the nose height and nose curvature. The optimum nose shape
found is long and pointed when compared to the base design. The height of the new nose
shape is higher than the base design, the change in the curvature is not significant. The
optimum nose shape along with the nose shape of the base design is shown in figure 5.17.
The comparison of the design values for the base design against the optimum are shown in
table 5.1. The optimum shape resulted in a drag reduction of 10% and the lift reduction of
75% when compared to the base shape.
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(a) dv1 (b) dv2
(c) dv3 (d) dv4
Figure 5.15: Optimization history of each of the design variables with 2% confidence
bound.
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(a) Drag (b) Lift
Figure 5.16: Optimization history of drag and lift.
5.2 Model Preparation for Structural Analysis
This section details the process involved in preparing the structural model using the opti-
mum aerodynamic shape and the process involved in calculating the aerodynamic loads,
and is shown in figure 5.18. The first step is the preparation of structural model using the
finite volume CFD mesh. The structural analysis requires the mesh of the air volume both
inside the train and a hemi-spherical volume of air surrounding the train body along with
the shell elements to model the structure of the train. The inside air and the outside air
meshes does not require any additional separation of regions and can be readily generated
and exported in Abaqus mesh format. However, in CFD train surface is modeled as a single
surface and has very few regions, this surface mesh need to be split to facilitate different
assignment of properties in different regions in structural analysis. This requires manipulat-
ing the surface mesh exported by Sculptor using the optimum shape parameters identified
by shape optimization and splitting the surface. This step is performed manually using the
preprocessor capabilities of SC/tetra. The surface mesh is too fine and is defined using
triangular elements, so this surface mesh is imported in Hypermesh and coarsened. The
triangular shell elements that define the stiffeners and some surface regions are converted
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Figure 5.17: Optimum shape comparison.
into quad elements where ever possible. After this part is completed the surface mesh is
exported in Abaqus input file format for further analysis. Similar approach is used for both
the inside air and outside air meshes, a 3-D unstructured volume mesh with tetrahedral
elements is constructed for these regions is constructed in SC/Tetra and is converted into
Abaqus input files through Hypermesh. There is no need to remesh or adjust the mesh be-
cause the mesh density can be controlled and adjusted in SC/Tetra. Finally, all the three part
meshes, train surface mesh with shell elements, inside air and outside air with tetrahedral
elements are assembled in Abaqus where the simulation conditions are set.
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Figure 5.18: Steps involving creating the structural model from CFD model.
5.3 Structural Optimization
5.3.1 Problem Setup
The structural model used to perform the structural acoustic simulation is shown in figure
5.19. The train is modeled as shell. The structure is also modeled with stiffeners, that run
along and across the cross section of the train. The stiffeners are modeled as 50 mm wide
and 10 mm thick steel that runs along and across the train shown in figure 5.20. The entire
train surface is separated into six regions, front of the nose, the windshield, the region
surrounding the wind shield, the straight section after the windshield, the middle section of
the train and the center of the bogie. The shell thickness is optimized in these six regions.
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(a) Train surface mesh
(b) Inner air mesh
(c) Surrounding air mesh
Figure 5.19: Structural model/mesh
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To limit the number of design variables the front and the rear ends of the train were assumed
to have identical shell thickness.
Figure 5.20: Structural model showing the stiffeners locations.
Figure 5.21: Averaged pressure load (Pascal) on optimum train surface.
In order to model the structural acoustic noise, a linear perturbation analysis consid-
ering two frequencies 100 Hz and 1080 Hz, was performed for a given pressure load 5.21
on the train acting because of the flow. The choice of 100 Hz is made based upon the
aerodynamic noise prediction in shape optimization, the peak SPL is observed at 100 Hz
frequency. For the acoustic waves to propagate from the structure it is necessary to model
the inner air and the outside air. The inside and the outside air were modeled as tetrahe-
dral elements. Since the mesh densities on the train surface and the air regions are not the
same, a tie constraint is used to connect the discontinuous meshes in the fluid and structure
regions to allow pressure to go through smoothly. Along with the air there are two types
of materials defined, steel and a soft core to model the composite shell. The properties of
the material is assumed to be homogeneous and are shown in the table 5.2. The shell of the
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train is modeled as a composite with a fixed layer of soft core of 1 mm and two steel sheets
on either side of the core. Even though this approach results in a very large structural mass,
it is easy to replace the sheet of metal with a composite having identical physical proper-
ties once the optimization process is completed. The encastre constraint is applied to the
floor of the train for modeling purposes. In order to avoid the reflection of the sound waves
back into the domain, the boundaries of the outside region and the ground are modeled as
non reflecting regions. A detailed transient CFD simulation using the optimum shape was
performed and the time averaged pressure load was applied on the structure to predict the
structural response.
The structural optimization problem is formulated as follows:
min.Fmass (5.4)
min.Fnoise (5.5)
Subjected to the geometry constraints, thickness of the shell in each region.
7 ≤ dv1 ≤ 12 nose point
7 ≤ dv2 ≤ 12 wind shield
7 ≤ dv3 ≤ 12 region below the wind shield
7 ≤ dv4 ≤ 12 straight section after wind shield
7 ≤ dv5 ≤ 12 center section
7 ≤ dv6 ≤ 12 section close to the symmetry plane
In addition to the geometry constraints, the designs are also checked for deformation
and stresses. Since response surfaces are used to predict all the responses, average values
of the deformation and the stresses are calculated on the model for each region and are
compared against the constraint limits. Averaged values of stresses and deformations are
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Table 5.2: Property values for materials in simulation
Material Density Y oung′smodules Poison′sratio medium
Steel 7860 2.05E11 0.33 Solid
Core 700 2E09 0.33 Solid
Air 1.225 na na Acoustic
used to check if the design is within the constraint limit set. The averaged stress values are
compared against the yield strength of the material and the maximum allowed deformation
limit is set as 5 cm.
The mass of the structure is one of the objectives and it can be calculated directly from
the geometry of the surface and the material properties. The second objective is the internal
noise level. To calculate the noise levels inside the train, 12 sampling points are considered
along the length of the train. The predicted acoustic pressure is converted as sound pressure
level (dB) using the equation [45]
SPL = 20log10
(
|P |√
2 ∗ 2.0 ∗ 10−5
)
(5.6)
The averaged value of SPL is considered as the second objective.
Since there are two objectives, the choice of the weights for each objective decides
where the optimum design is going to be in the given design space. Based upon these two
design parameters it is possible to construct a pareto curve and the optimum designs will
be located along the pareto curve based upon the selected weights for the objectives. Once
the the weights are selected the objectives can be combined and expressed as
min.
wmassFmass + wnoiseFnoise
wmass + wnoise
(5.7)
where Fmass, is the normalized drag force and Fnoise, is the normalized noise level for
the given design.
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5.3.2 Optimization Algorithm Parameters
The hybrid GA−PSO optimization algorithm was used to find the optimum aerodynamic
shape of the train. The control parameters used for the optimization problem are as follows:
Ngenerations = 200
Num. of variable = 6
Num of population = 24
Pc = 1.0
Pm = 0.2
elitism = na
hybrid coef. = 0.5
acc. const. = 2.05
inertia coef. = 0.9
The initial response surface to perform the optimization was constructed using 40
LHS training points. The optimization algorithm required an addition of 14 training points
to achieve the desired accuracy limit of 2% of EIV. The training points showing the mass
values for the single objective optimization are shown in figure 5.22. It can be seen that
the algorithm initially allowed the search process to add more points in the entire design
space and narrowed down to the optimum region where a few training points are added
during the last few iterations of the response surface update. The responses of the two
objectives, Weight Vs Noise is shown in the figure 5.23. As can be seen the range of the
noise generated based upon the LHS training table is between 135 dB and 200 dB. The
SPL simulated is large this might be because there is very small damping available in the
structural model. The optimum designs identified for the choice of different weights is
shown in the table. The choice of the weights will effect the optimum design. As expected
the optimizer identified the lowest thickness of the design variables when the only objective
to minimize mass. The second set of weights, when the sole objective considered is to
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minimize the internal noise as expected there is an increase in the weight but there is a
reduction in noise from 152 dB to 137 dB. By comparing the thickness of the structure, it
can be seen that the optimizer suggested the increase of thickness of shell elements in the
region just after the windshield and a much more larger thickness for the section between
the two bogie’s. This might be from the fact that there is a lot of flow disturbance in this
region because of the separation of the flow and the vortices shedding from the first section
hitting the second section. When the optimization is performed with equal weights on both
the mass and noise levels the optimizer identified a design that is in between the first two.
Comparing the designs we can say that the best choice of weights would be 0.5 for both
weight and noise.
Figure 5.22: Training points data for response surface (mass).
Since the average values of stresses and deformations are being used to check the
constraints, there might be some peak stresses or deformations which are over the design
limit in the optimum structures identified in this study. Therefore, the optimum structure
needs to be analyzed in detail to identify the problematic regions and fix the regions locally
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Figure 5.23: Mass Vs Noise comparison for the response surface training table.
Table 5.3: Optimum designs for different weights
Wmass Wnoise dv1 dv2 dv3 dv4 dv5 dv6 Mass (Kg) Noise (dB)
1.0 0.0 7.000 7.000 7.000 7.000 7.000 7.000 36309 152
0.0 1.0 7.214 7.651 8.189 10.434 9.144 11.667 51015 137
0.5 0.5 7.000 7.000 7.343 7.000 7.480 7.000 36985 147
for any problems.
Figures 5.24, 5.25, 5.26 show the stresses and displacements of the train surface for a
frequency of 100 Hz for the three optimum structures identified in this study. The optimum
structure for weights of Wmass = 1.0 and Wnoise = 0.0 is shown in figure 5.24, it can be
seen that the maximum stress on the structure is observed on the side of the train body and
the max stress acting is around 30% of the yield strength of the soft core. This is within the
elastic limit of the material used to model the train. The constraint on the deformation used
in this study is 5 cm or 0.05 m. The peak displacement observed in the detailed simulation
is around 0.02 m which is within the constraint limit for deformation. This validated our
structure satisfying the design criteria.
The optimum structure for weights of Wmass = 0.0 and Wnoise = 1.0 is shown in
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figure 5.25, it can be seen that the maximum stress on the structure is observed on top of
the train body and the max stress acting is almost as high as the of the yield strength of
the soft core. This is within the elastic limit of the material used to model the train, but
some design changes need to be made to keep the stresses well below the safe limit. Peak
displacement observed in the detailed simulation is around 0.07 m which is greater than
the constraint limit for deformation. This increase of stresses and displacement at 100 Hz
might be due to the fact that the frequency of interest might be close to the natural frequency
of the structure. The suggestion is that the thickness on the top of the train be changed to
change the response of the structure so that the observed stresses and displacements are
with the constraint limits.
The optimum structure for weights of Wmass = 0.5 and Wnoise = 0.5 is shown in
figure 5.26, it can be seen that the maximum stress on the structure is observed on the
side of the train body and the max stress acting is around 30% of the yield strength of
the soft core. This is within the elastic limit of the material used to model the train. The
peak displacement observed in the detailed simulation is around 0.02 m which is within the
constraint limit for deformation.
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(a) Stresses on train surface
(b) Deformation of the train
Figure 5.24: Stress and Displacement predictions on Optimum structure 1 for Frequency =
100 Hz
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(a) Stresses on train surface
(b) Deformation of the train
Figure 5.25: Stress and Displacement predictions on Optimum structure 2 for Frequency =
100 Hz
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(a) Stresses on train surface
(b) Deformation of the train
Figure 5.26: Stress and Displacement predictions on Optimum structure 3 for Frequency =
100 Hz
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Conclusions and Future work
6.1 Optimization Algorithms in Current Work
The optimization frame work used in this research requires the use of a robust and effi-
cient optimization algorithm both to construct the surrogate model as well as to perform
the design optimization. GA and PSO algorithms are the most widely used optimization
algorithms. However, based upon the control parameters selected these algorithms can
converge to a local optimum. It is possible to change the behavior of GA/PSO algorithms
by adjusting the control parameters. This requires prior knowledge of the function which
needs to be optimized. More often than not this information is not readily available for most
of the engineering problems. The proposed hybrid GA-PSO algorithm combines the bene-
fits of both the GA and PSO algorithms and resulted in a robust and efficient optimization
in all the tests cases. By combining the benefits of both GA and PSO algorithms the need
to tune the optimization parameters to find the global optimum is eliminated and thereby
making the proposed method robust and efficient and hence was used as an optimization
tool for all the optimizations performed in this research.
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6.2 Optimization using Surrogate Models
Because of expensive computational requirements to find the responses for most of the
engineering problems, one needs to put a limit on the number of design evaluations that
can be performed to identify the optimum design. However, while using population based
methods this becomes a serious restriction. This can be overcome by using a response
surface/surrogate model. In this current research kriging based surrogate modeling tech-
nique was combined with the hybrid GA-PSO optimization algorithm. The accuracy of
the surrogate model is tested using the parameter Expected Improvement Value (EIV) and
is updated when ever found inaccurate. The proposed optimization framework is tested
successfully on Branin function. This method has the capability to start with a very small
number of training points to construct the surrogate model. New training points are added
along the optimization path as and when required thereby maximizing the effect of each
simulation being performed. However, the limitation is that the new training points are
added simultaneously thereby increasing the number of iterations. Based upon the compu-
tational resources available one can decide how many initial training points to use to start
the optimization process.
The approach is used to identify the optimum aerodynamic shape of a train in 2-D
with a single objective of minimum drag. This method resulted in identifying a pointed
nose shape that generates the least drag. However this approach requires the construction
of CAD models and re-meshing of the CFD model every time a new shape needs to be
studied. In order to avoid the need to redrawing and re-meshing of CFD model, an alter-
native approach using mesh deformator was considered and was found to be as effective as
the remeshing approach.
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6.3 Multi Disciplinary Optimization of a 3-D Train
The optimization framework developed was extended to handle multiple objectives and
multiple constraints. The optimization framework developed is used to perform a sequen-
tial MDO optimization of a high speed train. The first step in the MDO framework is the
CFD shape optimization, this combines the hybrid GA-PSO algorithm, surrogate modeling
with the mesh deformation approaches to perform the optimization. The shape is optimized
for train traveling at 350 km/hr. The optimum nose shape of the 3-D train model is long
and pointed compared to the base design. The optimum design induces 10% less drag and
also generates 75% less lift than the base design. The structural model for the optimum
aerodynamic shape is constructed using SC/tetra and Hypermesh. Structural optimization
shows that the structure with the least mass has high amount of interior noise and the struc-
ture with the least amount of interior noise has high mass. The choice of weights on each
of the objective becomes important in problems with contrasting objective functions. The
structure with the least weight resulted in large interior noise and the structure with the
least interior noise resulted in a structure which is heavy.
6.4 Scope for Future Work
This research focused on identifying the bottle necks in the MDO framework and hence
not much emphasis is placed on validating the individual tools used in the optimization.
The next step to be performed would be to validate the tools, SC/Tetra and Abaqus for
high speed train applications to get some realistic results using the sequential optimization
framework. The MDO formulation is done based upon single operating condition and it
was also assumed that the structural deformations does not effect the aerodynamic perfor-
mance of the train. Uncertainty analysis considering different operating conditions and
93
slight changes in shapes can be performed to improve the aerodynamic prediction. Struc-
tural optimization was also performed done using one load, this can also be extended for
multiple loads including crossing trains, travel inside the tunnel etc.
The optimization framework developed in this work is not limited just to this research
and can be used in other engineering optimization problems with minimal effort.
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Appendix A
% main program Hybrid GA-PSO algorithm
close all;
clear all;
case_num = 3;
fname = strcat(’func’,num2str(case_num));
param_num = 1;
gen_max = 1000;
% 1) for n_param = 5;
n_param = param_num*5;
% Minimzation or Maximisation problem
% 1) Maximisation
% 0) Minimisation
minmax = 0;
% defining number of parameters
paramet = n_param;
% Definining the limits
for i = 1:paramet
low_limit(i) = -5.12;
hig_limit(i) = 5.12;
end
% maximum generation number
% GA parameters
c_prob = 1.0;
m_prob = 0.2;
modl = 2;
mvd = 2;
% PSO parameters
ac = [2.1, 2.1];
Iwt = [0.9, 0.2];
wt_end = 0.25;
Inerte = gen_max *wt_end;
pos_meth = 3;
% 1) For Constricted
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% 0) For Inertia
mtd = 1;
t = ’GAPSO’;
n_pop_ga = 2*paramet;
n_pop_pso = 2*paramet;
clear theta1;
clear theta;
f_name = strcat(’Generation_history’,num2str(case_num),...
’.dat’ );
fid = fopen(f_name,’w’);
f_name = strcat(’Best_population_history’,...
num2str(case_num),’.dat’ );
fid1 = fopen(f_name,’w’);
iter = 1;
% GA init
theta1 = initial_population(n_param, low_limit,...
hig_limit, n_pop_ga);
for i = 1:n_pop_ga
theta(i,:) = theta1(i,:);
end
%PSO part
for i = 1:n_pop_pso
for j = 1:paramet
vel_min(i,j) = -mvd;
vel_max(i,j) = mvd;
pos_min(i,j) = low_limit(j);
pos_max(i,j) = hig_limit(j);
end
end
% second initialization for PSO part
theta1 = initial_population(n_param, low_limit,...
hig_limit, n_pop_pso);
for i = 1:n_pop_pso
theta(i+n_pop_ga,:) = theta1(i,:);
end
vel = initial_velocity(n_param, vel_min, vel_max,...
n_pop_pso);
temp = size(theta);
pop = temp(1);
for p = 1:pop
lhf(p) = feval(fname, theta(p,:), paramet);
end
if minmax
[lhf_s, idx1] = sort(lhf, ’descend’);
else
102
[lhf_s, idx1] = sort(lhf, ’ascend’);
end
for i = 1:n_pop_pso
pbestval(i) = lhf_s(i);
pbest(i,:) = theta(idx1(i),:);
end
if (minmax == 1)
[gbestval, idx] = max(pbestval);
else
[gbestval, idx] = min(pbestval);
end
gbest = theta(idx,:);
min_gen(iter,1) = gbestval;
for i = 1: pop
fprintf(fid, ’%d %E %E %E %E %E %E \n’, i, ...
theta(i, 1), theta(i,2), theta(i,3), theta(i,4),...
theta(i,5), lhf(i));
end
fprintf(fid1, ’%d %E %E %E %E %E %E \n’, i, ...
gbest(1), gbest(2), gbest(3), gbest(4), ...
gbest(5), gbestval);
% Generation loop
for gen = 2:gen_max
clear lhf;
clear theta1;
[ paren ] = hybrid_select_parents(...
theta, idx1);
[ offs ] = hybrid_cross_extended(...
paren, paramet, n_pop_ga, c_prob);
m_offs = mutation_nonuniform( n_pop_ga, ...
paramet, offs, hig_limit, low_limit, m_prob, ...
gen, gen_max );
theta1 = m_offs;
theta1(1,:) = gbest(1,:);
for i = 1:n_pop_ga
theta(i,:) = theta1(i,:);
end
for p = 1:n_pop_ga
lhf(p) = feval(fname, theta(p,:), paramet);
end
if (minmax)
[ga_bestval, idx] = max(lhf);
if (ga_bestval >= gbestval)
gbestval = ga_bestval;
gbest = theta(idx,:);
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end
else
[ga_bestval, idx] = min(lhf);
if (ga_bestval <= gbestval)
gbestval = ga_bestval;
gbest = theta(idx,:);
end
end
for i = 1:n_pop_ga
if minmax
if (lhf(i) >= pbestval(i))
pbestval(i) = lhf(i);
pbest(i,:) = theta(i,:);
end
else
if (lhf(i) <= pbestval(i))
pbestval(i) = lhf(i);
pbest(i,:) = theta(i,:);
end
end
end
for i = 1:n_pop_pso
theta1(i,:) = theta(i+n_pop_ga,:);
end
% PSO update velocity
for i = 1:n_pop_pso
for j = 1:paramet
if mtd == 1
vel(i,j) = 0.73*vel(i,j)...
+1.4965*rand(1)*(pbest(i,j)-theta1(i,j))...
+1.4965*rand(1)*(gbest(1,j)-theta1(i,j));
else
if gen <= Inerte
iwt = ((Iwt(2)-Iwt(1))/...
(Inerte-1))*(gen-1)+Iwt(1);
else
iwt = Iwt(2);
end
ac11 = rand(1)*ac(1);
ac22 = rand(1)*ac(2);
vel(i,j) = iwt*vel(i,j)...
+ac11*(pbest(i,j)-theta1(i,j))...
+ac22*(gbest(1,j)-theta1(i,j));
end
end
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end
for i = 1:n_pop_pso
for j = 1:paramet
vel(i,j) = ( (vel(i,j) <= ...
vel_min(i,j))*vel_min(i,j) )...
+ ( (vel(i,j) $>$ vel_min(i,j))*vel(i,j) );
vel(i,j) = ( (vel(i,j) >= ...
vel_max(i,j))*vel_max(i,j) )...
+ ( (vel(i,j) $<$ vel_max(i,j))*vel(i,j) );
end
end
for i = 1:n_pop_pso
for j = 1:paramet
theta1(i,j) = theta1(i,j) + vel(i,j);
end
end
minposmask_throwaway = theta1 <= pos_min;
minposmask_keep = theta1 > pos_min;
maxposmask_throwaway = theta1 >= pos_max;
maxposmask_keep = theta1 < pos_max;
if pos_meth == 1
% this is the saturation method
theta1 = ( minposmask_throwaway.*pos_min ) +...
( minposmask_keep.*theta1 );
theta1 = ( maxposmask_throwaway.*pos_max ) + ...
( maxposmask_keep.*theta1 );
elseif pos_meth == 2
% this is the wraparound method
theta1 = ( minposmask_throwaway.*pos_max ) +...
( minposmask_keep.*theta1 );
theta1 = ( maxposmask_throwaway.*pos_min ) +...
( maxposmask_keep.*theta1 );
elseif pos_meth == 3
% this is the bounce method,
theta1 = ( minposmask_throwaway.*pos_min ) +...
( minposmask_keep.*theta1 );
theta1 = ( maxposmask_throwaway.*pos_max ) +...
( maxposmask_keep.*theta1 );
vel = (vel.*minposmask_keep) + ...
(-vel.*minposmask_throwaway);
vel = (vel.*maxposmask_keep) + ...
(-vel.*maxposmask_throwaway);
end
for i = 1:n_pop_pso
theta(i+n_pop_ga,:) = theta1(i,:);
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lhf(i+n_pop_ga) = feval(fname, ...
theta(i+n_pop_ga,:), paramet);
end
clear theta1;
for i = 1:n_pop_pso
if minmax
if (lhf(i+n_pop_ga) >= pbestval(i))
pbestval(i) = lhf(i+n_pop_ga);
pbest(i,:) = theta(i+n_pop_ga,:);
end
else
if (lhf(i+n_pop_ga) <= pbestval(i))
pbestval(i) = lhf(i+n_pop_ga);
pbest(i,:) = theta(i+n_pop_ga,:);
end
end
end
if minmax
[lhf_s, idx1] = sort(lhf, ’descend’);
if (lhf_s(1) >= gbestval)
gbestval = lhf_s(1);
gbest = theta(idx1(1),:);
end
else
[lhf_s, idx1] = sort(lhf, ’ascend’);
if (lhf_s(1) <= gbestval)
gbestval = lhf_s(1);
gbest = theta(idx1(1),:);
end
end
clear lhf;
theta_gen(gen,:) = gbest;
min_gen(iter,gen) = gbestval;
for i = 1: pop
fprintf(fid, ’%d %E %E %E %E %E %E \n’,...
i, theta(i, 1), theta(i,2), theta(i,3), ...
theta(i,4), theta(i,5), lhf(i));
end
fprintf(fid1, ’%d %E %E %E %E %E %E \n’, ...
gen, gbest(1), gbest(2), gbest(3), gbest(4), ...
gbest(5), gbestval);
if abs(mean(pbestval) - gbestval) <= 0.0001)
break
end
end % generation loop
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close all;
clear all;
function [ temp ] = func3( theta_m, paramet )
p = 1;
sum = 0.0;
for i = 1:paramet
sum = sum + theta_m(p,i)$ˆ$2 -...
10.*cos(2*pi()*theta_m(p,i));
end
temp = sum + 10*paramet;
end
function [ offs ] = hybrid_cross_extended( ...
paren, paramet, n_pop_ga, c_prob )
si = size(paren);
ps = si(1);
p_m_1 = paramet - 1;
for i = 1:n_pop_ga/2
n = round(rand(1)*p_m_1);
p1 = round(rand(1)*(ps-1) + 1);
p2 = round(rand(1)*(ps-1) + 1);
off1 = 2*i;
off2 = (2*i)-1;
c = rand(1);
if ( c <= c_prob)
for j = 1:paramet
c1 = paren(p1,j);
c2 = paren(p2,j);
ran = -0.25 + rand(1)*(1.5);
offs(off1,j) = min(c1,c2) +...
ran*(max(c1,c2) - min(c1,c2));
ran = -0.25 + rand(1)*(1.5);
offs(off2,j) = min(c1,c2) +...
ran*(max(c1,c2) - min(c1,c2));
end
else
offs(off1,:) = paren(p1,:);
offs(off2,:) = paren(p2,:);
end
end
end
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function [paren] = hybrid_select_parents(...
theta, idx, hybrid)
clear paren;
temp = size(theta);
pop = temp(1)/2;
for i = 1:2*pop
r_lhf(i) = idx(i);
end
for i = 1:2*pop
r_lhf(i) = pop + 1 - r_lhf(i);
end
for i = 1:2*pop
if (r_lhf(i) > 0)
e_c(i) = r_lhf(i)ˆ2;
else
e_c(i) = 0;
end
c(i) = e_c(i);
end
c = c/sum(c)*pop;
c = round(c);
count = 0;
for i = 1:2*pop
if (c(i) > 0)
for j = 1:c(i)
count = count+1;
paren(count,:) = theta(i,:);
end
end
end
end
function [ theta ] = initial_population(...
n_param, low_limit, hig_limit, pop)
for i = 1:pop
for j = 1:n_param
theta(i,j) = low_limit(j) + ...
rand(1)*(hig_limit(j)-low_limit(j));
end
end
end
function [ vel ] = initial_velocity( ...
108
n_param, vel_min, vel_max, pop)
for i = 1:pop
for j = 1:n_param
vel(i,j) = vel_min(i,j) + ...
rand(1)*(vel_max(i,j)-vel_min(i,j));
end
end
end
function [ m_offs ] = mutation_nonuniform( ...
pop, paramet, offs, hig_limit, low_limit,...
m_prob, gen, gen_max )
m_offs = offs;
tem = size(m_offs);
pop = tem(1);
% Non-uniform mutation
for i = 2:pop
for j = 1:paramet
n = rand(1);
a_max = hig_limit(j);
a_min = low_limit(j);
if (n < m_prob)
np = round(rand(1));
nn = rand(1);
mc = m_offs(i,j);
mb = 5;
pow = (1.0 - ...
(gen/gen_max))ˆmb;
if (np == 0)
m_offs(i,j) = mc + ...
(a_max - mc)*( 1 - rand(1)ˆpow);
else
m_offs(i,j) = mc - ...
(mc - a_min)*( 1 - rand(1)ˆpow);
end
end
end
end
end
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