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Abstract 
The presence of genetic variation in almost any individual trait and the prediction that many such 
traits are subject to stabilizing selection, comprise two basic tenets of evolutionary biology.  
However, despite the concerted efforts of theoreticians and empiricists we still understand very 
little about how much genetic variation is available to selection, how such variation is maintained in 
the presence of selection, and how prevalent or strong stabilizing selection is in natural populations.  
In my thesis I address the role of stabilizing selection in the evolution of genetic variance in 
multivariate traits, and their environmental and dominance variance. 
Stabilizing selection is of central importance in evolutionary theories for the maintenance of genetic 
variance, and has been invoked as the key process determining macro-evolutionary patters of 
quantitative trait evolution. However, manipulative evidence for stabilizing selection, particularly 
on multivariate traits is lacking. Here I used artificial disruptive selection in Drosophila serrata to 
determine the relative strength of stabilizing selection acting on multivariate traits.  Contrary to 
expectation, when disruptive selection was applied to the major axis of genetic variance, gmax, I 
observed a significant and repeatable decrease in phenotypic variance in replicate populations by an 
average of -0.135 phenotypic standard deviations.  In contrast, the multivariate trait combination 
predicted to be under strong stabilizing selection showed a significant and repeatable increase in 
phenotypic variance in replicate populations by an average of 0.385 phenotypic standard deviations. 
Larger correlated responses in the predicted direction suggested that some traits were under weaker 
selection than, gmax.  In addition, for other correlated traits I found that viability selection was 
operating on extreme phenotypes.  My manipulation revealed that multivariate traits were subject to 
stabilizing selection in this population; however, the pleiotropic association among genetically 
correlated traits obscured a direct relationship between the strength of stabilizing selection acting on 
multivariate phenotypes and the levels of standing genetic variance in these phenotypes. 
The extent to which an individual's phenotype is affected by stochastic variation that occurs within 
a given defined environment, and the consequences of such micro-environmental variance for 
fitness is poorly understood. Using a multigenerational breeding design in Drosophila serrata, I 
obtain an estimate of the additive genetic variance of the micro-environmental variance in a set of 
morphological wing traits in a randomly mating population.  The micro-environmental variance of 
wing-shape had significant additive genetic variance in most single wing traits, and although 
heritability was low (< 1%), coefficients of additive genetic variance were of a magnitude typical of 
other morphological traits, indicating that the micro-environmental variance is an evolvable trait.  
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The micro-environmental variance was genetically correlated among wing traits, suggesting that 
common mechanisms of environmental buffering exist for this functionally related set of traits.  
Through its association with fitness, I demonstrated that the major axes of micro-environmental 
variance were subject to variance reducing selection, although statistical support for the additive 
genetic association between fitness and the micro-environmental variance was weak.  However, a 
positive covariance between the dominance genetic variance in fitness and micro-environmental 
variance indicated that the micro-environmental variance shares a genetic basis with fitness.  
 
In contrast to our growing understanding for patterns of additive genetic variance in single and 
multi-trait combinations, the relative contribution of non-additive genetic variance, particularly 
dominance variance, to multivariate phenotypes is largely unknown.  While mechanisms for the 
evolution of dominance genetic variance have been, and to some degree remain, subject to debate, 
the pervasiveness of dominance is widely recognized, and may play a key role in several 
evolutionary processes.  Theoretical and empirical evidence suggests that the contribution of 
dominance variance to phenotypic variance may increase with the correlation between a trait and 
fitness; however, direct tests of this hypothesis are few. Using a multigenerational breeding design 
in an unmanipulated population of Drosophila serrata, I estimated additive and dominance genetic 
covariance matrices for multivariate wing shape phenotypes, together with a comprehensive 
measure of fitness, to determine whether there is an association between directional selection and 
dominance variance. Fitness, a trait unequivocally under directional selection, had no detectable 
additive genetic variance, but significant dominance genetic variance contributing 32% of the 
phenotypic variance.  For single and multivariate morphological traits, however, no relationship 
was observed between trait-fitness correlations and dominance variance.  A similar proportion of 
additive and dominance variance was found to contribute to phenotypic variance for single traits, 
and double the amount of additive compared to dominance variance was found for the multivariate 
trait combination under directional selection.  These data suggest that for many fitness components 
a positive association between directional selection and dominance genetic variance may not be 
expected. 
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Chapter 1: Introduction 
 
PREFACE 
 
The fundamental goal underlying population and quantitative genetics is to achieve a mechanistic 
understanding of how evolution has shaped the vast phenotypic diversity that exists today. In 
particular, determining the mechanisms that maintain the remarkably high heritabilities (h2= 0.2-
0.6; Lynch and Walsh 1998) observed for a range of individual traits, has been a central goal of 
evolutionary genetics, encompassing a large body of theoretical and empirical work.  However, we 
still lack a compelling explanation for the maintenance of genetic variance in the face of directional 
or stabilizing selection, particularly on fitness components (Johnson and Barton 2005).   
 
It is a basic tenet of evolutionary biology that many traits are subject to stabilizing selection that 
acts either directly on the trait of interest, or indirectly through the pleiotropic associations among 
traits. However, the pervasiveness of stabilizing selection is based more on intuition and correlative 
patterns then it is on empirical evidence.  Early models of trait evolution, particularly Fisher's 
geometric model (Fisher 1930), assume that most traits are subject to stabilizing selection. Macro-
evolutionary patterns of phenotypic divergence over various timescales also suggest that trait 
evolution occurs within the confines of a slowly moving adaptive zone, characteristic of stabilizing 
selection (Lynch 1990; Hendry and Kinnison 1999; Eldredge et al. 2005; Estes and Arnold 2007; 
Uyeda et al. 2011).  However, at a within-population level, while there are specific instances where 
extreme phenotypes have been demonstrated to cause reduced fitness (eg. Zhivotovsky and 
Feldman 1992), empirical estimates of selection in nature indicate that directional selection is 
common and frequently strong, and that it may even be more prevalent than stabilizing selection 
(Endler 1986; Kingsolver et al. 2001; Hoekstra et al. 2001; Hereford et al. 2004).  
 
A review of published selection gradients by Kingsolver et al (2001) found that the median 
standardized directional selection gradient was 0.16, which exceeded the median stabilizing 
selection gradient of -0.1.  Furthermore, the data indicated that stabilizing selection was no more 
common or strong than disruptive selection (Kingsolver et al. 2001). Despite the strength and 
pervasiveness of directional selection indicated by these data, it rarely produces a sustained 
evolutionary response in contemporary populations, except under certain conditions, for example, 
permanent environmental change (Svensson and Gosden 2007; Kingsolver and Diamond 2011).  
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Furthermore, artificial selection experiments often observe plateaus in trait responses that tend to 
regress toward their former values when artificial selection is relaxed (Reeve and Robertson 1953; 
Falconer and Mackay 1996; Hine et al. 2011), suggesting an important role for opposing natural 
selection in limiting sustained trait exaggeration.  The inability of directional selection to produce 
prolonged evolutionary responses in the traits it targets suggests that stabilizing selection must 
predominate at the organismal level.  
The coexistence ubiquitous selection with high levels of genetic variance in individual traits 
presents a paradox for evolutionary biologists. Genetic variance is typically found in all but the 
smallest populations (Willi et al. 2007), and in almost any trait (Blows and Hoffmann 2005). 
Compared to traits under weaker selection, components of fitness have some of the highest levels of 
genetic variance (Houle 1992), exacerbating this paradox.  While 'strong' and 'weak' are relative 
terms, with similar selection gradients described as strong by Endler (1986) and weak by 
Kingsolver et al (2001), the numbers speak for themselves.  Selection on a trait with a heritability of 
40% and a directional selection gradient of 0.16, would result in an increase in mean of 0.064 
phenotypic standard deviations in a single generation, or an increase of one standard deviation in 
only 16 generations.  A review of mean-standardized directional selection gradients (rather than the 
more typical variance standardized selection gradients) suggests a similar consequence, with 
morphological and life-history traits experiencing a median strength of selection of about 28% of 
that on fitness (Hereford et al. 2004).  Consequently, reconciling these observed strengths of 
selection that may act on any number of traits with the maintenance of genetic variance in these 
traits is central to understanding the evolution of genetic variance. 
 
Ultimately genetic variance is introduced by mutation and removed by selection.  While various 
models have been proposed to explain the maintenance and ubiquity of genetic variance (eg. 
fluctuating selection, balancing selection, antagonistic pleiotropy), mutation-selection balance 
models represent the most general theory.  These models are appealing because of their intuitive 
and mathematical simplicity and broad applicability (Johnson and Barton 2005). If the total 
mutation rate is sufficiently high to replenish the genetic variation removed by selection, then 
genetic variance can be maintained at an equilibrium level. Mutation-selection balance models 
where stabilizing selection acts directly on single (eg. Lande 1975; Turelli 1984) or multivariate 
traits (eg. Lande 1980; Turelli 1985; Slatkin and Frank 1990; Zhang and Hill 2003) and models 
where the effect of direct stabilizing selection is negligible compared the strength of apparent 
stabilizing selection that arises through pleiotropy (eg. Keightley and Hill 1989; Barton 1990; 
Keightley and Hill 1990) have all been examined.  However, the many variations of mutation-
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selection balance models have all failed to simultaneously explain the mutation rate, the observed 
levels of genetic variance, and the observed strength of stabilizing selection in natural populations 
(Johnson and Barton 2005).  In fact, many of these models assume that stabilizing selection is 10 to 
100 times weaker than the median stabilizing selection gradient of -0.1 from natural populations 
and they still can't account for the observed levels of genetic variance.  While other balancing 
selection mechanisms, for example antagonistic pleiotropy, might be important variance 
maintaining mechanisms in specific circumstances, there is little empirical evidence to suggest that 
they present a general solution (Johnson and Barton 2005; Hedrick 2012).  Overall, whether 
mutation-selection balance models adequately explain observed levels of genetic variance with 
selection is perhaps the most important unresolved question in evolutionary quantitative genetics 
today.  
 
One difficulty of determining the adequacy of mutation-selection balance models arises from the 
relative lack of parameter estimates for the strength of stabilizing selection acting on single and, in 
particular, on multivariate traits.  Despite the key role of stabilizing selection in the evolution of 
genetic variance there have been surprisingly few studies to focus of stabilizing selection in its own 
right.  Many studies estimating selection focus on traits that are most often under a component of 
directional selection, for example sexually selected traits (Hoekstra et al. 2001). Estimating 
stabilizing selection is also more empirically difficult than directional selection due to the large 
sample size required to estimate quadratic and correlational terms (Lande and Arnold 1983), 
therefore any publication bias for significant estimates of selection may disproportionately affect 
studies of stabilizing selection.  Finally, estimates of stabilizing selection may be more sensitive to 
the effects of environmentally induced covariances between traits and fitness (McGuigan et al. 
2011).  
 
I have briefly highlighted our current understanding (or lack thereof) of the role of stabilizing 
selection in the evolution of genetic variance, and where empirical evidence is lacking. We are left 
with the key questions of why current models fail to explain the coexistence of genetic variance and 
stabilizing selection, and where the stabilizing selection is hiding.  Perhaps genetic variance is not 
as ubiquitous as it appears and/or stabilizing selection is not as strong assumed.  Or, perhaps the 
way we measure stabilizing selection on phenotypes is not representative of how selection acts on 
the genetic variance underlying these phenotypes.  In the remainder of this chapter I discuss each of 
these matters in more depth.  I conclude by discussing the empirical and statistical approaches that 
may be used address whether stabilizing selection is acting on multivariate quantitative traits, and 
how I have implemented these approaches in the experiments presented in the following chapters. 
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THE EXTENT OF PLEIOTROPY 
 
The paradox of high genetic variance in individual traits and strong selection may be attributed, in 
part, to the misrepresentation of genetic variance and selection when it is examined on a trait-by-
trait basis.  If mutations have widespread pleiotropic effects, such that very few traits are genetically 
independent, genetic variance may not be as ubiquitous as it appears.  Historically, an assumption 
of widespread pleiotropy dates back to Fisher’s geometric model of adaptation (Fisher 1930), which 
permeated much of the subsequent evolutionary theory and our understanding of quantitative trait 
evolution today. Fisher emphasized the importance of adaptation occurring through small mutations 
that have an equal chance of being beneficial as detrimental, with larger mutations quickly purged 
as a result of their deleterious side-effects (Fisher 1930). This micro-mutationalist view eventually 
formed the foundation of the infinitesimal model that underlies modern quantitative genetics 
(Bulmer 1980), and it stimulated research into the properties of mutations important to adaptation.   
 
An extension of Fisher’s model that took into account the higher fixation probability of larger 
mutations suggested that adaptation is most likely to occur via mutations with intermediate 
phenotypic effects (Kimura 1984).  Orr (1998) then demonstrated that the mean phenotypic effect 
size of fixed mutations decreases as a function of the square root of the number of pleiotropic side 
effects, with mutational effects following an exponential distribution as the optimum is approached 
(Orr 1998; Johnson and Barton 2005). More recent theoretical investigations also suggest an 
important role of pleiotropy.  The conditions under which evolvability is predicted to be maximal 
find that although high levels of independence among traits can enable evolution to occur without 
the detrimental side-effects of pleiotropic alleles (Welch and Waxman 2003; Wagner et al. 2007), 
the comparative decrease in phenotypic variation resulting from mutations that have such isolated 
effects implies that there must be an optimal level of pleiotropy (Hansen et al. 2003; Pavlicev and 
Hansen 2011).   
 
Despite its central importance in theoretical work, until relatively recently empirical evidence for 
pleiotropy has been lacking (Wagner and Zhang 2011).  The first and most commonly cited 
empirical evidence in support of pleiotropy is Dobzhansky’s (1941) work showing that visible 
mutations in Drosophila often have subtle side effects (Dobzhansky 1941), although this evidence 
is weak (Stern 2000; Johnson and Barton 2005). Determining the degree of pleiotropy, or the 
number of traits that are affected by a mutation, while conceptually straightforward, presents the 
logistical challenges of how to define a trait and how to measure pleiotropy (Wagner and Zhang 
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2011).  Nevertheless, in recent investigations, more than one third of gene deletion mutants in yeast, 
were found to have a significant effect on more than two morphological traits (out of 254 traits 
measured in each line), consistent with pleiotropy on developmental processes (Paaby and 
Rockman 2013). In C. elegans, when RNAi was used to eliminate the expression of certain genes, 
the average gene was found to induce seven cellular defects (where defects were the phenotypes), 
suggesting that in this system pleiotropy among genes is extensive (Zou et al. 2008). Additionally, 
in mice, a QTL analysis of pleiotropy for 70 skeletal traits found that a locus affected 7.8 traits, on 
average (Wagner et al. 2008), and in sticklebacks 3.5 morphological traits, on average, were found 
to be influenced by 26 identified QTL (Albert et al. 2007).  Many QTL studies, such as these, 
suggest that most loci affect very few traits, and few loci affect many, with a significant degree of 
pleiotropy typically found for less than 10% of the characters scored (Wagner and Zhang 2011).  
However, considering that the majority of genotype-phenotype links may be undetected in QTL 
analyses due to low statistical power (Paaby and Rockman 2013), the degree of pleiotropy is likely 
to be more extensive than suggested by these studies in general. 
 
Perhaps more convincing evidence for the degree of pleiotropy comes from the observation that 
mutation rates on the order 0.1 or higher for individual traits (Lynch and Walsh 1998) are about one 
tenth of the genome wide mutation rate, demonstrating that mutations must simultaneously affect 
many traits (Lynch and Walsh 1998; Johnson and Barton 2005; Walsh and Blows 2009).  In 
addition, in Drosophila melanogaster mutation accumulation experiments have demonstrated 
mutational pleiotropy among sets of functionally related traits (Houle and Fierst 2013), and in D. 
serrata single putative mutations have been found to affect many gene expression traits regardless 
of their biological function (McGuigan et al. 2014). In addition, the high frequency of covariance 
among random sets of gene expression traits in D. serrata suggests that one genetic factor underlies 
a very large number of these traits (Blows et al. 2015), and therefore that pleiotropy is likely to be 
extensive. 
 
THE MULTIVARIATE DISTRIBUTION OF GENETIC VARIANCE 
 
As a consequence of pleiotropy, genetic variation may be restricted to many fewer trait 
combinations than the number of individual traits measured.  For a range of individual traits, 
substantial genetic variance is generally found (Lynch and Walsh 1998; Barton and Partridge 2000), 
and traits closely linked to fitness have also been shown to have some of the highest levels of 
genetic variance when scaled to reflect their large environmental component (Houle 1992). Genetic 
variance has been found for net fitness (Fowler et al. 1997), which by definition is under persistent 
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directional selection and therefore expected to have low genetic variance (Fisher 1930), and 
bivariate trait combinations also have been found to have ample genetic variance (Beldade et al. 
2002). These data all suggest that genetic variance is ubiquitous, highlighting the paradox of how 
such variance can be maintained in the face of selection.  However, in the presence of pleiotropy 
single trait variances and bivariate covariances are unlikely to reflect the true nature of genetic 
variation that is maintained in populations and available to selection (Lande and Arnold 1983; 
Blows and Brooks 2003; Blows and Hoffmann 2005).  
The distribution of genetic variance over a multivariate suite of traits can be determined by 
examining the genetic (co)variance-matrix (G). The G-matrix contains the genetic variances of n 
traits in its diagonal elements, and the bivariate co-variances between these traits in its off-diagonal 
elements.  Being a symmetric matrix of n x n traits, one feature of G is that it can be diagonalized. 
The spectral decomposition of G returns n orthogonal eigenvectors (trait combinations) that each 
explain a portion of total genetic variance in the system, represented by their respective eigenvalues 
(Dickerson 1955; Hill and Thompson 1978; Lande 1979; Pease and Bull 1988; Blows 2007). 
Genetic variance can exist for each trait and each bivariate combination (ie. all elements of G are 
non-zero) however; one or more eigenvalues of the diagonalized matrix could still be zero (G is 
singular). This would indicate that the corresponding multivariate trait combination (described by 
the eigenvector) lacks genetic variance.  Trait combinations with zero genetic variance represent 
absolute genetic constraints for those particular directions of selection (Mezey and Houle 2005).  
Biologically, the number of non-zero eigenvalues (dimensionality of G) indicates how many 
independent dimensions of genetic variation underlie a set of functionally related traits (Hine and 
Blows 2006).  If the genetic variance in a suite of traits is restricted to many fewer multivariate 
dimensions than measured traits, genetic variance may be not as abundant as it appears.  
Considerable empirical attention has been devoted to determining the dimensionality of G, with 
several studies finding that the number of statistically supported dimensions is less than the number 
of traits studied (n) (e.g. McGuigan and Blows 2007; Kirkpatrick 2009; Delcourt et al. 2010).  
Therefore, the vast majority of genetic variance present in individual traits seems to be restricted to 
particular multivariate combinations of these traits, suggesting that absolute genetic constraints may 
be common. However, a study by Mezey and Houle (2005), determined that the G-matrix for wing 
shape in Drosophila melanogaster had significant variance in all dimensions (trait combinations) 
(Mezey and Houle 2005).  Although G was non-singular here, it was ill-conditioned, meaning that 
some eigenvectors had very low levels of variance (Pease and Bull 1988).  The trait combinations 
that comprise the subspace with low levels of genetic variance (the eigenvectors with low 
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eigenvalues), form what has been called the nearly-null genetic subspace (Gomulkiewicz and Houle 
2009; Houle and Fierst 2013; Hine et al. 2014), which may or may not include a true null subspace 
where genetic variance is zero.  While the response to selection in trait combinations that comprise 
the nearly-null subspace of G may not be subject to absolute genetic constraints, the evolutionary 
response along eigenvectors with low variance may be severely slowed (Kirkpatrick et al. 1990), 
and biased towards axes with high levels of genetic variance (Chenoweth et al. 2012). Furthermore, 
if population sizes are small, failure to respond to selection in these regions of phenotypic space is a 
possibility (Gomulkiewicz and Houle 2009). 
Distinguishing between nearly-null and true null subspaces using quantitative genetic experiments 
and standard statistical inference is difficult (Mezey and Houle 2005; Kirkpatrick 2009), due to the 
exponential decline in genetic variance across the eigenvectors of G, that may be a consequence of 
sampling error in addition to a biological phenomenon.  Hill and Thompson (1978) first noted a 
sampling bias in the eigenvalues of G, establishing the tendency for the leading eigenvalue of G to 
be biased upward and the smallest eigenvalues to be biased downwards.  This overdispersion of 
sampling data compared to the true population parameters, particularly for small sample sizes that 
are common in quantitative genetic studies, makes it increasingly difficult to detect genetic variance 
in trait combinations with low levels of genetic variance (Lynch and Walsh 1998; Meyer and 
Kirkpatrick 2008; Kirkpatrick 2009).  Such sampling bias has now been shown to be a component 
of the Marchenko-Pastur-like behavior of the eigenvalues of variance component matrices, for 
which an exponential decline in eigenvalues is the expected outcome of random sampling (Blows 
and McGuigan 2015). A common current statistical approach to determining the dimensionality of 
G, is to fit a series of reduced rank matrices (factor analytic/principal component models) and 
determine the statistical support of the last dimension by comparing the log-likelihood of a matrix 
with n dimensions to one with n-1 dimensions. However, because the variance explained by the last 
eigenvector tends to be underestimated in such models (Meyer and Kirkpatrick 2007), this approach 
may result in over-conservative estimates of the dimensionality of G that suggests the presence of a 
null subspace when one may not exist.   
Unequivocal evidence for a lack of genetic variance can only be obtained from manipulative 
experiments. In D. serrata, a recent study selected along each of the eight eigenvectors of G for 
male cuticular hydrocarbons, in order to determine whether any trait combinations were unable to 
respond to selection.  Previous studies estimating G of these traits failed to find statistical support 
for genetic variance in some of the trait combinations that were selected upon (Hine and Blows 
2006; Sztepanacz and Rundle 2012), suggesting that absolute genetic constraints may exist in this 
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system.  The selection experiment, however, produced a response to selection in essentially all trait 
combinations spanning G.  However, for the three multivariate trait combinations with the lowest 
estimated genetic variance, a response was not observed in all three replicates of the experiment 
(Hine et al. 2014).  Therefore, while genetic variance was present in all dimensions, evolutionary 
responses in trait combinations with the lowest levels of genetic variance may be reliant on the 
sampling of low frequency alleles and therefore stochastic in nature. 
 
MULTIVARIATE STABILIZING SELECTION ON PHENOTYPES 
 
Stabilizing selection is of central importance in evolutionary theories for the maintenance of genetic 
variance (Johnson and Barton 2005), and has been invoked as the key process determining macro-
evolutionary patterns of quantitative trait evolution (Lynch 1990; Hendry and Kinnison 1999; 
Eldredge et al. 2005; Estes and Arnold 2007; Uyeda et al. 2011). However, estimating stabilizing 
selection on phenotypes has been notoriously difficult (Travis 1989).  A comprehensive review of 
quadratic (disruptive and stabilizing) selection gradients, indicated that the median stabilizing 
selection gradient on individual traits is -0.1, however estimates of quadratic selection were 
symmetric about zero (Kingsolver et al. 2001). Therefore, disruptive selection on individual traits 
appeared to be as common as stabilizing selection, and the strength of stabilizing selection was 
found to be much weaker than previously thought (Endler 1986).  Taken at face value, these results 
challenge our understanding of how selection might operate in nature.  However, whether selection 
is strong or weak is a relative term.  Quadratic selection gradients of about 0.1 are 10 to 100 times 
larger than those used in many theoretical studies of mutation-selection balance (Johnson and 
Barton 2005), and the 'weak' median estimate of directional selection obtained by Kingsolver et al 
(2001) corresponds to a strength of selection of 31% of that on fitness (Hereford et al. 2004), which 
would easily result in the change of a trait mean by one phenotypic standard deviation in only 25 
generations, under some simplifying assumptions (Conner 2001).  
 One potential explanation for estimates of quadratic selection that were weaker than expected 
based on previous evidence, is the misunderstanding of how regression coefficients equate to non-
linear selection gradients.  At least 78% of the quadratic selection gradients published between 2002 
and 2008, have underestimated the strength of non-linear selection by half (Stinchcombe et al. 
2008).  Therefore, the median estimate reported by Kingsolver et al (2001) could be up to half the 
actual median strength of non-linear selection acting on these traits, however, this potential 
underestimation cannot account for the symmetry of quadratic selection about 0.  Regardless of 
whether individual quadratic selection gradients have been underestimated, examining individual 
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selection gradients in isolation is unlikely to provide a true indication of how selection acts on 
multivariate traits, particularly in the presence of pleiotropy.  If stabilizing selection were to act on 
many individual traits, with each of these having high genetic variance, then many individuals 
would deviate from their fitness optimum and population net fitness would be low (Johnson and 
Barton 2005).  However, correlational selection on pleiotropic alleles, may result in multivariate 
patterns of stabilizing selection where a few trait combinations are subject to strong stabilizing 
selection, with the majority of trait combinations subject to much weaker selection (Johnson and 
Barton 2005). 
For a multivariate suite of traits, quadratic and correlational selection gradients are summarized by 
γ, a symmetric matrix where the diagonal elements define univariate estimates of quadratic 
selection acting on individual traits, and the off-diagonal elements are the estimates of correlational 
selection acting on all bivariate trait combinations.  In the presence of correlational selection on 
pairs of traits, in order to interpret the form and strength of multivariate quadratic selection the 
major axes of the quadratic response surface must be identified (Phillips and Arnold 1989).  This 
can be achieved by preforming a canonical analysis of γ, which rotates this matrix to eliminate the 
cross-product terms (Phillips and Arnold 1989).  Like a spectral decomposition of G, the canonical 
analysis of γ returns the major axes (eigenvectors) of the response surface and their respective 
eigenvalues (Blows and Brooks 2003).  Here, the eigenvalues represent the strength of convex or 
concave selection along each of the respective eigenvectors, with positive eigenvalues representing 
concave selection and negative eigenvalues representing convex selection (Blows and Brooks 2003; 
Walsh and Blows 2009).  The eigenvectors represent the multivariate trait combinations that are 
under convex or concave selection defined by their eigenvalue.  If a fitness minimum or maximum 
occurs within the observed trait values, then the eigenvalues can be interpreted as reflecting 
disruptive, or stabilizing selection, respectively (Mitchell-Olds and Shaw 1987; Phillips and Arnold 
1989).  If a stationary point does not exist within the observed phenotypes, then the fitness surface 
represents a multivariate saddle, where the sign and magnitude of the eigenvalue indicates the 
magnitude of the curvature up (positive eigenvalue) or down (negative eigenvalue) along the 
particular trait combination described by the eigenvector (Chenoweth et al. 2012).    
 
The canonical rotation of γ will always uncover stronger selection than univariate estimates of 
quadratic selection (Kruuk and Garant 2007), and in some cases much stronger stabilizing selection 
on particular axes of the response surface than univariate estimates would suggest (Barton 1990).  
Further analyses of the Kingsolver et al. (2001) data, which suggested the median value of γ=-0.1, 
found that by ignoring correlational selection, the strength of non-linear selection has been 
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underestimated by roughly a factor of 1.5 (Blows and Brooks 2003).  Additionally, the median 
value of -0.1 is on average five times less than the eigenvalue of the major axis of the response 
surface that is under the strongest selection (Blows and Brooks 2003).  While these data suggest 
that stabilizing selection may be very strong on some trait combinations, the proportion of 
eigenvalues with a magnitude less than the individual selection gradients was not presented.  
Overall, multivariate analyses of quadratic selection have demonstrated that strong stabilizing 
selection is concentrated on a few multivariate trait combinations; however, there may be weak 
selection acting on most.  Such multivariate analyses also demonstrate that much stabilizing 
selection must be apparent, arising from the pleiotropic effects of alleles on multiple traits. 
 
Whether the orientation of multivariate stabilizing selection is aligned with the distribution of 
multivariate genetic variance, as would be predicted if the observed patterns of standing genetic 
variance are a consequence of selection, has been subject to limited attention.  Brodie (1992) 
demonstrated a qualitative association between the sign of correlational selection and the sign of the 
genetic correlation for two traits in a garter snake, and it has been suggested that selection may have 
acted to increase the genetic correlation between two traits in the wild radish that are both required 
for effective pollination (Conner and Via 1993).  However, for multivariate male CHC traits in D. 
serrata, Blows et al (2004) found little evidence that the (eight dimensional) non-linear fitness 
surface aligned with the distribution of standing genetic variance, although this was attributed to the 
effect of strong directional sexual selection on CHCs in this population.  However, an alignment 
between the individual fitness surface and the phenotypic covariance matrix has been demonstrated 
in the lizard Anolis cristatellus (Revell et al. 2010).  Using a more powerful manipulative 
experiment in the field cricket, Teleogryllus commodus, Brooks et al (2005) artificially constructed 
(digital) song phenotypes, measured selection on five male song traits and established the presence 
of direct multivariate stabilizing selection on these traits, free of the confounding effects of other 
unmeasured traits. An association between the level of genetic variance and the strength of 
stabilizing selection acting on these five quantitative traits was then demonstrated by Hunt et al 
(2007), and consequently, the pattern of stabilizing selection was implicated as an important 
component of the maintenance of genetic variance in these traits. Overall, whether the parts of the 
phenotypic space associated with low levels of genetic variance are, in general, a consequence of 
stabilizing selection remains to be determined. 
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MODELS OF MUTATION-SELECTION BALANCE 
 
The pattern of strong stabilizing selection acting on few multivariate trait combinations with much 
weaker stabilizing selection acting on most, characteristic of multivariate studies, is consistent with 
the predictions of a pleiotropic model of mutation-selection balance (Johnson and Barton 2005).  
Several variations of mutation-selection balance models have been proposed to explain the 
maintenance of genetic variance in quantitative traits.   They can be broken down into three major 
classes of models: those that model real stabilizing selection on a single trait, multivariate 
extensions where mutations affect all traits and fitness is also determined by all traits, and 
pleiotropic models where mutations affecting a focal trait have widespread pleiotropic effects on 
other traits that are modeled as an effect on fitness (Johnson and Barton 2005).  Given the 
consequences of widespread pleiotropy that have been discussed so far, it is unrealistic to assume 
that there is independent real stabilizing selection acting on many individual traits, limiting the 
utility of single trait models of mutation-selection balance.  In addition, in pure stabilizing selection 
models most alleles are predicted to be at extreme frequencies (Turelli 1984).  Therefore, under 
artificial selection the genetic variance is predicted to increase substantially, resulting in an 
accelerating response to selection (Turelli 1984; Barton and Turelli 1987).  There are no well-
known examples of accelerating selection responses in natural populations (Johnson and Barton 
2005), although it has been suggested that genetic drift may obscure such patterns in experiments 
with small populations (Burger 2000). Overall, the current data do not suggest that pure stabilizing 
selection models provide a general solution to the maintenance of genetic variance. 
 
In the class of pleiotropic models of mutation-selection balance, mutations affect several traits and 
selection acts simultaneously on many traits; however, the effects of mutations on unmeasured traits 
are subsumed into a pleiotropic effect on fitness. The simplest assumption is that novel mutations 
may increase or decrease the value of the measured trait, but they have equal pleiotropic effect on 
fitness that are assumed to be deleterious (alleles are assumed to act additively for both traits and 
fitness); however, the distinguishing feature between many of the pleiotropic models of mutation-
selection balance is how the joint distribution of mutation effects on focal traits and fitness is 
defined (Johnson and Barton 2005). Nevertheless, in general, individuals with more extreme values 
of the measured trait will tend to carry more mutations; each with pleiotropic fitness costs, thereby 
generating the appearance of stabilizing selection on the measured trait (Keightley and Hill 1990). 
Two aspects of this model may preform better than the two other classes of mutation-selection 
balance models.  First, by presuming that any arbitrarily chosen trait will be influenced by alleles 
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underlying fitness, the previous assumption of direct stabilizing selection on all traits is removed.  
And second, because alleles can have a large effect on metric traits, but a small effect on fitness the 
expected distribution of allele frequencies is less extreme than those predicted from pure stabilizing 
selection models.  One problem, however, is that as the population size becomes infinite so does the 
genetic variance, although in some cases it increases very slowly with increasing population size, 
while other models observe a linear increase (Keightley and Hill 1990).  There is no empirical 
evidence to suggest a link between population size and levels of genetic variance (Johnson and 
Barton 2005), and therefore this aspect of the model is likely to be unrealistic.  In addition, its been 
suggested that the pleiotropic effects of mutations on fitness cannot give the appearance of much 
stronger stabilizing selection than the strength of real stabilizing selection acting on the focal trait 
(Zhang and Hill 2002; Zhang et al 2004).  
 
APPARENT STABILIZING SELECTION ON BREEDING VALUES 
 
The extent of mutational bias is predicted to differ between metric traits and fitness, such that 
mutations will increase or decrease the value of a metric trait with equal frequency, but will 
decrease fitness more often than they increase it (Halligan and Keightley 2009). The deleterious 
pleiotropic fitness effects of mutations will, therefore, generate the appearance of stabilizing 
selection on the metric trait. In an empirical system, measuring fitness in conjunction with one or 
more traits should therefore enable the detection of stabilizing selection (McGuigan 2011).  
Because stabilizing selection in this model is apparent, within a phenotypic analysis it would only 
be possible to uncover this pattern if all traits under selection were identified and included in the 
analysis, an impossible task in practice.  An additional complication of phenotypic analyses is that 
environmentally induced co-variances can also obscure the underlying genetic relationship between 
traits (Rausher 1992).  This issue is discussed in more detail in the following section.  Genetic 
studies, however, are particularly amenable for uncovering these predicted patterns of apparent 
stabilizing selection. 
 
Apparent stabilizing selection in a population evolving in the vicinity of its fitness optimum can be 
detected by estimating the genetic covariance between a measured trait and fitness (McGuigan et al 
2011; Delcourt et al 2012), known as the Robertson-Price Identity or secondary theorem of 
selection (Lynch and Walsh 1998).  This identity simply states that the evolutionary change of a 
trait is equal to the additive genetic covariance between a trait and relative fitness, where z is the 
trait value and w is fitness. 
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∆𝑧 =   𝜎!(𝑤, 𝐳)
While this approach is easily applied to determine the predicted change for traits under directional 
selection (eg. Morrissey et al. 2012), when traits are under stabilizing selection deviations from the 
population mean in either direction may result in a net covariance of zero with fitness, obscuring the 
relationship.  Under stabilizing selection the directionality of trait deviations is no longer important, 
but it’s the magnitude of deviations that will determine the consequences for fitness.  In this case, a 
negative genetic relationship between the squared deviations of a trait from the population mean 
and net fitness is indicative of stabilizing selection (Delcourt et al. 2012).  This approach for 
detecting fitness optima in multivariate traits has been advocated by McGuigan et al (2011).  
In multivariate analyses, the leading eigenvector of G captures the greatest portion of genetic 
variance for a particular group of traits.  Therefore, the genetic variance in the trait gmax (gmax= gmaxT 
Z, where Z is a row vector of the observed traits for an individual), may also be expected to capture 
the greatest portion of pleiotropic mutation for both metric traits and fitness (McGuigan et al. 2011).  
Consequently, strong stabilizing selection may be generated on this trait, making it more easily 
detectable than on univariate traits in this type of analysis.  In D. serrata, Delcourt et al (2012) 
applied the Robertson-Price Identity to characterize the genetic covariance between net fitness and 
gmax of cuticular hydrocarbon traits (CHCs) that are well studied for their role in mate choice.  
Despite phenotypic directional selection on CHCs, these authors found a strong negative association 
between fitness (measured using a standard competitive fitness assay) and the squared deviations of 
gmax from the population mean.  The predicted change in genetic variance accounting for 
contributions from both linear and non-linear selection was a reduction in genetic variance of 82.5% 
of the selection response, concentrated most strongly on an eigenvector closely associated with gmax.  
A phenotypic analysis, however, did not uncover any non-linear selection on gmax, indicating that 
the observed apparent stabilizing selection on the major axis of genetic variance arose due to 
pleiotropic alleles deleterious to net fitness.  The incongruence here, between phenotypic and 
genetic patterns of selection is not unique, but contributes to a general observation that selection on 
phenotypes and breeding values often differs.   
Employing the Robertson-Price identity to characterize stabilizing selection through the predicted 
change in in trait value in response to selection has been successful in this instance; however, a 
difficulty of this approach is that it relies on the presence of genetic variance in net fitness. If a 
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population is truly at mutation-selection balance and fitness has been adequately measured, there 
should be little additive genetic variance in fitness, limiting the ability to detect a covariance 
between fitness and a measured trait. Another approach that has also been advocated by McGuigan 
et al (2011) does not require detailed estimates of lifetime fitness, which are often empirically 
difficult to obtain, but rather only requires a broad classification of individuals into high vs. low 
fitness groups using one component of fitness.  Unlike fitness itself, components of fitness are 
predicted to maintain adequate levels of genetic variance at equilibrium, which is discussed in 
subsequent sections.  In this approach, dichotomous scores of a fitness component (e.g. mating 
success) are used to sort individuals into high and low fitness groups, and then genetic analyses of 
the phenotypic scores for gmax are preformed separately for each group.  Because low fitness 
individuals are predicted to have more extreme values of the measured traits, the genetic variance in 
this group is predicted to be greater than in the high fitness group, indicative of stabilizing selection 
(McGuigan et al. 2011).  In D. bunnanda, McGuigan and Blows found that when males were sorted 
into high and low fitness groups by their mating success, low fitness males had more genetic 
variance in gmax for cuticular hydrocarbon profile (McGuigan and Blows 2009) and wing shape 
(McGuigan et al. 2011), suggesting that net stabilizing selection was acting on these phenotypes.  In 
D. serrata, Sztepanacz and Rundle (2012) also found that when males were sorted into high and 
low fitness categories based on their competitive mating success, despite directional sexual 
selection on male cuticular hydrocarbon contact pheromones (CHCs) the genetic variance of these 
traits showed the signature of stabilizing selection. There was more genetic variance among low 
fitness males in gmax and in the trait combination describing the greatest difference in CHCs 
between high and low fitness groups (GU-S)max, although these differences were not statistically 
significant in either case, likely due to low power (Sztepanacz and Rundle 2012). An untested 
assumption of these models is that pleiotropic mutations will simultaneously depress many aspects 
of fitness; consequently the characterization of evolutionary optima ought to be accomplished by 
the analysis of any component of fitness in conjunction with gmax.  Overall, these studies have 
provided correlative evidence that the genetic variance underlying multivariate traits may be under 
stabilizing selection, however, to determine whether these patterns have been shaped by selection a 
manipulative experiment is required. 
 
STABILIZING SELECTION ON ENVIRONMENTAL VARIANCE 
 
One reason that analyses may fail to uncover a pattern of stabilizing selection at the phenotypic 
level, is if environmental variation obscures the relationship between phenotypes and fitness 
(Rausher 1992; Scheiner et al. 2002; Stinchcombe et al. 2002; Sheldon et al. 2003).  It is well 
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recognized that the environment can generate spurious phenotypic correlations, by influencing 
several traits independently and in the same direction, when in fact these traits may have no shared 
genetic basis (Stinchcombe et al. 2002).  For a trait under stabilizing selection, individuals' 
sensitivity to environmental variation may mask the underlying genetic patterns from phenotypes 
(McGuigan et al. 2011).   
 
Perhaps the most well recognized scale of environmental variation occurs when environments differ 
in a measurable and repeatable way, called macro-environmental variation. The response of a trait 
to macro-environments is often referred to as phenotypic plasticity (Thompson 1991; Pigliucci 
2005), and genetic variance in phenotypic plasticity is well documented in both agricultural and 
natural populations (eg. Schlichting 1986; Lynch and Walsh 1998; Pigliucci 2005).  However, in 
the context of a trait under stabilizing selection in a single macro-environment, it is the response to 
micro-environmental variation that occurs within this environment that's important.  Micro-
environmental variation is a consequence of stochastic environmental differences that are often 
difficult to define and measure, occurring in the environment external to an individual, or within an 
individual during their development (Debat and David 2001). The response of a trait to external 
micro-environmental variation reflects the magnitude of environmental canalization of that trait 
(Debat and David 2001; Flatt 2005), while the component of environmental variance resulting from 
the response to internal micro-environmental variance reflects the degree of developmental 
instability of a trait (Debat and David 2001; Leamy and Klingenberg 2005).   
 
When an intermediate phenotype has the highest fitness and a population resides near its fitness 
optimum, sensitivity to micro-environmental variation will always displace an individual that's at its 
fitness optimum farther away from it.  Therefore, stabilizing selection should not only reduce the 
genetic variance of the traits it targets, but it should also reduce their sensitivity to micro-
environmental variation, favouring individuals that exhibit a phenotype nearest to the fitness 
optimum (Gavrilets and Hastings 1994; Wagner et al. 1997; Mulder et al. 2007; Tonsor et al. 2013). 
In contrast under, fluctuating, disruptive, or directional selection, where individuals with more 
extreme phenotypes are more likely to exhibit the trait value with the highest fitness, selection 
should increase the magnitude of micro-environmental variance (Scharloo et al. 1967; Hill and 
Zhang 2004; Mulder et al. 2007). 
 
Whether selection can modify levels of micro-environmental variance is dependent on whether 
sensitivity to micro-environmental variance has an additive genetic basis.  For many traits it is 
difficult to partition the	  genetic	  variance	  associated	  with	  canalization	  from	  that	  due	  to	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developmental	  instability.	  	  Therefore,	  groups	  of	  genetically identical individuals that are reared 
in the same macro-environment are often used to obtain a combined estimate of the total genetic 
variance in internal and external micro-environmental variance.  Each inbred line has equal (zero) 
genetic variance (Falconer and Mackay 1981), therefore, differences in the phenotypic variance 
among groups reflect genotype differences in micro-environmental variance.  Genetic variance in 
micro-environmental variance has been demonstrated in inbred lines of D. melanogaster (Whitlock 
and Fowler 1999), recombinant inbred lines of Arabidopsis thaliana (Hall et al. 2007), and maize 
(Ordas et al. 2008).  However, estimates of genetic variance from inbred lines may not reflect the 
additive genetic variance underlying micro-environmental variance, and consequently whether 
selection may modify levels of micro-environmental variance. 
In outbred populations, where differences in the phenotypic variance among groups no longer 
reflect genotype differences, quantifying the magnitude of additive genetic variance in micro-
environmental variance is challenging. However, a framework to estimate the additive genetic 
component of micro-environmental variance from pedigreed, outbred populations, has been 
developed with the goal of producing homogenous agricultural products (Hill 2007).  Estimates of 
the heritability of micro-environmental variance for traits targeted by agricultural breeders range 
from 0 for fat/protein ratio in milk goats, to 0.208 for birth weight in mice, with 16 of 18 studies 
having heritabilities between 0.01 and 0.048 (reviewed in Hill and Mulder 2010).  To put those 
estimates into context, the heritability for the mean of individual traits is generally one order of 
magnitude higher, on the order of 20-60% (Lynch and Walsh 1998).  However, in general the 
coefficients of variation for the micro-environmental variance of agricultural traits were similar to 
those for the mean of these traits, indicating that the mean standardized response to selection may 
be comparable to standard metric traits. 
Of particular interest to evolutionary biologists and agricultural breeders (although for different 
reasons) is the genetic covariance between a trait's mean and its micro-environmental variance.  To 
breeders this parameter will determine whether directional selection applied to the mean value of a 
trait will have the correlated response of increasing its sensitivity to micro-environmental 
perturbations.  To evolutionary biologists, for a trait under stabilizing selection, this parameter 
would indicate whether sensitivity to micro-environmental variation increases with the distance 
from the fitness optimum.  The estimated genetic correlations between the mean values of 
agricultural traits and their micro-environmental variance is highly variable among traits and 
studies, with a maximum positive correlation of 0.97 and a maximum negative correlation of -0.93, 
with eleven of sixteen studies finding positive correlations (reviewed in Hill and Mulder 2010).  
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However, estimating the genetic covariance between the mean of a trait and its micro-
environmental variance is challenging (Hill and Mulder 2010; Yang et al. 2011).  The current 
statistical models assume that any skew in the data is generated by the covariance between the mean 
and variance, and therefore any skew generated by other mechanisms (such as a poor trait 
distribution) will bias the estimates of this covariance (Walsh and Lynch 2010).  Yang et al (2011) 
found that the genetic covariance between the mean and micro-environmental variance for litter size 
in pigs was highly dependent on data transformation, with the estimated correlation changing from -
0.64 to 0.70 when a box-cox transformation of the data was used. 
Selective breeding often imposes persistent directional selection on particular traits at the detriment 
of other fitness components, unlike in natural populations where most traits are predicted to be 
under stabilizing selection. Therefore, whether estimates of micro-environmental are unclear, and 
may be unlikely to reflect patterns that might be seen in nature. 
ANTAGONISTIC PLEIOTROPY: THE MAINTENANCE OF GENETIC VARIANCE IN 
FITNESS COMPONENTS 
Characterizing stabilizing selection through the genetic covariance between traits and fitness, in 
order to determine the predicted response to selection, may be difficult in cases where fitness has 
been adequately measured, and should therefore have little additive genetic variance.  However, if 
antagonistic selection acts on components of fitness, either through the direct (Ryan et al. 1982; 
Møller 1989; Godin and McDonough 2000; Fernandez and Morris 2008), or pleiotropic effects 
(McGuigan et al. 2011) of alleles on several traits, components of fitness may maintain much more 
genetic variance than fitness itself. Whether the genetic correlation structure fundamentally differs 
between fitness and non-fitness traits has been a subject of interest (eg. Houle 1991; Roff 1996), 
based on the argument that components of fitness should become negatively correlated. For two or 
more fitness components, pleiotropic alleles that have positive effects on all components are 
expected to rise quickly to fixation, while alleles with detrimental effects on all components should 
be purged (Falconer and Mackay 1981).  The alleles that remain segregating and contribute to 
standing genetic variation, are those that have positive effects with respect to one fitness component 
and negative with respect to others, and therefore polymorphisms can be protected from selection 
(Falconer and Mackay 1981; Rose 1982; 1983; Curtsinger et al. 1994).  However, theoretical 
investigations into whether fitness components should become negatively correlated provide mixed 
results (Houle 1991). 
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As a variance maintaining mechanism, antagonistic pleiotropy would be classed as a balancing 
selection model, along with frequency dependent or models with spatial/temporal fitness variation 
(Turelli and Barton 2004), because selection acts either directly or indirectly to maintain two or 
more alleles in a population (Barton and Keightley 2002; Johnson and Barton 2005).  If substantial 
numbers of balanced polymorphisms are maintained by antagonistic selection on components of 
fitness, they can contribute to the maintenance of high levels of genetic variance in these traits. In 
general antagonistic pleiotropy has been dismissed as a variance maintaining mechanism, due to the 
stringent conditions that are expected for its evolution.  Theoretical analysis by Curstinger et al 
(1994) indicated that stable polymorphisms are unlikely to be maintained by antagonistic pleiotropy 
in the absence of a beneficial reversal of dominance for the alleles underlying fitness components 
(Curtsinger et al. 1994; Van Dooren 2006). A beneficial reversal of dominance occurs when an 
allele is beneficial and dominant with respect to one component of fitness, with a different allele at 
that locus being beneficial and dominant with respect to another component of fitness (Mitchell-
Olds et al. 2007).  This is similar to the reversal of dominance hypothesis for sexually antagonistic 
alleles, where an allele is beneficial and dominant in one sex and a different alleles is beneficial and 
dominant in the other (Rice 1984; Connallon and Clark 2011). One consequence of dominance 
reversals is overdominance for net fitness, resulting from the maintenance of heterozygotes by 
selection on each fitness component.  Sickle cell anemia has been interpreted as a case of 
antagonistic pleiotropy that exhibits both beneficial reversal of dominance and consequently 
overdominance for total fitness (Curtsinger et al. 1994).  Due to the large amounts of dominance 
variance compared to additive variance (for which little empirical evidence existed at the time) that 
would be generated when antagonistic pleiotropy produces polymorphisms, Curtsinger (1994) 
concluded that it was unlikely for antagonistic pleiotropy to play an important role in the 
maintenance of genetic variance for fitness components. 
 
Very little is known about the relative contributions of non-additive variance to multivariate 
phenotypes; despite the ubiquity of dominance, and the attention given to the evolution of 
dominance for close to a century (Fisher 1928; Wright 1929; 1934).  Early evolutionary 
explanations for dominance suggested that newly arising mutant alleles were initially co-dominant 
with wild-type alleles, but that dominance evolved as a consequence of selection for additional 
alleles that modify heterozygous genotypes to more closely resemble the phenotypes of their 
homozygous counterparts, which have higher fitness (Fisher 1928).  Dominance of the fitter 
phenotype results in robustness with respect to mutations, because the effects of deleterious alleles 
are masked in heterozygotes (Bürger and Bagheri 2008).  Alternatively, more recent physiological 
explanations generally contend that dominance is simply a by-product of metabolic pathways, that 
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results from their insensitivity to changes in enzyme concentration (Wright 1934; Kacser and Burns 
1981).  An allele that halves the concentration of an enzyme in a long metabolic pathway, but does 
not affect the resulting phenotype will appear recessive (Kacser and Burns 1981), and consequently, 
mutations have a less severe effect when heterozygous. 
 
The now widespread acceptance of the metabolic hypothesis to explain dominance (Bourguet and 
Bourguet 1999) was primarily driven by two observations that are not accounted for by the 
evolution of dominance modifiers: strong inverse correlations between the deleteriousness of a 
mutant and its degree of dominance (Charlesworth 1979), and levels of wild-type dominance in 
artificially constructed diploids (where dominance did not have the opportunity to evolve) equal to 
dominance levels of natural diploid species (Orr 1991). While it is clear that molecular pathways 
can generate dominance in certain circumstances (Keightley 1996), this does not prohibit its 
potential evolution under specific conditions (Otto and Bourguet 1999).  Empirically, the evolution 
of dominance has been demonstrated in several instances, notably for the evolution of insecticide 
resistance (Bourguet et al. 2000), and perhaps most famously in the peppered moth, where 
increased dominance of the melanic form evolved during industrialization in Britain (Mani 1980; 
Mayo and Bürger 2006). 
 
The mechanisms of dominance described above underlie the dominance variance (the variance in 
dominance deviations for all loci affecting the trait of interest) that is estimated as a component of 
genetic variance in quantitative genetic models.  In addition to the predictions from antagonistic 
pleiotropy, population genetic theory predicts an erosion of additive genetic variance in traits under 
directional selection and therefore a larger contribution of dominance variance to phenotypic 
variance (Fisher 1930; Merilä and Sheldon 1999).  Evidence supporting a larger contribution of 
dominance variance to phenotypic variance for fitness-correlated traits, compared to traits less 
correlated with fitness, however, is equivocal.  Some evidence suggests that fitness-correlated traits 
have lower heritiabilites than morphological traits (Houle 1992; Kruuk et al. 2000), that is a 
consequence of larger residual components of variance, which include dominance variance (Houle 
1992).  In addition, life history traits have been observed to have more dominance variance than 
morphological traits, and also a higher proportion of dominance compared to additive variance 
(Crnokrak and Roff 1995). However, equal contributions of dominance variance to life history and 
morphological traits, and a similar contribution of dominance and additive variance to total 
phenotypic variance have been observed in a more recent comprehensive data set (Wolak et al. 
2014).  Nevertheless, whether traits that are more closely associated with fitness have more 
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dominance variance than traits less correlated with fitness, consistent with the predictions of 
antagonistic pleiotropy, warrants further investigation. 
 
AIMS OF THE THESIS 
 
In summary, characterizing the form of selection acting on, and maintenance of genetic variance in 
quantitative traits is fundamental to understanding the mechanisms of evolution.  Despite the 
concerted efforts of theoreticians and empiricists we still understand very little about how much 
genetic variation is available to selection, how such variation is maintained in the presence of 
selection, and how prevalent or strong stabilizing selection really is in natural populations.  In the 
following chapters I address three aspects of the consequence of selection on the evolution of 
genetic variance in multivariate traits of D. serrata.  In particular, I rely on estimating the 
covariance between traits and fitness to determine the predicted response to selection. 
 
In Chapter 2, I employ a manipulative experiment to determine whether the levels of standing 
genetic variance in multivariate trait combinations reflect the strength of stabilizing selection acting 
on these trait combinations, and therefore, whether there is an alignment between the fitness surface 
and G.  I applied artificial disruptive selection for six generations to two multivariate combinations 
of male cuticular hydrocarbon traits that are known to have contrasting levels of mutational and 
standing genetic variance contributing to them.  One selection index represented a multivariate trait 
combination that was found to have a high level of standing genetic variance but a low level of 
mutational variance contributing to it (gmax), while the other selection index was a multivariate trait 
combination known to have a low level of standing genetic variance but a high level of mutational 
variance.  Therefore, these selection indices were predicted to have weak and strong stabilizing 
selection acting on them, respectively.  I compared the change in phenotypic variance in response to 
disruptive selection in each of these indices, in conjunction with a component of fitness, to elucidate 
the relative strength of stabilizing selection that each trait combination was experiencing. 
 
In Chapter 3, I determine whether stabilizing selection not only acts on the mean of traits (as in 
Chapter 2) but whether it also may modify levels of environmental variance.  Stabilizing selection 
is predicted to decrease the genetic variance of quantitative traits, and it is also predicted reduce 
their environmental sensitivity, favouring individuals that are less sensitive to stochastic 
environmental perturbations that would displace them from their phenotypic optimum.  The 
response of environmental sensitivity to selection requires that it have both have an additive genetic 
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basis and be subject to selection.  Inbred line studies have demonstrated that environmental 
sensitivity has a genetic basis, but whether there is an additive genetic component has only been 
explored in outbred agricultural populations.  Here, I used a large breeding design in an outbred 
population to determine whether the environmental component of phenotypic variance for a 
multivariate suite of wing-shape phenotypes had an additive genetic basis and was under variance 
reducing selection.  I employed a two-step analysis developed by animal breeders to first estimate 
the genetic variance in the mean of wing-shape phenotypes, and then analyzed individuals' 
deviations from their family means to determine whether there was an additive genetic basis for the 
variance of wing-shape phenotypes. Finally, I examined the genetic correlation between a 
comprehensive measure of fitness and the genetic variance in the environmental sensitivity of wing 
shape to determine whether environmental sensitivity was, indeed, under variance reducing 
selection. 
Finally, in Chapter 4 I examine the consequence of selection on levels of additive genetic and 
dominance genetic variance in components of fitness and in fitness itself.  Substantial attention has 
been devoted to estimating additive genetic variance in metric traits and fitness components, 
however the contribution of dominance genetic variance to multivariate phenotypes has received 
relatively little attention.  Theories of antagonistic selection, and population genetic theory predict 
that traits closely linked to fitness and fitness itself should have high levels of dominance variance 
contributing to their phenotypic variance. However, evidence supporting a larger contribution of 
dominance variance to phenotypic variance for fitness-correlated traits, compared to those less 
correlated with fitness, is equivocal.  Using the same breeding design as in Chapter 3, here I
estimate the additive genetic and dominance genetic variance in single and multivariate wing-shape 
traits and fitness, and the additive genetic covariance between them.  This allowed me to directly 
test the hypothesis that traits genetically correlated with fitness should exhibit high levels of 
dominance variance, and the corollary, that fitness itself should exhibit the highest level of 
dominance variance. 
ESTIMATING MULTIVARIATE GENETIC PARAMETERS USING THE ANIMAL 
MODEL 
As I have emphasized throughout this chapter, estimates of genetic variance in and selection on 
single traits are not indicative of multivariate patterns of selection or genetic variance.  In natural 
populations multivariate trait combinations are ultimately the targets of selection; therefore, to 
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understand how genetic variance evolved under selection I employed both a multivariate and a 
genetic approach.  
 
In Chapter 2, the multivariate traits I studied were a suite of eight male cuticular hydrocarbons 
(CHCs) (Figure 1.1).  These CHC traits act as contact pheromones during species recognition and 
sexual selection (Higgie et al. 2000; Higgie and Blows 2007) and are genetically correlated with 
fitness (Hine et al. 2011; McGuigan et al. 2011; Delcourt et al. 2012; Sztepanacz and Rundle 2012).  
Furthermore, these traits have been shown to respond to selection under various conditions (Higgie 
et al. 2000; Hine et al. 2011; 2014), and despite directional sexual selection acting on these traits, 
correlative evidence suggested the genetic variance underlying CHCs was under stabilizing 
selection (McGuigan and Blows 2009; Delcourt et al. 2012; Sztepanacz and Rundle 2012).  In 
Chapters 3 and 4 I studied a multivariate set of morphological traits that describe wing-shape 
variation. The Drosophiliid wing is an important model in evolutionary biology (eg. 	  
Phillips et al. 2001; Houle et al. 2003; Mezey and Houle 2005; McGuigan and Blows 2007), and 
selection has been shown to act on both wing size and shape (eg. Gilchrist and Partridge 2001; 
Hoffmann and Shirriffs 2002; McGuigan et al. 2013).  Here I studied eight aspects of wing-shape 
variation, based on the euclidian distance between the coordinates of landmarks on the wing (Figure 
1.2), after controlling for centroid size, the geometric morphometric size variable (Rohlf and Slice, 
1990; Rohlf 1999). 
 
I employed multivariate genetic analyses of wing-shape in Chapters 3 and 4, within the context of a 
multi-generational pedigree, to study selection on the (1) additive genetic, (2) dominance genetic, 
and (3) the additive genetic component of the environmental variance in wing-shape.  I combined 
information on the relatedness of individuals from a breeding design with their phenotypic values, 
and using an 'animal model', partitioned the phenotypic variance into additive genetic, dominance 
genetic, and environmental variance. Although the animal model has a long history of use in plant 
and animal breeding programs (eg. Kennedy et al. 1988; Henderson 1988; Hoeschele 1993; 
Henderson 1950), its use in evolutionary quantitative genetics has mostly been limited to the last 
15-20 years (Kruuk 2004) and it's increasingly becoming more common.   
 
The animal model is a form of mixed linear model, where the explanatory or predictor variables are 
both fixed and random effects (the response variable is phenotype).  Fixed effects are the unknown 
constants that affect the mean of a distribution and the random effects provide an estimate of the 
variance of the distribution (Kruuk 2004).  The animal model differs from more simplistic models 
that can be used to estimate quantitative genetic parameters, for example parent-offspring 
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regression or half-sib analyses, in a few key ways.  First, it allows multigenerational information 
from complex pedigrees containing many types of relationships to be incorporated in the analysis.  
This was particularly relevant for the analysis of the experiments presented in Chapters 3 and 4, as I 
used a multi-generational pedigree that incorporated a variety of relationships among individuals 
(eg. half-siblings, full siblings, double-first cousins, grandparents).  Second, the variance 
components are estimated directly, not through indirect interpretation from the covariance between 
relatives (Kruuk 2004).  For example, in a half-sib analysis the sire-level variance is indirectly 
estimated by partitioning the within and among family variance of their offspring.  In the animal 
model the variance components are estimated for the base population, which in an experimental 
system is the parental generation from which the experiment was initiated and whose parents are 
unknown.  And finally, the model can accommodate assortative mating, inbreeding, selection, and 
unbalanced datasets, all of which may bias variance component estimates in more simplistic 
approaches. 
 
 
A general form of the animal model can be given by: 
 𝒚 = 𝑿𝜷+ 𝒁𝟏𝒖+   𝒁𝟐𝒄+ 𝐈𝒆    
 
where y is the vector of observations (phenotypes) on all individuals, β  is a vector of fixed effects, 
X is a design matrix relating the appropriate fixed effects to each individual, u and c are vectors of 
random effects, Z1 and Z2 are design matrices (relationship matrices) relating the appropriate 
random effects to each individual, and e is the vector of residual errors typically related to 
individual in proportion to the identity matrix (I).  This model can be expanded to include any 
number of fixed and/or random effects, provided that the statistical power exists to actually estimate 
all of them.  In addition, this can be extended to a multivariate model with n traits by replacing the 
vectors of observations and random effects with symmetric matrices of dimension n x n.  In 
Chapters 3 and 4, I employed both univariate models, and multivariate models of n=8 wing-shape, 
or CHC traits.  A key assumption in mixed model analysis is that the random effects are centered on 
0 and are uncorrelated.   
 
The variance components of (1) can be estimated using a particular maximum-likelihood technique 
called restricted maximum likelihood (REML), provided that the data is multivariate normal and 
that the errors associated with any random effects are normally distributed.  If the data are not 
multivariate normal then estimating the variance components using a Bayesian approach that 
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doesn't rely on particular trait distributions may be more appropriate, although this is generally 
more computationally demanding.  The conceptual basis of REML is relatively straightforward.  
The procedure estimates the unknown random effects by iteratively fitting different solutions to the 
model and calculating the likelihood of the observations (phenotypes) given those parameter 
estimates. The model is considered to have converged on a solution when the likelihood has not 
changed appreciably over a set number of iterations.  The convergence criteria will vary depending 
on what software is used, but for example when using the REML procedure in SAS PROC MIXED 
the model is considered to have converged when the change in likelihood between successive 
iterations is less than 1x10-8 (SAS Institute Inc.). 
 
The animal model provides substantial flexibility for the estimation of variance components from a 
variety of pedigree structures, and can be used to fit different types of genetic and non-genetic 
relationship matrices. For example, to account for the common environmental effects that groups of 
individuals might experience, a random effect may be added to the model, where the corresponding 
relationship matrix is a symmetric matrix of 0's and 1's relating to individuals that have shared a 
common environment.  Genetic relationship matrices for a pedigree of n individuals are symmetric 
n x n matrices that contain all pairwise values of relatedness corresponding to the particular genetic 
variance component that is to be estimated.  For example, the elements of the additive genetic 
relationship matrix A (used to calculate the additive genetic variance) represent the additive genetic 
covariance between all pairs of individuals (with one on the diagonal), which is 2θij where θij is the 
coefficient of coancestry.  Given a pedigree, most statistical software implementing the animal 
model will internally calculate A.  If other design matrices are to be included in the model, for 
example a dominance of epistatic relationship matrix, then the user may have to calculate these and 
supply the matrix or its inverse to the program.  The package nadiv in R provides a way to calculate 
non-additive relationship matrices that can be used in a variety of statistical platforms (Wolak 
2012).  In Chapters 3 and 4 I employed this approach to simultaneously estimate additive genetic 
and dominance genetic variance by including both relationship matrices in the mixed linear model.  
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Figure 1.1:  A gas chromatograph profile of the male cuticular hydrocarbon contact 
pheromones of Drosophila serrata males. 
The retention time of compounds is given on the x-axis, and the signal strength in pico-amps (pA) 
given on the y-axis.  Cuticular hydrocarbons were identified based on retention time and correspond 
to those identified in Howard et al (2003).  The relative abundance of each hydrocarbon was 
calculated by dividing the area under each peak by the total area under all nine peaks for that 
individual.  These proportions were then transformed into log-contrasts using Z,Z-5,9-C24:2 as the 
common divisor, to break the unit sum constraint in compositional data and permit multivariate 
analyses.  
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Figure 1.2:  Nine landmarks on male Drosophila serrata wings. 
The landmarks were recorded to infer the eight interlandmark distances analyzed in Chapter 3 and 
4.  Prior to calculating the interlandmark distances the landmarks were aligned by generalized 
Procrustes least squares superimposition in order to characterize shape variation from from uniform 
size variation.  The eight traits used in the analyses were the euclidian distance between landmarks 
2 and 4, 2 and 5, 2 and 8, 3 and 7, 3 and 9, 4 and 5, 5 and 6, 5 and 8.
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Chapter 2: Artificial selection to increase the phenotypic variance in 
gmax fails in the presence of stabilizing selection 
 
 
 
 
ABSTRACT 
 
Stabilizing selection is important in evolutionary theories of the maintenance of genetic variance, 
and has been invoked as the key process determining macro-evolutionary patterns of trait evolution. 
However, manipulative evidence for the extent of stabilizing selection, particularly on multivariate 
traits is lacking. We used artificial disruptive selection in Drosophila serrata as a tool to determine 
the relative strength of stabilizing selection experienced by multivariate traits that were known to 
have contrasting levels of standing genetic and mutational variance, and consequently were 
predicted to be experiencing different strengths of stabilizing selection. Contrary to expectation, 
when disruptive selection was applied to the major axis of standing genetic variance, gmax, we 
observed a significant and repeatable decrease in phenotypic variance.  In contrast, the trait 
combination predicted to be under strong stabilizing selection, showed a significant and repeatable 
increase in phenotypic variance. Correlated responses were observed in all selection treatments, and 
viability selection operating on extreme phenotypes of traits genetically correlated with those 
directly selected upon limited our ability to increase their phenotypic range.  Our manipulation 
revealed that multivariate traits were subject to stabilizing selection; however, we did not observe a 
direct relationship between the strength of stabilizing selection and the levels of standing genetic 
variance in multivariate traits.  Contrasting patterns of allele frequencies underlying traits with high 
vs. low levels of standing genetic variance may be implicated in determining the response to 
artificial selection in multivariate traits. 
 
 
 
 
 
 
Chapter	  2:	  Artificial	  disruptive	  selection	  
	   55	  
 
INTRODUCTION 
 
It is a basic tenet of evolutionary biology that many traits are subject to stabilizing selection.  
Macro-evolutionary patterns of phenotypic divergence, and the constancy of form over geological 
timescales, suggest that trait evolution occurs within the confines of a slowly moving adaptive zone, 
characteristic of stabilizing selection (Lynch 1990; Hendry and Kinnison 1999; Eldredge et al. 
2005; Estes and Arnold 2007).  At a micro-evolutionary scale, stabilizing selection is also of central 
importance in evolutionary theories for the maintenance of genetic variance (Johnson and Barton 
2005).  However, demonstrating stabilizing selection on phenotypes has been notoriously difficult 
(Travis 1989), with empirical estimates of selection in contemporary populations indicating that 
directional selection is common, frequently strong, and perhaps even more prevalent than 
stabilizing selection (Endler 1986; Kingsolver et al. 2001; Hoekstra et al. 2001; Hereford et al. 
2004).  Furthermore, a comprehensive review of selection gradients by Kingsovler et al (2001) 
indicated that stabilizing selection was surprisingly no more common or strong than disruptive 
selection when measured in this way.  
 
In contrast to the equivocal evidence for widespread stabilizing selection from measures of 
selection in unmanipulated populations, artificial directional selection experiments often suggest an 
important role for opposing natural selection in both limiting sustained trait evolution and returning 
traits toward their initial values after artificial selection is relaxed (Reeve and Robertson 1953; 
Falconer and Mackay 1996; Hine et al. 2011; Bolstad et al. 2015), implying the presence of 
stabilizing selection on phenotypes in the base population. In some cases identifying the cause of 
antagonistic selection that limits sustained trait exaggeration is straightforward (Ryan et al. 1982; 
Møller 1989; Godin and McDonough 2000; Fernandez and Morris 2008), but in many situations 
opposing selection will arise through the pleiotropic effect of alleles on the focal trait and a number 
of unknown or unmeasured traits.  Understanding the interaction between stabilizing selection and 
the pleiotropic relationships among traits is therefore vital to uncovering how stabilizing selection 
influences trait evolution 
 
The presence of pleiotropy changes the distribution of genetic variance in, and selection acting 
upon, multiple traits. While genetic variance is generally found in individual traits (Lynch and 
Walsh 1998; Barton and Partridge 2000), including traits closely linked to fitness (Houle 1992), 
pleiotropy restricts the genetic variance to fewer multivariate trait combinations than the number of 
traits measured (Hine and Blows 2006; Kirkpatrick 2009; Walsh and Blows 2009).  In general, the 
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majority of genetic variance in individual traits is often restricted to just a few multivariate 
combinations of these traits (Blows and McGuigan 2015).  Some models of mutation-selection 
balance predict trait combinations experiencing strong stabilizing selection should have little 
genetic variance and vice versa; in other words, the distribution of genetic variance across 
multivariate traits should become aligned with the fitness surface (Lande 1980; Cheverud 1984; 
Arnold et al. 2001). And, there is some empirical evidence for an alignment of the distribution of 
genetic variance with the pattern of stabilizing selection (Hunt et al 2007) 
 
While both theory and limited empirical evidence suggest there may be an alignment between the 
multivariate distribution of genetic variance and the fitness surface, experiments specifically 
designed to manipulate phenotypes in order to determine the strength of stabilizing selection acting 
on the genetic variance are rare.  It is particularly surprising, for example, that the classic tool of 
artificial selection has been applied as a way to investigate selection on variance on very few 
occasions.  For traits hypothesized to be under stabilizing selection, the ease and extent to which 
multivariate trait combinations respond to selection that increases their phenotypic variance may 
indicate the width of the underlying fitness surface and, therefore, the strength of stabilizing 
selection acting on them.  A handful of experiments following an early experiment that generated 
reproductive isolation as a consequence of disruptive selection (Thoday and Gibson 1962), used 
disruptive selection as a tool to increase the phenotypic variance in targeted traits (Thoday and 
Gibson 1962; Scharloo et al. 1967; Thoday 1972), although none of the subsequent experiments 
were able to recreate reproductive isolation.  Unfortunately, many of these studies lacked a formal 
statistical analysis of the selection response, relying on the comparison of line means or coefficients 
of variation (Prout 1962; Tantawy and Tayel 1970; Halliburton and Gall 1981), and in most cases a 
large increase in trait mean accompanied the increase in variance (eg. Prout 1962; Halliburton and 
Gall 1981), confounding the response with the statistical relationship between means and variances.  
In addition, in many cases the largest responses to disruptive selection were in treatments that 
experienced complete assortative mating (Bos and Scharloo 1973; Higuet 1986).   
 
Using a more sophisticated statistical approach than earlier studies Sorenson and Hill (1983) 
demonstrated an increase in genetic variance in abdominal bristle number in D. melanogaster in 
response to disruptive selection and determined that the increase in variance was consistent with the 
level of linkage disequilibrium predicted by theory to be generated by this type of selection (Bulmer 
1971). More recently, disruptive selection applied to an index comprising two wing-shape 
characters of D. melanogaster demonstrated an increase in phenotypic variance compared to control 
lines in both traits that had selection applied directly to them (Pélabon et al. 2010). While these 
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more recent studies have been a step forward, particularly with regard to the predictions of linkage 
disequilibrium, we lack an understanding of how multivariate trait combinations will respond to 
artificial disruptive selection in light of the strong stabilizing selection predicted to be operating on 
at least some of these combinations. 
 
Here we used artificial disruptive selection as a tool to determine the relative strength of stabilizing 
selection experienced by multivariate trait combinations.  We applied disruptive index selection to 
two multivariate combinations of eight male cuticular hydrocarbon traits (CHCs) in Drosophila 
serrata that were predicted to be experiencing different strengths of stabilizing selection.  We used 
the ratio between the standing genetic (VG) and mutational (VM) variance to estimate the strength of 
stabilizing selection s = VM / VG, where s is the selection coefficient against new mutations (Barton 
1990) acting on the combinations of the CHC traits. The first trait represented the major axis of 
standing genetic variance in CHCs, gmax.  Although this trait contained the most genetic variance in 
multivariate CHC combinations, the mutational variance contributing to gmax was low.  In contrast, 
the second trait had a high mutational variance contributing to it, but the standing genetic variance 
remaining in this trait was low.  Therefore, weak and strong stabilizing selection was predicted on 
these trait combinations, respectively.  To determine the relative strength of stabilizing selection 
experienced by each of the selection indices, we analyzed the change in phenotypic variance in each 
trait combination, and using an eigentensor approach (Hine et al. 2009) we identified multivariate 
traits that experienced correlated responses to selection.  These data enabled us to determine the 
relative strength of stabilizing selection generated by the underlying fitness surface of each of our 
selection indices, and how the correlated response of pleiotropic alleles influenced the response to 
selection on the variance of these traits. 
 
METHODS 
 
Experimental population and characterization of selection indices 
 
The experiments were conducted using a previously described large, lab-adapted population of 
Drosophila serrata (Hine et al. 2014).  Briefly, the population was initiated from 33 inseminated, 
wild-caught females and, for approximately 80 generations prior the commencing the experiment, 
was maintained in half-pint bottles under standard laboratory conditions (Rundle et al. 2006) as a 
large (N>2000) randomly mating population, with non-overlapping generations.  A previous study 
of this population found no evidence for additive genetic variance in fitness but moderate and 
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significant dominance variance in fitness, suggesting that this population was evolving in the lab 
within the vicinity of its adaptive peak, under stabilizing selection (Sztepanacz and Blows 2015).  
 
Prior to the selection experiment two separate experiments were conducted using this population in 
order to estimate the genetic covariance matrix (G; Supplementary Table 2.1) and the mutational 
covariance matrix (M; Supplementary Table 2.2) and subsequently the selection indices IG and IM 
(Table 2.1) (Supplementary Methods).  These selection indices represented two multivariate 
combinations of eight male cuticular hydrocarbon (CHC) traits that were predicted to have different 
strengths of stabilizing selection acting on them.  IG was a multivariate trait combination that 
represented the first eigenvector (gmax) of the estimated G-matrix, explaining 75% of the standing 
genetic variance but a low (8%) proportion of the estimated mutational variance in M. In contrast, 
IM was a trait combination that explained a low (13%) proportion of the standing genetic variance, 
but explained 23% of the mutational variance. The trait combination of gmax has been demonstrated 
to consistently account for much of the genetic variance in these traits in a number of experiments 
using D. serrata, with vector correlations of gmax among experiments ranging from 0.75 to 0.94 (eg. 
Table 1 Blows et al 2004; Table 3 Hine and Blows 2006; Table 1 Sztepanacz and Rundle 2012; 
Table 1 Delcourt 2012; Table 1 Hine et al 2014), but we have only one estimate of M (Aguirre et al, 
submitted) and therefore it is unknown how consistent the level of mutational variance in these trait 
combinations may be. The vector correlation between these selection indices was 0.16, representing 
an angle of 80.6° between IG and IM, indicating that the two selection treatments were selecting on 
phenotypically very weakly correlated traits. 
 
Multivariate stabilizing selection can be estimated on the eight CHCs from the estimates of G and 
M using (Aguirre et al, submitted):  
 
, 
 
where the strength of selection on any trait combination can be calculated by projecting the 
normalized vector of interest through Vs (Supplementary Table 2.3). The persistence time of new 
mutations contributing to IM was 562 generations, consistent with the persistence time of new 
mutations in individual traits in the range of 70-1200 generations (Houle et al. 1996).  In contrast 
the persistence time of new mutations that contributed to IG was estimated to be 6753 generations.   
Therefore IG was predicted to be a trait combination under relatively weak stabilizing selection 
compared to IM that was predicted to be under stronger stabilizing selection.   
Vs =
(G−1/2MG−1/2)−12
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Selection experiment 
 
The selection experiment consisted of six independent populations that were synchronously 
maintained: two replicate populations where artificial disruptive selection was applied on IG; two 
replicate populations were artificial disruptive selection was applied on IM; and two replicate 
control populations where no artificial selection was applied.  We applied disruptive index selection 
using 50% double-truncation, where offspring from the top-ranked 25% and bottom-ranked 25% of 
sires were chosen to found each subsequent generation of the experiment (illustrated in 
Supplementary Figure 2.1).  Disruptive selection was applied for six generations  
 
For three generations prior to the experiment, a subset of the stock population (census population 
size ~ 600), from which the six founding experimental populations would be generated, was 
maintained at a low population density in a series of 10mL vials, in environmental conditions 
similar to what the flies would experience during the selection experiment. From this subset of the 
stock population, the six experimental populations were each initiated from 120 randomly chosen 
(2-3 day old) virgin male-female pairs, placed singly in vials.  Pairs were given the opportunity to 
mate and oviposit for 48h, after which the males were removed for CHC analysis using standard 
protocols (described in Supplementary Methods) and the females were discarded.   
 
Prior to eclosion of their offspring, sires were scored and ranked for their respective selection 
indices, except for the control lines where sires were scored for both selection indices but were not 
ranked. The log-contrast CHC data were not standardized or transformed prior to calculating index 
scores.  Sires’ scores for the selection index in their respective treatments were calculated as yTij gj, 
where yij is the vector of log-contrast CHC values for individual i in population j, and gj is the given 
selection index in population j (either IG or IM). Sires were sorted by their selection index scores, 
and ranked from one to 120.  
 
We applied 50% double truncation selection to each of the two ‘IG’ and ‘IM’ populations, aiming to 
choose 30 top-ranked and 30 bottom-ranked sires, with the additional criterion that the average 
index score of the chosen sires would equal the average index score of control lines.  Therefore, 
there was some variation in the number of top-ranked and bottom-ranked sires chosen each 
generation, but in all cases sires were added or removed from the inner tails of the distribution in 
order to maintain individuals with the most extreme scores.  For each of the two control 
populations, 60 sires were randomly chosen without regard to their index scores for either trait.  The 
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purpose of the control lines was two-fold.  First, variances are known to be sensitive to changes in 
mean, therefore to attribute observed changes in phenotypic variance to our application of selection 
it was necessary to control for any change in variance that may result from a change in mean due to 
genetic drift, and the control populations were our best approximation of the change in the mean 
due to drift each generation. Second, the control lines allowed us to remove the effects of 
generation specific environmental variance that may occur, for example, due to day-to-day 
differences in rearing environment. Upon eclosion two virgin male and two virgin female offspring 
were collected from each of the chosen sires in order to found the next generation.  Sires that failed 
to produce offspring were also recorded, and if one of these was a ‘chosen’ sire, offspring from the 
next highest (lowest)-ranking sire that had not already been chosen, were used as a replacement.  
Half of the males with fathers in each ranking category (ie. top or bottom) were assigned a female 
mating partner, unrelated to themselves, whose father was in the same category as theirs (ie. 50% 
assortative mating). The remaining thirty males were assigned random female mating partners.  
Pairs were allowed to mate and oviposit for 48h after which females were discarded and males had 
their CHCs analyzed, with this process being repeated for six generations.  
 
Statistical analyses 
 
Response to selection 
In directional artificial selection experiments, the response of trait means in selected populations is 
typically corrected for generational variation in the trait means of control lines (Falconer and 
Mackay 1996, Hine et al 2011, Hine et al 2014).  In an analogous fashion, to determine whether the 
application of artificial selection increased the phenotypic variance of our index traits relative to the 
control populations, we first had to standardize the phenotypic variance in our index traits by that of 
the control lines.  Prior to variance standardization, in order to account for any differences in trait 
means between populations we centered each trait on their population and generation specific 
means. For both replicates of the selected populations, we then calculated the phenotypic variance-
covariance matrices of the eight CHCs (from 120 males) for each generation (t) in each 
experimental population (j) (ie. seven matrices per population).   
 
For the control lines, we pooled the data from the two replicate populations each generation and 
calculated one phenotypic covariance matrix (from 240 males) for each of the t generations.  By 
confounding the within and among replicate variance, pooling the data from the replicate control 
populations had the potential to inflate the phenotypic variance. Therefore, prior to pooling the data 
we investigated whether the generation specific phenotypic covariance matrices from each replicate 
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differed significantly from each other (see Supplementary information for details). Briefly, we 
compared the fit of a mixed model that allowed separate phenotypic covariance matrices to be 
estimated for each replicate population to one that estimated a single matrix from the pooled data, 
using a log likelihood ratio test with 36 degrees of freedom.  For generations 0 to 4 we found no 
significant difference between the two models, indicating that the replicate phenotypic covariance 
matrices did not differ from each other; however, there was a significant difference in generation 
five and to a smaller extent in generation six.  To determine the magnitude of this difference we 
used a Krzanowski subspace comparison (see Supplementary information for details) that identified 
a high similarity of 85% and 90% between the subspaces comprising the majority of the phenotypic 
variance in generations five and six, respectively. Overall, the results suggested that the control 
phenotypic covariance matrices were very similar, and therefore we proceeded with the variance 
standardization using the pooled data. 
 
Using a full multivariate standardization, we standardized the phenotypic covariance matrices for 
the jth population in the tth generation by the control phenotypic covariance matrix in the tth 
generation.  The multivariate standardization we applied was similar to that for the multivariate 
generalization of heritability (Hansen and Houle 2008), but in our case the generation specific P-
matrices of the experimental populations were scaled by the P-matrices of the control population for 
that respective generation:  
 
(1) 
 
 
Therefore, the elements of the standardized P-matrices were in units of control phenotypic standard 
deviations.  Unlike the multivariate generalization of heritability, where elements of the 
standardized matrix are bounded between zero and one (because G is a subset of P), the elements in 
these standardized P can take on any value.  Matrix elements with a value of 1 indicated that 
experimental and control populations had equal (co)variance, whereas values greater than 1 
indicated that experimental populations had more (co)variance than the control and values less than 
1 indicated that they had less (co)variance than the control.  Finally, to determine the standardized 
phenotypic variance of each selection vector g in the jth population and tth generation we projected 
the vector though the population and generation specific standardized phenotypic covariance 
matrix: 
 
 
!Pj ,tstd =Pcontrolt−12 Pj,tPcontrolt−12
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(2) 
 
Consequently, the phenotypic variance in the index trait determined by this projection was in units 
of control phenotypic standard deviations.  To determine whether the index traits had evolved in 
response to the selection applied directly to them we preformed a linear regression, implemented 
separately for each replicate in each population. The realized heritability of the selection index in 
the jth population was estimated as the slope of the linear regression (through G0) of the control-
standardized response on the cumulative quadratic selection differential for the ith index, Cijt 
(Falconer and Mackay 1996; Hine et al. 2011).  
 
The multivariate per-generation quadratic selection differential was calculated as: 
  
  (3) 
where is the P-matrix of selected males in population j and generation t, and P is the P-matrix of 
all males in population j and generation t.  The linear selection differential was S= µ*- µ, where µ* 
is a column vector whose elements are the trait means from the selected males in generation t and µ 
is a column vector whose elements are the trait means from all males in generation t (Phillips and 
Arnold 1989).  In order to obtain the quadratic selection differential on the same scale as our 
selection response (units of control phenotypic standard deviations) we used control-standardized 
phenotypic data to calculate Cjt. To determine the quadratic selection differential for the ith selection 
index in the tth generation and jth population, Cijt, we then projected the index vectors gi through 
each Cjt. 
Predicted change in phenotypic variance due to linkage disequilibrium 
Under the assumptions of the infinitesimal model (a very large number of loci, each with very small 
effects), over short time-scales, such as those in selection experiments, any changes in (co)variances 
due to selection may be attributed to linkage (gametic phase) disequilibrium and not changes in 
allele frequency (Bulmer 1971, 1980).  For a single trait, the change in phenotypic variance due to 
linkage disequilibrium can be predicted assuming that there is no change in allele frequency due to 
!C j ,t =Pj ,t* %Pj ,t +S j ,tS j ,tT
!Pj ,t*
!VPj ,t = g jPj ,tstd g jT
Chapter	  2:	  Artificial	  disruptive	  selection	  
	   63	  
selection, and that the joint distribution of additive genetic and phenotypic values is multivariate 
normal and remains so after selection (Bulmer 1971, 1980). 
 
We implemented this approach, treating our multivariate selection indices as single traits, to 
determine the predicted change in phenotypic variance due to the disequilibrium generated by 
selection. While the multivariate change in phenotypic variance that arises from quadratic selection 
can be determined using a multivariate extension of the Bulmer equation in conjunction with a 
Gaussian fitness model, the relevant equation is only satisfied under very narrow conditions for 
disruptive selection (Walsh and Lynch 2010).  The strength of disruptive selection applied here 
precluded us from implementing this multivariate approach.  For double-truncation selection (ie. 
stabilizing or disruptive) on a single trait, the disequilibrium generated in generation t+1 is: 
 
 
(4) 
 
 
where k is a function of the fraction p of the population saved and the type of truncation selection 
used.  and  are the additive genetic and phenotypic variance, respectively, of the ith selection 
index in the base population.  For disruptive truncation selection where the uppermost and 
lowermost p/2 are saved and mating is random: 
  
 
(5) 
 
 
where is the unit normal density function and  satisfies  (Walsh and Lynch 
2010).  For the current selection experiment we implemented 50% assortative and 50% random 
mating, potentially increasing the gametic phase disequilibrium generated compared to that of 
random mating only (Walsh and Lynch 2010).  To account for the simultaneous application of 
artificial selection and the implementation of assortative mating, k can be modified to:  
 
 
!σ a2 !σ z2
!k = −2ϕ(x 1−p/2⎡⎣ ⎤⎦ )x 1−p/2⎡⎣ ⎤⎦p
ϕ
!
x
p⎡⎣ ⎤⎦ !Pr(U ≤ x p⎡⎣ ⎤⎦ )= p
!d(t +1)= d(t)2 − k2 σ a2 +d(t)⎡⎣ ⎤⎦
2
σ z
2 +d(t)
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          (6) 
 
where  is the phenotypic correlation between mates.  The basis of our assortative mating was that 
the male-female mating partners both had fathers in a particular ranking category, therefore from 
our data we could not determine a quantitative value for the phenotypic correlation between mates 
(we did not phenotype females).  For 50% random mating and 50% assortative mating based on our 
definition, assuming that the assortatively mated pairs had the maximum phenotypic correlation of 
1 and that the randomly mated pairs had a phenotypic correlation of 0,  would be 0.5. This was the 
maximum contribution that assortative mating could have made to our estimate of the gametic 
phase disequilibrium.  To determine the disequilibrium generated by our application of 50% double 
truncation selection we iterated equation 5, substituting kassortative for k (assuming that =0.5) over 
the t generations of our selection experiment.  The additive genetic and phenotypic variance in each 
of our selection indices were calculated by projecting each index through the estimate of G 
(Supplementary Table 2.1) and P (Supplementary Table 2.4) in our base population, from which the 
IG selection vector initially was estimated, and we started with a base population where d=0 as 
would be expected for any randomly mating population.   
 
Correlated responses to selection 
 
A direct way to identify the multivariate traits that had experienced the greatest change in 
phenotypic variance throughout the selection experiment was to use a fourth order covariance 
tensor (Σ) that characterized the longitudinal variation among the phenotypic covariance matrices 
within each of the two treatments of the experiment (Hine et al. 2009; Aguirre et al. 2013). An 
eigenanalysis of Σ yields the eigentensors that represent independent (mutually orthogonal) aspects 
of divergence among the matrices, where the eigentensor with the largest eigenvalue accounts for 
the subspace with the greatest divergence among the matrices and the eigentensor with the smallest 
non-zero eigenvalue is the axis that experienced the least divergence (Hine et al. 2009).  To identify 
the trait combinations that experienced correlated responses to our application of selection we 
implemented this approach separately by treatment. Two covariance tensors were calculated 
using the control-standardized P-matrices of both replicates per treatment from generations 0 to 6 
(ie. 7 generations * 2 replicates=14 matrices in each of the two tensors).  Therefore, the covariance 
tensors captured both longitudinal variation in P, and divergence between replicate populations.  
!kassortative = k − ρ(1−k)
ρ
ρ
ρ
!∑P
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Each  was comprised of 13 eigentensors ( ) with non-zero eigenvalues, that each explained an 
independent portion of the divergence among P-matrices.  
 
First, to understand how the 14 P-matrices, characterized by each covariance tensor ( ), varied in 
relation to each particular independent change in phenotypic variance ( ) the jth population P-
matrix in the tth generation was expressed as a linear combination of the 13 eigentensors of : 
(7) 
 
 
Solving for  yielded the coordinates of  for each of the eigentensors of , where similar 
values of  for a pair of matrices indicated that they did not differ from each other in the way 
described by the eigentensor under consideration (Hine et al. 2009).  We compared the coordinates 
of our 14 P-matrices within each eigentensor to determine whether that particular eigentensor 
primarily captured longitudinal variation in the matrices or whether it captured differences between 
replicate populations.  Consequently, we focused on those eigentensors that captured primarily 
longitudinal divergence among matrices, presumably due to the application of selection, in order to 
identify the multivariate trait combinations that experienced correlated responses to selection.  
 
Second, to determine which combinations of our original traits experienced correlated responses to 
selection we performed an eigenanalysis of each eigentensor that was identified to have captured 
longitudinal divergence among the matrices.  The spectral decomposition of an eigentensor yielded 
the independent linear combinations of the original traits that comprise that eigentensor, and their 
respective eigenvalues. The absolute value of an eigenvalue for a given eigenvector indicated how 
much that trait combination contributed to the divergence described by the eigentensor. For 
example, if only one eigenvector in an eigentensor had a substantial eigenvalue, the axis of 
divergence described by that eigentensor could be attributed to a change in variance of that single 
trait combination.  Consequently, we might expect in the context of this selection experiment, 
where we selected on a single trait combination in each treatment, that a leading eigentensor would 
have one eigenvector with a substantial eigenvalue and that this eigenvector would be our selection 
index.  Because the scale of our matrices that comprised the covariance tensor were in units of 
!∑P !EP
r
!∑P
!EP
r
!∑P
!C j ,t !Pj ,t !∑P!C j ,t
Pj ,t = ∑r C j ,tEPr
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control phenotypic standard deviations, the phenotypic variance accounted for by an eigenvector of 
an eigentensor was also in units of control phenotypic standard deviations.  For the trait 
combinations that experienced a correlated response, to determine their change in phenotypic 
variance in the jth population and tth generation we projected each vector though the population and 
generation specific standardized phenotypic covariance matrices, as above.  Also, to determine the 
quadratic selection differential for each of these trait combinations in the tth generation and jth 
population we then projected the vectors through each Cjt, as above. 
 
Finally, to determine which eigentensors accounted for the majority of the change in phenotypic 
variance of the index traits that we applied selection to, we applied the projection of the gj through 
the tensors (Hine et al. 2009).  This provided the phenotypic variance, again in units of control 
phenotypic standard deviations, for each selection index in the jth population that had been captured 
by the rth eigentensor. 
 
Hard selection against extreme individuals 
During the experiment, we observed that sires with the most extreme phenotypes often failed to 
produce offspring, suggesting that natural and/or sexual selection was operating against males with 
extreme phenotypes.  Therefore, from G2 to G6 of the selection experiment we recorded one 
component of male fitness: failure to produce offspring.  Whether this failure arose from an 
inability to mate, a lack of sperm transfer, or offspring inviability was unknown, as was whether the 
failure to produce offspring was a consequence of female sterility. However, instances of female 
sterility would have been random with respect to male phenotype, and therefore, on average the 
failure to produce offspring captured a component of male fitness. 
   
To determine whether non-linear selection was operating via this component of male fitness we 
estimated the quadratic and correlational selection gradients on the eight log-contrast CHCs using 
standard second order polynomial regression on relative fitness (Lande and Arnold 1983) 
(Supplementary Table 2.5, 2.6).  The analysis was conducted on two datasets that were created by 
pooling the data from all generations and both replicates for each of the treatments together with the 
data from all generations and both replicates of the control lines.  Therefore these two datasets 
partially overlap as the control lines are represented in both of them.  We pooled the control lines 
with the treatment lines because we were only interested in whether there was selection against 
extreme phenotypes, regardless of how these phenotypes arose.  In addition, failure to produce 
offspring was a relatively rare event; pooling the data in this way yielded two datasets where about 
5% of the observations (~200) in each were failure to produce offspring.  The phenotypic data were 
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on the raw scale and the generation and population specific trait means were centered on 0, and the 
variance was standardized globally to equal one. All individual traits in both data sets were under 
variance reducing selection for this component of fitness, although non-linear selection was not 
statistically significant for the majority of single traits (Tables S2.5 and S2.6). 
 
To determine the multivariate axes under strongest non-linear selection via failure to produce 
offspring, taking into account the effects of both quadratic and correlational selection, we 
implemented the canonical rotation of γ (H) to estimate non-linear selection on CHCs (Phillips and 
Arnold 1989; Blows and Brooks 2003). The statistical significance of the eigenvectors of H were 
determined by scoring all individuals for each eigenvector of H, and then applying a new complete 
second order model to these data using the GENMOD procedure in SAS with a binomial link 
function. 
 
RESULTS 
 
Response to selection 
 
The two replicate populations in the IM treatment experienced an increase in phenotypic variance, 
relative to the control populations, in the trait combination IM that was selected on, with realized 
heritabilties of 0.125 (F(1,6) = 7.68 , P = 0.032) and 0.133 (F(1,6) = 5.21 , P= 0.063), respectively 
(Figure 2.1a). In addition, the observed increase in phenotypic variance was significantly different 
from zero when tested over both replicates using a one-sample t-test (t1 = 32.23, P = 0.02) The 
cumulative quadratic selection differentials of 4.34 and 6.25 that were applied to IM in each of the 
two replicate populations resulted in an increase in the phenotypic variance in IM of 0.36 and 0.41 
control phenotypic standard deviations, respectively.   
 
In contrast, in both replicate IG populations the phenotypic variance of the trait under selection, 
decreased over the course of the selection experiment, with realized heritabilities of -0.049 (F(1,6)= 
6.14, P= 0.048), and -0.009 F(1,6)= 0.2051, P= 0.67), respectively.  Although one replicate 
population experienced a significant decrease in variance throughout the experiment, the combined 
slopes did not differ significantly from zero (t1 = -1.45, P = 0.38).  The cumulative quadratic 
selection differentials of 4.13 and 4.30 applied in each of the two replicate populations, resulted in a 
decrease of the phenotypic variance in IG by -0.12 and -0.15 control phenotypic standard deviations, 
respectively (Figure 2.2a). Therefore, the trait combination that was predicted to be under relatively 
weak stabilizing selection compared to IM not only failed to increase in variance in response to 
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disruptive selection applied directly to it, but it responded in an opposite and repeatable manner by 
decreasing in variance in both replicate populations, although significantly so in only one replicate.  
 
In G0 of the selection experiment the phenotypic variance in the IG selection index was greater in 
both treatment populations compared to the control population, indicated by a y-intercept greater 
than one (Figure 2.2a).  This is in contrast to the two replicate IM populations, where the selection 
index had a similar phenotypic variance in the treatment and control populations in G0. The 
reduction in phenotypic variance in IG in both replicate populations that occurred throughout the 
experiment brought one replicate down to a similar level of phenotypic variance as the control 
population, and resulted in less phenotypic variance compared to the control population in the other 
replicate.  However, the reduction in phenotypic variance that we observed, despite applying 
disruptive selection, is not an artifact of the control standardization.  Performing the analysis on 
unstandardized data also demonstrated an overall decrease in phenotypic variance in IG throughout 
the selection experiment, however in both cases the decrease was no longer statistically significant 
(Supplementary Figure 2.1). 
 
The predicted change in phenotypic variance resulting from the build-up of linkage disequilibrium 
was similar for both the IG and IM selection indices (Figure 2.1b, 2.2b).  As the predicted 
disequilibrium for a single trait is determined by the heritability of a trait and the fraction of the 
population saved each generation, this was due to the similar heritabilities in the base population of 
0.24 and 0.22 for IG and IM, respectively.  In both of the replicate IM populations the observed 
selection response was greater than that predicted from the increase in phenotypic variance due to 
the buildup of linkage disequilibrium alone (Figure 2.1a, b).  In contrast, for the IG populations the 
observed decrease in phenotypic variance resulted in a considerable difference from that predicted 
due to linkage disequilibrium, in the opposite direction (Figure 2.2b).  Therefore, the observed 
change in phenotypic variance in both IG and IM selection indices cannot be solely attributed to the 
effect of linkage disequilibrium. 
 
Correlated responses to selection 
 
The variation among the 14 P-matrices of the two replicate IG populations was primarily described 
by the first four eigentensors of that accounted for a total of 62% of the divergence among the 
matrices. The population specific coordinates for the first four eigentensors of the IG populations 
indicated that  and , accounting for 20% and 13% of the total change in phenotypic variance, 
!∑P
!EP1 !EP4
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respectively, primarily captured generation-specific variation (Figure 2.3a, d).   , accounting for 
16% of the total change in phenotypic variance, appeared to be driven by the large difference in 
variance between the two replicate populations in G1 (Figure 2.3b).  This was confirmed by an 
eigenanalysis of the difference in P between those two replicate populations in G1.  The leading 
eigenvector of the difference in P had a vector correlation of 0.94 with the leading eigenvector of 
.  In contrast to these three eigentensors, , accounting for 14% of the change in phenotypic 
variance, captured a pattern of longitudinal divergence among matrices that was similar in both 
replicate populations (Figure 2.3c).  This suggested that the variation among matrices captured by 
 was a consequence of the application of artificial selection.  To identify the trait combinations 
that experienced a correlated response to selection we performed an eigenanalysis of   that 
yielded eight eigenvectors, comprised of the original traits, and their respective eigenvalues.  The 
roughly even distribution of eigenvalues returned from the eigenanalysis indicated that the change 
in variance accounted for by this eigentensor was not a consequence of a change in variance in only 
one trait combination.  In addition, the relatively equal number of positive and negative eigenvalues 
indicated that most of the variation among matrices was characterized by as much decrease in 
variance as there was increase in variance.  The leading eigenvector of IG   ( ) (Table 2.1), 
the trait combination that experienced the greatest correlated responses to selection, accounted for 
28% of the change in variance accounted for by IG .  Therefore, this trait combination accounted 
for 3.9% of the total change in variance.  The multivariate trait combination  significantly 
increased in variance by 1.044 (b = 0.172, F(1,6) = 18.02 , P = 0.005) and 0.533 (b = 0.121, F(1,6) = 
10.58 , P = 0.017) control phenotypic standard deviations in response to the disruptive selection 
applied to IG in each of the two replicate populations, respectively (Figure 2.4a). This was more 
than eight and three times the change in variance observed for IG and in the opposite direction.  
However, the observed increase in phenotypic variance was not significantly different from zero 
when tested over both replicates using a one-sample t-test (t1 = 5.72, P = 0.11).  As these 
regressions were performed on the change in variance of in response to the disruptive 
selection applied to IG, and not selection applied directly to , the slopes no longer represent 
realized heritabilities.  The quadratic selection differentials applied directly to  in each 
generation, determined by projecting this multivariate trait combination through C, were negative in 
three out of the six generations of selection for one replicate population and were negative in two 
out of the six generations for the other replicate population.  The presence of negative quadratic 
!EP2
!EP2 !EP3
!EP3 !EP3
!EP3 !IGvP3,1
!EP3 !IGvP3,1
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selection differentials indicated that stabilizing selection had been applied to this trait combination 
in those generations.  In total, the cumulative quadratic selection differentials of 0.52 and 1.05 in 
each of the two replicate populations, indicated that more disruptive than stabilizing selection was 
applied, however, this inconsistency precluded us from determining the realized heritability of this 
trait (Figure 2.4b).  
 
For the IM populations a similar proportion of 63% of the divergence among matrices was 
accounted for by the first four eigentensors of . The population specific coordinates for the first 
four eigentensors of the IM populations indicated that  , accounting for a total of 21% of the 
change in phenotypic variance, was the only eigentensor to capture a longitudinal change that was 
similar in both replicate populations (Figure 2.3e).  This, again, suggested that the variation among 
matrices captured by  was a consequence of the application of artificial selection.  , 
accounting for 19%, 14%, and 10% of the change in phenotypic variance, respectively, captured 
generation specific variation that was experienced similarly by both replicate populations per 
generation (Figure 2.3f-h).  To identify the trait combinations that experienced correlated responses 
to our application of selection we preformed an eigenanalysis of  for the IM populations.  The 
change in variance accounted for by this eigentensor was a consequence of a change in variance in 
several trait combinations, indicated by the fairly even distribution of eigenvalues returned from the 
eigenanalysis.  Again, the relatively equal number of positive and negative eigenvalues indicated 
that the change in variance was characterized by decreases in variance for as many trait 
combinations as there were increases in variance.  The leading eigenvector of IM  ( ) (Table 
2.1), the trait combinations that experienced the greatest correlated responses to selection, 
accounted for 32% of the change in variance accounted for by , corresponding to 6.7% of the 
total change in variance.  In response to disruptive selection applied to IM, the multivariate trait 
combination significantly increased in variance in one replicate population by 0.994 control 
phenotypic standard deviations (b = 0.108, F(1,6) = 24.13 , P = 0.003), an increase more than twice 
that observed for IM (Figure 2.4c). In the other replicate population also increased in 
phenotypic variance that was marginally non-significant (b = 0.112, F(1,6) = 5.39 , P = 0.059).  The 
overall the increase in phenotypic variance in this correlated trait combination, tested over both 
replicates was significantly different from zero (t1=56.64, P=0.011). The quadratic selection 
directly applied to , determined by projecting this multivariate trait combination through C, 
!∑P !EP1
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was consistently positive indicating that only disruptive selection was directly applied to this trait 
combination each generation, and therefore that we could determine the realized heritability. The 
realized heritability of  was 0.16 (F(1,6) = 20.37 , P = 0.004) and 0.37 (F(1,6) = 5.94 , P = 0.05) 
in each replicate population, respectively (Figure 2.4d).  However, overall the realized heritability 
tested over both replicates was not significantly different from zero (t1=2.49, d.f=1, P=0.24) as a 
consequence of the large variation between the two replicates.  For both replicate populations the 
amount of disruptive selection that was applied directly to was similar to that applied to IM in 
one replicate population and substantially less in the other replicate population (Figure 2.4c,d).  
Therefore, the phenotypic variance was more responsive to disruptive selection in  compared 
to IM. 
 
Hard selection against extreme individuals 
 
Our observation throughout the selection experiment that sires with the most extreme phenotypes 
often failed to produce offspring, suggested that natural and/or sexual selection may have been 
operating against males with extreme phenotypes.  We used a second-order polynomial regression 
on relative fitness (Lande and Arnold 1983) to estimate the quadratic and correlational selection 
gradients (Supplementary Table 2.5, Supplementary Table 2.6) and then implemented a canonical 
rotation of γ (H) to determine the multivariate axes under the strongest non-linear selection through 
this component of fitness.  Five of the eight eigenvectors of H for the IG dataset were subject to 
convex selection, given by their negative eigenvalues (Table 2.2).  Of these five eigenvectors two, 
h7 and h8, were statistically significant.  Neither h7 nor h8 appeared to be associated with our 
selection index IG, with vector correlations of 0.22 and 0.11, respectively. To determine whether the 
selection index IG was subject to stabilizing selection through this component of fitness, we 
projected IG through γ.   The projection yielded a value of -0.003 indicating that there was 
essentially no stabilizing (or disruptive) selection on IG acting through this component of fitness.  
Therefore, there was no evidence that selection acting through this component of fitness directly 
limited the response to artificial selection in IG, however, it’s possible that an indirect effect of 
selection h7 and h8 limited the response to selection in IG.   
 
For the IM dataset slightly more of the response surface was subject to convex selection, given by 
six of the eight eigenvectors with negative eigenvalues (Table 2.3).  Of these six eigenvectors only 
one was found to be statistically significant (h7).  Although h8 was subject to stronger convex 
selection than h7, h8 was driven by a small number of data points and therefore was not found to be 
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statistically significant (χ2 = 1.95, P=0.16).  Again, the projection of IM through γ returned a value 
of -0.019, indicating there was very little stabilizing selection on IM via this component of male 
fitness. 
 
 
DISCUSSION 
 
An alignment between the orientation of additive genetic variance in multivariate traits and the 
fitness surface is predicted by some theories of mutation-selection balance (Cheverud 1984; Arnold 
et al. 2001).  Although the uneven distribution of genetic variance across multivariate traits has 
been well established for a variety of traits and species (Hine and Blows 2006; Walsh and Blows 
2009; Kirkpatrick 2009; Blows and McGuigan 2015), whether this is a consequence of mutations 
generating high levels of variance in some trait combinations (Camara and Pigliucci 1999; Houle 
and Fierst 2013), stabilizing-selection eliminating variance in other trait combinations, or a 
combination of both factors, is for the most part unknown. Experimentally manipulating phenotypes 
through artificial selection in order to investigate selection on the variance has seldom been utilized, 
with many earlier experiments suffering from analytical limitations that hinder their interpretation.  
By using artificial disruptive selection, we were able to directly test whether two multivariate traits, 
predicted from VS to be experiencing different strengths of stabilizing selection, were subject to 
different strengths of stabilizing selection.  The results were contrary to our initial predictions that 
arose from VS, highlighting the importance of manipulative experiments as a complement to 
correlative evidence for selection.  Whether the pattern of responses to variance-increasing selection 
we observed reflect how axes of phenotypic variation respond in general can only be determined 
through further experimental manipulations of selection on the variance. 
 
The increase in phenotypic variance in IM compared to the decrease in IG for a similar cumulative 
amount of disruptive selection applied to both of these traits was contrary to our predictions for two 
reasons. First, had we predicted an order of magnitude more stabilizing selection on IM than IG 
(from VS), and consequently we anticipated the increase in phenotypic variance in IM in response to 
disruptive selection to be limited compared to that of IG (Arnold et al. 2001).  Second, we did not 
expect disruptive selection to decrease the phenotypic variance in a trait that it was applied to.  The 
selection index IG, which decreased in variance, represented the multivariate trait combination that 
contained the most additive genetic (gmax) and a high proportion of phenotypic variance (vector 
correlation between pmax and IG of 0.83) in the base population.  Therefore, selection along this 
vector was expected to produce a faster response than along IM (Schluter 1996; Arnold et al. 2001). 
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The strength of stabilizing selection estimated from Vs on IG was in the range of where selection is 
predicted to be overwhelmed by drift (Walsh and Lynch 2010).  Drift may also result in divergence 
among populations along gmax (Lande 1979; Phillips et al. 2001), and may be particularly important 
in the dynamics of small populations (Whitlock 2000). Although the effect of drift may be unique to 
each of the populations in the selection experiment and therefore cannot be entirely accounted for, 
we applied strong (50% double truncation) selection and standardized our response by the control 
populations (that may have also experienced drift along gmax), in an attempt to account for the effect 
of drift on the phenotypic variance.  Therefore, while it is possible that a portion of the response to 
selection that we observed may be a consequence of drift, it seems unlikely that the decrease in 
variance in IG can be entirely attributed to drift along this selection index. 
 
Over the six generations of artificial selection, the range of phenotypic values of the selection 
indices IM and IG did not increase beyond those observed in the base population (Figure 2.5), 
although the phenotypic variance of IM did increase.  We found no evidence that direct stabilizing 
selection was acting on either of our selection indices through the component of male fitness that 
we measured (failure to produce offspring), but trait combinations genetically correlated with our 
selection indices were subject to stabilizing selection via this component of fitness.  Therefore, the 
selection response in IM and IG may have been limited through the pleiotropic effects of correlated 
traits, which have been implicated in limiting sustained responses to directional selection (Yoo 
1980; Hine et al. 2011).   
 
Extreme phenotypes have been demonstrated to cause reduced fitness in both natural (Zhivotovsky 
and Feldman 1992) and agricultural populations (reviewed in Hill and Kirkpatrick 2010), and if 
such a fitness reduction caused individuals to die before their phenotype could be measured, our 
estimate of stabilizing selection would be biased upwards toward weaker selection (Hadfield 2008). 
Such a possibility may have also contributed to the absence of more extreme phenotypes in the 
selected populations relative to the existing phenotypic variation in the base population.  There have 
been few studies to address the consequence of this 'invisible fraction' on estimates of selection 
(Hadfield 2008). However, in Mimulus guttatus accounting for viability selection was found to have 
a profound effect on estimates of selection, reversing the overall direction of selection compared to 
estimates on the surviving fraction only (Mojica and Kelly 2010). 
 
In addition to pleiotropic effects of correlated traits potentially limiting the exaggeration of our 
selection indices, we also identified one correlated trait in each selection treatment that increased in 
phenotypic variance more than IG or IM in response to disruptive selection.  Correlated responses 
Chapter	  2:	  Artificial	  disruptive	  selection	  
	   74	  
are a common feature of directional selection (eg. Partridge and Fowler 1993; Zwaan et al. 1995; 
Cortese et al. 2002) and may be larger than the response in the trait targeted by selection (Rauw et 
al. 1998).  Disruptive selection experiments have also demonstrated responses in correlated traits 
(Bos and Scharloo 1973).  The trait combinations that experienced correlated responses here were 
subject to much less disruptive selection than IG in the IG populations, and a similar amount of 
disruptive selection as IM in the IM populations, resulting from the covariance structure among CHC 
traits.  Therefore, the larger increase in phenotypic variance in and  compared to IM and 
IG, respectively, may have been a consequence of weaker stabilizing selection acting on them. 
Projecting and through γ indicated that, similar to IM and IG, they were subject to little 
stabilizing selection via that component of fitness. The heritability of  was half that of IM at 
11%, while the heritability of  was 34%, about 10% higher than IG.  Therefore, while the 
higher heritability of  may partly explain the larger selection response (and in the predicted 
direction) compared to IG, the same cannot be said of  compared to IM. 
 
If the assumptions of the infinitesimal model are met, in artificial selection experiments over short 
timescales, the change of genetic variance in selected (and correlated) traits is predicted to be solely 
a consequence of linkage disequilibrium (Bulmer 1971, 1980).  The change in phenotypic variance 
in both of our selection indices differed from that predicted due to the build-up of linkage 
disequilibrium alone (Figure 2.1b, 2.2b), which may be a consequence of at least three mechanisms.  
First, in our calculation of linkage disequilibrium we have treated the selection indices IM and IG as 
if they were single traits, therefore we have only relied on their heritability (determined from a 
previous experiment) to calculate linkage disequilibrium, and did not take into account the 
covariance structure of G.  The effect of G on biasing the selection response of trait means is well 
known (Schluter 1996; McGuigan et al. 2005) with traits often responding in the opposite direction 
of selection (Hine et al. 2014), but it is unclear how the orientation of G might affect the selection 
response in trait variances. There were no cases in Hunt et al (2007) where the predicted change in 
genetic variance due to linkage disequilibrium in a single generation differed in sign from selection, 
however, the fitness surface in this experiment was unusual in that it was entirely stabilizing, while 
many estimates of multivariate stabilizing selection are characterized by both concave and convex 
selection (eg. Blows et al. 2003; Blows and Brooks 2003; Blows et al. 2004).  Therefore, whether 
the orientation of G alone could have resulted in a decrease in phenotypic variance in IG that had 
disruptive selection applied directly to it remains to be determined.   
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A second possibility is that the observed change in phenotypic variance did not reflect the 
underlying change in genetic variance (Willis et al. 1991).  Phenotypic (co)variances may resemble 
genetic (co)variances (Cheverud 1988) suggesting that they may be used as a proxy for genetic 
(co)variances (Steppan et al. 2002; Roff and Mousseau 2005; Revell et al. 2010), although whether 
they are adequate substitutes has been the subject of debate (Willis et al. 1991).   The infinitesimal 
model assumes that genetic and environmental variance is uncorrelated (Bulmer 1971; 1980), so 
any association between genotypes and their environmental variance may obscure underlying 
genetic patterns from P (Rausher 1992; Stinchcombe et al. 2002).  The environmental variance of 
traits under stabilizing selection is also predicted to be under variance reducing selection (Gavrilets 
and Hastings 1994; Wagner et al. 1997; Mulder et al. 2007), with disruptive selection similarly 
predicted to increase the genetic and environmental variance of a trait (Scharloo et al. 1967; Mulder 
et al. 2007).  While disruptive selection may have increased the environmental variance of IM and 
IG, the current data from agricultural populations (reviewed in Hill and Mulder 2010) and from 
estimates of the environmental variance in wing shape in this population of D. serrata (Sztepanacz 
et al, unpublished) indicate that the heritability of environmental variance is less than 1%.  In 
addition, in a disruptive selection experiment on wing shape in D. melanogaster that estimated the 
change in both within individual variation (environmental variance) and among individual 
variation, the change in within individual variance was found to account for less than 5% of the 
total response to disruptive selection (Pelabon et al 2010). While we cannot discount that a portion 
of our observed change in phenotypic variance in response to disruptive selection was due to a 
change in environmental variance, we expect that any change in environmental variance was small 
compared to the change in the genetic variance of the traits selected upon.  
 
Finally, the departure from linkage disequilibrium may indicate that IM and IG do not follow the 
infinitesimal model, and consequently that changes in allele frequencies contributed to their 
selection response.  The allele frequencies at loci underlying genetic variances in natural 
populations are generally unknown (Kelly 2009).  Theory predicts that the genetic variance at 
mutation-selection balance is predominantly a consequence of low frequency alleles (Johnson and 
Barton 2005), the presence of which is supported by genome-wide association studies (Yang et al. 
2010).  Low frequency alleles have been implicated in limiting the response to directional selection 
on multivariate CHC traits of D. serrata with low levels of standing genetic variance (Hine et al. 
2011; 2014).  Therefore, the increase in phenotypic variance in IM may have resulted from an 
increase in the frequency of alleles underlying this trait that were held in the base population at low 
frequency by stabilizing selection.  Allele frequency change may also explain the somewhat 
perplexing decrease in phenotypic variance in IG.  The selection index IG represents the major axis 
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of genetic variance in multivariate CHC traits, and has been suggested to capture substantial 
pleiotropic mutation in these traits (McGuigan et al. 2011).  If IG captures more pleiotropic alleles 
than IM that are nearly neutral with respect to fitness (Zhang and Hill 2005), then the frequency of 
alleles underlying IG may be more intermediate (Zhang and Hill 2005).  Therefore, strong 
disruptive selection may have increased the asymmetry in allele frequency, resulting in a decrease 
in the genetic and subsequently phenotypic variance of this selection index.  
 
Overall, our manipulation of multivariate phenotypic variance suggests that stabilizing selection 
acts on male CHCs of D. serrata, consistent with genetic analyses that suggest the genetic variance 
underlying CHCs may be subject to apparent stabilizing selection (McGuigan and Blows 2009; 
Delcourt et al. 2012; Sztepanacz and Rundle 2012).  However, our experiment did not reveal a 
pattern of stabilizing selection that is consistent with the predicted strength of selection estimated 
from the levels of standing genetic and mutational variance underlying CHC traits.  It was 
particularly surprising that we were unable to increase the phenotypic variance in a trait 
combination that accounted for the most standing genetic and a large proportion of phenotypic 
variance in CHC traits.  Results from directional selection on these traits suggest that contrasting 
patterns of allele frequencies may underlie trait combinations with high versus low levels of 
standing genetic variance and determine the response to artificial selection (Hine et al. 2011; 2014).  
Similarly, the increase in phenotypic variance in IM and decrease in IG are consistent with the effect 
of disruptive selection increasing low frequency alleles that underlie IM, and increasing the 
asymmetry of intermediate frequency alleles that underlie IG.  Determining how genetic variance 
responds to selection will help elucidate the genetic details of loci underlying trait combinations 
that are subject to varying strengths of stabilizing selection. 
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Table 2.1:  Multivariate trait combinations of interest. 
The multivariate trait combinations describing the major axis of phenotypic variance in the base population pmax, the major axis of standing genetic 
variance in the base population gmax, the axis of high mutational variance in the base population IM. !IGvP3,1 is the multivariate combination of CHCs that 
accounts for the greatest longitudinal divergence among P-matrices in the two replicate IG populations, and  !IMvP1,1 is the multivariate combination of 
CHCs that accounts for the greatest longitudinal divergence among P-matrices in the two replicate IM populations.  h2 is the heritability of each of these 
trait combinations in the base population. 
 
 
 
 
 
 
 
  
CHC  pmax gmax IM !IGvP3,1  !IMvP1,1  
 h2  0.24 0.22 0.34 0.11 
Z,Z-5,9-C25:2  -0.181 0.393 -0.008 0.309 -0.021 
Z-9-C25:1  -0.786 0.376 -0.016 0.197 -0.139 
Z-9-C26:1  -0.199 0.242 -0.141 -0.222 0.052 
2-Me-C25  -0.251 0.453 0.144 0.789 0.171 
Z,Z-5,9-C27:2  -0.241 0.374 -0.279 -0.290 -0.480 
2-Me-C28  -0.255 0.419 0.143 -0.158 0.112 
Z,Z-5,9-C29:2  -0.234 -0.075 -0.858 0.008 0.831 
2-Me-C30  -0.263 0.346 0.351 -0.292 0.126 
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Table 2.2: Matrix of eigenvectors from a canonical analysis. 
Matrix of eigenvectors from the canonical analysis of γ for the eight log-contrast CHC traits in the two replicate IG and two replicate control 
populations 
 
 
 
 
 
 
 
 
 
 
 
 
 *p<0.05  
hi λi Z,Z-5,9-C25:2 Z-9-C25:1 Z-9-C26:1 2-Me-C25 Z,Z-5,9-C27:2 2-Me-C28 Z,Z-5,9-C29:2 2-Me-C30 
h1 0.0214 0.3904 0.0847 -0.2534 0.1983 -0.6329 -0.2789 0.5041 0.0667 
h2 0.0026 0.3264 0.8249 -0.0231 0.1276 0.1404 0.2977 -0.0741 -0.2870 
h3 0.0004 0.2250 -0.0777 0.5144 0.2944 0.1668 0.4029 0.3434 0.5329 
h4 -0.0029 -0.2841 -0.0723 -0.7026 0.4218 0.0522 0.4460 -0.0013 0.2020 
h5 -0.0094 0.3072 -0.3781 0.0243 0.5840 0.3554 -0.1910 0.0157 -0.5080 
h6 -0.0159 0.5316 -0.0139 -0.3798 -0.2465 0.4524 -0.2861 -0.1531 0.4497 
h7 -0.0198* -0.2084 0.0485 -0.1463 -0.3233 0.4273 0.0018 0.7733 -0.2185 
h8 -0.0901* -0.4352 0.3945 0.1032 0.4166 0.1887 -0.5949 0.0290 0.2836 
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Table 2.3: Matrix of eigenvectors from a canonical analysis. The	  matrix	  of	  eigenvectors	  from	  the	  canonical	  analysis	  of	  γ	  for	  the	  eight	  log-­‐contrast	  CHC	  traits	  in	  the	  two	  replicate	  IM	  and	  two	  replicate	  control	  populations	  
 
 
 
*p<0.05 
  
hi λi Z,Z-5,9-C25:2 Z-9-C25:1 Z-9-C26:1 2-Me-C25 Z,Z-5,9-C27:2 2-Me-C28 Z,Z-5,9-C29:2 2-Me-C30 
h1 0.0140 -0.2915 0.5217 0.2027 -0.6188 -0.1182 0.3805 -0.0417 0.2418 
h2 0.0079 0.3378 -0.0592 -0.4703 0.1845 -0.4671 0.5685 -0.1470 0.2532 
h3 0.0001 0.5936 0.3701 0.4865 0.3116 0.2796 0.1617 0.1599 0.2167 
h4 -0.0023 -0.3709 -0.5842 0.3166 0.1425 0.2057 0.4271 0.1903 0.3736 
h5 -0.0097 0.0851 -0.0193 -0.0850 -0.1451 -0.3297 -0.1320 0.9141 0.0486 
h6 -0.0130 -0.2198 0.3104 -0.5662 0.1680 0.6143 0.2397 0.2605 -0.0621 
h7 -0.0284* -0.3672 0.2551 0.2603 0.4929 -0.3505 0.2718 0.0832 -0.5345 
h8 -0.0549 -0.3471 0.2904 -0.0721 0.4165 -0.1960 -0.4180 -0.0668 0.6316 
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 Figure 2.1: The response to selection in IM 
a) Response of the index trait IM under selection in each of the two replicate populations (solid and dashed lines), and the fitted lines from a linear 
regression (dotted lines).  The response was scaled by control line phenotypic variance in each generation, therefore the response is shown in 
units of control line phenotypic standard deviations. b) The phenotypic variance in the index trait IM in each of the two replicate populations 
(solid and dashed lines) that is predicted to be a consequence of linkage-disequilibrium. 
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Figure 2.2: The response to selection in IG 
a) Response of the index trait IG under selection in each of the two replicate populations (solid and dashed lines), and the fitted lines from a linear 
regression (dotted lines).  The response was scaled by control line phenotypic variance in each generation, therefore the response is shown in 
units of control line phenotypic standard deviations. b) The phenotypic variance in the index trait IG in each of the two replicate populations 
(solid and dashed lines) that is predicted to be a consequence of linkage-disequilibrium. 
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Figure 2.3: Population specific coordinates for the eigentensors. 
The population specific coordinates for the jth population in the tth generation in the first four 
eigentensors that accounted for divergence among the IG populations (a-d) and the first four 
eigentensors that accounted for the divergence among the IM populations. 
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Figure 2.4: Correlated responses to selection 
a) Response of the multivariate trait combination described by the leading eigenvector of the
third covariance tensor as a result of the cumulative quadratic selection differential 
applied to IG in each of the two replicate IG populations (solid and dashed lines).  The 
dotted lines represent the fitted lines from a linear regression. b) Response of the multivariate 
trait combination described by the leading eigenvector of the third covariance tensor as a 
result of the cumulative quadratic selection differential applied directly to in each of the 
two replicate populations (solid and dashed lines). c) Response of the multivariate trait 
combination described by the leading eigenvector of the first covariance tensor as a result 
of the cumulative quadratic selection differential applied to IM in each of the two replicate 
IM populations (solid and dashed lines).  The dotted lines represent the fitted lines from a 
linear regression. d) Response of the multivariate trait combination described by the leading 
eigenvector of the first covariance tensor as a result of the cumulative quadratic selection 
differential applied directly to in each of the two replicate populations (solid and dashed 
lines).  The dotted lines represent the fitted lines from a linear regression.
!vP1,3!vP1,3
!vP1,3!vP1,3
!vP1,1!vP1,1
!vP1,1!vP1,1
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Male scores for the index traits IG and IM for both replicate populations of each treatment in each generation of the selection experiment.
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Figure 2.5: Phenotypic scores for IM and IG 
Male scores for the index traits IG and IM for both replicate populations of each treatment in each generation of the selection experiment. 
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SUPPLEMENTARY METHODS AND RESULTS 
Selection indices 
Prior to commencing the selection experiment we implemented a standard paternal half-sibling 
breeding design in order to estimate the additive genetic co-variance matrix (G) of male cuticular 
hydrocarbons, and to obtain our selection index IG.  One hundred and fifty sires were each mated 
individually to three virgin dams in succession.  Dams were provided 24h of mating opportunities 
and were allowed to oviposit for 72h. The breeding design was implemented in three successive 
blocks with approximately 40, 60, and 50 sires in each, respectively.  Upon eclosion, ten virgin 
males were collected from each family, and were held as virgins at a density of five flies per vial 
and were three to five days old at the time of the assays.  Virgin males were used for a binomial 
mate choice assay (for another purpose) prior to extraction of their CHCs, following the methods 
outlined in detail in Sztepanacz and Rundle (2012). For the CHC extraction, males were washed 
individually in 100µl of hexane for three minutes followed by one-minute agitation on the vortex 
mixer, after which males were removed from the hexane, and individual CHC samples were 
analyzed on a HP gas chromatography machine using standard protocols (Sztepanacz and Rundle 
2012).  In total we analyzed the CHC profiles of 3,373 males from 145 sires.  Individual CHCs 
were identified based on retention time and analyzed by quantifying the area under nine peaks that 
have been previously investigated (eg. Higgie et al. 2000; Rundle et al. 2006; Higgie and Blows 
2007), and correspond to the compounds: (Z,Z)-5,9-C24:2 ; (Z,Z)-5,9-C25:2 ; (Z)-9-C25:1 ; (Z)-9- 
C26:1 ; 2-Me-C26 ; (Z,Z)-5,9-C27:2 ; 2-Me-C28 ; (Z,Z)-5,9-C29:2 ; and 2-Me-C30 (Howard et al. 2003).  
We calculated the relative abundance of each hydrocarbon by dividing the area under each peak by 
the total area under all peaks, in order to account for non-biological variation in CHC abundance.  
The proportions were then transformed into log-contrasts using (Z,Z)-5,9-C24:2  as the common 
divisor, in order to break the sum constraint of using proportions in compositional data (Sztepanacz 
and Rundle 2012). 
 
We obtained a restricted maximum likelihood estimate of G, for the eight log-contrast CHCs, that 
has not been further transformed or standardized, with the following mixed model implemented 
using the MIXED procedure in SAS (version 9.2; SAS Institute Inc.) 
  Yijlm =µ+Si +Dj(i)+B1+εijlm 
Fixed effects included the intercept (µ), and experimental block (B). Sire (S) and dam nested within 
sire (D) were random effects. A spectral decomposition of G (Supplementary Table 2.1) yielded its 
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eigenvectors, of which we used the major axis gmax as our selection index.  This multivariate trait 
combination closely corresponded to that estimated in several other studies of D. serrata (Hine et 
al. 2011; Sztepanacz and Rundle 2012; Hine et al. 2014). 
 
The selection index IM was obtained from a multivariate analysis of a mutation accumulation 
experiment that was initiated from the same population of D. serrata, prior to the current selection 
experiment.  The experimental methods are described in detail in McGuigan et al (2015).  Briefly, 
from 240 full-sib families, one son and one daughter were haphazardly chosen, and randomly 
assigned a non-sibling mating partner to found each generation of the mutation accumulation 
experiment. The breeding design was maintained for 21 generations, with an effective population 
size of 958 each generation. Sires were assayed for their CHC phenotypes every generation using 
standard protocols, and overall, the experimental pedigree contained 5160 males, with CHC profiles 
from 4,945 of these males.  The statistical analyses of these data are described in detail in Aguirre et 
al (submitted).  Briefly, Aguirre et al (submitted) partitioned variation in log-contrast CHC 
phenotypes into additive and mutational components using a multivariate animal model 
implemented in the MCMCglmm package in R in order to obtain the mutational covariance matrix 
(M) of CHCs (Supplementary Table 2.2).  A spectral decomposition of M yielded its eigenvectors, 
of which we used the major axis as our selection index, IM.  At the commencement of the current 
selection experiment only a preliminary estimate of M was available, and consequently our 
selection vector IM differs from the vector mmax that is presented in Aguirre et al (submitted).  
Nevertheless, a projection of IM through M indicated that it fell within a subspace that had high 
mutational variance.  
 
Analysis of replicate control populations 
 
We obtained an estimate of the phenotypic covariance matrix for the eight CHC traits from the 
control populations using a multivariate model implemented using the MIXED procedure in SAS.  
To determine whether the phenotypic covariance matrices from the two replicate control 
populations significantly differed from each other in each generation of the selection experiment we 
used a likelihood ratio test with 36 degrees of freedom to compare the fit of this model to one that 
allowed separate covariance matrices to be estimated for each replicate population, implemented 
using the “group” statement in SAS (Sztepanacz and Rundle 2012).  Estimating separate covariance 
matrices did not improve the fit of the model for generations 0 to 4 (Generation 0 !χ 362  = 49.16, P 
=0.07; Generation 1 !χ 362 = 41.81, P =0.23; Generation 2 !χ 362 =38.53, P =0.36; Generation 3 !χ 362
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=31.07, P =0.70; Generation 4 !χ 362 = 49.38, P =0.07), indicating that the replicate matrices did not 
differ from each other in these generations.  However, in generation 5 and 6 estimating separate 
matrices did improve the fit of the model (Generation 5 !χ 362 = 65.63, P <0.01; Generation 6 !χ 362 = 
53.53, P =0.03).  To determine the magnitude of the difference identified in generations 5 and 6, we 
implemented a Krzanowski’s common subspace approach (Krzanowski, 1979) that identifies the 
similarity in orientation of two subspaces using the equation 
 
 
 
where the matrices and contain the subset k of the eigenvectors of the two replicate 
matrices as columns and where k	 ≤ n/2. The sum of the eigenvalues of S indicate the similarity of 
the subspaces, with 0 indicating that they are orthogonal and k indicating that they completely 
overlap.  This comparison identified an 85% and 89% similarity in generation 5 and 6, respectively, 
between the first four eigenvectors of each of the two replicate matrices in each generation.  
Therefore, the magnitude of the difference identified between the matrices was relatively small in 
each generation.   
 
 
  
!S=Prep2T Prep1Prep1T Prep2
!Prep1 !Prep2
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Supplementary	  Figure	  2.1:	  	  An	  illustration	  of	  the	  artificial	  selection	  procedure.	  	  In	  Step	  1	  120 
randomly chosen (2-3 day old) virgin male-female pairs, placed singly in vials.  Pairs were given 
the opportunity to mate and oviposit for 48h.  In Step 2 the males (sires) were removed from each 
vial for CHC analysis and the females were discarded.  In Step 3 sires were scored and ranked for 
their respective selection indices, except for the control lines where sires were scored for both 
selection indices but were not ranked. Sires’ scores for the selection index in their respective 
treatments were calculated as yTij gj, where yij is the vector of log-contrast CHC values for individual 
I in population j, and gj is the given selection index in population j (either IG or IM). In Step 4 sires 
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were sorted by their selection index scores, and ranked from one to 120 and the 30 top-ranked and 
30 bottom-ranked sires were selected, with the additional criterion that the average index score of 
the chosen sires would equal the average index score of control lines.  Therefore, there was some 
variation in the number of top-ranked and bottom-ranked sires chosen each generation, but in all 
cases sires were added or removed from the inner tails of the distribution in order to maintain 
individuals with the most extreme scores.  For each of the two control populations, 60 sires were 
randomly chosen without regard to their index scores for either trait.  From these chosen sires two 
sons and two daughters were randomly selected and assigned a mating partner to form the 120 
male-female pairs that comprise Step 1.  This process was repeated for a total of six generations. 
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Supplementary Table 2.1: The genetic covariance matrix (G) for CHC traits. 
The genetic covariance matrix (G) for CHC traits, estimated as four times the unstructured sire level covariance matrix.  
G 
Z,Z-5,9-C25:2 0.008872 
Z-9-C25:1 0.008572 0.008708 
Z-9-C26:1 0.005284 0.005688 0.005848 
2-Me-C25 0.009596 0.00838 0.005044 0.01388 
Z,Z-5,9-C27:2 0.007596 0.00744 0.004892 0.008364 0.010148 
2-Me-C28 0.008904 0.00848 0.00502 0.010368 0.008936 0.010036 
Z,Z-5,9-C29:2 -0.00216 -0.00232 -0.00192 -0.00388 0.002792 -0.00076 0.007788 
2-Me-C30 0.007276 0.006788 0.003752 0.007912 0.007156 0.00812 -0.00088 0.008656 
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Supplementary Table 2.2: Posterior median estimates of the mutational covariance matrix (M) for CHC traits 
Posterior median estimates of the mutational covariance matrix (M) for CHC traits.  All values x 1000 as in McGuigan et al (2015). 
M 
Z,Z-5,9-C25:2 0.0015100 
Z-9-C25:1 0.0000425 0.0061100 
Z-9-C26:1 -0.0000675 0.0000119 0.0215000 
2-Me-C25 -0.0000069 0.0000027 0.0000685 0.0025700 
Z,Z-5,9-C27:2 0.0000772 -0.0000053 0.0003420 0.0000286 0.0075000 
2-Me-C28 0.0000055 -0.0000028 -0.0000366 0.0000381 -0.0000114 0.0005960 
Z,Z-5,9-C29:2 -0.0000410 0.0000016 0.0000277 -0.0000094 0.0004280 -0.0000057 0.0159000 
2-Me-C30 0.0000001 -0.0000008 0.0000545 -0.0001280 -0.0000063 0.0000533 0.0000019 0.0019100 
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Supplementary Table 2.3: Multivariate stabilizing selection on CHCs 
Multivariate stabilizing selection on CHCs calculated as  . Vs =
(G−1/2MG−1/2)−12
Vs 
Z,Z-5,9-C25:2 272.2543 
Z-9-C25:1 153.0568 224.1663 
Z-9-C26:1 37.7276 44.9690 82.6085 
2-Me-C25 307.8889 223.9657 -90.6577 2301.0321 
Z,Z-5,9-C27:2 233.3922 209.2429 123.9799 168.3331 517.1028 
2-Me-C28 377.4432 363.0938 -30.1262 1639.4853 402.9359 2108.0721 
Z,Z-5,9-C29:2 196.1692 203.3894 52.6197 506.4893 336.5591 733.9316 415.5075 
2-Me-C30 292.4237 371.3211 80.6060 367.2200 500.5751 1501.7382 678.1796 2132.8242 
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Supplementary Table 2.4: The phenotypic covariance matrix (P) for CHC traits. 
The phenotypic covariance matrix (P) for CHC traits. 
  
P         
Z,Z-5,9-C25:2 0.0346               
Z-9-C25:1 0.0337 0.0353       
Z-9-C26:1 0.0334 0.0326 0.0407      
2-Me-C25 0.0345 0.0333 0.0298 0.0515     
Z,Z-5,9-C27:2 0.0344 0.0336 0.0362 0.0354 0.0466    
2-Me-C28 0.0339 0.0334 0.0315 0.0439 0.0370 0.0432   
Z,Z-5,9-C29:2 0.0327 0.0320 0.0360 0.0325 0.0471 0.0368 0.0618  
2-Me-C30 0.0331 0.0320 0.0333 0.0374 0.0373 0.0406 0.0390 0.0520 
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Supplementary Table 2.5: Quadratic and correlational selection gradients in IG populations 
The matrix of quadratic and correlational selection gradients (γ) for eight log-contrast CHC traits for the two replicate IG and two replicate control 
populations. Statistical significance of individual quadratic regression coefficients was determined using a generalized linear model with a logistic link 
function, fit via maximum likelihood. 
*p<0.05
Z,Z-5,9-C25:2 Z-9-C25:1 Z-9-C26:1 2-Me-C25 Z,Z-5,9-C27:2 2-Me-C28 Z,Z-5,9-C29:2 2-Me-C30
Z,Z-5,9-C25:2 -0.0381
Z-9-C25:1 0.0348 -0.0258*
Z-9-C26:1 0.0075 -0.0080 -0.0069
2-Me-C25 0.0335 -0.0225 -0.0126 -0.0410
Z,Z-5,9-C27:2 -0.0014 -0.0126 0.0108 -0.0138 -0.0051
2-Me-C28 -0.0421 0.0394 0.0121 0.0395 0.0317 -0.0614
Z,Z-5,9-C29:2 0.0185 -0.0019 -0.0031 0.0101 -0.0243 -0.0041 -0.0129
2-Me-C30 0.0161 -0.0230 -0.0005 -0.0143 -0.0105 0.0297 0.0088 -0.0258
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Supplementary Table 2.6: Quadratic and correlational selection gradients in IM populations 
The matrix of quadratic and correlational selection gradients (γ) for eight log-contrast CHC traits in the two replicate IM and two replicate control 
populations. Statistical significance of individual quadratic regression coefficients was determined using a generalized linear model with a logistic link 
function, fit via maximum likelihood. 
*p<0.05
Z,Z-5,9-C25:2 Z-9-C25:1 Z-9-C26:1 2-Me-C25 Z,Z-5,9-C27:2 2-Me-C28 Z,Z-5,9-C29:2 2-Me-C30
Z,Z-5,9-C25:2 -0.0178
Z-9-C25:1 0.0120 -0.0089
Z-9-C26:1 -0.0039 0.0069 -0.0083
2-Me-C25 0.0319 -0.0291 -0.0065 -0.0216
Z,Z-5,9-C27:2 -0.0113 0.0052 0.0139 0.0149 -0.0185
2-Me-C28 -0.0076 0.0128 -0.0063 0.0046 -0.0134 -0.0160
Z,Z-5,9-C29:2 -0.0009 -0.0008 0.0039 0.0022 0.0028 -0.0055 -0.0176
2-Me-C30 0.0118 -0.0072 0.0104 -0.0163 0.0012 0.0397 0.0052 -0.0551*
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Chapter 3: Heritable Micro-Environmental Variance Covaries with 
Fitness In An Outbred Population Of Drosophila serrata 
ABSTRACT 
The extent to which an individual's phenotype is affected by stochastic variation that occurs within 
a given defined environment, and the consequences of such micro-environmental variance for 
fitness is poorly understood. Using a multigenerational breeding design in Drosophila serrata, we 
obtain an estimate of the additive genetic variance of the micro-environmental variance in a set of 
morphological wing traits in a randomly mating population.  The micro-environmental variance of 
wing-shape had significant additive genetic variance in most single wing traits, and although 
heritability was low (< 1%), coefficients of additive genetic variance were of a magnitude typical of 
other morphological traits, indicating that the micro-environmental variance is an evolvable trait.  
The micro-environmental variance was genetically correlated among wing traits, suggesting that 
common mechanisms of environmental buffering exist for this functionally related set of traits.  
Through its association with fitness, we demonstrated that the major axes of micro-environmental 
variance were subject to variance reducing selection, although statistical support for the additive 
genetic association between fitness and the micro-environmental variance was weak.  However, a 
positive covariance between the dominance genetic variance in fitness and micro-environmental 
variance indicated that the micro-environmental variance shares a genetic basis with fitness.  
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INTRODUCTION 
There has been a long history of interest in how genotypes vary in their environmentally generated 
phenotypic variance (Reeve and Robertson 1953; Waddington 1953; Lerner 1954), and in the 
fitness consequences of that variation (Schlichting 1986, Tonsor et al, 2013; Gavrilets and Hastings 
1994; Wagner et al. 1997; Mulder et al. 2007). Recent analyses of long-term field data from wild 
populations (Garant et al. 2004; Charmantier and Gienapp 2013; Gienapp and Merila 2014; 
Bouwhuis et al. 2014; Merila and Hendry 2014) have highlighted the substantial covariance that the 
environment can generate between fitness and phenotypes (Rausher 1992). However, there remains 
considerable uncertainty as to whether environmental variance and fitness share a genetic basis, and 
therefore if environmental variance evolves as a consequence of selection. Improved understanding 
of these questions are key to understanding how heritable variation in environmental sensitivity 
might influence evolution (Lande 2009, 2015; Chevin et al. 2013).    
There are three nested scales of environmental variation from which environmental variance (VE) 
(as a component of phenotypic variance) can arise. The environmental variance generated by 
macro-environmental variation has been referred to as plasticity, while that from external and 
internal micro-environmental variation is referred to as canalization and developmental instability, 
respectively.  While the difference between macro- and micro- environments is an arbitrary division 
of a continuous scale of environmental effects (Debat and David 2001), determining the genetic 
basis of macro- vs. micro- environmental variance requires different approaches, focused on trait 
mean and trait variance, respectively. Evidence for genetic variance in plasticity typically relies on 
analyzing the difference in mean phenotype of particular genotypes across defined macro-
environments, with many studies providing clear evidence of genetic variance in phenotypic 
responses to macro-environmental variation (eg. Schlichting 1986; Lynch and Walsh 1998; 
Pigliucci 2005).  In contrast, evidence for genetic variance in micro-environmental variance (both 
developmental instability and canalization) requires analyzing the variance in phenotype of 
particular genotypes within a given macro-environment.  This dependence on variances poses a 
two-fold problem for empirical studies of micro-environmental variance. First, estimating variances 
requires greater sample sizes than estimation of means because of the greater sampling variance 
(Fuller and Houle 2002; Visscher and Posthuma 2010; Hill and Mulder 2007). Second, the trait of 
interest can no longer be adequately described by a single phenotypic measure made on an 
individual.   
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In evolutionary studies two general approaches have been used to estimate the genetic variance in 
micro-environmental variance.  First, inbred lines have been used in order to gain replicate 
phenotypic measures on genetically identical individuals reared within the same macro-
environment, providing a combined estimate of the genetic variance in internal and external micro-
environmental variance. As each genetic group has equal (zero) genetic variance (Falconer and 
Mackay 1981), differences in the phenotypic variance among groups reflects genotype differences 
in total micro-environmental variance.  Genetic variance in micro-environmental variance, 
measured in this way, has been demonstrated for a range of trait types in yeast, invertebrate and 
plant models (Whitlock and Fowler 1999; Mackay and Lyman 2005; Hall et al. 2007; Ordas et al. 
2008), with high broad-sense heritability estimates ranging from 36-81% (Ansel et al. 2008; 
Morgante et al. 2015).  However, these broad-sense heritability estimates will be particularly 
sensitive to sample size, and cannot distinguish additive from non-additive genetic contributions to 
micro-environmental variance.  Data from recombinant inbred lines suggests that alleles underlying 
environmental sensitivity are largely recessive (Tonsor et al 2013), consistent with the widely 
established decrease in environmental variance that occurs when inbred lines are crossed (Falconer 
1981), suggesting that non-additive genetic variance may comprise a portion of the micro-
environmental variance measured.   
A second approach to estimating the genetic variance in micro-environmental variance has been to 
estimate levels of fluctuating asymmetry for replicated body parts, the within-individual component 
of micro-environmental variance (developmental instability). In contrast to the high broad-sense 
heritability of total micro-environmental variance, estimates of the narrow-sense heritability of 
fluctuating asymmetry (as a proxy for developmental instability) in outbred populations are 
typically low (Fuller and Houle 2003).  However, fluctuating asymmetry is likely to be an 
incomplete measure of internal micro-environmental variation (Whitlock 1996; 1998; Leamy and 
Klingenberg 2005), and heritability might subsequently be much higher than inferred from these 
studies, comparable to heritability of life history traits (Carter and Houle 2011).  Therefore, it 
remains somewhat unclear whether narrow-sense heritability of micro-environmental variance is 
high or low in general.  Investigations of developmental stability have also provided some evidence 
that non-additive genetic effects partly determine levels of micro-environmental variance. There is 
some weak evidence that heterozygotes exhibit less fluctuating asymmetry than homozygotes 
(Leamy and Klingenberg 2005) and that developmental instability may be determined in part by 
epistasis (Pélabon et al. 2010).  However, it is unknown whether non-additive gene action might 
typically generate non-additive genetic variance in micro-environmental variance. 
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If non-additive genetic effects comprise a large component of the broad-sense heritability of micro-
environmental variance, determining whether micro-environmental variance can respond to 
selection is difficult. Under certain simplifying assumptions regarding the shape of the population 
fitness function, theoretical models predict that that when an intermediate phenotype has the highest 
fitness and a population resides near its fitness optimum, selection should reduce environmental 
(and genetic) variance, favouring individuals that exhibit a trait value near the fitness optimum 
(Tonsor et al, 2013; Gavrilets and Hastings 1994; Wagner et al. 1997; Mulder et al. 2007). In 
contrast, under episodes of fluctuating, disruptive, or directional selection, individuals with more 
extreme phenotypes are more likely to exhibit the trait value with the highest fitness, and therefore, 
the magnitude of micro-environmental variance is predicted to increase (Tonsor et al, 2013; 
Scharloo et al. 1967; Hill and Zhang 2004; Mulder et al. 2007).  For both correlative studies in 
natural populations and manipulative artificial selection experiments, some studies have reported 
patterns that are consistent with the predicted relationships between fitness and the micro-
environmental component of phenotypic variance, while others have found no relationship or one 
counter to predictions (reviewed in Lens et al. 2002; Leamy and Klingenberg 2005; Pélabon et al. 
2010). Overall, the empirical and analytical difficulties associated with measuring micro-
environmental variance (Whitlock and Fowler 1997; Clarke 1998; Lens et al. 2002), estimating its 
additive genetic variance (Fuller and Houle 2002; Visscher and Posthuma 2010; Hill and Mulder 
2007), and finally in measuring the selection on this component of phenotypic variance, have all 
hindered a clear consensus of how micro-environmental variance evolves in response to selection 
(Mulder et al. 2015), and therefore of the evolutionary significance of this variation (Lande 2009, 
2015; Chevin et al. 2013).  
 
Here, we adopt a third approach that has been used in animal breeding studies, which enables an 
estimate of the additive genetic variance in the total micro-environmental variance.   We conducted 
a large, two-generation breeding design in an outbred population of Drosophila serrata, measuring a 
suite of wing-shape traits and fitness.  In outbred populations, an estimate of the additive genetic 
variance in micro-environmental variance can be gained by treating the micro-environmental 
component of phenotypic variance as a trait itself, using a pedigreed population and the appropriate 
linear model (Hill 2007; Hill and Mulder 2010).  First, the phenotypic variance in a trait is 
partitioned to the genetic (VG) and environmental (VE) components, and then VE itself is 
partitioned into genetic and environmental components.  In contrast to the high broad-sense 
heritability estimates of micro-environmental variance from inbred lines, estimates of additive 
genetic variance in micro-environmental variance from outbred agricultural populations suggest the 
narrow-sense heritability is very low.  It has been found to range from 0.00 to 0.048 for traits such 
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as litter size in sheep (SanCristobal-Gaudy et al. 2001), pigs (Sorensen and Waagepetersen 2003) 
and rabbits (Ibanez-Escriche et al. 2008), and body weight in snails (Ros 2004), broiler chickens 
(Wolc et al. 2009; Mulder et al. 2009), and rainbow trout (Janhunen et al. 2012). Whether these 
estimates from populations typically subject to generations of artificial directional selection are 
representative of randomly mating, outbred populations is generally unknown, although recent 
evidence from a wild great tit population similarly found a low narrow-sense heritability of 0.005 
for micro-environmental variance of fledgling weight (Mulder et al, 2016).  If the narrow-sense 
heritability is indeed very low, as these studies suggest, the evolutionary implications of micro-
environmental variance may be substantially different than predicted from micro-environmental 
variance estimates from inbred lines. 
Employing a two-step method of analysis (Wolc et al. 2009; Mulder et al. 2009), our experimental 
design enabled us to estimate the additive genetic variance in the micro-environmental variance of 
wing shape, in addition to estimating the genetic variance for a comprehensive measure of fitness.  
Our multi-generation breeding design enabled us to reduce the non-additive genetic and Mendelian 
sampling variance that contributed to the phenotypic variance of VE, improving on previous studies 
(Mulder et al. 2009; Mulder et al 2016).  Finally, by measuring both fitness and micro-
environmental variance in the same breeding design we were able to directly test, for a population 
predicted to be under mutation-selection balance, whether micro-environmental variance could 
respond to selection (Mulder et al. 2015). 
METHODS 
The experimental design, based on a large, lab-adapted population of D. serrata (Hine et al. 2014), 
is described in detail in Sztepanacz and Blows (2015). Briefly, the first generation employed a 
paternal half sibling breeding design, where 75 sires were each mated to three virgin dams (total of 
225 dams). The second generation employed a double first cousin breeding design, where two pairs 
of full brothers from each dam (i.e., four sons per dam) were mated to two pairs of full sisters from 
a different sire in a circular pattern, such that the two pairs of sisters were not related to each other 
or to the mating partners of their brothers and sisters.  Upon emergence, virgin sons were collected 
from each of the 685 families that produced offspring in that generation, and a median of five and 
eight sons per family were allocated for use in a competitive fitness assay and for wing 
phenotyping, respectively.  
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This experimental design enabled us to estimate the genetic variance in the mean of wing-shape 
traits, in addition to the genetic variance in the micro-environmental variance of these same traits.  
Because we also measured fitness on the brothers of individuals that had their wings phenotyped we 
were able to determine how both wing-shape and its micro-environmental variance genetically 
covaried with fitness, and therefore, whether wing-shape and its micro-environmental variance 
could respond to selection. In total, we analyzed wings from 5040 individuals in 685 families, and 
fitness from 2883 individuals in 666 families (Table 3.1).  
For wing phenotypes, one wing from each male (either left or right) was removed and mounted on a 
standard microscope slide using double-sided tape. Wings were photographed and nine landmarks 
(Figure 1) corresponding to those previously described (McGuigan and Blows 2007; McGuigan et 
al. 2013) were recorded using tpsDig2 software (Rohlf 2005).  Landmarks were then aligned by 
generalized Procrustes least squares superimposition using tpsRegW (Rohlf 1999, 2005; Rohlf and 
Slice 1990) in order to characterize shape variation free from uniform size variation.  The Euclidian 
distance between aligned landmark coordinates was calculated, and eight interlandmark distances: 
aLM2-4, aLM2-5, aLM2-8, aLM3-7, aLM3-9, aLM4-5, aLM5-6, aLM5-8, were used as wing-
shape traits in subsequent analyses (Figure 1) (Sztepanacz and Blows 2015). By measuring only one 
wing from each male, we were unable to partition the within-individual variance in wing-shape 
(fluctuating asymmetry) from the among-individual variance, and therefore these data result in a 
combined estimate of the internal and external micro-environmental variance in wing-shape.  As 
wings were chosen haphazardly from either the left or the right, the phenotypic variance in wing 
shape may also be confounded with directional asymmetry.  While there is no evidence for 
directional asymmetry in D. serrata, it has been demonstrated in D. melanogaster (Klingenberg et 
al 1998), and if present may therefore inflate the phenotypic variance estimated for our wing-shape 
traits.   
Male fitness was assessed for up to five sons from each family.  A focal male from the breeding 
design (red-eyed) was placed in a vial with two females and a competitor male (orange-eyed), 
where flies were allowed to freely mate and oviposit for 48h before being discarded from the vials.  
After eclosion, the resulting offspring were scored for paternity using eye-colour, where orange is 
recessive to red.  In this assay, the number of adult offspring sired by a male from the breeding 
design reflects his competitive mating success, the productivity of the female he mated to, and the 
survival to emergence of his offspring.  Vials that did not produce any offspring (zeros), likely due 
to female damage or death, were removed prior to analyses.  In the following analyses, male 
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competitive fitness was calculated as the natural logarithm of the odds ratio of the number of focal 
male to competitor-male sired offspring (Reddiex et al. 2013; Collet and Blows 2014): 
Prior to analysis, a total of 24 multivariate outliers (0.5% of the total wing data, distributed 
randomly across families) were identified and removed from the wing phenotype data using the 
multivariate Mahalanobis distance technique implemented in the software package JMP (version 
10; SAS Institute Inc., Cary, NC). The fitness and wing-shape data were approximately normally 
distributed (summary statistics Table 3.1), and were not standardized; however, the data were 
centered on their trait specific means and interlandmark distance values were rescaled (all 
multiplied by 1000) to ensure that the residuals, which were used as traits in part of the analysis, 
would not hinder model convergence due to their small scale.   
Genetic Analyses 
General overview 
The genetic analysis to estimate the additive genetic variance in the trait means of wing-shape and 
in their micro-environmental variance involved a two-step approach that has previously been 
employed in several studies (eg. Wolc et al. 2009; Mulder et al. 2009; Janhunen et al. 2012). The 
first step employed a standard quantitative genetic model to estimate the additive genetic, 
dominance genetic, and residual variance for the means of the wing-shape traits ( ) and for the 
mean of fitness (w). The second step used the residuals of the wing-shape traits obtained from the 
first model as the observations (phenotypic values) for the subsequent models, after transforming 
these residuals to represent the natural logarithm of squared deviations of individuals from their 
family mean ln( ).  Expressed in this way, these data enabled us to estimate the additive genetic 
variance in the micro-environmental variance of wing-shape traits.  In this two-step approach, the 
transformed residuals that are used as phenotypic observations in the second step models are a 
combination of the true micro-environmental effects of interest, and estimation error, which is not 
accounted for in the second step model.  The accuracy of the squared residuals is reflected in the 
diagonal elements of the ‘hat-matrix’, which describe the leverages (influence) of observed values 
on the fitted values for the same observations (Hill and Mulder 2010).  To determine whether any of 
!w = ln focal +1competitor +1⎛⎝⎜ ⎞⎠⎟
!y
!!ei2
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our observations were particularly influential we examined the leverages for every observation of 
each trait. The leverages were small with little variation for any of the traits studied (Supplementary 
Figure 3.1), and therefore, accounting for the leverages by employing a double hierarchical 
generalized linear model (DHGLM) of analysis (Ronnegard et al 2010; Hill and Mulder 2010; 
Mulder et al 2013; Mulder et al 2016) would not be expected to have a large impact on our results.  
 
To determine whether wing-shape and its micro-environmental variance were subject to selection, 
we used the measures of fitness that were obtained on the brothers of individuals that had their 
wings measured. First, we determined whether wing shape itself was under quadratic selection by 
estimating the additive genetic covariance between fitness (w) and the squared deviations of each 
wing-shape trait from their population mean ( ). Second, to establish whether the micro-
environmental variance of wing shape was also subject to selection, we determined the additive 
genetic covariance between fitness (w) and the micro-environmental variance traits ( ).  As 
described above, micro-environmental variance traits were, by definition, squared deviations from 
family means. Therefore the genetic covariance between fitness and micro-environmental variance 
traits directly indicated whether these traits were also subject to quadratic selection. 
 
Step 1: Genetic variance in the mean of wing shape traits 
All genetic analyses were conducted using restricted maximum likelihood (REML) within an 
animal model framework, implemented in Wombat (Meyer 2007), where the numerator relationship 
matrix was used to estimate the additive genetic values and the dominance relationship matrix was 
used to estimate the dominance deviations.  The dominance genetic relationship matrix calculated 
and inverted using the nadiv package (Wolak 2012) in R (R Core Team 2012) before being supplied 
to Wombat.  Univariate quantitative genetic analyses of individual wing shape traits and fitness 
employed the following mixed model: 
 
 
     (1) 
 
where yi is either fitness or a wing shape trait for individual i.  The numerator relationship matrix 
was used to estimate ai, the additive genetic value of individual i (population mean of 0, variance of 
) ,  the dominance genetic relationship matrix was used to estimate di,  the dominance genetic 
value of individual i (mean 0, variance ), and ei was the residual error (mean 0, variance ).  
!y2
!!ei2
yi = µ +ai +di + ei
!σ a2 !σ d2 !σ e2
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Initially a common environment effect was included in the model, to account for full-siblings being 
reared in the same vial.  However, common environment explained less than 1% of the variance in 
wing shape and did not differ significantly from zero for any of the traits analyzed, therefore this 
effect was excluded from these analyses (Sztepanacz and Blows 2015).  Statistical support for the 
additive and dominance genetic variance in each trait was assessed by using a log-likelihood ratio 
test with one degree of freedom, comparing the fit of a model that included vs. excluded the 
variance component of interest.  These models were identical to the univariate models presented in 
Sztepanacz and Blows (2015), however in the current analysis the data have not been standardized 
to unit variance.  Additive genetic and dominance genetic parameter estimates (see Results) were 
comparable to Sztepanacz and Blows (2015).  Residuals, expressed as deviations from the 
population mean, were obtained for each individual in the terminal generation of the pedigree.  In 
addition to the univariate analyses of each interlandmark distance trait, we also estimated the 
additive genetic covariance matrix of all eight interlandmark distance traits, G, as detailed in 
(Sztepanacz and Blows 2015). 
Step 2: Genetic variance in the micro-environmental variance of wing shape traits 
The residuals obtained from (1) quantify each individual’s deviation from the population mean 
phenotype, after accounting for the deviations resulting from additive and dominance genetic 
effects. Therefore, these data capture the external micro-environmental variance plus internal 
micro-environmental variance specific to each individual. To estimate the genetic variance in 
micro-environmental variation, we first transformed these residual data. Because we focus on 
analyzing the phenotypic variance generated by stochastic micro-environmental variation 
experienced among families, we first centered individual residual deviations on their family mean. 
Second, we square these residuals because we are interested in deviations about the mean but not in 
which direction they might occur. Third, we applied the natural logarithm to these residuals after 
they had been re-centered and squared. Means and variances can be positively correlated, such that 
families with large trait means also tend to have large variances (Walsh and Lynch 2010).  Taking 
the natural logarithm reduces the potential for such scaling effects to generate spurious results 
(Mulder et al. 2009). The phenotypes for micro-environmental variance used in this step of the 
analysis, were therefore, ln( ) for each wing-shape trait, with these data describing the magnitude 
of an individual’s deviation from its family mean. 
To determine the additive genetic variance in the micro-environmental variance of individual wing-
shape traits, univariate analyses employed the following mixed model: 
!!ei2
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(2)
where is a micro-environmental variance trait for individual i on the ln scale (we simplify the 
notation of ln( ) to just from this point forward to reduce the complexity of the subscripting 
below).  The numerator relationship matrix was used to estimate , the additive genetic value of 
individual i for  (population mean of 0, variance ) and is the residual variance of
individual i for (mean 0, variance ), which accounts for random variation that is not explained 
by genetic effects on either mean shape or micro-environmental variance in shape.  Initially, a 
dominance effect was also included in these models; however, the results indicated that dominance 
variance was not an important component of the genetic variance in micro-environmental variance 
(Supplementary Table 3.1).  We, therefore, excluded the dominance genetic effect from our models. 
In order to compare the levels of additive genetic variance for the mean of individual wing-shape 
traits that were obtained from (1) ( ) to the micro-environmental variance of these traits that were 
obtained from (2) ( ), the variance components must be expressed as a proportion of the total 
phenotypic variance in wing-shape. To do this, we used the heritability, as this metric has also 
commonly been reported from other studies of genetic variance in trait means and micro-
environmental variances. Heritability can be calculated as a proportion of  using the parameter 
estimates derived from (2):  
.  To express the heritability estimates as a proportion of the phenotypic variance in 
the eight interlandmark distance traits that were measured, and thus as the same proportion as (1), 
we used the equations derived by Mulder et al (2007). First, we calculated the additive genetic 
variance of micro-environmental sensitivity on the measured trait scale as: where 
is calculated as above and  comes from (1).  We then calculated the heritability of micro-
environmental variance as a proportion of the phenotypic variance in the measured trait:  
!!ei2 = aei2 +eei2
!ei2 !!ei2 !ei2 !aei2!e2 !σ ae22 !eei2!e2 !σ ee22
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(3) 
 
where is the phenotypic variance from (1).  
 
Multivariate analysis of micro-environmental variance 
In addition to single-trait models, we carried out a multivariate genetic analysis of micro-
environmental variance for all eight wing-shape traits. This analysis allowed us to estimate the 
additive genetic covariance matrix for micro-environmental variance in wing shape ( ). The 
multivariate linear model was: 
  
!yei2 =Za+Ie     (4) 
 
where the phenotypic observations,  for all individuals came from the univariate model (1) and 
were analyzed with a model where Z was a design matrix relating observations to the additive 
genetic effects a.  I was an identity matrix, and e a vector of residual errors.  The random effect 
(and residuals) were assumed to be normally distributed and elements of a were further assumed to 
be drawn from a~N(0,
 
⊗A), where was the additive genetic covariance matrix for micro-
environmental variance in wing shape and A was the numerator relationship matrix. The statistical 
dimensionality of the covariance matrix, , was evaluated using log likelihood ratio tests for a 
series of nested reduced rank (factor analytic) models (Hine and Blows 2006). 
 
 
Stabilizing selection on the mean of wing shape 
The form of selection acting on the mean of wing shape will have consequences for whether the 
genetic covariance between fitness and the micro-environmental variance of wing shape is 
predicted to be positive or negative.  For a trait whose mean is under directional selection, the 
genetic covariance between fitness and the micro-environmental variance is predicted to be positive 
(variance increasing selection), whereas, under stabilizing selection a negative genetic covariance 
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(variance reducing selection) is predicted. Therefore it was important to first establish the form of 
selection acting on the mean of wing shape. 
Previous analyses of these data indicated that wing shape traits were subject to directional selection 
(Sztepanacz and Blows 2015), but whether wing shape was also subject to non-linear selection was 
not explored.  To quantify the multivariate non-linear selection acting on the genetic variance in the 
mean of wing shape traits, we estimated the additive genetic covariance matrix between fitness (w) 
and the products of the eight measured wing-shape traits when expressed as phenotypic deviations 
from their population mean (ϕ) (Rausher 1992; Delcourt et al. 2012).  Because wing-shape traits 
were centered on their trait-specific means prior to estimating the additive genetic variance in their 
mean, they were already expressed as deviations from the population mean.  Therefore, we simply 
needed to generate all cross-products prior to parameterization of ϕ.  The parameterization of ϕ 
(Supplementary Table 3.2) was achieved by estimating each element of the matrix as the genetic 
covariance between fitness (w) and the corresponding trait deviation cross-products using bivariate 
models. A total of 36 bivariate models were run to estimate all elements of ϕ, with the standard 
format of the model shown here for one cross product and fitness: 
! w,yj * yk⎡⎣ ⎤⎦=Z1a+Z2d+Ie
where fitness and product of the jth and kth trait deviations were treated together as dependent 
variables, and were analyzed with a model where Z1 was a design matrix relating observations to 
the additive genetic effects a, Z2 was a design matrix relating observations to the dominance genetic 
effect d, and I was an identity matrix, and e a vector of residual errors.  The random effects (and 
residuals) were assumed to be normally distributed and elements of a were further assumed to be 
drawn from a~N(0, G⊗A), where G was the additive genetic covariance matrix and A was the 
numerator relationship matrix.  Similarly, the elements of d were assumed to be drawn from d~N(0, 
D⊗Z), where D was the dominance genetic covariance matrix and Z was the dominance genetic 
relationship matrix. The residual covariance between fitness and the products of trait deviations was 
fixed at zero to reflect these traits being measured on different individuals. Diagonalization of ϕ 
yielded the eigenvectors and corresponding eigenvalues that characterize the form of non-linear 
selection acting on wing shape, with negative eigenvalues being indicative of stabilizing selection 
(Delcourt et al. 2012). 
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Selection on micro-environmental variance of wing shape 
Once we had determined the form of selection acting on the mean of wing-shape, the next step was 
to determine how the genetic variance in the micro-environmental variance of wing-shape was 
associated with fitness. First, we focused on two multivariate trait combinations that were 
associated with statistically significant genetic variance, as determined by the factor analytic rank 
test (described above and in results) of the micro-environmental variance eight-trait additive genetic 
covariance matrix, . This enabled us to place statistical significance on the additive genetic and 
dominance genetic covariances between fitness and the major axes of micro-environmental 
variance, which captured 67% of the total genetic variance in micro-environmental variance.  We 
scored all individuals for these two multivariate trait combination using Z, where Z is a row 
vector of the observed micro-environmental variance traits for an individual and  is either  
or  (the first or second eigenvector of ). We then fit a bivariate model (of the same form as 
model 4) to each of these composite traits with fitness in order to estimate the both the additive 
genetic and the total (additive + dominance) genetic covariance between them. The elements of 
, which describe the (co)variance among micro-environmental variance traits, are themselves 
squared deviations. Therefore, a negative covariance between fitness and an individuals’ score for 
the multivariate trait combinations  ( ) is indicative of variance reducing selection 
(Delcourt et al. 2012; Mulder et al. 2015).   
 
In addition to focusing on the two composite traits above, that each explained a significant portion 
of the genetic variance in micro-environmental variance, we employed an alternate approach that 
enabled us to determine the total genetic covariance between all of the micro-environmental 
variance traits (capturing 100% of the genetic variance in micro-environmental variance) and 
fitness. This approach, however, did not enable us to directly place statistical significance on this 
covariance.  We fit a nine-trait multivariate model that estimated the genetic (co) variance between 
the micro-environmental variance of all eight wing shape traits and fitness.  For this nine-trait 
model we estimated both additive and dominance genetic covariance matrices using the methods 
described in Sztepanacz and Blows (2015).  Due to parameter constraints, we were unable to obtain 
un-confounded estimates of additive, dominance and residual variance from models that 
simultaneously fit all nine traits (eight wing shape micro-environmental deviations plus fitness). 
Therefore, we fit bivariate models (as (4) above) between each pair of traits; these models 
simultaneously estimated additive genetic, dominance genetic, and residual (co)variances. We then 
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used a maximum likelihood approach, implemented in Wombat (Meyer 2007; Meyer 2012), to pool 
the estimates from bivariate analyses, generating full (nine trait) additive and dominance covariance 
matrices. The justification behind this pooling approach is given in Sztepanacz and Blows (2015) 
with details of the method provided in Meyer (2012). Briefly, this approach simultaneously pools 
the bivariate additive estimates to form a nine-trait additive covariance matrix and pools the 
bivariate dominance estimates to form a nine-trait dominance covariance matrix, while accounting 
for the typically strong negative sampling correlations between estimates from analyses with 
overlapping subsets of traits (Meyer 2012).  After pooling, to obtain the matrix of total genetic 
(co)variance, we added together the additive and dominance covariance matrices.  In the resulting 
matrix of total genetic (co)variance, the matrix elements of the column (or row) corresponding to 
fitness (excluding the diagonal element that represented the genetic variance in fitness), indicate the 
genetic covariance between each micro-environmental variance trait and fitness. These elements, 
when arranged as a vector, are analogous to the genetic selection differentials sg, or when scaled by 
, the genetic selection gradient βg (Stinchcombe et al. 2013). However, as micro-environmental 
variance traits are squared deviations, this vector describes the predicted responses to quadratic, and 
not directional, selection.   
 
RESULTS 
Genetic variance in the mean of wing-shape traits 
 
The heritabilities for the mean of individual wing-shape traits ranged from 0.296 to 0.564 and the 
heritability of fitness was three orders of magnitude smaller at 0.233 x10-3 (Table 3.2).  We found 
no statistical support for the presence of additive genetic variance in fitness, but there was for each 
wing-shape trait (Table 3.2).  We also found statistical support for dominance variance in three of 
eight wing traits and for fitness (Table 3.2). 
 
Genetic variance in the micro-environmental variance of wing shape traits 
Univariate analyses of the micro-environmental variance in each wing-shape trait demonstrated 
statistically significant additive genetic variance in for five of the eight micro-environmental 
variance traits (Table 3.3).  The heritabilities of the micro-environmental variance of wing shape 
traits were less than 1% in all cases, and differed markedly from the heritabilties for the mean of 
wing-shape traits, being on average two orders of magnitude smaller (Table 3.2, 3.3). The 
multivariate analysis of micro-environmental variance traits revealed strong correlations among 
many of them, with positive covariances predominating (21 of 29 covariances in were positive; 
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Table 3.4). Factor analytic modeling revealed statistical support for only the first two eigenvectors 
of , accounting for 67% of the total genetic variance (reducing from 2 to 1 dimensions 
significantly worsened the fit of the model χ2 = 15.43; df=7, P=0.03). The contrast between the total 
additive genetic variance in variance explained by the first two eigenvalues of (67%) and the 
summed variance of the two individual traits with the largest variance (38%) highlights the extent to 
which the micro-environmental variance wing shape traits shared a common genetic basis.  
 
The genetic covariance between mean wing-shape and its micro-environmental variance will 
determine whether the response to selection acting on micro-environmental variance is constrained 
by selection acting on mean wing-shape. However, estimating the genetic covariance between the 
mean of a trait and its micro-environmental variance has proven challenging for traits such as litter 
size in pigs and rabbits (Hill and Mulder 2010; Yang et al. 2011).  These statistical models assume 
that any skew in the data is generated by the covariance between the mean and variance, and 
therefore any skew generated by other mechanisms (such as a poor trait distribution) will bias the 
estimates of this covariance (Walsh and Lynch 2010). Preliminary analyses of our data indicated 
that the covariance between the mean of wing-shape and its micro-environmental variance were 
similarly sensitive, precluding us from obtaining a quantitative estimate of this evolutionarily 
important covariance.  As a proxy, we determined whether trait combinations associated with high 
additive genetic variance for micro-environmental variance in wing shapes were also associated 
with high additive genetic variance for mean shape by projecting each of the first two eigenvectors 
of  through G.  Projecting vectors, including selection gradients, through G is a common 
approach for determining the genetic variation available for a response to selection in that direction 
of trait space (Blows et al. 2004; Hansen and Houle 2008). Here, the projection demonstrated that 
the first two eigenvectors of were each associated with relatively high levels of additive genetic 
variance, 18% and 11% of the total additive genetic variance in wing shape trait means, respectively 
(Figure 3.2). Although this result does not provide any definitive proof that the same genetic 
variation contributes to trait mean and to trait variance, it does indicate that wing shapes associated 
with high levels of additive genetic variance (and high evolutionary potential) for micro-
environmental variance are also associated with high levels of additive genetic variance 
(evolutionary potential) in mean. Such a relationship suggests the potential for selection on wing 
trait means to bias any response to selection on wing shape micro-environmental variance.  
 
 
!Ge2
!Ge2 !Ge2
!Ge2
!Ge2
Chapter	  3:	  Selection	  on	  heritable	  micro-­‐environmental	  variance	  
121	  
Stabilizing selection on the mean of wing-shape 
Consistent with previous evidence in Drosophila (McGuigan et al. 2011; 2013), we found a 
considerable amount of the selection on wing shape to be stabilizing.  An eigenanalysis of the 
genetic covariance matrix between fitness and the products of the eight wing traits (expressed as 
deviations from their population means) (ϕ) returned four positive and four negative eigenvalues 
(Supplementary Table 3.2).  The negative eigenvalues, indicative of stabilizing selection, accounted 
for 61% of the total quadratic selection present; therefore there was evidence for stabilizing 
selection because the negative eigenvalues explained more than 50% of the total quadratic 
selection.  Because ϕ was composed from bivariate models it was not possible to determine 
statistical support for the genetic dimensions of this matrix within the framework of the multivariate 
mixed model employed here.  
Selection on the micro-environmental variance of wing-shape 
In addition to the stabilizing selection on wing shape, the micro-environmental variance of wing-
shape was also found to be associated with the genetic variance in fitness. There was a negative 
additive genetic covariance between fitness and each of the first two axes of additive genetic 
variance in the micro-environmental variance of wing shape of -0.064 and -0.069, for  and
, respectively. A negative correlation is indicative of variance-reducing selection (Delcourt et al. 
2012; Mulder et al 2015).  However, due to the low additive genetic variance in fitness, the standard 
errors of these covariances were relatively large, such that the confidence intervals of these 
estimates overlapped zero [ : -0.19, 0.07; : -0.18, 0.04]. Therefore, while the additive
genetic covariance between fitness and each of the major axes of micro-environmental variance 
suggests weak variance-reducing selection, the evidence for this association was marginal.  The 
projection of the normalized vector, whose elements were the additive genetic covariance between 
each micro-environmental variance trait and fitness (Table 3.5) through  also supported only a 
very weak association between the additive genetic variance in fitness and micro-environmental 
variance (Figure 3.3).  
While only the presence of an additive genetic covariance between fitness and a trait provides 
evidence that the trait can respond to selection, a genetic covariance between fitness and the non-
additive genetic effects that contribute to trait variation suggests that there are alleles affecting both 
the trait and fitness, and consequently that they share a genetic basis. Here, the total (additive plus 
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dominance) genetic variance in fitness was positively correlated with micro-environmental 
variance.  The genetic correlation between fitness (whose genetic variance was primarily composed 
of dominance variance) and the first two eigenvectors of  (whose genetic variance was 
composed of additive variance) was 0.049 [-0.131, 0.229] and 0.179 [-0.031, 0.389], for  and 
, respectively. It’s possible that the shared genetic basis between fitness and micro-
environmental variance in wing-shape does not fall along either of these two orthogonal axes (
, ) of micro-environmental genetic variance. To explore this, we projected the normalized 
vector whose elements were composed of the covariance between the total genetic variance 
(additive +dominance) in fitness and in each micro-environmental variance trait (Table 3.5) through 
. The projection indicated that 29% of the genetic variance in was associated with fitness 
(Figure 3.3).  Accordingly, this vector fell between the first and second eigenvalues of , within a 
subspace that was found to have statistically significant genetic variance (Figure 3.2). Therefore, we 
can infer a significant association between the genetic variance in micro-environmental variance 
and in fitness; however, this association seems to be driven primarily by dominance variance in 
fitness.  
 
 
DISCUSSION 
 
Despite considerable interest over the past seven decades (eg. Reeve and Robertson 1953; 
Waddington 1953; Lerner 1954; Schlichting 1986, Tonsor et al, 2013; Gavrilets and Hastings 1994; 
Wagner et al. 1997; Mulder et al. 2007, Mulder et al 2015; Mulder et al 2016), the evolution of 
micro-environmental variance remains unresolved. Two major empirical challenges have slowed 
progress on assessing the relative evolutionary significance of this variation, namely the difficulty 
of estimating the additive genetic variance in micro-environmental variance in randomly mating, 
outbred populations, and in characterizing the selection acting on this variation. Here, we 
demonstrated that the micro-environmental variance of a suite of wing-shape phenotypes in a 
randomly mating, outbred population of D. serrata had an additive genetic basis that was shared 
with fitness, and therefore that micro-environmental variance may respond to selection. 
 
Univariate analyses uncovered significant additive genetic variance in the micro-environmental 
variance for five of the eight wing shape traits.  However, the heritabilities of the micro-
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environmental variance traits (as a proportion of the total phenotypic variance in the measured wing 
shape traits) were low (< 1%).  Heritabilities of this magnitude are a marked departure from 
standard quantitative trait heritabilities, which are typically between 20-60% (Lynch and Walsh 
1998), and between 30% and 57% for the wing shape traits in this study.  Although the average 
reported heritability of micro-environmental variance in agricultural populations is higher than 
found here (3.8%: Hill and Mulder 2010), a similarly large difference (an order of magnitude) in 
heritability between a trait mean and its micro-environmental variance is typical of agricultural 
studies (e.g., Wolc et al. 2009; Mulder et al. 2009; Wolc et al. 2011; Janhunen et al. 2012).  
 
The low narrow-sense heritability of micro-environmental variance in D. serrata wing shape and 
for life history or production traits in agricultural studies is in contrast to the broad sense heritability 
of micro-environmental variance that has been estimated from inbred lines. For traits such as 
abdominal bristle number  (Mackay and Lyman, 2005), sternopleural bristle number, chill coma 
recovery, startle response and starvation stress resistance in D. melanogaster (Morgante et al. 
2015), and gene expression in yeast (Ansel et al. 2008) heritabilties of micro-environmental 
variance were an order of magnitude larger than reported here, in the 36-81% range.  Inbred line 
experiments may result in over-estimates of the heritability; inbred lines have double the additive 
genetic variance compared to outbred populations, with estimates also confounded by dominance 
variance (Falconer and Mackay 1981).  For quantitative traits in general, dominance is predicted to 
be an important mechanism for masking the effects of deleterious alleles, and therefore for 
maintaining invariant phenotypes (Meiklejohn and Hartl 2002; Bagheri-Chaichian et al. 2003; 
Bagheri and Wagner 2004; Agrawal and Whitlock 2011).  Although we found little evidence that 
dominance variance contributed to the levels of genetic variance in micro-environmental variance, 
our power to detect dominance genetic variance in micro-environmental variance was low.  
Additionally, a lack of dominance variance does not indicate a lack of dominant gene action (Hill et 
al. 2008), it simply demonstrates that the variance in dominance deviations for all loci affecting the 
trait of interest are, on average, zero. In general, our results suggest that the heritability of micro-
environmental variance might typically be lower in natural populations than is implied by estimates 
from inbred lines, an observation that if general across other types of traits and populations, 
suggests that the response to selection on environmentally generated trait variability might be 
limited. 
 
The first eigenvector of the eight-trait additive genetic covariance matrix for the micro-
environmental variance traits ( ) accounted for 48% of the genetic variance present in micro-!Ge2
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environmental variance, more than double the amount accounted for by any single trait, indicating 
that the covariance structure among micro-environmental variance traits concentrates genetic 
variance onto specific axes. All but one trait contributed concordantly to  (Table 3.5), 
reflecting the predominantly positive additive genetic covariance among micro-environmental 
deviations (Table 3.4).  The mechanisms buffering phenotypes against stochastic micro-
environmental variation are poorly known, and it remains unclear whether the levels of micro-
environmental variance are determined by trait-specific, or common buffering mechanisms (Siegal 
and Leu 2014).  Our results are consistent with a common buffering mechanism, shared among 
wing-shape traits, conferring robustness against micro-environmental perturbations. However, 
considering that all of the traits here are aspects of wing shape, which likely share a developmental 
pathway, their sensitivity to environmental perturbations may be expected to be positively 
correlated (Leamy and Klingenberg 2005).  Nonetheless, our results highlight the potential of 
multivariate quantitative genetic analyses to determine the extent to which different types of traits 
share a common micro-environmental buffering mechanism. 
Although there has been considerable theoretical attention given to the effects of selection on 
micro-environmental variance (Zhang 2005; Zhang and Hill 2005; 2007), there is currently limited 
empirical data addressing whether micro-environmental variance is under selection (Mulder et al. 
2015, Mulder et al 2016).    In general, understanding the evolutionary consequence of selection 
requires a genetic approach. The Robertson-Price identity predicts the response to selection from 
the genetic covariance between fitness and the trait of interest. This approach overcomes the 
challenges to inference posed both by environmentally generated covariances between trait and 
fitness (Rausher 1992, Kruuk et al 2002, Stinchcombe et al 2002), and by the “missing fraction”, 
individuals removed from the population by viability selection prior to their adult phenotypic traits 
being measured (Mojica and Kelly 2010, Hadfield 2008).  Here, our results provide evidence that 
fitness and the environmental variance in wing shape in this population of D. serrata share a genetic 
basis that is suggestive of variance-reducing selection operating on micro-environmental variance. 
In our experimental population, which had been kept under constant conditions in the lab for 
approximately 50 generations prior to the experiment, we found significant (and moderately high) 
dominance variance, but no evidence for additive genetic variance in fitness (Table 3.2) 
(Sztepanacz and Blows 2015).  This suggests that persistent directional selection on fitness had 
eroded much of its additive genetic variance, and therefore, that this population may be evolving 
under variance-reducing (stabilizing) selection in the vicinity of its phenotypic optimum. Our 
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results were consistent with stabilizing selection acting on the mean of wing-shape phenotypes to 
some extent, with the multivariate genetic analysis of fitness and squared phenotypic deviations of 
each wing shape trait from the population mean (ϕ) (Supplementary Table 3.2) indicating that 61% 
of the quadratic selection present on wing shape was stabilizing.  However, estimating ϕ from a 
series of bivariate models precluded us from testing how much of this selection was statistically 
significant.  
 
Given the presence of stabilizing selection on wing shape, we would predict the micro-
environmental variance of wing shape to also be subject to variance-reducing selection (Zhang and 
Hill 2008; Hill and Mulder 2010). The two-dimensional subspace of  that was found to have 
statistically significant genetic variance in micro-environmental variance was found to consistently 
display negative genetic correlations with the additive genetic variance in fitness, indicative of 
variance-reducing selection. However, in both cases the upper confidence intervals of these genetic 
correlations overlapped zero, limiting our ability to draw a strong conclusion from these 
associations. In contrast, the genetic correlations between dominance variance in fitness and the 
additive variance in the same subspace of the micro-environmental variance were consistently 
positive, indicating that alleles generating dominance deviations with respect to fitness may 
increase the levels of micro-environmental variance. Although we didn’t find evidence that 
dominance variance was an important component of micro-environmental variance, alleles resulting 
in dominance deviations with respect to fitness may act additively for micro-environmental 
variance (Lynch and Walsh 1998).  Therefore, fitness variation that is presumably generated by 
recessive alleles for a population at mutation-selection balance may also increase levels of micro-
environmental variance. This result is consistent with data from inbred line crosses, and 
recombinant inbred lines in A. thaliana that indicates the alleles underlying environmental 
sensitivity are largely recessive (Hall et al. 2007). 
 
In summary, our results provide evidence for an additive genetic basis of micro-environmental 
variance for a suite of morphological traits that describe wing shape variation in a randomly mating, 
outbred, population of D. serrata.  While there was limited evidence for variance reducing selection 
on the micro-environmental variance in this population, there was a stronger association between 
dominance genetic variance in fitness and the micro-environmental variance.  Consistent with 
previous studies of developmental stability and environmental canalization, our data suggests that 
dominance genetic effects may mask much of the genetic variance in sensitivity to environmental 
perturbations. Additional empirical studies of this nature will be needed to assess how the genetic 
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basis of fitness is associated with the micro-environmental variance of quantitative traits, and to 
determine how trait means and their micro-environmental variance evolve under variance reducing 
selection. 
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Table 3.1: Summary statistics for each of the eight interlandmark distance wing 
traits and fitness.	  
	  
 
 
 
 
 
 
 
 
 
 
 
 
Records	   Trait	   Mean	  (SD)	   Skewness	   Kurtosis	  5049	   	   	   	   	  	   aLM2-­‐4	   324.64	  (10.64)	   -­‐0.16	   3.32	  	   aLM2-­‐5	   509.40	  (10.49)	   -­‐0.19	   3.33	  	   aLM2-­‐8	   594.75	  (10.38)	   -­‐0.09	   3.02	  	   aLM3-­‐7	   577.58	  (9.61)	   -­‐0.07	   2.91	  	   aLM3-­‐9	   771.20	  (6.30)	   0.15	   2.97	  	   aLM4-­‐5	   431.64	  (11.20)	   -­‐0.16	   3.04	  	   aLM5-­‐6	   208.05	  (9.84)	   0.04	   3.14	  	   aLM5-­‐8	   436.47	  (9.44)	   -­‐0.03	   3.04	  2883	   fitness	   -­‐0.05	  (2.53)	   -­‐0.09	   2.42	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Table 3.2: Variance component estimates for the mean of wing-shape and fitness. 
Variance component estimates for the mean of wing-shape and fitness. 
aLM2-­‐4	   aLM2-­‐5	   aLM2-­‐8	   aLM3-­‐7	   aLM3-­‐9	   aLM4-­‐5	   aLM5-­‐6	   aLM5-­‐8	   fitness	  
σ2a	   63.948**	   44.200**	   60.416**	   44.220**	   11.714**	   59.828**	   45.917**	   44.013**	   0.0015	  
σ2d	   3.296	   35.660*	   20.771	   26.518*	   12.363*	   33.157	   12.065	   21.870	   1.719*	  
σ2e	   45.970	   29.200	   25.191	   21.623	   15.433	   32.542	   38.180	   24.547	   4.718	  
h2 0.564	   0.405	   0.568	   0.479	   0.296	   0.477	   0.477	   0.487	   0.233x10-­‐3	  
σ2a: additive genetic variance; σ2d: dominance genetic variance; σ2e: environmental variance (residual variance); h2: heritability calculated as 
h2=σ2a/(σ2a + σ2d + σ2e).  ** p<0.01 and * p<0.05 from a univariate likelihood ratio test with one degree of freedom, comparing the fit of a model 
that included vs. excluded the variance component of interest. 
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Table 3.3: Variance component estimates for the micro-environmental variance of wing shape 
Variance component estimates for the micro-environmental variance of wing shape ( ). 
: additive genetic variance of micro-environmental variance; h2v : heritability of micro-environmental variance on the measured trait scale 
(calculated according to equation 3); GCVE: genetic coefficient of micro-environmental variance on the measured trait scale calculated as in 
Mulder et al (2007).  ** p<0.01 from a univariate likelihood ratio test with one degree of freedom, comparing the fit of a model that included vs. 
excluded the variance component of interest. 
!VAe2
!σ ae22
aLM2-­‐4	   aLM2-­‐5	   aLM2-­‐8	   aLM3-­‐7	   aLM3-­‐9	   aLM4-­‐5	   aLM5-­‐6	   aLM5-­‐8	  
0.235**	   0.058	   0.170**	   0.145**	   0.004	   0.041	   0.145**	   0.160**	  
h2v 0.008	   0.001	   0.002	   0.002	   0.0001	   0.0006	   0.0044	   0.0023	  
GCVE 0.306	   0.151	   0.264	   0.246	   0.042	   0.129	   0.238	   0.250	  
!σ ae22
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Table 3.4:  The additive genetic covariance matrix of micro-environmental variance 
The additive genetic covariance matrix ( ) of the micro-environmental variance of wing-shape traits.  Additive genetic variances are displayed 
in bold on the diagonal, with covariances on the bottom left and correlations in italics in the upper right.  	   	  	  	  	  	  	  	  	  	  	  	  	  	  
!Ge2
	   aLM2-­‐4	   aLM2-­‐5	   aLM2-­‐8	   aLM3-­‐7	   aLM3-­‐9	   aLM4-­‐5	   aLM5-­‐6	   aLM5-­‐8	  aLM2-­‐4	   0.249	   0.239	   0.369	   0.654	   -­‐0.087	   -­‐0.494	   0.068	   0.254	  aLM2-­‐5	   0.031	   0.067	   0.046	   0.077	   0.103	   -­‐0.379	   -­‐0.016	   0.002	  aLM2-­‐8	   0.081	   0.005	   0.192	   0.292	   -­‐0.106	   -­‐0.563	   0.403	   0.528	  aLM3-­‐7	   0.141	   0.009	   0.055	   0.187	   0.182	   -­‐0.736	   0.099	   0.716	  aLM3-­‐9	   -­‐0.008	   0.005	   -­‐0.009	   0.015	   0.038	   0.259	   0.791	   0.294	  aLM4-­‐5	   -­‐0.075	   -­‐0.030	   -­‐0.075	   -­‐0.097	   0.015	   0.092	   0.158	   -­‐0.592	  aLM5-­‐6	   0.014	   -­‐0.002	   0.071	   0.017	   0.062	   0.019	   0.163	   0.266	  aLM5-­‐8	   0.055	   0.000	   0.100	   0.134	   0.025	   -­‐0.078	   0.046	   0.187	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Table 3.5:  The additive genetic covariance between fitness and micro-
environmental variance 
The multivariate trait combinations describing the additive genetic covariance 
between fitness and each micro-environmental variance trait  
cova(w, ), the total genetic covariance between fitness and each micro-
environmental variance trait cova+d(w, ), and the first eigenvector of the additive 
genetic covariance matrix for the eight micro-environmental variance traits .
!ae2 !ae2
!
g
emax
2
cova(w,	   ) cova+d(w,	   )aLM2-­‐4	   -­‐0.006	   0.634	   0.501	  aLM2-­‐5	   -­‐0.122	   0.116	   0.067	  aLM2-­‐8	   0.206	   0.518	   0.402	  aLM3-­‐7	   -­‐0.140	   0.245	   0.505	  aLM3-­‐9	   -­‐0.739	   -­‐0.251	   0.030	  aLM4-­‐5	   0.414	   0.112	   -­‐0.317	  aLM5-­‐6	   0.421	   -­‐0.225	   0.152	  aLM5-­‐8	   0.167	   0.360	   0.451	  
!ae2 !ae2 !gemax2
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Figure 3.1: The landmarks (1-9) recorded to characterize wing shape variation.   
The eight interlandmark distances analyzed (aLM2-4, aLM2-5, aLM2-8, aLM3-7, 
aLM3-9, aLM4-5, aLM5-6, and aLM5-8) are indicated with dashed lines that 
represent the Euclidian distances between the respective points.  For example, the 
dashed line between point 2 and 5 denotes the trait aLM2-5.
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Figure 3.2: The proportion of additive genetic variance accounted for by each of the 
eigenvectors of the additive genetic covariance matrix for the mean of wing-shape 
The proportion of additive genetic variance accounted for by each of the eigenvectors of 
the additive genetic covariance matrix for the mean of wing-shape G, calculated by the 
eigenvalue of the respective vector divided by the trace of G.  The open triangle and 
cross depict the proportion of additive genetic variance in the mean of wing-shape traits 
that is associated with the major axis of genetic variance in micro-environmental 
variance of wing-shape 
!
g
emax
2 and the second largest axis of genetic variance in micro-
environmental variance !ge22 , respectively.  The proportion of additive genetic variance 
associated with each vector was calculated by projecting the respective vectors through 
G and scaling by the trace of G. 
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Figure 3.3: The additive genetic variance accounted for by the eigenvectors of the micro-
environmental variance matrix 
The proportion of additive genetic variance accounted for by each of the eigenvectors of the 
micro-environmental variance matrix !Ge2 (open dots), calculated by the eigenvalue of the
respective vector divided by the trace of !Ge2 .  The solid triangle depicts the proportion of
additive genetic variance in micro-environmental variance in micro-environmental variance 
that is associated with the vector of total genetic covariance (additive + dominance) between 
fitness and micro-environmental variance, calculated by projecting this vector through !Ge2 and
scaling by the trace of!Ge2 .  The solid dot depicts the proportion of additive genetic variance in
micro-environmental variance that is associated with the vector of additive genetic covariance 
between fitness and the micro-environmental variance, calculated by projecting this vector 
through !Ge2 and scaling by the trace of !Ge2 .
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SUPPLEMENTARY INFORMATION 
Supplementary Figure 3.1: Leverage plot for each of the eight micro-environmental variance 
traits analyzed. 
The leverage value is shown on the y-axis for each of the 5049 observations. 
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Supplementary Table 3.1: Variance component estimates for the dominance genetic variance in micro-environmental variance of wing shape. 
aLM2-­‐4	   aLM2-­‐5	   aLM2-­‐8	   aLM3-­‐7	   aLM3-­‐9	   aLM4-­‐5	   aLM5-­‐6	   aLM5-­‐8	  
0.65**	   0.05	   0.25	   0.13	   0.02	   0.24	   0.27	   0.21	  
**	   p<0.01	   from	   a	   univariate	   likelihood	   ratio	   test	  with	   one	   degree	   of	   freedom,	   comparing	   the	   fit	   of	   a	  model	   that	   included	   vs.	   excluded	   the	  variance	  component	  of	  interest.	  
!σ ae22
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Supplementary Table 3.2: The additive genetic covariance between fitness and the products for the mean of each wing shape trait 
The additive genetic covariance matrix (ϕ) between fitness (w) and the products for the mean of each wing-shape trait (1 to n) when expressed as 
deviations from their phenotypic population mean ( ).  Each element of ϕ was estimated from an unstructured bivariate model between fitness 
and the respective trait deviation products. 
!y1:n * y1:n
y1 y2	   y3	   y4	   y5	   y6	   y7	   y8	  
w,y1	   -­‐6.75	   -­‐8.18	   10.79	   7.66	   0.66	   -­‐8.96	   11.06	   7.66	  
w,y2	   -­‐8.18	   -­‐2.09	   4.04	   -­‐1.35	   -­‐0.55	   1.36	   3.01	   2.04	  
w,y3	   10.79	   4.04	   -­‐11.34	   -­‐1.68	   1.79	   8.48	   -­‐6.20	   1.36	  
w,y4	   7.66	   -­‐1.35	   -­‐1.68	   -­‐2.13	   -­‐1.81	   0.97	   8.05	   -­‐0.16	  
w,y5	   0.66	   -­‐0.55	   1.79	   -­‐1.81	   -­‐0.89	   -­‐1.11	   3.40	   0.01	  
w,y6	   -­‐8.96	   1.36	   8.48	   0.97	   -­‐1.11	   -­‐4.70	   -­‐5.95	   0.00	  
w,y7	   11.06	   3.01	   -­‐6.20	   8.05	   3.40	   -­‐5.95	   12.05	   2.31	  
w,y8	   7.66	   2.04	   1.36	   -­‐0.16	   0.01	   0.00	   2.31	   -­‐3.64	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Chapter 4: Dominance Genetic Variance for Traits Under Directional 
Selection in Drosophila serrata 
ABSTRACT 
In contrast to our growing understanding for patterns of additive genetic variance in single and 
multi-trait combinations, the relative contribution of non-additive genetic variance, particularly 
dominance variance, to multivariate phenotypes is largely unknown.  While mechanisms for the 
evolution of dominance genetic variance have been, and to some degree remain, subject to debate, 
the pervasiveness of dominance is widely recognized, and may play a key role in several 
evolutionary processes.  Theoretical and empirical evidence suggests that the contribution of 
dominance variance to phenotypic variance may increase with the correlation between a trait and 
fitness; however, direct tests of this hypothesis are few. Using a multigenerational breeding design 
in an unmanipulated population of Drosophila serrata, we estimated additive and dominance 
genetic covariance matrices for multivariate wing shape phenotypes, together with a comprehensive 
measure of fitness, to determine whether there is an association between directional selection and 
dominance variance. Fitness, a trait unequivocally under directional selection, had no detectable 
additive genetic variance, but significant dominance genetic variance contributing 32% of the 
phenotypic variance.  For single and multivariate morphological traits, however, no relationship 
was observed between trait-fitness correlations and dominance variance.  A similar proportion of 
additive and dominance variance was found to contribute to phenotypic variance for single traits, 
and double the amount of additive compared to dominance variance was found for the multivariate 
trait combination under directional selection.  These data suggest that for many fitness components 
a positive association between directional selection and dominance genetic variance may not be 
expected. 
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INTRODUCTION 
Characterizing the genetic basis of phenotypes, and the form and resulting consequences of 
selection on these phenotypes is a major goal of evolutionary biology.  Substantial effort has been 
devoted to estimating additive genetic variance in metric traits and fitness components (Falconer 
and Mackay 1996; Lynch and Walsh 1998), establishing that the majority of metric traits have 
additive genetic variance, and a heritability in the range of 0.2-0.6 (Lynch and Walsh 1998).  More 
recently, the necessity of examining multivariate patterns of additive genetic variance and selection 
has been emphasized (Walsh and Blows 2009), and shown to influence the multivariate response to 
selection in laboratory (eg. Mezey and Houle 2005; McGuigan and Blows 2009; Hine et al. 2014), 
and natural populations (Clements et al. 2011; Morrissey et al. 2012). In particular, additive genetic 
variance in all single traits often does not equate to genetic variance in all multivariate trait 
combinations (Hine and Blows 2006; Blows 2007; Walsh and Blows 2009), and a response to 
selection in trait combinations with low levels of additive genetic variance may be stochastic in 
nature (Hine et al. 2014).  
In contrast to our growing understanding of patterns of additive genetic variance, very little is 
known about the relative contributions of non-additive variance, particularly dominance variance, to 
multivariate phenotypes; despite the ubiquity of dominance, and the attention given to the evolution 
of dominance for close to a century (Fisher 1928; Wright 1929; Wright 1934).  The pervasiveness 
of dominance is demonstrated most clearly by inbreeding depression (Charlesworth and 
Charlesworth 1987), which is exhibited in almost all organisms to some degree (Husband and 
Schemske 1996; Lynch and Walsh 1998).  The increased frequency of homozygous loci across the 
genome, caused by inbreeding, exposes recessive deleterious alleles that are typically held in a 
heterozygous state, resulting in the decreased in trait means, and initial fitness reductions that 
accompany inbreeding (Lande and Schemske 1985; Lynch 1991; Charlesworth et al. 1999).  
Similarly, selection for recessive deleterious alleles in heterozygotes, results in the typically faster 
responses observed for downward than upward artificial selection, when the dominant allele confers 
a higher trait mean than the recessive (Falconer and Mackay 1981).   
Remarkably high levels of inbreeding depression, averaging 50%, have been demonstrated for 
primary fitness components (eg. viability, fertility, egg production) in Drosophila, compared to 
levels of a few percent for morphological traits (Lynch and Walsh 1998), and asymmetric selection 
responses for fitness components have also been demonstrated in several cases (Frankham 1990).  
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These observations are consistent with predicted patterns of dominance genetic variance for traits 
that are genetically correlated with fitness (Fisher 1930; Frankham 1990; Crnokrak and Roff 1995).  
Directional selection on fitness-correlated traits is expected to erode the additive genetic variance in 
these traits (Fisher 1930), resulting in lower heritabilites (Mousseau and Roff 1987; Price and 
Schluter 1991; Kruuk et al. 2000) and a higher proportion of dominance variance contributing to 
overall phenotypic variance  (Merilä and Sheldon 1999). Consequently, fitness itself, a trait 
unambiguously under directional selection, is predicted to have the least additive and 
proportionately largest contribution of dominance variance to phenotypic variance.  In addition to 
single traits, particular multivariate combinations of traits known to be under persistent directional 
selection through their association with sexual fitness have been demonstrated to have low additive 
genetic variance (McGuigan and Blows 2009; Hine et al. 2011; Sztepanacz and Rundle 2012), 
suggesting that similar patterns of additive and dominance contributions to phenotypic variance 
may also be observed for multivariate traits in certain circumstances. 
In general, we know relatively little about proportions of dominance variance for any single traits, 
regardless of their association with fitness, and multivariate patterns of dominance for suites of 
functionally related traits are unknown.  (Merilä and Sheldon 1999). For single traits in general, 
compilations of dominance variance estimates by Cronokak and Roff (1995), and more recently by 
Wolak and Keller (2014) indicate dominance variance, as a proportion of total phenotypic variance, 
is in the range of 0.04 to 0.36 for undomesticated species. Overall, the current data suggest that 
dominance variance contributes, on average, 15% of total phenotypic variance of traits, and that its 
contribution is significantly different from zero (Wolak and Keller 2014), supporting an important 
contribution of dominance variance to total phenotypic variance. These estimates of dominance 
variance are also consistent with estimates of non-additive variance obtained by comparing broad-
sense to narrow-sense heritability for a variety of traits (Hill et al. 2008). 
Evidence supporting a larger contribution of dominance variance to phenotypic variance for fitness-
correlated traits, compared to traits less correlated with fitness, however, is equivocal.  There is 
some evidence to suggest that fitness-correlated traits have lower heritiabilites than morphological 
traits (Houle 1992; Kruuk et al. 2000), and this pattern does not appear to be due to proportionately 
smaller additive variances, but is a consequence of larger residual components of variance, which 
include dominance variance (Houle 1992).  Consistent with the prediction of more dominance 
variance for fitness-correlated traits, life history traits have previously been observed to have more 
dominance variance than morphological traits, and also a higher proportion of dominance compared 
to additive variance (Cronokrak and Roff, 1995). However, equal contributions of dominance 
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variance to life history and morphological traits, and a similar contribution of dominance and 
additive variance to total phenotypic variance have been observed in a more recent comprehensive 
data set (Wolak and Keller 2014).   
These conflicting results may be due, in part, to the way that levels of dominance were estimated, 
and how the association of these traits with fitness was determined. For undomesticated species, 
dominance is typically estimated by inbreeding, or by crossing inbred lines (eg. Hughes et al. 2002; 
Kearsey et al. 2003; Bilde et al. 2008).  Throughout the genome, these processes create levels of 
homozygosity and heterozygosity, respectively, that are unlikely to be seen in natural populations.  
Given that dominance variance depends on gene frequencies (Falconer and Mackay 1981), whether 
estimates of dominance from line crosses are representative of segregating dominance variance is 
unclear.  In addition, life-history traits have been broadly classified in these analyses as fitness 
related, based on presumed positive phenotypic correlations between these traits and fitness.  
However, phenotypic correlations between traits and fitness have been demonstrated in several 
instances to be unrepresentative of underlying genetic correlations, which ultimately govern 
patterns of genetic variance (Rausher 1992; Stinchcombe et al. 2002; Kruuk et al. 2002). 
To unequivocally determine whether traits correlated with fitness exhibit a higher proportion of 
dominance variance and lower proportion of additive variance than traits more distantly related to 
fitness, a more direct method is to simultaneously examine the additive genetic covariance of traits 
with fitness and their respective dominance variance in outbred populations (Merilä and Sheldon 
1999). It has been recognized, particularly for additive genetic variance, that neither single trait 
variances nor bivariate covariances are likely to reflect the true nature of genetic variation (Lande 
and Arnold 1983; Blows and Brooks 2003; Blows and Hoffmann 2005), and that multiple 
functionally related traits are often the targets of selection (Lande and Arnold 1983; Phillips and 
Arnold 1989).  While genetic correlations between fitness components may maintain additive 
variance in each trait due to contrasting selection Thesis.docxon these traits, additive variance in
total fitness can still be close to zero (Walsh and Blows 2009).  Given that the relative contributions 
of additive and dominance variance to overall phenotypic variance are inextricably linked, a 
comprehensive understanding of patterns of dominance variance will require a multivariate 
approach.  
Here, we used a large, multigenerational breeding design in an unmanipulated population of 
Drosophila serrata, that enabled the estimation of additive and dominance variance for both 
multivariate wing shape phenotypes and a comprehensive measure of fitness, within a single 
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framework.  Our experimental design enabled the characterization of additive and dominance 
variance for single morphological traits and fitness, and the covariance between them.  This allowed 
us to directly test the hypothesis that traits genetically correlated with fitness should exhibit high 
levels of dominance variance, and the corollary, that fitness itself should exhibit the highest level of 
dominance. By employing a multivariate approach we were not limited to examining these patterns 
on a trait-by-trait basis, but we also determined how dominance variance is distributed across 
multivariate trait combinations, and within this multidimensional space we examined the 
association between additive and dominance variance.  Finally, by employing a multivariate form of 
the Robertson-Price Identity (Stinchcombe et al. 2013), we were able to determine the levels of 
additive and dominance variance in the multivariate trait combination under the strongest 
directional selection, extending tests of the hypothesis, of high dominance variance in fitness related 
traits, to a multivariate framework. 
MATERIALS AND METHODS 
Breeding Design 
Prior to phenotypic measurements, two generations of breeding were conducted using a previously 
described, outbred, and laboratory adapted population of Drosophila serrata (Hine et al. 2014).  
The first generation of breeding was a paternal half-sibling design where 75 sires were each mated 
to three virgin dams.  Following a 72h mating period dams were moved to individual vials (Day 0) 
and allowed to oviposit in these vials for 72h.  On days 12 to 14, four virgin sons and four virgin 
daughters from productive half-sibling families were collected within 24h of eclosion using light 
CO2 anesthesia.  These flies were held in separate sex vials at a density of two to four flies per vial, 
for three to five days prior to the second generation of breeding. 
The second generation of breeding employed a double-first cousin design.  While half-sib designs 
are effective for estimating additive genetic variance, double-first cousin breeding designs provide 
the coefficients of fraternity necessary for the estimation of dominance variance (Lynch and Walsh 
1998).  Here, breeding was done in a circular pattern: two pairs of full brothers from each family 
were mated to two pairs of full sisters, where the two pairs of sisters were not related to each other 
nor to the mating partners of their brothers and sisters.  Single male-female pairs were placed in 
individual vials and allowed to mate and oviposit for 72h.  Virgin sons from productive families 
were collected within 24h of eclosion using light CO2 anesthesia, for use in either competitive 
fitness assays or for wing phenotypes. Males to be used for competitive fitness assays were 
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collected on the second day of vial emergence and were held at a density of four flies per vial for 
four days prior to the fitness assay.  Males to be used for wing phenotypes were collected on the 
first, second, and third days of emergence and were stored in familial groups in 1mL eppendorf 
tubes at -20°C, prior to phenotyping.  In total the two-generation pedigree comprised about 9500 
individuals, and about 5000 males from 685 families were used for wing phenotypes and about 
2800 males from 666 families were used for fitness assays.  
Fitness Assay 
Male competitive fitness was assayed using five virgin sons from each of 666 families. A single 
focal male (red-eye) from the breeding design was placed in a vial with two randomly chosen 
females and one randomly chosen male from an outbred D. serrata population fixed for a recessive 
mutation conferring an orange-eye phenotype (Day 0).  
Females were allowed to freely mate and oviposit for 48h, after which, all males and females were 
discarded from the vials.  By Day 14 the majority of offspring from these vials had eclosed, and 
these flies were transferred into clean plastic vials and stored at -20°C.  Subsequently, the numbers 
of orange-eye (competitor) and red-eye (focal) offspring produced in each vial were counted.  The 
number of adult offspring sired by a male from the breeding design reflects his competitive mating 
success, the productivity of the female he mated to, and the survival to emergence of his offspring.  
In the following analyses, male competitive fitness is calculated as the natural logarithm of the odds 
ratio of focal male to competitor-male offspring sired (Reddiex et al. 2013). 
w = ln red+1orange+1⎛⎝⎜ ⎞⎠⎟ (1) 
This metric is biologically meaningful within the context of our experimental design.  The ratio 
reflects relative fitness when both focal and competitor males sire offspring, and in cases where 
only one male sires offspring it also reflects the total number he sired.  Therefore, these data are 
more informative than a simple proportion, where the rankings within groups of sires that sire none 
or all of the offspring are arbitrary.  Within the subset of focal sires that produced all (none) of the 
offspring, those siring a relatively higher (lower) number have a higher (lower) ranking.  Taking the 
natural logarithm transforms this ratio, while preserving the rank of sires, into an approximately 
normal distribution that is suitable for standard multivariate analyses.  This distribution is centered 
on 0, where the focal male sired an equal number of offspring as the competitor male, with positive 
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and negative values indicating increasingly more focal-male and increasingly more competitor-male 
offspring sired, respectively. 
Wing Phenotypes 
To measure wing phenotypes one wing from each male (either left or right) was removed and 
mounted on a standard microscope slide using double-sided tape.  The number of wings collected 
from each family ranged from 0-15, with a median of eight wings per family, resulting in 5040 
wings phenotyped from 685 families.  Wings were photographed using a Leica MZ6 microscope 
with a Leica IC80 HD camera attachment, and nine landmarks corresponding to those previously 
described for D. bunnanda (McGuigan and Blows 2007) were recorded using tpsDig2 software 
(Rohlf 2005).  In order to characterize shape variation free from size variation, wings were scaled 
by centroid size and the landmark co-ordinates were aligned (Mezey and Houle 2005), resulting in 
nine X-Y co-ordinate pairs (18 traits) for each wing.  In order to reduce the number of traits to make 
analyses computationally feasible, without losing information from regions of the wing, we 
calculated the euclidian distance between the landmark co-ordinates (McGuigan and Blows 2007).  
This reduced the 18 co-ordinate traits to 10 inter-landmark distance traits that have been previously 
described (McGuigan and Blows 2007), and herein are referred to as: aLM1-8, aLM2-4, aLM2-5, 
aLM2-8, aLM3-7, aLM3-9, aLM4-5, aLM5-6, aLM5-8, and aLM7-9.  Due to high multicollinearity 
between aLM1-8 and aLM2-8, and also between aLM3-7 and aLM7-9, traits aLM1-8 and aLM7-9 
were removed from subsequent analyses. 
Statistical Analyses 
Genetic analyses 
A total of 24 multivariate outliers (0.5% of the total wing data) were identified and removed from 
the wing phenotype data using the multivariate Mahalanobis distance technique implemented in the 
software package JMP (version 10; SAS Institute Inc., Cary, NC).  For the fitness measures, vials 
that did not produce any offspring (zeros), likely due to experimental error resulting in female 
damage or death, were removed prior to analyses. This resulted in 2883 fitness measures from 666 
families, with an average of 4.3 fitness measures per family.   
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Wing phenotypes were measured from flies collected over three days of emergence, allowing for a 
potential effect of emergence day on shape variation.  We did find statistically significant 
differences in the mean value of inter-landmark distances from flies that had emerged on different 
days, for all traits except aLM3-9. However, in all cases the effect of ‘Day’ explained less than 
0.8% of the phenotypic variance, indicating that the day effect was not an important biological 
phenomenon.  Therefore, we pooled wings collected on different days, and inter-landmark distances 
and fitness were subsequently standardized globally {~N[0,1]}, prior to analyses. 
Univariate Analyses 
Univariate and multivariate genetic analyses were conducted using restricted maximum likelihood 
(REML) within an animal model framework, implemented in Wombat (Meyer, 2007).  The 
breeding design enabled us to fit a model that estimated two uncorrelated random effects at a time: 
additive genetic, and dominance genetic (or additive by additive epistasis, or common 
environmental variance).  The assumptions for the parameter means and variances were: 
  (Eqn. 2) 
(2) 
where 𝜎!! is the additive genetic variance, 𝜎!! is the dominance genetic variance (𝜎!!!  is the additive
x additive epistatic variance; 𝜎!"!  is the common environmental variance), and 𝜎!! is the residual
variance.  We were only able to include two random effects at a time (additive variance + one other) 
in our analyses, because the nature of our breeding design, where full sibs were reared in a single 
vial, resulted in a partial confounding between common environmental variance, dominance 
variance, and additive x additive epistatic variance.  Attempting to fit more than one of these three 
random effects in a single analysis would be redundant, resulting in a singular average information 
matrix (also known as Fisher Information matrix, or a non-positive definite Hessian). 
The sparse numerator relationship matrix (A) was calculated and inverted within Wombat, whereas 
we calculated and inverted the dominance relationship matrix (D) and additive x additive epistasis 
matrix (AA) using the nadiv package (Wolak 2012) in R (R development core team, 2013).  In 
cases examining common environmental variance, the vector of random effects was related to 
individuals in proportion to a blocked identity matrix.   To calculate the dominance relationship 
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matrix, the nadiv package (Wolak, 2012) approximates the coefficients of fraternity (Δ!") between
individuals i and j by: 
Δ ij = (θkmθln +θknθlm)/4 (3) 
where k  and l represent the dam and sire of i, m and n the dam and sire of j, and   
θ is the additive genetic relatedness between individuals noted in the subscripts (Wolak, 2012).  
This approximation assumes no inbreeding and ignores any dominance connections through 
grandparents, which were both inconsequential given the structure of our pedigree. The relationship 
matrix for additive x additive epistasis was calculated as the matrix product of the numerator 
relationship matrix with itself.  The non-zero elements of the lower-triangle of the inverse of these 
matrices were supplied to Wombat as a general inverse file with an additional codes file linking the 
running numbers of the individuals in the analysis with their pedigree identifiers. 
Univariate analyses of wing traits and fitness employed the following mixed model: 
!yi = µ +ai +d(aa;ce)i +ei (4) 
where  μ is the population mean, ai is the additive genetic value of individual i, di (aai ; cei )is the 
dominance (epistatic, common environmental) genetic value of individual i, and ei is the residual 
error (no fixed effects were fit for any models).  Univariate models were fit for each wing trait and 
fitness, individually, and statistical significance of each variance component was assessed using a 
log likelihood ratio test comparing the fit of a model that included vs. excluded the variance 
component of interest, with one degree of freedom.  In all cases, estimation was carried out using a 
strict AI REML algorithm. 
Initially, we explored whether there was any evidence for common environmental variance in these 
traits, finding little evidence that this was an important component of variance (see Supplementary 
Information). Therefore, we excluded common environment as a random effect from all uni- and 
multi- variate models.  Next, we examined whether there was any evidence for additive x additive 
epistasis.  This component of variance is typically ignored in standard quantitative genetic analyses 
that employ a half-sibling breeding design or parent offspring regression, for example, despite that 
additive variance in these cases is confounded with additive x additive epistasis.  In these cases, 
however, additive x additive epistasis only contributes one quarter the amount of additive variance, 
and therefore, is considered negligible.  Unfortunately, double-first cousins and full-sibs, the only 
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standard relationships that contribute to dominance variance, share an equal amount of dominance 
and additive x additive epistatic variance.  An examination of our AA and D relationship matrices 
revealed that the coefficients of relatedness for dominance variance were completely nested within 
those for additive x additive epistasis, therefore, there was no way to separate these components in 
our analyses (Table 4.1).  However, a thorough investigation comparing the likelihood and 
precision of models that include epistasis vs. dominance indicated that epistasis contributes 
marginally to phenotypic variance, compared to dominance variance for these traits (see 
Supplementary Information; Supplementary Figure 4.1; Supplementary Table 4.1).  Therefore, we 
excluded additive x additive epistasis from our models and subsequently examined additive genetic, 
dominance genetic, and residual variance only.  
 
 
Multivariate Analyses 
For multivariate analyses the more general matrix form of the mixed model equations were used:  
 
 !y = Aσ a2 +Dσ d2 +Iσ e2   (5) 
where y is the vector of observations on all individuals, σ!!   and σ!!  are the vectors of additive 
genetic and dominance genetic effects that are related to individuals proportionally to the numerator 
(A) and dominance (D) relationship  matrices, respectively. σ!! is the vector of residual variance, 
related to individuals in proportion to the identity matrix.   
 
Parameter constraints limited the number of traits we could include in a multivariate mixed model 
that simultaneously estimated additive, dominance, and residual variance.  The number of estimated 
parameters increases exponentially with the number of traits included in multivariate analyses, a 
pattern that is exacerbated when additional random effects, such as dominance, are considered. This 
generates a more severe upper limit on the number of traits that can be included in a single analysis 
(Meyer 1992).  In this case, the upper limit for the number of traits was driven by the ability to 
disentangle dominance from residual variance. Therefore, in order to obtain accurate estimates for 
all three components of variance, particularly dominance variance, the maximum number of traits 
we could include in an analysis was two.  However, to obtain accurate estimates for additive 
variance these parameter constraints were not limiting because there was substantial power to 
disentangle additive variance from the rest of the phenotypic variance. For eight (nine) trait models 
that included additive, dominance, and residual variance, dominance and residual components could 
not be adequately separated from each other, rendering dubious estimates of these individual 
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components; however, combined, they accounted for the correct proportion of variance. Additive 
genetic estimates were unaffected by the confounding of dominance and residual variance, and 
therefore these models can be thought of as estimating an additive covariance matrix and a joint 
dominance/residual matrix. 
 
We used these models to determine the number of genetic principal components underlying the 
additive covariance matrix via a series of nested reduced rank models for both wing traits alone, and 
wing traits with fitness. The number of principal components that underlie the additive genetic 
covariance matrix indicates whether the genetic association between traits confines genetic variance 
to certain combinations of these traits, or in other words, how many independent combinations of 
these traits have significant genetic variance. Covariance estimates from an analysis in which no 
structure was imposed on the covariance matrix at the additive genetic level were used as starting 
values for reduced rank models.  Statistical support for the genetic dimensions underlying the 
additive genetic covariance matrix (A) was evaluated using nested log likelihood ratio tests for the 
reduced rank models (Hine and Blows 2006). Typically, reduced rank estimation is carried out 
using factor analytic modeling (eg. Hine and Blows 2006; McGuigan and Blows 2010; Sztepanacz 
and Rundle 2012): these analyses are equivalent to factor analytic models where all specific 
variances are assumed to be zero (Meyer and Kirkpatrick 2008).  
 
For each of the models in this set of nested analyses that allowed us to test the statistical 
dimensionality of A, the dominance and residual covariance matrices were fit at full rank. As 
outlined above, interpreting individual estimates of these components would be inappropriate.  In 
cases where wings and fitness were estimated in the same model the residual covariance between 
fitness and each of the wing traits was fixed at zero to reflect these traits being measured on 
different individuals.  For reduced rank models, likelihood estimation was carried out using a 
hybrid algorithm with initial iterates of an expectation maximization (EM) procedure followed by 
average information (AI) REML.  In cases where convergence was difficult to achieve this process 
was repeated for 100 cycles.  In most instances this attained convergence, with the exception of 
reduced rank models fitting zero, one, and two principal components at the additive genetic level.  
This is likely a consequence of restricting significant variance to such few dimensions (see results). 
Assuming that all specific variances are zero when considering too few factors can result in biased 
estimates of residual components, with principal component models typically behaving more poorly 
for highly restricted ranks than factor analytic models (Meyer and Kirkpatrick 2008). 
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To simultaneously estimate additive and dominance variance in a single multivariate model, and 
within our parameter restrictions, we carried out analyses of all bivariate trait combinations using 
the multivariate mixed model described in Eqn. 3, and employing a strict AI REML estimation 
method.  For bivariate analyses between fitness and each wing trait, the residual covariance 
between these traits was fixed at zero, to reflect these traits being measured on different individuals.  
These analyses appropriately partitioned additive, dominance, and residual variance from each 
other, yielding accurate covariance estimates for both additive and dominance random effects.  
Because bivariate analyses were carried out on all pairwise subsets of traits, they resulted in single 
estimates for the additive and dominance covariances between all traits, but several estimates for 
the additive and dominance variance in each trait.  We used a maximum likelihood approach to pool 
the estimates from these analyses, generating full additive and dominance (D) covariance matrices 
for the eight wing traits and wing traits plus fitness.  This approach pools covariance matrices for all 
sources of variation simultaneously, while accounting for the typically strong negative sampling 
correlations between estimates from analyses with overlapping subsets of traits (Meyer 2012). The 
pooled additive genetic covariance matrix was nearly identical to the one estimated from the full 
multivariate model, so for consistency we present results from pooled additive and dominance 
matrices only, and use the ‘full’ model for testing the significant genetic dimensions underlying the 
A-matrix, only.  Although constructing a full dominance covariance matrix by pooling part analyses
restricts our ability to establish the statistically significant genetic dimensions underlying this 
matrix, it does not prohibit us from examining the patterns and orientation of dominance variance in 
a multivariate context. 
Matrix comparison 
We employed three approaches to compare patterns of additive and dominance genetic variance.  
First, in order to determine the amount of additive genetic variance in the eigenvectors of D, and 
hence the similarity between the eigenvectors of A and D, we projected each of these nine vectors 
through the additive genetic covariance matrix using the equation diTAdi, where di is the ith
eigenvector of the dominance covariance matrix (scaled to unit length) and A is the additive genetic 
covariance matrix.  Next, to examine whether the parts of the additive and dominance matrices that 
contained the majority of variance were similar to each other we employed Krzanowski’s common 
subspace approach (Krzanowski 1979), using the first four eigenvectors of A and D that accounted 
for 89% and 97% of the variance, respectively. This formal approach for comparing matrices 
identifies the similarity in orientation of two subspaces using the equation  
S= DTAATD (6)
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where the matrices D and A contain the subset k of the eigenvectors of the dominance and additive 
covariance matrices as columns and where k ≤ n/2  (Krzanowski 1979; Blows et al. 2004; Aguirre 
et al. 2013).  Here, the sum of the eigenvalues of S indicates the similarity in orientation of the 
subspaces, with 0 indicating that the subspaces are completely orthogonal and k indicating that they 
completely overlap (Blows et al. 2004).  High similarity between these subspaces would indicate 
that the multivariate traits with the most additive genetic variance are also the multivariate traits 
with the most dominance variance.  Finally, in order to determine the relative contributions of wing 
traits vs. fitness in generating the difference between additive and dominance matrices, we 
employed a genetic covariance tensor approach.  For only two matrices the multivariate trait 
combination describing the greatest difference in genetic variance between them is given by the 
first eigenvector of the difference matrix (A-D), calculated here by subtracting the dominance 
covariance matrix from the additive covariance matrix (Hansen and Houle 2008; Sztepanacz and 
Rundle 2012).  This trait combination is equivalent to the leading eigenvector of the first 
eigentensor of the fourth-order covariance tensor that characterizes variation among replicate 
matrices (Hine et al. 2009).  While the Krzanowski subspace comparison indicates how different 
the multivariate trait combinations with the most additive and dominance variance are overall, the 
first eigenvector of (A-D), indicates which trait combination is most different between A and D.  
The trait loadings of this vector indicate the relative importance of each trait in determining the 
difference in orientation of additive and dominance variance. 
 
RESULTS 
 
Within a large multigenerational breeding design we measured the fitness of 2883 sons from 666 
families (~4 sons/ family), and 5040 wings (~8 sons/family) from their brothers.  We subsequently 
carried out a genetic analysis using a suite of eight wing phenotypes (interlandmark distance traits: 
aLM2-4, aLM2-5, aLM2-8, aLM3-7, aLM3-9, aLM4-5, aLM5-6, aLM5-8) and fitness.  Consistent 
with the levels of additive variance as a proportion of total phenotypic variance typically found for 
quantitative traits (Lynch and Walsh 1998), estimates of additive genetic variance (VA) for the eight 
wing traits analyzed here ranged from 0.29-0.56 (Figure 4.2a, Table 4.2).  Fitness, however, was 
strikingly different, with a VA estimate of 0.008, two orders of magnitude less than wing-traits 
(Figure 4.2a, Table 4.2).  Statistical support for the presence of additive genetic variance in all eight 
wing-traits was provided by univariate likelihood ratio tests, which tested whether excluding VA 
significantly worsened the fit of the model, with degrees of freedom equal to one (aLM2-4: χ2 = 
75.7, P<0.001; aLM2-5: χ2 = 50.4, P<0.001; aLM2-8: χ2 = 101.4, P<0.001; aLM3-7: χ2 = 79.0, 
Chapter	  4:	  Dominance	  genetic	  variance	  
160	  
P<0.001; aLM3-9: χ2 = 33.0, P<0.001; aLM4-5: χ2 = 68.0, P<0.001; aLM5-6: χ2 = 63.8, P<0.001; 
aLM5-8: χ2 = 50.4, P<0.001).  This statistical support was retained for all eight traits when the 
highly conservative Sequential Bonferroni correction of the nominated significance level of 0.05 
was applied (α=0.05, c=8).  For fitness, the univariate test for the presence of VA was not 
statistically significant (χ2 = 0; df=1, P=1)  (Table 4.2).  
An eigenanalysis of the wing-trait A revealed that the first seven (of eight) eigenvectors accounted 
for 99.7% of VA in these traits.  Despite the small proportion of variance (0.3%) accounted for by 
the last eigenvector of the additive matrix, genetic principal component modeling revealed 
statistical support for all eight genetic dimensions underlying A (reducing from eight to seven 
dimensions significantly worsened the fit of the model: χ2 = 14.00; df=1, P<0.001).  Although 
uncovering a full rank genetic covariance matrix is uncommon, there is also evidence in Drosophila 
melanogaster that the additive matrix for wing shape is full rank (Mezey and Houle 2005).  
Consistent with the lack of VA for fitness found in the univariate test, statistical support was found 
for eight of nine genetic dimensions of the wing-trait plus fitness A (reducing from eight to seven 
dimensions significantly worsened the fit of the model: χ2 = 13.83; df=1, P<0.001). 
For wing traits, estimates of dominance variance (VD) were lower, on average, than additive 
estimates, ranging from 0.029 to 0.317 (Figure 4.2a, Table 4.3).  Univariate likelihood ratio tests, 
testing whether excluding VD significantly worsened the fit of the model (again, with degrees of 
freedom equal to one) provided statistical support for dominance variance in three of the eight 
wing-traits (aLM2-5: χ2 = 4.6, P=0.033; aLM3-7: χ2 = 4.8, P=0.029; aLM3-9: χ2 = 6.5, P=0.011).  
Applying the Sequential Bonferroni correction (α=0.05, c=8), reduced statistical support to zero of 
eight traits, however, with only eight tests, this likely represents the conservativeness of the test 
rather than a true lack of significance, with the probability of obtaining a Type I error for this family 
of tests equal to 0.34.  Although estimates of VD were, in general, only moderately lower than VA 
(Figure 4.2a), due to the nature of our breeding design, statistical tests of dominance components 
suffer from reduced power.  Here, all information on dominance comes from the 275 double-first 
cousin pairs created in the second generation of breeding, 60% less sires than are used for additive 
genetic estimates.   Despite the exceedingly low VA for fitness, its dominance estimate of 0.23 was 
within the range of the majority of VD estimates found here for wing traits, and was statistically 
supported in a univariate likelihood ratio test (χ2 = 7.12; df=1, P< 0.01).  
An eigenanalysis of the pooled D for wing traits revealed that the first five (of eight) eigenvectors 
accounted for 99.5% of the dominance variance, with the last eigenvector accounting for only 5x10-
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5 % of the variance in these traits.  Although pooling bivariate analyses to generate the ‘full’ 
dominance covariance matrix precludes us from testing the significant dimensions underlying it, the 
observation of such a low eigenvalue suggests that a null or nearly-null space may exist within the 
dominance matrix, that does not exist within the additive matrix.  Although fitness did have 
significant VD in a univariate test, the amount of variance captured by the first five (of nine) 
eigenvectors of D that include wing traits and fitness, was equal to the amount described by the first 
five (of eight) for D that only includes wing traits.  
 
In total there was 47% less dominance than additive genetic variance for wing traits (as given by a 
trace of 3.66 vs. 1.94 for additive and dominance covariance matrices, respectively). When fitness 
was included, this difference in variance decreased to 41% less dominance than additive variance.  
Matrix projection of the nine eigenvectors of D through the full rank A, indicated that there was 
substantial additive genetic variance in each of these multivariate trait combinations (Figure 4.1).  
In fact, the proportion of additive genetic variance contained in the eigenvectors of D, and 
corresponding eigenvectors of A, were remarkably similar over most of the space.  In order to 
determine the proportion of additive and dominance genetic variance in the multivariate trait 
combination under strongest directional selection we examined the genetic selection gradient, given 
by the eight-element vector of the additive genetic covariance between each wing trait and fitness 
(Table 4.2) (Stinchcombe et al. 2013).  The projection of this normalized vector through A and D 
uncovers the proportion of additive and dominance genetic variance, respectively, in this 
multivariate trait combination.  In contrast to patterns of VA and VD for the univariate trait under 
strongest directional selection, fitness, the proportion of VA in this multivariate trait combination 
was 0.31; double the proportion of VD which was equal to 0.16.  
 
The Krzanowski method of subspace comparison identified a 69% similarity in orientation of the 
subspaces defined by amax to a4 and dmax to d4, indicating that the multivariate traits with the most 
additive genetic variance also have the most dominance genetic variance.  This was demonstrated 
by a value of 2.76 for the sum of the eigenvalues of S, which range here from zero to four, 
indicating orthogonal and coincident subspaces, respectively.  Although the eigenvalues of A 
decline less rapidly than those of D, with the first four accounting for only 89% of additive variance 
but 97% of dominance variance in these traits, Krzanowski’s method is limited to comparing 
subspaces of dimension k ≤ n/2, therefore a formal comparison of a larger subspace was not 
possible within this framework.   
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Despite the similarity between A and D, they are not identical, with notable differences in the 
distribution of variance over their respective eigenvectors, shown by the more rapid decline of 
variance for the eigenvectors of D compared to A (Figure 4.2b).  In order to determine which traits 
contribute most strongly to this difference we examined the leading eigenvector ((A-D)max) of the 
difference matrix (A-D) (Table 4.4).  The trait (A-D)max accounted for the majority of the difference 
between A and D (0.62 of the total difference in genetic variance of 1.42), with the elements, or 
trait loadings, of this vector indicating the relative contribution of each trait to this difference.  
Surprisingly, fitness was one of the weakest contributors to this trait combination, despite being the 
only trait to have significant dominance variance, and essentially no additive variance.  The 
strongest contributor to (A-D)max was aLM5-6, with a trait loading of -0.605.  This trait had a 
significant, moderate, estimate of VA with a relatively low, non-significant estimate of VD.  Overall 
the trait loadings across (A-D)max appear fairly even, with positive and negative values indicating 
that the major difference between A and D is primarily driven by contrasting contributions of 
anterior to posterior shape variation in the proximal region of the wing, to proximal to distal shape 
variation across the wing. 
 
DISCUSSION 
 
Dominance is widely recognized to be pervasive, and has implications for the maintenance of 
genetic variance (Barton and Keightley 2002), the genetic dynamics of small populations (Whitlock 
and Fowler 1999; Turelli and Barton 2006; Taft and Roff 2011), and may influence responses to 
selection (Keightley 1996). However, data on levels of naturally segregating dominance variance is 
limited, and the association between dominance variance and fitness is equivocal (Crnokrak and 
Roff 1995; Roff and Emerson 2006; Wolak and Keller 2014).  A direct test of the prediction that 
dominance variance should be positively correlated with directional selection, and the multivariate 
extension of this prediction, was possible by employing a breeding design that enabled the 
simultaneous estimation of additive and dominance variance for a suite of functionally related traits 
and fitness.  We demonstrated that fitness itself had low additive and high dominance variance, as 
predicted. However, both single and multivariate morphological traits were found to have 
significant additive genetic variance that contributed a similar proportion as dominance variance to 
overall phenotypic variance, regardless of the association between these traits and fitness. 
 
Consistent with population genetic theory which predicts low additive genetic variance in fitness for 
populations at equilibrium (Falconer and Mackay 1996), we did not find statistical support for 
additive genetic variance in fitness, with the VA estimate of 0.008 (as a proportion of the total 
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phenotypic variance) two orders of magnitude lower than the heritability typically observed for 
quantitative traits (Lynch and Walsh 1998). Although many fitness components have been shown to 
have high levels of additive genetic variance, when scaled to reflect their large residual components 
(Houle 1992), fitness components are often negatively correlated (Falconer and Mackay 1996; 
Brooks 2000; Chippindale et al. 2001) and may be subject to antagonistic selection arising through 
either direct (Godin and McDonough 2003), or pleiotropic (Hunt et al. 2004; McKean and Nunney 
2008) effects of underlying alleles on other fitness components.  Antagonistic selection may 
maintain additive genetic variance in fitness components, but additive genetic variance in net fitness 
can still be close to zero (Charlesworth and Hughes 2000; Walsh and Blows 2009).   
 
How to best measure fitness is a controversial topic (Brommer et al, 2004), with its measurement 
often an empirically challenging task. The D. serrata population used here was maintained on a 
laboratory transfer schedule, in which adult lifespan is only a few days once sexual maturity is 
reached, for approximately 50 generations prior to this experiment.  Our fitness assay was, 
therefore, designed to capture the significant components of fitness under these conditions, and was 
similar to other assays that have been used to characterize fitness in D. serrata (eg. Collet and 
Blows, 2014; Delcourt et al, 2012; Reddiex et al, 2013).  In this species, female remating rates are 
among the highest in Drosophila, with previous evidence indicating that over 48h of mating 
opportunities a single female will produce offspring from 2.9 sires, on average (Frentiu and 
Chenoweth, 2008). Here we have housed two females with a single orange-eyed competitor male 
and a single red-eyed focal male for 48h, with the resulting offspring likely produced by both 
females that had each mated several times.  Therefore, our measure of fitness was comprehensive, 
including a male’s mating success, the productivity of the female he mated to, and the survival to 
emergence of his offspring, and it was within a competitive arena that is likely to occur in nature 
(Frentiu and Chenoweth 2008).    
 
Low additive genetic variance for net fitness has also been demonstrated in other populations of D. 
serrata (Delcourt et al. 2012), in red deer (Kruuk et al. 2000), and in North American red squirrels 
(McFarlane et al. 2014), however, we cannot exclude the possibility that VA exists here for fitness 
but we lacked the power to detect it.  We were able to detect statistically significant variance of a 
smaller magnitude than 0.008 for the eigenvectors of the wing shape additive covariance matrix, 
however, we had reduced power to detect additive genetic variance in fitness for two reasons.  First, 
while wing phenotypes and fitness were collected from approximately the same number of families, 
there was, on average, half the number of fitness measures compared to wing measures per family. 
Second, competitive fitness was measured is relation to random, genetically variable competitor 
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males, thus increasing the within-family variation of a trait that is already particularity sensitive to 
environmental perturbations (Price and Schluter 1991; Whitlock and Fowler 1999).  While    
In contrast to the low estimate of VA for fitness, the dominance estimate of 0.253 was moderate, and 
despite the reduced power (275 double-first cousins) we had for detecting dominance variance, was 
statistically supported. Therefore, dominance variance was the predominant component of genetic 
variance in fitness.  Published estimates of dominance variance for fitness are generally lacking, 
although, several agricultural studies have examined VD for traits that are under persistent artificial 
directional selection.  These artificially selected traits may be analogous to fitness in natural 
populations, as they are always under directional selection (with selection on other traits generally 
reduced), and their trait values primarily determine whether an individual contributes offspring to 
subsequent generations.  The VD observed here for fitness is consistent with dominance variance 
accounting for 14-22% of the phenotypic variance for body weight at harvest of artificially selected 
trout populations (when excluding common environmental effects) (Pante et al. 2002), and with 
dominance variance accounting for 19-52% of the phenotypic variance for productive life and 
lifetime in selected cattle populations (Fuerst and Sölkner 1994).  
Two alternative scenarios may explain our observation of low additive and moderate dominance 
variance for fitness.  First, if many loci are overdominant with respect to fitness (and overdominant 
alleles vary in their dominance coefficients), there will be a range of intermediate gene frequencies 
for which additive variance is close to zero and dominance contributes most to genetic variance 
(Lynch and Walsh 1998).  Pleiotropy may generate overdominance for fitness (Van Dooren 2006), 
resulting in the maintenance of heterozygotes due to selection on each fitness component (Mitchell-
Olds et al. 2007), however, in general, selection experiments provide little evidence that 
overdominance is common (Eisen 1980; Falconer and Mackay 1996; Lynch and Walsh 1998). 
Although, there is limited evidence in C. elegans that induced mutations affecting fitness may 
exhibit overdominance (Peters et al. 2003).  Second, if selection has fixed beneficial and purged 
moderately deleterious alleles, and therefore eroded much of the additive genetic variance in fitness 
in the population (Fisher 1930), then remaining segregating mutations affecting fitness would be 
mildly deleterious (Eyre-Walker and Keightley 2007).  The dominance variance estimate of 0.253 
would then suggest that, on average, these segregating alleles are recessive to some extent.  This 
would be consistent with data from the yeast deletion project, which suggests that the typical 
segregating mutation affecting fitness is moderately but not completely recessive (Agrawal and 
Whitlock 2011).  Because dominance variance characterizes the departures from additivity for the 
summed effects of all loci affecting a focal trait (Lynch and Walsh 1998), without knowing the 
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distribution of dominance coefficients for all alleles affecting fitness, distinguishing between 
mechanisms that may generate dominance variance is difficult. 
 
Except for fitness itself, we did not find any evidence that levels of dominance variance are 
associated with directional selection for single traits. Dominance variance for wing shape traits was 
similar to the VD observed for fitness, and within the range of 0-35% of the phenotypic variance 
previously observed for morphological traits (Wolak and Keller. 2014). However, contrary to the 
prediction that traits more strongly correlated with fitness should have more dominance variance 
contributing to phenotypic variance, there was no relationship between the additive genetic 
covariance of traits with fitness and their dominance variance.  One caveat is that the 95% 
confidence limits (given by the sampling variance) for the additive genetic covariance between each 
trait and fitness overlapped zero in all cases (Supplementary Figure 4.2), indicating that directional 
selection on these traits may be limited, although the low VA estimate for fitness likely weakened 
our power to detect a significant covariance.  Nevertheless, estimates of VD for single traits were 
also comparable to estimates of VA (Figure 4.2a), which were consistent with the additive genetic 
variance previously observed for wing landmark co-ordinate positions in Drosophila melanogaster 
(Mezey and Houle 2005).  While there is some previous evidence that life-history traits, presumably 
under stronger directional selection, have more dominance compared to additive variance than 
morphological traits presumably under weaker directional selection (Crnokrak and Roff 1995; Roff 
and Emerson 2006), more recent data suggests that this may not be a general pattern (Wolak et al. 
2014).  Previous studies examining levels of additive and dominance variance in single traits have 
relied mainly on data from line crosses to estimate these parameters (eg. Roff and Emerson 2006). 
Gene frequencies of 0.5, characteristic of inbred lines, might be expected to result in a higher 
proportion of dominance vs. additive variance for traits, compared to populations that have more 
dispersed gene frequencies (Lynch and Walsh 1998; Hill et al. 2008), providing a potential 
explanation for the higher proportions of dominance vs. additive variance previously observed.   
 
In addition to single traits, we also examined the similarity between additive and dominance genetic 
covariance matrices for multivariate wing phenotypes, followed by the contributions of additive vs. 
dominance variance for the multivariate trait under directional selection.  Multivariate analyses 
revealed that the distribution of additive genetic variance across the eigenvectors of A declined in a 
typical exponential fashion (Hine and Blows 2006; Walsh and Blows 2009; Kirkpatrick 2009; 
Sztepanacz and Rundle 2012), and despite the last two eigenvectors accounting for only 0.8 and 0.3 
% of the additive genetic variance in these traits, principal component modeling revealed significant 
additive genetic variance in all dimensions.  This result is consistent with the full rank additive 
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covariance matrix observed for wing shape in D. melanogaster, in which bootstrapping was used to 
determine significance (Mezey and Houle 2005).  While observing a full rank genetic covariance 
matrix is unusual (Kirkpatrick 2009), with only the first few eigenvectors often having statistical 
support in principal component (factor analytic) models (eg. Hine and Blows 2006; McGuigan and 
Blows 2007), our large sample size of 685 sires provided substantial power for detecting small 
levels of additive genetic variance.  We were unable to determine the number of significant genetic 
dimensions underlying the dominance covariance matrix because it was generated using a series of 
bivariate models. 
 
The lack of association between directional selection and dominance variance observed for single 
traits was also observed for the multivariate trait combination under directional selection, sg. 
Contrary to predictions, this trait combination actually had a higher VA estimate of 0.31, compared 
to VD of 0.16, given by the projections of this vector, standardized to unit length, through the 
additive and dominance covariance matrices, respectively.  This vector of selection differentials is 
unbiased by environmentally induced covariances between traits and fitness (Robertson 1966; 
Lynch and Walsh 1998; Delcourt et al. 2012), however predicted evolutionary responses 
characterized by sg do not distinguish between the effect of selection acting directly on the traits of 
interest and selection acting through correlated traits (Stinchcombe et al. 2013). Although sg is 
under directional selection, the combination of positive and negative trait loadings contained in this 
vector indicate that additive genetic variance may be maintained by antagonistic selection on the 
individual traits comprising this multivariate trait combination. In addition, for traits aLM2-4, 
aLM4-5, and aLM5-8 the genetic selection gradient (βg,), which scales sg by A was close to zero, 
however, the genetic selection differentials were 0.46, 0.51, and -0.26, respectively. This indicates 
that evolutionary responses would occur in these traits as a consequence of indirect selection on 
correlated traits, and not selection acting directly on them (Stinchcombe et al. 2013), again 
indicating that pleiotropy may maintain additive genetic variance in the multi-trait combination, sg.  
 
In summary, we have found that for fitness, a trait unequivocally under directional selection by 
definition, dominance variance contributed substantially more than additive genetic variance to 
overall phenotypic variance.  For morphological traits, however, there was no relationship between 
the strength of directional selection on single or multivariate traits and VD, with similar proportions 
of VA and VD observed for single traits.  Using a direct, quantitative, test of the hypothesis that 
dominance variance should increase with trait-fitness correlations, in an outbred population, we 
failed to find any association between dominance variance and directional selection for quantitative 
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traits.  A positive association between directional phenotypic selection and dominance variance 
may, therefore, be an exceptional, rather than general, observation.  
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Table 4.1:  The number of elements in the upper triangle of relationship matrices, with a 
given coefficient of relatedness. 
Dominance, additive x additive epistasis, and additive relationship matrices are presented.  The 
9541 elements with a relationship coefficient of 1 denote the relationship of each individual with 
itself, and represent the diagonal elements of each matrix. 
 
DOMINANCE 
RELATIONSHIP 
COEFFICIENT - 
0.015625 0.0625 0.25 1 
NUMBER 1908 38726 51097 9541 
ADDITIVE X 
ADDITIVE 
EPISTASIS 
RELATIONSHIP 
COEFFICIENT 
0.00390625 0.015625 0.0625 0.25 1 
NUMBER 1093425 640536 169432 69607 9541 
ADDITIVE 
RELATIONSHIP 
COEFFICIENT 
0.0625 0.125 0.25 0.5 1 
NUMBER 1093425 640536 169432 69607 9541 	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Table 4.2:  The additive genetic covariance matrix for the eight wing traits and fitness.   Additive	  genetic	  variances	  are	  along	  the	  diagonal	  in	  bold	  with	  covariances	  below	  and	  correlations	  above	  (in	  italics).	  
Fitness aLM2-4 aLM2-5 aLM2-8 aLM3-7 aLM3-9 aLM4-5 aLM5-6 aLM5-8 
Fitness 0.008 0.599 0.344 -0.369 0.012 0.593 0.473 -0.382 -0.292
aLM2-4 0.040 0.546* 0.286 -0.793 0.224 0.195 0.336 -0.097 -0.158
aLM2-5 0.020 0.134 0.405* 0.115 -0.120 -0.424 0.508 
aLM2-8 0.054 0.548* -0.296 -0.173
-0.359
0.176
aLM3-7 -0.052 -0.149 0.461* 0.350 
-0.379
0.168
aLM3-9 -0.068 0.127 0.286* -0.064
-0.410
0.069
0.561
0.212
-0.226
0.027
aLM4-5 
-0.025
0.001
0.029
0.030
-0.434
0.112
0.077
0.170
-0.144
0.222 0.078 0.473* -0.468
aLM5-6 -0.024 -0.049 -0.179 0.262 -0.221 0.471* 
aLM5-8 -0.018 -0.079 -0.154
-0.193
0.035
0.088 -0.104
-0.023
0.078
0.010 -0.319 0.265 
-0.688
0.573
0.456*
*	  p 0.05
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Table 4.3: The dominance genetic covariance matrix for the eight wing traits and fitness.  	  Dominance	  genetic	  variances	  are	  along	  the	  diagonal	  in	  bold	  with	  covariances	  below	  and	  correlations	  above	  (in	  italics).	  	   	  	  	  	  	  	  	  	  	  	  *p<0.05	  	  
 
Fitness aLM2-4 aLM2-5 aLM2-8 aLM3-7 aLM3-9 aLM4-5 aLM5-6 aLM5-8 
Fitness 0.253* -0.170 -0.114 0.097 0.044 0.045 -0.131 0.532 0.226 
aLM2-4 -0.020 0.055 0.066 -0.873 0.377 -0.059 0.687 -0.473 -0.769 
aLM2-5 -0.032 0.009 0.323* 0.106 0.089 -0.925 0.422 0.319 -0.504 
aLM2-8 0.023 -0.095 0.028 0.216 -0.596 -0.036 -0.678 0.203 0.747 
aLM3-7 0.013 0.050 0.029 -0.157 0.322* -0.266 0.815 0.351 -0.718 
aLM3-9 0.013 -0.008 -0.304 -0.010 -0.087 0.335* -0.453 -0.473 0.543 
aLM4-5 -0.034 0.083 0.124 -0.163 0.239 -0.135 0.267 0.080 -0.952 
aLM5-6 0.100 -0.041 0.068 0.035 0.074 -0.102 0.016 0.140 -0.007 
aLM5-8 0.065 -0.102 -0.163 0.197 -0.231 0.178 -0.279 -0.002 0.322 
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Table 4.4:  Multivariate trait combinations of interest The	  multivariate	  trait	  combinations	  describing	  the	  first	  eigenvectors	  of	  the	  additive	  genetic	  covariance	  matrix	  A	  (amax),	  dominance	  genetic	  covariance	  matrix	  D	  (dmax),	  and	  the	  difference	  matrix	  A-­‐D	  ((A-­‐D)max).	  	  The	  %	  variance	  indicates	  the	  proportion	  of	  variance	  each	  eigenvector	  accounts	  for,	  determined	  by	  the	  eigenvalue	  divided	  by	  the	  trace	  for	  the	  corresponding	  vector	  and	  matrix,	  respectively.	  	  
TRAIT amax dmax (A-D)max 
% variance 37% 50% 44% 
Fitness 0.048 -0.070 0.157 
aLM2-4 0.459 0.132 0.349 
aLM2-5 0.278 0.338 0.331 
aLM2-8 -0.428 -0.263 -0.191
aLM3-7 0.112 0.406 -0.300
aLM3-9 0.000 -0.381 0.017 
aLM4-5 0.494 0.459 0.422 
aLM5-6 -0.315 0.080 -0.605
aLM5-8 -0.413 -0.518 -0.271
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Figure 4.1: The proportion of additive genetic variance accounted for by the eigenvectors of A 
and D.  
The solid dots depict the proportion of additive genetic variance accounted for by the eigenvectors 
of A, calculated by the eigenvalue of the respective vector divided by the trace of A.  The open 
dots depict the proportion of additive genetic variance contained in the eigenvectors of D, 
calculated by projecting the eigenvectors of D through A, and scaling by the trace of A. 
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Figure 4.2: Additive and dominance genetic variance for fitness and wing-shape 
a) The additive (solid dots) and dominance (open dots) genetic variance for fitness and single wing
shape traits, corresponding to the diagonal elements of the additive and dominance covariance
matrices, respectively. b) the proportion of additive (solid dots) and dominance (open dots) 
genetic variance accounted for by the eigenvectors of the additive genetic and dominance 
genetic covariance matrices for fitness and wing shape traits, obtained by diagonalizing the 
respective matrices. 
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SUPPLEMENTARY METHODS 
For all univariate traits, the proportion of phenotypic variance accounted for by common 
environment (vial) was less than one percent, and highly non-significant in all cases. While 
common environment is often cited as an important source of variance, the lack of evidence here is 
not surprising.  The wing traits examined are aligned inter-landmark distances that describe wing 
shape variation free from size variation, a trait that is much more likely to be influenced by 
environment.  Additionally, flies were reared at a low density, which may have mitigated any 
effects of larval competition that could contribute to common environmental variance.  This finding 
is also consistent with the lack common environmental variance found for wing shape phenotypes 
in Drosophila melanogaster (Mezey and Houle 2005).  Therefore, we excluded common 
environment as a random effect from our models, and proceeded to examine whether additive x 
additive epistasis contributed substantially to the phenotypic variance in these traits. 
There are two lines of evidence that strongly suggest additive x additive epistasis contributes 
marginally to phenotypic variance, compared to dominance, in our experiment. First, when 
comparing univariate models that estimate additive x additive epistasis to those that estimate 
dominance, in all cases the likelihoods of the two models are almost identical (Supplementary Table 
4.1), despite the substantially increased power we have for detecting epistasis, that comes from an 
AA-matrix with 20 times more non-zero elements than the D-matrix (1 982 541 vs. 101 272 non-
zero elements in the AA and D matrices, respectively).  Of this difference in non-zero elements, 
42% were sizeable relatedness coefficients between 0.0156215 and 0.25, adding considerable 
power to detect epistatic variance.  The variance component estimates for epistasis vs. dominance 
were also very similar for each trait, although in all cases the epistatic estimates were higher on 
average by 16% (Supplementary Table 4.1).  The more powerful epistatic models should, however, 
yield more precise estimates of the variance components.  In order to determine whether epistatic 
estimates were, in fact, more precise, we relied on large sample theory that indicates maximum 
likelihood estimates are normally distributed with a covariance matrix equal to the inverse of the 
information matrix (Meyer and Hill 1992).  We took 50 000 samples from these multivariate 
normal distributions for models that estimated epistasis vs. dominance, in order to generate 
sampling distributions for each of these parameters for each trait.  Here, the mean of these 
distributions converge on our variance component estimates from REML, with the spread indicating 
the precision of the estimates.  In no cases were sampling distributions from models estimating 
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epistasis more precise than models estimating dominance (Supplementary Figure 4.1), consistent 
with the near-identical likelihoods we found for the two models for all traits.  This finding is 
consistent with variance component estimates arising from dominance and not epistasis. 
Our second line of evidence comes from examining the trait, ‘fitness’.  This univariate trait is unlike 
our wing shape traits, in that it does not have significant additive genetic variance (see results).  It 
follows, then, that we are unlikely to pick up substantial additive x additive epistatic variance.  
However, we observed the same patterns of both variance component estimates and sampling 
distributions when we compared epistatic vs. dominance models for fitness to those for wing shape 
traits.  This, again, indicated that although we cannot tease apart epistatic and dominance variance, 
the epistatic component of variance is likely to contribute little to our dominance estimates.  We, 
therefore, excluded additive x additive epistasis from our models and subsequently examined 
additive genetic, dominance genetic, and residual variance only. 
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Supplementary Table 4.1: Variance component estimates and corresponding log-likelihoods of 
models fitting ‘animal’ and either ‘dominance’ or ‘epistasis’ as random effects.  In all cases the log-
likelihoods of the two models are almost identical, with variance component estimates for ‘animal’ 
and ‘residual’ also corresponding well between the two models. 
Trait Residual Animal Dominance 
Additive x 
Additive 
Epistasis 
Log Likelihood 
Fitness 0.733 0.001 0.265 - -1422.461 
0.737 0.000 - 0.262 -1422.525
aLM2-4 0.409 0.562 0.029 - -2041.995
0.405 0.558 - 0.036 -2041.742
aLM2-5 0.270 0.408 0.319 - -2059.721 
0.225 0.360 - 0.410 -2059.465
aLM2-8 0.225 0.551 0.209 -1898.784
0.213 0.544 - 0.231 -1898.82
aLM3-7 0.225 0.465 0.309 - -2000.418 
0.197 0.441 - 0.362 -2000.675
aLM3-9 0.386 0.292 0.317 - -2195.059
0.354 0.262 - 0.380 -2195.264
aLM4-5 0.271 0.482 0.249 - -2023.281 
0.233 0.440 - 0.326 -2022.891
aLM5-6 0.390 0.475 0.129 - -2075.378
0.382 0.469 - 0.144 -2075.242
aLM5-8 0.270 0.488 0.257 - -2054.424 
0.221 0.432 - 0.355 -2053.947
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Supplementary Figure 4.1:  Sampling distributions for epistasis and dominance from 50 000 
samples of the multivariate normal distribution defined by our data for each univariate wing 
trait and fitness.   
Solid and dashed vertical lines indicate the variance component estimates for epistasis and 
dominance, respectively.  
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Supplementary Figure 4.2:  Sampling distributions for the additive genetic covariance 
between each wing trait and fitness.   
Vertical dashed lines indicate 95% confidence intervals of the covariances. 
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Chapter 5: General Discussion 
“Natural Selection is not Evolution.  Yet, ever since the two words have been in common use, the 
theory of Natural Selection has been employed as a convenient abbreviation for the theory of 
Evolution by means of Natural Selection, put forth by Darwin and Wallace.  This has had the 
unfortunate consequence that the theory of Natural Selection itself has scarcely ever, if ever, 
received separate consideration.” Fisher 19301 
It is difficult to overstate the importance of stabilizing selection in dictating patterns of quantitative 
trait evolution. At a macro-evolutionary scale stabilizing selection has been invoked as an 
explanation for the ‘paradox of stasis’, or the process maintaining the constancy of form seen across 
the fossil record (Lynch 1990; Hendry and Kinnison 1999; Eldredge et al. 2005).  At a micro-
evolutionary scale a pattern of stabilizing selection at the organismal level, arising from the 
detrimental effects of pleiotropic alleles, has been assumed since Fisher’s genetical theory of 
natural selection (Fisher 1930), and consequently stabilizing selection has featured prominently in 
theories for the maintenance of genetic variance (reviewed in (Johnson and Barton 2005).  Since the 
seminal paper by Lande and Arnold (1983) that provided us with an empirical and statistical 
framework to estimate selection in contemporary populations, a great deal of progress has been 
made towards estimating selection in laboratory (eg. Van Homrigh et al. 2007; Delcourt and Rundle 
2011; Sztepanacz and Rundle 2012) and wild populations (eg. Kruuk et al. 2000; 2002; Foerster et 
al. 2007; Morrissey and Ferguson 2010).  It’s surprising, therefore, that stabilizing selection remains 
difficult to detect and study. 
While we have come a long way since Fisher suggested that the theory of natural selection scarcely 
received consideration, there are still many unanswered questions.  In my thesis I have used three 
approaches to study the predicted responses to selection and the consequences for the evolution of 
genetic variance in multivariate traits in Drosophila serrata. In Chapter 2, I used an artificial 
selection experiment to determine whether the levels of standing genetic variance in multivariate 
trait combinations reflect the strength of stabilizing selection acting on these traits.  In Chapter 3, I 
determined whether the environmental component of phenotype was heritable and under variance 
reducing selection, and finally in Chapter 4 I studied how selection modified levels of additive and 
1 I did read more than just the preface. 
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dominance variance in single and multivariate traits and in fitness.  In this discussion, I examine the 
broader implications of some of the results I presented in these chapters, and how my experiments 
may provide some new resolutions to existing challenges.  I first discuss a unique approach to 
characterizing stabilizing selection that doesn’t require a direct measure of fitness, by using the 
genetic covariance between trait means and their micro-environmental variance.  In addition, I 
present an alternative approach to detecting stabilizing selection when additive genetic variance in 
fitness is low, by studying dominance variance in fitness.  I also address how the prevalence of 
disruptive selection in nature may be a consequence of the multivariate association among traits. 
And finally, I discuss how contrasting patterns of allele frequencies that underlie traits with low 
versus high levels of standing genetic variance can be elucidated by the genetic analysis of a 
disruptive selection experiment. 
CHARACTERIZING SELECTION ON THE ENVIRONMENTAL COMPONENT OF 
PHENOTYPIC VARIANCE 
There have been several explanations put forth to explain the lack of stabilizing selection that is 
represented in empirical studies of contemporary populations (reviewed in Merila et al. 2000).  One 
explanation is that selection measured on phenotypes does not reflect how selection operates on 
breeding values, or in other words, that estimates of phenotypic selection may not equate to the 
predicted response to selection. The role of the environment in generating phenotypic correlations 
between traits and fitness has been recognized since the time of Darwin (Sheldon et al. 2003), and 
its been shown that environmentally induced covariances between traits and fitness can result in the 
detection of selection that has no evolutionary consequence (eg. Price et al. 1988; Stinchcombe et 
al. 2002). However, for populations that are adapting in the vicinity of their fitness optimum the 
contrary pattern might occur, where environmental deviations obscure the effect of selection on 
genetic variance by moving individuals close to the optimum farther away while moving 
individuals far from the optimum both closer and farther away.  As described by McGuigan et al 
(2011) this argument is analogous to the theory that shows the probability that a mutation moves an 
individual closer or farther away from the fitness optimum is a function of how close the genotype 
is to the optimum (Fisher 1930).  To overcome these issues that may arise when selection is 
measured on phenotypes, it has recently been advocated that genetic analyses may be more 
amenable to uncovering patterns of selection that will have evolutionary consequence (Sheldon et 
al. 2003; McGuigan et al. 2011; Morrissey et al. 2012). And, recent studies employing these 
approaches have demonstrated different patterns of selection acting on phenotypes versus breeding 
values (eg. Delcourt et al. 2012; Morrissey et al. 2012; Sztepanacz and Rundle 2012).   
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By focusing on ways that selection analyses can overcome the biases introduced by environmental 
variance, we have tended to neglect to use these tools to study the effect of selection on 
environmental variance itself.  It is rare for quantitative genetic analyses to account for the 
possibility that environmental variance is non-random with respect to genotype.  Although, it has 
been recognized for several decades that the environmental component of phenotypic variance (VE) 
is likely to have a genetic basis (Waddington 1942), which has been generally supported by studies 
using inbred lines among others (eg. Hall et al. 2007; Ordas et al. 2008; Morgante et al. 2015). In 
Chapter 3, I studied whether the environmental variance of wing-shape traits had a genetic basis 
and was subject to variance reducing selection, as would be predicted for traits evolving near their 
fitness optima (reviewed in (Hill and Mulder 2010). Outside of agriculture, there have been no 
studies to directly demonstrate an additive genetic component of micro-environmental variance in 
this way, and there is also very little direct evidence that micro-environmental variance is under 
selection.  I established that the sensitivity of wing-shape traits to micro-environmental variation, 
caused by stochastic perturbations in the environment external and internal to individuals, had an 
additive genetic basis. The heritability of environmental variance was less than 1% for all of the 
eight traits that I studied, although the coefficients of genetic variation indicated that environmental 
variance might experience a proportional response to selection similar to that of quantitative traits 
in general.  My results also suggested that through the association between the major multivariate 
axes of genetic variance in micro-environmental variance and the genetic variance fitness that 
micro-environmental variance was subject to variance reducing selection, although my power to 
detect selection was low.   
The form of selection acting on the micro-environmental variance of a trait will depend on how 
selection acts on the trait itself.  When a trait is subject to stabilizing selection, the micro-
environmental variance should similarly be subject to variance reducing selection, because any 
deviations that displace phenotypes from their fitness optimum will be detrimental (Hill and Mulder 
2010).  In contrast, under directional selection, families with high levels of micro-environmental 
variance should have an advantage, because they are more likely to have individuals that exhibit an 
extreme phenotype with high fitness (Hill and Mulder 2010). Therefore, one approach to 
determining the shape of the fitness function underlying a trait is to examine the covariance 
between a trait’s mean and its micro environmental variance (Mulder et al. 2015).  Under a 
stabilizing fitness function, selection will go from being stabilizing near the middle of a trait 
distribution, to increasingly directional as you move toward the extremes of the distribution.  A 
positive genetic covariance between a trait’s mean (as a deviation from the population mean) and its 
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micro-environmental variance would, therefore, be indicative of stabilizing selection.  This 
approach to detecting selection is appealing because it doesn’t require a measurement of fitness, 
which is often difficult to obtain. 
The statistical framework that I have employed (particularly the use of REML) limited my ability to 
estimate the covariance between the mean of a trait and its environmental variance (Hill and Mulder 
2010). These statistical models assume that any skew in the data is generated by the covariance 
between the mean and variance, and therefore any skew generated by other mechanisms (such as a 
poor trait distribution) will bias the estimates of this covariance (Walsh and Lynch 2010).	   In 
agricultural populations Bayesian analyses have been used in a number of studies to estimate the 
additive genetic component of environmental variance (eg. Sorensen and Waagepetersen 2003; Ros 
et al. 2004; Ibanez-Escriche et al. 2008; Yang et al. 2011), and this approach may be more 
accommodating to non-normal distributions and any confounding effects that may bias estimates 
from REML.  Ibanez-Escriche et al (2010) have developed a freely available software package that 
uses Bayesian methodology to estimate genetic variation in VE, and it enables the estimation 
between trait means and their micro-environmental variance.  While the software currently only 
accommodates univariate analyses, its availability may aid in the application of these models 
outside of agriculture.  The characterization of genetic variance in environmental variance will be 
limited to those systems where its possible to obtain both a large pedigree and a large number of 
phenotypes.  The increasing application of the animal model (Kruuk 2004; Wilson et al. 2010), and 
advances in phenomics (Houle 2010; Houle et al. 2010) might enable future studies to employ the 
approaches that I have used here, and to improve upon them by using Bayesian methods. 
IDENTIFYING STABILIZING SELECTION WHEN ADDITIVE GENETIC VARIANCE 
IN FITNESS IS LOW 
Another explanation that has been put forth to explain the lack of stabilizing selection observed in 
contemporary populations, is that when a population is well adapted to its fitness peak it may be 
difficult to statistically detect the signature of stabilizing selection (Haller and Hendry 2014).  In 
Chapter 4, I demonstrated that fitness had little additive genetic variance, but a moderate and 
significant amount of dominance variance.  This result was consistent with theory that predicts little 
additive genetic variance in fitness at equilibrium (Fisher 1930; Merilä and Sheldon 1999), and 
suggested that my population was evolving in the vicinity of its fitness optimum under a scenario of 
mutation-selection balance.  However, the lack of additive genetic variance in fitness made it 
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difficult to detect the predicted response to selection in both Chapter 3 and Chapter 4, through the 
additive genetic covariance between traits and fitness.  
In empirical studies, the presence of significant additive genetic variance in fitness could indicate 
that (1) fitness has been poorly measured, or (2) that the population studied is not at equilibrium.  In 
contrast, a lack of significant additive genetic variance in fitness could indicate that (1) either 
additive genetic variance in fitness exists but the statistical power to detect it is low, or (2) that the 
population is at equilibrium.  In many cases it will be difficult to determine whether a lack of 
additive genetic variance in fitness is indicative of a population at equilibrium, or whether it simply 
is consequence of low statistical power.  In my experiments, despite the lack of additive genetic 
variance in fitness, I was able to demonstrate significant dominance variance, which I had reduced 
power to detect. Therefore, by simultaneously estimating additive and dominance variance I was 
able to draw three inferences about the genetic basis of fitness.  First, that there were alleles 
segregating in the population for fitness; second, that I had the power to detect their additive genetic 
variance if there was any; and third, that the population was likely at equilibrium.  Therefore, 
simultaneously estimating additive and dominance genetic variance in fitness is one way to 
overcome the logical limitation of studying stabilizing selection when additive genetic variance in 
fitness is predicted to be low.  
The dominance of fitness is of particular importance in evolutionary genetics, and became one of 
the longest and most impassioned controversies in evolutionary biology (Orr 1991).  Despite its 
importance, there is little reliable information regarding the magnitude of dominance for alleles that 
underlie fitness and the distribution of dominance among genes (Agrawal and Whitlock 2011; 
Manna et al. 2011). Regardless of their dominance, alleles with favourable effects on fitness should 
rapidly fix, while deleterious dominant alleles should rapidly be eliminated; however, deleterious 
recessive alleles may be maintained at low frequency (Lynch and Walsh 1998).  Larger levels of 
inbreeding depression in fitness related traits compared to morphological traits support the 
predictions of directional dominance for fitness.  In addition, data from several thousand knockout 
genes in yeast indicates that the typical mutation affecting fitness moderately but not completely 
recessive (Agrawal and Whitlock 2011).  Identifying the alleles that underlie fitness presents a 
significant challenge, particularly in the absence of additive genetic variation.   However, 
estimating dominance variance may enable us to identify the alleles underlying fitness variation 
through approaches such as QTL mapping or through genome wide association studies. Again, 
given the increasing application of the animal model (Kruuk 2004) and the framework to 
Chapter	  5:	  General	  Discussion	  
	   192	  
simultaneously estimate additive and dominance genetic variances (Wolak 2012; Wolak et al. 
2014), this may be a fruitful avenue for future studies.   
 
EXPLAINING THE PREVALENCE OF DISRUPTIVE SELECTION IN NATURE AS A 
CONSEQUENCE OF THE MULTIVARIATE ASSOCIATION AMONG TRAITS 
 
In addition to the observation that directional selection may be more common and strong than 
stabilizing selection, potentially the most surprising pattern of selection uncovered by the review of 
selection gradients by Kingsolver et al (2001), was that the distribution of non-linear selection was 
symmetric about zero, suggesting that disruptive selection was as common as stabilizing selection.  
Disruptive selection can emerge as a consequence of frequency dependent selection, or both spatial 
and temporal environmental variability (Rueffler et al. 2006).  For example, negative frequency 
dependent selection arising from competition for resources has resulted in disruptive selection in 
sticklebacks (Schluter 2003; Bolnick and Lau 2008).  While disruptive selection may be important 
in specific circumstances, it is difficult to imagine a general role for disruptive selection in 
quantitative trait evolution. I have previously emphasized the importance of multivariate estimates 
of genetic variance and selection, and it is possible that the ubiquity of disruptive selection 
indicated by univariate estimates is not representative of multivariate patterns of non-linear 
selection.  However, in the few studies that have estimated multivariate non-linear selection, the 
majority of selection surfaces are characterized by a saddle (eg. Blows et al. 2003; Brooks et al. 
2005), suggesting that disruptive selection may be as common on multivariate traits as it is on 
individual traits.  
 
As an attempt to reconcile the symmetry of disruptive and stabilizing selection observed for 
individual traits, Haller and Hendry (2014) have used a simulation to show that in the presence of 
competition disruptive selection is often detected, even though the population is subject to an 
underlying stabilizing fitness function.  They suggest that if populations are sometimes subject to 
negative frequency dependent selection, then the frequency with which disruptive selection is seen 
in nature could be resolved. However, negative frequency-dependent selection is difficult to 
measure in nature, and therefore has been confirmed in only a few cases (Bolnick 2004; Pfennig et 
al. 2007; Calsbeek and Smith 2007). 
 
Another, and possibly more generally applicable hypothesis as to why disruptive selection is 
detected as often as stabilizing selection might be a consequence of the multivariate associations 
among traits.  Directional selection experiments often observe that trait means respond to selection 
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in an opposite manner then expected based on direction of selection applied to them, and that this is 
a consequence of the covariance structure among multivariate traits (eg. Hine et al. 2014).  
Therefore, it is reasonable to expect that selection on variances might operate in a similar manner.  
In Chapter 2, I applied artificial disruptive selection to two multivariate trait combinations in order 
to increase their phenotypic and genetic variance.  However, an eigenanalysis of the multivariate 
quadratic selection differentials (C) in each of my four replicate populations (2 IG and 2 IM 
populations), indicated that, despite applying disruptive selection directly to single multivariate trait 
combinations, I indirectly applied stabilizing selection to other trait combinations (Table 5.1 and 
5.2).  Therefore, if I were to interpret the form of selection experienced by all eight multivariate 
trait combinations (eigenvectors), I would have come to the conclusion that stabilizing selection 
was common (although much weaker in general).  The conditions under which the multivariate 
association among traits might affect the patterns of non-linear selection are generally unknown, 
and whether my observation arising from an artificial selection experiment is representative of 
patterns that might be observed in unmanipulated populations is also unknown.  However, 
identifying the conditions under which the multivariate association among traits might affect how 
non-linear selection is distributed across multivariate trait combinations may provide an attractive 
resolution to the symmetry of stabilizing and disruptive selection seen in natural populations.  I am 
currently pursuing this topic using simulated data. 
 
GENETIC BASIS OF MULTIVARIATE SELECTION RESPONSES 
 
One of the most puzzling results that I present in this thesis, is that artificial disruptive selection 
resulted in a decrease in phenotypic variance in a trait combination predicted to be under weak 
selection, while increasing the phenotypic variance in a trait combination prediction to be under 
strong selection.  Directional selection experiments on the same CHCs that I have studied, have 
demonstrated that the response to artificial selection was a consequence of changes in allele 
frequency, and that the genetic basis of traits with high versus low levels of additive genetic 
variance differ (Hine et al. 2011; 2014).  Similarly, the change in phenotypic variance that I 
observed in each of the selection indices is consistent with changes in allele frequency in response 
to disruptive selection, and a qualitatively different genetic basis of traits that are predicted to be 
under strong versus weak stabilizing selection. 
 
For traits that are experiencing strong stabilizing selection, mutation-selection balance models 
predict that most of the genetic variance in these traits will be the result of rare alleles of large 
effect.  As a result, genetic variance is predicted to increase in response to artificial selection as 
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these low frequency alleles approach their symmetric frequencies (Johnson and Barton 2005).  
There has been little empirical evidence supporting an increase in genetic variance in response to 
artificial selection (Beniwal et al. 1992a; b; Martinez et al. 2000), although Hine et al (2011) 
observed a six-fold increase in genetic variance in response to directional selection in a combination 
of CHCs that are under strong sexual selection and therefore had little additive genetic variance in 
the initial population.  The selection index IM that I applied disruptive selection to was predicted to 
be experiencing strong stabilizing selection, given the low level of standing genetic variance in this 
trait combination, but high mutational variance contributing to it.  Therefore, the increase in 
phenotypic variance that I observed in response to disruptive selection is consistent with an increase 
in genetic variance resulting from low frequency alleles approaching their symmetric frequencies. 
The decrease in phenotypic variance in IG is similarly consistent with a change in allele frequency, 
but one that is not dominated by rare alleles.  A decrease in variance is predicted to occur as 
intermediate alleles approach asymmetric frequencies (Lynch and Walsh 1998).  Therefore, if the 
genetic basis of IG is characterized by alleles at intermediate frequency that become more 
asymmetric in response to disruptive selection, then the decrease in genetic variance is not 
unexpected.  The selection vector IG represented gmax, the trait combination with the most standing 
genetic variance in CHCs, and therefore this trait is predicted to be experiencing weak stabilizing 
selection that may preserve intermediate allele frequencies in a randomly mating population.  It has 
also been suggested that IG captures a large number of pleiotropic alleles (McGuigan et al. 2011). 
Therefore, it could also be reasonable to assume that balancing selection might maintain many loci 
contributing to gmax with alleles at intermediate frequency. 
The response to selection in IM and IG that I present in Chapter 2, only examined the change in 
phenotypic variance.  However, the genetic basis of the selection response can be determined by 
estimating the change in genetic variance that occurred in response to disruptive selection (Beniwal 
et al. 1992a; b; Martinez et al. 2000).  In my experiment I applied family level selection to each of 
the selection indices and maintained a pedigree throughout the experiment.  Therefore, combining 
this pedigree information with the phenotypic data will enable me to determine how genetic 
variance has changed as a consequence of disruptive selection.  In addition, within the context of 
my pedigree I assayed the fitness of every family in the population each generation. Therefore, I 
can directly determine how the change in genetic variance, resulting from changes in allele 
frequency, translates into a change in fitness across generations.  While, the properties of alleles 
underlying genetic variances are generally unknown, these data will help elucidate the genetic basis 
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of multivariate traits that are subject to different strengths of stabilizing selection.  I will be 
implementing these analyses in an extension of the work presented here. 
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c6 -­‐0.246 -­‐0.227 -­‐0.131 0.534 0.129 -­‐0.507 0.291 -­‐0.334 -­‐0.419
c7 -­‐0.702 0.078 -­‐0.528 -­‐0.319 0.042 0.267 0.541 0.260 -­‐0.424
c8 -­‐1.112 0.590 -­‐0.294 -­‐0.157 0.017 -­‐0.147 0.174 -­‐0.601 0.355
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Table 5.1:  Cumulative quadratic selection differential in IG 
a and b) The eigenvectors (c1 to c8) and eigenvalues (λi ) of the cumulative quadratic selection differential that were applied in each of the two replicate
populations of IG. 
a) 
b) 
λi	   Z,Z-­‐5,9-­‐C25:2	   Z-­‐9-­‐C25:1	   Z-­‐9-­‐C26:1	   2-­‐Me-­‐C25	   Z,Z-­‐5,9-­‐C27:2	   2-­‐Me-­‐C28	   Z,Z-­‐5,9-­‐C29:2	   2-­‐Me-­‐C30	  
c1	   4.469	   -­‐0.216	   -­‐0.420	   -­‐0.283	   -­‐0.450	   -­‐0.317	   -­‐0.468	   -­‐0.115	   -­‐0.402	  
c2	   1.216	   -­‐0.497	   -­‐0.239	   -­‐0.480	   0.214	   0.135	   -­‐0.119	   0.152	   0.604	  
c3	   0.469	   0.560	   -­‐0.544	   0.019	   0.216	   -­‐0.456	   0.065	   -­‐0.142	   0.335	  
c4	   0.305	   -­‐0.263	   0.009	   0.073	   -­‐0.329	   -­‐0.015	   0.385	   -­‐0.782	   0.238	  
c5	   0.117	   -­‐0.483	   0.156	   0.176	   0.365	   -­‐0.709	   0.210	   0.099	   -­‐0.150	  
c6	   -­‐0.330	   -­‐0.176	   -­‐0.349	   0.487	   -­‐0.495	   0.016	   0.268	   0.502	   0.202	  
c7	   -­‐0.457	   0.217	   0.561	   -­‐0.251	   -­‐0.457	   -­‐0.414	   -­‐0.111	   0.174	   0.390	  
c8	   -­‐0.906	   0.111	   -­‐0.100	   -­‐0.594	   -­‐0.096	   0.003	   0.697	   0.199	   -­‐0.300	  
λi	   Z,Z-­‐5,9-­‐C25:2	   Z-­‐9-­‐C25:1	   Z-­‐9-­‐C26:1	   2-­‐Me-­‐C25	   Z,Z-­‐5,9-­‐C27:2	   2-­‐Me-­‐C28	   Z,Z-­‐5,9-­‐C29:2	   2-­‐Me-­‐C30	  
c1	   5.604	   -­‐0.023	   -­‐0.268	   -­‐0.331	   -­‐0.511	   -­‐0.256	   -­‐0.539	   -­‐0.160	   -­‐0.419	  
c2	   1.140	   -­‐0.415	   -­‐0.068	   0.064	   -­‐0.715	   0.065	   0.393	   -­‐0.091	   0.376	  
c3	   0.665	   0.572	   0.298	   0.436	   -­‐0.433	   0.301	   0.071	   0.042	   -­‐0.329	  
c4	   0.538	   0.213	   -­‐0.526	   0.402	   -­‐0.077	   -­‐0.279	   -­‐0.189	   0.552	   0.304	  
c5	   0.059	   -­‐0.220	   -­‐0.420	   0.351	   0.126	   0.642	   -­‐0.326	   -­‐0.345	   0.009	  
c6	   -­‐0.246	   -­‐0.227	   -­‐0.131	   0.534	   0.129	   -­‐0.507	   0.291	   -­‐0.334	   -­‐0.419	  
c7	   -­‐0.702	   0.078	   -­‐0.528	   -­‐0.319	   0.042	   0.267	   0.541	   0.260	   -­‐0.424	  
c8	   -­‐1.112	   0.590	   -­‐0.294	   -­‐0.157	   0.017	   -­‐0.147	   0.174	   -­‐0.601	   0.355	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Table 5.2: Cumulative quadratic selection differential in IM 
a and b) The eigenvectors (c1 to c8) and eigenvalues (λi ) of the cumulative quadratic selection differential that were applied in each of the two replicate 
populations of IM. 
a) 
 
 
 
 
 
 
 
 
 
 
 
b) 
 
 
 
 
 
 
 
 
  
  
 
 
 
 
	   λi	   Z,Z-­‐5,9-­‐C25:2	   Z-­‐9-­‐C25:1	   Z-­‐9-­‐C26:1	   2-­‐Me-­‐C25	   Z,Z-­‐5,9-­‐C27:2	   2-­‐Me-­‐C28	   Z,Z-­‐5,9-­‐C29:2	   2-­‐Me-­‐C30	  
c1	   4.656	   0.091	   0.046	   0.260	   -­‐0.124	   0.434	   -­‐0.201	   0.794	   -­‐0.216	  
c2	   1.427	   -­‐0.177	   -­‐0.042	   -­‐0.396	   -­‐0.357	   -­‐0.488	   0.237	   0.518	   0.347	  
c3	   0.773	   -­‐0.233	   -­‐0.601	   -­‐0.406	   -­‐0.174	   0.123	   -­‐0.591	   -­‐0.085	   -­‐0.131	  
c4	   0.409	   0.411	   -­‐0.509	   0.391	   0.343	   -­‐0.372	   -­‐0.185	   0.152	   0.324	  
c5	   0.320	   -­‐0.536	   0.166	   0.276	   0.233	   -­‐0.535	   -­‐0.244	   0.108	   -­‐0.444	  
c6	   -­‐0.220	   0.540	   0.410	   -­‐0.067	   -­‐0.408	   -­‐0.321	   -­‐0.488	   -­‐0.110	   -­‐0.126	  
c7	   -­‐0.629	   -­‐0.176	   0.424	   -­‐0.218	   0.449	   0.151	   -­‐0.448	   0.091	   0.555	  
c8	   -­‐0.954	   0.356	   -­‐0.001	   -­‐0.574	   0.536	   -­‐0.086	   0.147	   0.196	   -­‐0.435	  
	   λi	   Z,Z-­‐5,9-­‐C25:2	   Z-­‐9-­‐C25:1	   Z-­‐9-­‐C26:1	   2-­‐Me-­‐C25	   Z,Z-­‐5,9-­‐C27:2	   2-­‐Me-­‐C28	   Z,Z-­‐5,9-­‐C29:2	   2-­‐Me-­‐C30	  
c1	   6.942	   -­‐0.019	   0.020	   0.114	   -­‐0.009	   0.248	   -­‐0.084	   0.955	   -­‐0.074	  
c2	   2.285	   -­‐0.034	   0.247	   -­‐0.087	   -­‐0.204	   0.898	   -­‐0.005	   -­‐0.243	   -­‐0.152	  
c3	   1.295	   0.546	   -­‐0.431	   0.287	   0.445	   0.302	   -­‐0.171	   -­‐0.078	   0.332	  
c4	   0.543	   0.379	   0.726	   -­‐0.189	   0.052	   -­‐0.081	   0.038	   0.080	   0.525	  
c5	   0.426	   0.550	   -­‐0.147	   -­‐0.524	   -­‐0.302	   -­‐0.109	   -­‐0.421	   0.038	   -­‐0.345	  
c6	   0.077	   -­‐0.023	   -­‐0.264	   0.195	   -­‐0.778	   0.007	   -­‐0.061	   0.008	   0.532	  
c7	   -­‐0.120	   0.492	   0.162	   0.535	   -­‐0.249	   -­‐0.103	   0.455	   -­‐0.025	   -­‐0.405	  
c8	   -­‐0.741	   -­‐0.110	   0.329	   0.512	   -­‐0.014	   -­‐0.107	   -­‐0.757	   -­‐0.119	   -­‐0.134	  
