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Given a commuting pair JzZ,, dz of abelian C* subalgebras of the Calkin 
algebra, we look for a commuting pair 9,) 3?* of C* subalgebras of 3’(R) which 
project onto &, and Iop. We do not insist that ~3’~ be abelian, so .3?; may contain 
nontrivial compact operators. If  X is the joint spectrum o(&, , &*), it is shown that 
the existence of a pair ,3?, , 3Pz depends only on the element r in Ext(X) determined 
by J,, Jz. The set L(X) of those r in Ext(X) which “lift” in this sense is shown to 
be a subgroup of Ext(X) when Ext(X) is Hausdorff, and also when di are singly 
generated. In this latter case, L(X) can be explicitly calculated for large classes of 
joint spectra. These results are applied to lift certain pairs of commuting elements 
of the Calkin algebra to pairs of commuting operators. 
1. INTRODUCTION 
In a series of famous papers [ 10-121, Brown, Douglas and Fillmore 
studied extensions of the compact operators X by an abelian C* algebra 
C(X). They showed that these extensions are classified up to equivalence by 
a group Ext(X), and that Ext is a homology functor from compact metric 
spaces to abelian groups. Furthermore, they show that Ext is paired with 
topological K-theory. In particular, there is a homomorphism yoo which is a 
higher dimensional index map based on the Fredholm index. When X is a 
subset of the plane, this map is an isomorphism, and only one-dimensional 
index data are required. This gives their first important operator theoretic 
result: An essentially normal operator N is a compact perturbation of a 
normal operator if and only if ind(N - 2) = 0 for all L in C\u,(N). We can 
reformulate this as a statement about an essentially commuting pair of self 
adjoint operators, A = ReN and B = ImN. Namely, there are self-adjoint 
compact perturbations of A and B which commute if and only if 
ind(A + iB - ,I) = 0 for all 1 in C\a,(A + iB). 
In this paper, we consider a commuting pair SB,, dz of abelian C* 
*Research partially supported by NSERC Grant A3488. 
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algebras in the Calkin algebra. We study the problem of finding C* 
subalgebras 9,) .9’* of 9(Z) such that rrgi = 4 and every element of 9, 
commutes with .z&. We do not insist that 9, nZ be trivial, however. (An 
example is given in the next paragraph.) Let Xi be the spectrum of C*(d), 
and let X be the joint spectrum of C*(d, , dZ) with coordinate projections rri 
onto Xi. Then @‘i, &*) determines an element r of ExtQ. The existence of 
a commuting pair 9i, 9* depends only on r, but as we shall see, r need not 
be the trivial element. We will show that the set L(X) of those t which do lift 
in this sense is a subsemigroup of Ext(X). When X is a subset of IR4, which 
is the case when 4 are singly generated, L(X) is a group. It is also a group 
if Ext(X) is Hausdorff. We will also explicitly calculate operator theoretic 
invariants to identify L(X) for a large class of spectra X. Some of the results 
of this paper were announced in [ 141. 
Consider the bilateral shift U represented as multiplication by z on L*(T), 
where T is the unit circle. Let P be the orthogonal projection onto H’(T). Let 
&, = C*(nU) and &* = C*(nP). Because ind(UP + I - P) = -1 is not zero, 
there is no commuting pair of normal operators which differ from U and P 
by compact operators. However, let U, = UP + (I-P) U. Then U, 
commutes with P and differs from U by the rank one operator PU(I - P). 
9, = C*(U,) commutes with 9Z = C*(P), so the desired lifting is achieved. 
9, necessarily contains compact operators, and in fact consists of all 
operators of the form (“0’” $,) on H’(T) 0 H’(T)‘, where K and L are 
compact, T, is the Toeplitz operator on H’(T) with continuous symbolf, and 
Tr is the adjoint of T, represented on H*(T)’ through the identification 
z”l-+z-“-l, n>o. 
Section 2 is devoted to the proof that L(X) is a group when X is a subset 
of IR4 or Ext(X) is Hausdorff. Section 3 develops more general properties of 
L(X) and identifies certain obstructions to belonging in L(X). In Section 4, 
several examples are examined in detail which illustrate some of the 
phenomena involved. In Sections 5, 6 and 7, operator theoretic descriptions 
of L(x) for certain classes of subsets of IR4, are given. Corollary 2.3 shows 
that particular attention should be given to the case when 9, can be chosen 
to be abelian. In this case, spectral projections of 9, can be added which 
commute with both 9, and 9z. By doing this, we can essentially make X, 
totally disconnected. This case is examined in Section 5. In Section 7, the 
case in which X is a subset of the torus is considered. This corresponds to 
lifting the C* algebras of a commuting pair of essentially unitary operators. 
In the last section, some of the results are applied to the problem of lifting 
commuting pairs of operators in the Calkin algebra to commuting operators 
in .9(Z). 
I would like to thank Larry Brown for several long and fruitful 
discussions. I would also like to thank Peter Rosenthal, for suggesting a 
problem that lead to this study; and Charlie Berger, Man-Duen Choi, Peter 
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Fillmore, Jon Rosenberg, Claude Schochet and Victor Snaith for a number 
of useful discussions about this work. 
2. THE GROUP L(X) 
Let X, X,, X, be compact metric spaces such that X is contained in 
X, X X, and the coordinate projections 7ci, x2 are surjective. C*(Xi) sit 
naturally inside C(X) by mapping f to f 0 xi. Given an monomorphism r of 
C(X) into the Calkin algebra, let 4 = rC(X,). We wish to determine if there 
are C* subalgebras 9’i of 9(z) which commute and xsi = 4. The map 71 
is the quotient map of 9(x) onto the Calkin algebra. This only depends on 
the equivalence class [r] in Ext(X). For if r’ is another representative of [r], 
there is a unitary U taking 3 to &?’ such that r’df) = Ury) U*. Hence 
9f= U9iU* are the desired pair of commuting C* algebras. Let 
L(X) = L(X, Xi, X,) denote those elements of Ext(X) which lift in this sense. 
2.1 LEMMA. L(X) is subsemigroup of Ext(X). 
Proof. If u, 7 are elements of L(X) represented by commuting pairs of C* 
algebras (S;l, 9;) and (.9;, 9;), then u 0 7 is represented by (9,) 9’*), 
where~i={~OB:AE~P,BE~~andu-‘11(A)=7-1?L(B)}. 1 
2.2 LEMMA. If xfl and dz are commuting C” algebras of essentially 
normal operators on A?, then R can be decomposed onto an orthogonal 
direct sum R = RO @q @e such that 4.1zi is abelian, i = 1, 2, and 
C*(&‘, , MJ k-, is block diagonal. 
ProoJ Let z= dnx(z). The structure of sub C* algebras of 
X(R) is well known. [cf. 3 or 171. We can decompose 
.~=OOCi~OZkiOC.~~jOZej, on ~=MO@~iM~ki)@~~. 0 
represents the zero algebra on MO ; 4 are infinite-dimensional Hilbert 
spaces, Jyiki) = Jyi^  @ . . . @ -4 is the direct sum of ki copies of Ni, and 
YY@ Iki represents the algebra {K @ .a. @K: K EZ(&)} on Jtrjki); T is 
the djej dimensional Hilbert space Cd’ @ C’i, and “yd,@ Zej represents 
{TO ..a @ T: TE A?(@)}. 
As d; commutes with A, it commutes with the projections onto ,Y, 
Jyikl’, and Y;. SO X2 SX (x00) @ Ci O]dki, @ Cj I,. @Mcj. It follows that 
d, is abelian on Jy^, = 3, say, &* is abelian on zz =’ 0 xi Miki), and that 
C*(&, , dz) is block diagonal on & = @ Cj 75. 1 
2.3 COROLLARY. Every element 7 of L(X) can be written 
(noncanonically) as a sum 7 = z0 @ 7, @ z2, where 70 is quasidiagonal, and Zi 
is represented by a commuting pair (A#‘~, JJ such that 4. is abelian. 
COMMUTINGPAIRS OF C-ALGEBRAS 23 
2.4 LEMMA. Suppose (jQ,, jQ,) is a commuting pair of C* algebras 
representing an element T of L(X). If &I is abelian, then --t belongs to L(X). 
Proof: The proof of this lemma follows well-known lines. By the 
previous lemma, one can see that 3 decomposes as a direct sum 
R= CcZORn such that projections P, into Rn commute with both di and 
AZ, P,&* is abelian, and P,,d* nZ’ equals Z(J’J 0 Iki, where the 
dimension of 4 is finite or infinite. Further, by applying the spectral 
theorem to P,jal;, we can reduce these further so that we may assume P,d, 
consists of multiples of P,, for each n > 1. 
The Choi-Effros lifting theorem [ 131 gives a completely positive map 
9: cm + czl 0 w&J such that rc o 4 = t. Further, it can be arranged 
that P,# is a homomorphism, and that for every f in C(X,) and n > 1, 
P, #(f 0 rri) is a multiple of P, . 
Now the Stinespring theorem [23] provides a representation p of C(X) on 
J= CTZOMn and an inclusion map V: Z+J such that 4 = V*pV. An 
examination of the proof shows that we can suppose that VRn GM,, n > 1, 
& =MO, and further, if Q, is the projection onto Mn, that Q,p(f o 7~~) is a 
multiple of Q, for all n > 1 and fin C(X,). Hence p(f o xi) belongs to the 
cornmutant of the image of p for each f in C(X,). As usual, the restriction of 
p to Zi summed with a trivial element of Ext(X) gives a realization 4’ of 
--t. Furthermore, since 4 restricted to C(X,) o rr, is a representation, it 
follows that 4’ is a representation of C(X,) 0 7c1 as an abelian C* algebra 9, 
which lies in the cornmutant of the image of 4’. So in particular, 9, 
commutes with &, the C* algebra generated by the image of C(X,) o rr2 
under 4’. Hence --t belongs to L(X). 1 
2.5 THEOREM. Zf Ext(X) is Hausdorfl, then L(X) is a group. 
Proof. ExtJX) is the closure of the trivial element [21], and hence is 
zero. Thus, if t belongs to L(X), Corollary 2.3. shows that r = r, @ r2. Now 
Lemma 2.4. applied to both r1 and r2 completes the proof. 1 
2.6 COROLLARY. Suppose Ext(X) is Hausdor- For each J. in Xi, let 
A,(A) = or;’ and let ji,A : Ai -+ X be the inclusion map. Zf (ji,A)* = 0 for 
all 1 in Xi, i = 1, 2, then L(X) = 0; and conversely. 
ProoJ Suppose r belongs to L(X). Apply Corollary 2.3, and note that t,, 
must be zero, so t = t, + t2. It is enough to consider t = rr . As in the proof 
of Lemma 2.4, we see that r, can be represented on 3 = C,“=-, Rn by a 
commuting pair J,, zY* of C* subalgebras of 9(Z) such that C* 
(P,,.$, P,,JTQ is an abelian algebra representing the trivial element of 
Ext(X), and P,&, = GP, for n > 1. 
Thus, there is a point A,, in X, so that P,s(f 0 rri) = f (A,,) P, for all f in 
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C(X,). The pair (P,&i , P,,&*) restricted to P,$Y’ represents an element u,, of 
Ext(A ,(A,)). By hypothesis, (j l,A,)*un = 0. Let Q,= x:=0 P,. Then QNr 
restricted to Q,z represents the trivial element 0 = 0 + Cz=, (j,,l,)*~n. 
But Q,r converges to r in the strong operator topology. Since Ext(X) is 
Hausdorff, it follows that r = 0. 
Conversely, if some (ji,,AO)* # 0, let o be an element of Ext(Ai,,n,) such 
that (ji,,a,)*u # 0, and let 4 be a completely positive map into GY such that 
z$ = u. For definiteness, let i, = 1. Let p be a faithful representation of C(X) 
on GY, thus [rep] = 0 in Ext(X). Consider ,~i(f> = p(f) @ f(&) Z for f in 
C(X,), and p2( g) =p(g) 0 4(g) for g in C(X,). The images of ,D, and ,LI~ 
commute and so the C* algebras &, and d, that they generate also 
commute. Furthermore 7(J) = np,(fl and r(g) = rcp2( g) extends to a 
monomorphism of C(X) into the Calkin algebra with [r] = (jl,n,).+u. I 
If X is a subset of iR4, Kaminker and Schochet [ 18, 19) have shown that 
Ext(X) g ‘H,(X) @ ‘p3(X), where ‘Z?,(X) is the (reduced) Steenrod 
homology theory. The group “I?,(X) is just isomorphic to Z?‘(lR4\X), which 
is a product of copies of the integers, one for each bounded component of the 
complement of X in IR4. There is a natural projection Z, : Ext(X) + ‘Z?,(X). 
This identifies ‘E?,(X) as a canonical subgroup of Ext(X). 
2.7 THEOREM. Zf X is a subset of IR4, L(X) is contained in ‘I?,(X). 
Proojl Let r belong to L(X). Write z = r. + r1 + r2 as in Corollary 2.3. 
Then r. belongs to the kernel of ya,, so Z, r, = 0. We consider r, , and the 
proof for r2 follows similarly. Let B be any bounded component of R4\X. 
We can split X, = A U B into two closed sets so that A’ = n;‘(A) n X and 
Z? = n;‘(B) n X both have 4 in the unbounded component of their 
complements. Since r is represented as a commuting pair of C* algebras 
(&, , dz) with &i abelian, the spectral projections PA and PB corresponding 
to the characteristic functions of 2 and B belong to d; n x25. Let 
iA : 2 -+ X, iB : 3 -+ X, i, : A” r7 Z? -+ X be the canonical injections. Clearly, 
tA = PA T]~,~ belongs to Ext(x), r, = P,zl,+- belongs to Ext(& and 
5c = PA PLI 5 lP,P~ belongs to Ext(c). Furthermore, it is easy to see that 
r1 = GA. 5 + (id* rB - (i&. rc. In each term, the coefficient of Z3 
corresponding to @’ must be zero, and hence it is also for 5,. Consequently, 
r3z1=o. I 
The following theorem has grown out of conversations and correspon- 
dence with many people. Most credit should go to Jonathan Rosenberg. The 
original ideas go back to several fruitful conversations with Larry Brown at 
the operator algebra conference in Queens in 1980. Also, Claude Schochet, 
Victor Snaith, and Peter Hoffman were invaluable in straightening me out on 
many points of topology. 
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2.8 THEOREM. If X is a subset of R4, then L(X) is a group. 
Proof: Let r belong to Ext(X) and let ZZ’ = x - ‘(im r). In [ 10, Theorem 
5.71, the authors point out that when yi is an isomorphism, the real transpose 
map on &’ induces the inverse operation in Ext(X). If r belongs to L(X) 
represented by commuting C* algebras di and dz, then it is clear that JS?~ 
and _9pi commute. So the transpose r’ of r also belongs to L(X). Because of 
Theorem 2.7, we are led to considering the restriction of the transpose map 
to “A,(X). We have been unable to determine if t’ is the inverse of r; but we 
will show that -r = 25’ + t which suffices to show that -r belongs to L(X). 
If Ext(X) has no 2-torsion, then rt = -r. We don’t know of any case in 
which rt # -r for r in ‘Z?,(X). 
Let tx denote the automorphism of Ext(X) induced by the real transpose. 
Note that t is natural with respect to maps, so that if f: X+ Y, then 
t, of* = f* o tx. We first prove the theorem when X is a finite complex. Let 
Xcn) denote the n-skeleton of X. Then ‘g,(X) = sfi,(X’2’) = Ext(X’*‘). We 
have Ext(X”‘) -+i* Ext(X’*‘) dx, Ext(X’*‘/(X)“‘) is exact. Since X’*‘/X”’ is 
a wedge of 2-spheres, Ext(X’*‘/X”‘) = 0. Since X”’ is a wedge of circles, 
and since t is easily seen to be the inverse on Ext(S’), it follows that t is the 
inverse map on Ext(X”‘). Since t commutes with both i* and PT*, and since 
i* is surjective, we have that t is the inverse map on Ext(X’*‘). Again, t 
commutes with the injection map j: X(*) +X, so transpose is the inverse on 
imj, = ‘@i(X). 
In general, we can write X=&J Xj as the inverse limit of finite 
complexes. We need to use the Milnor lim’ sequence [ 18, Theorem 2.71 but 
there is need to take care to keep track of the transpose map. Let M, = CX,, 
the cone on X, , Mk be the mapping cylinder of #k : X,, , -+ X,, and let i be 
the one point compactification of 0 M,J-, where - makes the standard 
identification between Mk and Mk-, . If X+ indicates an added base point, 
one gets maps 
Since Ext (Vzl X7) = JJgl EXt(Xj), Ext@) = Ext(SX), and 
Ext(V/OO,, SX,?) = nF=, Ext(SXj) in a natural way, we have the long exact 
sequence 
I7 
j=l 
Ext*+i(SX,)ajQ Ext*(Xj)+Bxt*(~X)+J~ Ext*(SXj) 
-ff+ ,Q Ext.+ ,Cxi>* 
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Hence we get the short exact sequence (Milnor) 
0 + coker 3, + ExtJSX) + ker 8, -+ 0. 
With * = 1, we get 
0 -+ lim’ Ext(SXj) + Ext(S2X) -+ lim Ext(S’Xj) + 0. (2.8.1) 
Further, it follows that transpose commutes with this diagram. In a similar 
way, we get [ 181 
0 + lim’ ‘A2(Xj) -+ v&(X) -+ &n “fi,(Xj) + 0. (2.8.2) 
To identify this in a natural way with Ext, we need 
0 + lim’ Ext(S-‘Xi) + Ext(X) + &r Ext(Xj) + 0. (2.8.3) 
Now it may not be possible to “desuspend” Xi, however, since we are 
interested in ‘B2(zj) = “E?,(S - ‘Xj), we may replace Xj with a quotient 
Yj = SZj so that ‘H,(Xj) + “H,(Yj) is an isomorphism. (Mod out Xj by Xj” 
union some discs. This will have trivial H, and H,,, so is a suspension up to 
homotopy. The discs remove certain direct summands arising from 
unnecessary spheres in Xj/XJ!“.) This ensures that the transpose map 
commutes when we use lim’ EXt(Zj) in (2.8.3) and hence use lim’ ‘E?I(Zj) in 
(2.8.2). (Remark. It was pointed out to us by C. Schochet that because X is 
a subset of lR4, it turns out that the map lim ’ “fi,(Xj) + lim’ Ext(SXj) is an 
isomorphism.) 
Since the transpose commutes with maps, it follows that t is the inverse on 
A = lim’ “I?-,(Zj) and on C = Jit~ “fi,(Xj). If we set B = ‘E?,(X), (2.8.2) gives 
the following commutative diagram of groups: 
For b in B, 0 = xb + t,nb = n(b + te b). Thus there is an a in A so that 
b+t,b=i(a). So O=i(a+t,a)=(b+t,b)+t,(b+t,b)=26+2t,b. 
Hence -b = b + 2t, b. 1 
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3. FURTHER PROPERTIES OF Z,(x) 
Suppose Y is a compact subset of C. Let Y, = Re Y and Y2 = Im Y. Then 
Y = (Y, Y,, Y2) is a triple of metric spaces, and we note that the 
Brown-Douglas-Fillmore theorem can be reformulated as 
3.1 THEOREM. L(Y) = Ofor Y = (Y, Re Y, Im Y) c G. 
Proof: An extension r of C(Y) belongs to L(Y) if and only if there is a 
commuting pair of self adjoint operators A, and A 2 such that nA i = r(x) and 
~4, = r(y), where z = x + iy is the identity function on Y. But this is 
equivalent to finding a normal operator N = A i + iA, such that nN = r(z). 
So r must be the trivial element of Ext(Y). 1 
Now consider X= (X,X, ,X,) when Xi are planar sets. In this case, C(X,) 
are singly generated by the identity functions zi = z Ixi. An extension r of 
C(X) is determined by ni = t(zi 0 z,), i = 1,2, which is a commuting pair of 
normal elements in the Calkin algebra. X is identified as the joint spectrum 
a(ni, nJ. r belongs to L(X) if and only if there are essentially normal 
operators Ni with zNi = 12i such that C*(N,) and C*(N,) commute. Suppose 
Ai, i = 1, 2, are self adjoint elements in C*(Ni). Then A i + iA 2 is normal, 
and thus ind(A , + iA 2 - A) = 0 for all ,4 in C\o,(A i + iA J. Now there are 
continuous functions fi in C(X,) such that 7vli =f&.). So this index 
condition is precisely that (fi xf2)* r = 0. So we have proved: 
3.2 LEMMA. When Xi are planar sets, L(X) is contained in the inter- 
section 0 kerdf, X f2)* as fi run over all continuous real functions in 
C(X,>. I 
In Section 7, we explicitly exhibit this subgroup when X, is the unit circle 
and X, is real. Presently, we make only the following elementary obser- 
vation. 
3.3 LEMMA. If Xi are planar sets and X, is totally disconnected, then the 
intersection of Lemma 3.2 is Ext(X). 
Proof: Let t be an element of Ext(X) and let n, = t(zi). We may assume 
that X, is a subset of the real line. We need to show that if f is a real 
function in C(X,), then the self adjoint element a = f (n2) and n, lift to a 
commuting pair of self adjoint operators. But u(n, + ia) is contained in 
X, x [--la/l, /[all] which has connected complement in C. Thus 
Ext(o(n, + ia)) = 0 and thus the desired lifting exists. 1 
The phenomenon of Lemma 3.2 is a special case of a more general fact. 
Suppose X = (X,X,, X,) and Y = (Y, Y,, Yz) are two compact metric 
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spaces, and suppose fi : Xi + Yi are continuous maps such that & xfi(X) is 
contained in Y. If r belongs to Ext(X), (f, xfJ* r belongs to Ext(Y). We 
have the following: 
3.4 PROPOSITION. (f, xfi)* L(X) is contained in L(Y). 
Proof Let r belong to L(X), and let (&, , J&*) be a commuting pair of 
C* algebras representing r. Let uO be a representation of C(Y) on RO 
representing the trivial element of Ext(Y). Define 9i = (a,(g) @ A : 
gEC(Y,),AEs$ andg+zi=r-’ 0 n(A)}. It is easily verified that 9, 
and $ commute and represent (f, xf2) * r. I 
A useful special case is the following: 
3.5 COROLLARY. If X is a subset of Y, and i: X + Y is the inclusion map 
then &L(X) is contained in L(Y). 1 
3.6 DEFINITION. We shall say that X = (X, X, , X,) and Y = (Y, Y, , YJ 
are product homotopy equivalent if there are maps h =f, X f2 of X into Y 
and k = g, x g, of Y into X such that kh is homotopic to id, and hk is 
homotopic to id,. 
3.7 COROLLARY. If X and Y are product homotopy equivalent, then h* 
is an isomorphism of L (X) onto L(Y). 
Proof By [ 121, k, h, and h, k, are the identity homomorphisms on 
Ext(X) and Ext(Y), respectively, and thus h* and k, are isomorphisms. By 
Proposition 3.4, h,L(X) is contained in L(Y), and k,L(X) is contained in 
L(X). Hence they must be isomorphic. I 
We conclude this section with a useful lemma which will enable us to 
detect index obstructions to membership in L(X) which are more subtle than 
those of Lemma 3.2. 
3.8 LEMMA. Suppose Xi are planar and z belongs to L(X). Suppose 
PO? PI 7*** are characteristic functions in C(X,) such that popk = pk and 
pkp, = 0 for all 1> k > 1. Then for each A in the complement of 
7r2(poz1)-‘(l), the Fredholm index ind r(pk(z2 -A) + 1 -pk] is nonzero 
only finitely often. 
Proof: We will prove this by contradiction. If the index is nonzero 
infinitely often, we may drop to a subsequence, relabelled pk, so that the 
index has the same sign for all k 2 1. By considering r[ pk(Z; - x) + 1 -pk] 
if necessary, we may assume that the index is positive. Let C*(Ni) be 
commuting C* algebras with rriVt = r(zi). Inductively, we can choose self- 
adjoint projections PO, P, in C*(N,) such that 7LPi = t(pi), P,P, = P,, and 
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P,P,=O for I<k<l. Let Tk=Pk(N2-ti)+(Z-Pk), for k>O. By 
hypothesis, each Tk is Fredholm for k > 0 and ind Tk > 0 for k > 1. So for 
k > 1, Tk has nontrivial kernel. Let xk be a unit vector in the kernel of Tk. 
Since P, commutes with N2, it is easy to see that xk belongs to 
P,z’n ker(N, - 1). It follows that the space spanned by xk, k > 1 is infinite 
dimensional, and belongs to the kernel of To. This contradicts the fact that 
To is Fredholm, establishing the lemma. fi 
3.9 Remark. Although we are mostly interested in C* algebra results in 
this paper, we will be able to draw some conclusions later (see Section 8) 
about lifting commuting pairs of single operators. To this end, we note that 
this lemma can be strengthened if r(zr) is self adjoint. In this case, we 
conclude that if ind r[pJ z - A) + 1 -pk] # 0 infinitely often, then there is z 
no pair of commuting operators N, and N, such that rrNi = 7(zi). To see this, 
note that a(N,) consists of o,(N,) together with a countable number of 
isolated points of finite multiplicity which cluster on o,(N,). One can choose 
open sets U,, k > 0 such that a(N,) n iJ, is clopen in a(N,), a,(N,) n U, is 
the support of pk, U, G U,, and U, n U, is empty for 1 < k < 1. The 
projections P, are replaced by the (not necessarily orthogonal) projections 
corresponding to the characteristic functions fk of U, n a(N,) via the Riesz 
functional calculus. This commutes with the quotient map rr, so 
rrfk(N1) = 7(pk). The proof is completed as before. 1 
4. EXAMPLES 
In the remainder of this paper, we will restrict our attention to the case of 
planar sets Xi, and commuting pairs of normal elements of the Calkin 
algebra. In this section, we give several examples which illustrate the 
phenomena involved, and motivate the analytic descriptions of L(X) given in 
the subsequent sections. 
4.1 EXAMPLE. Consider X= TX A where, T= (z E C: Iz] = 1) and 
A = {a,: n > 0) where A is a countable set with lim,,, a,, = a, = 0. Since X 
is a subset of IR3, the first index map y1 is an isomorphism of Ext(X) onto 
Hom( [X, C*], Z), where [X, C *] is the group of homotopy classes of non- 
vanishing functions on X. Iff belongs to C(X)-‘, the homotopy class off is 
determined by its winding numbers r,(f) around each circle TX {a,}. 
Because of the continuity of f; lim,,, r,(f> = r,(f). So r([fl) = [r,,(./), 
r,(fi - r,(fi, n > 1) is an isomorphism of [X, C *] onto the direct sum 
C,“=O Z of countable many copies of Z. [X, C*] is generated as a free 
abelian group by [f,], wheref,(z, a) = z andf,(z, a,J = 1, k # n,f,(z, a,) = z 
for n> 1. 
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Thus Ext(X) is isomorphic to the product n,“=O Z of countable many 
copies of Z. For t in Ext(X), y, t is identified by r, = ind 7df,), n > 0. For 
each n > 0, {a,} is an isolated point of A, so the function ~,(t, ak) = Snk 
belongs to C(X). The map y1 can be defined by r, = 
ind r[zp, + 1 -p,], n > 1 and z. = ind 7(z). 
By Lemma 3.8, for 7 to belong to L(X), 7, must equal zero except finitely 
often; so that L(X) is contained in the direct sum C,“=. Z generated by the 
sequences {S,,}, k > 0. In fact, L(X) =Cr+ Z. Suppose {t,},>, is a 
sequence of integers which is eventually zero. Let S denote the unilateral 
shift on a Hilbert space 27 Let S (k’ denote Slk’ if k < 0, S*k if k > 0, and 
U, the bilateral shift, if k = 0. Let A = &” @ R 0 ... be the sum of 
countably many copies of A?. Let V= S(OO) 0 Cr=, S(**), where 
u0 = 7,, - JJn>, s,,, and A = 0 CF=O a,Zx be operators on A. Let 7(z) = nV 
and 7(a) = 7vl. Clearly VA =A V, so it easily follows that C*(V) and C*(A) 
commute. Since the joint spectrum a@V, 7r.A) =X, 7 extends to a 
monomorphism of C(X). Finally, ind [zp, + 1 -p,] = ind Srfl) = 7, and ind 
t(z) = (To + c n>, 7, = z,,. Thus, 7 is the required extension in L(X). 
It is interesting to see an explicit representation of the general 7 in Ext(X), 
which cannot be exhibited quite so easily as above. Let L*(T) denote the 
usual Lebesgue space on the circle, let P denote the projection onto H’(T), 
and set P(‘)=P, P(‘)=Z, and P’-“=I-Pp. Let A=R@L*(T)@2, 
and let U, be the multiplication by z on L ‘(7’). Suppose (7”} is a sequence of 
integers, and let E, be the sign of -7,. Define V= S(“‘) 0 U, 0 IX and 
A = 0 @ C,“=, a,,P(+’ 0 R,, where R, are mutually orthogonal projections 
in R of rank max(1, 1~~1). Both V and A are essentially normal, and 
[V,A]=OOC~==,a,[U,P”“‘]OR, is compact since [U, P(‘n’] is compact 
with norm at most one. By Fuglede’s theorem, C*(nV, 7r.A) is abelian. It is 
readily verified that the joint spectrum of XV and 7r.A is X. So 
7(z) = nV, 7(a) = 7ul extends to a monomorphism of C(X) into the Calkin 
algebra. Finally, ind V= z. and since 7(p,) = PC+‘) @ R,, 
ind r[zPn + 1 --p,] = ind Pcfn)UzPccn) OR, = - E, dim R, = 7,. so 7 
represents the desired extension. 1 
4.2 EXAMPLE. Let X be as in the preceding example, and let 
Y =XU D x {0}, where D is the closed unit disc {z: Jz] < 1). Iffbelongs to 
C(Y)-‘, the index around the circle T x (0) is zero, so the homotopy class is 
determined by {Z,(f), n > 1}, and this sequence is eventually zero. So 
[Y, C*] is a free group on countably many generators [f,], n > 1, where 
f,,(z, a,) = z and f,(z, ak) = 1 for k# n. Ext(Y) is therefore a countable 
product nz=, H of copies of the integers, and 7 in Ext(Y) is determined by 
the sequence rn = ind 7(f,) = ind z[zp,, + 1 -p,,], IZ > 1. 
The important difference here from Example 4.1 is that Lemma 3.8 no 
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longer applies as z is not an invertible function on Y. It turns out that 
L(Y) = Ext(Y). 
Let S, be compact perturbations of the unilaterial shift such that 
)( [S,, S,* ] )I tends to zero as k -+ co. For example, take an orthonormal basis 
(e,, n > 1) and set Sken = min($$, 1) e,, i. A simple computation shows 
that )I [St, S,] )I = k-‘. Let {rk, k > l} be a sequence of integers. When 
tk < 0, let Tk be the direct sum of ( rkl copies of S,. When rk > 0, let Tk be 
the direct sum of rk copies of S,*. And if rk = 0, let T, be the bilateral shift. 
Finally, let D denote a diagonal operator with spectrum D. Define 
V=D@CFzl T,andA=OOC~==,a,l,on~=C~==,~. Since [V, V*] 
is the direct sum of compact operators whose norm tends to zero, V is essen- 
tially normal. Clearly, C*(V) and C*(A) commute. A routine computation 
along the lines of the preceding example shows that r(z) = 7cV and r(u) = rtA 
extends to an element of Ext(Y) with invariants irk, k > I}. Hence 
L(Y) = Ext(Y). 
The difference between Examples 4.1 and 4.2 is related to the absorption 
phenomenon. The operator V just constructed is unitarily equivalent to D 
plus a compact. (Of course, this compact cannot commute with A unless 
r = 0.) One can easily take the construction of r in Ext(X) and get an 
element of Ext(Y) by the inclusion map ix. In particular, the pairs 
(DO~~,OUz,OO~~~lq,~) and (DGCE,S,,, OO~,“=,a,J> are 
jointly unitarily equivalent modulo compacts. An explicit verification of this 
equivalence, perhaps along the lines of the argument in [16], would be 
interesting. I 
4.3 EXAMPLE. Let p be a prime, and let X be the unit disc D with 
boundary points eie and eib identified if eicuV4’ is a p-th root of unity. It is 
well known that Ext(X) is isomorphic to Z,. Embed X into C2, and let 
Xi = r+X be the coordinate projections. L(X) must be either {0} or Z,, and 
either is possible depending on the embedding. 
We can apply Corollary 2.6. Following the notation of Corollary 2.6, we 
have L(X) = (0) if (j,,*)* = 0 for all il in Xi, i = 1, 2. Conversely, suppose 
there is an i,, 1, such that (ji,,lO)* # 0. By the converse of Corollary 2.6, the 
image of (jiO,l,)* belongs to L(X), and hence L(X) = Z,. 
To get an embedding of X with L(X) = H,, just arrange that the boundary 
circle of X goes to {0} x T in C2. For example, send the disk 
D = {z: 11) < I} into Cc2 by #(z) = (z - z (z 1, z”). For an embedding with 
L(X) = 0, let X be the image of v(z) = (zp + z - z Iz], z”). fi 
4.4 EXAMPLE. If XG C2 is homeomorphic to S3, then L(X) = 0 by 
Theorem 2.7. If X= S3, the generator is given by the Toeplitz operators 
Tzl, Tz, on H2(B,), where B, is the unit ball of C2. It follows that there are 
580/48/l-3 
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no compact perturbations Tzi + Ki so that C*(T,, + K,) and C*(T,, + K,) 
commute. I 
4.5 EXAMPLE. The standard example of a space for which ExtJX) is 
not zero is a suspended solenoid SC,, p prime. As in Example 4.3, if some 
(jiO,,O)* # 0, then L(SC,) # 0. An example of this behaviour is explicitly 
given in Davie [ 151. I do not know if it is possible to embed SC, in 6* in 
such a way that L(SC,) = 0. 1 
5. TOTALLY DISCONNECTED X, 
If 7 in L(X) is represented by a commuting pair &i and JZZ’* on B’(Z) 
such that Ji is abelian, then the spectral projections of -pP lie in the 
commutant of C*(di, Jai;). So if we throw into &‘, all spectral projections 
corresponding to open sets, we get a larger commuting pair (2,) d2) and the 
spectrum of .J& is totally disconnected. Since X, was planar, the spectrum d, 
of gi is separable and hence is homeomorphic to a subset of IR. Let q be the 
natural map taking zi onto X,. The spectrum of C*(&, ,7u12) is 
z= {(?,JJ):IE~, JJEX,, and (q(xy,y)EX}. The map qxi of2 onto X 
induces a map (q X i)* of Ext($ into ExtQ which takes L(z) into L(X) by 
Proposition 3.4. It is clear that 7 = (q x i)*? where ? is the extension 
represented by C*(z?, , u$). 
In this section, we assume that Xi is totally disconnected. We will describe 
L(X) in terms of index invariants. Note that since X, is homeomorphic to a 
subset of R, X is homeomorphic to a subset of R-‘. Thus the first order index 
map y1 is an isomorphism of Ext(X). The two examples 4.1 and 4.2 exhibit 
the typical behaviour of L(X) when X, is totally disconnected. 
5.1 THEOREM. Let X be a compact subset of C* with X, = n,X totally 
disconnected. Then an element 7 of Ext(X) belongs to L(X) if and only if 
for each a in X, and A in C such that (a, A) is not in X, there exists 
a clopen neighborhood U of {a} in X, such that for each idem- 
potent p in C(X,) with support contained in v‘\{a ), 
ind 7[(z2 - A)p(z,) + 1 -p(z,)] = 0. (*I 
Proof: If 7 belongs to L(X), then (*) follows from Lemma 3.8. As (a, A) 
is not in X, there is an idempotent p,, in C(X,) such that p,,(a) = 1 and 
(z2 - A)p, + (1 -pO) is invertible in C(X). Now if (*) fails, we can induc- 
tively find idempotents pk with disjoint supports contained in (support 
pJ\{a} such that ind 7[ (z2 - A)p, + 1 -pk] # 0. This contradicts Lemma 
3.8. 
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To prove the converse, we explicitly construct a representative for r. We 
need the following lemma. 
5.2 LEMMA. Let d be a connected open bounded subset of C. For each 
E > 0, there is a subnormal operator S with o(S) = 8 and a,(S) c @\8 such 
that [S*, S] is compact, 11 [S*, S]I) < E, and ind(S - ,I) = -1 for all 2 in 8. 
ProoJ: Berger and Shaw [6, 71 show that operators exist with all the 
desired properties except the norm condition on [S*, S]. We will indicate 
briefly how this can also be accomplished. 
The lemma is well known for the unit disk. For example, Stampfli [22] 
shows that there are subnormal weighted unilateral shifts S, of norm one 
such that ]I [S,*, S,] I( tends to zero. Furthermore, trace [Sz, S,] = 1 and 
ind(S, - A) = -1 for all )A 1 < 1. There is a measure ,u, on D such that S, is 
unitarily equivalent to multiplication by z on H’(D~). 
Next, suppose U is the interior of a smooth Jordan arc. Let g be the 
conformal map of D onto U. Then g extends to a homeomorphism of fi onto 
0. Since IJS,]] = 1, D is a spectral set for S,:and thus A, = g(S,) are well 
defined. By the functional calculus, a@,) = U and o&4,) = HJ. By [6, 71, 
trace [Az,Ak] = rr-’ Area(@), ind(A, - ,I) = -1 for 1 in U, and A, is 
subnormal with a cyclic vector. The measure ,uk induces a measure vk on U 
such that A, is unitarily equivalent to multiplication by z on H’(v,). An easy 
computation using the von Neumann inequality (]]f(S,)]] < I]&,) and the 
Fejer polynomials for g shows that (1 [AZ, Ak] (] tends to zero as k -+ 03. 
Finally, given b, choose a simply connected set U with smooth boundary 
such that 0 is contained in B and @\o has area less that e/4. Choose A to 
be multiplication by z on H*( U, p) as above so that ]I [A *, A ] I( < s/4. Let T, 
be the operator of multiplication by z in H2(@, v), where v = ,u + (l/k) m and 
m is Lebesgue measure on 8. A computation of the trace shows that 
I] [Tf , Tk] (] ( E for k sufficiently large. And [6, 71 shows that the other 
properties hold. I 
5.3 COROLLARY. Suppose B is a planar set and r belongs to Ext(B). 
Given E > 0, there is an essentially normal operator T such that z(z) = XT 
and (( [T*, T] (1 < E. 
Proof: This is just the construction in [ 10, Sect. 111 using the operators 
given by Lemma 5.2. I 
We return to the proof of Theorem 5.1. The group of homotopy classes of 
invertible functions on X is generated by [(z2 - 1)~ + (1 -p)] as p runs 
over all idempotents in C(X,) and 13 runs over appropriate complex numbers. 
So r in ExtQ is determined by ind r[(z2 - n)p + (1 -p)]. 
Let k be a complex number, and suppose a is in X, such that (a, A) is not 
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in X. There is a clopen set U in Xi containing {a} which satisfies (*). As X 
is compact, there is a ball V about A such that e,,, = U x V is disjoint from 
X. The continuity of the index guarantees that (*) is satisfied at (a,~) for all 
p in I’. The collection {@,,n} covers (X, X @)\X which is u-compact, so 
there is a countable subcover {8$ = oa”,. l.:j > 1 }. Let 9 = Uj x Vj and let pj 
be the characteristic function of U,‘.’ The integer nj = ind r[(z2 - n)pj + 
(1 - pj)] is constant for ,J in Vj, and also remains unchanged if pj is replaced 
by any smaller idempotent such that pj(uj) = 1. 
Let B,= {z: (uj,z) EX}, and let ij: Bj -+X be the natural embedding. Let 
0, be the component of C\Bj containing Aj. Notice that if {aj} x Qj 
intersects ek and nj # 0, then (*) implies that aj = uk. To see this, suppose 
that uj # uk. First note that I’, is a subset of Gj. If y is a path connecting Aj 
to A,, choose an open set U 5 Uj n U, containing aj such that U x y is 
disjoint from X. Let p be any characteristic function in C(X,) with support in 
17, p(uj) = 1, and ~(a,) = 0. Because of (*) and the properties of the q, we 
have 
indr[(z,-3Lj)p+ (1 -p)]=indr[(z,-kj)pj+(l -pj)]=nj 
and 
id 7Kzz - &)(P, -P) + (1 + P - PJ = ind d(z2 - &)P, + (1 - PJ 
= id ~[(z2 -&JP~-P) + (1 +P-PAI 7[(z2 -UP + (1 -PII. 
Hence ind r[ (z2 - A&p + (1 -p)] = 0. But since U x y is disjoint from X, 
{(z2 -I,)p + (1 -p)} and {(z2 -Aj)p + (1 -p)} are homotopic in C(X)-‘. 
So the continuity of the Fredholm index shows nj = 0. 
If mj is a given integer, Lemma 5.2 gives an operator Tj, and an 
associated extension pj in Ext(Bj) such that zTj = pj(z), 1) [Tj* , Tj] (1 < 2-j, 
ind(Tj -A) = mj for A E Gj, and ind(Tj - A) = 0 for ,l E C\(Bj U lJj). 
Further, either Tj or TT is subnormal. The extension (ij)*pj in Ext(X) 
satisfies 
ind(ij)*Pj[(zz -LIP + (1 -P)I =P(Qj)Xj(A) mj, 
where xj is the characteristic function of 0j and [ (zZ - A)p + (1 -p)] is 
invertible in C(X). 
We will choose integers mj inductively. Consider the extension aj = 
C’,=, (i&p,, and rj=r-uj. Define mj=indrj-1[(z2-~j)pj+ (1 -pj)]. A 
moments reflection will convince the reader that mj = nj or 0, and the latter 
occurs precisely when there is an integer k <j such that ak = aj and 
52, = sZj. The earlier observation that {uj} x Gj is disjoint from C$ if nj # 0 
and uj # uk guarantees that each r/, satisfies (*) with the same sets { Uj} as 7. 
Thus there is no ambiguity in the definition of mj and 7j. 
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It follows that 0 = ind rk[(zz -I,)p, + (1 -JR+)] r; ind rJ(zz -I,)p, + 
(1 -pJ] for all j>k. And hence n,=indr[(z,-I,)p,+ (1 -pJ] =ind 
Uj[ (Z2 - 1,)~~ + (1 -pk)] = cf=, ~~(a,) x1(3Lk) mi for all j > k. Furthermore, 
if p is supported on Vk and L belongs to U,, we get the analogous formula 
p(a,)n,=indr[(z,-L)p+ (1 -p)] =induj[(z,-A)p+ (1 -p)] 
(51.1) 
for all j > k. 
The extensions crj belong to L(X), and are represented by the commuting 
pair WI 0 CL, a,& N, 0 Cl= 1 Tk), where N, and N, are commuting 
normals with g&Vi, NJ = X. Consider the operators M, = N, @ CF= I a,1 
andM,=N,@~~=,T,onZ= oCkm_g~.SinceIIIT,*,T,]JIjO,M,is 
essentially normal. We will show that oe(M1, M2) =X. So o(zi) = FM, 
extends to a monomorphism of C(X). We will show that 
ind u[(z2 -A)p + (1 -p)] = ind r[(z2 -A)p -t (1 -p)] for all [(z2 -A)p + 
(1 -p)] in C(X)-‘, and hence deduce that u = t. Since u belongs to L(X), 
this will conclude the proof. 
Let [ (zz - A)p + (1 -p)] belong to C(X)-’ and let S be the support ofp. 
Since S x (1) is compact in X, x C, and disjoint from X, it has a finite 
subcover @r ,..., @& from the qs. We can write p as a sump = XI ql of idem- 
potents q, with support either contained in or disjoint from each U,, k < n,. 
By formula (5.1. l), we have for j > n, 
indr[(z,-I)p+(l-p)]=indrn [(z2-A)ql+(l-q,)] 
1 
=xindr[(z,-l)q,+(l-q,)] 
= c ind uj[(Zz - 2) qr + (1 - qd1 = uj[(Z, - n)P + (1 --PI] 
= c i ql@k>Xk(A) mk = i p@k)Xk@) mk* 
I k=l k=l 
In particular, for j > n, we have 0 =p(aj)xj(ll) ntj. So either p(uj) = 0 or 
ind(Tj - A) = ~~(1) mj = 0. 
Let J’ = {j > n,:p(u,) = 0) and J” = {j > n,: p(uj) = 1). Let PnO, P’ and 
P” be the orthogonal projections onto 0 CkngORk, 0 CkeJ,Zk, 
and @ ~kpJll&“k, respectively. Let k?; = MiPno, Iv; = M,P’ and 
M; = M,P”, so M, = My @ M,! @ 44;. Then p&l,) = p(A4~) 0 0 @ 1, and 
iv; - AP” = @ CkPJ,, Tk - 1. There is a 6 > 0 such that for every k in J”, 
the &ball about L is disjoint from u(Tk). Since Tk or T,* is subnormal, 
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y&-“‘rlll <a-‘. Hence @ CksJ,, (Tk - 1) ’ is a bounded inverse on 
for iv; - /IP”. Thus w-f, -A) PWJ + (1 -PW,)) = 
u,,[(.zZ - A)p + (1 -p)] @ nP’ @ Qt4{ - AP”) is Fredholm. It follows that 
u,(M, 9 M*) = x and indo[(z, -1)~ + (1 -p)] =indaJ(zz -1)~ + 
(1 --p)] = ind r[(zz -A)p + (1 -p)]. Thus u belongs to Ext(X) and 
u=r. I 
6. X=X,xX, 
In this section, we examine full products X=X, x X,. In practice, it may 
be quite diffkult to describe simple invariants which determine if 
u&V,, Nz) = u,(N,) X ue(N2). However, the results of this section will be 
applied in Section 7 to give an elegant description of L(X) when X is the 
joint spectrum of unitary and/or self adjoint operators. 
It turns out that the yi map is an isomorphism of Ext(X). To see this, we 
must use the Universal Coefficient Theorem [8, 91. We have 
0 + Ext#‘(X), Z) + Ext(X) 2 Hom(K’(X), Z) -+ 0. 
Since Xi are planar, X0(X,) are free abelian groups. The Kunneth formula is 
valid for compact metric spaces [20], so it follows that K’(X) is free. Hence 
Ext#‘(X), Z) = 0. X is a subset of (R4 and has connected complement, so 
the higher-dimensional index maps are unnecessary and yrn = y1 [ 181. (In the 
applications of the next section, X will be a subset of R3, so the fact that y, 
is an isomorphism follows from [lo].) 
6.1 THEOREM. Suppose Xi are planar and X = X, x X,. Then an 
extension 5 in Ext(X) belongs to L(X) if and only if 
For i = 1, 2, and for each A in Cw!, there exists afinite set y, ,..., y,, 
in Xi, such that every idempotent p in C(X,,) which vanishes at 
y, ,..., yn satisfies ind r[(zi - A)p(z,,) + 1 -p(z,,)] = 0. 0) 
The symbol i’ denotes the index 1 or 2 dlflerent from i. 
Proof. Suppose t belongs to L(X). Fix i = 1, say, and A in Cv,. 
Consider the union C of all clopen subsets U of X, such that 
ind r[(zi - A)p(zJ + 1 -p(z,)] = 0 for all idempotents p in C(X,) supported 
on U. It follows that every clopen subset of C has this property. Let 
B = X,/C. 
If B has only a finite number of connected components, let y,,,.., y, be 
representatives from each component. Thus if p is an idempotent in C(X,) 
vanishing on y, ,..., y,, then it vanishes on B. So the support of p is a clopen 
COMMUTING PAIRS 0~ C*ALGEBRAS 37 
subset of C and thus ind r[(zr - ~)JJ + 1 -p] = 0. Whence condition (f) is 
satisfied. 
Suppose B has infinitely many connected components. Since C is the 
countable union of clopen subsets of X,, each component of @ is a 
component of X,. By a routine topological argument, one can produce 
disjoint clopen sets I’,, k > 1, which intersect B. Since V, is not contained in 
C, it supports an idempotent pk such that ind r[(zr -A)pk(zZ) + 1 - 
pk(z2)] f 0. Taking p,, = 1, we get a contradiction to Lemma 3.8. Hence B 
has only finitely many components, and (t) is satisfied. 
The converse direction is verified by construction. Suppose that r satisfies 
(7). Since y, is an isomorphism, we need only check that a candidate has 
index agreeing with 7 on a set of generators for [X, C*]. Such a set is given 
by 
{ [(Zi-A)p(Zi,) + (1 -p(Zi!))]: i= 1329 I E C\xi,p=p* E C(Xj,)}. 
Let ai, j > 1 be the bounded components of C\Xi and let 2; be chosen in 
f2j. Fix J = nf and J2 = Qf. Let y, ,..., yn be the points in X,, guaranteed by 
(t). We may assume that the points { y,) are in distinct components of Xi,. 
So we can choose idempotents pk in C(X,,) such that p,(yJ = S,, and 
C&pk = 1. Let nk = ind 7[(z, - A)p, + (1 -pJ]. It is easy to verify that 
nl( is independent of the choice of pk and of the point L in 8. 
By Berger and Shaw [6, 71 (also Lemma 5.2), there is a subnormal 
operator T, with o(T,) = fi, cr,(T,) c a0, ind(T, - 2) = -1 for all 1 in 0, 
and /I ] T$ , To] ]I < trace[ Ti , Tn] = (l/n) Area(Q). Let d = {z: i E 0). For 
n ( 0, let T$’ denote the direct sum of -n copies of T,. For k > 0, let Tg’ 
denote the direct sum of n copies of T$. Let Ni,, = Ci=, @ 7’@k) and 
N i,,R = C4=, 0~~1. Let Ni,, denote diagonal operators with joint spectrum 
ue(N1 ,0, N2,J = X. Finally, define N,=N,,,OCf=,Cj>,ON,,,~ and 
Nz=Nz,o@Ci=l Cj>lON,,aj 
It follows that Ni are essentially normal since ]I [N&,., N,,,j]]I = 
x-r Area(@) tends to zero as j+ co. Since T”) are either su normal or ri 
adjoints of subnormals, o,(N,) =Xi and so the joint spectrum 
a,(Ni, N2) =X. Thus u(zi) = Ni determines an element of L(X). We will 
verify that u = 7. 
Let A belong to fli and let p be an idempotent in C(X,,). Let yr ,...,y, be 
points in Xi, used above and let pk be the corresponding idempotents. Let 
qi=Ppk, So thatp =ckncl qk and qk(y,) = 0 if j # k. We have 
indt[(zi-I)p+(l-p)]= kg, 7[(zi-~)qk+(l-qk)l= k$l qk(Yk)nk 
n 
= ;, P(Yk) nka 
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Also, we have ind[(Ni+; - A)P(N~;,~:) + Z -p(Ni,,n:;)] = 0 unless i = i,, 
j =jO, and p does not vanish on c(Ni,,oj). Consequently, 
ind o[(zi - n)p + (1 -p)] 
= ind (NiO,niq, - A) p ($ @y,l) +1-P ($, cw)] 
= k’i p(y,J ind(TFk’ - 2) 
n 
= 
1 P(Yk) nk* 
k=l 
Thus c = r, so r belongs to L(X). m 
7. UNITARIES AND SELF ADJOINTS 
In this section, we suppose that Xi are subsets of the unit circle T or the 
real line. This corresponds to the case in which r(zi) are essentially unitary 
or self adjoint. The spectrum X is two dimensional, so y, is an isomorphism 
and Ext(X) is Hausdorff. We will first consider the case X, = T and X, c iR. 
The case of two unitaries will then follow from an application of Corollary 
2.3. 
Our first problem in identifying L(X) is to determine the kernel in Lemma 
3.2. Since X, is real, it suffices to consider functions h =f x id,, where id, is 
the identity on X, and f is real valued on T. We shall see that the functions 
fe(t) = Re(e”t) on T = X,, 0 < 8 < 2n, will suffice. Let B = {b E X, : 
T x {b} c X}. Let Y = T x B be the “maximal cylinder” in X, and let 
i: Y + X be the inclusion map. 
7.1 THEOREM. n ker he = n ker(f, x id,)* = im i* . 
Proof: The first term is trivially contained in the second. If f is real 
valued on T and h =fx id,, then h o i(Y) =f(7’) x B is homotopic to a 
subset of IR. Thus h, i* = 0. It follows that the image of i* is contained in 
the first term. 
Let r be an element of Ext(X) such that (& x id,)* r = 0 for all 19. An 
extension t has the form i* u for some cr in Ext(Y) if and only if yi 0 r[ g] is 
determined by [ glr] for all g in C(X) ‘. Thus r is not in im(i*) if and only 
if there is an invertible function g in C(X) such that g 1 y = 1 and ind t(g) # 0. 
We want to show that g can be chosen to be of a very simple type. Let 
Z = [a,, a,] be a closed interval containing X, in its interior. Extend g to a 
continuous function g’ on T x Z such that g’= 1 on T x {a,, a,}. By uniform 
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continuity, g is homotopic to 1 on all but finitely many components of 
TX {(a,,a,)\B}, say TX Vi, i= l,..., n. So up to homotopy, g equals a 
product n:= i i, of functions which are constantly 1 on T x (r\UJ. Since 
0 f ind 7[ g] = C:= i ind 7[ &], we have 0 # 7[ &lx] for some i,,. So we 
may suppose that g’= ~ii, is identically 1 except on TX U. Now (TX U)\X 
consists of countably many components. Again uniform continuity shows 
that g’ vanishes on only finitely many of these components, say Q, ,..., Q,. 
The union of the projections z2Qj need not be connected, but by a 
compactness argument, the list can be augmented to Q, ,..., R,,,, so that the 
union of nzfij is a connected interval. The homotopy class of g is determined 
by the winding numbers kj of g’ around Qj. Since g” is constant on T x (r\U), 
it follows that cJ..!i kj = 0. Now it can be seen that g can be factored into a 
product g = nl=, h,, where h, G 1 on T x (IjU), h, has winding number 
+l around Qj,, winding number -1 around Qjk, and winding number 0 
around all other holes. Further, we can arrange that zzQjk and rrz.Rjk overlap 
for each k. Again, 0 # ind r[ g] = C[tE1 ind 7[hk]. So for some k,, 
ind 7[hkO] # 0. So we may suppose that g = hkO has winding number + 1 
around Q, and winding number -1 around R,, and winding number 0 
around all other holes. 
Since ~~52, and rtz.R, overlap, we can choose a 8 so that 
f,(G,)nf,(Q,) = V is nonempty. If A is any point in V, the function 
f(x) =&(x) - ,4 has winding numbers + 1 on ai. Thus f and g are 
homotopic. But then 
0 f ind 7[fl = ind(fe)* t[z -A], so (ffJ* 7 f  0. 
This contradiction establishes the theorem. 1 
7.2 THEOREM. If Xc T x R and Y = T x B is the maximal cylinder 
contained in X, then L(X) = i, L(Y). 
Prooj By Corollary 3.5, &L(Y) is contained in L(X). If 7 belongs to 
L(X), then 7 = i, CJ for some u in Ext(Y) by Theorem 7.1. Let C*(N,) and 
C*(iV,) represent 7. Since X, is real, we may suppose N2 is self adjoint. Let 
P be the spectral projection of N, corresponding to B. Since P belongs to the 
double commutant of C*(N,), it commutes with C*(N,). Thus C*(N, IPz) 
and C*(N,]P,) commute, and determine the element u in Ext(Y). Thus u 
belongs to L(Y) and 7 = i, u belongs to i, L( Y). I 
7.3 COROLLARY. If X, and X, are both contained in T, let B, be 
{t E Xi: ngr;‘(t} = T}, and let Yi = n; ‘(Bj) and let ji : Yi + X be the 
inclusion maps. Then L(X) = (j,), L(Y,) + (j,)* L(Y,). 
ProoJ This follows from Corollary 2.3 and Theorem 7.2. 1 
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8. THE BERG-OLSEN THEOREM 
In [5], Berg and Olsen prove the following: 
8.1 THEOREM. For a commuting pair (a, b) of self-adjoint element of the 
Calkin algebra, the following are equivalent: 
(i) a and b Itft to a commuting pair of self-adjoint operators. 
(ii) a and b lift to a commuting pair of operators. 
(iii) ind(a + ib - A) = 0 for all 1 in c\u(a + ib). 
The equivalence of (i) and (iii) is the Brown-Douglas-Fillmore theorem. 
That (ii) implies (i) is due to an index obstruction to the lifting. Condition (i) 
is clearly the condition that C*(a) and C*(b) lift to a commuting pair of C* 
algebras. So this can be thought of as saying that the extension r = t(a, b) in 
Ext(a(a, b)) belongs to L(a(a, 6)). For an arbitrary pair of normal operators, 
we cannot expect this theorem to hold. For if n is any normal element of the 
Calkin algebra with ind n # 0, the pair (n, n) lift to a commuting pair of 
operators. But C*(n) and C*(n) cannot be lifted to commuting C* algebras 
C*(N,) and C*(N,) because then Re N, + i Im N, would be a normal with 
nonzero index! 
So the question of when a commuting pair of normal elements (n,, n,) in 
the Calkin algebra lift to a commuting pair of operators N, and N, is more 
subtle than the self adjoint case. We pose an intermediate question: If a = a* 
and n are commuting normal elements which lift to a commuting pair A and 
ZV, is it always possible to choose A to be self adjoint? 
The results of the previous sections allow us to answer this question in 
certain special cases. Note that finding a commuting pair with A = A* is 
equivalent to finding a pair of commuting C* algebras, C*(A) and C*(N). 
So this is just the condition that z(a, n) belong to L(o(a, n)). We recall 
Remark 3.9 which points out that the obstruction in Lemma 3.8 applied to 
lifting single operators as well as C* algebras. On the other hand, Lemma 
3.2 depends on the C* functional calculus, so does not necessarily apply in 
the single operator problem. In the proof of Theorem 5.1, the fact that r in 
L(X) implies (t) depends only on Lemma 3.8. So if $2,) and r(zJ lift to a 
commuting pair of operators, (t) must hold, and thus by the converse r 
belongs to L(X). The same comments apply to the proof of Theorem 6.1. 
So we have: 
8.2 THEOREM. Suppose (n, , n,) is a commuting pair of normal elements 
of the Calkin algebra such that either u(n,) is totally disconnected or 
u(q) n,) = u(ni) x u(nz). Then there are commuting operators N, and N, 
with 7tNt = ni if and o&y if z(n, , n,) belongs to L(u(n,, n2)). 1 
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8.3 COROLLARY. Suppose a = a* and n are commuting normal elements 
of the Calkin algebra such that either u(a) is totally disconnected or 
a(a, n) = u(a) x u(n). Then if there are commuting operators A and N with 
z4 = a and nN = n, then A can be chosen to be self adjoint. 1 
9. CONCLUDING REMARKS AND PROBLEMS 
It would be very desirable to have a proof that L(X) is a group for general 
X. It is possible that the appropriate analogue of Theorem 2.8 can be proved 
along the lines of Lemma 2.4. However, the author has been unable to do 
this. 
Another potentially profitable line of investigation is to let one C* algebra 
be non abelian. For example, if n is a normal element in the Calkin algebra 
which commutes with a C* algebra A, when is there a normal operator N 
and a C* algebra 9 on .5?(Z) such that N commutes with 9, nN = n, and 
7e=d? 
In conjunction with Section 8, there is the following problem: Suppose A 
is essentially self adjoint and commutes with an essentially normal operator 
N. Is there a self-adjoint operator A’ and an operator N’ such that A’ 
commutes with N’, and (A -A’) and (N - N’) are compact? 
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