Abstract. We derive several estimates for Boltzmann's collision operator in terms of Fisher's information. In particular, we prove that Fisher's information is decreasing along solutions of the Boltzmann equation with Maxwellian cross-section, in any dimension of velocity space, thus generalizing results by G. Toscani, E. Carlen and M. Carvalho.
Introduction
Let f be a probability density on R N , N 1. 
This formula de nes a convex, isotropic functional I, which was rst used by Fisher 11] for statistical purposes, and plays a fundamental role in information theory. In 1959, Linnik 12] used this functional (therefore also called Linnik's functional) to give an information-theoretic proof of the central limit theorem (see 1, 10] for recent improvements of Linnik's methods).
Some years later, Mc Kean 14] , drawing an analogy between the central limit theorem and the trend to equilibrium in kinetic theory, adapted the work of Linnik to the kinetic theory of gases. In this way he 1 2 C. VILLANI obtained the rst explicit bound from below for the speed of approach to equilibrium in Kac's model, which is a one-dimensional caricature of the Boltzmann equation (we note that the optimal bound, conjectured by Mc Kean, was recently derived by Carlen, Gabetta and Toscani 9] , using a completely di erent technique).
The key observation by Mc Kean was that I, like the classical Boltzmann H-functional, is nonincreasing with time along solutions of Kac's model. This monotonicity property was extended by Toscani 18 ] to the two-dimensional Boltzmann equation for Maxwellian molecules. It is our purpose here to generalize this result to higher dimensions of velocity space, and to give related estimates in a larger setting.
The fact that I is a Lyapunov functional for the Boltzmann equation with Maxwellian molecules has many applications. For instance, Toscani 19 ] used it to derive strengthened limit theorems. Moreover, it entails also a propagation of smoothness for the solution to the Boltzmann equation, some applications of which are given in 9].
Bobylev and Toscani on one hand, Carlen and Carvalho on the other, noticed that the decreasing property of I can be seen as a consequence of an inequality which is reminiscent of well-known inequalities in information theory. To understand this, let us go a little bit into the details of the Boltzmann equation.
In the (spatially homogeneous) Boltzmann equation, the unknown is a nonnegative integrable function f(t; v), standing for the probability distribution at time t of the velocity v of the molecules in a gas. The equation governing the evolution of f is @ t f = Q(f; f); 
The weight-function B : R N S N?1 ! R + is the so-called \cross-section", depending on the interaction between particles. On physical grounds it is always assumed that B(z; ) depends only on jzj and Acknowlegement : The author thanks Eric Carlen for several fruitful discussions.
Main results
Our rst estimate concerns arbitrary cross-sections. It relies on the following elementary identity. Proposition 1. Let f and g be two smooth probability densities with fast decay at in nity, and let Q be a Boltzmann collision operator associated with a cross-section B 2 L 1 loc (R N S N?1 ) (at most polynomially increasing at in nity). Then rQ (f; g) = Q (f; rg) + Q (rf; g); (9) where, of course, Q (f; rg)] i = Q (rg; f)] i = Q (f; @ i g). Remark. Under suitable assumptions on B, formula (9) can be given a distributional sense even if f is not as smooth as required above. We shall however not try to do so because this proposition su ces to our purposes. Q (f; g) a I(f) + I(g)]: (11) The noticeable point in this inequality is that it depends on A only through L 1 bounds, and does not require any smoothness for the crosssection. As a corollary, we give a simple (certainly not optimal) theorem of (local in time) propagation of Fisher information bounds.
Corollary. Let B(z; ) be an arbitrary cross-section, and let A be de ned by the formula (10) . Assume that a kAk L 1 < 1, and b krAk L 1 < 1. Let f 0 be a probability density with nite variance such that I(f 0 ) < 1, and let f(t; v) be But, due to the particular structure of the Maxwellian case, this inequality can be improved by a factor 2. To this purpose, we establish the following representation. Thus, the entropy of the solution (f n ) to this scheme is nonincreasing with the time step. This phenomenon can be clearly seen in numerical simulations 15]. We note that the decrease of the entropy always holds for an implicit Euler scheme of the Boltzmann equation.
The plan of the paper is as follows. Arbitrary cross-sections are considered in section 3; then we turn to the Maxwellian case in section 4. The use of Bobylev's regularization and its consequences are left to section 5.
Arbitrary cross-sections
We rst establish Proposition 1. Let f and g be smooth probability densities with fast decay at in nity, and let B be a smooth cross-section. 
In particular, we obtain by Fubini's theorem I ? Q + (f; g) a (I(f) + I(g)) ; (20) and this is the desired result in the case when f and g are smooth and rapidly decreasing.
In the general case, one can nd sequences of smooth, rapidly decreasing densities (f n ) and (g n ) such that 3. We recall that the main result in this respect is the estimate that was rst obtained by Lions 13] :
if B(z; ) is smooth, compactly supported and subject to certain additional technical assumptions. Now, we deduce from Theorem 2 a result of propagation of Fisher information bounds. Let B be a cross-section such that A, de ned by (10) 
We estimate the di erent terms appearing in the right-hand side of (21 Putting together (22), (23), (24), (25) and (26), it follows that I(f(t)) 4a In view of (33) and (34), our lemma is proven provided that the following identity holds : 
