The prevalent conditions in data sharing and mining have necessitated the release and revelation of certain vulnerable private information. Thus the preservation of privacy has become an eminent field of study in data security. In addressing this issue, K-anonymity is amongst the most reliable and valid algorithms used for privacy preservation in data mining. It is ubiquitously used in myriads of fields in recent years for its characteristic effective prevention ability towards the loss of vulnerable information under linking attacks. This study presents the basic notions and deep-insight of the existing privacy preserved K-anonymity model and its possible enhancement. Furthermore, the present challenges, excitements and future progression of privacy preservation in K-anonymity are emphasized. Moreover, this study is grounded on the fundamental ideas and concepts of the existing K-anonymity privacy preservation, K-anonymity model and enhanced the K-anonymity model. Finally, it extracted the developmental direction of privacy preservation in K-anonymity.
INTRODUCTION
The massive information technology development with the ensuing extensive formation of application network has resulted in a huge repository and publication of information (Xu et al., 2014) . The situation has necessitated the dire need for effective data mining applications used for knowledge discovery and information retrieval. Concurrently, the data mining initiatives has brought about problems in terms of the protection of privacy and the revelation of sensitive information; which in turn has made the preservation of privacy a crucial research area of great significance (Dev et al., 2012) . This phenomenon occurs at the current era of electronic availability of vast public information, with historical depth. The huge amount of data could be traced and linked together to form explicit electronic image profiling of an individual, even though in circumstances where no overt identifiers or obvious markers such as name or phone number are present (Yang et al., 2014) . According to Sweeney (2002a Sweeney ( , 2002b other unique combination of identity markers such as birth date and postal code, could be used to triangulate or be used in cross referencing through publically available data to re-identify individuals.
Thus in the current data rich matrix which are technologically enabled, there exist questions on the protection and security issues with regards to privacy protection from the disclosure of identity of individuals; in the setups such as a medical institution, financial organizations or public health organizations (Zhu and Peng, 2007) . How do custodians of data ensure that person-specific shared-records and released information do not disclose or lead to the disclosure of the identity of the subject of the data? How can the determination of the subjects of the data be obstructed or kept anonymous?
Hence strict compliance to K-anonymity is needed in order to maintain and protect the anonymity of the individual through the use and release of information (Pan et al., 2012) . It is imperative that released data adheres to K-anonymity ruling and is considered to be as such on the condition that each of the record released possesses at least (k-1) other data which is noticeable in the released records with indistinguishable values extending across a particular set of fields known as the quasi-identifier.
The quasi-identifier attributes encompass fields with a high probability of emerging in other identified data sets (Zhang et al., 2013a) . Hence, the provision of privacy protection is assured by Kanonymity by ensuring that each released records that are directly associated with external information are related to at least k individuals of each record released. The fundamental theory of this study is grounded on Kanonymity approach, which is the pervasive current privacy preservation approach. It analyzed the central premises, ideas and models of existing K-anonymity algorithm and finally extracted the future developmental direction of K-anonymity on privacy protection. The main goal of this study is to provide readers with the fundamentals insight of K-anonymity that relies on the persistent privacy preservation approach. It analyzes the central premises, ideas, models of existing K-anonymity algorithm and highlights the future trends of privacy protection facilitated K-anonymity development.
K-anonymity model:
There is a global demand to certain agencies for publicizing their data involving research and statistics on medical, health and population aspects. However, utter risks are foreseen towards the disclosure of such identity through linking attack or inference from other channels by the phishers. This attacks are unavoidable even if the discharge is based on quasi-identifiers with two or more data table, where identification markers such as name, ID number and other attributes are suppressed or hidden (Pan et al., 2012) . In this viewpoint, K-anonymity is considered to be the most prospective approach against the linking attack mediated disclosure and maintaining the privacy protection. Figure 1 illustrates a typical linking attack. Samarati and Sweeney (1998) first brought Kanonymity to attention, where they showed a published data must contain a specific number (at least for the K) with indistinguishable records so that an attacker is unable to discern the particular privacy information of unique individuals. Thus, personal privacy is maintained through leakage prevention. The parameter K can be specified by a user for the maximum risk of information leakage in K-anonymous. Furthermore, it is capable to protecting an individual's privacy to a certain degree by reducing the availability of the data. This discovery propelled gamut research activities in developing the technology with absolutely secured data mining and sharing.
The objectives of data mining is centered on the efficient development of the original data via anonymization, with the goal of attaining the ultimate anonymity, the minimal time spent and space utilized and the optimum data availability. It is dissimilar as compared to data perturbation technique, where interference methods are deployed such as randomization, distortion and disturbance. It should be noted that the authenticity of data can be preserved by K-anonymity. (Sweeney, 2002a) . Machanavajjhala et al., 2007) . Definitions 1 and 2 signify the property of maintenance and the truthfulness of the data. Using the proposed generalization and suppression techniques we implement the K-anonymity on a private table. By referring to the values in the domain, generalization attributes the values through the operations of replacing or recoding them. It is based on a domain generalization hierarchy and a corresponding value of generalization hierarchy. Characteristically, it is composed of domain generalization hierarchy and the tree is made up of the corresponding value generalization hierarchy. For instance, the association of the parent/child relationship represents the direct generalization/specialization relationship. Conversely, the suppression involves the removal or exclusion of sensitive confidential data/information. Thus, through enforced generalization it attains the K-anonymity and reduces the information loss via the application at the single cell level, entire tuple, or entire column. Intuitively, the removal of outliers from a table would result less generalization and eventually leads to the achievement of Kanonymity. It performs without requiring the compulsion of implementing an enormous amount of generalization to satisfy K-anonymity (Ciriani et al., 2008) . Table 1 enlists the typical information in a medical form. It demonstrates that, even after hindering and excluding the specific sensitive confidential data such as identification markers comprising of names, home address, Medicare and ID numbers, there are still probabilities of linking or inferences risks. Actually, some identification markers including quasi-identifier data (age, gender, zip code and others) still exists that can be used by attackers to disclose the identity of the patient and their medical records. Thus, to protect the patient's privacy and to prevent the disclosure of confidential information the data generalization is must Sensitive  information  Gender  Zip  Age  1  Female  344625  35  Gastric ulcer  2  Female  350500  32  AIDS  3  Female  371060  37  Flu  4  Female  375067  39  Neurasthenia  5  Male  371060  44  Flu  6  Male  371060  41  Hepatitis  7  Male  350500  46  Neurasthenia  8  Male  350500  47  Flu   Table 2 : Generalization of the data in Table 1 ID Table 2 . This places the data in a larger cohort range, where the form of 'Generalization' operations symbolizes the gender as person, age range instead of actual age and indicates the zip code via "*" signifying any number with a form of 'suppression' ( Table 2) .
Weakness of K-anonymity:
Weaknesses and vulnerabilities in the original K-anonymity through attacks via linking and inferences through various channels still persist. This often leads to information disclosure. These limitations of K-anonymity is resolved (Machanavajjhala et al., 2007) , where a Kanonymity model with two attacking methods such as homogeneity and background knowledge are proposed. In the former one, the attacker obtains K-anonymous table and sensitive information of an individual. Conversely, in the latter case the attacker acquires the information prior to the attack. Disclosure of sensitive confidential data in K-anonymity originates from these two types of attacks. Thus, an enhancement to the original K-anonymity through enhanced model of KAnonymity, L-Diversity and (α, k) -Anonymity are mandatory (Wong et al., 2006) . Here, we provide a brief description of each of them.
L-Diversity model:
The L-diversity model is introduced (Machanavajjhala et al., 2007) (a, k)-Anonymous model: The anonymity property of (α, k)-anonymous model restricts the frequency contained in a sensitive group to be less than α. The occurrence of a high percentage of sensitive information in the matrix of data must be circumvented. Therefore, by amplifying the multiplicity of the sensitive values one can prevent the consistency of attacks. This eliminates the situational risks with enhanced protection as acknowledged by Pan et al. (2012) . This model enables the selective protection of sensitive property values rated to confidential sensitive information such as AIDS (Pan et al., 2012) , where the sensitivity of attackers inferences is always below α. Thus, it protects the selected sensitive data from homogeneity attacks. The (α, k)-Anonymous model processing of the sensitive property with a higher degree of value indeed obstructs the attacker from viewing the specific protected susceptible data. This model is rather limited in terms of parameters choice, where only the highest level of sensitive property value is considered. The absence of other level in the model discounts several facets of privacy disclosure issues. Certainly, being a NP-hard problem the optimum Kanonymity is difficult to achieve (Pan et al., 2012) .
Overview of K-anonymity:
The data anonymization approach of having low information loss fulfils the data publishers' utility demand and afford . It presents an accurate information loss measure and efficient anonymization algorithm by discovering a huge part of the problem space. Friedman et al. (2008) extended the meanings of K-anonymity and used them to demonstrate that α assumed data mining model does not disclose the K-anonymity of the individuals represented in the learning examples (Friedman et al., 2008) . This expansion offers a tool to determine the volume of anonymity preserved data mining. This model can be applied to address different data mining problems including classification, association and clustering. K-anonymity is often applied in data mining exercise for preserving the individuality of the respondent's data to be extracted. Ciriani et al. (2008) defined the possible risks to K-anonymity aroused from implementing mining on a collection of data. Two main approaches are proposed to combine K-anonymity in data mining (Ciriani et al., 2008) . Various methods are used to detect K-anonymity violations and their removal in association rule mining and classification mining. Based on clustering, He et al. (2012) proposed an algorithm to produce a utility-friendly anonymized version of micro data. The performance evaluation revealed that this method outperformed the nonhomogeneous technique, where the size of QI-attribute is greater than 3. The proposed clustering-based Kanonymity algorithm is found to enhance the utility when implemented on actual datasets. K-anonymous privacy preservation being a diversified approach indicates that its future expansion may face numerous challenges unless overcome. Patil and Patankar (2013) in their analyses on current K-anonymity model and its applications (Patil and Patankar, 2013) summarized some of the multidimensional K-anonymous researches used to achieve the basic knowledge. Currently, the majority of K-anonymity algorithms depend on multidimensional datasets. The main aim is to improve the quality of anonymity and to reduce the information loss by adding the nearest neighborhood strategy. K-anonymity is topically attractive due to the feasibility of enhanced privacy preservation in data mining. It effectively avoids the link attacks mediated privacy leakages and extensively used in several areas . Continual developments and improvements on the current K-anonymity privacy protection are in progression. This development gave the birth of an improved K-anonymity model. Soodejani et al. (2012) employed a version of the chase called standard chase by imposing some restrictions (such as positive and conjunctive) on the dependencies and constrains (Soodejani et al., 2012) . Further studies on the applicability of other versions of the chase are an open research avenue. This anonymity model principle is similar to that of L-diversity privacy model. The demand for achieving other stronger privacy models such as the t-closeness is ever-increasing. A numerical method to mine maximal frequent patterns with privacy preserving capability is proposed (Karim et al., 2012) . It revealed an efficient data transformation with a novel encoded and compressed lattice structure using MFPM algorithm. The proposed lattice structure and MFPM algorithm reduced both search space as well time. The experimental results demonstrated that MFPM algorithm outperformed PC_Miner and existing maximal frequent pattern mining algorithms. Besides the lattice structure, it outperformed FP-like tree and PC_tree algorithm as well.
Recently, a rule-based privacy model is introduced by developing two anonymization algorithms . It allowed data publishers to express finegrained protection requirements for both identity and sensitive information disclosure. The first algorithm worked in a top-down fashion, which employed an efficient strategy to recursively generalize the data with low information loss. Conversely, the second algorithm used a sampling and a mixture of bottom-up and topdown generalized heuristics, which greatly improved the scalability and maintained low information loss. Extensive experiments showed that these algorithms significantly outperformed the state-of-the-art in terms of data utility retention, superior protection and scalability. Lately, K-anonymity is considered as an interesting approach to protect micro-data associated with public or semi-public datasets from linking attacks (Vijayarani et al., 2010) . They defined the possible risks to K-anonymity that could arise from execution mining on a group of data and the approaches to achieve K-anonymity in data mining. Clifton et al. (2008) extended the meaning of K-anonymity to multiple relations definitions of K-anonymity relationships. It is shown that earlier methods either failed to protect privacy, or reduced the data utility in the preservation in various relations setting (Nergiz et al., 2009) . New clustering algorithms are proposed to achieve multi-relational anonymity. The enhanced efficiency of the approach in terms of utility and effectiveness is clearly demonstrated. The problem of secured outsourcing of frequent item set mining on the multi-cloud environments is examined (Tai et al., 2013) .
Concerning the challenges in big data analysis, the data partitioning into several parts and independent outsourcing of each part to different cloud based on pseudo-taxonomy anonymization technique called KAT is suggested. A DKNT is proposed to ensure the privacy security for each partial data outsourced to different clouds. Experimental results demonstrated that these approaches achieved good protection and better computation efficiency than the one obtained on a single machine. A K-support anonymity mediated protection against a knowledgeable attacker with exact support information is presented (Tai et al., 2010) .This K-support anonymity is achieved by developing a pseudo taxonomy tree with the third party having generalized frequent item sets. The creation of the pseudo taxonomy tree allowed to concealing the original items and limiting the fake items introduced in the encrypted database. The experimental results revealed that this K-support anonymity achieved very good privacy protection with moderate overhead storage. Pan et al. (2012) analyzed and compared some of the current K-anonymity model and its applications to determine their enhanced efficiency (Pan et al., 2012) . This enhancement allowed protecting the data privacy against two attacks including the homogeneity and the background knowledge. Models such as Ldiversity, (α, k) -anonymity and (α, L) -diversification K-anonymity are enhanced versions of the Kanonymity.
The (α, L)-diversification K-anonymity model is considered to be the best one. This approach is considered to be more reliable because it overcomes all the drawbacks present in other two techniques. A suppression dependent novel method for realizing K-anonymity called 'kactus' is introduced (Deivanai et al., 2011) . This technique fulfils the K-anonymity and identifies the characteristics possessing fewer effects on the data records classification and suppresses them if required. It assessed numerous datasets to evaluate its accuracy, where it compared and matched with other K-anonymity based methods. Anonymization can be combined with perturbation for privacy preservation in a multiparty environment. Monreale et al. (2014) introduced a new definition of Kanonymity for personal sequential data, which provided an effective privacy protection model. This method transformed the sequential datasets into a K-anonymous form and preserved the data utility with varieties of analytical attributed (Monreale et al., 2014) . Intensive experiments are carried out with various real-life sequential datasets to demonstrate that the developed method substantially protect the consecutive mining pattern in terms of their number and support. Results are discerned to be extremely interesting for dense datasets. Yet, utility protection is considered to be a key issue particularly for generalization-based methods. The main reasons for over-generalization are the presence of outliers in private datasets. The occurrence of less population in neighborhood outliers in the higher dimensions makes it challenging for an anonymization algorithm to create an equality group of sufficient size. The negative influences of outliers and overgeneralization is addressed (Nergiz and Gök, 2014; Nergiz et al., 2013) , where a hybrid generalizations with only a certain number of repositioned data elements are made (Nergiz et al., 2013) . This type of generalization is realized by limiting the number of relocations, which the algorithm could apply by controlling the trade-off between utility and truthfulness. Zhang et al. (2013b) studies the scalability issue of sub-tree anonymization over big data on cloud using a hybrid method by combining the Top-Down Specialization (TDS) and Bottom-Up Generalization (BUG). The hybrid approach mechanically selected one of the two components by comparing the user defined K-anonymity parameter with workload complementary point. Both TDS and BUG showed extreme scalability via a sequence of deliberately designed Map Reduce jobs (Zhang et al., 2013b) . A highly scalable two-phase TDS approach is introduced using Map Reduce on cloud (Zhang et al., 2014a (Zhang et al., , 2014b . In the first phase, datasets are divided and anonymized in parallel to creating intermediate results. Second phase combined these results and more anonymized to produce consistent K-anonymous datasets. Map Reduction is creatively applied on cloud for data anonymization and to deliberately design a group of advanced jobs to achieve highly scalable specialized computation. Results on real-world datasets confirmed significant enhancement of the scalability and efficiency of TDS over existing approaches. Privacy preservation for the growing data being a critical challenge requires indepth research. Current methods suffer from inefficiency and poor scalability because of centralization and access difficulty to complete data when updated. An effective technique with limited overhead performance is presented (Zhang et al., 2013) . In cloud system, integration of privacy-aware efficient preparation of anonymized datasets is performed by placing privacy preservation as a metric along with others such as storage and cloud computation. A distributed anonymization protocol for privacypreserving data publishing from multiple data providers in a cloud system is introduced (Ding et al., 2013) . This method enabled the performance of a personalized anonymization, which satisfied every data provider's requirements and the union formed a global anonymization for publishing. Furthermore, a new anonymization algorithm is developed using R-tree index structure. Rapid advancements in the social networks raised alarming privacy concerns in terms of data releasing, disclosure and the publishing to third parties. The execution of identifying attributes removal before publishing the data obtained from the social network does not dispel the revelation of the user's identity. The process of privacy protection from disclosure is not easy because it affects the user. The established techniques of social network data publications is widely explored (Liu et al., 2014) , where a model with confidence p on the preservation of privacy on the social network is defined. Consequently, a privacy preserving hybrid algorithm is developed for social network data publication. By integrating the randomization with K-anonymity features this algorithm concealed the sensitive data into the natural groups of social network data. The residual data is processed through the utilization of the random approach. Gkountouna, et al. (2014) introduced an anonymized data protection method from identity disclosure attacks and concentrated on a set of values which is anonymized in the constant domains including numerical data (Gkountouna et al., 2014) . Interestingly, through the decision-making ability of the anonymization algorithm different values are generalized in contrast to the utilization of a fixed generalized hierarchy. This approach possesses two notable advantages:
• The generalization of datasets ensures the nonrequirement hierarchy definition • The limited scope of generalization ensures restricted information loss. Gkountouna, et al. (2014) acknowledged the benefits of the algorithm in relations to the quality of information as compared to the state-of-the-art in a succession of experiments. K-anonymity possesses several advantages than other methods (Gkountouna et al., 2014) . The characteristic approach towards Commonly, the enhancement of the anonymized data utility can occur in circumstances where a reduction of each QI-group size occurs. He et al. (2014) proposed a linking-based anonymity model, where K-anonymity is attained with QI-groupings with the restriction that K must be greater than these groupings (He et al., 2014 ). An efficient heuristic solution is obtained by utilizing the simple yet effective local recoding methodology. Broad range of experiments are performed on real datasets Results on utility demonstrated considerable enhancement than other state-of-the-art methods. Table 3 illustrates the comparison of various models on privacy preservation.
CONCLUSION AND FURTHER OUTLOOK
This study provides an up to date overview on privacy preserved K-anonymity. Most of the current findings, theories, practices, applications, challenges, basic insight and future trends of privacy preservation as well as protection against disclosure and leakages of sensitive individual information in terms of data mining and data sharing in existing K-anonymity model are underscored. Major significant algorithms and methodologies are emphasized. An analysis with a check list of various methods is tabulated, where five main elements are focused including:
• Privacy • Utility • Accuracy
• Efficiency • Scalability
Upon analyzing the issues of occurrences and potential risks of user's private information leakages into the environment, it is asserted that K-anonymity is the most reliable and valid algorithm for privacy preservation in data mining. K-anonymity is used for widespread applications due its effective prevention ability towards the loss of vulnerable information under linking attacks. In addition, the merits and demerits of K-anonymity are identified and discussed at length. Further strengthening and enhancements of the models are proposed (Machanavajjhala et al., 2007; Wong et al., 2006; Pan et al., 2012) . Various existing Kanonymity model are analyzed and the feasible solutions in overcoming these limitations are addressed. The main challenges faced by the K-anonymous are emphasized. K-anonymity is found to be efficient in the protection of data privacy entrenched in a data distribution matrix. It is capable of ensuring the data authenticity and gaining increasing attention due to heuristic solutions capacities. The urgent necessity of privacy preservation in diversified areas of data mining and data sharing in cyberspace, cyber world, cloud computation and knowledge sharing is reaffirmed. Allencompassing phenomenon of the constant data alteration, changes in data forms and transformation, modifications in attributes, the addition of new data and deletion of the old data are the main challenges in Kanonymity algorithms because they are based on static datasets. Thus, due to the correlations and interrelationships between data sets, the data mining capabilities without disclosure of sensitive individual information certainly gets affected by these constant changes. Undoubtedly, the significant issues and challenges in privacy preservation implanted in the complex setting are real and need focused attention.
