We consider the second order nonlinear di erential equation with an unbounded right-hand side and two-point or nonlinear boundary conditions on a compact interval. Using the method of a priori estimates and the relation between the topological degree of the operators associated to the above boundary value problems and strict lower and upper solutions, we get the mutiplicity results for the problems.
Introduction
In 11] we have studied the boundary value problems for the second order di erential equation 
with f continuous and bounded on J R 2 J = a b] R, i.e. 9M 2 (0 1) : jf(t x y)j < M for all (t x y) 2 J R 2 :
We have considered the periodic conditions 
This work was supported by G r a n t 201/98/0318 of the Grant Agency of 1 2 ordered by the opposite way is described in Theorem 1.2. Theorem 1.2 Suppose k2f3,4,5g. Let (2) be ful lled, (6) be the operator equation corresponding to the problem (1),(k) and let 1 2 be strict lower and upper solutions of (1) Here, we extend the results of Theorems 1.1 and 1.2 onto di erential equations with an unbounded right-hand side f. In the whole paper we suppose that k2 f3, 4, 5g, that (6) is the operator equation corresponding to the problem (1),(k) and that 1 2 are strict lower and upper solutions of (1),(k).
In the mathematical literature there are many existence results via lower and upper solutions method. It should me mentioned the papers by H. B. Thompson 14, 15] , where the existence of solutions to the equation (1) with fully nonlinear two point boundary conditions has been established and many references and further information can befound. The boundary conditions (3), (4) and (5) in our paper are a speci cation of those in 14, 15] . However, thanks to their special properties we need only one-sided growth restrictions for f instead of two-sided ones which are required in 14, 15] . Moreover, the crucial assumption in 14, 15] is the existence of a lower solution 1 and an upper solution 2 which are well ordered, i.e. 1 2 . But we consider also the opposite order 2 < 1 . Our theorems on multiplicity results from Section 4 combine the both types of ordering of lower and upper solutions and so they cannot beobtained by the approach presented in 14, 15] . For other results concerning non-ordered or reverse ordered lower and upper solutions we refer to the papers 2, 5, 6, 9] . In the literature we can nd multiplicity results reached via proper modi cations of the Leggett-Williams xed point theorem. In this way the existence of three positive solutions of autonomous di erential equation with the Dirichlet boundary conditons has been proved in 1]. It should beinteresting to apply this method on the nonautonomous di erential equation (1) with the boundary conditions (3), (4) or (5) and to compare obtained results with ours in Section 4.
2 Nagumo-Knobloch-Schmitt conditions Using the method of a priori estimates we can replace the conditon (2) in Theorem 1.1 by the Nagumo-Knobloch-Schmitt condition with bounding functions ' 1 ' 2 :
for i 2 f 1 2g and for all (t x) 2 K = J 1 (t) 2 (t)]:
Theorem 2.1 Let (7) be ful lled and let 1 (t) < 2 (t) for all t 2 J:
Further suppose that for k=3 
We can see that f satis es (2) Further, for k2f3 4g we put
Let us prove that for any solution u of the problem (11) Now, let us consider the special case of bounding functions depending on t only: 2 (t) for y > 2 (t) y for 1 (t) y 2 (t) 1 (t) for y < 1 (t) 7 f (t x y) = f(t (x) (t y)) and consider the equation (11) . We can see that f satis es (2) with M > maxfjf(t x y)j : (t x y) 2 J s 2 s 1 ] 1 (t) 2 (t)]g and 1 2 are strict lower and upper solutions for the problem (11),(k), k2 f3, 4 We can follow the proof of Theorem 2.1 and using (17) - (20), we prove for any solution u of (11),(k), k2 f 3, 4, 5g u 2 = ) 1 (t) < u 0 (t) < 2 (t) for all t 2 J:
Integrating the last inequality w e get 3 One-sided growth conditions
Other type of conditions which can be used instead of (2) in Theorem 1.1 and Theorem 1.2 are one-sided growth conditions which were used by Kiguradze 7] in some existence theorems.
1. The one-sided Bernstein-Nagumo condition: 
is valid.
Proof. Let u bea solution of (1) 
Otherwise, we could nd a sequence of solutions fx n g 1 1 of (1), (5) Proof . Let x be a solution of (1),(k), k2f3,4,5g and let there exist a t x 2 J such t h a t r 1 < u (t x ) < r 2 . Let us put r = jr 1 j+jr 2 j =maxfjx 0 (t)j : t 2 Jg:
The condition (22) We can see that f ful lls (22) and thus, using Lemma 3.2, we can nish the proof similarly like t h a t of Theorem 3.3.
Multiplicity results
Let us suppose that 1 2 and 3 are strict lower, upper and lower solutions of (1) 
Proof. Since (17)- (20) is the special case of (7)- (10), the existence of a solution u lying between 1 and 2 follows from Theorem 2.1. The existence of the second solution v satisfying (46) follows from Theorem 2.3. The inequality 1 < v on J can beproven in the same way like for u in the proof of Theorem 2.1.
Similarly, by means of Theorem 3.3 and Theorem 3.4 and the fact that (22) and (34) are the special cases of (21) 
has:
(i) at least n di erent solutions u i i = 1 : : n satisfying r 1 < u i (t) < r for all t 2 J i 2 f 1 : : : n g
(ii) at least n+1 2 ( n 2 ) solutions satisfying (53) 2 we consider a sequence f n g (s 3 s 2 ) converging to s 3 and the corresponding sequence of solutions fu n g of the problems f(52), s= n g: This sequence is equi-bounded and equi-continuous in C 1 (J) and by the Arzel aAscoli theorem, we can choose a subsequence converging in the space C 1 (J) to a solution of (52) for s = s 3 : Thus (iii) and (iv) are valid.
Similarly we can prove: Close results concerning the existence of two or three solutions of the periodic problem can befound also in 3] and 13].
