We investigate the structure of branching asymptotics appearing in solutions to elliptic edge problems. The exponents in powers of the half-axis variable, logarithmic terms, and coefficients depend on the variables on the edge and may be branching.
for coefficients a jα (r, y) ∈ C ∞ R + × Ω, Diff µ−(j+|α|) (X) (with Diff ν (X) being the space of differential operators of order ν on X) then the asymptotic data of order µ, smooth in y ∈ Ω and holomorphic in z. In the elliptic case it is known that the operators (0.5) are parameter-dependent elliptic of order µ where the parameter is Im z with z varying on a so-called weight line Γ β := {z ∈ C : Re z = β} (0.6) for every real β.
It is well-known that for any fixed y ∈ Ω the operators (0.5) are bijective for all z off some discrete set D(y) ⊂ C, where D(y) ∩ {c < Re z < c ′ } is finite for every c ≤ c ′ , cf. Bleher [1] . Those non-bijectivity points are just responsible for the exponents −p j in (0.1). More precisely, σ −1 c (A)(y, z) is an L −µ cl (X)-valued meromorphic function with poles at the points p j of (finite) multiplicities m j + 1 and finite rank Laurent coefficients in L −∞ (X) at the powers (z − p j ) −(k+1) , 0 ≤ k ≤ m j . Here L ν cl (X), ν ∈ R, means the space of all classical pseudo-differential operators on X of order ν, and L −∞ (X) := ν∈R L ν cl (X) is the space of smoothing operators.
If σ c (A) is independent of y we have constant discrete edge asymptotics of solutions, cf. the terminology below. Even in this case it is interesting to observe the nature of coefficients c jk in (0.1) depending on the considered Sobolev smoothness s ∈ R of the solutions. The Sobolev smoothness of the coefficients c jk in y also depends on Re p j . Clearly in general the leading conormal symbol σ c (A) depends on y and then also the set D(y). In this case the inverse σ −1 c (A) is a y-dependent family of meromorphic operator functions with poles p j (y) varying in the complex plane and possible branchings where the multiplicities m j (y) + 1 may have jumps, including the above-mentioned Laurent coefficients. These effects have been studied in a number of papers, cf. [12] , [13] and [16] . In particular, also the Sobolev smoothness in y of the coefficients c jk (x, y) is branching. The program is going on, and in the present article we study some features of the functional analytic structure of singular functions in the variable branching case which are not yet analyzed so far.
The characterization of asymptotics of solutions to singular PDE-problems is a central issue of solvability theory of elliptic equations on a singular configuration. One of the classical papers in this connection is [9] of Kondratyev on boundary value problems on manifolds with conical singularities. Since then there appeared numerous investigations in this field, also on boundary problems for operators without the transmission property, or mixed and transmission problems, see, in particular, Eskin's book [3] . The present investigation is dominated by the pseudo-differential approach to generate asymptotics via parametrices and elliptic regularity, see, in particular, the monographs [11] , [2] , [5] , and the references there. Note that a similar philosophy applies also for corner singularities where asymptotics appear in iterated form, cf. [15] , or, the recent investigations, [4] , [17] . This paper is organized as follows. First in Section 1 we outline some necessary tools on constant discrete edge asymptotics in the frame of weighted edge spaces and corresponding subspaces. We then pass to a more detailed investigation of the singular functions and show some essential simplification compared with other expositions, say, [2] or [14] , namely, that the cut-off functions may be chosen independently of the edge covariable η, modulo edge-flat remainders. We do that including the so-called continuous asymptotics.
In Section 2 we consider variable branching edge asymptotics, formulated in terms of smooth functions with values in analytic functionals that are pointwise discrete and of finite order. Basics and tools can be found in [11] , [8] ; the notion itself has been first established in [12] , [13] and further studied in detail in [16] . Here we show a refinement of a result of [14] on the representation of singular functions with variable continuous asymptotics by analytic functionals without explicit dependence on the edge variable y. In particular, the preparations from Section 1 on η-independent cut-off functions allow us to find the claimed new representation in a unique way.
We finally apply this result to the case of variable branching asymptotics and obtain the surprising effect that the pointwise discrete behaviour in y may be shifted into a new functional that gives rise to a localization of Sobolev smoothness of "coefficients of asymptotics", both in variable branching as well as in continuous asymptotics.
1 The constant discrete edge asymptotics
Edge spaces and specific operator-valued symbols
Let us first recall what we understand by abstract edge spaces modelled on a space with group action.
First if this space is a Hilbert space H such a group action is a family κ = {κ λ } λ∈R + of isomorphisms κ λ : H → H with κ λ κ λ ′ = κ λλ ′ for all λ, λ ′ ∈ R + , and λ → κ λ h represents a function in C(R + , H) for every h ∈ H. As is known we have an estimate
for all λ ∈ R + , for some constants c > 0, M > 0, depending on κ (a proof may be found in [6] ). We also need the case of a Fréchet space E written as a projective limit lim
E j of Hilbert spaces, with continuous embeddings E j ֒→ E 0 for all j, where E 0 is endowed with a group action κ and κ| E j defines a group action in E j for every j. The constants c and M in (1.1) then may depend on j. Now W s (R q , H), s ∈ R, is defined to be the completion of S(R q , H) with respect to the norm
, j ∈ N, and we set
Recall that we obtain an equivalent norm to (1.2) when we replace η by a function η → [η], strictly positive, smooth, with [η] = |η| for |η| > C for some C > 0.
In the general discussion we often consider the Hilbert space case; the generalization to Fréchet spaces will be obvious. Observe that 
i.e., the dependence on κ disappears when s = ∞. This is a consequence of (1.1). From the definition we have an isomorphism
for every s ∈ R, in particular,
We employ spaces W s (R q , H) for certain Hilbert spaces H based on the Mellin transform. The analysis on a singular manifold refers to a large extent to the Mellin transform
first for u ∈ C ∞ 0 (R + ) and then extended to various distribution spaces, also vector-valued ones. For u ∈ C ∞ 0 (R + ) we obtain an entire function in the complex z-plane. Function/distribution spaces on Γ β always refer to ρ = Im z for z ∈ Γ β , e.g. the Schwartz space S(Γ β ) or L 2 (Γ β ) with respect to the Lebesgue measure on R ρ . Recall that the Mellin transform induces a continuous operator M : C ∞ 0 (R + ) → A(C) with A(C) being the space of entire functions in z. In particular, for u ∈ C ∞ 0 (R + ) we can form the weighted Mellin transform M γ :
for dz = (2πi) −1 dz. Analogously as standard Sobolev spaces based on L 2 -norms and the Fourier transform we can form weighted Mellin Sobolev spaces H s,γ (R + × R n ) as the completion of C ∞ 0 (R + × R n ) with respect to the norm
with F = F x→ξ being the Fourier transform in R n . Moreover, if X is a smooth closed manifold of dimension n we have analogous spaces H s,γ (X ∧ ) for X ∧ := R + × X based on the local spaces H s,γ (R + × R n ) and defined with the help of charts and a partition of unity on X. Note that (in our notation) the meaning of γ depends on the dimension n. In the case s = ∞ we have a canonical identification
here⊗ π means the projective tensor product between the respective spaces.
In this exposition a cut-off function ω on the half-axis is any ω ∈ C ∞ 0 (R + ) that is equal to 1 close to 0. It will be essential also to employ the spaces
Here H s cone (X ∧ ) is defined as follows. Choose any diffeomorphism χ 1 : U → V from a coordinate neighbourhood U on X to an open set V ⊂ S n (the unit sphere in R n+1 x ), and let χ :
, for every coordinate neighbourhood U on X. Concerning more details on those spaces, cf. [14] or [15] . In particular, H s,γ (X ∧ ) and K s,γ (X ∧ ) are Hilbert spaces in suitable scalar products, and we have H 0,0 (X ∧ ) = K 0,0 (X ∧ ) = r −n/2 L 2 (R + × X) with L 2 referring to drdx and dx associated with a fixed Riemannian metric on X, n = dim X. Analogously as (1.5) we also have
Here K ∞,γ−n/2 (R + ) is endowed with its natural Fréchet topology. In order to formulate asymptotics of elements in K s,γ (X ∧ ) we first fix so-called weight data (γ, Θ) for γ ∈ R and Θ = (ϑ, 0], −∞ ≤ ϑ < 0. Define the Fréchet space
of elements of flatness Θ relative to γ. For purposes below we also introduce the spaces K s,γ;e (X ∧ ) :
Θ (X ∧ ) for any s, γ, e ∈ R. In order to define subspaces with asymptotics we consider a sequence
In the case ϑ = −∞ and J = ∞ we assume Re p j → −∞ as j → ∞. Such a P will be called a discrete asymptotic type associated with (γ, Θ). We set π C P := {p j } j=0,1,...,J . Observe that for any p ∈ C, Re p < (n + 1)/2 − γ, and c ∈ C ∞ (X) we have ω(r)c(x)r −p log k r ∈ K ∞,γ (X ∧ ) for k ∈ N and any cut-off function ω. Given a discrete asymptotic type P for finite Θ we form the space
for some fixed cut-off function ω. This space is Fréchet in a natural way (in fact, isomorphic to a corresponding direct sum of finitely many copies of C ∞ (X)), and we have K s,γ
is again a Fréchet space. The spaces (1.10) are examples of subspaces of K s,γ (X ∧ ) with discrete asymptotics of type P. The definition can be easily extended to asymptotic types P = {(p j , m j )} j=0,1,...,J associated with (γ, (−∞, 0]) and J ∈ N ∪ {∞}. In this case we form
Re p > (n + 1)/2 − γ − (k + 1)}, k ∈ N; then P k is finite and associated with γ, (−(k + 1), 0] . Thus we have the spaces K s,γ P k (X ∧ ) and we set
Another technical tool that we employ later on are operator-valued symbols based on twisted symbolic estimates. Let H andH be Hilbert spaces with group actions κ andκ, respectively.
for all (y, η) ∈ K × R q , K ⋐ Ω, and α ∈ N p , β ∈ N q , for constants c = c(α, β, K) > 0. Such a are called (operator-valued) symbols of order µ. For instance, if a(y, η) is homogeneous of order µ for large |η| then it is such a symbol. By S µ cl (Ω × R q ; H,H) we denote the subspace of classical symbols, i.e., the set of those a(y, η) ∈ S µ (Ω × R q ; H,H) with an asymptotic expansion into symbols that are homogeneous of order µ − j, j ∈ N, for large |η|. Let S (µ) Ω × (R q \ {0}); H,H be the space of those
λ for all λ ∈ R + . Every a(y, η) ∈ S µ (Ω × R q ; H,H) has a principal symbol of order µ, i.e., the unique a (µ) (y, η) ∈ S (µ) Ω × (R q \ {0}); H,H such that
for any fixed excision function χ. If a consideration is valid in the classical as well as the general case we write as subscript (cl). If necessary we also write S µ (cl) (Ω × R q ; H,H) κ,κ for the respective spaces of symbols. The spaces of symbols with constant coefficients will be denoted by S µ (cl) (R q ; H,H). The spaces S µ (cl) (Ω×R q ; H,H) are Fréchet in a natural way, S µ (cl) (R q ; H,H) are closed subspaces, and we have S
In the case p = 2q and Ω × Ω for Ω ⊆ R q instead of Ω ⊆ R p we also write (y, y ′ ) rather than y.
For every a(y, y ′ , η) ∈ S µ (Ω×Ω×R q ; H,H) the operator Op(a) :
extends to a continuous map
for any s ∈ R. The continuity (1.13) has been established in [11, page 283] for all spaces H,H that are of interest here. The case of general H,H with group action was given in [18] . In the special case of a(η) ∈ S µ (R q ; H,H) the operator Op(a) induces a continuous operator
when the 0-th symbolic estimate (1.11) holds, namely,
µ for all η ∈ R q , for some c > 0.
We will employ below a slight modification of such a construction. Let us start, in particular, with the case H = C with the trivial group action. Symbols in S µ (cl) (Ω × R q ; C,H) are also referred to as potential symbols. Consider, for instance, the case of symbols a(η) with constant coefficiens, i.e., without y-dependence. Such symbols are realized as multiplications of c ∈ C by an element f (η) ∈H. The symbolic estimates have the form
In our applications we have the situation that for a Fréchet space E = lim
for Hilbert spaces E j and the trivial group action id on all E j we encounter E and tensor productsH⊗ π E rather than C andH. In our case E will be nuclear, and then we haveH⊗
with ⊗ H being the Hilbert tensor product. Such things are well-known, but details may be found, e.g., in [10, page 38] . From f (η) ∈ S µ (cl) (R q ; C,H) we pass to the operator function f (η) ⊗ id E . This can be interpreted as a symbol
In fact, instead of (1.16) we have the symbolic estimates
for every j. Similarly as (1.14) we obtain continuous operators
The space on the right refers to the group action κ λ ⊗ id E , such that
for every j. We have
t ∈ R, and it follows altogether
(1.18)
Characterization of singular functions
In order to formulate the singular functions of discrete edge asymptotics we endow the Fréchet spaces K s,γ P (X ∧ ) with the group action
The larger spaces K s,γ (X ∧ ) are endowed with this group action as well, and we may consider κ λ also over the spaces K s,γ Θ (X ∧ ) of functions of flatness Θ relative to γ. This allows us to define the spaces
The space E P of singular functions of cone asymptotics, defined for any fixed cut-off function ω, is not invariant under κ. Nevertheless, according to (1.10) it is desirable also to decompose
Θ (X ∧ ) and a subspace generated by the singular functions. Here we proceed as follows. We first look at the case κ = id and observe that from (1.10) we have a direct sum
Thus, applying (1.4) to the subspace W s (R q , E P ) id we obtain a subspace of
By virtue of the definition of the operator K we have
. This follows from the fact that
The explicit form (1.21) gives us a first impression on the nature of singular terms of the edge asymptotics for a constant (in y) asymptotic type P and finite Θ. Let us briefly comment the case s = ∞ where the W s -spaces do not depend on κ, cf. the relation (1.3). In that case we may choose the singular functions in the form (1.22) for s = ∞, i.e., the r-powers, logarithmic terms and the cut-off function ω do not contain η. In other words we have the direct decomposition
On the other hand we have
cf. the relation (1.20) for s = ∞. By virtue of (1.3) the only formal difference between (1.23) and (1.24) for s = ∞ lies in the difference between
..,J be a discrete asymptotic type associated with the weight data (γ, Θ) for finite Θ = (ϑ, 0]. Then there is a direct decomposition
where
Proof. We write down once again (1.21) for s = ∞, namely,
First it is clear that [η] −p j gives rise to a modification of the coefficients 
(1.27)
If we verify that this function belongs to
for sufficiently large N we may replace in the formula (1.26) ω(r[η]) by ω(r), i.e., after the comments before on how to remove [η] from (r[η]) −p j or log k (r[η]) we see altogether, that the singular functions of edge asymptotics for s = ∞ are of the form (1.25). The fact that a function ψ ∈ C ∞ 0 (R + ) of sufficiently high flatness at r = 0, i.e., r −N ψ(r) ∈ C ∞ 0 (R + ) for large and fixed N , belongs to
, follows from the fact that ψ(r) may be regarded as an operator-valued symbol ψ ∈ S µ (R q ; C,H j )
forH j := K s,γ−n/2−ϑ−(1+j) −1 (R + ) and some µ = µ(s) ∈ R, for all j ∈ N.
In fact, it is clear that ψ ∈H j for a fixed sufficiently large N ∈ N. Moreover, {κ λ } λ∈R + defined by (1.19) acts onH j for every j. Thus, by virtue of (
depending on the spaceH j , in fact, on s. The symbolic estimates (1.16) for ψ rather than f (η), here independent of η, reduce to the estimate for β = 0, and we have
for some µ and constants c = c(j) > 0. Then, writing E := C ∞ (X) = lim
where we may take
This gives us the continuity
for everys ∈ R, cf. (1.17) which entails
and
Here we employed the relation K
For the second summand in (1.27) we argue as follows. The function g(r) := 1 0 (1 − t) N ω (N +1) (rt) dt on R + belongs to C ∞ (R + ) and is bounded on R + including all its r-derivatives. The same is true of f (η) = g(r[η]) as a function in r ∈ R + . The notation f (η) indicates that f is regarded as an operator-valued symbol. The operator of multiplication by g(r) induces continuous operators g :
From the first step of the proof we know that
It follows altogether
for every s ∈ R, and finally
The case of variable discrete asymptotics will be prepared here by a number of specific observations. We saw that the space (1.21) is the image of H s (R q )⊗ π C ∞ (X) under the action of a pseudo-differential operators
Let us form the compact set K := π C P = {p j } j=0,1,...,J and choose any counter clockwise oriented (say, smooth) curve C surrounding K such that the winding number with respect to any z ∈ K is equal to 1. The function
with M being the weighted Mellin transform for the weight γ − n/2 is meromorphic with poles at the points p j of multiplicity m j + 1 and Laurent coefficients (−1) k k!c jk (x). This comes from the identity
for any p ∈ C, k ∈ N, modulo an entire function. For any compact set K ⊂ C by A ′ (K) we denote the space of analytic functionals carried by K, see [7, Vol. 1] 
is an analytic functional with carrier K, more precisely, ζ ∈ A ′ K, C ∞ (X) . It is of finite order in the sense of a linear combination of finite order derivatives of the Dirac measures at the points p j . Inserting h(z) := r −z we just obtain
i.e., the singular functions are again reproduced as a linear superposition of r −z with the density ζ.
The above-mentioned singular functions (1.21) of constant discrete edge asymptotics of type P may be written in the form
2 Branching edge asymptotics
Wedge spaces with branching edge asymptotics
The role of the present section is to deepen and complete material from [16] on wedge space with variable branching edge asymptotics. To this end we first recall the notion of variable discrete asymptotic types. Let U (Ω) for an open set Ω ⊆ R q denote the system of all open subsets U ⊂ Ω with compact closure U ⊂ Ω. Definition 2.1. A variable discrete asymptotic type P over an open set Ω ⊆ R q associated with weight data (γ, Θ), Θ = (ϑ, 0], −∞ < ϑ < 0, is a system of sequences of pairs
for J(y) ∈ N, y ∈ Ω, such that π C P := {p j (y)} j=0,1,...,J(y) ⊂ {(n + 1)/2 − γ + ϑ < Re z < (n + 1)/2 − γ} for all y ∈ Ω, and for every b = (c, U ), (n + 1)/2 − γ + ϑ < c < (n + 1)/2 − γ, U ∈ U (Ω), there are sets
form an open covering of U , moreover,
such that
and sup
where the sum is taken over those 0 ≤ j ≤ J(y) such that p j (y) ∈ K i , i = 0, 1, . . . , N.
We will say that a variable discrete asymptotic type P satisfies the shadow condition if (p(y), m(y)) ∈ P(y) implies (p(y) − l, m(y)) ∈ P(y) for every l ∈ N, such that Re p(y) − l > (n + 1)/2 − γ + ϑ, for all y ∈ Ω. Observe that such a condition is natural when we ask the spaces of functions u with asymptotics (0.1) to be closed under multiplication by functions ϕ ∈ C ∞ (R + ), and then the Taylor asymptotics of ϕ at r = 0 contributes to the asymptotics of ϕu. For any openΩ ⊆ Ω we define the restriction P|Ω := { p(y), m(y) ∈ P : y ∈Ω}. We also define restrictions to A ⊆ C by setting r A P := { p(y), m(y) ∈ P : p(y) ∈ A}.
In future if K ⊂ C is a compact set and we are talking about a curve C ⊂ C \ K counter clockwise surrounding K we tacitly assume that the winding number is 1 with respect to every z ∈ K. It is well-known, that for every K such a C always exists in an ε-neighbourhood of K for any ε > 0.
Parallel to variable discrete asymptotic types P we consider families of analytic functionals that are y-wise discrete and of finite order. Typical families of that kind are generated by functions f (y, z) ∈ C ∞ Ω, A(C \ K) that extend across K for every y ∈ Ω to a meromorphic function in z, with finitely many poles p 0 (y), p 1 (y), . . . , p J (y) ∈ K where p j (y) is of multiplicity m j (y) + 1. The corresponding system P(y) of the form (2.1) is a variable discrete asymptotic type in the sense of Definition 2.1.
More generally, if we have a family of meromorphic functions f (y, z), parametrized by y ∈ Ω we will say that f is subordinate to (2.1) if for every y ∈ Ω the system of poles is contained in π C P(y) and and the multiplicities are ≤ m j (y) + 1. With such an f (y, z) we can associate a family of analytic functionals as follows. We fix b = (c, U ) as in Definition 2.1 and choose a pair (U i , K i ) and a smooth curve C i ⊂ {c − ε i < Re z < (n + 1)/2 − γ} counter clockwise surrounding K i , and then we form δ i (y) ∈ A ′ (K i ) by
for all i = 0, 1, . . . , N , and if this is also the case for all U ∈ U (Ω).
In the following constructions it will be convenient to fix for any given U ∈ U a system of ϕ i ∈ C ∞ 0 (U i ), i = 0, 1, . . . , N , such that N i=0 ϕ i = 1 for all y ∈ U . This yields a family
for K := N i=0 K i which has the property that M r→z ω(r) δ U (y) w , r −w is a family of meromorphic functions over U equal to f (y, z)| U modulo a function in C ∞ U, A c − ε < Re z < (n + 1)/2 − γ , ε = min{ε 0 , ε 1 , . . . , ε N }.
Let us summarize these observations in the analogous case of E-valued meromorphic functions and E-valued analytic functionals as follows.
Given a Fréchet space E and a family of E-valued functions f (y, z) parametrized by y ∈ Ω and meromorphic in (n + 1)/2 − γ + ϑ < Re z < (n + 1)/2 − γ, we say that f is subordinate to P if every pole of f (y, ·) belongs to a pair (p(y), m(y)) ∈ P where the multiplicity is less or equal m(y) + 1.
Let U ∈ U , K ⊆ C, then C ∞ U, A(C \ K, E)
• will denote the subspace of all f (y, z) ∈ C ∞ U, A(C \ K, E) that extend for every y ∈ U to a meromorphic function across K, again denoted by f (y, z), where poles and multiplicities minus 1 form a P as in Definition 2.1. If we specify P we also denote the space of such functions by C ∞ Ω, A P (C, E) . If f (y, z) is any family of meromorphic functions parametrized by y ∈ Ω such that the pattern of poles together with multiplicities minus 1 is a P as in Definition 2.1 we may define smoothness in y as follows. First we fix any y 0 ∈ Ω and a b = (c, U ) and sets K i , U i , i = 0, 1, . . . N, as in Definition 2.1. Choose compact smooth curves C i ⊂ {c − ε i < Re z < (n+1)/2−γ} counter clockwise surrounding K i and define 
Let us now recall from [16] the definition of weighted edge distributions of variable discrete asymptotic type P, cf. Definition 2.1.
Definition 2.3.
Let Ω ⊆ R q be open and let P be a variable discrete asymptotic type, cf. Definition 2.1 associated with the weight data (γ, Θ),
for s ∈ R is defined to be the set of all u ∈ W s loc Ω, K s,γ (X ∧ ) such that for every b := (c, U ) for any (n + 1)/2 − γ + ϑ < c < (n + 1)/2 − γ and U ∈ U (Ω) there exists a compact set K b ⊂ {(n + 1)/2 − γ + ϑ < Re z < (n + 1)/2 − γ} and a function
for β := β 0 + ε for any 0 < ε < ε(b), β 0 := (n + 1)/2 − γ − c. Moreover, we set
For convenience, as a consequence of Definition 2.3, we characterize the space W s loc Ω, K s,γ P (X ∧ ) as the set of all u ∈ W s loc (Ω, K s,γ X ∧ ) such that for every b = (c, U ) the function u| U belongs to the space
Definition 2.3 expresses asymptotics of type P in terms of pairs U i , K i as in Definition 2.1, i.e., localizations in y ∈ Ω and z ∈ C. Therefore, for simplicity we focus on an open set U ∈ U (Ω) and a compact K in the complex plane, K ⊂ {c− ε < Re z < (n + 1)/2− γ} for some ε > 0, such that π C P ⊂ K. This allows us to drop subscript b, i.e., we may write
It is instructive to compare the notion of y-wise discrete asymptotics with continuous asymptotics whereδ(y, η) ∈ C ∞ U, A ′ (K, E s ) . Formally, the singular functions of continuous asymptotics are as before, namely, of the form
In contrast to the latter explicit y-dependence of the analytic functionals there is also the case of constant continuous asymptotics carried by the compact set K. In this case we can proceed in an analogous manner as in the constant discrete case, outlined in Subsection 1.2. When we fix the position of K as above, i.e., K ⊂ {(n + 1)/2 − γ + ϑ < Re z < (n + 1)/2 − γ}, then we have
for every ζ ∈ A ′ K, C ∞ (X) , and
is a continuous analogue of E P in (1.9). Again we have K s,γ Θ (X ∧ ) E K = {0} for any s ∈ R, and analogously as (1.10) we set
The notation C means that with K we associate a corresponding continuous asymptotic type. The space E K is nuclear Fréchet in a natural way via an isomorphism
Thus (2.11) is Fréchet in the topology of the direct sum. The group action {κ λ } λ∈R + defined by (1.19) is also defined on K s,γ C (X ∧ ) which allows us to define
From (2.12) it follows that
Let us now make some general remarks about managing analytic functionals. If E is a Fréchet space and A ′ (K, E) the space of E-valued analytic functionals carried by the compact set K ⊂ C we have
where K c means the complement of the unbounded connected component of C \ K, cf. [8, Section 2.3] . Recall that the classical Cousin theorem also admits decompositions of the carrier, more precisely, if K 1 , K 2 are compact sets in C, then setting 16) for any Fréchet space E, cf. also [11] .
In the discussion so far we assumed that K Γ (n+1)/2−γ = ∅. However, in the edge calculus with continuous asymptotics also requires the case K Γ (n+1)/2−γ = ∅. Without loss of generality we may assume K = K c . Then (2.11) is not direct and only {z ∈ K : Re z > (n + 1)/2 − γ + ϑ} contributes to C. Writing K as a sum
we have a decomposition (2.16). Therefore, every ζ ∈ A ′ (K, E) may be written as ζ = ζ 1 + ζ 2 for suitable ζ i ∈ A ′ (K i , E), i = 1, 2. This leads to a decomposition of the space (2.14) as
Θ (X ∧ ) , but also K 2 gives rise to a flat contribution, namely, from K 0 := K 2 Γ (n+1)/2−γ+ϑ . The notions and results that we are formulating here on continuous asymptotics have a natural modification for the case of arbitrary K. If necessary, we have to admit flat contributions. Proposition 2.4. For a compact set K ⊂ {(n + 1)/2 − γ + ϑ < Re z < (n + 1)/2 − γ} we have
Let us first drop C ∞ (X ∧ ); this can be tensor-multiplied to the result in the final step, cf. the considerations in connection with (1.17). For ζ we then have
. We employ the fact that ζ can be written as a convergent sum ζ =
, tending to 0 in the respective spaces, as j → ∞. Then, we form
c ∈ C and write
We will show that
for every β ∈ R and that d j (η) → 0 in that symbol spaces as j → ∞. This will give us
i.e., the difference between the respective singular functions for ω(r) and ω(r[η]), respectively. Let us now turn to (2.17) and set for the moment
i.e., we first drop subscript j. In order to show that d(η) ∈ S 0 cl R q ; C, K ∞,β (R + ) we check the symbolic estimates 18) δ ∈ N q , cf. the relation (1.16). It suffices to do that for every s ∈ N, and we first consider the case s = 0 and β = 0. Let k β (r) ∈ C ∞ 0 (R + ) be any function that is strictly positive and k β (r) = r β for 0 < r < c 0 , k β (r) = 1 for r > c 1 , for some 0 < c 0 < c 1 
In connection with (2.18) we have to consider
From the carrier of ζ we know that ω(r
for all ζ; together with the factor
For the η-derivatives we obtain (2.18) in general. Let us check, for instance, the case δ = (1, 0, . . . , 0), i.e., D δ η = −i∂ η 1 . In this case we have
This gives us the desired estimate with [η] −1 on the right. The general case may easily be treated in a similar manner. Now an elementary consideration shows that the constants c = c(ζ) in the symbolic estimates (2.18) tend to 0 as ζ → 0 in A ′ (K). Moreover, we can easily treat the case K s,β (R + ) rather than K 0,β (R + ), s ∈ N. This implies the asserted estimates for all s ∈ R. In other words, as claimed above,
Now we characterize the difference between the singular terms defined with ω(r) and ω(r[η]), respectively. It is equal to
This sum converges in W s R q , K ∞,β (R + ) .
In fact, for every t ≥ 0 we have
By virtue of (1.15) we have
as j → ∞ shows the convergence of the right hand side of (2.19) for every t ≥ 0, and hence it follows that
So far we considered the case without C ∞ (X). However, as illustrated at the beginning, a tensor product argument gives us the result in general. 
In fact, (2.20) has compact support in η ∈ R q . We have
For the first summand we employ that
, for large |η|. Moreover, we have
The Sobolev regularity of coefficients in branching edge asymptotics
Our next objective is to consider singular functions of continuous edge asymptotics, described in terms of smooth functions on y ∈ Ω with compact support with values in
We show that those functions may be represented by functionals without dependence on y. A similar result has been formulated in [14, Proposition 3.1.35 ], but here we give an alternative proof, and we obtain more information. For convenience we start with Schwartz functions in y ∈ R q which covers the case of functions with compact support in y ∈ Ω. In addition we always write ω(r) rather than ω(r[η]) which is admitted for similar reasons as in Proposition 2.4, modulo flat remainders.
(the dependence on x ∈ X is dropped in the notation). Then there is a uniqueχ
23)
and the correspondenceζ →χ defines an operator
Proof. We employ some background on the pseudo-differential calculus with operator-valued symbols of the kind S µ (cl) (Ω × R q ; H,H) with twisted symbolic estimates (1.11). In our case we set Ω = R q and look at the subspace
Given an a L (y, η) in that space we have (by notation) the situation of a left symbol in the calculus of pseudo-differential operators Op y (a L ), cf. the expression (1.12) where the respective amplitude function is a double symbol. It will be necessary to generate right symbols
A modification of the Kumano-go's global (in R q ) pseudo-differential calculus is that a L → a R with (2.25) defines continuous operator
Using an expansion for a R with remainder we have, in particular,
(2.28)
In our concrete situation similarly as before we first look at the case without C ∞ (X); then a tensor product consideration gives us the result in general. We expressζ(y, η) ∈ S R q , A ′ K,Ĥ s (R q η ) as an expansion
, tending to zero in the respective spaces. This allows us to write the function (2.22) in the form
andH l , l ∈ N, is a scale of Hilbert spaces with κ-action such that
cf. equation (2.11) . In other words we apply the above general relations on symbols to the case H := C with the trivial group action andH = H l endowed with κ, for every fixed l. Writing for the moment k j (y, η) = k j,L (y, η) we obtain a right symbol k j,R (y ′ , η) which is of the form
where r j,R is obtained from (2.27) for a L = k j,L . Let us consider for the moment the case q = 1, and then write y = y 1 , η = η 1 . The general case is completely analogous. Later on in the function and symbol spaces we tacitly return again to R q rather than R 1 . Then the remainder expression takes the form
We now apply an element of Kumano-go's calculus for scalar symbols and observe that
is an entire function in z. This gives us
. We now employ the fact that the pseudo-differential action with a right symbol b(y ′ , η), say, in the scalar case b(y ′ , η) ∈ S R q y ′ , S ν (R q η ) for some ν, operating on v ∈ H s (R q ) has the form
In order to analyze the expression we may apply a tensor product expansion
, tending to zero in the considered spaces when l → ∞. Then
, and we obtain altogether a sum
. This consideration may be modified for the present case. Let us write (2.29) as
We haveδ
. We employ the fact that the pairing
It follows that
Returning to (2.26) from (2.30) we obtain Let us now prove the uniqueness ofχ in the formula (2.23). Without loss of generality we assume K = K c , cf. the relation (2.15). We have an isomorphism A ′ (K, E) ∼ = {ω(r) χ z , r −z : χ ∈ A ′ (K, E)} where on the right hand side we talk about functions in C ∞ (R + , E), and ω is a fixed cut-off function. Clearly we know much more about such functions; they belong to K ∞,γ (R + , E) where γ ∈ R is any real such that K ⊂ {Re z < 1/2 − γ}. The notation K ∞,γ (R + , E) is an E-valued generalization of the above-mentioned K ∞,γ (R + ). Up to a translation in the complex plane we may assume γ = 0. Then the Mellin transform gives us an element in L 2 (Γ 1/2 , E) which is holomorphic in C \ K c , and we can recover χ by forming χ : h → C m(w)h(w) dw, h ∈ A(C)
for any C counter clockwise surrounding K.
for any ε > 0. Let us now draw some conclusions of Theorem 2.6 on a way to approximate the singular functions of branching edge asymptotics by singular functions of continuous asymptotics belonging to a decomposition of the considered compact set K = N i=0 K i , where the K i are as in (2.2). The decomposition (2.4) may also be applied to the E s -valued case, cf. (2.5), i.e., we can write (2.9) in the form δ(y, η) = for summandsδ i (y, η) ∈ S R q , A ′ (K i , E s )
• (the Schwartz function is taken for convenience; it does not affect the results). The space S R q , A ′ (K i , E s )
• is closed in S R q , A ′ (K i , E s ) . Let B i denote the analogue of the operator B in the Theorem 2.6 now referring to K i , i.e., B i : S R q , A ′ (K i , E s ) → A ′ (K i , E s ). Then, applying B i toδ i (y, η) ∈ S R q , A ′ (K i , E s )
• we obtain an elementχ which is now a kind of approximation of the branching pointwise discrete functionalδ(y, η) byχ(y, η) which turns the asymptotics to a continuous behaviour over K i where y varies over U i . Since by Theorem 2.6 the singular functions associated withδ(y, η) andχ(y, η) remain the same, we obtain the following Sobolev regularity approximation of the coefficients in the singular functions of branching edge asymptotics.
Corollary 2.7. Consider the branching discrete functionalδ(y, η) and the associated singular functions Then according to (2.35) we may replaceδ(y, η) by the finite sum (2.36), and from (2.34) we obtain the Sobolev regularity in the edge variables y ∈ U i , namely, inf for any ε > 0, i = 0, 1, . . . , N . In other words the Sobolev regularity may be localized over U i for the corresponding K i , and, of course, the diameters both of U i and K i may be chosen as small as we want when we choose N sufficiently large.
In other words, if we apply Theorem 2.6 to aδ(y, η) ∈ S R q , A ′ (K, E s )
• with variable in y and in general branching patterns of y-wise discrete asymptotics, then "intuitively" the Sobolev regularity at a point y ∈ R q has the form (2.33), now for p = p(y). Clearly the Sobolev smoothness in correct form refers to an open set in the y-variables. But Corollary 2.7 tells us how to collapse such open sets to a single point, and then the Sobolev smoothness itself appears variable and branching under varying y. Note that also the general continuous asymptotics carried by a compact set K can be interpreted in terms of decompositions into "small" parts K i when we write K = N i=0 K i . This allows us to read off the "content" of Sobolev regularity of singular functions as in Proposition 2.4 from the summands coming from K i , and then we have similar relations as in Corollary 2.7.
