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Työssä tutkitaan kuinka kolmioaaltoa voidaan käyttää havaitun kohteen pai-
kan ja nopeuden määrittämiseen FMCW-tutkalla. Käsittelen alussa lyhyesti
tutkien historiaa, ja FMCW-tutkien yleisiä sovelluksia. Kolmioaaltoa verrataan
ramppiaaltoon teoreettiselta pohjalta. Esittelen työssä menetelmän kolmioaallon
mittaustarkkuuden parantamiseksi lisäämällä näytteistettyyn signaaliin nollia.
Menetelmää demonstroidaan MATLAB:illa ja lopulta sovelletaan mitattuun
dataan.
Mittaukset suoritettiin radiokaiuttomassa huoneessa ja toimistotilassa. Ti-
laisuuksissa pyrittiin mittaamaan yksittäisen kohteen sijaintia ja liikenopeutta.
Mittauskohteena toimi kävelevä ihminen. Mittausten vertailukohteena toimi
lasersensori.
Saadut tulokset demonstroivat kolmioaallon tarkkuuden olevan merkittä-
västi parannettavissa esitetyllä menetelmällä. Korkean tarkkuuden säilyttäminen
on mahdollista lyhyelläkin kolmioaallolla, joka ilman nollien lisäämistä olisi erittäin
epätarkka. Esimerkiksi kävelevän kohteen nopeus mitattiin 1000 µs pituisella
kolmioaallolla ja nollien lisäämisellä noin 0.25 m/s tarkkuudella, kun taas ilman
nollia tarkkuus oli noin 2 m/s. Ilman nollien lisäystä kolmioaallon pituuden olisi
oltava moninkertainen vastaavan tarkkuuden saavuttamiseksi. Työn lopussa
esitetään aiheita jatkotutkimukselle.
Avainsanat: FMCW-tutka, mittausresoluutio, mittaustarkkuus, kohteen etäisyys,
kohteen nopeus
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Symbols
B bandwidth
c speed of light in vacuum ≈ 3× 108 [m/s]
∆R range resolution
∆V radial velocity resolution
fb beat frequency
fb,up ramp up section beat frequency of a triangular chirp
fb,down ramp down section beat frequency of a triangular chirp
fc carrier frequency
fd Doppler frequency
fm frequency shift due to sweep number
m sweep number
M total sweep number
N number of samples
pi pi ≈ 3.14159264
R range
Rmax maximum detectable range
Rmin mainimum detectable range
td round-trip delay
T chirp duration
Ts sampling interval
V radial velocity
Vmax maximum detectable radial velocity
Vmin minimum detectable radial velocity
uTx transmitted signal
uRx received signal
um mix of transmitted and received signals
Abbreviations
CW continuous wave
CRI chirp repetition interval
DAC digital analog converter
DDS direct digital synthesizer
FFT Fast Fourier Transform
FMCW frequency modulated continuous wave
I/Q data in-phase and quadrature data
LUT look up table
PRI pulse repetition interval
Rx receiver
SNR signal-to-noise ratio
Tx transmitter
11 Introduction
1.1 Briefly on history of radars
Radars are electromagnetic devices used for detection of objects that reflect the
signal transmitted by the radar. Essentially, they perform echolocation by means of
electromagnetic radiation. A radar device transmits a signal that is reflected back to
the device. The reflection can be analyzed to gain information about distance to a
particular source of reflection, and other parameters. [1]
As it has been for many other technologies, the advent and development of radar
systems was first fueled by military demand. The effects of World War II on radar
technology in the United States are well documented [2, 3]. War was a driving force
in the Soviet Union [4] and Japan [5] as well. Most of the techniques used in modern
radar systems were developed for use in World War II, or soon after [6]. However,
rapidly industrializing world of the time also had a demand for radar technology for
civilian purposes.
The modern industrialized world is characterized by an increasing demand for autom-
atization of industrial processes and machinery capable of operating without human
supervision. Naturally, this has led to the birth of an industry of its own, focused on
the design and development of high-precision sensors capable of providing fast and
reliable information about their surroundings. These industrial applications place a
vast range of requirements on the devices, and radars have always been promising
candidates. [7]
Radars can generally be divided into pulse and continuous wave radars based on
their operating principle [1]. A continuous wave radar is often frequency modulated,
known as frequency modulated continuous wave (FMCW) radar. Although most of
early military purpose radars were primarily pulse radars [6], continuous wave radars
are not a new concept either [8].
1.2 The FMCW and pulse radar
Essentially, a radar system detects targets by transmitting a signal and then receiv-
ing echoes from its environment. Transmitted and recived signals are analyzed for
collecting information about the environment. Distance to a target can be estimated
from the round-trip delay acquired by processing the received signal. Round-trip
delay is the time an electromagnetic wave requires to travel to a source of reflection
and back to the radar. Changes to the reflected signal can be used to estimate some
target parameters. These include, for example, radar cross section of the target,
and its velocity. Detectable parameters have minimum and maximum values, and
resolutions. These quantities depend on hardware of the radar and its type. [1]
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Figure 1: Simplified operating principle of a pulse radar.
A pulse radar transmits a pulse of a certain length, and detects reflections from the
environment. Difference in time between the initial transmission of the pulse and
the detection of a reflection can be used to determine round-trip time to the source
of reflection. Power and Pulse Repetition Interval (PRI) of the radar determine how
far and small a target can be while remaining detectable by the radar.
Figure 1 illustrates a simplified operating principle of a typical pulse radar. A
pulse of a certain duration is transmitted, and reflected pulses from the environment
are monitored. The pulse is repeated each PRI. This determines how distant a target
can be while remaining detectable. Reflections must arrive before the transmission of
a new pulse, otherwise they could be interpreted as close targets instead. Similarly,
reflections that arrive before the transmitted pulse is finished can be difficult to detect.
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Figure 2: Simplified operating principle of an FMCW radar.
3An FMCW radar differs from its pulse counterpart in that transmission and reception
is continuous. Due to this, it is not possible to differentiate between transmitted and
received signals in the same way as a pulse radar operates. To find the round-trip
delay between transmitted and reflected signals, the signal must be modulated. This
is typically achieved with frequency modulation.
An FMCW radar emits a constant carrier frequency, which is modulated to produce a
waveform. The waveform may be optimized based on the situation and application [9].
Naming conventions are not uniform and can be confusing. Depending on author, the
repeated waveform can be referred to as a sweep or chirp [10, 11, 6, 12], and sometimes
pulse [13]. We will define sweep as the act of modulating frequency from one value
to another, and a chirp as the repeated waveform consisting of one or multiple sweeps.
The sketch in Figure 2 illustratres simplified operating principle of an FMCW radar.
A chirp consisting of a single linear frequency sweep is repeated each CRI. Note, that
the round-trip delay is greatly exaggerated. Generally it can be expected to be only
a small fraction of the chirp duration. Round trip delay can be estimated by mixing
the transmitted and received signals, and assessing their frequency difference [14].
An FMCW radar has a theoretical maximum detectable distance dependent on
the chirp duration. A round-trip delay longer than CRI in Figure 2 will push the
received chirp to the next CRI, causing a target to appear close rather than far away.
However, generally the maximum detectable distance is limited by the sampling
interval of hardware. FMCW radars do not have a minimum detectable distance in
the same sense pulse radars have. Rather, it is dependent on the used bandwidth.
They are often preferred for short distance applications. [15]
1.3 A review of common FMCW radar applications
Radars are known to be much more robust than optical devices which are more easily
affected by inclement weather and other environmental factors [16]. Due to relatively
short possible operating distances and small dimensions, FMCW radars have been
very popular in many civilian, industrial, and military applications. This section
provides a brief overview of some popular FMCW radar applications.
1.3.1 Automotive safety
An important cause for crashes and accidents involving land-borne vehicles is a
lack of situational and spatial awareness by the driver. This can range from high-
velocity situations during highway merging to a slower one while reversing onto
a parking spot or off a driveway. During situations like this, blind spots due to
mirror placement can be dangerous. Manually monitoring blind spots requires the
4driver to take their eyes off the road. Some sort of electronic monitoring system inte-
grated into the vehicle can greatly improve driving experience. Automotive safety has
long been a driving force in development of FMCW radars and their applications [17].
Automotive applications of FMCW radars are not limited to personal automo-
tive transportation, as applications in heavy industry have been also explored. The
concept and risks involving situational awareness and coordination in an environment
involving multiple large vehicles and high traffic has been discussed [18]. This research
has been further expanded by presenting an FMCW radar operating at 24 GHz used
for close proximity detection of light vehicles [19].
Earlier modern automotive radars operated in the Industrial, Scientific and Medical
(ISM) band with a center frequency of 24 GHz [20, 21], although more recent appli-
cations have been adapted to higher frequencies ranging from 76 to 81 GHz [22, 23].
1.3.2 Aviation safety
Situational awareness is extremely important on airport runways. Large and heavy
vehicles must move in harmony with each other while remaining aware of their
environment. Flight controllers can account for other planes leaving and entering the
runway, but observing quality of the runway for small debris through visual means is
difficult. The debris can be something as small as a bolt or a nut, or even a piece of
concrete off the runway, and still cause extensive damage in the engines of a plane [24].
FMCW radars have been adapted in runway debris detection instead of visual
recognition. Considering that a runway is supposed to be a flat and uniform surface,
finding anomalies simply requires a high enough resolution. Some designs [25, 26, 27]
have reached a resolution within centimeter range, and a maximum distance within
hundreds of meters.
Contrary to airplanes, helicopters often fly in urban environments with tightly
spaced buildings, power lines, bystanders, and with little room for error. Helicopter
pilots may also find themselves in extreme weather during rescue missions, which
might require landing in difficult conditions. The pilots may have their field of view
severely obstructed by kicked up dust or snow in poor weather during the winter.
Infrared sensors and optical devices are adversely affected by inclement weather
and environmental factors. The size of dust and snow particles tends to be in the
same range as wavelength of infrared [28], so millimeter wave radar is a promising
technology for detection [29, 30].
51.3.3 Security
Important applications of FMCW radars are not limited to vehicles alone. Monitoring
office spaces and other properties for security reasons during nights or over weekends
when there is no personnel present is important. Office buildings can be locked over
the night, and positioning a night guard at the reception of the building is often
enough to secure an installation. However, expensive heavy equipment must often
be left unattended on a construction site when work is suspended. Similarly, these
sites are often used to store valuable metals, known to be frequent targets of theft.
A site can be secured with electronic equipment instead of visual surveillance. Motion
detection can be realized using a continuous wave radar [31]. However, detecting
people is not necessarily limited to moving persons. Luckily, humans are incapable
of remaining completely still. Subtle bodily functions like breathing and heart-
beat are enough to cause small changes in posture. Using an FMCW radar to
detect a breathing person through obstacles has been explored earlier [32]. A simi-
lar approach could be used to detect survivors during or in the aftermath of accidents.
Applications of breathing detection are not limited to rescue missions or intruder
detection alone. Reliable monitoring of breathing activity is a very important fac-
tor in the diagnosis of different problems affecting the respiratory organs. Breath
activity monitoring of a patient can be performed by establishing physical contact
using a device wrapped around the chest. However, they can be uncomfortable and
sometimes get in the way of other operations. Medical procedures and monitoring
are often sought to be as non-invasive as possible, which why wireless techniques for
breath activity monitoring are desirable.
A pulse radar for monitoring breathing activity in a medical context has been
proposed [33], although its range is short. The pulse radar follows movements of
a patient’s thorax, whereas an FMCW solution can be realized through statistical
analysis [32]. Advantages of an FMCW solution are clear, as a patient moving in
their bed could result in the pulse radar being misaligned.
1.3.4 Navigation assistance for the visually impaired
The cane is a very common navigation aid for the visually impaired. Specially
trained seeing-eye dogs and personal caretakers are popular forms of assistance as
well. However, a cane leaves its user vulnerable to obstacles that are at upper body
height, or approaching rapidly. Requiring a personal caretaker or a dog may limit
ones ability to travel freely.
A great variety of systems to aid a visually impaired person to navigate their
surroundings have been developed [34]. Essentially, the purpose of such a device is to
obtain information about the environment that normally would be acquired through
vision. The information is then transformed into form that can be communicated to
its wearer using some other sense.
6Echolocation can be performed by means of ultrasonic or electromagnetic waves.
Differences between electromagnetic radar and ultrasonic echolocators in obstacle de-
tection for human users have been studied earlier [35]. Advantages of electromagnetic
sensing compared to ultrasonic are numerous. One of them is the cosmetic factor
of a navigation aid, as an ultrasonic sensors must be worn on on top of clothing.
A radar device can be worn under clothing. This minimizes visibility and draws
less attention to the user, reducing possible stigma of apparent visual impairment.
Due to its ability to operate at short distances, FMCW radars provide a promising
alternative [36, 37].
2 Linearly modulated FMCW signal
In this section, signal transmitted by the radar is discussed. Principal methods for
generating frequency modulated signals are presented.
In this section, a brief mathematical description of the transmitted and received
signals using a linearly frequency modulated chirp is presented. A brief discussion
of relevant sources of error is also provided. After defining the linearly increasing
frequency ramp, principal waveforms consisting of sweeps are presented and discussed.
2.1 Signal generation
A great range of methods exist for frequency generation. There are two principal
methods of generating fast ramp FMCW chirps. One can use either a phase-locked
loop (PLL) based structure, or a digital to analog converter (DAC) based structure
[38]. A hybrid of the two methods has also been considered [39].
The DAC implementation is based on a direct digital synthesizer (DDS), which
consists of a phase accumulator, a look up table (LUT), and the DAC. The phase
accumulator is connected to a LUT which converts phase to a digital amplitude. The
DAC converts this to an analog current. For more details on operation of a DDS,
see [40].
The second implementation based on a PLL consists of a closed loop structure.
For details on its operation, see [41]. Due to the nature of the closed loop, non-
linearity compensation is not required when using a PLL architecture. This is also
the architecture of choice for the radar device used during this work. Due to its high
linearity [42, 43, 44], it can be assumed that error due to non-linearity is negligible.
When generating a short chirp, DAC is more advantageous as it does not require
a settling time. PLL will experience over- and undershoot [28]. This effect will
7become more pronounced the shorter a chirp is, or the more rapidly it must change,
e.g. for a sawtooth wave. However, it has been concluded that the chirp durations
used in this work are sufficiently long in duration and therefore do not suffer from
this significantly. By careful choice of the waveform, the possibility of over- and
undershoot can be reduced further. Namely, by favouring triangular waveform over
either a linear ramp or a sawtooth. A triangular waveform has no steep drop back
to the carrier frequency, which will be demonstrated in the following section.
2.2 Mathematical description
Mathematical description of a linearly modulated FMCW signal is presented here,
along with the relevant frequency components due to a single target [45].
Consider a linearly increasing frequency ramp that is swept from a carrier frequency
fc across a bandwidth of B to value of fc + B. The frequency at time t for each
sweep can be expressed as
f(t) = fc +
Bt
T
, (1)
where T is duration of the sweep. Phase corresponding to the signal frequency is the
integral of Equation (1) with respect to time, or
φ(t) = 2pi(fct+
Bt2
2T ). (2)
Transmitted sinusoidal signal with a linearly changing frequency can now be expressed
as
uTx(t) = cos
(
2pifct+
piB(t−mT )2
T
)
. (3)
It assumed that sweeps are performed continuously. First term inside the cosine
function corresponds to phase shift due to the carrier frequency, and second term
due to the modulated frequency. Term t−mT must be substituted to calculate fre-
quency formth sweep. A normalized amplitude of 1 is assumed from this point onward.
Let us now assume a target at distance R, moving at a radial velocity of V at
time t. Radial velocity is defined as being positive when a target is moving away from
the radar, and as negative when it is moving towards the radar. A chirp reflected
from the target is assumed otherwise the same as the transmitted signal, but delayed
by a round-trip delay of
td =
2(R + V t)
c
, (4)
where c is speed of light in the medium of propagation. The returned signal also has
its amplitude decreased due to the distance R. Since only frequency components are
of interest, the term will be omitted for the sake of clarity.
Returned signal for mth sweep is therefore given by
uRx(t) = cos
(
2pifc(t− td) + piB(t− td −mT )
2
T
)
. (5)
8Received signal is mixed with the transmitted signal. Based on familiar trigonometric
identity
cos(a) cos(b) = 12(cos(a+ b) + cos(a− b)), (6)
it can be deduced that mixing and subsequent summation of the frequencies will
result in a very high frequency component on the order of 2fc. It is essential to use
a low-pass filter to get rid of this component, leaving only the much lower difference
frequency. Mixed and filtered signal can therefore be expressed as
um(t) = uTx(t)uRx(t) =
1
2 cos
(
2pifctd +
2piB
T
td(t−mT )− piBt
2
d
T
)
. (7)
Substituting Equation (4) to Equation (7) results in
um(t) =
1
2 cos
(
4pifc(R + V t)
c
+ 4piB(R + V t)(t−mT )
cT
− 4piB(R + V t)
2
c2T
)
. (8)
This mixed and filtered signal can be processed to estimate range and radial velocity
of the source of reflection.
First, third term of the cosine in Equation (8) can be assumed to be sufficiently
small due to c2 to ignore completely. Second, by expanding the remaining two terms
we get
um(t) =
1
2 cos
(
2pi
(
2fcR
c
+ 2fcV
c
t+ 2BR
cT
t− 2BRmT
cT
+ 2BV
cT
t2− 2BVmT
cT
t
))
. (9)
Let us now define t′ to be time from the start of sweep number m,
t = mT + t′. (10)
This is done to simplify signal processing later. This definition is substituted into
Equation (9). By expanding the second power, we get
um(t′) =
1
2 cos
(
2pi
(
2fcR
c
+ 2fcV
c
(mT + t′) + 2BR
cT
(mT + t′)− 2BRmT
cT
+2BV
cT
(m2T 2 + 2mTt′ + t′2)− 2BVmT
cT
(mT + t′)
)) (11)
Assuming the sweeps are sufficiently short, the terms dependent on second power of
t′ can be assumed to be negligible. The expression can now be rearranged into
um(t′) =
1
2 cos
(
2pi
(
2fcR
c
+ 2fcV mT
c
+
(
2fcV
c
+ 2BR
cT
+ 2BVm
c
)
t′
))
(12)
It is now assumed that the radial velocity of the target is sufficiently slow so that
range R remains constant for each sweep. First term inside the cosine is assumed a
constant phase term for all sweep numbers, and ignored. The signal now contains
9a progressive phase shift as a function of m, and a frequency component. We will
momentarily refer to the frequency as peak frequency of the signal. The signal can
be expressed more compactly as
um(t′) =
1
2 cos
(
2pi
(
fpt
′ + fdmT
))
, (13)
where two new terms have been defined as
fd =
2fcV
c
, (14)
fp =
2BR
cT
+ fd +
2BVm
c
= fb + fd + fm. (15)
Quantities fd and fb are known as the Doppler and beat frequencies of a specific target.
It can be seen that the peak frequency fp is determined by the range R of the
target, its radial velocity V and the sweep number m. First term is simply frequency
difference between transmitted and returned chirps due to round trip delay. Second
term is due to the reflected signal becoming either compressed or elongated based on
whether the target is moving away or towards the detector. Third term accounts
for the target moving over the course of a number of sweeps, if multiple sweeps are
analysed.
Effect of sweep number can generally be assumed to be negligible. For purposes
of signal processing, it is also customary to assume that effect of fd on the peak
frequency is small enough to ignore. Range information can therefore be estimated
from the resulting frequency component. Relation between beat frequency and range
is
fb =
2BR
cT
, (16)
or rearranged to solve for R
R = cTfb2B . (17)
For increased accuracy, range estimation can be adjusted by taking fd and fm into
account, after the radial velocity has been estimated.
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2.3 Error sources
2.3.1 Frequency shift due to radial velocity and sweep number
R [m] 1 2 3 4 5
fb [Hz] 6,670 13,300 20,000 26,700 33,400
V [m/s] 1 2 3 4 5
fd [Hz] 160 320 480 640 801
fm [Hz], M = 32 53.4 107 160 213 267
Table 1: Frequency values of beat frequency components calculated for a range of
target distances and velocities. Values calculated for a typical device with fc = 24
GHz, B = 250 MHz, T = 250 µs. Total number of sweeps M = 32.
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Figure 3: Relative difference in frequency as a function of R and V between fb and
fb + fd + fm. This translates to an error of same magnitude in estimated distance to
the target. Values calculated for a typical device with fc = 24 GHz, B = 250 MHz,
T = 250 µs. Total number of sweeps M = 32.
The Doppler shift of frequency is linearly dependent on radial velocity of the source
of reflection. This applies to fm as well, which is in addition dependent on the sweep
number. It is clear that the faster a target moves, the higher the error resulting
from ignoring fd and fm is going to be. Table 1 provides a snapshot of frequency
component values calculated for a typical FMCW radar operating for short ranges.
Since the resulting frequencies are dependent on parameters of both the target and
radar device, they were calculated for a typical device.
As can be seen, beat frequency can easily be assumed to almost always be in
the kilohertz range, whereas the Doppler component is only in the hundreds of hertz
range. Similarly, the sweep component can also be seen to be relatively small even
after 32 sweeps.
This is further illustrated in Figure 3, which shows the effect of ignoring Doppler
and sweep terms of the peak frequency. Assuming the terms have no effect on the
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peak frequency results in the entire peak frequency being converted to range. This
results in an error in estimated distance to the target.
It can be seen that a longer distance to a target will result in lower relative er-
ror. Conversely, increased target radial velocity will consequently increase the error.
A target moving at a typical walking speed of between 1 and 3 meters per second
may result in up to 10% error in estimated range. The highest error will be produced
by a fast moving target close to the radar. Depending on the required precision, this
may be an acceptable margin of error.
It should also be noted that once the radial velocity of a target has been deter-
mined, this information may be used to correct the previous estimations of target
position. The same applies to sweep number term fm. However, this introduces
additional computational steps.
Note that these values were calculated for a case when a total of M = 32 sweeps had
been collected. For a lower number of sweeps, the effect of fm will be lower. If only
one sweep is performed and analyzed, it has no effect at all, and the error will be
only due to the Doppler shift.
2.3.2 Non-linearity of the sweep
The reliability of estimated target parameters depends also on the linearity of the
frequency modulation. A highly linear frequency sweep is a requirement of accurate
measurements [46]. Non-linearities of the sweep will introduce a systematic bias in
estimated target parameters [47], as well as degraded measurement resolution, vari-
ance in estimations, and widening of the frequency peak corresponding to a target [48].
A number of methods have been developed for correcting effects of sweep non-
linearity [10, 49, 50]. These methods and their implementations are complicated,
and may require either additional steps in signal processing or new components.
12
2.4 Waveforms
2.4.1 Ramp
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Figure 4: (a) Frequency of transmitted and received ramp chirps as a function of
time, and (b) the resulting beat frequency as a function of time.
Consider a ramp function triggered at moment t = t0, which rises from value fc to
fc +B over a time interval of T . The carrier frequency of the chirp is denoted by fc,
bandwidth of the sweep by B, and chirp duration by T .
A simple sketch of a ramp modulation scheme is illustrated in Figure 4a. The
solid line represents the frequency of the transmitted signal as a function of time,
and the dashed line the same for a reflected signal from a single stationary target.
The delay caused by the transmitted pulse having to travel to the target and back is
denoted by round-trip delay td.
Figure 4b illustrates the resulting beat frequency as a function of time. It can
be seen that a fall and rise time equal to the round-trip delay td is required for
the beat frequency to reach a value that can be used to estimate distance to the target.
It should be noted that the illustrations here have greatly exaggerated x-axes for
the sake of clarity. In reality, the round-trip delay will be in the order of tens of
nanoseconds for targets at distances of up to about 100 meters. Assuming the chirp
duration on the order of hundreds of microseconds, the delay will be insignificantly
short. Still, for this method to work at all, the delay absolutely has to be shorter
than duration of the chirp.
Clearly, frequencies resulting from the rise and fall times are useless. It is therefore
wise to formulate sampling of the signal so that most of the samples can be trusted
to fall on the section with a constant beat frequency.
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2.4.2 Sawtooth
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Figure 5: (a) Frequency of transmitted and received sawtooth chirps as a function of
time, and (b) the resulting beat frequency as a function of time.
A sawtooth is very similar to a ramp function. Their difference is that after the
bandwidth has been swept, the frequency is immediately returned to the carrier
frequency.
A sketch of the waveform is illustrated in Figure 5a. Notation here is the same as
for the ramp function. The sawtooth waveform requires a rapid change in frequency
after the ramp has been completed. A rapid change in frequency can result in an
undershoot [38].
Over- and undershoot becomes more of a problem for shorter times between each
chirp. This can also cause difficulties if the application is tightly limited to a certain
bandwidth.
Figure 5b illustrates resulting beat frequency as a function of time. Its behaviour is
very similar to ramp function, except there is a segment with a much higher frequency.
It can be avoided by leaving short time margins near start and end points of the
chirp.
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2.4.3 Triangular
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Figure 6: (a) Frequency of transmitted and received triangular chirps as a function
of time, and (b) the resulting beat frequency as a function of time.
Looking back on chirps consisting of either a single ramp or sawtooth function, a clear
weakness can be identified. Each received chirp essentially contains two unknown
quantities, range and radial velocity of a target. It is not feasible to estimate both of
them from a single chirp, which is why the Doppler shift is often initially ignored.
By introducing an additional linear ramp section of opposite slope to the chirp to
form a triangle [51], it is possible to estimate both quantities from a single chirp.
Figure 6a illustrates a transmitted and received triangular chirp. The chirp consists of
two ramps of opposite slope, both with a duration T . The received chirp is delayed by
a round-trip delay required for the signal to travel to a target and then back. Note that
the received chirp is now drawn with a small positive Doppler shift. This is due to the
shift being fairly straightforward to calculate, contrary to the previous two waveforms.
Two assumptions must be made, which are reasonable depending on the appli-
cation. Firstly, radial velocity of the target must remain relatively constant over full
duration of the chirp. Secondly, it must also be sufficiently low so that the target
does not move significantly over full duration of the chirp.
The entire chirp experiences a Doppler shift. If the shift is positive, the beat
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frequency is decreased for the rising section of the chirp, and increased for the falling
section. The opposite stands for a negative Doppler shift. This can be seen illustrated
in Figure 6b. Up and down ramp sections are affected by the Doppler shift with
opposite signs.
For this particular example, the two beat frequencies are
fb,up = fb − fd = 2BR
cT
− 2V fc
c
, (18)
fb,down = fb + fd =
2BR
cT
+ 2V fc
c
. (19)
The Doppler shift can be calculated fairly straightforwardly from difference between
the two peaks,
fd =
fb,down − fb,up
2 . (20)
Similarly, the unshifted beat frequency can be calculated from mean of the up and
down ramp section beat frequencies. Summation cancels Doppler components out,
and the unshifted beat frequency can hence be expressed as
fb =
fb,down + fb,up
2 . (21)
Using two opposite linear ramps it is therefore possible to estimate both the range
and the radial velocity of a target with one chirp. Correcting the range of the target
is not necessary, as Doppler shift is already cancelled out from the estimation.
3 FMCW radar signal processing
Estimating target parameters with an FMCW radar is based on analysis of signal
resulting from a mix of the transmitted and received chirps. Multiple methods exist
for accurately analyzing data acquired with an FMCW radar. These include, for
example, the chirp z-transform [52, 53], and the ESPRIT algorithm [54].
The following implementations are based on the Fast Fourier Transform (FFT).
Estimating target parameters based on frequency components in the signal is simply
a matter of finding local maximums from absolute value of the signal spectrum. It is
also possible to estimate target parameters based on phase of the signal [55, ?, 56, 57].
This can be done either separately or in addition to frequency for an improved
accuracy.
This section discusses processing the received signal. As was pointed out earlier,
estimating both range and radial velocity of a target from a single linear ramp chirp
is not feasible. Rather, the slightly more complex method of slow-time processing
[14] is required. Multiple sweeps are performed, and radial velocity of a target is
estimated based on a gradual phase shift due to its movement.
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Method of slow-time processing is outlined over the next few pages. Signal processing
a triangular chirp will also be discussed and contrasted. Resolution, accuracy, and
computational complexity are points of contention between these methods.
3.1 Slow-time processing
A number of chirps are collected and stored in a raw-data matrix. Assuming M
chirps are performed, and each of them is represented by N samples, this results in
a M ×N matrix.
The matrix is processed by performing two sets of FFTs. The first set is performed
along rows of the matrix, or for each chirp individually. This extracts frequency
information from the chirps, which can be converted into range information. The
second set is performed along columns of the matrix. This will be shown to extract
information about phase of each frequency component, which can be converted into
information about radial velocity of each corresponding target.
3.1.1 Extracting range information with a single ramp chirp
The first set of FFTs are perfomed individually to each performed chirp.
After the transmitted and received signals have been mixed, the corresponding
frequency spectrum can be obtained by performing an FFT. The mixed signal given
in Equation (13) is sampled in N points over the chirp period T , so that
NTs = T, (22)
where Ts is the sampling period. The signal is therefore sampled at times
0, Ts, 2Ts , . . . , (N − 1)Ts. (23)
After the FFT, the spectrum will consist of frequencies
− N2T , (−
N
2 + 1)
1
T
, . . . , 0, . . . , (N2 − 1)
1
T
. (24)
For the sake of simplicity, finite and discrete nature of the sampled signal is momen-
tarily ignored. Let us now reconsider the mixed signal derived earlier,
um(t′) =
1
2 cos
(
2pi
(
fbt
′ + fdmT
))
. (25)
It can be seen that the signal contains a frequency component of fb and a phase shift
of fdmT . Using the familiar Fourier identity of a delayed cosine function, FFT of
the signal can be expressed as
FFT(um(t′))[f ] = Um =
1
4exp(2piifdmT )δ(f−fb)+
1
4exp(−2piifdmT )δ(f+fb). (26)
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The spectrum can be seen to contain two peak frequencies with equal magnitude
and opposite sign. They also have a phase shift of equal magnitude and opposite
sign. The phase shift is linearly dependent on chirp number m. The phase shift is
crucial in extracting Doppler information from the sampled signals.
3.1.2 Resolution and maximum value of range estimation with a single
ramp chirp
Converting the spectrum into range information is as simple as using
R = cTfb2B (27)
to calculate distance corresponding to each frequency point. This will result in a set
of range cells given by
cN
4B ,
c
2B (
N
2 − 1), . . . , 0, . . . ,
c
2B (
N
2 − 1). (28)
It is clear that due to discrete nature of the time series, range information will also
be represented in steps. Range resolution of the measurement is given by
∆R = c2B. (29)
An interesting observation is that the range resolution is dependent only on the
swept bandwidth. Targets within the same range cell will be indistinguishable from
each other Similarly, the maximum range can be calculated from
Rmax =
cN
4B . (30)
Note that this maximum value is dependent on the number of samples and sampling
interval, and is determined by hardware. As was pointed out in Section 1.2, the
actual maximum limit relates to chirp duration, and can be expressed as
Rmax =
cT
2 . (31)
This is the distance that corresponds to a round-trip delay equal to chirp duration
T , and can be in the order of several kilometers, while the hardware dependent
maximum distance is in the order of tens of meters. It can generally be assumed that
the limiting factor in maximum detectable range is hardware instead of chirp du-
ration and round-trip delay. From now on it is assumed that Equation (30) is in effect.
The maximum range allows us to find the largest beat frequency that can be detected.
Substituting maximum distance Equation (27), we get
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fb,max =
2BRmax
cT
= N2T . (32)
Based on the Nyquist sampling theorem, required sampling period as a function of
the desired maximum detectable distance is
Ts =
1
2fb,max
= cT4BRmax
. (33)
Targets further than the maximum distance defined here will result in a beat fre-
quency that is higher than the maximum detectable frequency. This will result in
aliasing of the signal spectrum.
This section presented the signal processing method for extracting range information
from a sampled chirp. The measurement is limited by the highest detectable distance
and the range resolution of the measurement.
It is possible to accurately estimate position of a target if it is moving sufficiently
slow. This way beat frequency is not distorted by Doppler shift. The radial velocity
of a target can be estimated with only one chirp and FFT by comparing its positions
over time. However, this would be a very cumbersome process and would require
specific targets to be tracked over multiple chirps. It is often necessary to acquire
instantaneous information about position and velocity of a target.
For more accurate and instantaneous radial velocity estimation, the Doppler shift of
the returned chirp must be analysed. A second round of FFTs and multiple sweeps
are needed for slow-time processing.
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3.1.3 Extracting radial velocity information with slow-time processing
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Figure 7: Illustration of the slow-time processing required to find Doppler frequency
of a target.
To find the Doppler component corresponding to a moving target, a second round of
FFTs is required. A number of chirps are transmitted, and resulting mixing signals
sampled before signal processing. Number of sweeps M is often some power of two.
The sampled chirps are stored in a M ×N raw data matrix, with M rows for each
chirp, and N columns for each sample in time.
An FFT is performed on each individual chirp. This step is illustrated in Fig-
ure 7 as the 1st FFT. A target should appear as a peak frequency in each row.
Due to the target movement while M chirps are being collected, the successive peak
frequencies exhibit a gradual phase shift. The phase shift is linearly dependent on the
sweep number and Doppler frequency. Phase shift was identified as an exponential
function in Equation (26).
It is assumed that the radial velocity of the target is sufficiently low as not to
cause it to shift from one range bin to another over the course of M chirps. A second
round of FFTs is performed, this time along columns of the data matrix. This should
yield the Doppler frequency of a target in a specific range bin.
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−fb,max · · · f = −fb · · · f = fb · · · f = fb,max
m = 0 0 14
1
4 0
n = 1 0 · · · 14exp(−2piifdT ) · · · 14exp(2piifdT ) · · · 0
m = 2 0 14exp(−2piifd2T ) 14exp(2piifd2T ) 0... ... ... ...
m = M 0 · · · 14exp(−2piifdMT ) · · · 14exp(2piifdMT ) · · · 0
(34)
The data matrix after the first set of FFTs is presented in Equation (34). The matrix
illustrates a situation where one moving target has been detected at beat frequency fb.
Row m = 0 shows FFT of the first chirp. Two peak frequencies at the oppo-
site signs can be seen. Over the course of collecting M chirps, each represented by its
own row, the target remains in the same frequency bin. The peak frequency exhibits
a changing phase linearly dependent on the sweep number m, the Doppler frequency
resulting from the movement, and the chirp duration T .
Next, an FFT is performed along the columns of the data matrix. The columns can
be treated simply a time series with a sampling period of T .
−fb,max · · · f = −fb · · · f = fb · · · f = fb,max
− 12T 0 0 0 0... ... ... ...
−fd 0 · · · 14 · · · 0 · · · 0... ... ... ...
fd 0 · · · 0 · · · 14 · · · 0... ... ... ...
1
2T 0 · · · 0 · · · 0 · · · 0
(35)
Data matrix after the second set of FFTs is presented in Equation (35). Based on
the well-known Fourier transform of an exponential function, it is clear that an FFT
along the columns ±fb will produce single peaks corresponding to ±fd with equal
magnitudes.
Both range and radial velocity of a target can thus be estimated with what is
essentially a two-dimensional FFT. Certain assumptions have been made in this
process. Firstly, the discrete nature of the sampled signals was temporarily ignored
for the sake of clarity. The real spectrum of a sampled signal is obviously not going
to produce a single frequency peak as was assumed here, but rather a more spread one.
Secondly, while deriving an expression for the mixed signal, it was assumed that the
constant phase terms and quadratic time dependence had a negligible effect. This
allowed the signal to be reduced only to a beat frequency and Doppler frequency
dependent phase shift.
21
Thirdly, assumptions were made about the radial velocity of the target. The radial
velocity was assumed constant across the MT long period of gathering all required.
The radial velocity of the target was also assumed to be low enough as not to move
from one range bin to another.
3.1.4 Resolution and maximum value of estimated radial velocity with
slow-time processing
The second round of FFTs is performed on a time series with a sampling interval
of T . This means that a detectable Doppler frequency is limited by the Nyquist
criterion. Maximum Doppler shift due to the criterion can be expressed as
fd,max =
1
2T . (36)
The maximum radial velocity can be found by inserting maximum Doppler shift into
Equation (14) and solving for V , resulting in
Vmax =
c
4fcT
. (37)
Along with the maximum detectable radial velocity, an important factor is the
resolution of the radial velocity. From Equation (35) it can be seen that the resolution
is determined by the length of the second FFT along columns of the data matrix. The
frequency resolution along the columns can be calculated from highest the detectable
Doppler frequency and the length of the FFT. Frequency resolution is inserted into
Equation (14), and when solving for V radial velocity resolution is given by
∆V = c2fcMT
. (38)
Table 2: Measurement parameters of a device with fc = 24 GHz, B = 250 MHz,
T = 250 µs, and total sweep number M = 32.
Vmax ∆V Rmax ∆R
12.5 m/s 0.781 m/s 25.6 m 0.60 m
Consider a device with the same parameters as in previous examples. A sampling
period of Ts = 2.925 µs is assumed, resulting in N = 90 samples to cover a single
chirp. Resulting measurement parameters are presented in Table 2. A total of
M = 32 chirps are collected for slow-time processing, resulting in a total duration of
8 milliseconds. Note that intermediary time required for storing the data and other
relevant processes are not included in these calculations. Due to this, CRI is often
used over T . Since CRI is dependent on hardware, T is used in these calculations
instead.
These parameters will clearly result in a very good resolution when approximating
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the radial velocity of a target. However, maximum radial velocity might prove
problematic in some applications. Especially for highway speeds, the maximum
detectable radial velocity of approximately 45 km/h is very low. Same applies to the
maximum detectable range.
The maximum detectable radial velocity can be increased with either a lower carrier
frequency or shorter chirp duration. The carrier frequency and bandwidth of the
device are dependent on hardware, so changing them might prove difficult. They
are also subject to regulation. A shorter chirp will result in proportionally worse
resolution. Conversely, the resolution can be increased by gathering a higher number
of chirps. This will increase the total time required to gather the raw data matrix
and process it.
3.2 Processing a triangular chirp
Due to linear relation between frequency components of the mixed signal and target
parameters, FMCW modulation schemes are often based on linearly increasing ramps.
Combining chirps with multiple slopes has been shown to be an effective method for
estimating both range and radial velocity of multiple targets [58, 59, 9].
Refer back to a sketch of the triangular chirp presented in Figure 6. Up and down
sections of the triangular chirp will produce slightly different beat frequencies for a
moving target, as the Doppler shift affects them with opposite signs.
When using a triangular chirp, the resolution and maximum values of detectable
range are the same as outlined in Section 3.1.2. This is because a triangular chirp is
just two consecutive ramps with an opposite slope.
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3.2.1 Resolution and maximum value of estimated radial velocity with
a triangular chirp
Positive Doppler shift fbfb,up fb,down
Negative Doppler shift fbfb,down fb,up
Figure 8: Effect of Doppler shift on frequency peaks when target is either moving
towards or away from the radar. Solid line represents transmitted and dashed received
chirp. On the right a sketch of the spectrum, with up and down
Consider a triangular chirp reflected from a moving target. As stated earlier, a
Doppler shift will cause beat frequencies from up and down ramps of the triangular
chirp to drift apart. Their directions depend on whether the target is moving away
from or towards the target. The unshifted beat frequency lies between them. This is
illustrated in Figure 8.
Because the Doppler frequency is calculated from the same spectrum as the beat
frequency, its maximum value is not as limited as with slow-time processing. Up and
down ramp section beat frequencies are free to shift apart until they become aliased.
The highest margin for Doppler shift is when the target is halfway over Rmax. This
is where up and down section beat frequencies have the most space to shift apart.
The beat frequency corresponding to Rmax/2 is
fb,max
2 =
BRmax
cT
. (39)
This can be used to calculate a radial velocity that causes the corresponding Doppler
shift,
Vmax =
BRmax
2fcT
. (40)
Furthermore, we may insert Rmax in terms of the sampling interval Ts to reduce the
maximum radial velocity to
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Vmax =
c
8fcTs
. (41)
Vmax
R
BRmax
2fcT
RmaxRmax/2
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Figure 9: Maximum detectable radial velocity as a function of target distance in
relation to Rmax.
A theoretical maximum can be calculated for the radial velocity. Margin by which
up and down beat frequencies can drift apart before becoming aliased depends on
target position.
The described effect on maximum detectable target radial velocity is illustrated
in Figure 9. The maximum detectable radial velocity will decrease linearly towards
zero as the target moves away from the halfway point, and there is less space for the
up and down section frequencies to drift apart before they become aliased.
This suggests that the radial velocity estimated with a triangular chirp is much
less limited in terms of its maximum value, than when done with slow-time process-
ing. It is reasonable to assume that most applications using a triangular chirp will
rarely be limited by Vmax.
The radial velocity resolution of measurements with a triangular chirp is another
factor by which it differs from slow-time processing. Previous works [51, 60, 61] have
suggested that the radial velocity resolution is given by
∆V = c2fcT
, (42)
where T is duration of one ramp section, and therefore half of full duration of the
triangular chirp. This expression results in a Doppler frequency resolution of
∆fd =
1
T
, (43)
which implies that the smallest detectable change in Doppler frequency is inversely
proportional to the duration of the chirp. For a Doppler frequency to be detectable,
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entire period corresponding to the frequency would have to be sampled.
This appears to be quite an unforgiving limitation. For example, triangular chirps
using single ramps shorter than 500 microsecond would be capable of detecting
Doppler frequencies of only 2 kHz and higher. This in turn would translate to
a radial velocity resolution of 12.5 m/s, which would be an impractically coarse
resolution for many applications.
3.3 A comparison of triangular chirp and slow-time pro-
cessed single ramp chirps
3.3.1 Required computations
Consider first slow-time processing of multiple ramp chirps. After a number of
chirps have been transmitted, two sets of FFTs are performed. This is essentially
a two-dimensional FFT. First round is to find the range information of potential
targets. The second is to find the phase shift and Doppler frequency due to target
movement.
Contrary to slow-time processing single ramp chirps, only one triangular chirp
is processed for each target parameters estimation. This means that at the very least
one FFT is performed, but generally two. Up and down ramp sections of a triangular
chirp are often analyzed separately [9, 62, 63]. This will be the case in the presented
implementation as well.
Separate analysis presents an additional problem in the form of correctly pair-
ing frequencies corresponding to a real target. In a multiple target situation, N
targets result in N frequency peaks in both up and down ramp section FFTs. While
a large number of combinations exist for them, naturally only N of them correspond
to real targets. False pairings result in ghost targets [60, 64, 65], which do not
correspond to a physical source of reflection. Depending on application, these may
be especially dangerous.
To solve this problem, much time has been dedicated to the study of frequency
pairing algorithms [66, 62, 67, 68]. To simplify the pairing process and reduce num-
ber of potential ghost targets, modifications have been proposed to the triangular
waveform. Namely, some of these include trapezoidal waveform [63], waveforms with
alternating slopes [69, 66], combinations of multiple waveforms [64], and combinations
of stepped and linear frequency modulation [70].
These efforts can be contrasted with the fact that for a 2D FFT, pairing of beat
frequencies to a specific Doppler shift is essentially implicit [71, 68, 72]. Pairing
algorithms and elimination of ghost targets will not be considered further in this
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thesis, as all measurements were focused on estimating parameters of a single target.
It should also be kept in mind that beat frequencies acquired with slow-time process-
ing are Doppler shifted, if their corresponding targets are moving. This may require
an additional step in computations to correct. Each beat frequency needs to be
adjusted with the corresponding Doppler frequency. Contrary to this, calculating the
beat frequency from up and down sections of a triangular chirp eliminates Doppler
shift automatically.
3.3.2 Resolution and maximum values
3.3.2.1 Comparison of numerical values
Table 3: Measurement limitations when using a single ramp waveform with sweep
bandwidth of B = 250 MHz and carrier frequency of fc = 24 GHz. A total ofM = 32
chirps are slow-time processed.
T [µs] T ×M [µs] Rmax [m] ∆R [m] Vmax [m/s] ∆V [m/s]
125 4000 12.8 0.60 25.0 1.56
250 8000 25.6 0.60 12.5 0.781
500 16000 51.2 0.60 6.25 0.390
Table 4: Measurement limitations when using a triangular waveform with sweep
bandwidth of B = 250 MHz and carrier frequency of fc = 24 GHz.
2× T [µs] Rmax [m] ∆R [m] Vmax [m/s] ∆V [m/s]
250 12.8 0.60 534 50.0
500 25.6 0.60 534 25.0
1000 51.2 0.60 534 12.5
16000 820 0.60 534 0.781
Consider a device with same parameters as in previous examples. A carrier fre-
quency of fc = 24 GHz, swept bandwidth B = 250 MHz, and a sampling interval of
Ts = 2.925 µs are assumed. Maximum detectable values and resolutions for target
range and radial velocity with a slow-time processed single ramp chirps are presented
in Table 3. A range of chirp durations T examined. A total of M = 32 chirps are
collected for slow-time processing.
It can be seen that as the chirp duration increases, so does the maximum detectable
range. This is due to the slope of the ramp decreasing, which results in a lower beat
frequency for a specific round trip delay. Nyquist limit based on the sampling interval
is therefore reached for a longer round-trip delay. The range resolution can be seen
to remain constant and independent of the chirp duration, because it depends on
swept bandwidth and speed of light alone.
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Conversely, a longer chirp duration results in a lower maximum detectable radial
velocity. This is because a longer chirp increases sampling interval of the second
set of FFTs. A longer sampling interval will result in a lower detectable Doppler
frequency. The resolution of the velocity measurement can in turn be seen to improve
as the chirp duration increases.
Maximum detectable values and resolutions for range and radial velocity measure-
ments with a triangular chirp are presented in Table 4. Note that since a triangle
consists of two ramp sections with an opposite slope, its full duration is effectively
twice of that of a corresponding single ramp chirp.
It can be seen that the maximum detectable range behaves in the same way as
it does for a single ramp chirp. This is because the range estimation is practically the
same for a triangular chirp as it is for a single ramp chirp. The same applies to the
range resolution. The only difference is that to get the same maximum detectable
range, a triangular chirp needs to be twice as long as a single ramp chirp.
Main difference between the methods lies in their constraints in terms of radial
velocity. The maximum radial velocity with a triangular chirp is extremely high.
Note that this value was calculated at Rmax/2. It will be lower elsewhere, but this
should demonstrate that it is unlikely to be a problem. Consider, for example, the
triangular chirp of 1000 µs in duration. Even at a distance of 0.1Rmax, the maximum
radial velocity would be 107 meters per second. For an application where 51.8 meters
is a reasonable maximum range, the calculated maximum radial velocity is unlikely
to ever be a problem.
3.3.2.2 Analysis
Primary difference between slow-time processed ramp chirps and a triangular chirp
are their resolutions and maximum detecable values of radial velocity. When using
a triangular chirp, the maximum value is extremely high. This due to Doppler
shift being calculated from the same spectrum as the beat frequency. The Doppler
frequency resolution is essentially the same as for the beat frequency. This means
that the radial velocity resolution is very coarse.
Slow-time processing calculates Doppler frequency with an additional round of
FFTs. The sampling interval of the transformed time series along columns of the
raw data matrix is effectively PRI of the device. Despite there being relatively few
samples on each column, the time series still covers a long duration in time. Due to
this, it has a high resolution but low maximum value.
Similarly to the maximum detectable value for radial velocity, its resolution also
appears to somewhat differ between the waveforms. From Table 4 it can be seen
that even though the maximum value remains constant for all chirp durations, its
resolution improves for a longer chirp. This is in line with Equation (42), implying
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that the resolution is determined by the chirp duration T .
The smallest detectable Doppler frequency can be though of as the shortest pe-
riod that can fit into the sampled time interval. As was noted earlier, this appears
to be quite an unforgiving limitation. A triangular chirp needs to be quite long to
have a resolution equivalent to a slow-time processed set of single ramp chirps.
A more careful examination of the relation between chirp duration and the ra-
dial velocity resolution reveals that what actually matters is the full duration of time
spent sampling a signal. The radial velocity resolution of slow-time processing is
determined by total duration of the time series along columns of the raw data matrix.
For a triangular chirp, it is determined by the duration of the individual ramps.
From Table 3 and Table 4 it can be seen that a triangular chirp with 16000 µs
total duration has an equivalent radial velocity resolution to slow-time processed
chirps with total duration of 8000 µs.
A set of slow-time processed single ramp chirps can yield a good radial velocity
resolution. A short chirp duration will translate to a short maximum range. Both
can be improved with a longer chirp duration, but this will decrease the maximum
radial velocity. A single triangular chirp will have the same maximum range as one
single ramp chirp of the slow-time processed set, as the range estimation is the same
for them. The maximum radial velocity is very high, but dependent on range of the
target. The radial velocity resolution appears to be very coarse for short triangular
chirps, but can be improved with longer duration.
So far we have only considered processing signals as they were sampled. As was
mentioned before, the radial velocity resolution of both methods is dependent on
FFT length. It was stated that the resolution can be improved by increasing the
length of the FFT with a higher sampling rate. It is possible to improve resolution
of the FFT by artificially increasing number of samples by zero padding the signal.
3.4 Zero padding
Zero padding data has found multiple uses across disciplines. Some of these applica-
tions include equalizing data packet size [73], and reducing inter-symbol interference
[74] in wireless communications. More notably, zero padding has been implemented
as part of an interpolation algorithm in computational electromagnetics [75]. This is
especially relevant, as the proposed interpolator uses FFT.
Zero padded FFT has been successfully implemented for FMCW radars, both in
analysis of phase [57, 55] and frequency [76, 43, 77]. An increased accuracy in range
estimation has been demonstrated, but literature on the effect of zero padding on
estimated radial velocity is lacking.
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The interpolation of the frequency spectrum for a more accurate Doppler frequency
estimation has been studied earlier [78], but only for slow-time processing. Further-
more, the Newton interpolation of the spectrum was used rather than zero padding
the FFT. It should also be noted that even though a better accuracy was reported,
this does not solve the problem of relatively low maximum value of radial velocity
pointed out earlier.
The next several pages will be dedicated to demonstrating how zero padding affects
accuracy and resolution of an FFT. This will be done using a numerical example
using MATLAB and its built-in FFT function.
3.4.1 Signal zero padding and FFT resolution
Zero padding a time series representing a sampled signal will now be outlined. It
was shown earlier that when estimating radial velocity with a triangular chirp, the
resolution is inversely proportional to the duration of an individual ramp section.
This was shown to result in a very coarse resolution. We will now examine how the
accuracy of an FFT can be greatly improved through zero padding the signal.
fb,up fb,downfb
∆f ∆f
Figure 10: The smallest detectable effect of a positive Doppler shift on up and down
ramp sections of a triangular chirp.
Consider the source of radial velocity resolution for measurements with a triangular
chirp. The Doppler shift of the returned signal causes up and down ramp section beat
frequencies to shift apart. It is clear that the smallest detectable difference between
them is one frequency resolution of the FFT. This is illustrated in Figure 10.
Consider now a symmetric triangular chirp with a total duration of 2×T . The signal
is sampled with a sampling interval of Ts, so that
MTs = 2T. (44)
Note that for purposes of clarity, M has been substituted to denote the length of
a time series over N . To analyse the time series separately, they are split into two
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equally long parts,
0, Ts, 2Ts , . . . , (Mup − 1)Ts, (45)
MupTs, . . . , (Mup +Mdown − 1)Ts. (46)
This implies that
Mup = Mdown =
M
2 =
T
Ts
. (47)
Performing an FFT on the two time series results in the frequency resolutions of
∆fup =
1
TsMup
= 2
TsM
(48)
∆fdown =
1
TsMdown
= 2
TsM
. (49)
Assuming entire chirp duration is sampled, the number of samples is approximately
M = T/Ts. Substituting this, we get an FFT resolution
∆fup = ∆fdown =
2
T
. (50)
This is obviously twice the resolution of an FFT without splitting the time series into
two. Inserting one such FFT resolution into the formula for radial velocity (eq. (14)),
we get
∆V = c2fcT
. (51)
This seems to suggest that previous publications have used an FFT on the full time
series rather than splitting it. This makes sense, as the resolution is twice as high
than if the series were analysed separately. However, this changes with introduction
of zero padding.
Without adding any new actual samples, it is possible to artificially lengthen a
time series by padding it with zeroes. A vector of zeroes is simply added to end of a
time series, resulting in
Sampled up section︷ ︸︸ ︷
um(t′ = 0), um(Ts), um(2Ts), . . . , um(MupTs),
Zero padding︷ ︸︸ ︷
0, . . . , 0︸ ︷︷ ︸
Mup+Mpad=2N
(52)
Sampled down section︷ ︸︸ ︷
um(t′ = 0), um(Ts), um(2Ts), . . . , um(MdownTs),
Zero padding︷ ︸︸ ︷
0, . . . , 0︸ ︷︷ ︸
Mdown+Mpad=2N
(53)
The time series are padded with zeroes up to some much higher length than originally.
Due to simplicity of the implementation, we shall consider padded lengths in powers
of two. The built-in FFT function of MATLAB is based on the FFTW algorithm.
FFT algorithms are generally optimized for arrays with length in powers of two or
small prime numbers for maximum efficiency. [79, 80]
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After zero padding, resolution of the FFT is
∆fup =
1
Ts(Mup +Mpad)
= 1
Ts2N
, (54)
∆fdown =
1
Ts(Mdown +Mpad)
= 1
Ts2N
. (55)
Given a high enough N , frequency resolution can be brought down to an extremely
low level. A longer padding will increase FFT computation time, so it is worth
considering how much accuracy is actually needed.
3.4.1.1 Two frequency components in one time series
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Figure 11: Effect of zero padding on FFT. Unpadded time series (a) and its FFT
(b), along with a padded time series (c) and its FFT (d).
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Table 5: Number of samples and the corresponding frequency resolution for the
unpadded and padded time series.
Samples ∆f [Hz]
Unpadded 200 2000
Padded 212 97.7
Let us now examine how zero padding affects FFT in practice. Consider a T = 500
µs long signal sampled with an interval of Ts = 2.5 µs. The signal is therefore
represented by a time series with M = 200 samples. The corresponding frequency
resolution is 2000 Hz. These values are specified in Table 5.
The signal contains two sinusoidal waves with frequencies very close to each other.
It can be written as
u(t) = cos(2pi(f1 + f2)t) + cos(2pi(f1 − f2)t), (56)
where we have chosen the convenient frequencies of f1 = 25 ×∆f = 50 kHz, and
f2 = 0.05×∆f = 100 Hz.
The resulting time series is illustrated in Figure 11a, and the resulting FFT in
Figure 11b. The two frequency components are 200 Hz apart. The frequency resolu-
tion without padding is too coarse to distinguish between the two frequencies.
A zero padding is added to the time series. A generous padding up to 212 = 4 069
is chosen. Corresponding resolution can be calculated to be approximately 97.7
Hz. These values can also be seen in Table 5. Padded time series is illustrated in
Figure 11c, and the corresponding FFT in Figure 11d.
Despite the zero padded FFT resolution being smaller than difference between
the two frequency components, only one peak can still be seen in the spectrum. This
demonstrates that a zero padded spectrum is essentially just an interpolation of an
unpadded spectrum. If frequency components cannot be told apart in the unpadded
spectrum, zero padding will not make them distinguishable either. Relationship
between the frequency difference and the unpadded FFT resolution warrants further
investigation.
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Figure 12: Effect of f2 on the (a) unpadded and (b) padded FFT. Legend specifies
value of f2 as a fraction of unpadded FFT resolution.
Effect of frequency difference of the unpadded and padded FFT is illustrated in
Figure 12. The second frequency component f2 is varied from the original 0.05×∆f
to 0.5×∆f . In Figure 12a, the magnitude of the unpadded FFT is illustrated for
each value of f2.
Increasing f2 causes two different FFT peaks to emerge and drift apart. The
peaks are not distinguishable from each other until difference between them is at
least approximately one unpadded FFT resolution. In the padded FFT illustrated in
Figure 12b a similar behavior can be observed, although more accurately. The peaks
begin drifting apart as the frequency difference increases.
For the smallest f2, it can be seen that the two frequencies have merged into one
lobe. Its width is approximately two unpadded FFT resolutions, or 4 kHz. The same
behavior can be observed until the second frequency component is 0.4×∆f , when
two peaks appear. However, not until the frequency is 0.5 of the original resolution
does a clear null appear between the peaks, and they can reliable be identified as
two separate lobes.
It would seem that if the unpadded FFT is not sufficient in resolution, zero padding
can’t be used to distinguish frequencies that are closer to each other than the original
FFT resolution.
Since fractions of the FFT resolution were used as frequencies, these observations
will apply to any other signal duration consisting of any two frequencies. Similarly,
this would apply to three distinct frequencies as well. Frequency components less
than one unpadded FFT resolution away from each other are indistinguishable.
From Figure 12b it can also be seen that even though for f2 = 0.5 × ∆f differ-
ence between the two peaks should be 2 × 0.5 × ∆f = ∆f = 2 kHz, it actually
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appears to be slightly more. This could be expected. The resulting spectrum is
simply the sum of the individual spectra of each frequency component in the signal.
Because of discrete sampling, they are not the familiar impulse function of a continu-
ous sinusoidal wave. The effect does not seem to be very significant, and does not
warrant further discussion.
3.4.1.2 Two frequency components in two separate time series
In the previous example, it was demonstrated that two separate frequency compo-
nents are indistinguishable if their difference is less than the original, unpadded FFT
resolution. However, the radial velocity estimation with a triangular chirp is based
on the separate analysis of the up and down ramp sections. We will now examine
the effect of zero padding when attempting to distinguish between two frequency
components in separate time series. This is done with a simple MATLAB simulation
of a triangular chirp.
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Figure 13: (a) Frequencies of transmitted and received triangular chirps as a function
of time. (b) A zoomed version displaying frequency difference due to round trip delay
more clearly.
Assume a triangular chirp with up and down section ramp durations of T = 500 µs,
for a total duration of 2× T = 1000 µs. The frequency of the chirp is swept from a
carrier frequency fc of 24 GHz to 24.25 GHz, resulting in a bandwidth of B = 250
MHz. Similarly to the previous example, we assume that the signal is sampled with
an interval of 2.5 µs. The triangular chirp is represented with a time series consisting
of M = 400 samples.
Transmitted and received triangular chirps are analyzed, which means that this
example also somewhat demonstrates how the FMCW radar works. In Figure 13a
illustrates the transmitted and received triangular chirps. A zoomed version of the
situation is illustrated in Figure 13b. The effect of the round trip delay is clear. The
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delay has been chosen so that the frequency difference between the transmitted and
received chirps is f1 = 50 kHz, corresponding to a round-trip delay of 100 ns.
The transmitted signal is described as a sinusoidal wave with a linearly changing
frequency,
ut(t) = cos
(
2pifmod(t)t
)
, (57)
where fmod is a triangular function. Conversely, received signal has its frequency
delayed by the round-trip delay,
ur(t) = cos
(
2pi(fmod(t− td) + f2)t
)
. (58)
An additional frequency shift of f2 = 100 Hz has been added to the signal. In
practice, this corresponds to a Doppler shift due to a moving target.
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Figure 14: (a) The resulting FFT of the full time series (Triangular in legend), and
both up and down ramp sections when analyzed separately. (b) A zoomed version
around the apparent peak frequency.
Table 6: Numbers of samples for unpadded and padded full triangular time series
and the separate up and down ramp sections, along with the corresponding frequency
resolutions.
Triangular Ramp up Ramp down
Samples 400 212 200 212 200 212
∆f [Hz] 1000 97.7 2000 97.7 2000 97.7
Up and down ramp section of the triangular chirp are now analyzed together and
separately. The number of samples and the resulting frequency resolution for each
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analyzed time series is specified in Table 6. The label triangular refers to the entire
time series, and ramp up and down to the respective sections separately.
First, we analyse the entire time series of the sampled triangular chirp. The resulting
FFT resolution is 1 kHz. The full series is then broken down into two separate time
series of equal length. The resulting frequency resolution is 2 kHz. Similarly to
the previous example, a generous zero padding up to 212 is considered, bringing the
frequency resolution down to 97.7 Hz.
The magnitudes of unpadded FFTs are illustrated in Figure 14a. A zoomed version of
the spectrum around the peak is illustrated in Figure 14b. The frequency resolution
is too coarse in all cases to detect f2. However, a very slight shift can be seen between
the up and down ramp section spectra. The ramp up section would appear to be
shifted slightly to the left, while the down section is shifted slightly to the right.
This makes sense, as the up section has a slightly higher frequency than the down
section. Since the corresponding magnitudes are so small, and all estimations should
be based on apparent FFT peaks, this really isn’t useful information. Resolution is
simply too coarse to see any difference, even when analysing up and down sections
separately.
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Figure 15: (a) The resulting FFT of the zero padded full time series (Triangular
in legend), and both up and down ramp sections when analyzed separately. (b) A
zoomed version around the apparent peak frequency.
The magnitude of the zero padded FFT is illustrated in Figure 15a. An illustration
of the spectra when zoomed closer to the frequency peak is shown in Figure 15b.
An unexpected behavior of the full triangular time series spectrum can be observed.
Its peak appears to have shifted to a slightly higher frequency. This is probably
caused by the presence of a non-constant frequency in the time series. The reason
and causes behind this shift are no doubt interesting, but largely irrelevant to the
work at hand.
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True motivation for splitting the original time series into two and analysing them
separately can be seen in the difference between up and down ramp section FFT
spectra superimposed on Figure 15b. There is now a noticeable difference between
the frequency peaks. In fact, since the frequency resolution due to zero padding
is 97.7 Hz, the distance between up and down ramp section peaks corresponds to
two zero padded FFT bins. The additional frequency component of f2 = 100 Hz
is effectively rounded to the nearest integer multiple of the zero padded frequency
resolution, or in this case 97.7 Hz.
This clearly demonstrates that as long as FFTs are performed separately, zero
padding can be used to find a relatively small frequency difference between two time
series. Simply a long enough zero padding is required.
3.4.2 Practical implications
The process of zero padding and its effect on a sampled signal has been presented and
evaluated using some simple MATLAB examples. It was discovered that frequency
components that are closer than unpadded frequency resolution of the FFT are
indistinguishable from each other. This is in line with the assessment that zero
padding the signal essentially gives no new information about the number of frequency
components, but rather results in an interpolated version of the unpadded FFT.
This observation has the following practical implication when performing measure-
ments with an FMCW radar. Two targets will produce two distinct beat frequencies
when the transmitted and received chirps are mixed. However, if these two targets
are closer to each other than the range resolution given in Equation (29), they will be
indistinguishable from each other. This is due to the effect observed in Figure 12b,
where two close frequencies merge into peak. Each lobe produced by a target can in
turn be expected to be two unpadded frequency bins wide.
Zero padding the signal smooths the original FFT, allowing position of the peak of
an FFT lobe to be found more accurately. This is also the foundation of the next
practical implication relating to estimating the Doppler shift with a triangular chirp.
The first example related to range information and target discrimination. This
was done with one time series containing two distinct frequencies, which was anal-
ogous to two targets in very close proximity to each other. However, the method
for estimating the Doppler frequency from a triangular chirp is based on separate
analysis of two time series.
As was stated earlier, two frequency components too close to each other will essen-
tially meld into one lobe in the FFT regardless of the zero padded length. However,
if they are in separate time series this no longer is the case. It was also shown
that frequency corresponding to the peak of this lobe can be found more accurately
with zero padding. Hence, if the frequencies are in two different FFTs, they can be
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distinguished very accurately even for a relatively small difference.
4 Device overview
This section provides a brief overview of the radar device used for all of the measure-
ments. The device itself was developed as part of an effort to create a navigation aid
for visually impaired. It has been found to be reliable, and has been used in previous
research [13, 32]. A simplified block diagram of the radar device will be presented,
along with specifications of the key components. Waveforms generated by the radar
will also be illustrated and discussed.
4.1 Layout
PLL circuit VCO
PA
Transmitter
CH1 mixer
CH2 mixerLNA
LNA
Receivers
Radar chip
IF IF
CH1 IF (I and Q) CH2 IF (I and Q)
To A/D conversion
Figure 16: Diagram of the radar device analog components.
A simplified block diagram of the radar device structure is illustrated in Figure 16.
A PLL circuit is used to generate a voltage waveform, which in turn drives a voltage
controlled oscillator (VCO). Voltage from the PLL is used to sweep a given band-
width. The signal is then radiated by a transmitting antenna.
The radar device has been designed to operate with two identical receivers. This
way, interferometry technique [7, 81] can be used to approximate the direction of
arrival of a signal. This will not be considered in this work, so the extra data will
instead be used to lower the noise floor of the measurements.
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Amplifiers are used for both of the receive channels to compensate for power attenu-
ation due to the quartic term 1/R4 in the received signal. Received signals are then
mixed with the transmitted signals, resulting in a round trip delay dependent beat
frequency. In phase and quadrature components (I/Q data) [41] of the mixed signals
are forwarded to A/D conversion and signal processing.
PLL
Radar chip
Receivers
Transmitter
Figure 17: A top view of the radar device. Principal analog devices highlighted.
A top view of the radar device used in all measurements is presented in Figure 17.
Identical patch antennas have been used for both reception and transmission. The
phase difference between signals from the two receivers can be used to estimate the
direction of arrival of a signal. Since there are only two receivers, this can be done
only in a plane that is orthogonal to them.
Device Radar chip PLL circuit
Model BGT24MTR12 ADF4158
Notes Infineon [82] Analog Devices [83]
Device Microcontroller Reception and transmission
Model PIC32MX795F512L Patch antennas
Notes Microchip Technology[84] Optimized for 24-24.25 GHz (ISM) band
Table 7: Principal components of the radar device.
Principal components used in the radar device are illustrated in Table 7. An Analog
Devices ADF4158 [83] is chosen as the waveform synthesizer. It is capable of being
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programmed to generate simple sawtooth, ramp, and triangular voltage waveforms.
Duration, delayed start, and number of steps to complete the voltage sweep are all
programmable features that must be considered.
An Infineon BGT24MTR12 radar chip [82] is used as the component responsible for
generating, transmitting, and receiving the radar chirp. The component contains a
VCO that is driven by the PLL. It is capable of handling two sets of receivers and
transmitters. For this purpose, two transmitters and one receiver was used. Circuitry
that mixes the transmitted and received signals, and outputs the resulting I/Q data
is also included.
Transmitter and receivers of the radar device are planar patch antennas on top
of a dielectric substrate. They are illustrated in Figure 17.
A Microchip Technology microcontroller model PIC32MX795F512L [84] is used
to control the entire device. It is responsible for controlling register values of the
other components, A/D converters, and other tasks vital for the device’s operation.
The device can be connected to a desktop computer and programmed using a PICkit
programmer of the same manufacturer.
4.2 Generated triangular waveform
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Figure 18: (a) The chip select waveform of the microcontroller, and (b) a 1000 µs
long triangular voltage waveform fed into the radar chip.
Some waveforms generated in the radar device are illustrated in Figure 18. In earlier
sections, importance of the sampling interval of the time series analyzed with FFT has
been underlined. Voltage controlling the A/D sampling is illustrated in Figure 18a.
A period of the square wave corresponds to one A/D sampling interval. From this
figure it can be determined that one period of the square wave and therefore sampling
interval of the device is approximately 2.925 µs.
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A snapshot of a triangular waveform generated by the PLL is illustrated in Figure 18b.
The measurement was performed at voltage input of the radar chip, after it had been
through a filter and some circuitry. The waveform consists of two linear ramps with
opposite slopes, and has a total duration of 1000 µs. Sampled period of the waveform
corresponds to the section with higher noise. For good measure, the sampled period
is chosen as slightly longer than the actual waveform. This is to ensure that both up
and down ramp sections are fully sampled.
It should be noted that only a continuous triangular waveform can be generated
with the chosen PLL circuit. A single burst is not an option. This is evident in the
waveform’s behavior after the sampled interval ends. Due to delays in controlling
register values of the different components, a new waveform is started before the
PLL is switched off.
Before the PLL’s voltage is used to drive the VCO, it is fed through a smooth-
ing filter. This ensures cleaner and more consistent transmitted signal.
5 Measurements
This section presents actual measurements performed with the radar device. Mea-
surements were carried out in an anechoic chamber, and a generic office environment.
Setups and locations of the measurements will be presented and discussed. Reference
equipment needed during the measurements will also be briefly presented.
Practical implementation of the signal processing methods presented in earlier sec-
tions will also be discussed and demonstrated using a snapshot of one measured data
set.
The focus of this section is on data acquired during measurements in the ane-
choic chamber. The results will be presented in a series of figures and discussed in
their corresponding subsections. For good measure, similar measurements were also
carried out in a more realistic setting. Using some representative results, it will be
demonstrated that the method described in this work is valid and robust in more
cluttered environments as well. It does not rely on a ideal environment, such as an
anechoic chamber.
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5.1 Reference equipment
(a)
(b)
(c)
Figure 19: Equipment used during the measurements. (a) DT50 distance sensor used
as a reference, (b) a simple voltage divider constructed to scale output voltage of
DT50 down, and (c) the power supply used by the sensor.
To assess the accuracy of range and radial velocity estimation with a triangular chirp,
a DT50-2 model mid range distance laser sensor [85] was used. The device will simply
be referred to as DT50 from here on. To power the sensor, a Hewlett Packard power
supply was used to provide an operating voltage of approximately 20 volts DC. The
supply also provided a common ground for the measurement setup. The devices are
illustrated in Figure 19.
The DT50 sensor measured distance to a point illuminated by a laser point to
an accuracy of ±0.7 millimeters. The measuring range of the sensor was up to 10
meters on an absorbing target and up to 30 meters on a well reflecting target. The
sensor output was chosen as a DC voltage between 0 and 10 volts for a programmable
range. An A/D converter built in to the microcontroller of the radar device was used
to sample the voltage before the transmission of each sweep. Because the operating
range of the A/D converter was ±3.3 volts, a simple voltage divider was constructed
to scale down output voltage of the DT50 sensor.
Resistors with values of 100 kΩ and 43.2 kΩ were soldered together with short
wires for safely connecting them. When the smaller resistance was connected to
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ground and the larger to the DT50 output, voltage over the smaller resistance was
scaled down to approximately one third. Output voltage could then be sampled
using the built in A/D converter.
5.2 Estimating range and radial velocity of a target from
sampled I/Q data
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Figure 20: Snapshot of signal processing. (a) The voltage of the first in phase channel
(I1), and the corresponding triangular frequency waveform. (b) FFT of the I1 channel,
with full time series (Full ramp), and sections of the time series delimited by dotted
red lines (Ramp up and down).
Since the employed radar chip outputs the in-phase and quadrature components
from two receivers, we essentially have four separate signals that can be used in
detecting a target and estimating its parameters. A snapshot of voltage from one
of these channels is illustrated in Figure 20a. A 500 µs triangular chirp is used in
the snapshot. The triangular waveform in frequency domain is superimposed on the
figure. Its frequency is specified in the right y-axis.
Dotted red lines illustrate which samples are being used in the analysis. A margin of
five microseconds is included before and after an up or down ramp section begins.
This ensures that the waveform has time to settle, and that a clean sample of the
beat frequency is acquired.
Sampling the channels begins at time t = 0, but the triangular chirp is programmed
to be started only 8 microseconds after this. This means, for example, that analyzed
samples of the up ramp lie between 13 and 253 µs. This is done so that the waveform
has time to settle to the carrier frequency before beginning the sweep. The waveform
is also allowed to continue for a while after the chirp has been completed. This is to
ensure that one full triangular chirp is sampled.
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Figure 20a illustrates the somewhat periodic nature of the channels. A point of
symmetry can be seen near the point in time which corresponds to the tip of the
triangle. It can also be seen that the triangular chirp is generated continuously rather
than in bursts. Voltage in the channels continues to oscillate even after the triangular
chirp has ended. This is because the used hardware does not permit the generation
of bursts of triangular chirps. Instead, the PLL briefly begins a new triangular chirp.
I1 Q1 I2 Q2 Mean
Range [m] 8.83 8.85 8.85 8.81 8.84
Radial velocity [m/s] 1.04 2.09 2.09 0 1.30
Table 8: Range and radial velocity estimated from channels means of the snapshot. I
and Q are shorthand for in-phase and quadrature components of the first and second
receivers, respectively.
After each sweep has been sampled, an FFT is performed individually on each channel.
The result of this is illustrated in Figure 20b. In this example, a zero padding up
to 210 was used. Using the resulting frequency resolution and methods presented in
earlier sections, the frequency spectrum is converted into range information.
The range to the target is estimated for each channel from the mean of the ramp
up and down section peak positions. The Doppler shift due to radial velocity of the
target is estimated from the difference between the peaks. These values are specified
in Table 8. Actual range and radial velocity of the target is then estimated from a
simple mean of the individual channel results.
A further observation can be made from Figure 20b. Graph labelled as Full Ramp
in the figure is simply the full time series from Figure 20a. No samples have been
dropped. It can be seen that the spectrum has no clear peak where the target should
be. As such, no accurate estimations can be made from the full information. It is
clear that the full ramp information is not very useful.
Samples are dropped before an individual ramp sections begins and ends. This
is done to acquire a clean as possible sample of the beat frequency. A possible
explanation for the full time series spectrum not showing a clear peak is that extra
frequencies have been introduced to the spectrum. The ramp up and down section
peaks are so close that they might somehow interfere with each other. Similarly, extra
frequencies may have been introduced from the beginning, end, and halfway points
of the triangular waveform. Reader should refer back to the section on waveforms to
get a better idea.
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5.3 Anechoic chamber
The first set of measurements were carried out in an anechoic chamber operated
by VTT. The chamber is located at Otakaari 7, Otaniemi. Its measurements were
12× 12× 17 m3 [86]. The site was chosen due to its size, ease of access, and known
high quality.
The measurements were performed in an anechoic chamber in general to firstly
minimize any possible outside interference, multiple reflections and multi-path propa-
gation, and the presence of other targets which might adversely affect the measurement
results.
The purpose of these measurements was to demonstrate the accuracy of the proposed
method, and to highlight the relevant phenomena as clearly as possible. A corner
reflector was used for the same reasons. Hence, any sources of noise and errors were
sought to be minimized.
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5.3.1 Moving target
5.3.1.1 Measurement setup
Laptop
Power source
(a)
Radar
DT50
(b)
(c)
(d)
Figure 21: Measurement setup in the anechoic chamber. (a) A front view of the
setup. (b) A top view of the setup. (c) View down the walkway used as a testing
range. (d) A rear view of the setup.
47
The setup of the first measurement is illustrated in Figure 21. A frontal view of the
measurement setup is shown in Figure 21a with power source and laptop highlighted.
The laptop is connected to the radar through a PICkit used to program the micro-
controller of the radar device, and an UART link to import the measured data to
the laptop. The radar device and the DT50 sensor are mounted on a tripod at the
start of a walkway used as the testing range.
Figure 21b shows a top view of the setup. The radar device is securely attached to
the front of the tripod using a generic adhesive tape. Next to it is the DT50, which
has been secured to the tripod using a velcro strip. Visible are also the multicoloured
wires used to connect the radar to the PICkit, and the black cable used for the UART
link.
Figure 21c shows a view down the walkway that connects the back of the ane-
choic chamber to the front with a door used to access it. This walkway was used as
a testing range, and was approximately 10 meters in length.
Finally, a rear view of the measurement setup can be seen in Figure 21d. The
PICkit is more visible, as is the orange cable containing wires for the DT50 output
and input. Its ground was connected to the common ground provided from the power
source, and the DC voltage output to the A/D converted of the radar device microchip.
The measurement procedure was simple. A test subject stood in the opposite
end of the walkway holding a corner reflector. The laptop was used to order the
radar to begin transmitting and sending data over to the laptop. The received data
was saved in text files, and later accessed with MATLAB. Once the radar had begun
to transmit, the test subject walked briskly until approximately one meter away from
the radar device. The subject then turned around, and walked back to the opposite
end of the walkway, while maintaining the orientation of the corner reflector so that
it continued to face the radar device.
Since the DT50 measured the distance to a point illuminated by the laser, some issues
were encountered. Sometimes the laser dot missed the test subject, rendering the
measurement useless. The results were thus forced to be discarded. Three triangular
chirp durations were used, and each measurement was repeated five times. The most
representative results are presented in the following subsections.
Triangular chirp duration 2× T [µs] 250 500 1000
Samples 93 180 350
Time step [s] 0.113 0.137 0.193
Table 9: Average time step between each chirp due to the delay introduced by the
UART link.
Since the measured data had to be imported to the laptop for analysis, a relatively
long delay was introduced between each chirp. For each chirp, the voltage given
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by the DT50 was first measured. It was then sent over the UART link and saved
into a text file. After this, the chirp was triggered and sampled. Once the sampling
was finished, the data was seen over the UART link. The UART link was found
to be very slow, but still fast enough for it not to have an adverse effect on the
measurement. The radial velocities involved in the measurements were clearly small
enough for the time step to be small enough as well. Time steps due to the UART
link delay are specified in Table 9.
5.3.1.2 Results
5.3.1.2.1 250 microseconds
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Figure 22: Range estimated from data acquired with a triangular chirp 2× T = 250
µs in duration. Zero padded lengths specified in legend.
Position and radial velocity of a walking target were estimated using the channel
mean method specified earlier. Range information acquired with the reference device
DT50 is illustrated with the dashed blue line in Figure 22. A solid red line is used to
illustrate an unpadded range estimation, and the rest are for different zero padded
lengths. In both results, a target can be seen to approach the measurement setup from
approximately 9.5 meters to 0.5 meters and back, over the course of approximately
14 seconds.
The unpadded range estimation can be seen to follow the trend of the reference
measurement well. However, since frequency resolution of the FFT is so poor, the
graph can be seen to proceed in steps. These steps approximately correspond to the
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unpadded range resolution of 0.6 meters, but not exactly. This is due to some of
the samples being dropped right before the beginning and end of the ramp sections.
Increasing zero padding can be seen to have a significantly smoothing effect even
with a relatively short padding of 28. After this, increased padding can be seen
to have a very diminished effect. There appears to be no clear difference between
paddings of 210 and 212.
Despite the increased zero padding, a systematic error appears to persist in the
results. There appears to be a somewhat constant difference between the reference
data and estimated range. The source of this is not known, but can be speculated
on later. The same effect can be observed in all measurements.
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Figure 23: Radial velocity estimated from unpadded individual channels (a), and
the channel mean (b). Triangular chirp duration 2× T = 250 µs.
In Figure 23, the radial velocity of the walking target is estimated from raw unpadded
data. Even though all relevant information is included in the raw data, it is difficult
to interpret. The above figure demonstrates this. Velocity calculated from individual
channels can be detected in jumps of approximately 26.7 meters per second. This is
what could be expected, since the smallest shift that can be detected between the
up and down ramp section FFT peaks is one frequency resolution. After dropping
samples, the unpadded time series are both 40 samples long. With a sampling period
of Ts = 2.925 µs, this results in an approximate frequency resolution ∆f ≈ 8.55 kHz.
Inserting this into Equation (14) results in the observed radial velocity jump.
Radial velocity estimated from unpadded data appears to be useless in any ac-
curate estimations of target radial velocity. Taking the channel mean of the results
appears to provide little help. However, the results would still appear to correctly
indicate whether the target is travelling towards or away from the radar. It is
interesting that the unpadded range estimation appears to be far more accurate than
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unpadded radial velocity estimation.
Due to its obviously low information value, no further radial velocity analysis will be
performed on the unpadded data.
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Figure 24: Radial velocity estimated from data acquired with a triangular chirp
2× T = 250 µs in duration. Two results presented.
Effect of zero padding on the estimated radial velocity is illustrated in Figure 24. As
with the range estimation, a set of different zero paddings are studied. Similarly to
the range estimations, it can again be observed that a zero padding to 28 greatly
improves the results. Without padding, the estimated radial velocity was completely
in the wrong magnitude and very discontinuous. Although it would appear that the
padded results are still very noisy, they overall seem to indicate the correct direction
of movement, and magnitude with some reservations.
Increasing the zero padding has an effect that is similar to the range estimations.
The first padding provides the clearest improvement, and the effect is diminished for
the rest. When the change from 28 to 210 and 212 is compared, it appears that the
graph is approaching a set of so called final values. It can also be seen that some
extreme errors, especially between 6 and 8 second marks, cannot be corrected using
zero padding. Rather, the graph simply approaches some value there as well while
retaining a high error.
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5.3.1.2.2 500 microseconds
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Figure 25: Range estimated from data acquired with a triangular chirp 2× T = 500
µs in duration. Zero padded lengths specified in legend.
The total duration of the triangular chirp is increased to 2 × T = 500 µs. As in
the previous section, reference data acquired with the DT50 is illustrated with the
dashed blue line in Figure 25. The test procedure was essentially the same here as in
the previous section, except that walking speed of the test subject might have varied
slightly. Also, since time step due to UART delay was longer, the number of chirps
collected could be decreased.
As previously, range estimated from the unpadded data can be seen to change
in steps that approximately correspond to the calculated range resolution of 0.6
meters. Again, the steps are not exactly 0.6 meters for the same reason as before.
Some samples have been dropped from the time series. Zero padding up to 28 can
be seen to have a significantly smoothing effect. Longer paddings have a clearly
diminished effect. Similarly to the previous results, zero paddings appears to cause
the graphs to approach a final set of values. For example, when the subject is closest
to the radar some jumps can be seen in the range estimation which have not smoothed
out despite a very high zero padding.
A systematic error in estimated range can be seen here as well, and like previ-
ously, it is more pronounced when the target is moving away from the measurement
setup. Zero padding appears to have no effect on this error, which would suggest
that it is something inherent in the measurement.
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Figure 26: Radial velocity estimated from data acquired with a triangular chirp
2× T = 500 µs in duration.
The effect of zero padding on estimated radial velocity is illustrated in Figure 26. As
previously, the dashed blue line represents reference data acquired with the DT50
sensor.
The increased duration of the chirp has clearly had a positive effect on the re-
sults overall. The first zero padding appears to still be very noisy, but seems to
change in steps that are much smaller than before. It appears to correctly indicate
direction of the movement. However, the frequency resolution is still too coarse for
an accurate estimation of instantaneous radial velocity.
Increasing the zero padding to 210 appears to have an improved effect from the
250 µs chirp. The radial velocity overall appears to be very close to the reference
data. As previously, the effect is diminished for each increase in padded length. The
graphs seem to approach a set of final values that still have some inherent noise in
them. However, the apparent final values are much closer to the reference data and
overall provide a much more coherent picture. With sufficient padding, this chirp
duration would appear to be reasonably accurate for estimating instantaneous radial
velocity of the walking target.
As with the previous results, there are also high errors in the estimated radial
velocity that are not smoothed by the zero padding. They can be observed especially
at the start, halfway point, and end of the measurements.
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5.3.1.2.3 1000 microseconds
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Figure 27: Range estimated from data acquired with a triangular chirp 2× T = 1000
µs in duration. Zero padded lengths specified in legend.
The total duration of the triangular chirp is again doubled to 1000 µs. The estimate
range is illustrated in Figure 27, with the reference data drawn in dashed blue line.
Due to the increased UART delay, the number of chirps was decreased. Again, the
test subject walked back and forth in front of the radar, possibly with some natural
changes in walking speed.
Consistently with the previous results, the unpadded range estimation can be seen
to change in steps that approximately correspond to 0.6 meters. However, the steps
are more difficult to see as the plateaus between them are shorter in samples and
thus duration. Zero padding can still be seen to have a smoothing effect, similarly to
the previous results. Although the effect appears to be less pronounced, it should be
kept in mind that this is due to the time step being much longer. If signal processing
was done on the device, the steps in unpadded range estimation would be much
clearer. Zero padding would also appear to be much more effective.
A systematic error can be seen to persist in these results as well. As previously, zero
padding appears to have no effect on it.
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Figure 28: Radial velocity estimated from data acquired with a triangular chirp
2× T = 1000 µs in duration.
The effect of zero padding on estimated radial velocity of the walking target is
illustrated in Figure 28. Reference data acquired with the DT50 sensor is represented
by the dashed blue line.
Overall it can be seen that zero padding appears to be even more effective as
the duration of the triangular chirp increases. The effect and behavior of the first
zero padding can be seen to be very similar to the previous results. The main
difference is that for a longer chirp duration the set of final values that is approached
with longer paddings appears to be more accurate. Graphs corresponding to 28 and
210 paddings appear to follow the reference data much more accurately than in the
previous results. Similarly, the smoothing effect of zero padding is also diminished for
longer paddings. A padding of 212 imroves the results further, but with a diminished
effect.
It would seem that a moderate zero padding can be used to smooth out the actual
radial velocity from the unpadded and very discontinuous data. As the chirp duration
is increased, this final result is more reliably in line with the actual radial velocity of
the target.
These results appear to be very valid for estimating the instantaneous radial velocity
of the target, given a sufficient zero padding. It can also be seen that, same as before,
there are some spikes in the estimation which are not smoothed away by the padding.
They are much less severe, however.
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5.3.1.2.4 Noise and effect of channel averaging
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Figure 29: The noise cancelling effect of channel averaging with (a) 2× T = 250 µs
chirp, (b) 2× T = 500 µs chirp, and (c) 2× T = 1000 µs chirp.
The effect of channel averaging on estimated radial velocity is demonstrated in Fig-
ure 29. Resulting radial velocity of the walking target is plotted for each of the chirp
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durations using a zero padding of 215. The dashed blue line represents the reference
data, and the dotted lines each individual channel. Channel mean is illustrated with
a solid red line and circular markers.
Earlier, the 250 µs chirp was concluded to be very noisy, and unaffected by in-
creased zero padding. Figure 29a clearly shows how the individual channels are even
noisier themselves. Channel averaging results in a reduced noise amplitude. It can
also be seen that even though high errors in individual channels mostly cancel each
other out, some large jumps persist. This can be seen between the 7 and 8 second
marks.
Figure 29b shows that when the chirp duration is doubled to 500 µs, the indi-
vidual channels are much less noisy by themselves. This also results in their mean
being less noisy. Similarly to the 250 µs chirp, some strong errors persist despite
zero padding and averaging. These can be seen especially around the 8 and 9 second
marks, and at the end of the measurement.
Finally, Figure 29c demonstrates the 1000 µs chirp is the least noisy. Noise in
the individual channels cancelled out by the averaging is also seen clearly. Especially
when the walking target reverses direction, the averaging can be seen to give very
accurate results. The error in individual channels is high at around the 9 second
mark, but their average follows the reference closely. This is also the point where
shorter chirps were seen to have high errors despite averaging. Similarly to the
shorter chirps, some relatively strong errors that have not been corrected by the
averaging can be observed at around the 17 second mark.
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5.3.1.2.5 Deviation from reference
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Figure 30: Standard deviation of difference between the DT50 reference data and
target parameters estimated with different triangular chirp durations in an anechoic
chamber. (a) Position, and (b) radial velocity.
An error analysis is performed on the results acquired with different triangular
chirp durations. This is performed by analysing how they differ from reference
data acquired with the DT50 sensor. The difference between the estimated target
parameters and reference data is calculated for each sweep using a range of zero
paddings. Analysis is done with padded lengths ranging from unpadded data to 215.
Standard deviations of the differences are illustrated in Figure 30. The first data
points correspond to the results acquired with unpadded data.
The standard deviation of range estimation error is illustrated in Figure 30a. As
was pointed out while analysing the range estimation graphs, the first zero padding
greatly improves the results. Longer paddings have a diminished effect. This can
also be observed in the figure. The standard deviation quickly plateaus after the
second padding for each chirp duration. The plateaus are reached with zero paddings
of 27, 28, and 29 with the durations in their respective orders.
It can also be observed that the plateau is lowered if the duration of the chirp
is increased. This is an interesting observation, as the noise for each measurement
should be practically the same. It seems that a longer chirp is less affected by the noise.
The standard deviation of radial velocity estimation is illustrated in Figure 30b.
A very similar dependence on zero padded length can be observed here as well.
Increased zero padding causes the standard deviation to decrease with a diminishing
effect until a plateau is reached. However, this plateau requires a longer zero padding
to reach when compared to standard deviation in range error. These lengths appear
to be 29, 210, and 211, respectively.
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Interference from the environment should, for all intents and purposes, be the
same in each measurement. The noise appears to have a reduced effect on the results
with an increased chirp duration. The accuracy of the results can be improved with
zero padding to a certain extent, but a plateau is finally reached. It appears that
magnitude of the plateau decreases with an increased chirp duration.
Earlier it was observed that graphs of the estimated target parameters appear
to approach some final set of values as zero padding was increased. This can be seen
in the standard deviation approaching a value as well. It seems that extracting the
final values of radial velocity is more difficult, as it requires a longer zero padding to
plateau. An interesting observation is also that the final value of the radial velocity
standard deviation appears to be approximately inversely proportional to the chirp
duration. Doubling the chirp duration approximately halves the standard deviation.
The reason for this is discussed in more detain in Section 6.2
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5.3.2 Stationary target
5.3.2.1 Measurement setup
(a) (b)
(c) (d)
Figure 31: Measurement setup in the anechoic chamber. (a) A view down the testing
range. (b) A front view of the measurement setup. (c) A close-up of the corner
reflector and table. (d) A view from behind the corner reflector.
To study how noise affects the estimated position and radial velocity of a target,
an additional set of measurements were carried out. The setup of the measurement
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is illustrated in Figure 31. Rather than a moving target, a stationary target was
used instead. The target would remain in a fixed range and should exhibit a radial
velocity of 0 meters per second. This should allow the noise susceptibility of a range
of zero paddings and chirp durations to be assessed. A generic corner reflector was
used as the stationary target. It was placed on a table consisting of plastic and foam
at a distance of approximately 4.85 meters.
Other than generated chirp durations and corresponding lengths of sampled time
series, no changes were made to the radar device. The sampling period remained
as Ts = 2.925 µs. Total lengths of the time series ranged from 76 to 520, and were
linearly dependent on chirp duration. Figure 31a presents a view down the range
with the radar and stationary target visible. A frontal view of the setup is presented
in Figure 31b, the DT50 sensor now being absent. A more detailed view of the
stationary target is shown in Figure 31c and Figure 31d.
Measurements were performed with a range of chirp durations, ranging from a
total triangular chirp duration of 200 µs to 1500 µs. The position and radial velocity
of the target over time were estimated with a total of 100 chirps for each individual
duration. The data was analyzed using a range of zero padded lengths, from no
padding up to a padded length 218. The anechoic chamber was a very low noise
environment, so a long zero padding was required to find the final set of values for
each duration.
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5.3.2.2 Results
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Figure 32: Measurement results of a stationary target. (a) Apparent position, and (b)
standard deviation of position. (c) Apparent radial velocity, (d) standard deviation
of radial velocity.
Measurement results with a stationary target are presented in Figure 32. The ap-
parent position of the stationary target was estimated by calculating the position
corresponding to each chirp, and taking a simple mean of the position. The resulting
position as a function of chirp duration is illustrated in Figure 32a for a range of
zero padded lengths. The standard deviation of position estimated with each chirp
duration is illustrated in Figure 32b for a range of zero padded lengths.
Similarly, the apparent radial velocity of the stationary target is estimated by calcu-
lating it for each sweep and then calculating their mean. The apparent radial velocity
as a function of chirp duration is illustrated in Figure 32c for a range of zero padded
lengths. Finally, the noise susceptibility of the radial velocity estimation is analyzed
by calculating its standard deviation for each chirp duration. This is illustrated in
Figure 32d for a range zero padded lengths.
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The distance to the target was measured to be approximately 4.85 meters. Figure 32a
shows that the estimated position of the target seems to depend on both the length
of zero padding and duration of the chirp. For a given chirp duration, increasing he
zero padding seems to cause the estimated position to approach a final value. The
effect of increased padding can be seen to diminish rapidly. Change from no padding
to 29 can be seen to have a significant effect, whereas from 212 to 215 and 218 almost
no cange can be observed.
The estimated position of the target also seems to depend on the chirp duration,
although not very significantly. The final values reached with a zero padding of 29
and longer are all within 50 millimeters of each other. As the length of zero padding
and chirp duration increase, the estimated position can be seen to approach a value
of approximately 4875 millimeters.
Overall, the estimated position appears to be very stable. Without padding, there
is no deviation at all because the subtle changes in position are too small to be
detected by the coarse FFT. However, as the padding is increased the deviations
become apparent. For a zero padding of 212 and above, the deviation is consistently
less than 0.5 millimeters. Overall the 29 padding appears to be too coarse to detect
anything other than some relatively large anomalies at 200 µs and 400 µs.
The estimated radial velocity of the stationary target appears to have some sort of
permanent offset, which can be observed in Figure 32c. The offset is too small to be
detected from the unpadded data, but becomes apparent after the first padding. This
means that the ramp up and down section frequency peaks are somehow permanently
shifted apart, rather than in the same position as they should be. It can also be
seen that the offset decreases as chirp duration increases. Similarly to the previous
results, the radial velocity seems to approach a final value for a given chirp duration
as the zero padding is increased. There seems to be very little difference between
the 215 and 218 paddings. For longer paddings, the effect of chirp duration on the
offset becomes more clear. The offset is approximately inversely proportional to the
chirp duration. Doubling the duration appears to halve the offset.
Even with the apparent offset, the estimated radial velocity of the stationary tar-
get appears to be very stable. Figure 32d shows that the standard deviation also
decreases as the chirp duration increases. It appears to approach some final value as
the padded length increases, similarly to the other parameters. However, since the
noisiness of the estimation is so small inside the anechoic chamber, a very lengthy
padding is required to bring this effect out.
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5.4 Office setting
5.4.1 Measurement setup
(a)
(b)
Figure 33: Measurement setup indoors. (a) View down the test range from a distance
of approximately 7 meters. (b) Back view of the measurement setup and test range.
Note the two pillars.
Due to the success of the previous measurements, the tests involving a walking
target are repeated indoors in an office environment. A long corridor inside a VTT
office building acted as the testing range. Since the measurements were performed
without help this time, the author acted as the test subject. The test subject started
from approximate one meter away from the measurement setup, walked briskly to a
distance of approximately seven meters, and then walked back. The test range is
illustrated in Figure 33. Except for the location, the parameters of the equipment
remain identical to the previous section.
64
The corridor had multiple open doors to offices and workshops on both of its sides.
At distances of approximately one meter and seven meters there were two large
columns on the right hand side of the corridor. The location was chosen due to its
length to allow for a measurement of similar duration to the previous one. A closed
office space was also useful in assessing how the target parameter estimation was
affected by outside interference, such as reflections from multiple targets.
The measurements were performed for a range of chirp durations, but only re-
sults for the 1000 µs chirp are presented. This is because they were concluded to be
most representative of the triangular chirp’s accuracy and robustness. Zero paddings
of 28, 210, and 212 will be considered.
5.4.2 Results
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Figure 34: Range estimated from data acquired with a triangular chirp 2× T = 1000
µs in duration. Zero padded lengths specified in legend.
The total duration of the triangular chirp was 1000 µs. The resulting range estima-
tions for different zero padded lengths are illustrated in Figure 34.
Similarly to the results acquired in an anechoic chamber, the steps in unpadded
range estimation have become harder to see. This is again due to the number of
chirps being decreased since the UART delay is longer. Higher zero paddings seem
to yield little improvement in range estimation.
A systematic error similar to all the previous range estimations persists in these
results as well.
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Figure 35: Radial velocity estimated from data acquired with a triangular chirp
2× T = 1000 µs in duration. Zero padded lengths specified in legend.
The effect of zero padding on estimated radial velocity of the target is illustrated in
Figure 35. Reference data acquired with the DT50 is illustrated with the dashed
blue line.
Zero padding can be seen to affect the results very similarly to the anechoic chamber
section. The first zero padding is still too coarse to estimate the instantaneous radial
velocity of the target. Still, it seems to accurately indicate the presence and direction
of a moving target. Each successive increase in zero padded length causes the graph to
approach the final set of values. The graphs obtained with 210 and 212 zero paddings
are very close to the reference data. It is clear that the instantaneous radial velocity
of a moving target can be estimated very accurately even in an environment with
multiple sources of interference.
5.5 Summary of results and observations
5.5.1 Procedure and setup of measurements
In this section, a large number of results were presented. Measurements were per-
formed with a range of triangular chirp durations, and their effectiveness in estimating
the position and radial velocity of a single target were assessed. Only the duration
of the transmitted chirp was considered, as altering other parameters of the radar
device was not feasible.
Measurements were performed in two distinct environments. Procedure and setup
of the measurements were the same in both of them. A person holding a corner
reflector was used as a test subject. The position and apparent velocity of a stationary
target were also considered. First, a large anechoic chamber was used as a testing
ground. This was done to demonstrate phenomena relevant to target detection with
a triangular chirp as clearly as possible. The chamber eliminated possible sources of
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outside interference.
The same measurements were repeated in an office environment. This was done to
demonstrate robustness of the method in a more realistic scenario.
5.5.2 Effect of zero padding and chirp duration
Measurements were performed in the anechoic chamber using a range of chirp
durations, and the data was processed using different zero padded lengths. The
measurements can be considered to have been successful. It was demonstrated that
zero padding the raw data can greatly improve accuracy in estimating the position
and radial velocity of a target.
The presented results demonstrate that estimated target parameters are suscep-
tible to outside interference in a manner that is approximately inversely proportional
to duration of the chirp. Increased chirp duration yields more accurate results. Raw
data can be zero padded before signal processing to increase accuracy further, but
only up to a certain point. With longer zero paddings, the graph of estimated radial
velocity seemed to approach some final set of values. The longer the chirp was, the
more accurately this final graph followed reference data.
The results suggest that accurately estimating the position of a target is easier
than its radial velocity. Even with a relatively short chirp of 250 µs, raw unpadded
data yields reasonably accurate results. However, even using a relatively long chirp
of 1000 µs it is not feasible to estimate instantaneous radial velocity of a moving
target from raw data. It was shown that the presence and direction of a moving
target can be indicated correctly, but the resolution is too coarse. Without greatly
increasing chirp duration, zero padding is required to estimate radial velocity.
5.6 Quality of results
Radial velocity estimated with 250 and 500 µs was found to be too noisy for targets
moving at walking speeds. With a sufficiently long zero padding, they had standard
deviations of 2.5 and 1.25 m/s, respectively. These results followed general trend of
the reference data well, but were not sufficiently accurate for reliably estimating the
instantaneous radial velocity of the target.
Results obtained with a 1000 µs chirp were found to be extremely accurate. The
graph of the estimated radial velocity coincided with the reference data very well.
Noisiness of the results were also low enough to clearly see that radial velocity for
practically all measurement points was very accurate. The standard deviation of
difference to the reference data was approximately 0.25 meters per second. In practice,
this means that 68.2% of data points were within 0.25 m/s of the highly accurate
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reference data.
This was a clear improvement over the shorter durations, where the instantaneous
radial velocities had comparatively high errors. The 1000 µs chirp was shown to be suf-
ficiently accurate to estimate the target’s radial velocity at any given moment in time.
Due to success of measurements in the anechoic chamber, they were repeated in a
more realistic environment. The 1000 µs chirp was shown to maintain its accuracy,
proving its robustness and potential for practical applications.
6 Conclusion
This section presents a summary of conclusions that can be made from presented
experimental results.
6.1 Measurement setup
Measurement setups and procedures described in Section 5 were found to be simple
and effective. Reproducing presented experiments should not be challenging. All
procedures can be carried out by a single person.
Only point of contention in these results might be length of the time step between
each measured data point. Due to UART link data transfer delay, it was very long
in comparison to chirp duration. A shorter time step could be realized, but this
would require an alternative data transfer protocol, or changing programming of the
microcontroller. Regardless, the results are very illustrative. If the presented method
is implemented on the microcontroller itself, time between successive measurements
will naturally be much shorter.
6.2 Measurement results
Results obtained in both the anechoic chamber and office environment were excellent.
The graphs presented in Section 5.3 demonstrate that the zero padding of a trian-
gular chirp can significantly increase the accuracy of radial velocity estimation. A
relatively short triangular chirp can be used while maintaining high accuracy. Much
higher radial velocities are detectable than with slow-time processing. Both are clear
improvements over slow-time processing. A disadvantage is the need for frequency
pairing in a multi target situation, although this could be offset by the much shorter
total chirp duration.
It was shown that the error in estimated range and the radial velocity of a tar-
get was approximately inversely proportional to the duration of the triangular chirp.
This was shown to be the case with both a moving and stationary targets. A longer
chirp naturally means more actual data samples in addition to zero padded samples.
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It was discovered that zero padding had a diminishing effect up to a certain point,
depending on chirp duration. This would suggest that there was some accuracy limit
in the measurements.
Inverse proportionality to chirp duration can be explained by the Cramer-Rao
lower bound (CRLB) [87], which defines the accuracy limits of estimating a sine
wave from a set of noisy discrete samples. The limit depends on signal-to-noise ratio
(SNR) of the device, and the number of samples. The more noise there is, the more
difficult it is to accurately reconstruct the sine wave. In turn, a higher number of
samples can increase the accuracy. The noise affects the apparent frequency of the
sine wave, which is how it relates to FMCW radars.
A more concise explanation is provided in [76]. The publication demonstrates
that the CRLB causes a statistical variance in range estimation with an FMCW
radar in a noisy environment. The variance is inversely proportional to the number
of samples used. The variance of the estimated range should therefore decrease when
the number of samples is increased. The accuracy of a zero padded FFT, along with
other algorithms, is demonstrated to be limited by the CRLB.
Since radial velocity is estimated from the same FFT spectrum as range, it is
reasonable to expect that it would behave in a similar manner. SNR of the radar
device should practically be the same across all measurements in the same environ-
ment. Therefore, a longer chirp duration and a correspondingly increased number of
samples should result in a lower error where the accuracy will reach a plateau.
This demonstrates that zero padding can be used to improve the accuracy only
to a certain point. After the effect begins to diminish, the accuracy can be improved
only with a longer chirp, or a shorter sampling interval.
Due to the success of measurements performed in the anechoic chamber, they were
repeated in an office environment. The results were shown to more or less retain
their accuracy. This demonstrates the method to be robust and ready for practical
applications.
6.3 Distinction between resolution and accuracy
In Section 3.4 it was demonstrated that the position of a frequency peak in an
FFT spectrum can be pinpointed more accurately using zero padding. This was
demonstrated to be especially useful when comparing separate spectra from two
different time series. However, this was found not to have an effect on distinguishing
between two frequency peaks in the same FFT spectrum.
The two separate spectra are analogous to up and down ramp sections of a tri-
angular chirp. Finding the values of the peaks more accurately allows far more
accurate estimation of the Doppler shift and radial velocity. Zero padding has a
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similar effect on the range estimation as well. Note that this only improves the
accuracy of the estimation, not actual resolution of the radar.
Some earlier publications refer to an improved resolution when describing the effects
of zero padding and some other means of interpolation [55, 56, 76]. What is actually
being improved is ability to pinpoint the range of a specific target, not distinguishing
two targets. The range resolution of an FMCW radar is the minimum distance
between two targets where they still appear as separate [1, 7, 15]. This can only be
improved with a broader sweep bandwidth.
It was demonstrated that zero padding increases the accuracy of the FFT, not
the resolution. Distinction between the resolution and accuracy of FMCW mea-
surements is correctly highlighted in [57]. Similarly, the results of interpolation are
correctly referred to as improved accuracy in [78]. Although some [54] methods are
capable of detecting targets that are too close to be resolved with FFT, it is still
reasonable to maintain a clear distinction between the accuracy and resolution of
FMCW measurements.
6.4 Future research
Only single target measurements were considered in these measurements. In many
practical applications this is an unlikely scenario. Pairing algorithms for waveforms
that produce multiple beat frequencies for one target have been a subject of intense
study [62, 66, 67, 68]. For the presented method to be truly practically viable, it
needs to be able to effectively recognize real targets and avoid detection of ghost
targets.
An offset was observed when estimating the radial velocity of a stationary tar-
get in Section 5.3.2. The offset seemed to be inversely proportional to the chirp
duration, and decreased quickly as the duration increased. Despite this, an investiga-
tion into why short chirp durations displayed such a high offset could be in order.
All signal processing was done outside the radar device itself. Data was trans-
ferred to a laptop, which handled the long and demanding FFTs. For practical
purposes, signal processing should be realized on the microcontroller of the radar
device. This would introduce limited resources in terms of time and computing power
to the data. Only the effect of zero padding on accuracy was considered, not how
time-efficient it actually was.
It has been demonstrated that the radial velocity and position of a target can
be estimated with a high accuracy by means of increasing accuracy of FFT. Other
methods of enhancing beat frequency accuracy should be considered, such as chirp
z-transform [52, 53], ESPRIT algorithm [54], and frequency estimation [88, 89]. They
should be contrasted with the simple zero padding in terms of their computational
requirements to produce more practical solutions.
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