A Classical Algorithm for Quantum $\textsf{SU}(2)$ Schur Sampling by Havlíček, Vojtěch et al.
A Classical Algorithm for Quantum SU(2) Schur Sampling
Vojteˇch Havl´ıcˇek∗
Department of Computer Science, University of Oxford,
Wolfson Building, Parks Road, Oxford OX1 3QD, UK
Sergii Strelchuk
Department of Applied Mathematics and Theoretical Physics,
University of Cambridge, Wilberforce Road, Cambridge, CB2 3HU, UK
Kristan Temme
IBM T.J. Watson Research Center, Yorktown Heights, NY 10598, USA
Many quantum algorithms can be represented in a form of a classical circuit positioned between
quantum Fourier transformations. Motivated by the search for new quantum algorithms, we turn
to circuits where the latter transformation is replaced by the SU(2) quantum Schur Transform – a
global transformation which maps the computational basis to a basis defined by angular momenta.
We show that the output distributions of these circuits can be approximately classically sampled in
polynomial time if they are sufficiently close to being sparse, thus isolating a regime in which these
Quantum SU(2) Schur Circuits could lead to algorithms with exponential computational advantage.
Our work is primarily motivated by a conjecture that underpinned the hardness of Permutational
Quantum Computing, a restricted quantum computational model that has the above circuit struc-
ture in one of its computationally interesting regimes. The conjecture stated that approximating
transition amplitudes of Permutational Quantum Computing model to inverse polynomial precision
on a classical computer is computationally hard. We disprove the extended version of this conjec-
ture – even in the case when the hardness of approximation originated from a difficulty of finding
the large elements in the output probability distributions. Finally, we present some evidence that
output of the above Permutational Quantum Computing circuits could be efficiently approximately
sampled from on a classical computer.
I. INTRODUCTION
Charaterizing the power of quantum computers is one
of the two major challenges in quantum computation,
with the other being their scalable implementation. A
seminal approach to the former problem is the study of
conditions which make quantum algorithms amenable to
methods of efficient classical simulation. A number of im-
portant quantum algorithms can be cast in a form of clas-
sical circuit positioned between a pair of circuits which
implement quantum Fourier transformation. These are,
for example, algorithms for the Hidden Subgroup Prob-
lem which in particular include the Shor’s factoring al-
gorithm [1, 2]. While the latter provides strong evidence
that quantum computers outperform the classical ones,
Schwarz and van den Nest [3] showed that the respective
quantum circuit could be efficiently classically simulated
if its output distribution was sufficiently close to being
sparse.
In our current work, we aim to characterize a differ-
ent class of circuits that instead of the quantum Fourier
transform contain the quantum Schur transform (QST)
as depicted on Fig. 1. QST is a map from the com-
putational basis to a basis defined by angular momen-
tum [4–6] and it underpins a variety of quantum in-
formation processing tasks, including spectrum estima-
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Figure 1. Schematic diagrams of the quantum circuit used in
Shor’s factoring algorithm (Left) and the circuits we consider
here (Right). QST denotes the SU(2) Quantum Schur Trans-
formation. The classical circuits between the transforms can
represent, for example a polynomially-long sequence of Toffoli
gates.
tion [7, 8], hypothesis testing [9–12], quantum comput-
ing using decoherence-free subspaces [13], communica-
tion without a shared reference frame [14, 15], and quan-
tum color coding [16]. A quantum circuit that efficiently
implements this transform was first described in [4–6]
and recently improved by Kirby and Strauch [17, 18].
The extent to which circuits using QST could be used
to devise new quantum algorithms is, to our knowledge,
largely unexplored - possibly with the exception of [19]
and [20].
QST is a centerpiece in the analysis of Permutational
Quantum Computing (PQC) [21] – a restricted quantum
computational model based on recoupling of angular mo-
menta [20, 22]. It has been conjectured that PQC has
supra-classical computational power. One of the conjec-
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2Figure 2. (Left) A part of the | 〈x|C|y〉 |2 matrix for a typical PQC instance. After normalization, most matrix elements are
indistinguishable from zeros within the polynomially small approximation window. We show how to classically find the large
elements. (Right) The output matrix with sorted output, demonstrating that an overwhelming fraction of the probabilities are
usually small.
tures supporting this belief stated that an approximation
of its transition amplitudes in the regime where they en-
code matrix elements of the symmetric group irreps in the
Young’s orthogonal form [20, 23] is hard to compute clas-
sically if we require inverse polynomial precision (in the
number of input qubits). While in our previous work we
presented an efficient classical algorithm for approximat-
ing such transition amplitudes [21], an intriguing ques-
tion remained: Is it also possible to identify all PQC
transition amplitudes that can be approximated using
classical methods with the inverse polynomial precision?
Since the expected output probability of an n-qubit quan-
tum circuit C with an input state |y〉 is given by:
Ex
(| 〈x|C|y〉 |2) = 1
2n
∑
x
| 〈x|C|y〉 |2 = 1
2n
,
approximating these values with an inverse polynomial
precision cannot distinguish the majority of 〈x|C|y〉 am-
plitudes from zeroes (see Fig. 2). Could we exploit the
difficulty that arises from finding large matrix elements
encoded in the output of the algorithm and thus demon-
strate the (exponential) quantum computational advan-
tage?
We show that this is not the case by describing a clas-
sical method that finds all large output probabilities in
polynomial time. Our proof technique uses the simula-
tion technique of Schwarz and van den Nest [3] where the
authors studied analogous problem in the context of the
quantum Fourier transform. This approach uses a vari-
ant of the Kushilevitz-Mansour algorithm used in clas-
sical learning theory [24, 25]. We adapt it for distribu-
tions arising in the class of circuits using the QST, which
include the relevant regime of Permutational Quantum
Computing. We then show how to classically approxi-
mately sample their output distributions. The sampling
algorithm becomes efficient for output distributions that
are sufficiently close to sparse.
1 3 n− 1 n2
S2[2]
S2[3]
S2[n−1]
S2[n], Z
Figure 3. Sequentially coupled basis on n qubits. The num-
bers at the leaf nodes label qubits. Every vertex • carries a
total spin operator S2A, that forces qubits in set A to one of
its eigenstates. Similar diagrams can be used to label basis
states and are shown in Appendix C or [20].
Our results additionally imply that sampling from the
quantum Schur circuits can only lead to exponential com-
putational advantage if the individual elements of the
output distribution cannot be resolved by polynomial ap-
proximation with the quantum device by taking polyno-
mially many samples. A way to circumvent this restric-
tion, similarly to the case of circuits that use the quan-
tum Fourier transform, could be to use a technique uti-
lized in the Shor’s algorithm that reconstructs group gen-
erators by sampling log |G| group elements for a super-
polynomially large |G|. There is no meaningful counter-
part to this approach for the QST as of now.
II. QUANTUM SU(2) SCHUR SAMPLING
The studied circuits are derived from the Permuta-
tional Quantum Computing - a computational model
based on recoupling of angular momenta [20, 22]. We
hence review the basics of the angular momentum the-
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Figure 4. The branching diagram. The highlighted path J =
[
1
2
→ 0→ 1
2
→ 1] corresponds to a set of five 4-qubit quantum
states: |J ,M〉 = ∣∣M,J = 1, j[3] = 12 , j[2] = 0〉 with M ∈ {−2,−1, 0, 1, 2}. The path takes the following sequence of steps:↘,↗,↗ and correponds to a Yamanouchi symbol 011. Yamanouchi symbols are used in representation theory of the Symmetric
group, which is made explicit by the diagram on the right, showing that each branching diagram node can be also labelled
with the Young diagrams on two rows. Every Young diagram with n boxes has n
2
+ J boxes in the top and n
2
− J boxes in
the bottom row labels a set of paths from An that end at the same J . As detailed in Appendix E, the individual paths can be
shown to be bijective with standard Young tableaux with two rows. We use to improve the sampling algorithm in Section IV.
ory before introducing them. Consider n qubits indexed
by [n] := {1, 2 . . . n}. The spin of the k-th qubit is defined
by a triple of operators:
~Sk =
1
2
(Xk, Yk, Zk) ,
where Xk, Yk, Zk denote the Pauli X,Y, Z operators on
the k-th qubit. The total spin operator on a qubit subset
A ⊆ [n] is given by:
S2A :=
∑
k∈A
~Sk ·
∑
k′∈A
~Sk′ .
We write S2 := S2[n]. The operators S
2
A and S
2
B commute
if and only if the sets A and B are disjoint or one is
contained in the other. Let:
ZA :=
1
2
∑
k∈A
Zk,
denote the azimuthal spin operator on a qubit subset A.
We again use Z[n] := Z. The operators ZA and S
2
A com-
mute for any A ⊆ [n] and share an eigenspace labeled by
quantum numbers jA and mA. The quantum number jA
is the total spin of qubits in A and mA is the azimuthal
spin. Both spin numbers are subject to constraints: the
azimuthal spin mA only takes values in integer steps be-
tween −jA and jA, while the total spin numbers are ei-
ther integer or half-integer and combine according to the
angular momentum addition rules [26, 27]:
jA∪B ∈ {|jA − jB |, |jA − jB |+ 1, . . . , jA + jB} . (1)
Sets of commuting spin operators can be used to define
complete orthonormal bases [20]. A particular basis is
given by coupling a qubit at a time; that is by the joint
eigenstates of:
S2[2], S
2
[3], . . . S
2, Z.
We call it the sequentially coupled basis. The basis states
are labeled by eigenstates j[2], j[3] . . . , j[n−1], J and M of
the spin operators. By Eq. 1, these are subject to:
j[1] =
1
2
, j[k+1] =
∣∣∣∣j[k] ± 12
∣∣∣∣ , (2)
which can be expressed diagrammatically by a branching
diagram (Fig. 4). Up to the quantum number M , the se-
quential basis states correspond to paths in this diagram
that start at j[1] =
1
2 .
Let Ak be the set of all such paths on k qubits. Any
path j ∈ Ak can be labelled by a bitstring by writing 1
for any ↗ edge of the path and 0 for an ↘ edge of the
path j in the branching diagram. For example:[
1
2
→ 1→ 1
2
→ 1
]
7→ 101.
Any prefix of length m ≤ k−1 in such a bitstring con-
tains at most dm2 e zeroes, since the path never goes below
the horizontal axis of the branching diagram. These bit-
strings play a role in the representation theory of the sym-
metric group and are called Yamanouchi symbols [28, 29].
The sets of Yamanouchi symbols with the same Hamming
weight correspond to Young diagrams on two rows, which
can be seen in Fig. 4. This is underpinned by the SU(2)
Schur-Weyl duality, that states that the n-qubit Hilbert
space decomposes into the tensor product of the symmet-
ric group Sn modules (isomorphic to the Young diagrams
on two rows) and the special unitary group SU(2) under
their joint action.
See Appendix E for additional details of this correspon-
dence and [4, 18] for detailed discussion of the underlying
representation theory.
For the sequentially coupled basis, the SU(2) Schur-
Weyl duality gives the SU(2) Quantum Schur Transform
as described in [4–6, 17, 18, 30]. It is a sequence of the
4Clebsch-Gordan transformations, that couple j and j′
eigenspaces into a |J,M, j, j′〉 state by:
|J,M, j, j′〉 =
∑
m,m′
CJ,Mj,m; j′,m′ |j,m〉 |j′,m′〉 ,
where the summation over m runs from −j to j in integer
steps (and similarly for m′) and the CJ,Mj,m; j′,m′ are the
Clebsch-Gordan coefficients. The transform between the
computational and the sequentially coupled basis is given
by a cascade of the Clebsch-Gordan transforms [4, 17].
For example on 3 qubits:
|J,M, j[2]〉
=
∑
m1,m2
∑
m[2],m3
CJ,M
j[2],m[2];
1
2 ,m3
C
j[2],m[2]
1
2 ,m1;
1
2 ,m2
|m1m2m3〉
=
∑
m1m2m3
[USch]
J,M,j[2]
m1m2m3
|m1m2m3〉 .
where we omitted the j = 12 numbers for qubits for
brevity. The extension to the n ≥ 3 qubit case is straight-
forward. We label the sequentially coupled basis states
on n qubits by |J ,M〉, where J is a path in An.
Permutational Quantum Computing in the sequen-
tially coupled basis uses the permutation gate between
two sequentially coupled basis states. Its transition am-
plitudes are:
〈J ,M |Upi|J ′,M ′〉 ,
where the permutation gate Upi is defined by its action
on a computational basis state |x1 . . . xn〉 as:
Upi |x1x2x3 . . . xn〉 = |xpi(1)xpi(2)xpi(3) . . . xpi(n)〉 .
Both Z and S2 operators commute with Upi and
consequently, M = M ′ and J = J ′. The matrix
〈J ,M |Upi|J ′,M ′〉 block-diagonalizes to J,M blocks; each
of which corresponds the an irreducible representation
of the symmetric group in the Young’s orthogonal form.
The transition amplitudes are then the matrix elements
of these matrices [20]. Approximating them to polyno-
mial precision was conjectured hard classically in [20, 23]
but an efficient classical algorithm was found in [21].
The methods we present here work for a broader family
of quantum circuits we call the SU(2) Quantum Schur
Sampling circuits. These have transition amplitudes:
〈J ,M |W |J ′,M ′〉 ,
where W is defined by its action on a computational basis
state |x〉 , x ∈ {0, 1}n:
W |x〉 = |w(x)〉 ,
with w : {0, 1}n → {0, 1}n being a classical function
given by a sequence of Toffoli gates – we consider only
such W where this sequence is poly(n) long [31].
The circuits become similar in structure to Shor’s algo-
rithm in a sense of Fig. 1 if we allow for ancillary qubits.
The simulation results apply also to these circuits, which
we discuss in Section VI.
1 3 4 52
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j[4]
J,M
1 3 4 52
j′[2]
j′[3]
j′[4]
J ′,M ′
Figure 5. Schematic representation of Permutational Quan-
tum Computing in the sequentially coupled basis. The ap-
plied permutation is (1, 2, 3)(4, 5).
III. FINDING LARGE PROBABILITIES
We now describe an algorithm for finding large proba-
bilities in the output of the circuits (see Fig. 2). Our ap-
proach is built on the concept of computational tractabil-
ity introduced in [32]:
Definition 1. An n-qubit state |ψ〉 is computationally
tractable (CT) if it is possible to classically sample from
the distribution:
p(x) = {| 〈x|φ〉 |2 : x ∈ {0, 1}n},
in polynomial time and the overlaps 〈x|φ〉 can be com-
puted to exponential precision for a computational basis
state |x〉 in polynomial time.
We proved in [21] that the sequentially coupled ba-
sis states are CT. As a corollary, we show that |φ〉 =
W |J ,M〉 is also CT:
Lemma 1. |φ〉 = W |J ,M〉 is CT.
Proof. Since 〈x|J ,M〉 can be efficiently computed be-
cause |J ,M〉 is CT, so can be 〈x|W |J ,M〉 =
〈w−1(x)|J ,M〉. The distribution:
p(x) = | 〈x|W |J ,M〉 |2,
can be efficiently sampled by applying the inverse of w(x)
to the samples drawn from | 〈x|J ,M〉 |2:
p(w−1(x)) = | 〈w−1(x)|J ,M〉 |2 = | 〈x|W |J ,M〉 |2.
Since W is made of polynomially-many Toffoli gates, the
inverse is obtained by applying the circuit in reverse to
the bitstring x.
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Figure 6. The summation
∑
J⊇j runs over all paths J ∈ An
that contain j ∈ Ak. As an example, in the diagram above
j =
[
1
2
→ 0→ 1
2
→ 1] and k = 4, n = 6. The summa-
tion runs over the paths within the shaded region. It fol-
lows that (in terms of the Yamanouchi symbols) J ⊇ j =
{01111, 01110, 01101, 01100}.
We also state Lemma 3 of [32], which is an application
of the Chernoff-Hoeffding bound.
Lemma 2 (CT state overlap (, δ)-approximation [32]).
An overlap 〈φ|ψ〉 between two CT states can be approxi-
mated by a˜, such that:
|a˜− 〈φ|ψ〉 | ≤ ,
with probability 1 − δ in poly( 1 , n, log 1δ ) time. We say
that the overlap 〈φ|ψ〉 is (, δ)-approximated by a˜.
We now show how to approximate a set of output
probability marginals, an enabling result for extension
of the techniques used by Schwarz and van den Nest in
[3]. Given a path j ∈ Ak for k ≤ n, define the output
marginal p(j):
p (j) :=
∑
J⊇j
∑
M
p (J ,M)
= 〈φ|
∑
J⊇j;M
|J ,M〉 〈J ,M |φ〉 := 〈φ|Π (j) |φ〉 ,
where the summation
∑
J⊇j sums all paths J ∈ An that
contain j ∈ Ak (see Fig. 6). The summation
∑
M runs
from −J to J in integer steps. We use ∑J⊇j;M as a
shorthand for
∑
J⊇j
∑
M . The projector:
Π (j) :=
∑
J⊇j;M
|J ,M〉 〈J ,M | ,
can be simplified to (Appendix G):
Π (j) =
∑
m
|j,m〉 〈j,m| .
where the sum
∑
m runs over m ∈ {−j,−j + 1, . . . j}.
Lemma 3. For j ∈ Ak, p(j) can be classically (, δ)-
approximated by p˜(j) in poly
(
1
 , n, log
1
δ
)
time.
Proof. We first show that the marginal p(j) on k qubits
can be written as a transition amplitude of a larger, (n+
k)-qubit circuit as:
〈φ|j,m〉 〈j,m|φ〉 = (〈j,m| 〈φ|)USWAPS (|φ〉 |j,m〉) ,
where USWAPS is a permutation gate on k + n qubits.
Write symbolically |j,m〉 = |ψ〉 = |ψ1ψ2 . . . ψk〉 and
|φ〉 = |φ1φ2 . . . φn〉, so that:
〈φ|j,m〉 〈j,m|φ〉 = 〈φ|ψ〉 〈ψ|φ〉
= 〈φ1 . . . φn|ψ1 . . . ψk〉 〈ψ1 . . . ψk|φ1 . . . φn〉 .
Let USWAPS swap the (n+ i)-th and (n− k+ i)-th qubits
for all 1 ≤ i ≤ k:
USWAPS |ψ1 . . . ψk〉 |φ1 . . . φn〉
= |φ1 . . . φk〉 |ψ1 . . . ψk, φk+1 . . . φn〉 .
This gives:
〈φ| 〈ψ|USWAPS |ψ〉 |φ〉
= 〈φ1 . . . φn| 〈ψ1 . . . ψk|φ1 . . . φk〉 |ψ1 . . . ψk, φk+1 . . . φn〉
= 〈φ1 . . . φn|ψ1 . . . ψk〉 〈ψ1 . . . ψk|φ1 . . . φn〉
= 〈φ|ψ〉 〈ψ|φ〉 ,
as desired. Since both |j,m〉 and |φ〉 states are CT and
USWAP is a permutation on up to 2n objects,
(〈j,m| 〈φ|)USWAPS (|φ〉 |j,m〉) ,
can be (, δ)-approximated by Lemma 2. Therefore:
p(j) = 〈φ|Π(j) |φ〉
=
∑
m
〈φ|j,m〉 〈j,m|φ〉
=
∑
m
(〈j,m| 〈φ|)USWAPS (|φ〉 |j,m〉) .
Since
∑
m sums 2j + 1 ≤ n + 1 terms, it follows that
p(j) can be also (, δ)-approximated.
We now combine Lemmas 1, 2 and 3 to describe a clas-
sical algorithm that finds large elements in the output
distribution of quantum Schur circuits. It is an adapta-
tion of the Kushilevitz-Mansour algorithm [24].
Theorem 1. Let p(J) : An → [0, 1] be a probability
distribution on paths. There is a classical algorithm that
outputs a set L ⊆ An in poly
(
n, 1θ , log
1
γ
)
time, such that
for some θ > 0:
∀J ∈ L : p(J) ≥ θ
2
,
∀J ∈ An : p(J) > θ =⇒ J ∈ L,
(3)
with probability at least 1− γ.
6Algorithm 1: Kushilevitz-Mansour Algorithm
1. Set L2 = ∅. Choose:
δ <
θ
2n
,
and compute p˜(j2) for both paths in A2 by
Lemma 3 , such that:
|p(j2)− p˜(j2)| ≤ θ
4
.
Add j to L2 if p˜(j2) ≥ 34θ.
2. Continue for k = 3, . . . , n. Assume Lk−1 has been
found. For any path jk−1 ∈ Lk−1, take all possible
steps in the branching diagram. This gives paths
jk ∈ Ak that end at jk = |jk−1 ± 12 |.
For every such path, compute the approximation
p˜(jk) such that:
|p˜(jk)− p(jk)| ≤ θ
4
.
If p˜(jk) ≥ 34θ, add the path jk to Lk.
3. In every step of the computation, check if
|Lk| > 2θ . If true, halt and output ∅.
The algorithm never halts if all approximation
steps succeed.
4. Output L = Ln.
Proof. See Algorithm 1.
The algorithm runs in n steps, each of which succeeds
with probability at least (1− δ)|Lk|. Since |Lk| ≤ 2θ , the
success probability is at least:
(1− δ)2n/θ ≥ 1− 2δn
θ
:= 1− γ.
Thanks to δ < θ2n , it follows that 1 − γ > 0. The al-
gorithms terminates in poly
(
n, 1θ , log
1
γ
)
time as it halts
whenever the number of elements in any list exceeds 2θ .
Since p(jk) ≥ θ2 for each jk ∈ Lk, the final list L contains
at most 2θ elements by normalization. So if all approxi-
mation steps succeed, the algorithm does not halt before
it outputs L.
Algorithm 1 has an interesting consequence: since it
runs in polynomial time whenever θ = 1/poly(n), paths
with polynomially small p(J) =
∑
M p(J ,M) can be
found in polynomial time. When such path J is found, it
is possible to approximate p(J ,M) for all M , since there
are 2J + 1 ≤ n + 1 distinct values of M it has to be
approximated for by Lemma 2. Such approximation of
transition amplitudes has the same precision as if when
polynomially many samples were taken with a quantum
computer. The SU(2) Quantum Schur sampling circuits
therefore cannot encode classically hard-to-approximate
quantities in amplitudes that could be resolved by sam-
pling, because any such quantity could be found by the
presented algorithm and then approximated by Lemma 2.
IV. APPROXIMATE SAMPLING
Following Schwarz and van den Nest [3], we use the
above algorithm to approximately sample the quantum
Schur circuits under additional sparsity constraint on
their output distribution:
Definition 2 (-approximate t-sparsity). A probabil-
ity distribution p(J ,M) is t-sparse if it has at most t
non-zero elements p(J ,M). A probability distribution
p˜(J ,M) is -approximately t-sparse if there exists a t-
sparse distribution p(J ,M) such that:
‖p− p˜‖1 ≤ .
We also adapt a technical lemma from [24].
Lemma 4. Let p(J ,M) be an -approximate t-sparse
distribution. Let S be the set of all (J ,M) for which
p(J ,M) is greater than t . Then:∑
J 6∈S;M
p(J ,M) ≤ 2.
Proof. Let pt(J ,M) be a t-sparse distribution that is -
close to p(J ,M). Define T to be the set of all (J ,M)
for which pt is nonzero, i.e. the support of pt. Trivially,
S ∩ T ⊆ S, which implies that:∑
J 6∈S;M
p(J ,M) ≤
∑
J 6∈S∩T ;M
p(J ,M).
Define the indicator IA : A → {0, 1} on the set A as
follows:
IA(a) :=
{
1, if a ∈ A,
0, otherwise,
so that:∑
J 6∈S∩T ;M
p(J ,M) =
∑
J∈An;M
p(J ,M) (IS∩T (J ,M)− 1)
= ‖pIS∩T − p‖1.
By the triangle inequality:
‖pIS∩T − p‖1 ≤ ‖p− pIT ‖1 + ‖pIS∩T − pIT ‖1.
Since p is -approximate t-sparse, it follows that:
‖p− pIT ‖1 ≤ ‖p− pt‖1 ≤ .
We also have that:
‖pIS∩T − pIT ‖1 =
∑
J∈T ;M
p(J ,M)IS∩T (J ,M)
=
∑
J∈T/S;M
p(J ,M) ≤ 
t
t = .
(4)
7because all elements in T/S are ≤ t and there is at most
t of them. This gives:∑
J 6∈S;M
p(J ,M) ≤ 2.
Theorem 1 and Lemma 4 can be combined to define
a probability distribution close to the quantum output
that can be sampled from in poly(t, 1 , n) time. Assume
that p(J ,M) is -approximately t-sparse. Let L ⊆ An be
the set of paths generated by the Kushilevitz-Mansour
algorithm with threshold θ = t . Choose:
′ = min
(

(n+ 1)|L| ,

4t
)
, (5)
and compute ′ approximations p˜(J ,M) for all J ∈ L
and M by Lemma 2. Define a normalization factor α as:
α =
1
2n −∑J∈L(2J + 1) ,
such that
∑
J 6∈L;M α = 1 (see Appendix D). Use the 
′-
approximations p˜(J ,M) to define:
p˜ =
{
p˜(J ,M) for J ∈ L,
p˜◦ := α(1−
∑
J∈L;M p˜(J ,M)) otherwise,
,
so that p˜ becomes uniform on all J outside L. The con-
stant p˜◦ is chosen so that p˜ is normalized. Then:
‖p˜− p‖1 =∑
J∈L;M
|p˜(J ,M)− p(J ,M)|+
∑
J 6∈L;M
|p˜(J ,M)− p(J ,M)|
≤ +
∑
j 6∈L;M
|p˜(J ,M)− p(J ,M)|,
since:∑
J∈L;M
|p˜(J ,M)− p(J ,M)| ≤
∑
J∈L;M
′
≤ (n+ 1)|L|′ ≤ .
Define also:
p◦ = α
1− ∑
J∈L;M
p(J ,M)
 ,
and notice that:
∑
J 6∈L;M
|p◦ − p˜◦| ≤
∣∣∣∣∣∣
∑
J∈L;M
p(J ,M)−
∑
J∈L;M
p˜(J ,M)
∣∣∣∣∣∣
≤
∑
J∈L;M
|p(J ,M)− p˜(J ,M)| ≤ .
By the triangle inequality:∑
J 6∈L;M
|p˜(J ,M)− p(J ,M)| =
∑
J 6∈L;M
|p˜◦ − p(J ,M)|
≤
∑
J 6∈L;M
|p◦ − p˜◦|+
∑
J 6∈L;M
|p◦ − p(J ,M)|
≤ +
∑
J 6∈L;M
|p◦ − p(J ,M)|.
We now use the set S from from Lemma 4. S ⊆ L by the
defining property of L. It follows that:∑
J 6∈L;M
p(J ,M) ≤
∑
J 6∈S;M
p(J ,M) ≤ 2.
Notice that:
∑
J 6∈L;M
p◦ =
∑
J 6∈L;M
α ∑
J ′ 6∈L;M ′
p(J ′,M ′)

=
∑
J ′ 6∈L;M ′
p(J ′,M ′).
This gives:∑
J 6∈L;M
|p◦ − p(J ,M)| ≤
∑
J 6∈L;M
p◦ +
∑
J 6∈L;M
p(J ,M)
= 2
∑
J 6∈L;M
p(J ,M) ≤ 4,
which leads to:∑
J 6∈L;M
|p˜(J ,M)− p(J ,M)| ≤ 5,
and:
‖p˜− p‖1 ≤ 6.
We now show how to classically sample p˜.
Theorem 2. Assume that p(J ,M) is -approximate t-
sparse. It can be sampled classically in poly(n, 1 , t) time
to 6 error in the total variational distance.
Proof. Use the Kushilevitz-Mansour algorithm in The-
orem 1 with threshold θ = t to find L. Compute
b =
∑
J∈L;M p˜(J ,M). Flip a coin with a bias b.
• With probability b, output a sample drawn from
p˜(J ,M)/b for J ∈ L and corresponding M .
• With probability 1 − b, output (J ,M) for J 6∈ L
uniformly randomly.
To sample (J ,M) uniformly randomly, generate a ran-
dom bitstring with n − 1 bits and check if it encodes a
Yamanouchi symbol. This can be verified by checking
that any prefix of m ≤ n−1 bits has at most dm2 e zeroes.
Once found, generate a random integer M ′ from [n+ 1].
8Figure 7. Output distribution of PQC-SEQ that does not
satisfy the sufficient sparsity condition for n = 10. The hor-
izontal line labels the (2n2)−1 threshold. The distribution is
actually 1/10-approximate 21-sparse and ‘fools’ the proxy cri-
teria by having a single overwhelmingly large element. The
p-axis is logarithmic.
Check if M ′ ≤ 2J+1. If yes, define M = (M ′−J−1) and
output (J ,M). Otherwise repeat. A valid Yamanouchi
symbol will be found in poly(n) trials by a dimensional-
ity argument (Appendix D). This procedure samples the
probability distribution p˜ defined above, which has been
shown 6 close in the total variational distance to p.
While the above algorithm runs in p˜ in poly( 1 , n, t)
time, it discards significant amount of paths during the
uniform sampling of paths which may be an unnecessary
bottleneck for the eventual implementation. We explain
how to avoid this problem by an alternative algorithm for
sampling the paths, based on the Greene-Nijenhuis-Wilf
algorithm [33] in Appendix E.
V. HOW SPARSE IS THE OUTPUT?
We consider the range of applicability of the outlined
algorithm. Since the set of classical gates W is large,
we limit this analysis to Permutational Quantum Com-
puting in the sequentially coupled basis and study the
output distributions for n ≤ 10 qubits. We randomly
chose 5 paths and consider 10 random permutations for
each. This gives 50 sets of output distributions with di-
mension d determined by J of each path. Recall that d
can be exponentially large in n.
All chosen distributions contained an element greater
than 12n . As a sufficient condition for
1
n -approximate
2n2-sparsity by Lemma 4, we checked if the sum of all
elements less than 12n2 is less than
1
2n . Distributions for
permutations on 4 to 9 qubits all have this property, while
the fraction that do not have it for n = 10 qubits was esti-
mated to be less than 0.1%. Being a sufficient condition,
some of these distributions are nevertheless very far from
flat - an example is shown in Fig. 7.
We also consider a stricter sufficient condition: for all
J-blocks with dimension d > n, we computed the frac-
tion of output distributions for which the sum of all ele-
ments except for the largest C (log2 d)
D
ones is less than
1/ log2 d for some constants C and D. Since d < 2
n, this
condition suffices for 2n-approximate (CnD)-sparsity of
the output. Almost all of the distributions, with the ex-
ception of about 0.4% of those for n = 9, were 2 log(d)-
approximate log(d)2-sparse. While we were not able to
prove that a significant fraction of the output distribu-
tions are -approximate t-sparse for some t = poly(n) and
 = 1/poly(n), the results give some indication that close-
to-sparse output distributions could be common for the
relevant regime of Permutational Quantum Computing.
VI. CIRCUITS WITH ANCILLAS
The proposed simulation technique extends to quan-
tum Schur sampling circuits with ancilla qubits, with
transition amplitudes given by:(
〈0|k′ 〈J ′,M ′|
)
W
(
|J ,M〉 |0〉k
)
,
for J ′ ∈ An′ and J ∈ An, such that k′ + n′ = k +
n. Note that W
(
|J ,M〉 |0〉k
)
is CT. Since the marginal
approximation of Lemma 3 relies only on approximating
overlaps of the form:
(〈j,m| 〈φ|)USWAPS (|φ〉 |j,m〉) ,
where |φ〉 is a computationally tractable state, it also
extends to marginals:(
〈0|k′ 〈j,m| 〈φ|
)
USWAPS
(
|φ〉 |j,m〉 |0〉k′
)
.
since |φ〉 |j,m〉 |0〉k′ is CT (see [32] for details).
We give some evidence that these circuits can give
rise to computationally interesting structures, largely in-
spired by [23]. Prepare:
USchH
⊗n |0〉⊗n = 1√
2n
∑
J,M
|J ,M〉 ,
and consider a classical circuit W that encodes the path
J a the Yamanouchi symbol x into an ancilla register.
This should done before the Schur transform as the W
gate is generally controlled in the computational basis. A
way to implement this is to use the form of QST which
encodes the information about irreps explicitly into the
computational basis input at the expense of logarithmic
overhead in number of qubits [4, 18]. Additionally, com-
pute the value of J to another ancilla register of dlog n−1e
qubits, giving the state:
1√
2n
∑
J,M
|J ,M〉 |x(J)〉 |J〉 .
9Apply the permutation gate Upi to the first register. After
applying the gate sequence H⊗nU†Sch and measuring the
first n qubits and the J register, we have that:
p(0 . . . 0︸ ︷︷ ︸
n
, J) =
1
4n
∣∣∣∣∣∑
J
〈J |Upi|J〉
∣∣∣∣∣
2
.
where
∑
J runs over all paths that end at J . Here
T (pi) =
∑
J 〈J |Upi |J〉 is the trace of Upi over the J-
block, which is (up to a sign) the square of the char-
acter of the conjugacy class of pi of the Sn irrep. de-
fined by J . This quantity is known to be #P-hard by
[34], so we know that there exist pi ∈ Sn for which ex-
act computation of T (pi) becomes intractable under the
standard complexity theoretic assumptions. Despite the
fact that an efficient classical method for computing ad-
ditive approximations to this quantity was given by [23]
(its existence is in fact a consequence of Theorem 1), it is
still possible that its multiplicative approximation retains
hardness. This could lead to another class of probabil-
ity distributions unlikely to be sampled from classically
akin to [35–37]. On the discouraging side, limitations of
the quantum ‘Fourier-Schur’ sampling in the context of
addressing the hidden subgroup problem were identified
in [19].
VII. DISCUSSION
Circuits using the QST underpin a diverse range of
protocols in quantum information processing, from state
discrimination to computational models such as Permu-
tational Quantum Computing. While studying the com-
putational power of the transform, we singled out a class
of circuits with QST blocks that extend a computation-
ally interesting regime of Permutational Quantum Com-
puting. The key result that enabled this analysis was
the efficient approximation of quantum Schur sampling
circuits studied in [21] as means to characterize its com-
putational power. Building on the work of Schwarz and
Van den Nest [3, 32], we showed that large elements of the
output distributions can be efficiently found, which pre-
cludes the possibility that the circuits could encode quan-
tities that would be hard to classically approximate by
taking polynomial number of samples. We subsequently
proved that these circuits can be classically efficiently
approximately sampled from if their output distribution
becomes sufficiently close to a sparse one.
Our algorithm is a random walk on the angular mo-
mentum branching diagram associated with the compu-
tation. One distinctive feature of the algorithm is then
that it is not limited to the angular momentum and can
be extended to other branching diagrams. It will re-
main efficient as long as the counterparts of the Clebsch-
Gordan coefficients remain efficiently computable to high
precision and the out-degree of any vertex of the branch-
ing diagram will be bounded by a constant (see also the
discussion in [21]). One of the interesting cases where our
techniques could apply with little adaptation is the case
of q-deformations of the SU(2) branching diagrams, ap-
plied in the study of topological phases of matter [38, 39].
Circuits using similar structure but using an SU(d)
Schur-Weyl transformation for d > 2 were recently ap-
plied in study of Boson Sampling with partially distin-
guishable bosons in the first quantization [40]. The pos-
sibility of leveraging the simulation techniques proposed
here in this context remains open.
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Appendix A: A ⊇ B, then SA and SB commute
For sets A,B of qubits, S2A and S
2
B commute iff A and B are disjoint or one is subset of the other. Setting A ⊇ B,
we have:
∑
k∈A
~Sk =
~α︷ ︸︸ ︷∑
k∈B
~Sk +
~β︷ ︸︸ ︷∑
k∈A/B
~Sk .
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Note that:
[~α, ~β] = 0, [~α2, ~β] = ~0.
This gives:
[S2A, S
2
B ] = 2[~α · ~β, ~α2] = 2[~α ·, ~α2]~β = 0.
Appendix B: ZA and S
2
B commute for A ⊇ B
This can be seen by:
8 [ZA, S
2
B ] = 8 [ZB , S
2
B ] =
∑
k,l,m∈B
[Zk, (XlXm + YlYm + ZlZm)]
=
∑
k,l,m∈B
[Zk, Xl]Xm +Xl[Zk, Xm] + [Zk, Yl]Ym + Yl[Zk, Ym]
= 2i
∑
k,l∈B
YlXk +XlYk − YlXk −XlYk = 0.
Appendix C: Diagrammatic representation of the spin basis states
1 32
j[2] = 0
J = 12 ,M =
1
2∣∣J = 12 ,M = 12 , j[2] = 0〉
1 32
j[2] = 0
J = 12 ,M = − 12∣∣J = 12 ,M = − 12 , j[2] = 0〉
1 32
j[2] = 1
J = 12 ,M =
1
2∣∣J = 12 ,M = 12 , j[2] = 1〉
1 32
j[2] = 1
J = 12 ,M = − 12∣∣J = 12 ,M = − 12 , j[2] = 1〉
1 32
j[2] = 1
J = 32 ,M =
3
2∣∣J = 32 ,M = 32 , j[2] = 1〉
1 32
j[2] = 1
J = 32 ,M =
1
2∣∣J = 32 ,M = 12 , j[2] = 1〉
1 32
∣∣J = 32 ,M = − 12 , j[2] = 1〉
j[2] = 1
J = 32 ,M = − 12
1 32
j[2] = 1
J = 32 ,M = − 32∣∣J = 32 ,M = − 32 , j[2] = 1〉
Appendix D: Completeness of the sequentially coupled basis
The argument comes from [28]. Denote the number of paths in Ak that end at j[k] by d(j[k]). It follows from Eq. 2
that such j[k] can be reached by taking a step in a path jk−1 ∈ Ak−1 that ends either at j[k−1] + 12 or j[k−1]− 12 . This
gives a recurrence:
d(j[k]) = d
(
j[k−1] − 1
2
)
+ d
(
j[k−1] +
1
2
)
,
which is solved by:
d(J) =
(
n
1
2n− J
)
−
(
n
1
2n− J − 1
)
.
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The J eigenspaces are 2J + 1-degenerate due to possible values of the M number. We then have that:
∑
J∈An
(2J + 1) =
n∑
J=0
(2J + 1)d(J) = 2n, (D1)
It follows that eigenstates of Sn span the n-qubit Hilbert space. This also implies that there exist exponentially large
blocks for fixed J that asymptotically scale as 2n, since the summation in Eq. D1 runs only over polynomially many
J . In particular, this makes the sampling algorithm of Theorem 3 run in polynomial time.
Appendix E: Paths to Young Tableaux
Here we show that the paths are one to one with the standard Young tableaux on two rows, which we use to give
an improved sampling method in Appendix F. Let J ∈ An be a path and let:
x = x1x2 . . . xn−1 ∈ {0, 1}n−1,
be its Yamanouchi symbol. The shape of the corresponding standard Young tableau is determined by J and n - it will
have n2 + J boxes in the first row and
n
2 − J boxes in the second row. Write 1 to the first box in the upper row, then
read the Yamanouchi symbol x from left to right. If the i-th bit xi = 0, add an element i+ 1 to the leftmost empty
box in the lower row. Conversely, if xi = 1, add i + 1 to the leftmost empty box in the upper row. The resulting
Young tableau is in the standard form (its elements are increasing both along its rows and columns). The elements
in each row are increasing by construction. The elements in each column also increase, which can be seen from the
property that any prefix of length m ≤ n − 1 of the Yamanouchi bitstring contains at most dm2 e zeroes – in other
words, the upper row will be always filled faster than the lower one. Paths are also onto the standard two-row Young
tableaux, which can be proved by converting the tableaux to bitstrings by reversing the above algorithm and checking
the defining property of the Yamanouchi symbol.
As an example, take the sequentially coupled basis state on n = 3 qubits:∣∣∣∣J = 12 ,M = 12 , j[2] = 0
〉
= |J ,M〉 .
with J =
[
1
2 → 0→ 12
]
. The path ends at J = 12 , which means that the corresponding Young diagram will have 2
boxes in the upper and 1 in the lower rows:
The path for this state is
[
1
2 → 0→ 12
]
, which gives a Yamanouchi symbol ↘↗= 01. It also gives a prescription to
fill the Young diagram by the above algorithm, giving the tableau:
01 ∼= 1 3
2
,
so that the quantum state can be equivalently labeled as:∣∣∣∣M = 12 , 1 32
〉
There is a one-to-one correspondence between the semi-standard Young tableaux of the same shape filled with ↑, ↓
and M – see [18] for discussion of this. However, since M and n completely determine the filling in this case, there is
no need to use this here.
Appendix F: Sampling with the Greene-Nijenhuis-Wilf algorithm
We now describe how to sample the paths with n steps uniformly randomly using the algorithm proposed by Greene,
Nijenhuis and Wilf in [33]. First, fix an endpoint of the path by sampling J from the distribution Π(J) = 2J+12n d(J)
where d(J) is the number of paths that end at J , as defined in Appendix D. Take a two-row Young diagram with n2 +J
boxes in the upper and n2 − J in the lower row and use the GNW algorithm to uniformly generate a standard Young
13
Tableaux of this shape - every such tableau is sampled with probability 1d(J) and the sampling algorithm runs in
O(n2) time. Convert the Young tableau to the Yamanouchi symbol and the corresponding path J using Appendix E.
Lastly, choose M ∈ {−J,−J + 1, . . . J} uniformly randomly. The probability of choosing a specific (J ,M) is then
given by:
Π(J)
1
(2J + 1)d(J)
=
1
2n
,
as wanted. The sampling procedure is then the following: s
Theorem 3. Assume that p(J ,M) is -approximate t-sparse. It can be sampled classically in poly(n, 1 , t) time to 6
error in the total variational distance.
Proof. Use the Kushilevitz-Mansour algorithm in Theorem 1 with threshold θ = t to find L and compute b =∑
J∈L;M p˜(J ,M). Flip a coin with a bias b.
• With probability b, output a sample drawn from p˜(J ,M)/b for J ∈ L and corresponding M .
• With probability 1− b, output (J ,M) for J 6∈ L uniformly randomly.
To sample (J ,M) uniformly randomly, use the above algorithm to uniformly randomly generate a (J ,M) and check
if J 6∈ L. If yes, output. If no, sample again.
Appendix G: Simplification of the marginal projector
The aim of this section is to simplify the marginal projector expression as:
Π (j) =
∑
M
∑
J⊇j
|J ,M〉 〈J ,M | =
∑
m
|j,m〉 〈j,m| ,
for j ∈ Ak and
∑
J⊇j runs over all paths J ∈ An that contain j. The sum
∑
m runs over m ∈ {−j,−j + 1, . . . j}.
To do so, we repeatedly use the Clebsch-Gordan orthogonality:∑
JM
CJMjm,j′m2C
JM
jm′,j′m′2
= δm2,m′2δmm′ .
As we study coupling in the sequential basis, we have that:∑
JM
CJMjm,m2C
JM
jm′,m′2
= δm2,m′2δmm′ .
We have for the projector Π (j) that:
Π (j) =
∑
M
∑
J⊇j
|J ,M〉 〈J ,M |
=
∑
Jn−1⊇j
∑
J,M
∑
mn,m′n
∑
Mn−1,M ′n−1
CJ,MJn−1Mn−1;mn |mn〉 |Jn−1,Mn−1〉
〈
Jn−1,M ′n−1
∣∣ 〈m′n|CJ,MJn−1,M ′n−1;m′n ,
where
∑
Jn−1⊇j runs over all Jn−1 ∈ An−1 that contain j. The
∑
J runs over all allowed J . The Clebsch-Gordan
coefficients are only non-zero for J =
∣∣Jn−1 ± 12 ∣∣. Using the CG orthogonality, this evaluates to:
Π (j) =
∑
Jn−1⊇j
∑
mn,m′n
∑
Mn−1,M ′n−1
δmn,m′nδMn−1,M ′n−1 |mn〉 |Jn−1,Mn−1〉
〈
Jn−1,M ′n−1
∣∣ 〈m′n|
=
∑
Jn−1⊇j
∑
Mn−1
∑
mn
|mn〉 〈mn|︸ ︷︷ ︸
I2×2
⊗ |Jn−1,Mn−1〉 〈Jn−1,Mn−1| =
∑
Mn−1
∑
Jn−1⊇j
|Jn−1,Mn−1〉 〈Jn−1,Mn−1| .
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This has the same form as the initial expression, but the projector is now defined by summing over paths with n− 1
steps. It is possible to continue recursively and write:
Π (j) =
∑
Mn−i
∑
Jn−i⊇j
|Jn−i,Mn−i〉 〈Jn−i,Mn−i| ,
for any integer 0 ≤ i ≤ n− k. For i = n− k, one obtains that:
Π (j) =
∑
Mk
∑
Jk⊇j
|Jk,Mk〉 〈Jk,Mk| .
Since j ∈ Ak, there is only one path contributing to
∑
Jk⊇j , the path j itself. It follows that:
Π (j) =
∑
Mk
|j,Mk〉 〈j,Mk| .
We can write:
Π (j) =
∑
m
|j,m〉 〈j,m| .
where the final summation runs over m ∈ {−j,−j + 1, . . . j}.
