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SUMMARY
Based on the philosophy of only resolving the large scales of turbulent motion,
Large Eddy Simulation (LES) has demonstrated potential to provide high-fidelity tur-
bulence simulations at low computational cost. However, when the scales that control
the turbulence in a particular flow are not large, LES has to increase significantly its
computational cost to provide accurate predictions. This is the case in wall-bounded
flows, where the grid resolution required by LES to resolve the near-wall structures
is close to the requirements to resolve the smallest dissipative scales in turbulence.
Therefore, to reduce this demanding requirement, it has been proposed to model the
near-wall region with Reynolds-Averaged Navier-Stokes (RANS) models, in what is
known as hybrid RANS/LES approach.
In this work, the mathematical implications of merging two different turbulence
modeling approaches are addressed by deriving the exact hybrid RANS/LES Navier-
Stokes equations. These equations are derived by introducing an additive-filter, which
linearly combines the RANS and LES operators with a blending function. The equa-
tions derived with the additive-filter predict additional hybrid terms, which represent
the interactions between RANS and LES formulations. Theoretically, the prediction
of the hybrid terms demonstrates that the hybridization of the two approaches cannot
be accomplished only by the turbulence model equations, as it is claimed in current
hybrid RANS/LES models.
The importance of the exact hybrid RANS/LES equations is demonstrated by
conducting numerical calculations on a turbulent flat-plate boundary layer. Results
indicate that the hybrid terms help to maintain an equilibrated model transition when
xv
the hybrid formulation switches from RANS to LES. Results also indicate, that when
the hybrid terms are not included, the accuracy of the calculations strongly relies on
the blending function implemented in the additive-filter. On the other hand, if the
exact equations are resolved, results are only weakly affected by the characteristics
of the blending function. Unfortunately, for practical applications the hybrid terms
cannot be exactly computed. Consequently, a reconstruction procedure is proposed to
approximate these terms. Results show, that the model proposed is able to mimic the
exact hybrid terms, enhancing the accuracy of current hybrid RANS/LES approaches.
In a second effort, the Two Level Simulation (TLS) approach is proposed as a near-
wall model for LES simulations. Here, TLS is first extended to compressible flows
by deriving the small-scale equations required by the model. The new compressible
TLS formulation, is validated simulating the flow over a flat-plate turbulent boundary
layer. Overall, results are found in reasonable agreement with experimental data and
LES calculations. Here, issues related with the integration criteria of the TLS small-
scale equations are commented. Finally, TLS is implemented in the additive-filter
formulation by replacing the RANS operator with the TLS large-scale operator. The
new hybrid TLS/LES approach, is evaluated on the turbulent boundary layer case,
in general, results are found in good agreement with experimental data and LES
calculations. Here, the dependency of hybrid TLS/LES formulation on the blending
function is similar to the hybrid RANS/LES approach when the hybrid terms are
neglected. However, contrary to the hybrid RANS/LES case, including the hybrid
terms in the TLS/LES formulation does not seem to improve the predictions. The
low impact of the hybrid terms in the accuracy of the calculations, is explained by the
similarity exhibited between the large-scale TLS operator and the LES space filter.
Here, both operators represent space filters, therefore, the difference between TLS
and LES variables is almost negligible, reducing drastically the importance of the
hybrid terms.
xvi
CHAPTER I
INTRODUCTION
Due to the fast development of computational technology, science and engineering
rely more and more on Computational Fluid Dynamics (CFD) to get insight in the
physics of fluids and conduct critical engineering analysis, specially in areas where
experiments become extremely expensive, dangerous, or inaccessible [9, 10, 96]. Un-
fortunately, the presence of turbulence in industrial and scientific applications has
limited the reach of CFD as a research and analysis tool.
The modeling of turbulence is not the only aspect that has limited the proliferation
of CFD as a research and engineering analysis tool [83]. However, high Reynolds
number (Re) flows, invariably require demanding computational resources to account
for the effects of turbulence [64]. Therefore, turbulence modeling is still considered
the major aspect that has to be addressed to extend the reach of CFD as a analysis
and research tool in fluid dynamics [75, 83].
Currently, there exist many approaches to simulate turbulent flows. However,
most of them can be loosely characterized into four groups: 1) Direct Numerical
Simulation (DNS), 2) Reynolds-Averaged Navier-Stokes equations (RANS), 3) Large
Eddy Simulation (LES), and 4) PDF methods. In DNS, all the time and space scales
present in the flow are resolved. This approach is extremely accurate, which makes
it suitable for fundamental research. However, due to its high cost, which is dictated
by the smallest viscous dissipative scales, and the high accuracy of the numerical
algorithms required, it can only be used to conduct simulations on simple flow config-
urations at low to moderate Re numbers [64]. In RANS, only the mean flow variables
are resolved, while all the scales of turbulence are modeled. Consequently, its cost
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is dictated by the mean characteristic scales of the flow, which allows simulations
at high Re numbers. Additionally, the numerical algorithms usually implemented
in RANS are of low accuracy-order [106], which can be easily implemented in com-
plex geometries. Unfortunately, the accuracy of RANS predictions strongly relies on
the turbulence model implemented, which usually performs poorly when conditions
outside its calibration limits are encountered [89, 106]. An additional drawback of
RANS is its inherent inability to provide any unsteady flow information. In the LES
approach, only the large-scales of the flow responsible for the turbulence generation
are resolved. In principle, LES is less sensitive to the subgrid1 model implemented
as long as the turbulent driving forces are correctly resolved. Although, LES does
not require numerical schemes as accurate as DNS, LES does requires high accuracy
to correctly resolve the large scales of the flow, which posts significant challenges in
simulations on complex geometries. Nevertheless, LES is able to provide reliable high
fidelity unsteady flow information at costs lower than DNS [36, 41, 61, 69, 71, 72, 75].
In PDF methods a transport equation for the Eulerian PDF of the velocity f(V ; x, t)
is derived from the Navier-Stokes equations, here the convective terms are found
in closed form, however, the closure for the governing equations is obtained using
stochastic models since the PDF does not contain information on the turbulence time
scales [72].
The decision of conducting RANS, LES, or DNS simulations strongly depends on
the issues that need to be addressed in the flow of interest. Therefore, if the interest
is in understand how the high-order statistics in turbulence are affected by internal
intermittency at high Re numbers, DNS simulations will be pursued to obtain the
physical insight regardless of its high cost [43, 64]. On the contrary, if the interest
is in obtaining a quick calculation for the mean friction coefficient or heat flux in
1The subgrid terms refers to the turbulent scales not resolved confined within the LES grid
resolution.
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a configuration for which a RANS model can predict accurate results, there is no
need to conduct a DNS or LES calculation just because DNS and LES appear to be
superior than RANS [36,41, 75, 83]. Therefore, it is important to keep in perspective
the relevance of each turbulence modeling approach and what can be obtained from
them. DNS is not just a massive solution of the Navier-Stokes equations without any
possible engineering application, nor is RANS an old-fashioned model on the verge
of being replaced by more accurate approaches, nor is LES capable of producing
calculations with DNS accuracy at a RANS cost.
In particular, for turbulence simulations where the interest is in high fidelity un-
steady flow structures and for which DNS cannot be practically applied, LES may
be the option of choice. As it was mentioned before, as long as the scales driving
the turbulence of the flow are resolved, LES will be able to produce accurate results
almost independent of the subgrid model implemented [27, 57, 61, 75, 83]. However,
it is important to highlight an important assumption made explicitly/implicitly in
LES. The driving turbulent scales that are resolved must be large, on the order of the
flow geometry, if LES is to be practical [41, 61, 71, 72, 75, 83]. Contrary, if the scales
driving the turbulence are not large and are instead on the order of viscous dissipative
scales (which decrease inversely with the Re number), LES is forced to implement
grid resolutions close to DNS requirements [69,75]. In fact, in this scenario it would
be more appropriate to change the name of LES to Small Eddy Simulation, which
more closely reflects the simulation methodology.
Unfortunately, for wall-bounded flows the scales that drive the turbulence are not
large. Quite contrary, at high Re numbers these structures become quite small when
normalized with the characteristic scales of the flow, since they scale with the viscous
shear stress at the wall imposing tremendous resolutions requirements. Previous
analysis estimated that the total number of grid points (NxNyNz) required by LES to
resolve the near-wall structures is proportional to NxNyNz ∝ Re1.8 [12]. Whereas, the
3
total number of grid points required by DNS to resolve the dissipative turbulent-scales
is on the order of NxNyNz ∝ Re9/4 [69, 72]. On the other hand, the total number
of grid points required by LES to resolve the large scale structures in a boundary
layer, which scale with the boundary layer thickness, is proportional to NxNyNz ∝
Re0.4 [69]. These estimations demonstrate that the cost of LES simulations, measured
in terms of number of grid points, is very close to DNS. Unfortunately, wall-bounded
flows occur in engineering application as a rule and not as an exception explaining
why LES is not commonly use as an engineering analysis tool.
Although the previous scaling demonstrated the high cost of wall-bounded LES
calculations, it is important to mention that the structures that require the highest
resolution are confined within ( depending on the Re number) 10% or less of the
boundary layer thickness, in what is known as the inner layer [69]. Therefore, in
principle it would be possible to conduct affordable LES calculations if the inner
layer is modeled instead of resolved, which would reduce significantly the cost of the
simulations since only the outer layer2 needs to be resolved with a resolution scaling
as NxNyNz ∝ Re0.4. This approach is known as near-wall, wall-layer, or wall-model
for LES. However, it is important to keep in mind that the dependence of LES on the
turbulence modeling strategy will increase due to the additional empiricism incurred
in modeling the inner layer.
Currently, most of the available wall-models can be classified in the following
groups [68, 69, 75]:
• Equilibrium laws : In this approach approximate boundary conditions are im-
plemented assuming that the logarithmic law-of-the-wall [98] holds in the mean
velocity profile. Here, the local wall shear stress is computed from data at the
outer layer, which then is used to feed back information into the outer layer to
2This region is defined as 0.1 < y/δ < 1, where δ is the boundary layer thickness and y the
wall-normal distance.
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mimic the wall-normal flux of momentum at the inner layer [16,79].
• Use of boundary layer equations: In this approach, the turbulent boundary
layer equations are integrated analytically using an algebraic turbulence model
to derive relations for the local stress [103].
• Zonal approaches: In this approach a different set of equations or formulations
are resolved at the inner and the outer layers, usually RANS equations are
selected as the near-wall model. This methodology can be implemented in two
ways: 1) using different grids in each formulation domain, known as Two Layer
Model; and 2) using the same grid for both formulations, here a discontinuous
interface is defined to delimit the domain of each formulation.
• Hybrid approaches: In this approach different equations or formulations are
implemented to resolve the inner and the outer layer. Usually, RANS equations
are implemented. The transition between formulations takes place smoothly
in a hybrid region where the solution is composed by both RANS and LES
approaches. Here, the same grid is implemented for both formulations.
Although wall-layer models based on boundary layer equations and equilibrium
laws have been successfully demonstrated predicting equilibrium flows3 with no sig-
nificant extra cost, their underlying assumptions are too restrictive and usually break
down when flow separation or strong adverse-pressure gradients are encountered, re-
ducing drastically their range of applications [69]. On the other hand, zonal and
hybrid approaches have been found more robust handling flow separation and ad-
verse pressure-gradient flows in arbitrary configurations [68, 85]. Therefore, due to
the importance that hybrid and zonal methods have gained [68,83,85] the interest of
this work is to develop advancements in this approach.
3Flows where the Law-of-the-wall holds.
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1.1 Background on Hybrid RANS/LES Models
The hybrid4 RANS/LES methodology is a relatively new concept designed to simu-
late complex high Re number turbulence flows found in engineering applications. It
was motivated by the inability of RANS to predict complex unsteady flows and the
prohibitively high cost of LES in high Re wall-bounded flows. In general, the hybrid
RANS/LES formulation can be interpreted as a model intended to reduce the high
cost of LES simulations. Although the idea of using RANS as a near-wall model can
be traced back to the early work of Schumann [79], hybrid RANS/LES models were
not seriously considered until Spalart et al. [88] and Speziale [90] explicitly introduced
practical hybrid approaches.
In the approach of Spalart et al. [88], the Spalart-Allmaras RANS model [87] is
modified to reduce the amount of turbulence viscosity provided in regions of massive
flow separation, while in attached flow regions the original RANS model is imple-
mented. This model was named Detached Eddy Simulation (DES) implying that
it should be used in flows where massive flow separation controls the unsteady flow
dynamics. DES has been successfully applied to a broad range of problems spanning
complex engineering applications to canonical flows studies [47, 66, 67, 70, 83, 85, 92,
93,102]. However, as any other model, DES has advantages and disadvantages which
compromise the accuracy of its predictions [66, 84, 92]. A characteristic limitation of
DES is its transition from RANS to LES, which is grid controlled. Here, grid refine-
ments made to improve the description of the geometry could dramatically interfere
with the model transition, inducing inaccurate predictions. An heuristic correction
for this latent source of error have been proposed in a new version of this model [86],
which employs a smooth transition function for the model transition.
A different hybrid RANS/LES approach was introduced by Speziale [90]. He
4Here the hybrid term also include the zonal approach.
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proposed a formulation capable of bridging DNS with RANS modeling with LES
in-between. He referred to this model as very-large eddy simulations (VLES). In his
approach, the subgrid stress tensor (τ sij) is computed by rescaling the RANS Reynolds
stress tensor (τRij ) as
τ sij = ατ
R
ij , α = [1− exp(−β∆/η)]n, (1.1)
depending on whether or not the grid is fine enough to resolve the local turbulent
scales. Speziale only suggested the form of the rescaling factor (α) as function of the
grid resolution (∆) and the Kolmolgorov length scale (η); the constants β and n, were
left unspecified. Other researchers proposed different formulations to implement this
approach. Some examples are the limited numerical scales (LNS) model of Batten et
al. [5], the partially resolved numerical simulation of Liu et al. [58], the renormalization
group model of Delanghe et al. [18], the partially averaged Navier-Stokes model of
Girimaji [33], and the model of Befeno and Schiestel [8]. These models in general
compare locally, the modeled scales provided by RANS and LES to determine which
turbulence modeling closure is to be implemented, their main differences rely on
the RANS and LES models implemented, and in the way the modeled scales are
compared. It is important to highlight that Speziale’s formulation is not restricted
to act as a near-wall model for LES, since the transition can occur in any flow region
where the grid resolution is fine enough to sustain LES or even DNS simulations.
Recently, other hybrid formulations have appeared in the literature, such as the
zonal [13, 14, 29, 34, 35, 69, 77, 97, 100, 111] and the blended [3, 6, 25, 46, 108, 109] ap-
proaches. In the zonal approach, RANS modeling is implemented as a near-wall
model. The matching plane or interface between the models is specified arbitrar-
ily. Different research groups have proposed zonal approaches by combining specific
RANS and LES models, some of them include: Davidson and Peng [15], and Tucker
and Davidson [100] they combined the RANS k − ω and k − l models, respectively,
with a one-equation model for the subgrid kinetic energy (ksgs), Hamba [34,35] used
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a mixing-length RANS model with the Smagorinsky LES model [82], Temmerman et
al. [97] explore a zonal approach where the RANS k − ǫ and the k − l were coupled
with the Smagorinsky LES model, among many others.
In the blended approach, a hybrid model is constructed by smoothly combining
compatible RANS and LES model equations. This formulation is similar to the zonal
approach since RANS is used as a near-wall model, however, the transition between
models occurs smoothly in a well-defined region, where the turbulence closure is
composed by both RANS and LES. Baurle et al. [6] proposed that any trusted RANS
and LES models containing equations for the turbulent kinetic energy (k) and subgrid
kinetic energy (ksgs) could be smoothly combined to design a single hybrid model
equation. They combined a two-equation RANS k − ω model and a one-equation
LES model for ksgs to conduct simulations of cavity flows. Xiao et al. [108, 109] and
Fan et al. [25] implemented RANS k − ζ and RANS-SST k − ω models with a LES
one-equation for ksgs to simulate the flow over a compression ramp. In general, the
performance of these models is encouraging. Nevertheless, significant amount of work
still has to be conducted to evaluate and quantify the effect of the blending function
and the turbulence models used in the simulations even when some of these issues have
been already investigated in the past [108, 109]. In principle, there is no reason why
only models containing equations for k and ksgs should be used to construct hybrid
blended models. The hybrid blended approach should be presented in a general form
independent of the kind of RANS and LES models employed.
1.2 Multi Scale Decomposition Approaches
Although the focus of this thesis is in near-wall models for LES, it is important to
provide some background in Multi Scale Decomposition (MSD) methods, since the
second part of this research effort deals with an alternative method to construct
hybrid near-wall models for LES.
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The main idea in MSD is to decompose the total flow variables (φ) into a resolved
(large-scale φL) and unresolved (small-scale φS) parts φ = φL+φS. Contrary to other
popular multi-scale methods like RANS or LES, where the effect of the unresolved
scales is modeled using an eddy viscosity closure, in MSD the effect of the unresolved
scales is modeled by explicitly reconstructing the small-scale field and from it the
unclosed terms appearing in large-scale equations are exactly computed.
In order to reconstruct the small-scale field, governing equations for these scales
have to be derived. The small-scale equations are usually derived by applying the
scale decomposition in the Navier-Stokes equations and conducting some simplifica-
tions. Some of the current MSD approaches include the dynamic multilevel method
of Dubois et al. [22], the additive turbulent decomposition approach by Hylin and
McDonough [42], the rapid distortion theory model of Laval et al. [23, 55, 56], the
variational multiscale method of Hughes et al. [39,40], and the Two Level Simulation
(TLS) of Kemenov and Menon [48, 49].
The differences between MSD approaches rely in the way the scale separation and
the small-scale equations are derived. For instances, the dynamic multilevel method of
Dubois et al. [22] implements dynamical systems theory to approximate the attractor
of the Navier-Stokes equations to derive the small-scale equations. These equations
are further simplified using physical arguments. In the other hand, the model of Laval
et al. [23, 55, 56] conducts the scale separation using a space filter. The small-scale
equations are obtained by subtracting the filtered operated Navier-Stokes equations
from the unfiltered Navier-Stokes equations. The small-scale equations are further
simplified by only keeping products between large and small scale variables, while the
rest of the terms are modeled using an eddy viscosity model.
Similar to the model of Laval et al., the TLS model of Kemenov and Menon [48,49]
separates the velocity field into large and small scales by postulating a large scale
operator. However, this operator is not directly applied in the Navier-Stokes equations
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to derive the large scale equations. In TLS, the small-scale equations are derived
by applying the scale decomposition directly to the Navier-Stokes equations. By
collecting large and small scale terms, a fully-coupled set of large and small scale
equations is derived. Furthermore, to reduce the cost of the simulations, the three-
dimensional small-scale equations are simplified and resolved over one-dimensional
lines embedded in the large-scale grid. This approach has been successfully applied
to incompressible isotropic turbulence, temporal mixing layers, and turbulent channel
flow. The implicit unsteady nature and the ability to simulate homogeneous and
inhomogeneous turbulent flows make TLS an excellent candidate to formulate a near-
wall model for LES.
1.3 Current Issues in Hybrid RANS/LES Models
Although impressive results have been obtained with hybrid RANS/LES simulations
in complex massive separated flow conditions [85], hybrid simulations of attached
turbulent flows, like channel flows and boundary layer have been quite disappoint-
ing [15,34,66,70]. This discrepancy in success is explained by the fact that in massive
separated flows, the turbulence is driven by the large-scale structures, which are re-
solved by the LES part of the hybrid model. However, if the near-wall dynamics is
the driven mechanism for the turbulence generation, current hybrid models cannot
predict accurate results.
Nikitin et al. [66] conducted simulations of high Re channel flow using DES as a
near-wall model, results predicted mean velocity profiles with severe deviation from
the law-of-the-wall at the logarithmic region. They found that the anomalous predic-
tions were insensitive to changes in grid resolution and location of the RANS/LES
model interface, indicating a pathological behavior of the hybrid model. Davidson
and Peng [100], and Tucker and Davidson [15] simulated the flow over a plane and
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ribbed channel, and over a three-dimensional hill. Their results predicted disconti-
nuities in the flow statistics and in the turbulence variables, independently of the
location of models interface. Hamba [34, 35] conducted zonal simulations in channel
flows and reported unphysical mismatches in the flow statistics close to the model
interface. He demonstrated that even when LES is conducted in the near-wall region
and RANS in the core of the channel, the zonal approach still predict unphysical
results. He proposed to filter the flow variables at the models interface to correct the
flow statistics. Temmerman et al. [97] observed similar issues in their channel zonal
simulations and proposed a bounding criterion in the modeled stresses to reduce the
discontinuities predicted in the flow statistics at the model interface. Davidson and
Dahlstro¨m [14] proposed the inclusion of turbulence fluctuations at the interface to
reduce the discrepancies observed in previous channel simulations. Their approach
improved zonal predictions for channel flows, however, it required a precursor DNS
simulation. Davidson and Billson [13] proposed the inclusion of synthesized turbu-
lence at the model’s interface. They explored isotropic and anisotropic fluctuations
in channel flow simulations with good results. Similar stochastic forcing approaches
have been also proposed by Piomelli et al. [70], Keating and Piomelli [47], and Batten
et al. [5].
The consistent anomalous predictions obtained with different hybrid models in
attached flows, indicate that the hybrid formulation is not able to correctly model the
near-wall turbulent dynamics. In fact, it was found that the shift in the logarithmic
profile and discontinuities in the statistics, are caused by an imbalance in the turbulent
transport generated in the region where the hybrid model switches from RANS to
LES [5, 70]. In this region, the hybrid model reduces, either abruptly or gradually,
the modeled RANS stresses to LES levels. However, the resolved turbulent stresses
are not generated at the same rate at which the modeled stresses are suppressed.
This induces a significant decrease in the turbulent momentum transport, which is
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refered as artificial turbulence dissipation (ATD), which forces viscous stresses to
compensate the transport of momentum leading to the incorrect mean velocity profile
and discontinuous statistics [5, 34, 70]. This problem becomes more significant when
the transition from RANS to LES occurs abruptly.
The problem induced by the mismatch between the rates at which resolved and
modeled stresses are generated and suppressed in the RANS to LES transition (RTLT)
zone, is similar to the problem faced in turbulent inflow generation [59]. In the
later was found that if synthetic conditions are imposed (mean velocity profile with
and without random fluctuations superimposed), the flow requires a significant long
transition distance before physical turbulence develops. This is the same situation
faced at the RTLT zone, where LES requires a transition either in space or time5,
before resolved turbulence develops from the quasi-steady RANS field.
Attempts to correct the anomalous ATD in hybrid simulations have been proposed
with relative degrees of success. Some of these include application of filtering at the
models interface to eliminate the discontinuities in the statistics [34, 35], imposing
compatibility conditions in the RANS and LES stresses to prevent ATD [97], and
implementing unsteady forcing terms to the governing equations, computed either
synthetically or from precursor simulations, to trigger the development of resolved
turbulence in the RTLT region to control ATD [5,13,14,47,70]. However, despite the
success that these methods have shown, they lack fundamental justification, which
limits their systematic improvement. Thus, at best these methods can only be con-
sidered heuristic and their improvement is subject to trial and error [35, 70, 97].
5Depending on the way the switch from RANS to LES occurs.
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1.4 Objectives
Although significant progress has been made in developing and applying hybrid
RANS/LES models, in general very few researchers have developed a theoretical for-
mulation for the hybrid RANS/LES approach. In combining RANS with LES, most
methods ignore their fundamental differences [36, 70]. Consequently, most reported
formulations become engineering methods driven by practical necessity for simulat-
ing high Reynolds number flows with available computational resources. This lack of
theoretical foundation, has hindered systematic improvements in this promising ap-
proach. Indeed, most of the currently employed hybrid approaches, can be seriously
questioned from a theoretical standpoint. For instance, the fundamental implication
of merging two sets of equations that describe differently the physics of fluids is usu-
ally overlooked. Its omission is justified most of the time by the fact that both RANS
and LES governing equations look very similar [36]. The theoretical issues are less
of a concern to applied engineer, who forced by time and cost constrains, applies
and modifies hybrid models to produce better calculations. He may not realize that
without a theoretical framework, the options to improve hybrid RANS/LES models
reduce to trial and error, a practice that in the long term will induce higher costs and
more time to the design process.
There have been, however, some theoretical attempts to develop a general frame-
work for the hybrid approach [31, 37, 53, 75]. In particular, the framework set forth
by Germano [31] is the most adequate to address the hybrid RANS/LES formulation
from a near-wall model standpoint. He demonstrated that the governing equations
derived by applying a hybrid filter (created by smoothly combining the RANS and
the LES operators) include new hybrid terms that should not be neglected. His
formal derivation (albeit, restricted to incompressible flows) indicates that hybrid
formulations cannot rely only on the capability of the turbulence models to switch
from RANS to LES. However, the importance of these new hybrid terms was only
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speculated, since no calculation implementing these equations was conducted.
The status of the hybrid RANS/LES approach motivates research into the open
theoretical issues. The principal goal of this dissertation is to present fundamental
and technical advancement in hybrid RANS/LES models with implication as near-
wall models. Additionally, due to the potential of TLS to simulate turbulent flows, is
the interest of this work to explore its ability to perform as an alternative near-wall
model.
In order to achieve the goals of the dissertation, the following objectives are de-
fined:
1. Derive the exact compressible hybrid RANS/LES Navier-Stokes equations. These
equations have not been derived before, thus, presenting them is an original con-
tribution.
2. Assess the importance of the derived hybrid RANS/LES governing equations
and demonstrate its advantages over standard hybrid RANS/LES methodolo-
gies. This includes: identify the issues involved in the merging of RANS with
LES and to propose solutions for such problems. These efforts have not been
done in the past, therefore, resolving the exact hybrid RANS/LES governing
equations is an original contribution with direct impact in turbulence modeling.
3. Develop a new hybrid RANS/LES turbulence model equation from well-established
RANS and LES models. The interest of this dissertation is not only in the ex-
act hybrid RANS/LES equations, but also in presenting a new reliable hybrid
RANS/LES model equation.
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4. Develop improvements to the hybrid RANS/LES methodology based on the
theoretical framework developed. This effort is important, since brings new
improvements to hybrid RANS/LES models based on the new formulation.
5. In a second effort toward near-wall models for LES, the TLS method is ex-
tended to compressible flows by deriving the governing equations for the flow
and thermodynamic small-scale variables. It is important to extend TLS to
compressible flows, since these equations have not been derived before.
6. Asses the potential of the TLS formulation as an unsteady near-wall model for
LES. Currently, TLS have been demonstrated as a full turbulence modeling for-
mulation. However, its potential as a near-wall model has to be demonstrated.
7. Implement the numerical and modeling tools required to conduct the previous
objectives:
- Implement realistic turbulent inflow boundary condition. This is a critical
aspect in turbulence simulations. Although, a new approach for realistic
turbulence inflow is not developed in this work, it is important to stress
that a realistic turbulence inflow generation technique is currently not
available in the baseline code. Thus, its implementation is an important
contribution.
- Implement a high order numerical scheme for spatial discretization. Al-
though, a new numerical scheme is not developed in this work, it is impor-
tant to implement this capability in the baseline code, which lacks enough
spatial discretization-accuracy to conduct high fidelity turbulence simula-
tions.
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- Implement RANS, LES, and TLS models. The baseline version of the code
does not have turbulence modeling capabilities. Therefore, each turbulent
modeling approach has to be implemented in the code from scratch. This
requires significant effort at the PhD level.
1.5 Dissertation’s Outline
The rest of the dissertation is organized as follows.
Chapter II introduces the governing equations of fluid motion. Here, the governing
and model equations for RANS and LES are presented.
Chapter III describes the numerical approach developed to conduct the turbulence
simulations.
Chapter IV presents the validation of the numerical approach developed, emphasis
is given to demonstrate the LES and RANS capabilities.
Chapter V presents the derivation of the generic additive-filter operated com-
pressible Navier-Stokes equations. In particular, the additive filter is constructed by
combining the RANS and LES operators. Here the properties of the hybrid filter and
its implications in the derivation of the governing equations are discussed. The hybrid
equations for incompressible flows and for hybridization conducted in time are also
presented and briefly discussed. The importance of the derived governing equations is
assessed by conducting numerical calculations of turbulent boundary layer. Finally, a
model to approximate the hybrid terms is proposed to improve the accuracy of hybrid
RANS/LES models.
Chapter VI presents the derivation of the compressible Two Level Simulation equa-
tions. The formulation is assessed by conducting calculations of turbulent boundary
layers. Finally, the potential of the method to be used as a near-wall model is demon-
strated.
Chapter VII discusses concluding remarks and the proposed future work.
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The appendix present the abstract of an accepted publication of part of the ma-
terial presented in this dissertation.
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CHAPTER II
MATHEMATICAL FORMULATION
In this chapter, the mathematical formulation that describes the fluid motion is intro-
duced. The governing equations are presented in their integral and differential form,
using tensor notation to allow a compact and clear presentation. Therefore, before
developing the mathematical formulation, the tensor definitions used throughout this
work have to be defined. However, for a complete exposure on tensor theory see
Refs. [78, 80, 94].
Informally, the term tensor or tensor field is defined as a mathematical object in
R
m with n indexes (order n) and mn elements, which obeys certain transformation
rules [94]. One of the most important rules that a tensor obeys, hence its importance
in mathematical physics, is that of being invariant to coordinate transformation [94].
Therefore, expressing the laws of physics with tensors, warrants the invariance of
these laws to coordinate transformation as well [78, 80].
In tensor manipulation, it is common to use the Einstein summation convention.
This convention states, that when a tensor or group of tensors include repeated in-
dexes a summation is implied AikBkj =
∑m
k=1AikBkj or Cikk =
∑m
k=1Cikk, here A
and B are 2nd order tensors and C is a 3rd order tensor. For notation purposes, this
rule applies only to indexes appearing in italic characters, thus, if repeated indexes
appear in greek characters no summation is implied AiαBαj 6=
∑m
α=1AiαBαj . Under
this convention, tensor indexes cannot appear repeated more than twice i.e., AkkBkk
or Ckkk are not allowed. However, if summation is required over more than two in-
dexes, different characters have to be used AjjBkk =
∑m
j=1Ajj
∑m
k=1Bkk. On the
other hand, it is possible to have many repeated greek indexes, since they do not
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intend summation.
A common tensor that will be used extensively in this work, is the Kronecker delta
of order two. This tensor is a function defined as:
δij =


1 if i = j
0 if i 6= j
(2.1)
in Rm. The contraction (summation over its indexes) of the Kronecker delta is equal
to its dimensionality δkk = m.
The spacetime on which the equations of fluid motion are described in this work,
is an Euclidean continuous space defined in XT = (x1, x2, x3, x4) ∈ R4. Here XT
includes the three spatial coordinates, referred indistinctly as (x, y, z) or (x1, x2, x3),
and time x4 = t. The velocity,
∂xi
∂t
= ui, is indistinctly referred as (u1, u2, u3) or
(u, v, w). Finally, for pure notation purposes, when a tensor of order one is expressed
as xi, i.e. using “i” for its index, it is implied “xi for i = 1, 2, 3, . . . , m” and not just
a single component.
2.1 The Governing Equations of Fluid Motion
The fundamental laws required to fully describe the fluid motion are, the conservation
of mass, momentum, and energy. If these laws are expressed over an arbitrary control
volume within a continuous media [80,101], it can be shown that the integral version
of the governing equations take the following form [4]:
∂
∂t
∫∫∫
Ω
ρdV +
∫∫
Σ
ρujnjds =
∫∫∫
Ω
QρdV (2.2)
∂
∂t
∫∫∫
Ω
ρuidV +
∫∫
Σ
ρuiujnjds =
∫∫
Σ
(−pδij + τij)njds+
∫∫∫
Ω
ρFidV (2.3)
∂
∂t
∫∫∫
Ω
ρEdV +
∫∫
Σ
ρEujnjds =−
∫∫
Σ
qjnjds
+
∫∫
Σ
ui(−pδij + τij)njds+
∫∫∫
Ω
ρQEdV
(2.4)
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here, ρ is the fluid density, p is pressure, E = e+ 1/2uiui is the total energy per unit
of mass, e is the internal energy per unit of mass, τij is the viscous shear stress, qi
is the heat flux, Qρ is the mass source, Fi is an external force field, QE is the total
energy source, Ω is the arbitrary control volume, Σ is the volume boundary surface,
and nj is a normalized vector normal to the surface Σ. These equations state, that the
changes in the conserved variables depend on the changes within the control volume,
the net fluxes through the volume boundary, and the effect of external sources.
Since, these equations integrate to zero for an arbitrary domain, the only way
that this is possible is by the integrand being zero. Thus, by applying the divergence
theorem on Eqs. (2.2)-(2.4), the differential form of the conservation laws can be
easily derived [4]:
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0 (2.5)
∂ρui
∂t
+
∂
∂xj
(ρuiuj) =
∂
∂xj
(− pδij + τij) (2.6)
∂ρE
∂t
+
∂
∂xj
(
ρujE
)
=
∂
∂xj
(
− qj + (−pδij + τij)ui
)
(2.7)
These equations, are known as the Navier-Stokes (Navier-Stokes) equations and for
convenience, the external sources are omitted from the differential form. The Navier-
Stokes equations require additional relations to obtain p, τij , qi as function of ρ, ui,
and E. However, these relations are not universal, instead, they are determined by the
fluid properties and the assumptions underlying the fluid modeling approach [101].
Here, it is assumed that the working fluid is a continuous, diatomic, ideal, and calori-
cally perfect gas. Therefore, from kinetic theory it is possible to derive exact relations
for p, τij , and qi [101]:
p = ρRT (2.8)
e = CvT (2.9)
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τij = 2µ
(
Sij − 1
3
Skkδij
)
, Sij =
1
2
(∂ui
∂xj
+
∂uj
∂xi
)
. (2.10)
qi = −κ∂T
∂xi
(2.11)
here, T is temperature, R is the gas constant, Cv is the specific heat at constant
volume, µ is the molecular viscosity, and κ is the thermal conductivity. Kinetic theory
also provides relations for the molecular diffusion coefficients [101]. However, for the
functional relation between molecular viscosity and temperature, the experimental
Sutherland’s formula is implemented [104]:
µ = µ0
T0 + C
T + C
( T
T0
)3/2
. (2.12)
Here, C is a constant that depend on the fluid analyzed. Finally, the thermal con-
ductivity is obtained from the molecular viscosity
κ = Cp
µ
Pr
(2.13)
where, Cp is the specific heat at constant pressure and Pr is the fluid Prandtl number.
Equations (2.2)-(2.13), in either the integral or differential form, is the minimum
set of equations required to completely describe the evolution of fluid motion. How-
ever, it is convenient to define additional nondimensional parameters to characterize
the fluid flow regimes. Although, these parameters are not explicitly required by
the Navier-Stokes equations, they are convenient, since different fluid flow regimes
require different theoretical/numerical approaches for their analysis. Depending on
the characteristics of the flow problem, different nondimensional parameters can be
defined [104]. In particular, for the problem analyzed on this dissertation, only two
nondimensional parameters are required:
- Mach number:
Ma =
U
a
=
U√
γRT
(2.14)
and
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- Reynolds number:
Re =
ρUL
µ
(2.15)
Here, a is the speed of sound, γ is the ratio of specific heats γ = Cp/Cv, and U and
L represent the characteristic velocity and length scales of the problem, respectively.
The Mach number (Ma) characterizes the effect of compressibility on the fluid flow.
In general, the physics of fluid flow can be loosely described as incompressible and
compressible [4, 81, 104], nonetheless, different physical phenomenon can be further
observed in the compressible regime [1, 81, 101]. The Reynolds number (Re) char-
acterizes the effects of molecular transport processes in the fluid flow. Loosely, two
principal flow regimes can be defined laminar [104] and turbulent [98]. Here, it is
important to mention, that the turbulent regime is the most commonly observed in
nature and engineering application.
2.2 Turbulence Modeling
As mentioned before, Eqs. (2.2)-(2.4) and (2.5)-(2.7) include all the physics re-
quired to describe the fluid flow problem. Nevertheless, the extreme complexity of
the Navier-Stokes equations precludes the derivation of analytical solutions, but in
exceptional simplified cases. Therefore, in general it is required to apply numerical
algorithms to obtain solutions for arbitrary flow problems. In addition to the com-
plexity of the governing equations, obtaining a solution becomes more demanding if
the flow is in the turbulent regime. Presenting a clear and unambiguous definition
of turbulence still poses significant challenges. Therefore, a turbulence description is
presented rather than a formal definition. Turbulence is a flow property, indepen-
dently of the fluid, with the following characteristics [72,98]:
- Irregularity : The flow variables evolve in a random form. However, the more
appropriate way to define this characteristic is by stating that the Navier-Stokes
equations present a chaotic behavior in the turbulent regime. This implies that
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the evolution of the equations is sensitive to small perturbation in initial and
boundary conditions. Therefore, the exact reproduction of a turbulent flow (re-
alization) is subject to an exact match of all initial and boundary conditions of
the flow, which cannot be satisfied in reality. This sensitivity, chaotic behav-
ior, is only triggered at high Reynolds number, explaining why the evolution of
laminar flows is completely deterministic and can always be exactly reproduced.
- Diffusivity : the transfer of mass, momentum, and energy is significantly en-
hanced by turbulence.
- Large Reynolds Number : As mentioned before, at large Re the Navier-Stokes
equations present a chaotic behavior which induce a stochastic behavior in the
fluid flow.
- Three-dimensionality : Turbulence is characterized by the presence of vortic-
ity fluctuations. These effects are present even when the mean flow is two-
dimensional. In fact, vortex stretching, which only occurs in three-dimensions,
is an important process responsible for the generation of turbulent kinetic en-
ergy.
- Dissipative: Turbulence is a dissipative process, where the turbulent kinetic
energy generated in the fluid flow, is converted into internal energy by viscous
effects. Therefore, it is required to maintain a constant supply of energy to
sustain a turbulent flow, otherwise the turbulence will always decay.
- Multi-Scale: Turbulence presents a wide range of scales, characterizing the dif-
ferent aspects of turbulence dynamics.
- Continuous : Turbulence is a regime of fluid flow governed by the Navier-Stokes
equations. Therefore, regardless of how small the scales of turbulence can be,
they will always be bigger than molecular scales, satisfying the conditions of
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continuous media embodied in the derivation of the Navier-Stokes equations [80,
101].
From the previous description the multi-scale, three-dimensionality, and dissipative
properties are what post the highest challenge in turbulence simulation. Turbulence
theory [98] states that the range of length and time scales present in a turbulent
flow is proportional to η/l ∼ Re−3/4 and τu/l ∼ Re−1/2, respectively. Here, η and τ
represent the Kolmolgorov length and time viscous microscales, respectively, and u
and l represent the inertial large velocity and length scales of the flow, respectively.
Since turbulence is a dissipative phenomenon, its prediction requires to resolve all
the scales present in the flow. Additionally, the simulations have to be conducted in
three-dimensions.
Estimations for the total number of grid points (N) and total number of time steps
(M) required to resolve all the scales present in a turbulent flow [72], predict scalings of
N3 ∼ Re9/2λ andM ∼ Re3/2λ based on a Re characteristic of the turbulence Reλ. From
these estimations, is clear that the high number of grid points and number of time
iterations, required in high Re turbulent flows simulations, restrict the calculation of
every turbulent scale in the flow (DNS).
2.2.1 Reynolds Averaged Navier-Stokes Equations
Since resolving all the scales of turbulence is unrealistic at high Re, other approaches
have to be explored to model these flows. The RANS approach is the first systematic
methodology proposed to model the physics of turbulence. In this approach the flow
variables, represented as φ, are decomposed into a mean φ˙ and unsteady fluctuation
φ′˙ as follows:
φ = φ˙+ φ′˙ (2.16)
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or in an alternative decomposition which is commonly used in compressible flows,
known as Favre or density-weighted decomposition:
φ =
˙˜
φ+ φ′˙′ (2.17)
˙˜
φ =
ρ˙φ
ρ˙
(2.18)
although other definitions can also be used [106], here, the RANS operator is defined
as a statistical ensemble average
φ˙(X, t) = lim
N→∞
1
N
N∑
k=1
φ(k)(X, t) (2.19)
where, φ(k) is a single flow realization/experiment and N represents the number of
realization/experiments conducted for φ. In order to warrant that the statistics con-
verge, it is assumed that the RANS operator satisfies the ergodic hypothesis. Ad-
ditionally, the following rules of averaging, know as Reynolds rules of averaging, are
also satisfied [65, 75]:
˙φ+ ψ = φ˙+ ψ˙, (2.20a)
α˙ = α, (2.20b)
α˙φ = αφ˙, (2.20c)
˙
φψ˙ = φ˙ ψ˙, (2.20d)
˙˙
φ = φ˙,
˙˜
˙˜
φ=
˙˜
φ, (2.20e)
˙
φ′˙ = 0,
˙
φ′˙′ 6= 0, (2.20f)
˙
ρφ′˙ 6= 0,
˙
ρφ′˙′ = 0. (2.20g)
Here ψ and α are a dummy variable and a constant, respectively. If the RANS
operator, Eqs. (2.19) and (2.18), is applied in the Navier-Stokes equations, it can be
shown [105] that the RANS governing equations take the following form:
∂ρ˙
∂t
+
∂
∂xj
(ρ˙ ˙˜uj) = 0 (2.21)
25
∂ρ˙ ˙˜ui
∂t
+
∂
∂xj
(ρ˙ ˙˜ui ˙˜uj) =
∂
∂xj
(−p˙δij + ˙˜τ ij − τ˙(ui, uj)) (2.22)
∂ρ˙
˙˜
E
∂t
+
∂
∂xj
(
ρ˙
˙˜
E ˙˜uj
)
=
∂
∂xj
(
− p˙ ˙˜uj + κ˙ ∂
˙˜
T
∂xj
+ ˙˜τ ij ˙˜ui − τ˙ (E, uj)
− χ˙(uj, p) + χ˙
( ∂T
∂xj
, κ
)
+ ζ˙(τij, ui)
) (2.23)
where,
τ˙ (a, b) = ρ˙(
˙˜
ab− ˙˜a ˙˜b), χ˙(a, b) = a˙b− ˙˜ab˙, ζ˙(a, b) = a˙b− ˙˜a ˙˜b (2.24)
here, τ , χ, and ζ are the generalized second-order central-moments [30], extended to
compressible flows, and a and b are dummy variables. Equations (2.21)-(2.23) evolves
the RANS-averaged variables without resolving the unsteady turbulent scales. This
eliminates the demanding space and time resolution requirements of DNS. However,
the effect of the turbulence Eq. (2.24) has to be still considered. Unfortunately, there
is no exact theoretical relation for these terms, which are known as unclose terms.
Therefore, they have to be invariably modeled.
It is common practice to compute the unclose terms, Eqs. (2.22)-(2.23), using
models based on the Boussinesq and gradient diffusion approximations [106]:
τ˙ (uk, uk) = 2ρ˙k (2.25)
τ˙(ui, uj) = −2ρ˙νt( ˙˜Sij − 1
3
˙˜
Skkδij) +
2
3
ρ˙kδij (2.26)
χ˙
( ∂T
∂xj
, κ
)
+ ζ˙(τij , ui)− τ˙(E, uj)− χ˙(uj, p) = ρ˙Cpνt
PrT
∂
˙˜
T
∂xj
+ ρ˙(ν˙ + νtσ
∗)
∂k
∂xj
− τ˙(ui, uj) ˙˜ui.
(2.27)
where, k is the turbulent kinetic energy, νt is the turbulent viscosity, and PrT and
σ∗ are model coefficients [105]. However, there exist other more advanced closure
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strategies, like the nonelinear-closure approach and the stress-transport models [105].
Nevertheless, due to their complexity and inherent extra cost, they are not widely
implemented.
The Boussinesq assumption provides a simple functional form to compute the un-
closed terms. However, it does not provide explicit expressions for k and νt. Therefore,
in order to completely close Eqs. (2.25)-(2.27), model equations for k and νt have
to be provided. In the literature a vast diversity of turbulence models can be found
spanning algebraic relation to n-equations models. However, it has to be born in
mind, that every RANS model is calibrated using specific benchmark cases. There-
fore, is unrealistic to expect, that a single RANS model can be successfully applied in
every turbulent flow problem. Consequently, selecting a RANS model is completely
determined by the problem to solves.
2.2.1.1 RANS-SST Model
For the cases simulated in this work, the two-equation k − ω RANS-SST model [63]
is selected to close Eqs. (2.25)-(2.27), due to its success predicting external flows on
adverse and favorable pressure-gradient conditions [41, 63]. Additionally, this model
has the advantage of not presenting singularities at the wall, which is a common
problem present in other RANS models [63,105,106]. Here, the RANS-SST model is
reproduced from its orgininal reference [63]:
∂ρ˙k
∂t
+
∂
∂xj
(
ρ˙ ˙˜ujk
)
=
∂
∂xj
(
ρ˙(ν˙ + σkνt)
∂k
∂xj
)
− τ˙(ui, uj)∂
˙˜ui
∂xj
− β∗ρ˙kω. (2.28)
∂
∂t
(ρ˙ω) +
∂
∂xj
(ρ˙ ˙˜ujω) =
∂
∂xj
(
ρ˙(ν˙ + σωνt)
∂ω
∂xj
)
− γ
νt
τ˙ (ui, uj)
∂ ˙˜ui
∂xj
− βρ˙ω2
+ 2(1− F1)ρ˙σω2 1
ω
∂k
∂xj
∂ω
∂xj
(2.29)
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F1 = tanh(χ
4), χ = min
(
max
( √k
0.09ωy
;
500ν˙
y2ω
)
;
4ρ˙σω2k
CDy2
)
(2.30a)
CD = max
(
2ρ˙σω2
1
ω
∂k
∂xj
∂ω
∂xj
; 10−20
)
(2.30b)
νt =
a1k
max(a1ω; ΩF2)
(2.31)
and
F2 = tanh(η
2), η = max
(
2
√
k
0.09ωy
;
500ν˙
y2ω
)
. (2.32)
Equation (2.28) is the transport equation for the turbulent kinetic energy, and (2.29)
is the equation for the specific energy dissipation rate. Here Ω, F1, and y are the
vorticity magnitude, a blending function, and the wall-normal distance, respectively.
The constants for the RANS-SST model, here represented as ψ, are computed from
two set of constants ψ1 and ψ2 as ψ = F1ψ1 + (1 − F1)ψ2. Here, the values of these
two sets are: ψ1{ σk1 = 0.85, σω1 = 0.5, β1 = 0.075, a1 = 0.31, β∗ = 0.09, κ = 0.41,
γ1 = β1/β
∗ − σω1κ2/
√
β∗ } and ψ2{ σk2 = 1.0, σω2 = 0.856, β2 = 0.0828, β∗ = 0.09,
κ = 0.41, γ2 = β2/β
∗ − σω2κ2/
√
β∗ }.
2.2.2 Large Eddy Simulation
The accuracy of RANS simulations is subject to the ability of the turbulence model
implemented, to account for the effects of the turbulence. However, if instead of
completely modeling the turbulence in the flow, the modeling is restricted to just a
fraction of it, the numerical calculations relay less in the model implemented [75]. Phe-
nomenologically, LES resolves the turbulent large scale structures of the flow, whereas
the small viscous dissipative process are modeled. In spectral grounds, LES resolves
the low wave-number energy of the turbulent kinetic energy spectrum, while, the en-
ergy at high wave-numbers is modeled. Dimensional analysis in turbulence theory,
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predicts an equilibrium region in the energy spectrum known as inertial range [98].
In this region, the energy is cascaded down from the energetic low wave-numbers to
the dissipative high wave-numbers. It is argued, that the turbulent scales lose their
directional information, once the energy transfer reaches the inertial range. There-
fore, at the inertial range, the turbulence can be assumed as locally isotropic and
universal [52], conditions more suitable for its modeling. Thus, only the turbulent
scales beyond the inertial range are modeled in LES, making the calculations less
sensitive to the model implemented.
In LES the scale separation is conducted by mean of a space filter, which is
operated in the unsteady variable, such that a scale separation is achieved:
φ = φ¨+ φ¨′ (2.33)
φ =
¨˜
φ+ φ′¨′ (2.34)
where the LES space filter is defined as:
φ¨(X, t) =
∫ +∞
−∞
G(X − r,∆)φ(r, t)dr (2.35)
¨˜
φ(X, t) =
ρ¨φ
ρ¨
(2.36)
However, unlike the RANS operator which is general, the LES operator requires an
additional kernel function (G) and filter width (∆) that need to be defined, con-
straining the generality of the LES operator. In the literature, different LES filters
have been proposed spanning explicit and implicit (grid) filters [75]. Nevertheless,
their mathematical properties differ and general properties cannot be easily stated.
Here, it is only mention that for most LES filters [30,75] not all the Reynolds rules of
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averaging apply. The properties that are most commonly followed by LES filters are:
¨φ+ ψ = φ¨+ ψ¨, (2.37a)
α¨ = α, (2.37b)
α¨φ = αφ¨, (2.37c)
¨
φψ¨ 6= φ¨ ψ¨, (2.37d)
¨¨
φ 6= φ¨,
¨˜
¨˜
φ6= ¨˜φ, (2.37e)
¨
φ¨′ 6= 0,
¨
φ′¨′ 6= 0, (2.37f)
¨
ρφ¨′ 6= 0,
¨
ρφ′¨′ 6= 0 (2.37g)
where φ¨′ and φ′¨′ represent the subgrid fluctuation and the subgrid density-weighted
fluctuation, respectively. In this study, a generic low-pass LES filter is considered,
with the only restrictions that it commutes with differentiation and with the statistical
operator
∂¨φ
∂xi
=
∂φ¨
∂xi
(2.38)
˙¨
φ =
¨˙
φ = φ˙. (2.39)
Having defined the LES operator, the LES governing equations are derived by apply-
ing Eqs. (2.35) and (2.36) into the Navier-Stokes equations:
∂ρ¨
∂t
+
∂
∂xj
(ρ¨¨˜uj) = 0 (2.40)
∂ρ¨¨˜ui
∂t
+
∂
∂xj
(ρ¨¨˜ui ¨˜uj) =
∂
∂xj
(−p¨δij + ¨˜τ ij − τ¨(ui, uj)) (2.41)
∂ρ¨
¨˜
E
∂t
+
∂
∂xj
(
ρ¨
¨˜
E ¨˜uj
)
=
∂
∂xj
(
− p¨¨˜uj + κ¨ ∂
¨˜
T
∂xj
+ ¨˜τ ij ¨˜ui − τ¨ (E, uj)
− χ¨(uj, p) + χ¨
( ∂T
∂xj
, κ
)
+ ζ¨(τij, ui)
) (2.42)
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where,
τ¨ (a, b) = ρ¨(
¨˜
ab− ¨˜a¨˜b), χ¨(a, b) = a¨b− ¨˜ab¨, ζ¨(a, b) = a¨b− ¨˜a¨˜b (2.43)
here, τ , χ, and ζ are the generalized second-order central-moments [30], extended
to compressible flows, and a and b are dummy variables. Similarly to RANS, the
LES equations predict additional unclose terms that need to be modeled. However,
contrary to RANS, the effect of the LES closure on the accuracy of the simulations is
expected to be less significant. Therefore, gradient diffusion and Boussinesq equations
can be used to model the LES unclose central-moments:
τ¨ (uk, uk) = 2ρ¨k
sgs (2.44)
τ¨ (ui, uj) = −2ρ¨νsgs(¨˜Sij − 1
3
¨˜
Skkδij) +
2
3
ρ¨ksgsδij (2.45)
χ¨
( ∂T
∂xj
, κ
)
+ ζ¨(τij , ui)− τ¨(E, uj)− χ¨(uj, p) = ρ¨Cpνsgs
Prt
∂
¨˜
T
∂xj
+ ρ¨
νsgs
Prt
∂
¨˜
E
∂xj
+
νsgs
Prt
∂p¨
∂xj
− τ¨ (ui, uj)¨˜ui.
(2.46)
However, there exist other explicit approaches to reconstruct the unclose subgrid
terms that do not rely on gradient diffusion and Boussinesq equations, being TLS
one example [75].
2.2.2.1 Localized Dynamic K-Equation Model
In order to close Eqs. (2.44)-(2.46), the subgrid viscosity νsgs and subgrid kinetic
energy ksgs are modeled using the Localized Dynamic K-equation Model (LDKM),
due to its success predicting complex and fundamental turbulent flows [51, 62]:
∂ρ¨ksgs
∂t
+
∂
∂xj
(
ρ¨¨˜ujk
sgs
)
=
∂
∂xj
(
ρ¨(ν¨/P r + νsgs)
∂ksgs
∂xj
)
− τ¨ (ui, uj)∂
¨˜ui
∂xj
− Cερ¨k
sgs
∆
3/2
.
(2.47)
νsgs = Cν∆
√
ksgs (2.48)
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Here, Cν and Cǫ are LES coefficients that are obtained dynamically as a part of the
solution using a scale similarity approach. Further details on the dynamic evaluation
can be found in the original references [51, 62].
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CHAPTER III
NUMERICAL FORMULATION
To conduct high fidelity turbulent simulations of complex flows in arbitrary geome-
tries, the governing equations have to be integrated with the highest consistency and
accuracy possible, in both space and time. Therefore, the finite volume approach is
selected over the traditional finite-difference approach, since the conservation laws
are exactly satisfied at the discretized level. In addition, the finite volume approach
can be used in arbitrary geometries without requiring any coordinate-transformation
in its formulation [95].
Achieving high accuracy for space discretization is not always simple to obtain.
Contrary to time integration, the space accuracy is not only determined by the scheme
implemented, but also by the flow to be simulated. For instance, DNS requires high-
accuracy spectral methods to resolve all the range of scales encountered in turbulent
flows [11,74]. However, spectral methods can only be applied in simple problems with
periodic boundary conditions.
On the other hand, RANS simulations are only concerned with low-wave number
scales in complex flows. Therefore, the space-accuracy, usually not higher than 2nd
order, is usually relaxed to calculate flows in complex domains and to reduce the cost
of the numerical scheme. Additionally, it is a common practice to include numerical-
dissipation to enhance the stability of the numerical scheme, specially when coarse
grids are implemented.
In LES, defining the proper space-accuracy is more complicated than in the pre-
vious cases. LES faces the disjunctive of resolving high-wave number turbulent scales
on complex geometries with complex boundary conditions. Therefore, the type of
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scheme used and its accuracy is problem dependent, without even mentioning that
applying high-order schemes in complex geometries is not always easy. Finally, the
built in numerical dissipation of some schemes can smear out the resolved turbulence.
In this study, it is considered that orders of accuracy above 2nd order are good
enough for LES. For a complete discussion on the effect of numerical scheme on LES
refer to the study of Ghosal [32].
3.1 Finite Volume Approach
In order to developt the finite volume formulation, the governing equations have to
be presented in their integral conservative form Eqs. (2.2)-(2.4)
∂
∂t
∫∫∫
Ω
QdV +
∫∫
Σ
Fj(Q)njds = 0 (3.1)
Here, Eq. (3.1) represents any of the conservation equations, Q represents the con-
served quantity, Fj is the flux vector which includes all the transport terms involved,
Ω is the, arbitrary, domain for the volume integral, and Σ is the boundary of Ω, see
(Figure 3.1). However, before attempting to apply any integration numerical scheme
to Eq. (3.1), it can be significantly simplified by recalling the integral version of the
differential mean-value theorem. This theorem states that for a continuous function
f : [a, b]→ R, there is some c ∈ [a, b] such that
f(c) =
1
b− a
∫ b
a
f(x)dx. (3.2)
This theorem warrant the existence of a point c in the integration domain at which
the function to be integrated, takes exactly the mean value of the integral. Therefore,
the integral can be replaced by the mean value of the function times the domain of
integration. This theorem is readily extended to surface and volume integrals by
stating that for a continuous function g : [a, b] × [c, d] → R, there is some α ∈ [a, b]
and β ∈ [c, d] such that
g(α, β) =
1
(b− a)(d− c)
∫ d
c
∫ b
a
g(x, y)dxdy (3.3)
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Figure 3.1: Arbitrary domain composed by arbitrary subdomains.
and for h : [a, b]× [c, d]× [e, f ]→ R, there is some α ∈ [a, b], β ∈ [c, d] and γ ∈ [e, f ]
such that
h(α, β, γ) =
1
(b− a)(d− c)(f − e)
∫ f
e
∫ d
c
∫ b
a
h(x, y, z)dxdydz. (3.4)
Therefore, by substituting Eqs. (3.3) and (3.4) in (3.1) an alternative form for the
integral conservation equation is obtained
∂Q̂Ω
∂t
+ Fj(Q˘)Σj = 0 (3.5)
Where, Q̂ represents the volumetric average Q̂ = 1
Ω
∫∫∫
Ω
QdV and Q˘ represents the
surface average Q˘ = 1
Σ
∫∫
Σ
Qds. Here it is important to point out that, Eq. (3.5)
provides the advantage of bypassing the requirement of explicitly conducting a nu-
merical integration for Q. By using Eq. (3.5) the mean variable Q̂ is resolved instead
of the continuous Q. Although Eq. (3.5) is an exact relation independent of Ω, it
is recommended to discretize the domain to be simulated into small sub-volumes Ωi,
(see Figure 3.1), in order to better represent Q with Q̂, since
lim
Ωi→0
Q̂→ Q. (3.6)
A second aspect to mention about Eq. (3.5) is the incompatibility between vari-
ables used to compute the fluxes. Here, the time integration evolves the volume-
averaged variables Q̂, while the fluxes are computed using surface-averaged quantities
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Q˘. Therefore, it is necessary to apply a special spatial discretization/reconstruction
scheme to compute the fluxes at the boundaries, using the volume-averaged variables
up to nth order of accuracy i.e., F (Q˘) = F (Q̂) + ϑ(Q̂n).
Thus far, it has not been necessary to introduce any numerical discretization
scheme for the unsteady term or the fluxes. This, illustrates the generality of the
finite volume formulation, which only apply Eq. (3.5) into a set of small volumes
which add up the domain of integration, Figure 3.1.
3.2 Time and Space Integration
Having established the most convenient form of the governing equations (3.5), the
particular schemes used to discretize the unsteady term and the fluxes are discussed.
In order to clearly introduce the schemes, the governing equations for a differential
volume Vi and its differential boundaries Sj, in each spatial direction, are presented
(see Figure 3.2).
∂Q̂
∂t
Vi + F (Q˘)jSj = 0 (3.7)
where
F (Q˘)j = C(Q˘)j −D(Q˘)j . (3.8)
Here, Q represents the conserved variables Q = {ρ, ρui, ρE}, C(Q˘)j represents the
convective fluxes andD(Q˘)j represents the diffusion fluxes. Additionally, it is assumed
that the finite volumes are non-deforming in time ∂Vi
∂t
= 0. The definition of the
residual as fluxes F (Q˘)j, allows to treat the system of partial differential equations as a
time dependent ordinary differential equation or time marching problem. In this work,
a low-storage explicit Runge-Kutta (RK) scheme is selected for time discretization
due to its high accuracy. This scheme, when applied to Eq. (3.7), takes the following
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form:
Q̂0 = Q̂n, (3.9a)
Q̂k = Q̂0 − αk∆tF (Q̂k−1)jSj/Vi, (3.9b)
Q̂n+1 = Q̂m. (3.9c)
here, ∆t is the physical time step used to advance in time the solution. The main
parameters of the generic RK scheme Eq.(3.9) are, the number of stages n and the
coefficient for each stage αk. Here, the accuracy of the RK scheme is determined
by the number of stages, n, whereas αk determine the stability of the scheme. The
accuracy is equal to the number of stages when 1 ≤ n ≤ 4 and potentially less than
n when n ≥ 5 [44, 54]. In the present work, instead of conducting an optimization
study to come up with an appropriate set of αk for a particular n, which is above the
scope of this work. The five-stage scheme developed by A. Jameson is selected. This
scheme is known by its high convergence rates and high accuracy [44].
Q̂0 = Q̂n, (3.10a)
Q̂k = Q̂0 − αk∆t
[C(Q̂k−1) (3.10b)
+ γk(DV (Q̂k−1) +DT (Q̂k−1)) (3.10c)
+ βkDN(Q̂k−1) + (1− βk)DN(Q̂k−2)
]
, (3.10d)
Q̂n+1 = Q̂m. (3.10e)
Here, DV (Q) and DT (Q) represent the viscous and turbulence fluxes, respectively.
Jameson’s original five-stage scheme (Eq. (3.10)) includes an additional artificial
numerical dissipation term, DN(Q), intended to stabilize the second-order central
scheme used to compute the convective terms. Additionally, to further increase the
stability of the scheme and to reduce the cost of the scheme, a second set of coefficients
is introduced (βk and γk), to evaluate the diffusion fluxes only at every other stage.
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The stage coefficients used in this scheme are the following [44]:
n = 5,
{αk} = {1/4, 1/6, 3/8, 1/2, 1},
{γk} = {1, 0, 1, 0, 1},
{βk} = {1, 0, 0.56, 0, 0.44},
(3.11)
3.2.1 Dual Time Stepping
Another important add-on to the original Jameson’s scheme [44] is its capability to
advance by a time step higher than the allowed by the numerical stability criteria.
This enhancement is known as dual-time stepping (DTS) and it is possible by casting
the unsteady time-accurate problem as a steady state problem in an artificial time
scale
∂Q̂Vi
∂τ
=
∂Q̂Vi
∂t
+ F (Q˘)jSj = 0 (3.12)
here, τ is the artificial time variable. This modification indicates that when Eq.
(3.12) reaches a steady state,∂
bQ
∂τ
= 0, a converged time accurate solution is obtained.
Consequently, Eq. (3.12) can be integrated using common acceleration techniques
implemented in steady state problems. Here, the physical-unsteady term ∂
bQ
∂t
represent
just a source for the equations in the unphysical time variable.
In the present work, the simulations conducted do not implement the DTS capa-
bility. Thus, a complete discussion on this approach together with the acceleration
techniques is out of the scope of this work. However, the interested reader can refer
to Jameson’s original paper [44] or to a comprehensive exposure of the DTS approach
by Radespiel et al. [73].
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Figure 3.2: Arbitrary finite volume cells.
3.3 Flux Reconstruction
Figure 3.2 presents a 2-D finite volume cell and its neighboring cells in an structure
grid set up. The convention is to use integer numbers in the index to identify vari-
ables at the center of the volume, Qi,j, and fractional indexes to denote variables
at the boundaries of the volume cells, Qi+1/2,j . Here, for convenience, the convec-
tive fluxes are written in a generic form QV . Thus, Q̂i,jV̂i,j represents the nonlinear
term evaluated at the cell-center, whereas, Q˘i+/1/2,jV˘i+1/2,j represents the nonlinear
flux evaluated at the right boundary of the cell in Figure 3.2. The reconstruction of
the convective nonlinear fluxes C(Q˘)j in Eq. 3.7 is conducted with second-order and
fourth-order central schemes. For the second-order central scheme, the convective
fluxes are evaluated at the cell-boundary as an average from the values computed at
the cell centers [95]:
C(Q˘)i+1/2 = 1
2
(
Q̂iV̂i + Q̂i+1V̂i+1
)
+ ϑ(x2i ). (3.13)
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For higher accuracy, a fourth-order central scheme in divergence-form [24] is selected:
C(Q˘)i+1/2 = 1
12
(
− Q̂i+2V̂i+2 + 7Q̂i+1V̂i+1 + 7Q̂iV̂i − Q̂i−1V̂i−1
)
+
1
3
(1
2
(
Q̂i+1V̂i+1 + Q̂iV̂i
)− 1
4
(
Q̂i+1 + Q̂i
)(
V̂i+1 + V̂i
))
+ϑ(x4i ).
(3.14)
In this work, all the simulations are conducted using the fourth order accurate scheme
unless the contrary is explicitly stated.
3.3.1 Numerical Stabilization
For turbulence simulations, it is desired to implement schemes that include low built-
in numerical dissipation to better represent the high wave-number turbulent scales.
Therefore, central schemes are attractive since they do not exhibit any numerical
dissipation [24,95]. However, the absence of numerical-dissipation, although beneficial
for turbulence simulations, is not recommended in grounds of numerical stability.
Since the buildup of numerical disturbances, usually originated at high wave-numbers,
cannot be controlled, thus, leading to the failure of the scheme. Therefore, to use
central schemes, it is necessary to include an additional stabilization approach able
to control the numerical instabilities, without interfering with the resolved physical
turbulent scales.
One of the most common approaches to stabilize central schemes is to include
artificial numerical dissipation [24, 44, 54]. However, this approach apply the stabi-
lizing damping force over all the spectrum of scales, therefore it cannot distinguish
fluctuations created by numerical instability from those created by turbulence. Con-
sequently, this approach is not suited for turbulence simulations, despite its reliability
as a stabilizing scheme.
In this work, numerical stability is ensured by applying a high-order explicit filter
as proposed by Gaitonde and Visbal [28]. Their original filtering scheme relies on a
Pade´-type filter, which is an implicit filter that requires the solution of a tridiagonal
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Table 3.1: Coefficients for central filter formula.
Order a0 a1 a2 a3 a4 a5
2 1
2
+ αf
1
2
+ αf 0 0 0 0
4 5
8
+
3αf
4
1
2
+ αf −18 +
αf
4
0 0 0
6 11
16
+
5αf
8
15
32
+
17αf
16
− 3
16
+
3αf
8
1
32
− αf
16
0 0
8
93+70αf
128
7+18αf
16
−7+14αf
32
1
16
− αf
8
− 1
128
+
αf
64
0
10
193+126αf
256
105+302αf
256
15(−1+2αf )
64
45(1−2αf )
512
5(−1+2αf )
256
1−2αf
512
system of equation, derived from spectral consideration. Therefore, the stabilization
approach does not rely on the Navier-Stokes equations as in the numerical-dissipation
approach [24,44,45,54]. In general, a central nth order Pade´-type filter can be written
in the following form:
αfφi−1 + φi + αfφi+1 =
N∑
k=0
ak
2
(φi+k + φi−k) (3.15)
Here, φ represents the non-filtered variable, φ represents the filtered variable, αf is a
free parameter, ak are coefficient derived in terms of αf with Taylor and Fourier-series
analysis to provide an n = 2N th order of accuracy, using a 2N + 1 point-stencil. On
uniform meshes, this filtering scheme is nondispersive, does not amplify any wave,
preserves constant functions, and completely eliminates the odd-even mode [28].
Unfortunately, high-order filters require large stencils, which makes their imple-
mentation difficult at the N points next to the physical boundaries. Here, instead
of progressively reducing the order of the central filter as the physical boundaries is
approached (LOC approach), one-sided filter formulas are implemented to conserve
the accuracy of the filtering scheme as introduced by Gaitonde and Visbal [28].
αfφi−1 + φi + αfφi+1 =
2N+1∑
k=1
ak,iφk, i ∈ {2, . . . , N} (3.16)
αfφi−1 + φi + αfφi+1 =
2N∑
k=0
aIL−k,iφIL−k,
i ∈ {IL−N − 1, . . . , IL− 1}
(3.17)
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here, IL represent the last point in the physical domain. Using Eqs. (3.16) and (3.17)
at the boundaries have demonstrated being more robust than the LOC approach,
which on coarse grids become the dominant parameter affecting the global accuracy
of the solution [28]. Therefore, in this work one-sided filters are applied to treat
wall-boundary conditions.
In this work a 10th order filter is implemented to achieve the highest accuracy
at interior points and at wall-boundaries. However, to reduce the complexity of
the filter implementation at the processor boundaries, the LOC approach is used.
Therefore, the order of the filter is reduced progressively from 10th to 6th as the
processor boundaries are reached. Here, only three cells are required to exchange
among processors to apply the filter.
In order to reduce more the cost of the filter evaluation, the arbitrary coefficient
αf is set to zero in Eqs. (3.15)-(3.17), to recover an explicit scheme, thus, avoiding
the inversion of a tridiagonal matrix. The coefficients required in Eq. (3.15) are
reproduced on Table 3.1. However, for Eqs. (3.16) and (3.17) refer to the original
reference [28].
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CHAPTER IV
CODE VALIDATION
In this chapter, the validation of the numerical algorithm developed is conducted.
However, instead of validating the code with multiple test cases, the validation focuses
on attached external flow. Therefore, the studies presented only consider LES and
RANS simulations on turbulent boundary layer over a flat-pate.
4.1 Cases Simulated, Grids Implemented, Boundary and
Initial Conditions
LES calculations are conducted for a turbulent boundary layer at two Reynolds num-
bers based on the momentum thickness Reθ = 1400 and Reθ = 3330, the experimental
data is obtained from DeGraaff and Eaton [17] and Aubertine and Eaton [2], respec-
tively. For these simulations it is decided to change the Re by modifying the space
dimension such that the same free stream conditions are used in both cases. For the
RANS validation, the laminar to turbulence transition in a flat-plate boundary layer
is simulated, here the mean velocity profile at Reθ = 1400 is compared against exper-
imental data and LES calculations. Additionally, the friction coefficient is compared
against well-known laminar and turbulent equations.
Boundary conditions are applied explicitly for the flow and the turbulence vari-
ables. At the wall, no-slip and adiabatic conditions are imposed. At the free stream
boundary, the variables are computed from the one-dimensional Riemann invari-
ants [38]. In the spanwise direction, periodic boundary conditions are implemented,
and at the outflow, a zero gradient condition is enforced. For the LES simulation,
realistic turbulence is provided at the inflow boundary by using the rescaling method
of Lund et al. [59]. For the RANS simulation, a uniform profile is imposed.
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Table 4.1: Summary of grids implemented in validation studies
Grid Number of grid points Grid resolution
nx × ny × nz ∆x+ ∆y+min ∆y+max ∆z+
LES Reθ = 1400 201× 91× 121 30 0.5 63 10
LES Reθ = 3330 361× 91× 221 36 0.5 190 12
RANS†Rex = 0− 108 201× 61× 1 3− 90000 0.5 20000 −
† Resolution computed for a Rex = 10
8
Based on previous LES [59] and DNS [26] studies the domain extend and reso-
lution is selected for LES calculations: Lx = 10δ (streamwise), L
Reθ=1400
y = 3δ and
LReθ=3330y = 3.5δ (wall-normal), and Lz = 2δ. Here, δ is the boundary layer thick-
ness. For both Re cases (1400 and 3330) the same resolution given in wall-units is
implemented (see Table 4.1).
For LES, the initial conditions chosen for the Reθ = 1400 case, consist of random
noise superimposed on the law-of-the-wall profile. This artificial flow field is evolved
using periodic boundary conditions in the streamwise direction to promote transition
to turbulence. Once realistic turbulence develops, the flow field is rescaled and then
used as initial condition for LES, it is at this point when the rescaling approach of
Lund et al. [59] is used to provide turbulent inflow conditions. The initial conditions
for Reθ = 3330 are obtained by rescaling the realistic LES field at Reθ = 1400.
Furthermore, The initial transients are washed away by integrating the governing
equations during a non-dimensional period of ttransu
2
τ/νwall ∼ 1000 [59]. Here, uτ =√
τwall/ρwall is the friction velocity, τwall is the shear stress at the wall, ρwall is the
density at the wall, and νwall is the kinematic viscosity evaluated at the wall. Finally,
after the flow reached a stationary state, flow statistics are collected during a non-
dimensional period of taveru
2
τ/νwall ∼ 1800 [59]. For the RANS simulation uniform
conditions are used to initialize the simulation.
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Figure 4.1: Effect of the accuracy-order of the explicit filter Eqs. (3.15)-(3.17) in
the turbulent kinetic energy spectrum, the application-frequency is the same for all
cases.
4.2 Numerical Scheme Assessment
The validation of the numerical-algorithm is conducted by simulating the turbulent
flow over a flat-plate boundary layer at Reθ = 1400, here based on a priori tests the
best configuration of parameters for the numerical scheme are found. For LES the
4th order spatial scheme Eq. (3.14) in combination with the 10th order explicit filter
Eqs. (3.15)-(3.17) yield the best results. The explicit filter is applied at the end of
the five-stage R-K integration scheme on the conserved variables.
Mathematically speaking, the explicit filter scheme can be applied at the end
of each time integration to stabilize the central schemes. However, for turbulent
flow simulations the continuous application of such filter has a negative impact on
the resolved turbulence. Since the explicit-filter cannot exactly reproduce a sharp-
spectral filter, its continuous application dissipates the resolved small turbulent-scales.
Therefore, it is important to find an application-frequency that stabilize the central
scheme without interfering with the resolve turbulent-scales.
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Figure 4.2: Effect of the explicit filter application-frequency in the turbulent kinetic
energy spectrum, 10th order filter.
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Figure 4.3: Effect of the spatial discretization scheme, central-order scheme and
stabilization method, on the resolved energy spectrum.
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Figure 4.4: Mean Streamwise velocity profile normalized with wall-units, LES sim-
ulations for Reθ = 1400 and Reθ = 3330 (results shifted 5 wall-units for clear presen-
tation).
Unfortunately, due to the complexity of the two constraints that must be satisfied
(numerical stabilization and turbulence preserving), there is no general way to a
priori estimate the application-frequency. In the original reference, Gaitonde and
Visbal [28] comment that the way in which the filter is applied and the application-
frequency can vary, furthermore, they also comment that the filtering scheme has
to be assessed through practical applications. Additionally, all the validation cases
conducted by the authors are in laminar flows, leaving unconsidered the effect of
the filter in turbulence simulations. Therefore, to investigate the effect of the filter
accuracy-order and application-frequency, it is decided to conduct a priori tests in
the turbulent boundary layer problem.
For the turbulent boundary layer calculations, conducted with the grid summa-
rized in Table 4.1, the a priori tests indicate that the best combination of parameters
are the 4th order scheme Eq. (3.14) and 10th order filter with an application-frequency
of 100 (i.e. the explicit filter is evaluated every 100 iterations). Therefore, this setup
serves as the benchmark case.
Figure 4.1 presents the effect of the filter accuracy-order in the resolved energy
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Figure 4.5: Total Second-order Statistics, normalized with wall-units, LES simula-
tions for: (a) Reθ = 1400 and (b) Reθ = 3330.
spectrum, which is computed over the homogeneous spanwise direction. Here, the
application-frequency is kept constant for all cases. As expected, results indicate
that the accuracy of the explicit filter has a dramatic effect on the resolved spectrum.
Here, the 4th and 6th order filters significantly dissipate the energy at high wave-
numbers, reducing dramatically (specially the 4th order) the extent of the suggested
inertial range predicted with the benchmark configuration. On the other hand, results
indicate that the 8th order filter does not significantly interfere with the resolved
turbulent scales. Although, the 8th order is almost as good as the 10th order, it was
decided to use the 10th order filter in order to use the LOC approach at the processor
boundaries. Here the reduction goes from 10th − 6th order, however, only the last
point is computed with the 6th order, allowing the maximum accuracy possible.
Figure 4.2 evaluates the effect of the application-frequency on the resolved energy
spectrum using the 10th order filter. Results indicate that as the application-frequency
is reduced, f → 1, the filtering operation interferes with the resolved turbulence, dis-
sipating the energy at high wave-numbers. However, if the application-frequency is
increased, 50 < f < 100, the interference with the resolve turbulence is reduced signif-
icantly. Nevertheless, if the application-frequency is further increased, the numerical
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simulation starts to develop an unphysical buildup of energy at high wave-numbers,
which eventually leads to the failure of the scheme. Therefore, a compromise has
to be made, find an application-frequency that does not interfere with the resolve
turbulence and prevent buildup of energy induced by numerical instabilities. Here,
the application-frequency of 100 is found to provide the required stabilization to the
central-scheme, the solution is stable without any energy build up, without signifi-
cantly interfering with the resolved turbulence. Additionally, the sporadic application
of the filtering operator brings in a beneficial reduction in the cost of the simulation,
by not applying the filter operator at every time iteration.
Having selected the filter accuracy-order and application-frequency, the combined
spatial discretization scheme, central-scheme and filtering stabilization, is evaluated
next. Figure 4.3 present the effects of the order of the discretization scheme, results
indicate that by using the low 2nd order-central scheme Eq. (3.13), the explicit filter
struggles stabilizing the scheme since the numerical errors are more prominent with
Eq. (3.13). This is indicated by the more significant build up of energy at high
wave-numbers when compared with the more accurate 4th order central-scheme Eq.
(3.14). For comparison purposes, results obtained using the 2nd order scheme with
the artificial numerical-disipation [44], for stabilization, are also included. Results
demonstrate the over dissipative nature of the numerical-dissipation approach, which
demonstrate why this methods is not recommended in high fidelity turbulence simu-
lations. In conclusion, Figures 4.1-4.3 demonstrate the reliability and superiority of
the 4th order central scheme with 10th order explicit filtering for stabilization. This
global spatial scheme, referred from now on as 4CSD10EF (4th order central scheme
in divergence form with 10th order explicit filter), is used on the rest of this work.
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Figure 4.6: Computed one-dimensional LES energy spectra for Reθ = 1400 and
Reθ = 3330 cases.
4.2.1 LES Validation
Having established the numerical approach to be implemented, it is applied it in Eqs.
(2.40)-(2.48) to validate the LES solver. Figure 4.4 presents the computed mean
velocity profile, normalized with wall-units [98], for Reθ = 1400 and Reθ = 3330.
LES calculations accurately reproduce the law-of-the-wall and are found in excellent
agreement with experimental data [2, 17], indicating that the friction coefficient is
accurately reproduced. Here, it is important to mention that the friction coefficient
obtained from experimental data is not directly measured, instead it is found by fiting
the experimental results to the law-of-the-wall [2, 17]. In all the calculations, when
required, the wall shear stress is directly computed demonstrating the accuracy of
the predictions. Figure 4.5 presents the predicted velocity RMS and the Reynolds
shear stress tensor. These second-order statistics are computed from the resolved and
subgrid part (modeled turbulence) as follows [107]:
˙ρuiuj − ρ˙ ˙˜ui ˙˜uj = τ˙(¨˜ui, ¨˜uj) + ˙¨τ(ui, uj) (4.1)
here, results are found in excellent agreement with experimental data. It is important
to mention that when comparing LES calculations against experimental data or DNS
data, the subgrid turbulent scales have to be accounted. This is of great importance
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when assessing the quality of a LES grid. When the grid is coarsened, the intensity
of the subgrid scales increase, due to the increase in the filter width. If only the
resolved stresses are used to compare against reference data, wrong conclusions can
be drawn, since the resolved turbulence may not present significant changes. However
the contribution of the subgrid scales may significantly overshoot the predictions,
especially if second order statistics are compared.
Thus far, the statistics of this flow have been predicted accurately. However, to
fully validate the LES calculations, it is important to characterize some unsteady tur-
bulence aspects in the predictions, to conclude that the simulated turbulence presents
characteristics found in physical turbulence beyond statistics. To these end, the one-
dimensional energy spectra computed, at y+ ∼ 12 over the spanwise direction E(κz),
from the resolved turbulence, for Reθ = 1400 and 3330, are present in Figure 4.6. The
computed spectra suggest (since the spectrum is not normalized with Kolmogorov
micro scales) an inertial range with a scaling of k−5/3, this zone delimitates an equi-
librium region where the turbulent kinetic energy is transfered from the large scales
of the flow to the small viscous scales. It is expected that the extent of the suggested
inertial range increase as the Re increases. This trend is reproduced in the results,
which clearly predicts a longer suggested inertial range for the Re = 3330 case.
Figure 4.7 illustrates the wall-normal evolution of the streamwise velocity fluctu-
ation u′, for Re = 1400 case, at three locations, corresponding to the viscous y+ = 5,
buffer y+ = 11, and logarithmic y+ = 100 regions. Figure 7(a) indicates that at
the viscous region, very close to the wall, the flow is not steady and small burst of
intense velocity fluctuations can be found. However, as indicated by the second order
statistics Figure 4.5, the peak of the turbulence generation is attained at the buffer
layer y+ ∼ 11, this is observed in Figure 7(b) which present the highest distribution of
unsteady fluctuation in all the domain. Finally, as we move away from the wall Fig-
ure 7(c), the velocity gradients become smaller reducing the production of turbulent
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(a)
(b)
(c)
Figure 4.7: Wall-normal evolution of streamwise velocity fluctuations for Reθ =
1400: (a) viscous layer y+ = 5; (b) buffer layer y+ = 11; (c) logaritmic layer y+ = 100.
52
kinetic energy, leading to the progressive dissipation of turbulence as the irrotational
free stream region is approaches.
The fact that the turbulence simulated accurately reproduces the statistics and
the distribution of energy over the turbulent scales, is a consequence of LES being
able to resolve the driving forces that generate the turbulence in this flow. For the
flat-plate boundary layer, the turbulence is produced by the high shear present at
the wall, which generates coherent vortical-structures that are speculated to be of
significant importance in the generation and transfer of turbulent kinetic energy [72].
Figure 4.8 presents isosurface of positive values of the second invariant of the velocity
gradient, computed from the unsteady boundary layer field, known as Q criteria,
which allows to identify the coherent structures in the boundary layer [21]:
Q = 1
2
(RijRij − SijSij) (4.2)
here, Rij and Sij are the antisymetric and symmetric velocity gradient tensors. The
coherent structures visualized illustrate the unsteady near-wall dynamics present in
this flow. Here, it can be observed how vortical structures, generated in the near-wall
region, are ejected towards the outer layer transporting momentum from the wall to
the outer regions of the boundary layer. The coherent structures are colored with
values of streamwise velocity, which is also used in the gray contours. The use of the
streamwise velocity on the contours and in the coherent structures allow to visualize
the boundary layer thickness and the effect of the Re in the near wall dynamics.
Here, by comparing Figures 8(a) and 8(b) it is clear that the increase in the Re
number generate finer structures, which are closer concentrated in the near-wall region
(observed by the reduction in red color, which represent the free stream velocity). The
fast reduction in size of the near-wall structures and their closer location to the near-
wall region, impose demanding grid requirements for simulations NxNyNz ∝ Re
1.8,
since these structures scale with viscous units. On the other hand, the resolution
required to resolve the large scale structures of the boundary layer is significant inferior
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(a)
(b)
Figure 4.8: Isosurfaces of second invariant of the velocity gradient tensor (Qθ/U∞ =
1×103) colored with values of streamwise velocity, side contours streamwise velocity:
(a) Reθ = 1400; (b) Reθ = 3330.
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Figure 4.9: Friction coefficient and mean streamwise velocity profile, normalized
with wall-units, for Reθ = 1400, RANS-SST calculation: (a) friction coefficient tran-
sition from laminar to turbulent regime; (b) mean streamwise velocity profile.
NxNyNz ∝ Re
0.4, since these structures scales with the boundary layer thickness [69].
Overall Fig 4.8 clearly illustrates why wall-bounded flow turbulence simulations are
so demanding.
4.2.2 RANS Validation
The ability of the numerical scheme to resolve the RANS equations (2.21)-(2.31) is
validated by simulating the transition from laminar to turbulent flow in a flat-plate
boundary layer. Figure 9(a) shows the evolution of the friction coefficient (Cf), results
perfectly match the laminar Cf computed from laminar theory c
L
f = 0.664/
√
Rex,
more importantly RANS match the turbulent Cf predicted from law-of-the-wall es-
timations cTf = 0.455/ ln
2(0.06Rex) [104]. Here, the transition from laminar to tur-
bulent flow is predicted around Rex ∼ 105. The mean velocity profile, normalized
with wall-units, is compared against experiments at Reθ = 1400. Overall good agree-
ment is obtained with LES calculations and with experimental data. However, a
slight underprediction is reproduced at the buffer layer. This results are in agreement
with previous RANS simulations, here the results did not present any dependency
in the Ω free-stream boundary condition, in agreement with the original RANS-SST
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reference [63].
Finally, these results validate the LES and RANS solver in flat-plate turbulent
boundary layer, therefore it can be concluded that the solver is robust to conduct
further studies.
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CHAPTER V
GENERIC ADDITIVE FILTER FORMULATION
In the present Chapter, the compressible governing equations for the hybrid Reynolds-
averaged/large-eddy simulations are formally derived by applying a hybrid filter to
the Navier-Stokes equations. This filter is constructed by linearly combining the
Reynolds-average (RANS) and large-eddy simulation (LES) operators with a contin-
uous blending function. The derived hybrid equations include additional terms that
represent the interactions between RANS and LES formulations. The importance of
these terms is investigated in flat-plate turbulent boundary layer simulations. Fur-
ther more, a model for the new hybrid terms predicted in the governing equations is
proposed to reduce the cost of the exact hybrid RANS/LES formulation. Here, it is
important to stress that the hybrid formulation derived is generic in the sense that
it does not depend on the characteristics of the constitutive operators. Thus, the
derived equations can be used with arbitrary operators by just changing their defini-
tions. Here, the equations are derived using the RANS and LES operators due to the
importance that hybrid RANS/LES turbulence models have achieved in engineering
applications.
5.1 Formulation
The properties of additive filters, constructed by blending two or more independent
operators in the framework of computational fluid dynamics were formally described
by Germano [31]. In particular, he defined a hybrid RANS/LES filter by blending
the RANS statistical operator and the LES filter operator and went on to derive the
hybrid incompressible Navier-Stokes equations. The resulting differential equations
depend explicitly on the hybrid variables, on the statistically operated, and on the
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filtered quantities, increasing the number of independent variables. To close the
equations, Germano introduced a simple reconstruction procedure, which in theory
allows the calculation of the statistical and the filtered field from the hybrid variables.
Germano did not conduct any numerical simulation to support the importance of the
new formulation, which was only speculated. Therefore, his work is continued by
extending the hybrid formulation to compressible flows and conducting numerical
calculations to prove the importance of the exact formulation.
5.1.1 Operators
Having defined the RANS and the LES operators, a hybrid additive operator, and
its Favre representation can be constructed by combining equations (2.19) and (2.35)
with a blending function
φ(X, t) = F φ˙(X, t) + (1− F)φ¨(X, t) (5.1)
φ˜(X, t) =
ρφ
ρ
. (5.2)
Here, F is a normalized function that in general, depends on time and space. It is
defined as F : { (‖ X ‖, t) ∈ [0,∞) → F(X, t) ∈ [0, 1] }. Furthermore, it must
have continuous derivatives to at least second order in space and first order in time,
i.e., F(X, t) is a C2(xi) and C1(t) function (this will be evident when the hybrid
equations are derived). Under this hybrid definition, Eq. (5.1) recovers RANS and
LES variables when F = 1 and F = 0, respectively. Similar to RANS and LES, the
unsteady variable (φ) can be constructed using the hybrid variables with the standard
decomposition:
φ = φ+ φ′, φ = φ˜+ φ′′. (5.3)
Here, the hybrid fluctuations can be easily shown to be related to the RANS and LES
fluctuations as
φ′ = Fφ′˙ + (1−F)φ¨′ (5.4)
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and
φ′′ = F ρ˙
ρ
φ′˙′ + (1−F) ρ¨
ρ
φ′¨′. (5.5)
It can also be shown that, in general, the hybrid filter Eq. (5.1) does not commute
with differentiation and does not satisfy all the Reynolds rules of averaging regardless
the properties of the constitutive operators. Thus,
∂φ
∂xi
=
∂φ
∂xi
+
∂F
∂xi
(φ¨− φ˙) (5.6a)
∂φ
∂t
=
∂φ
∂t
+
∂F
∂t
(φ¨− φ˙) (5.6b)
φ+ ψ = φ+ ψ, (5.7a)
α = α, (5.7b)
αφ = αφ, (5.7c)
φψ 6= φ ψ, (5.7d)
φ 6= φ, ˜˜φ 6= φ˜, (5.7e)
φ′ 6= 0, φ′′ 6= 0, (5.7f)
ρφ′ 6= 0, ρφ′′ 6= 0, (5.7g)
since
φ = (2−F)F φ˙+ (1− F)2
¨¨
φ. (5.8)
Here, α and ψ are a constant and an unsteady function similar to φ, respectively.
Equations (5.6) and (5.8) indicate that the hybrid filter does not commute with
differentiation, and the application of the hybrid operator on the hybrid variable does
not recover the same hybrid variable, i.e., φ 6= φ. These are general properties of this
hybrid operator, and do not depend on the constitutive operators.
The last relevant property of the hybrid operator is related to its ability to recon-
struct the RANS and the LES variables if the hybrid field is known. Germano [31]
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showed that by applying Eq. (2.19) in Eq. (5.1), and invoking Eq. (2.39), the RANS
variable can be calculated directly from the hybrid variable as
φ˙ =
˙
φ. (5.9)
Once the RANS field is known, the LES variable can be obtained by substituting Eq.
(5.9) in Eq. (5.1)
φ¨ =
φ− F ˙φ
1−F . (5.10)
To extend Germano’s original incompressible formulation to compressible flow,
the governing equations have to be derived using the generalized second-order central-
moments [30]. This give a better representation of the unclosed terms that appears
when the operator is applied in the non-linear terms. This way, the final equations are
invariant with respect to the operators employed. For the compressible formulation,
the generalized second-order central-moments are defined as
τ (a, b) = ρ(a˜b− a˜b˜), χ(a, b) = ab− a˜b, ζ(a, b) = ab− a˜b˜ (5.11)
here, a and b are dummy variables and τ , χ, and ζ represent, the compressible
operators required by the RANS, the LES, and the hybrid formulation. It is important
to highlight that τ and ζ are symmetric operators while χ is not. Additionally,
both χ and ζ operators are required to account for the additional non-linear terms
present in the energy equation, and therefore they do not appear in Germano’s [31]
incompressible formulation. By substituting Eqs. (5.1) and (5.2) in Eq. (5.11), the
dependency of the hybrid central-moments on the RANS and LES variables can be
shown to be
τ (a, b) =F τ˙(a, b) + (1− F)τ¨(a, b)
+ ρ
[
F
(
1− F ρ˙
ρ
) ρ˙
ρ
˙˜a
˙˜
b− F(1− F) ρ˙ ρ¨
ρ2
˙˜a
¨˜
b
]
+ ρ
[
(1− F)
(
1− (1− F) ρ¨
ρ
) ρ¨
ρ
¨˜a
¨˜
b−F(1−F) ρ˙ ρ¨
ρ2
¨˜a
˙˜
b
] (5.12)
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χ(a, b) =F χ˙(a, b) + (1− F)χ¨(a, b)
+
[
F
(
1− F ρ˙
ρ
)
˙˜ab˙− F(1− F) ρ˙
ρ
˙˜ab¨
]
+
[
(1− F)
(
1− (1− F) ρ¨
ρ
)
¨˜ab¨−F(1−F) ρ¨
ρ
¨˜ab˙
] (5.13)
ζ(a, b) =F ζ˙(a, b) + (1− F)ζ¨(a, b)
+
[
F
(
1−F ρ˙
2
ρ2
)
˙˜a
˙˜
b−F(1−F) ρ˙ ρ¨
ρ2
˙˜a
¨˜
b
]
+
[
(1−F)
(
1− (1−F) ρ¨
2
ρ2
)
¨˜a
¨˜
b−F(1−F) ρ˙ ρ¨
ρ2
¨˜a
˙˜
b
]
(5.14)
It is trivial to show that these equations recover RANS and LES central moments
when F = 1 and F = 0, respectively. Using the above operator, the hybrid Reynolds
stress tensor is constructed by operating Eq. (5.12) on ui and uj:
τ(ui, uj) =F ρ˙( ˙˜uiuj − ˙˜ui ˙˜uj) + (1−F)ρ¨( ¨˜uiuj − ¨˜ui ¨˜uj)
+ ρ
[
F
(
1− F ρ˙
ρ
) ρ˙
ρ
˙˜ui ˙˜uj − F(1− F) ρ˙ ρ¨
ρ2
˙˜ui¨˜uj
]
+ ρ
[
(1− F)
(
1− (1− F) ρ¨
ρ
) ρ¨
ρ
¨˜ui¨˜uj − F(1− F) ρ˙ ρ¨
ρ2
¨˜ui ˙˜uj
]
.
(5.15)
It is clear that the compressible generic central-moments in their explicit form include
density ratios induced by the Favre formulation that do not appear in the incompress-
ible formulation of Germano [31]. However, it is easy to show, and it will be shown,
that for incompressible flow, Eq. (5.15) reduces to the incompressible hybrid Reynolds
stress tensor derived by Germano.
5.1.2 Compressible Hybrid RANS/LES Navier-Stokes Equations
Having established the required hybrid operators, Eqs. (5.1)-(5.14), they are applied
to the compressible Navier-Stokes equations Eqs. (2.5)-(2.7).
∂ρ
∂t
+
∂
∂xj
(ρu˜j) =
∂F
∂xj
[
ρ˙ ˙˜uj − ρ¨¨˜uj
]
+
∂F
∂t
[
ρ˙− ρ¨] (5.16)
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∂ρu˜i
∂t
+
∂
∂xj
(ρu˜iu˜j + pδij − τ˜ij + τ (ui, uj)) =
∂F
∂xj
[
ρ˙ ˙˜ui ˙˜uj − ρ¨¨˜ui ¨˜uj + τ˙ (ui, uj)− τ¨ (ui, uj)
+ (p˙− p¨)δij − ( ˙˜τ ij − ¨˜τ ij)
]
− ∂
∂xj
{
∂F
∂xj
(µ˙ ˙˜ui − µ¨¨˜ui) + ∂F
∂xi
(µ˙ ˙˜uj − µ¨¨˜uj)
− 2
3
∂F
∂xk
(µ˙ ˙˜uk − µ¨¨˜uk)δij
}
+
∂F
∂t
[
ρ˙ ˙˜ui − ρ¨¨˜ui
]
(5.17)
∂ρE˜
∂t
+
∂
∂xj
(
ρE˜u˜j + pu˜j − κ ∂T˜
∂xj
− τ˜ij u˜i + τ(E, uj)
+ χ(uj, p)− χ
( ∂T
∂xj
, κ
)
− ζ(τij , ui)
)
=
∂F
∂xj
{
ρ˙ ˙˜uj
˙˜
E − ρ¨¨˜uj ¨˜E + τ˙(E, uj)− τ¨(E, uj)
+ ˙˜uj p˙− ¨˜uj p¨ + χ˙(uj, p)− χ¨(uj, p)
−
(
κ˙
∂
˙˜
T
∂xj
− κ¨ ∂
¨˜
T
∂xj
+ χ˙
( ∂T
∂xj
, κ
)
− χ¨
( ∂T
∂xj
, κ
))
−
(
˙˜τ ij ˙˜ui − ¨˜τ ij ¨˜ui + ζ˙(τij , ui)− ζ¨(τij , ui)
)}
+
∂F
∂t
[
ρ˙
˙˜
E − ρ¨ ¨˜E]
(5.18)
with the pressure, shear stress tensor, and total energy defined as
p = ρRT˜ (5.19)
τ˜ij = 2µ
(
S˜ij − 1
3
S˜kkδij
)
, S˜ij =
1
2
(∂u˜i
∂xj
+
∂u˜j
∂xi
)
, (5.20a)
˙˜τ ij = 2µ˙
( ˙˜
Sij − 1
3
˙˜
Skkδij
)
,
˙˜
Sij =
1
2
(∂ ˙˜ui
∂xj
+
∂ ˙˜uj
∂xi
)
, (5.20b)
¨˜τ ij = 2µ¨
( ¨˜
Sij − 1
3
¨˜
Skkδij
)
,
¨˜
Sij =
1
2
(∂ ¨˜ui
∂xj
+
∂ ¨˜uj
∂xi
)
(5.20c)
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ρE˜ = ρCvT˜ +
ρ
2
u˜iu˜i +
1
2
τ(ui, ui) (5.21a)
ρ˙
˙˜
E = ρ˙Cv
˙˜
T +
ρ˙
2
˙˜ui ˙˜ui +
1
2
τ˙(ui, ui) (5.21b)
ρ¨
¨˜
E = ρ¨Cv
¨˜
T +
ρ¨
2
¨˜ui ¨˜ui +
1
2
τ¨(ui, ui) (5.21c)
As expected, the application of the hybrid operator to the Navier-Stokes equations
results in unclosed terms that need to be modeled. Furthermore, the hybrid operator
introduces new terms into the final equations. These terms are:
σρ =
∂F
∂xj
[
ρ˙ ˙˜uj − ρ¨¨˜uj
]
+
∂F
∂t
[
ρ˙− ρ¨] (5.22)
σρui =
∂F
∂xj
[
ρ˙ ˙˜ui ˙˜uj − ρ¨¨˜ui ¨˜uj + τ˙(ui, uj)− τ¨ (ui, uj)
+ (p˙− p¨)δij − ( ˙˜τ ij − ¨˜τ ij)
]
− ∂
∂xj
{
∂F
∂xj
(µ˙ ˙˜ui − µ¨¨˜ui) + ∂F
∂xi
(µ˙ ˙˜uj − µ¨¨˜uj)
− 2
3
∂F
∂xk
(µ˙ ˙˜uk − µ¨¨˜uk)δij
}
+
∂F
∂t
[
ρ˙ ˙˜ui − ρ¨¨˜ui
]
(5.23)
σρE =
∂F
∂xj
{
ρ˙ ˙˜uj
˙˜
E − ρ¨¨˜uj ¨˜E + τ˙(E, uj)− τ¨(E, uj)
+ ˙˜uj p˙− ¨˜uj p¨+ χ˙(uj, p)− χ¨(uj, p)
−
(
κ˙
∂
˙˜
T
∂xj
− κ¨ ∂
¨˜
T
∂xj
+ χ˙
( ∂T
∂xj
, κ
)
− χ¨
( ∂T
∂xj
, κ
))
−
(
˙˜τ ij ˙˜ui − ¨˜τ ij ¨˜ui + ζ˙(τij , ui)− ζ¨(τij , ui)
)}
+
∂F
∂t
[
ρ˙
˙˜
E − ρ¨ ¨˜E]
(5.24)
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and
στ(a,b) =ρ
[
F
(
1− F ρ˙
ρ
) ρ˙
ρ
˙˜a
˙˜
b− F(1− F) ρ˙ ρ¨
ρ2
˙˜a
¨˜
b
]
+ ρ
[
(1− F)
(
1− (1− F) ρ¨
ρ
) ρ¨
ρ
¨˜a
¨˜
b− F(1− F) ρ˙ ρ¨
ρ2
¨˜a
˙˜
b
] (5.25)
σχ(a,b) =
[
F
(
1− F ρ˙
ρ
)
˙˜ab˙− F(1−F) ρ˙
ρ
˙˜ab¨
]
+
[
(1− F)
(
1− (1− F) ρ¨
ρ
)
¨˜ab¨−F(1−F) ρ¨
ρ
¨˜ab˙
] (5.26)
σζ(a,b) =
[
F
(
1− F ρ˙
2
ρ2
)
˙˜a
˙˜
b− F(1− F) ρ˙ ρ¨
ρ2
˙˜a
¨˜
b
]
+
[
(1− F)
(
1− (1− F) ρ¨
2
ρ2
)
¨˜a
¨˜
b− F(1− F) ρ˙ ρ¨
ρ2
¨˜a
˙˜
b
] (5.27)
Equations (5.22)-(5.24) represent turbulent terms that contribute to the governing
equations during the RANS to LES transition (RTLT) zone. They occur due to the
incommutability between hybrid operator and differentiation. Similarly, the hybrid
terms (Eqs. (5.25)-(5.27)) are also only relevant in the RTLT zone and originate due
to the nonlinearity of the hybrid central-moments, and consist of products between
RANS and LES variables. In the following, Eqs. (5.22)-(5.27) will be referred to as
“hybrid contributions” or “hybrid terms” indistinctly. Note that these terms become
infinite if the blending function implemented in the hybrid operator is discontinuous.
Therefore, a well defined hybrid formulation requires at least a C2(xi) and C
1(t) “F”
function.
The hybrid contributions provide the mechanism that keeps the balance between
modeled and resolved scales in the RTLT zone, where neither RANS nor LES com-
pletely models nor resolves the turbulence of the flow. In order to demonstrate this
point, let us further analyze the hybrid contributions. To simplify the analysis, Eqs.
(2.24) and (2.43) are substituted in Eqs. (5.22)-(5.24), and additionally it is assumed
that the turbulence is only weakly affected by compressibility effects, which is a valid
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assumption provided that the fluctuating Mach number is Ma′ < 0.3 [91]. Therefore,
all density ratios appearing in Eqs. (5.25)-(5.27) can be assumed as unity for this
discussion. It is also assumed that the blending function F is continous and function
of space only, with bounded first and second order derivatives. Under these conditions
Eqs. (5.22)-(5.27) reduce to
σρ =
∂F
∂xj
[
ρ˙ ˙˜uj − ρ¨¨˜uj
]
(5.28)
σρui =
∂F
∂xj
[
˙ρuiuj − ¨ρuiuj + (p˙− p¨)δij − ( ˙˜τ ij − ¨˜τ ij)
]
− ∂
∂xj
{
∂F
∂xj
(µ˙ ˙˜ui − µ¨¨˜ui) + ∂F
∂xi
(µ˙ ˙˜uj − µ¨¨˜uj)− 2
3
∂F
∂xk
(µ˙ ˙˜uk − µ¨¨˜uk)δij
} (5.29)
σρE =
∂F
∂xj
{
˙ρujE − ¨ρujE + ˙ujp− u¨jp−
( ˙
κ
∂T
∂xj
−
¨
κ
∂T
∂xj
)
−
(
˙˜τijui − ¨˜τijui
)}
(5.30)
στ(a,b) =
F(1− F)
ρ
(
ρ˙a− ρ¨a)(ρ˙b− ρ¨b) (5.31)
σχ(a,b) =
F(1− F)
ρ
(
ρ˙a− ρ¨a)(b˙− b¨) (5.32)
σζ(a,b) =
F(1−F)
ρ2
(
ρ˙a− ρ¨a)(ρ˙b− ρ¨b) (5.33)
Equations (5.28)-(5.33) indicate that the hybrid contributions are directly propor-
tional to difference between RANS and LES variables. In order to extract additional
information, the RANS and the LES differences can be approximated with the in-
stantaneous turbulent fluctuation φ′˙ = φ − φ˙ = C(φ¨ − φ˙), since φ¨ → φ for ∆ → 0
and
˙
φ′˙ = C(
˙¨
φ − φ˙) = 0. Here, φ is the instantaneous variable and C is an order
one coefficient. Therefore, by substituting φ′˙ = C(φ¨ − φ˙) in Eqs. (5.28)-(5.33), and
assuming C = 1 the hybrid contributions can be expressed as
σρ = −∂F
∂xj
(ρuj)′˙ (5.34)
65
σρui =−
∂F
∂xj
[
(ρuiuj)′˙ + p′˙δij − τij ′˙
]
+
∂
∂xj
{
∂F
∂xj
(µui)′˙ +
∂F
∂xi
(µuj)′˙ − 2
3
∂F
∂xk
(µuk)′˙δij
} (5.35)
σρE =− ∂F
∂xj
{
(ρujE)′˙ + (ujp)′˙ −
(
κ
∂T
∂xj
)′˙
− (τijui)′˙
}
(5.36)
στ(a,b) =
F(1−F)
ρ
(ρa)′˙(ρb)′˙ (5.37)
σχ(a,b) =
F(1− F)
ρ
(ρa)′˙(b)′˙ (5.38)
σζ(a,b) =
F(1− F)
ρ2
(ρa)′˙(ρb)′˙ (5.39)
Equations (5.34)-(5.39) demonstrate that the hybrid contributions represent phys-
ical turbulent scales that are not directly accounted by either RANS or LES. There-
fore, if Eqs. (5.22)-(5.27) cannot be reconstructed from the hybrid field, they have to
be either modeled or prescribed. Here, it is important to stress that Eqs. (5.34)-(5.39)
are just an approximation of the hybrid terms and serve the only purpose to illustrate
the physical meaning of the hybrid therms. Therefore, Eqs. (5.34)-(5.39) should not
be used to compute or model the hybrid terms, here Eqs. (5.22)-(5.27) have to be
used instead. It will be shown that the hybrid contribution plays an important role
keeping in equilibrium the transition from RANS to LES, and in compensating the
turbulence that RANS does not model and that LES does not yet resolve.
Here, it is important to mention, that current hybrid RANS/LES approaches
assumes that the transition from RANS to LES is only obtained through the turbulent
model equations. However, some of the existent hybrid RANS/LES models can be
obtained by simplifying Eqs. (5.12)-(5.14) and (5.16)-(5.18), for instances:
Speziale VLES model : This approach scales the Reynolds stress tensor to bridge
DNS with RANS τ sij = ατ
R
ij , here the scaling function α = [1−exp(−β∆/η)]n depends
on the grid resolution (∆), the Kolmolgorov length scale (η), and model coefficients β
and n [90]. This approach can be recovered if the LES operator in Eqs. (5.16)-(5.15)
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is replaced by the identity operator φ¨ = φ and the HT are neglected. Under these
conditions Eq. (5.15) simplifies to τ (ui, uj) = F τ˙(ui, uj), since the central-moments
for the identity operator are zero τ¨(a, b) = 0. Hence, the blending function can be
directly related with the scaling factor F = α. Thus, what is left is to provide a
closure for α for which different methods have been proposed [5, 18, 33, 58]. The
equations indicate, that the model transits from RANS to DNS. However, it is not
clear how this approach could formally fit LES in between, as stated originally by
Speziale [90].
Zonal RANS/LES approach: In this approach the RANS and LES governing
equations are usually solved in different flow domains with a discontinuous model
transition [13, 14, 29, 34, 35, 69, 77, 97, 100, 111]. This approach can be recovered from
Eqs. (5.16)-(5.15) by neglecting the HT and implementing a discontinuous function
in F .
Blended hybrid RANS/LES approaches : In this approach the RANS and LES
model equations are usually combined using a blending function [3, 6, 25, 46, 76, 108,
109], inducing a RTLT region. This approach is obtained from Eqs. (5.16)-(5.15)
by neglecting the hybrid terms and implementing a continuous blending function
τ(ui, uj) = F τ˙(ui, uj) + (1−F)τ¨(ui, uj). In particular, if the same closure equations
are used for both RANS and LES central-moments Eqs. (2.24) and (2.43), the hybrid
formulation reduces to a blending of turbulence viscosities τ (ui, uj)− 23δijτ (uk, uk) =
2[Fµrans+(1−F)µsgs](S˜ij − 13 S˜kk), which is one of the most common form of hybrid
models. In fact, the Detached Eddy Simulation approach [86, 88] can be presented
in this form where µDES = Fµrans + (1− F)µsgs, with the transition from RANS to
LES built in the model equation of µDES.
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5.1.3 Time Dependent Hybrid RANS/LES Formulation
Although it will not be pursued any further numerically in this work, it is worth
mentioning the case when the hybridization is conducted over time, i.e., F = f(t),
which is relevant for LES simulations that are conducted from an initial steady RANS
field.
∂ρ
∂t
+
∂
∂xj
(ρu˜j) =
∂F
∂t
[
ρ˙− ρ¨] = −∂F
∂t
(ρ)′˙ (5.40)
∂ρu˜i
∂t
+
∂
∂xj
(ρu˜iu˜j + pδij − τ˜ij + τ (ui, uj)) = ∂F
∂t
[
ρ˙ ˙˜ui − ρ¨¨˜ui
]
= −∂F
∂t
(ρui)′˙ (5.41)
∂ρE˜
∂t
+
∂
∂xj
(
ρE˜u˜j + pu˜j − κ ∂T˜
∂xj
− τ˜ij u˜i + τ (E, uj)
+ χ(uj, p)− χ
( ∂T
∂xj
, κ
)
− ζ(τij , ui)
)
=
∂F
∂t
[
ρ˙
˙˜
E − ρ¨ ¨˜E] = −∂F
∂t
(ρE)′˙
(5.42)
Equations (5.40)-(5.42) indicate that the transition from a steady RANS to an
unsteady LES simulation is promoted by unsteady sources that help to trigger in-
stabilities in the flow that will develop into resolved turbulence. Here, it is only
speculated that the inclusion of these terms would help to reduce the time it takes for
a steady field (used for initialization or used for forced studies) to develop realistic
unsteady turbulence.
Note that for time dependent blending functions, Eq. (5.9) will not be valid if the
RANS operator represents a time-averaged operator, since in this case the blending
function will not commute with the time-averaging operator F˙φ 6= F φ˙. Nevertheless,
even in this case, Eqs. (5.40)-(5.42) are still valid.
5.1.4 Incompressible Hybrid Navier-Stokes Equations
Although the incompressible hybrid RANS/LES Navier-Stokes equations for an ad-
ditive hybrid operator were first presented by Germano [31], these equations are
repeated and expanded here to highlight the hybrid contributions, and to establish
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our new notation. The incompressible formulation is derived from the compress-
ible hybrid approach (described in section 5.1) by assuming incompressibility and by
eliminating the energy and the state equations.
∂uj
∂xj
=
∂F
∂xj
[
u˙j − u¨j
]
(5.43)
∂ui
∂t
+ uj
∂ui
∂xj
+
∂
∂xj
(p/ρδij − τ ij/ρ+ τ (ui, uj)/ρ) =
∂F
∂xj
[
u˙iu˙j − u¨iu¨j + τ˙(ui, uj)/ρ− τ¨ (ui, uj)/ρ
+ (p˙− p¨)/ρδij − (τ˙ ij − τ¨ ij)/ρ
]
− ν ∂
∂xj
{
∂F
∂xj
(u˙i − u¨i) + ∂F
∂xi
(u˙j − u¨j)
}
+
∂F
∂t
[
u˙i − u¨i
]
(5.44)
τ ij = µ
(∂ui
∂xj
+
∂uj
∂xi
)
, τ˙ ij = µ
(∂u˙i
∂xj
+
∂u˙j
∂xi
)
, τ¨ ij = µ
(∂u¨i
∂xj
+
∂u¨j
∂xi
)
. (5.45)
τ˙(a, b) = ρ(a˙b− a˙b˙) (5.46)
τ¨(a, b) = ρ(a¨b− a¨b¨) (5.47)
τ(a, b) = ρ(ab− ab) (5.48)
Equations (5.43), (5.44), and (5.48) represent the incompressible hybrid Navier-Stokes
equations and the hybrid second order central-moment. The explicit expression for
the hybrid central-moment is obtained by substituting Eq. (5.1) in Eq. (5.48)
τ(a, b) =F τ˙(a, b) + (1− F)τ¨(a, b) + ρF(1−F)(a˙− a¨)(b˙− b¨) (5.49)
and by operating Eq. (5.49) in ui and uj, the hybrid Reynolds stress tensor is directly
obtained as
τ (ui, uj) = ρ
[F( ˙uiuj − u˙iu˙j) + (1−F)( ¨uiuj − u¨iu¨j)
+ F(1− F)(u˙i − u¨i)(u˙j − u¨j)
]
.
(5.50)
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The momentum equation derived here is slightly different from Germano’s original
derivation since the definition for the viscous stress tensor (5.45) is maintained, while
Germano applied continuity to simplify the momentum equation. Nevertheless, it
can be shown that both equations are consistent.
Finally, by substituting Eqs. (5.46) and (5.47) in Eq. (5.44), and the differences
beten RANS and LES variables with the turbulence fluctuations (φ′˙ = φ − φ˙ =
C(φ¨−φ˙), with C = 1) it can be shown that the hybrid contributions take the following
form:
σρ = −∂F
∂xj
uj ′˙ (5.51)
σρui =−
∂F
∂xj
[
(uiuj)′˙ + p′˙/ρδij − τij ′˙/ρ
]
+ ν
∂
∂xj
{
∂F
∂xj
ui ′˙ +
∂F
∂xi
uj ′˙
}
− ∂F
∂t
ui ′˙
(5.52)
στ(ui,uj) = ρF(1− F)ui ′˙uj ′˙ (5.53)
Similar to the compressible formulation, the incompressible hybrid contributions rep-
resent turbulence scales and need to be included.
5.1.5 Hybrid RANS/LES Turbulence Model
In order to solve the governing equations, the generic hybrid central-moments have
to be defined using RANS and LES equations. For RANS, the closure model imple-
mented at present uses a standard eddy viscosity and a gradient diffusion assumption.
τ˙ (uk, uk) = 2ρk (5.54)
τ˙ (ui, uj) = −2ρνt(S˜ij − 1
3
S˜kkδij) +
2
3
ρkδij (5.55)
χ˙
( ∂T
∂xj
, κ
)
+ ζ˙(τij , ui)− τ˙(E, uj)− χ˙(uj, p) =ρCpνt
PrT
∂T˜
∂xj
(5.56)
+ ρ(ν + νtσ
∗)
∂k
∂xj
− τ˙(ui, uj)u˜i.
(5.57)
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Here, k is the turbulent kinetic energy (TKE), ν is the kinematic viscosity, νt is the
turbulent eddy viscosity, Cp is the heat capacity at constant pressure, and σ
∗ and PrT
are constants set to 1/2 and 1, respectively [105]. Similarly, the same assumptions
are used to construct the LES closures defined as
τ¨ (uk, uk) = 2ρk
ksgs (5.58)
τ¨(ui, uj) = −2ρνsgs(S˜ij − 1
3
S˜kkδij) +
2
3
ρksgsδij (5.59)
χ¨
( ∂T
∂xj
, κ
)
+ ζ¨(τij , ui)− τ¨(E, uj)− χ¨(uj, p) =ρCpνsgs
Prt
∂T˜
∂xj
+ ρ
νsgs
Prt
∂E˜
∂xj
(5.60)
+
νsgs
Prt
∂p˜
∂xj
− τ¨ (ui, uj)u˜i. (5.61)
Here, ksgs is the subgrid kinetic energy, νsgs is the subgrid eddy viscosity, and Prt is a
coefficient assumed unity [62]. Finally, model equations for νt, k, νsgs, and k
sgs have
to be defined to close the system of equations.
In this work, RANS and LES turbulence models are coupled in the hybrid for-
mulation by blending equivalent RANS and LES models. Here, the two-equation
RANS-SST model [63] and the one-equation localized dynamic ksgs (LDKM) LES
model [62] were selected to compute νt, k, νsgs, and k
sgs, since both methods have
transport equations for the kinetic energy of the turbulence (k for RANS and ksgs for
LES), which are used to design the hybrid model equation. The RANS-SST model is
selected due to its well-documented success predicting complex flows [41,63,105,106].
An equation for the hybrid turbulent kinetic energy (K = Fk + (1− F)ksgs) can
be derived formally by merging RANS and LES transport equations following the
same procedure used to derive the hybrid Navier-Stokes equations. However, this
approach would yield an equation with extra terms that cannot be readily computed,
and unlike the hybrid Navier-Stokes equations, it is not possible to demonstrate any
physical significance for all the additional terms derived in the hybrid model equation.
The formal combination of two model equations does not guarantee that the physics
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of the flow is modeled any better. Here, a model equation that identically recovers
the RANS k and LES ksgs equations is proposed in such a way that its structure
resembles Eqs. (5.16)-(5.18) without the hybrid contributions. This model equation
is:
∂ρK
∂t
+
∂
∂xj
(
ρu˜jK −KTj
)
= KS (5.62)
where
KTj = F
(
ρ(ν + σkνt)
∂K
∂xj
)
+ (1−F)
(
ρ(
ν
Pr
+ νsgs)
∂K
∂xj
)
(5.63a)
KS = F
(
− τ˙ (ui, uj)∂u˜i
∂xj
− β∗ρKω
)
+ (1−F)
(
− τ¨(ui, uj)∂u˜i
∂xj
− CερK
∆
3/2)
.
(5.63b)
Equation (5.62) is the model equation for the hybrid turbulent kinetic energy (K).
The model equation is constructed by directly blending the source and the transport
terms of the RANS-SST “k” and the LES “ksgs” equations. An additional modifica-
tion is required in Eqs. (5.55) and (5.59) to eliminate their explicit dependence on k
and ksgs. Both turbulence variables are substituted by K so that.
τ˙(ui, uj) = −2ρνt(S˜ij − 1
3
S˜kkδij) +
2
3
ρKδij (5.64)
τ¨(ui, uj) = −2ρνsgs(S˜ij − 1
3
S˜kkδij) +
2
3
ρKδij (5.65)
This additional modification does not alter the original RANS-SST and LES-LDKM
equations, which are identically recovered when F = 1 and F = 0, respectively. The
RANS-SST model requires an additional equation for the specific energy dissipation
rate “ω” defined by
∂
∂t
(ρω) +
∂
∂xj
(ρu˜jω) = − γ
νt
τ˙(ui, uj)
∂u˜i
∂xj
− βρω2 + ∂
∂xj
[
ρ(ν + σωνt)
∂ω
∂xj
]
+ 2(1− F1)ρσω2 1
ω
∂K
∂xj
∂ω
∂xj
(5.66)
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F1 = tanh(χ
4), χ = min
(
max
( √K
0.09ωy
;
500ν
y2ω
)
;
4ρσω2K
CDy2
)
(5.67a)
CD = max
(
2ρσω2
1
ω
∂K
∂xj
∂ω
∂xj
; 10−20
)
(5.67b)
here Ω, F1, and y are the vorticity magnitude, a blending function, and the wall-
normal distance, respectively. Here, it is stressed that the equation for ω is not
explicitly hybridized since there is no equivalent equation in the LES model imple-
mented here. The constants for the RANS-SST model, here represented as ψ, are
computed from two set of constants ψ1 and ψ2 as ψ = F1ψ1 + (1− F1)ψ2. Here, the
values of these two sets were previously defined. Finally, the RANS and the LES
eddy viscosities are defined by
νt =
a1K
max(a1ω; ΩF2)
(5.68)
and
νsgs = Cν∆
√
K (5.69)
where
F2 = tanh(η
2), η = max
(
2
√K
0.09ωy
;
500ν
y2ω
)
. (5.70)
This hybrid RANS/LES turbulent model has been successfully applied to simulate
complex unsteady flow separation [60, 76].
5.2 Validation of The Hybrid RANS/LES Formulation
In order to evaluate the importance of the hybrid terms, Eqs. (5.22)-(5.27), LES and
hybrid RANS/LES simulations are conducted for the turbulent attached flow over a
flat-plate at Reθ = 1400 and Reθ = 3330, based on the boundary layer momentum
thickness (θ) and free stream velocity (U∞). The experimental data from DeGraaff
and Eaton [17] and Aubertine and Eaton [2] are used to compare with the calculations.
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The main objective here is to demonstrate the importance of the hybrid terms.
Therefore, when needed, these terms are a priori computed from the LES simulation.
Here it is important to stress, that even if in theory the LES field could be computed
with Eq. (5.10) and from it the hybrid terms, it is very likely that Eq. (5.10) could
become ill-conditioned, and thus, numerically intractable [31]. Even if Eq. (5.10)
converges in all the domain, the LES field could not be correctly recovered since the
grid resolution expected to be used in engineering applications would be too coarse
to allow the LES reconstruction. Therefore, for practical applications, the only way
to include Eqs. (5.22)-(5.27) is through modeling.
Accurate LES simulations require high order discretization in both time and space.
Therefore, the governing equations and the turbulence models are solved with a par-
allel code consisting of a fully coupled explicit compressible finite volume formulation,
where time integration is conducted using a five stage Runge-Kutta scheme [44] and
space discretization uses a fourth-order scheme in divergence form [24]. Additionally,
to prevent spurious numerical oscillations, an explicit tenth-order low-pass filter is
applied periodically to the flow variables based on an approach demonstrated ear-
lier [28].
Boundary conditions are applied explicitly for the flow and the turbulence vari-
ables. At the wall, no-slip and adiabatic conditions are imposed. At the free stream
boundary, the variables are computed from the one-dimensional Riemann invari-
ants [38]. In the spanwise direction, periodic boundary conditions are implemented,
and at the outflow, a zero gradient condition is enforced. For the LES simulation,
realistic turbulence is provided at the inflow boundary by using the rescaling method
of Lund et al. [59]. For the hybrid RANS/LES simulations, the turbulent inflow is
obtained from a LES simulation that is conducted simultaneously. Here, no signifi-
cant difference is observed when the rescaling approach of Lund was implemented in
the hybrid field.
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Table 5.1: Summary of grids implemented
Grid name Reθ Number of grid points Grid resolution
nx × ny × nz ∆x+ ∆y+ ∆z+
Fine 1400 201× 91× 121 30 0.5− 63 10
Medium 1400 201× 45× 121 30 0.5− 147 10
Coarse 1400 201× 45× 65 30 0.5− 147 20
Coarsest 1400 151× 25× 65 40 0.5− 300 20
Fine 3300 361× 91× 221 36 0.5− 190 12
Coarse 3300 201× 91× 121 66 0.5− 190 22
Based on previous LES [59] and DNS [26] studies, four grids, summarized on
Table 5.1, extending over a domain of Lx = 10δ (streamwise), L
Reθ=1400
y = 3δ and
LReθ=3330y = 3.5δ (wall-normal), and Lz = 2δ (spanwise) are evaluated. Here, δ is the
boundary layer thickness. For all the grids, the grid-points are distributed uniformly
in the streamwise and in the spanwise directions, while in the wall-normal direction,
a hyperbolic tangent stretching is implemented [99]. The benchmark LES simulation
is conducted using the fine grid only to capture the near-wall structures [69], while
the hybrid RANS/LES simulations are conducted with the four grids.
5.2.1 Hybrid RANS/LES Blending Functions
The LES and hybrid RANS/LES simulations are conducted by solving the hybrid
governing equations (5.16)-(5.21), the generic central-moments Eqs. (5.12)-(5.14),
and the turbulent hybrid model with a hybrid blending function F . For LES, F ≡ 0.
However, for the hybrid formulation, a general specification of the blending function
for different flows remains an open issue. Fortunately, for the turbulent boundary
layer, it is possible to implement simple blending functions that depend only on the
wall-normal distance (thus, principally one-dimensional). Therefore, the sensibility
of the model to the blending function can be evaluated without complicating the
problem any further. Here, it is important to evaluate the effect of the functional
form and the location of the RTLT zone. Therefore, the blending functions here
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analyzed are designed to address the effect of continuos over discontinuous functions
and how the location of the RTLT zone affects the formulation. For the last point,
it is important to address how the production of turbulence is affected by the hybrid
region depending on whether the RTLT zone is in the inner or outer layers.
Five blending functions, summarized in Table 5.2, are evaluated. The first and
second blending functions are constructed using a smooth function to transit from
RANS to LES [46].
F (y) =
1
2
[
1− tanh
( C1(y/d− C2)
(1− 2C2)y/d+ C2
)
/ tanh(C1)
]
(5.71)
here, C1 and C2 are constants, selected to be 2 and 0.2, respectively. Also, the distance
d represents the location at which the blending function is zero, F (d) = 0. The first
blending function implements Eq. (5.71) over one-quarter of the wall-normal length
d = Ly/4, so that the boundary layer buffer-layer is within the RTLT zone (this zone
is more precisely defined here as the range where 0.9 < F < 0.1).
F1(y) =


F (y) for y ≤ d = Ly/4
0 for y > d
(5.72)
The second blending function is designed to use Eq. (5.71) throughout the domain
d = Ly, to set the outer layer within the RTLT zone, so that
F2(y) = F (y), d = Ly. (5.73)
The third blending function consists of a linear function with limits L1 = Ly/100
and L2 = Ly/3 which bounds a RANS zone between 0 ≤ y+ < 20, the RTLT region
between 20 ≤ y+ ≤ 580 and the LES zone beyond y+ > 580.
F3(y) =


1 for y ≤ L1
1− (y − L1)/(L2 − L1) for L1 ≤ y ≤ L2
0 for y > L2
(5.74)
76
100 101 102 103
0
0.2
0.4
0.6
0.8
1
F
F1
F2
F3
F4
F step
U/U∞
y+
Figure 5.1: Law-of-the-wall profile and hybrid RANS/LES blending functions.
The fourth blending function consists of an exponentially decaying cosine function.
This function completes 2.5 cycles throughout the domain inducing 5 RTLT zones, the
objective is to evaluate the effect of non-monotonic function which induces multiples
RTLT regions in the domain.
F4(y) = e−y/Ly [cos(5πy/Ly) + 1]/2. (5.75)
Finally, the fifth blending function consists of a step function, which leads to the
classic zonal RANS/LES approach [13, 14, 34, 35, 69, 97, 100, 111]. Here, the interface
between RANS and LES is specified at y+ = 45, in order to model the inner layer
with RANS, while the outer layer is resolved with LES. This is consistent with past
studies [13, 14, 34, 35], the function is defined as:
F step(y+) =


1 if y+ < 45
0 if y+ ≥ 45
(5.76)
The five blending functions and the law-of-the-wall, are shown in Figure 5.1 nor-
malized by wall-units, U+ = U/uτ , y
+ = yuτ/ν, where uτ =
√
τw/ρ is the friction
velocity. This figure illustrates how the different transition functions blend RANS and
LES formulations, and more importantly, Figure 5.1 shows the location of RTLT zone
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Table 5.2: Summary of hybrid RANS/LES blending functions
Formulation Blending function RTLT zone Equation
F 0.1 < F < 0.9
RANS 1 Does not apply -
LES 0 Does not apply -
Hybrid RANS/LES F1 8 < y+ < 40 (5.72)
Hybrid RANS/LES F2 30 < y+ < 240 (5.73)
Hybrid RANS/LES F3 20 < y+ < 580 (5.74)
Hybrid RANS/LES F4 50 < y+ < 1100 (5.75)
Zonal RANS/LES F step Discontinuous (5.76)
superimposed in the law-of-the-wall velocity profile. For F ≡ F1, the RTLT zone is
designed to cover most of the inner layer 8 < y+ < 40 to allow LES to resolve part of
the energy produced in the buffer layer. For F ≡ F2, the RTLT zone is located in the
outer layer 30 < y+ < 240 to guarantee that most of the inner layer is modeled with
RANS with a well defined RTLT zone. For F ≡ F3, the RANS region is extended up
to y+ ∼ 20 to warrant that most of the near-wall turbulence is modeled with RANS,
additionally, the RTLT is designed to cover the outer layer 20 ≤ y+ ≤ 580 to ensure
that most of the boundary layer is simulated with the model in the hybrid mode i.e.,
0 < F < 1. For F ≡ F4, the RTLT zone extends from y+ = 55 up to the free stream
boundary, in addition, this function reach LES (F = 0) at three locations y+ ∼ 330,
y+ ∼ 1000, and y+ ∼ 1700. Finally, for F ≡ F step, the RANS to LES transition
point is located at the end of the inner layer to guarantee that RANS can completely
model this region, this function does not have a RTLT zone.
5.2.2 Results and Discussion
The initial conditions chosen for Reθ = 1430 consist of random noise superimposed on
the law-of-the-wall profile. This artificial flow field is evolved using periodic boundary
conditions in the streamwise direction to promote transition to turbulence. Once
realistic turbulence develops, the flow field is rescaled and then used to initialize the
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Figure 5.2: Wall-normal distribution of mean streamwise-velocity profile and
y+∂U+/∂y+ for LES, HRL, HRL-HT, and Zonal RANS/LES (F step) fine grid simu-
lations: (a) U+; (b) y+∂U+/∂y+.
LES and hybrid simulations. It is at this point that the rescaling approach of Lund
et al. [59] is used to provide turbulent inflow conditions. All the simulations are run
initially for a non-dimensional period of ttransu
2
τ/νwall ∼ 1000 to eliminate the transient
conditions [59]. Here, νwall is the kinematic viscosity evaluated at the wall. After the
flow reach a stationary state, flow statistics are collected for a non-dimensional period
of taveru
2
τ/νwall ∼ 1800 [59].
All simulations conducted with the fine grid are summarized in Table 5.3. The
main differences among hybrid RANS/LES simulations are in the blending functions
implemented, and whether or not the hybrid contributions are included (hereafter,
denoted HRL when the hybrid terms are not considered and HRL-HT when the
hybrid terms are included). These terms are computed from the available LES and
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Table 5.3: Simulation description and predicted friction coefficient for turbulent
boundary layer Rθ = 1430, fine grid
Simulation Blending function Cf × 103 Deviation from LES
F (%)
Experiments - 3.96† -
1 LES 0 4.00 -
2 Zonal RANS/LES F step 3.92 -2.0
3 HRL F1 3.81 -4.8
4 HRL F2 3.44 -14.0
5 HRL F3 3.46 -13.5
6 HRL F4 3.50 -12.5
7 HRL-HT F1 3.77 -5.8
8 HRL-HT F2 3.88 -3.0
9 HRL-HT F3 3.73 -6.8
10 HRL-HT F4 3.94 -1.5
† Obtained by best fitting the law of the wall to the experimental data.
its time-averaged fields using Eqs. (5.22)-(5.27). For the coarse grids, the hybrid
terms are still computed from the LES simulation conducted in the fine grid and then
interpolated into the coarse grids.
The mean streamwise velocity profiles (normalized with wall-units) and its wall
normal gradient are presented in Figure 5.2. Here, the LES prediction is found in
excellent agreement with experiments as expected. It is interesting to note that
Figure 2(a) apparently indicates that for the fine grid, the zonal RANS/LES approach
(simulation 2 with F ≡ F step) predicts accurately the mean velocity profile. This high
accuracy of the zonal RANS/LES simulation is explained first by the high resolution
used in the fine grid, and second, by the fact that RANS, which is calibrated to predict
correctly this kind of flows, completely models the inner layer, whereas LES is able
to resolve the turbulence located in the outer-layer region. However, if the velocity
normal gradient is analyzed, Figure 2(b), it is evident that the zonal RANS/LES
approach predicts an unphysical flow field, which is indicated by the spike located
at the models interface (y+ = 45). Here, the anomalous region is bounded within
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a small region, in the order of 10 wall-units, neighboring the models interface, set
at y+ = 45 for this study. However, as will be shown later, if the grid resolution
is reduced, the error region will be significantly magnified [13, 14, 34, 35, 70]. This
is a well-documented anomaly observed in all zonal RANS/LES approaches [34, 70],
and it is due to the abrupt switch from RANS to LES. This abrupt switch induces a
transition from RANS to LES out of equilibrium, such that the turbulence is neither
completely modeled by RANS nor completely resolved by LES [70].
For HRL-HT simulations, Figure 5.2 demonstrates that the predicted mean veloc-
ity profiles are again in excellent agreement with experiments and the LES simulation.
Here, only the line function, simulation 9, presents slight deviations compared with
the other functions. However, here it is recalled that F3 sets RANS modeling at the
inner layer and extends the RTLT zone throughout the boundary layer completing
the transition to LES at the free stream region. Consequently, F3 is the most strin-
gent function here implemented since for most of the boundary layer, the turbulence
model is acting in the hybrid mode 0 < F < 1. Nevertheless, it can be concluded
from these results, that as long as the hybrid terms are included, the predicted veloc-
ity profiles are not very sensitive to the blending function implemented, even when
non-monotonic functions with multiples RTLT zones are considered. This implies
that during RTLT zone, the turbulence that is not modeled by RANS and is not yet
resolved by LES, is explicitly accounted for by Eqs. (5.22)-(5.27). Therefore, the
mean transfer of turbulence throughout the boundary layer is correctly reproduced,
and the transition from RANS to LES in the mean velocity profile occurs nearly
independent of the blending function implemented.
Figure 5.2 also demonstrates that by not including the hybrid contributions (sim-
ulations 3 to 6), the predicted velocity profile becomes very sensitive to the blending
function implemented. This is explained by the fact that the amount of modeled and
resolved turbulence provided by the hybrid model depends primarily on the blending
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Figure 5.3: Wall-normal distribution of resolved Reynolds stresses for LES, HRL,
HRL-HT, and Zonal RANS/LES (F step) fine grid simulations: (a) u′u′+; (b) v′v′+;
(c) w′w′+; (d) u′v′+.
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Figure 5.4: Wall-normal distribution of modeled Reynolds stresses for LES, HRL,
HRL-HT, and Zonal RANS/LES (F step) fine grid simulations: (a) u′u′+; (b) v′v′+;
(c) w′w′+; (d) u′v′+.
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function. Simulation 3 uses a blending function that sets the RTLT in the inner layer.
Therefore, the turbulence not accounted by the hybrid contributions is partially re-
solved by the LES part of the hybrid model, yielding results in close agreement to
LES and simulation 7. On the other hand, simulations 4 to 6 implement blending
functions that set the RTLT deeper in the outer layer, precluding the LES part of the
hybrid model to resolve a significant amount of the turbulence that Eqs. (5.22)-(5.27)
represent, resulting in the underprediction of the velocity profiles in Figure 2(a).
Table 5.3 shows the friction coefficient (Cf) predicted with the five blending func-
tions using the fine grid. In particular, the friction coefficient computed with LES is
found in excellent agreement with the experimental data, previous LES simulations
have reported similar accuracy in their calculations [59]. Consequently, these LES
results are used as a benchmark reference to analyze the hybrid simulations results.
The zonal approach, simulation 2, predicts a Cf in close agreement with LES. This
is an expected result, as mentioned before, since the inner layer is completely modeled
by RANS, which is calibrated to reproduce the law of the wall [63, 105]. For HRL-
HT, simulations 7 to 10, the predicted friction coefficients are found within −1.5%
to −6.8% error with respect to LES. The difference among HRL-HT simulations
is caused by the different blending functions, which indicates that even when the
hybrid terms are included, small variations in the predicted Cf can be reproduced
with different blending functions. However, when the hybrid contributions are not
included, significant deviations in the predicted Cf are reproduced among blending
functions. Simulation 3 predicts an error with respect to LES (here, the inner layer of
the boundary layer is partially resolved) in close agreement with the error predicted
when the hybrid contributions are included (simulation 7). However, if the blending
function locates the RTLT away from the inner layer, the hybrid model is not able
to significantly compensate for the lost turbulence magnifying the deviations in the
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Figure 5.5: Wall-normal distribution of total (resolved plus modeled) Reynolds
stresses for LES, HRL, HRL-HT, and Zonal RANS/LES (F step) fine grid simulations:
(a) u′u′+; (b) v′v′+; (c) w′w′+; (d) u′v′+.
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Figure 5.6: Wall-normal distribution of y+∂u′v′+/∂y+ (for the total Reynolds stress,
modeled plus resolved) for LES, HRL, HRL-HT, and Zonal RANS/LES (F step) sim-
ulations, fine grid results.
predicted friction coefficient. For simulation 4, the F2 sets the RTLT zone in 30 <
y+ < 240 inducing an error, with respect to LES, 4.6 times higher that the error
predicted when the hybrid terms are included. For simulation 5, the F3 sets the
RTLT zone in 20 < y+ < 580, in this case the error is doubled. Here, it is pointed out
that this apparent good response of F3 to not include the hybrid terms is misleading,
since overall, the accuracy of Cf predicted with this function is the lowest for both
HRL and HRL-HT simulations. Nevertheless, including the hybrid contributions with
this function does have a positive effect improving the accuracy of Cf . For simulation
6 the F4, induces five RTLT regions and yields an error about 8 times higher than
when the hybrid terms are included. This drastic drop in accuracy is related with the
fact that the multiple RTLT zones make the accuracy of the hybrid formulation more
dependent on the hybrid contributions, thus neglecting Eqs. (5.22)-(5.27) has a major
effect in the accuracy of Cf . Here, it is pointed out that the behaviour previously
described is induced only by the turbulent modeling approach here described, since
the grid implemented is fine enough for both LES and RANS simulations. However, a
similar trend is observed in the predicted Cf computed with the medium and coarse
grids, which are not reported here for the sake of brevity.
In order to further elucidate the effect of the blending function and the hybrid
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(a)
(b)
(c)
(d)
Figure 5.7: Contours of subgrid kinetic energy (ksgs) and hybrid turbulent kinetic
energy (K) for Reθ = 1400: (a) LES y+ = 40; (b) HRL F stp = 1.0 (RANS) y+ = 40;
(c) LES y+ = 50; (d) HRL F stp = 0.0 (LES) y+ = 50.
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contribution in the boundary layer turbulence, the second-order statistics are com-
puted and analyzed. Figures 5.3 and 5.4 presents the resolved Reynolds stresses
τ˙(ui, uj)/ρ˙ and the time average of the modeled Reynolds stresses (here after referred
just as modeled) τ˙ (ui, uj)/ρ˙, respectively, while Figure 5.5 presents the total stresses
u′iu
′tot
j = (τ˙(ui, uj) + τ˙(ui, uj))/ρ˙ (hereafter the notation u
′
iu
′
j is used to refer the
components of the Reynolds stress tensor indistinctly), for both figures, the statis-
tics are computed from the LES and the hybrid RANS/LES formulation on the fine
grid. Here, it is pointed out that for the HRL-HT simulations, only a fraction, Eq.
(5.25), of the hybrid terms Eqs. (5.22)-(5.27) can be included in the modeled stresses.
Nevertheless, the rest of the hybrid terms play their part in the governing equations.
As expected, the fine grid allows LES to resolve the near-wall turbulence without
any special wall-treatment. Consequently, the LES predictions are found in very-
good agreement with the experimental data, as shown in Figures 5.3-5.5, and will
be used as our benchmark case. For hybrid RANS/LES simulations, Figures 5.3
and 5.4 demonstrate the effect that the blending function has on the resolved and
modeled Reynolds stresses. Although it is an expected result, Figures 5.3 and 5.4
demonstrate that as the RTLT region gets closer to the wall (F4 → F1), the levels
of modeled turbulence drops while the resolved increases, with or without the hybrid
terms. This is explained by the fact that LES takes over the hybrid formulation as
the RTLT zone completes closer and closer to the near-wall region, replacing modeled
by resolved stresses.
Figures 5.3-5.5 indicate that if discontinuous blending functions are implemented,
as in simulation 2, the sharp transition from RANS to LES induces nonphysical dis-
continuities in the modeled and resolved statistics. Figure 5.6 presents the wall-
normal derivative of the total principal Reynolds stress y+∂u′v′+/∂y+ (the other
stresses present similar trends). The figure clearly shows, similar to Figure 2(b),
that only with the step function anomalous profiles, indicated by a spike located
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Figure 5.8: Spanwise distribution of normalized unsteady streamwise-velocity fluc-
tuations u′/U∞ for LES, HRL, HRL-HT, and Zonal RANS/LES (F step) fine grid
simulations: (a) wall-normal location y+ = 11, RANS-dominated region for all blend-
ing functions; (b) wall-normal location y+ = 100, RANS-dominated region for F3
and F4 functions. Here the y axis is shifted to show all the plots.
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Figure 5.9: Spanwise distribution of normalized unsteady wall-normal-velocity fluc-
tuations v′/U∞ for LES, HRL, HRL-HT, and Zonal RANS/LES (F step) fine grid
simulations: (a) wall-normal location y+ = 11, RANS-dominated region for all blend-
ing functions; (b) wall-normal location y+ = 100, RANS-dominated region for F3
and F4 functions. Here the y axis is shifted to show all the plots.
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Figure 5.10: Spanwise distribution of normalized unsteady spanwise-velocity fluc-
tuations w′/U∞ for LES, HRL, HRL-HT, and Zonal RANS/LES (F step) fine grid
simulations: (a) wall-normal location y+ = 11, RANS-dominated region for all blend-
ing functions; (b) wall-normal location y+ = 100, RANS-dominated region for F3
and F4 functions. Here the y axis is shifted to show all the plots.
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(a)
(b)
(c)
(d)
Figure 5.11: Contours of streamwise velocity fluctuations for Reθ = 1400 at y
+ = 5:
(a) LES; (b) HRL F stp = 1.0; (c) HRL F2 = 0.99; (d) HRL-HT F2 = 0.99.
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precisely at the model interface, are reproduced. Similar discontinuities have been
reported in previous hybrid zonal approaches [15, 34, 70]. The discontinuities in the
modeled stresses can be also observed in Figures 5.4 and 5.7, which show the sharp
drop of modeled stresses occurring at y+ = 45 when F step is used. In particular,
Figure 5.7 presents contours of ksgs and K computed from LES and HRL-F stp simula-
tions. Results clearly illustrate the dramatic change in the magnitude of the modeled
turbulence around the model interface (y+ = 45), while ksgs shows no variation in
the LES calculations, K presents a dramatic change in magnitude when it abruptly
switches from RANS to LES formulation in the HRL simulation that uses the F stp
function.
On the other hand, when continuous blending functions are implemented in the
hybrid formulation, with and without hybrid terms, the modeled stresses smoothly
transit from RANS to LES. Similarly, when F step is used, the resolved stresses, Fig-
ure 5.3, also present discontinuities. However, they do not go from resolved LES
levels to zero at the RANS region as could be expected. In fact, at the RANS region
the resolved unsteady structures are not entirely dissipated as indicated by the low,
yet not zero, levels of resolved turbulence below y+ < 45. This indicates that for
the zonal RANS/LES approach, LES feeds in turbulent unsteady structures, which
transforms the otherwise steady RANS region, into a quasi-steady zone. Similarly,
nonzero levels of resolved stresses are reproduced within the RANS region with other
blending functions, indicating that the existence of a quasi-steady RANS field is not
exclusive of zonal RANS/LES approaches.
For HRL and HRL-HT simulations, Figures 5.3-5.6 indicate that whether or not
the hybrid terms are included, the modeled and resolved statistics do not present
any discontinuities in their profiles as long as the blending function is continuous.
Figures 5.3 and 5.4 illustrate the distribution of modeled and resolved stresses, which
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(a)
(b)
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(d)
Figure 5.12: Contours of streamwise velocity fluctuations for Reθ = 1400 at y
+ =
10: (a) LES; (b) HRL F stp = 1.0; (c) HRL F2 = 0.97; (d) HRL-HT F2 = 0.97.
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(a)
(b)
(c)
(d)
Figure 5.13: Contours of streamwise velocity fluctuations for Reθ = 1400 at y
+ =
100: (a) LES; (b) HRL F stp = 0.0; (c) HRL F2 = 0.4; (d) HRL-HT F2 = 0.4.
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(a)
(b)
Figure 5.14: Isosurfaces of second invariant of the velocity gradient tensor
(Qθ/U∞ = 1× 103) colored with values of streamwise velocity, side contours stream-
wise velocity, for hybrid RANS/LES simulations using F2 function, Reθ = 1400: (a)
HRL; (b) HRL-HT.
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Figure 5.15: Grid sensitivity studies, mean streamwise velocity profile U+, for hy-
brid and Zonal RANS/LES (F step) simulations conducted on fine, medium, and coarse
grids: (a) hybrid simulations not including the hybrid terms; (b) hybrid simulations
including the hybrid terms.
depend on the blending function implemented and whether or not the hybrid con-
tributions are included. However, for the total stresses, shown in Figure 5.5, the
dependency on blending function and hybrid contribution is not that evident, and
only quantitative differences can be distinguished.
It is important to mention that the total stresses computed with and without
hybrid contributions, with the exception of u′u′, present inflection points and a local
minimum at the RTLT zone. The inflection point and local minimum are generated
because the resolved and modeled stresses do not peak around the same location.
Figure 5.5 indicates that the peaks separation distance is found to be in the order of
100 wall units for all blending functions. For the u′u′ stress, the modeled and resolved
stresses peak around the same location with all blending functions. Therefore, no
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Figure 5.16: Grid sensitivity studies for hybrid simulations including the hybrid
terms conducted on fine, medium, and coarse grids: (a) resolved u′v′+ Reynolds
stress; (b) modeled u′v′+ Reynolds stress.
local minimum or inflection point is reproduced in this stress. It is important to
point out that when the RTLT zone is in the inner layer, F1, the total stresses do not
present any inflection points and local minimum, since the modeled stresses are not
that significant when compared with the resolved stresses for this blending function.
Finally, current results indicate that the local minimum and inflection point observed
in the total stresses, computed with and without the hybrid contributions, cannot be
avoided when blending functions with RTLT in the outer layer are implemented.
Figure 5.3 shows that for blending functions with RTLT zone close to the inner
layer, F1, the LES part of the hybrid model is able to resolve a significant amount
of the near-wall turbulence yielding resolved stresses in close agreement when the
hybrid contributions are included or neglected (u′u′ is the only stress that shows slight
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differences when the hybrid terms are included). On the other hand, Figure 5.4 shows
that the modeled stresses reach higher values when the hybrid terms are included
than when these terms are neglected, slightly increasing the total stresses as seen in
Figure 5.5. Nonetheless, it can be concluded that for blending functions with RTLT
zones located very close to the near-wall region, the effect of the hybrid terms is
reduced, as indicated by Figures 5.2-5.5, and it is expected that their effect become
negligible as F → 0 everywhere. Contrary, if the blending function locates the RTLT
zone in the outer layer, the hybrid contributions become more relevant. Figure 5.4
shows that for blending functions F2, F3, and F4, the hybrid contributions indeed
increase the modeled stresses in the RTLT zone. This demonstrates that the hybrid
terms represent modeled scales that should not be neglected. In fact, if these terms
are neglected, the levels of modeled stresses drops and the hybrid model is forced
to compensate this deficit by resolving more scales as seen, specially with u′u′ and
u′v′, in Figure 5.3. Unfortunately, for RTLT zones deep in the outer layer, the LES
part of the hybrid model is not able to correctly compensate Eqs. (5.22)-(5.27)
yielding levels of resolved and modeled stresses that differs from those computed with
the hybrid contributions, which eventually leads to the inaccurate predictions in the
mean velocity profile and Cf .
Whether or not the blending function allows the hybrid model to resolve part of the
turbulence contained in the hybrid contributions, these terms cannot be completely
resolved by the LES part of the hybrid formulation, unless the blending function
reduces to F ≡ 0 everywhere, which obviously reduces the hybrid RANS/LES for-
mulation to LES. Therefore, if Eqs. (5.22)-(5.27) are neglected and F is not always
zero, some amount of turbulence that cannot be resolved nor modeled is lost leading
to ATD. How much turbulence is not accounted for in the hybrid simulations and
how this impacts the accuracy of the calculations strongly depends on the blending
function implemented. This is the main reason why the flow statistics predicted with
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Figure 5.17: Grid sensitivity studies for hybrid simulations not including the hybrid
terms conducted on fine, medium, and coarse grids: (a) resolved u′v′+ Reynolds stress;
(b) modeled u′v′+ Reynolds stress.
the five blending functions here implemented (simulations 2 to 6) differ from each
others.
Figures 5.8-5.10 shows the effect of the hybrid formulation in the instantaneous
velocity field. It presents the velocity fluctuations, plotted over the span-wise direc-
tion, normalized with the free stream velocity, sampled at the buffer layer y+ = 11
and at the outer layer y+ = 100. As indicated by Figure 5.3 and corroborated by
Figures 5.8-5.10, for all simulations, the intensity in the fluctuations are higher at
y+ = 11 than at y+ = 100 for the streamwise velocity, while they are higher at
y+ = 100 than at y+ = 11 for the spanwise and wall-normal velocities. However, in
all simulations, the wavelengths of the fluctuations are smaller at y+ = 11 than at
100
y+ = 100, indicating the presence of finer structures at the buffer layer. Overall, Fig-
ures 5.8-5.10 demonstrate that the dissipation of the turbulent scales, due to RANS
modeling, depends on the blending function implemented. At y+ = 11, the highest
reduction in velocity fluctuations, yet not complete dissipation, is obtained with the
functions that set RANS modeling at the inner layer F2, F3, F4, and F step, whereas
F1 simulations predict unsteady structures close to those of LES. This strengthens
the observation that the turbulent scales, fed in the RANS region by LES, are signif-
icantly reduced, but are not dissipated entirely by RANS. On the other hand, as the
hybrid formulation becomes more dominated by LES, the hybrid simulations resolve
more unsteady turbulent content, as seen in all velocity fluctuations at y+ = 100.
Figures 5.8-5.10 shows the importance of the unsteady nature of the HT, Eqs.
(5.34)-(5.39), in promoting unsteady structures in hybrid calculations. This point
is highlighted by Figures 5.11-5.13, which present contours of streamwise velocity
fluctuations at three wall-normal locations y+ = 5, 11, and 100. Here, only results
obtained with the F2 and F stp functions are compared against LES simulations, since
the other blending functions yield similar trends. Figures. 5.11 and 5.12 demonstrate
that in the region where the hybrid model is dominated by RANS y+ < 100 (for these
functions), HRL calculations that neglect the hybrid terms predict quite elongated
streaks of velocity fluctuations, in disagreement with LES predictions. However, by
including the hybrid terms in the calculations (HRL-HT), these anomalous elongated
streaks are broken into smaller structures, in better agreement with the physical
picture predicted by LES. As we move away from the wall, the hybrid model become
dominated by LES, reducing the effect of the HT on the calculations Figure 5.13,
here HRL and HRL-HT simulations predict structures in close agreement with LES.
The effect of the hybrid terms in preventing ATD (lost of modeled or resolved tur-
bulence) in the RTLT zone is further illustrated by visualizing the coherent structures
of the flow in Figure 5.14. Here, it is evident that by including the HT, their unsteady
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Figure 5.18: Grid sensitivity studies, total u′v′+ Reynolds stress (modeled plus
resolved), for HRL, HRL-HT, and Zonal RANS/LES (F step) simulations conducted
on fine, medium, and coarse grids: (a) hybrid simulations not including the hybrid
terms; (b) hybrid simulations including the hybrid terms.
nature promotes the generation of unsteady near-wall vortices, which are dissipated
if the HT are not included. These results further demonstrate the importance of
resolving the exact equations in hybrid RANS/LES simulations.
Results indicate that the blending function plays a fundamental roll in the hybrid
RANS/LES formulation. However, by including the hybrid terms it is possible to
reduce the effect of this function in the accuracy of the calculations. In fact, as long
as the blending function is smooth and the RTLT zone located in the outer layer, the
calculations will be only weakly affected by the blending function.
Thus far, the importance of the hybrid formulation has been demonstrated in a
grid fine enough to conduct both LES (wall-resolving) and RANS simulations (so-
lutions are grid independent). Nevertheless, it is pertinent to illustrate, up to some
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extent, the behavior of the hybrid formulation, when none-wall resolving LES grids
are implemented. Due to limited computational resources, only the medium and
coarse grids are evaluated with all the blending functions, while the coarsest grid is
evaluated only with the F step and F2 functions, which are selected to illustrate the
effect of discontinuous and continuous functions with RTLT zone in the outer layer.
Figure 5.15 presents the mean velocity profile computed with all blending functions
using the fine, medium, and coarse grids. The figure indicates that for the blending
function with RTLT zone close to the inner layer, F1, coarsening the grid to none
wall-resolving resolutions, coarse grid, has a negative impact on the mean velocity
profile even when the hybrid terms are included. Since the hybrid model is quickly
dominated by LES at the near-wall region where the grid does not allow LES to
resolve the near wall dynamics. However, when the RTLT zone is in the outer layer,
RANS dominates the hybrid formulation at the near-wall region, thus the effect of
reducing the grid resolution is not as negative as in the previous case, as long as the
hybrid terms are included. When these terms are included, the predicted velocity
profiles do not change drastically even with the coarse grid. On the contrary, if
the hybrid terms are neglected, a drop in accuracy in the predicted mean profile
is observed for all blending functions. For the zonal RANS/LES simulation, F step,
the medium and coarse grids predict results in close agreement to those obtained in
the fine grid, mainly because the near-wall zone is completely modeled with RANS
for this function. However, the velocity profiles still present similar discontinuities
(results not shown) as those shown in Figure 2(b).
The resolved, modeled, and total Reynolds stress u′v′, are shown in Figures 5.16-
5.18, respectively. The figures demonstrate that, for all blending functions with and
without hybrid contributions, coarsening the grid tends to slightly increase and de-
crease the modeled and resolved stresses, respectively. However, the net effect in the
total Reynolds stress is not very significant. Here, the zonal RANS/LES approach
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Figure 5.19: Grid sensitivity studies, mean streamwise velocity profile U+, for
hybrid (F2) and Zonal RANS/LES (F step) simulations conducted on fine, coarse,
and coarsest grids.
F step is the less sensible to the reduction in grid resolution.
Overall, results obtained with all blending functions in the medium and coarse
grids are quite good when the hybrid terms are included. This responds to the fact
that those grids are still fine for hybrid simulations i.e., the near-wall grid-resolution
is good for RANS modeling and the outer-layer resolution is fine enough for LES.
However, if the grid resolution is further reduced to levels not appropriated for LES,
yet good for RANS, the predictions start to present significant anomalies. Figure 5.19
presents the computed mean velocity profile using the fine, coarse, and coarsest grids
with the F2 and F step blending functions. From the results, it is clear that the coarsest
grid is not adequate for LES, and consequently hybrid simulations, as demonstrated
by the significant deviations predicted in the velocity profiles. However, by including
the hybrid terms, the mean velocity profile is slightly improved, demonstrating once
more that Eqs. (5.22)-(5.27) have a positive effect in the hybrid formulation.
Figures 20(a) and 20(b) present the resolved and modeled Reynolds stress u′v′, it
shows a drastic drop in the resolved stress and an important increase in the modeled
stress for the F2 function with respect to the fine and coarse grid results, specially
when the hybrid terms are neglected. The increase in modeled stress at the RTLT
zone is induced by the modeled stress coming from LES, which increases as the grid-
resolution decreases. On the other hand, for the zonal RANS/LES simulation, the
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Figure 5.20: Grid sensitivity studies for hybrid (F2) and Zonal RANS/LES (F step)
simulations conducted on fine, coarse, and coarsest grids: (a) resolved u′v′+ Reynolds
stress; (b) modeled u′v′+ Reynolds stress; (c) total (modeled plus resolved) u′v′+
Reynolds stress.
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modeled stress, which is purely RANS below y+ = 45, is virtually grid independent.
However, in the LES region, the resolved and modeled stresses drop and increase,
respectively, due to the low grid resolution attained in the outer layer.
The computed total stress shown in Figure 20(c), shows an important drop at the
RTLT zone when the hybrid contributions are neglected. This occurs because the
grid is not fine enough there to resolve the turbulence and the modeled stresses drops
because the hybrid terms are not included. However, when Eqs. (5.22)-(5.27) are
included, fair agreement is reproduced with respect to the fine and coarse grids results,
demonstrating once more the importance of the hybrid terms in this RANS/LES
approach. The figure also indicates that the discontinuities reproduced with the
zonal RANS/LES approach are dramatically amplified when the grid resolution is
significantly reduced, proving that zonal RANS/LES approaches will always predict
nonphysical results and thus this approach should be avoided.
5.3 Proposed Model for the Hybrid RANS/LES Governing
Equations
The importance of the HT terms in attached turbulent boundary layer has been
demonstrated. However, requiring a LES simulation to compute the HT terms is not,
evidently, an option. Therefore, an alternative approach to model those terms has to
be devised. The main problem faced to include the HT terms is the reconstruction of
the LES out of the hybrid variables in the RTLT zone. On the other hand, the RANS
field can be easily computed using Eq. (5.9). Although, Germano introduced a simple
reconstruction procedure to compute the LES field Eq. (5.10), the operation easily
becomes ill-conditioned. Another theoretical inconvenience is, that reconstructing
the LES field from the hybrid variables is equivalent to defiltering, which is mathe-
matically ill-posed [90]. Consequently, to include the HT terms, the LES field at the
RTLT zone has to be invariably approximated.
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In the literature, different methods to explicitly reconstruct the LES subgrid tur-
bulent field have been proposed [19, 22, 48, 50, 53, 55]. However, they usually incur
additional complexities that need to be avoided, if the modeling approach is to remain
simple and computationally inexpensive. Specially if it is considered that including
the HT terms already incur in additional costs. Therefore, with the only purpose of
computing the HT terms, the LES field is reconstructed from the hybrid field using
a similarity model as follows [61]:
φ¨ = φ+G(0,1)
( ˙
φ φ− ˙φ ˙φ)1/2 (5.77)
here, G(0,1) is a random number from a Gaussian distribution with zero mean and
unit variance. For convenience, it was decided to compute the turbulence intensity
using the RANS operator. However, a more general procedure can be obtained by
computing the turbulence intensity using a test filter procedure [61], here denoted as
< · >:
φ¨ = φ+G(0,1)
(
< φ φ > − < φ > < φ > )1/2. (5.78)
Equation (5.77) indicates that the difference between the approximated LES field
and the hybrid variable is G(0,1)
( ˙
φ φ− ˙φ ˙φ)1/2, which does not vanish when F → 0.
This vanishing condition could be enforced by including the blending function in the
HT-model as FG(0,1)
( ˙
φ φ − ˙φ ˙φ)1/2. Nevertheless, it is considered that this is not
necessary, since the hybrid terms already include the effects of the blending function
since HT → 0 when F → 0. Therefore, the blending function is not included in Eq.
(5.77).
5.3.1 Results and Discussion
The model is evaluated using the five transition functions, summarized in Table 5.2
and Figure 5.1. These functions depend only on the wall-normal distance to avoid
including the time-derivative of the blending function. However, if a time dependent
transition function is implemented, the unsteady HT must be included, since the flow
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Figure 5.21: Law-of-the-wall for LES, HRL, HRL-HT, and HRL-HTS simulations
Reθ = 1400.
cannot adapt instantaneously to the new modeling conditions, as indicated by Eqs
(5.16)-(5.18). The case simulated is the Reθ = 1400, here the fine grid is implemented
Table 5.1.
Figure 5.21 presents the predicted mean velocity profile normalized with wall-units
for LES simulations, hybrid RANS/LES simulations without hybrid terms (HRL), hy-
brid RANS/LES simulations computing the hybrid terms using the parallel LES field
(HRL-HT), and hybrid RANS/LES simulations computing the hybrid terms using
the model Eq. (5.77) (HRL-HTS). Results indicate that for all blending functions
implemented, the model for the hybrid terms, Eq. (5.77), is able to mimic the effect
of the exact hybrid terms. The positive effect of the stochastic model is not surpris-
ing, since previous stochastic forcing approaches implemented in hybrid RANS/LES
calculations have also shown significant improvements in the modeling of near-wall
turbulence, even when they could be considered ad hoc [13, 14, 47, 70]. However, the
exact hybrid RANS/LES equations provide fundamental justification to the stochas-
tic forcing approaches proving that their success is related to the fact that they mimic
the terms that represent the interactions between RANS and LES formulations.
Figure 5.22 compares the resolved second-order statistics. Results indicate that
the levels of resolved stresses are in close agreement to the predictions when the
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Figure 5.22: Wall-normal distribution of resolved Reynolds stresses for LES, HRL,
HRL-HT, and HRL-HTS simulations Reθ = 1400: (a) u
′u′+; (b) v′v′+; (c) w′w′+; (d)
u′v′+.
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Figure 5.23: Wall-normal distribution of modeled Reynolds stresses for LES, HRL,
HRL-HT, and HRL-HTS simulations Reθ = 1400: (a) u
′u′+; (b) v′v′+; (c) w′w′+; (d)
u′v′+.
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exact HT are included. Similarly, the modeled stresses predicted by the HT-model
are found in agreement with the exact HRL-HT contributions, Figure 5.23. Although
the agreement between the modeled stresses obtained from the exact and the modeled
HT is qualitative for some cases, the HT-model does, in general, increase the modeling
contributions in the RTLT zone when compared with the modeled stresses from HRL
calculations, which ignore the HT. This is a key aspect of the HT-model, since the
increase in modeled stresses is what prevents the ATD in the RTLT zone. Figure 5.25
presents contours of ksgs and K at a plane located in the RTLT zone y+ = 50.
The contours show the effect of the hybrid terms on the modeled turbulence, while
LES predicts very small ksgs structures, the HRL simulations predict quite elongated
structures. These long structures are broken into smaller structures by including the
HT either in its exact or modeled form.
The ability of the HT-model to maintain the unsteady near-wall structures is
demonstrated in Figure 5.26. Here, coherent vortical structures are visualized in
the near wall-region. Although, some dissipation in the HT-model calculation is
observed, results indicate that the HT-model is able to reproduce more near-wall
unsteady structures than calculations that neglect the HT.
The sensitivity of the formal hybrid RANS/LES formulation to grid resolution
has been already addressed using different blending functions; therefore, this study
will not be repeated for the HT-model. However, the effect of the grid resolution is
evaluated by conducting calculations for a Re that slightly doubles the Re previously
simulated. Here, by doubling the Re = 3330, the grid required by LES, Fine-3330
grid on Table 5.1, has to be increased about three times [69]. On the other hand,
for the hybrid RANS/LES calculation, with the HT-model, a grid about three times
coarser than the required in the LES calculation is implemented, Coarse-3330 in
Table 5.1. For this calculation, only the F4 blending function is implemented, since
it extends the RTLT over all the domain, which imposes the most stringent condition
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Figure 5.24: Wall-normal distribution of total, resolved plus modeled, Reynolds
stresses for LES, HRL, HRL-HT, and HRL-HTS simulations Reθ = 1400: (a) u
′u′+;
(b) v′v′+; (c) w′w′+; (d) u′v′+.
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(a)
(b)
(c)
(d)
Figure 5.25: Contours of subgrid kinetic energy (ksgs) and hybrid kinetic energy
(K) for Reθ = 1400 at y+ = 50, (F2 = 0.74): (a) LES; (b) HRL F2; (c) HRL-HT
F2; (d) HRL-HTS F2.
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(a)
(b)
(c)
Figure 5.26: Isosurfaces of second invariant of the velocity gradient tensor
(Qθ/U∞ = 1× 103) colored with values of streamwise velocity, side contours stream-
wise velocity, for hybrid RANS/LES simulations using F2 function, Reθ = 1400: (a)
HRL (no HT); (b) HRL-HT (exact HT);(c) HRL-HTS (modeled HT).
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to the HT-model. Additionally, to reduce the cost of the simulation, for this higher
Re number case, the turbulent inflow is obtained by applying the boundary layer
rescaling approach in the hybrid field. Consequently, the effect of the grid resolution
and the ability to predict a higher Re number turbulent boundary layer flow can be
addressed with one simulation.
The predicted mean velocity profile is presented in Figure 27(a). LES predictions
are found in excellent agreement with experimental data, which is expected since the
grid resolution is kept constant when compared with the Re = 1400 case. Similarly,
the HRL-HTS calculations are found in good agreement with experimental data and
LES calculations, here a slight departure from the experimental data at the free-
stream region is reproduced. Nevertheless, it can be concluded that the HT-model is
able to reproduce the law-of-the-wall at this Re number with a grid coarser than the
one used in the LES calculation.
The total, resolved plus modeled, Reynolds shear stress is presented in Fig-
ure 27(b). Here, HRL-HTS predictions are found in close agreement with LES calcu-
lations and experimental data, especially in the near-wall region. Results show that
ATD is not observed in this high Re number calculation, since the law-of-the-wall
and the total Reynolds shear stress are predicted in close agreement with reference
data. This indicates that the HT-model is robust enough to maintain the levels of
modeled turbulence in the RTLT zone, even when this region completely covers the
boundary layer.
The approximated cost of the simulations (required to obtain statistics for a non-
dimensional time of taveru
2
τ/νwall ∼ 1800 using the fine grid) given in single-processor
hours on a Cray XT3 machine are the following: (a) Simulation 1 required around
6, 800 hrs., (b) Simulations 2-6 required around 13, 000 hrs., and (c) Simulation 7-10
required around 15, 000 hrs. Here, the cost of the hybrid simulations is about twice
the cost of the LES simulations because each HRL-HT simulation runs simultaneously
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Figure 5.27: Wall-normal distribution of Mean velocity profile and total, resolved
plus modeled, Reynolds-shear stress for LES and HRL-HTS simulations Reθ = 3330:
(a) U+; (b) u′v′+.
a LES simulation to provide the turbulent inflow and to explicitly compute the hybrid
terms. However, when the hybrid term model (HT-model) is implemented, the cost of
the HRL-HTS simulation increases roughly 30% compared when the HT are neglected.
116
CHAPTER VI
COMPRESSIBLE TWO LEVEL SIMULATION
In this Chapter the explicit modeling approach known as Two Level Simulation,
recently developed by Kemenov and Menon [48], is extended to compressible flows.
In particular, the small-scale governing equations for the flow and thermodynamic
variables are derived. The derived set of equations is simplified following the original
assumptions of TLS. Here, the main focus is to demonstrate the potential of the
TLS formulation as a near-wall model for LES. To this end turbulent boundary layer
simulations are conducted to asses the potential of this new approach.
6.1 Mathematical Formulation
In order to develop the TLS governing equations the flow variables, here denoted
in general as φ, have to be scale-separated. To this end, the approach of Kemenov
and Menon [48] is followed, which splits the flow variables into two classes, large-
scale φL ∈ FL and small-scale φS ∈ F S, variables. Consequently, any variable that
belongs to either the large-scale or small-scale class is identified with the “L” and
“S” superscripts, respectively. An example of this scale-decomposition is the LES
formulation, which applies a space filter to separate the flow variables into space
filtered variables
¨˜
φ (large-scale class) and subgrid fluctuation φ′¨′ = φ− ¨˜φ (small-scale
class). Another example considered by Kemenov and Menon, is to construct the
large-scale field based on the underlying large-scale grid G∆ and the total variable
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using of the large-scale operator:
φL(x) = L ∆φ(x) = I ∆ ◦ G∆[φ(x)] (6.1a)
G
∆ : φ(x)→ φL(xk) (6.1b)
I
∆ : φL(xk)→ φL(x) (6.1c)
xk ∈ G∆ ≡ {x1, . . . , xN} ⊂ Ω (6.1d)
where, G∆ is a local averaging operator, I is an interpolation operator which acts
on the discrete function φL(xk) by mapping it to the continuous large-scale variable
φL(x), x is the continuous space variable, and xk are the discrete locations at which
the discrete φL(xk) function is known
1. The local averaging operator G∆ can be
quite general and time dependent. It is a function of the large-scale grid G∆ and
the algorithm used to obtain φL(xk), in reminiscence with the LES filter operator.
Further discussion on this second TLS operator example can be found in the original
reference [48].
Having defined the TLS operator, the derivation of the TLS equations is conducted
by decomposing the unsteady variable in its large-scale and small-scale components.
However, for the sake of consistency with the compressible LES formulation, in this
derivation the large-scale operator is identified as the LES filter. Here, it is only
assumed that the unsteady variable is decomposed into large-scale and small-scale
components.
φ = φ
L
+ φ′S (6.2)
Additionally, for this compressible formulation and to keep pace with standard deriva-
tions of compressible formulations like RANS or LES, a Favre density-weighted op-
erator is defined as
φ˜L =
ρφ
L
ρL
(6.3)
1This is the only time the subscript does not represent tensor notation.
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such that the unsteady variable can also be split in a Favre-averaged large-scale part
and a small-scale fluctuations
φ = φ˜L + φ′′S. (6.4)
Having defined the scale separation, the flow and thermodynamic variables can be
decomposed as follows:
ρ = ρL + ρ′S (6.5a)
ui = u˜
L
i + u
′′S
i (6.5b)
p = pL + p′S (6.5c)
T = T˜L + T ′′S (6.5d)
E = E˜L + E ′′S. (6.5e)
Similarly, the momentum can be decomposed into large and small scale parts
ρui = ρ
Lu˜Li + ρu
′′S
i + ρ
′S u˜Li (6.6)
m˜Li = ρ
Lu˜Li (6.7)
m′′Si = ρu
′′S
i + ρ
′Su˜Li . (6.8)
where, m˜Li and m
′′S
i are the large-scale and small-scale momentum components. For
the pressure decomposition, the large-scale component is obtained by directly apply-
ing the Favre operator on the state equation
pL = RρT
L
= RρLT˜L (6.9)
the small-scale pressure fluctuation, however, it is obtained from the state equation
in its scale-separated form on which the large scale terms (in brackets) cancel
p = RρT (6.10a)
pL + p′S = R(ρLT˜L + ρ′ST˜L + ρT ′′S) (6.10b)
p′S = R(ρ′ST˜L + ρT ′′S) + [RρLT˜L − pL] (6.10c)
p′S = R(ρ′ST˜L + ρT ′′S). (6.10d)
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Similarly to pressure, in the temperature decomposition the large scale temperature
is obtained by applying the Favre operator in the internal energy relation
ρLe˜L = ρCvT
L
= ρLCvT˜
L (6.11a)
e˜L = CvT˜
L (6.11b)
the small scale temperature fluctuation is obtained by applying the scale separation
in the internal energy relation and canceling the large scale variables
ρe = ρCvT (6.12a)
ρLe˜L + ρ′S e˜L + ρe′′S = Cv(ρ
LT˜L + ρ′S T˜L + ρT ′′S) (6.12b)
ρe′′S = CvρT
′′S + [ρLCvT˜
L − ρLe˜L] + [ρ′SCvT˜L − ρ′S e˜L] (6.12c)
here, the terms in brackets vanish leading to the small-scale internal energy relation
e′′S = CvT
′′S. (6.13)
Here, e, R, and Cv are the internal energy, gas constant and the specific heat at
constant volume, respectively. For the total energy E = e + 1
2
uiui, it is important
to point out that standard compressible LES and RANS formulations include an
additional turbulence contribution, ksgs for LES and kTKE for RANS, in their total
energy definition E˜LES = e˜ + 1
2
u˜iu˜i + k
sgs and E˜RANS = e˜ + 1
2
u˜iu˜i + k
TKE. This
is a direct consequence of applying the LES or RANS operator in the total energy
definition. However, if the total energy is just expanded using Eq.(6.3) the following
is obtained
ρE = ρL(e˜L +
1
2
u˜Li u˜
L
i ) + ρ
′S(e˜L +
1
2
u˜Li u˜
L
i ) + ρ(e
′′S +
1
2
u′′Si u
′′S
i + u˜
L
i u
′′S
i ) (6.14)
which does not include any second-order moment like u˜iui
L − u˜Li u˜Li . Therefore, to
keep consistency between LES and TLS formulations the TLS total energy definition
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is manipulated to include this kTLS = u˜iui
L − u˜Li u˜Li second-order moment
ρE = ρL(e˜L +
1
2
u˜Li u˜
L
i + k
TLS) + ρ′S(e˜L +
1
2
u˜Li u˜
L
i + k
TLS)
+ ρ(e′′S +
1
2
u′′Si u
′′S
i + u˜
L
i u
′′S
i − kTLS)
(6.15)
E˜L = e˜L +
1
2
u˜Li u˜
L
i + k
TLS (6.16a)
E ′′S = e′′S +
1
2
u′′Si u
′′S
i + u˜
L
i u
′′S
i − kTLS (6.16b)
such that the TLS large-scale total energy definition complies with the LES definition.
Here, it has to be mentioned that the additional kTLS term included in the total energy
identically vanishes when the TLS operator is applied in Eq.(6.15). Additionally, if
the TLS and LES operators are equivalent ksgs and kTLS represent the same quantity,
here ksgs is defined as
ksgs =
1
2
(u˜iui
L − u˜Li u˜Li ). (6.17)
6.1.1 Derivation of TLS Governing Equations
Having defined the scale separation of the flow and thermodynamic variables, Eq.(6.5)
is substituted in the Navier-Stokes equations (2.5)-(2.7) and collect the small and large
scale variables into independent equations.
• Large scale continuity equation
∂ρL
∂t
+
∂
∂xj
(
ρuj
)
= −∂ρ
′S
∂t
= FSρ (ρ′S). (6.18)
- Small scale continuity equation
∂ρ′S
∂t
+
∂
∂xj
(
ρuj
)
= −∂ρ
L
∂t
= FLρ (ρL). (6.19)
• Large scale momentum equation
∂
∂t
(
ρLu˜Li
)
+
∂
∂xj
(
ρujui
)
=
∂
∂xj
(−pLδij+ τ˜Lij)+FSρui(ρ′S, ρL, u′′Si , u˜Li , p′S) (6.20)
FSρui
(
ρ′S , ρL, u′′Si , u˜
L
i , p
′S
)
= − ∂
∂t
(
ρu′′Si + ρ
′Su˜Li
)
+
∂
∂xj
(− p′Sδij + τ ′′Sij ). (6.21)
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- Small scale momentum equation
∂
∂t
(
ρu′′Si +ρ
′Su˜Li
)
+
∂
∂xj
(
ρujui
)
=
∂
∂xj
(−p′Sδij+τ ′′Sij )+FLρui(ρL, u˜Li , pL) (6.22)
FLρui
(
ρL, u˜Li , p
L
)
= − ∂
∂t
(
ρLu˜Li
)
+
∂
∂xj
(− pLδij + τ˜Lij). (6.23)
• Large scale energy equation
∂
∂t
(
ρLE˜L
)
+
∂
∂xj
(
ρuj(E + p/ρ)
)
=
∂
∂xj
(
− q˜Lj + u˜Li τ˜Lij
)
+ FSρE
(
ρ′S, ρL, u′′Si , u˜
L
i , T
′′S, T˜L, E ′′S, E˜L
) (6.24)
FSρE
(
ρ′S, ρL, u′′Si , u˜
L
i , T
′′S,T˜L, E ′′S, E˜L
)
= − ∂
∂t
(
ρ′SE˜L + ρE ′′S
)
+
∂
∂xj
(− q′′S + u˜Li τ ′′Sij + u′′Si τ˜Lij + u′′Si τ ′′Sij ). (6.25)
- Small scale energy equation
∂
∂t
(
ρ′SE˜L + ρE ′′S
)
+
∂
∂xj
(
ρuj(E + p/ρ)
)
=
∂
∂xj
(
− q′′Sj + u˜Li τ ′′Sij
+ u′′Si τ˜
L
ij + u
′′S
i τ
′′S
ij
)
+ FLρE
(
ρL, u˜Li , T˜
L, E˜L
) (6.26)
FLρE
(
ρL, u˜Li , T˜
L, E˜L
)
= − ∂
∂t
(
ρLE˜L
)
+
∂
∂xj
(− q˜L + u˜Li τ˜Lij). (6.27)
Additionally, the nonlinear convection terms can be split into small and large scale
terms [48].
• Large scale continuity equation
∂ρL
∂t
+
∂
∂xj
[
ρuj
]L
= GSρ (ρ′S, ρL, u′Si , u˜Li ) (6.28)
GSρ
(
ρ′S, ρL, u′′Si , u˜
L
i
)
= FSρ (ρ′S)−
∂
∂xj
[
ρuj
]S
. (6.29)
- Small scale continuity equation
∂ρ′S
∂t
+
∂
∂xj
[
ρuj
]S
= GLρ (ρ′S, ρL, u′Si , u˜Li ) (6.30)
GLρ (ρ′S, ρL, u′Si , u˜Li ) = FLρ (ρL)−
∂
∂xj
[
ρuj
]L
. (6.31)
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• Large scale momentum equation
∂
∂t
(
ρLu˜Li
)
+
∂
∂xj
[
ρujui
]L
=
∂
∂xj
(− pLδij + τ˜Lij)
+ GSρui
(
ρ′S , ρL, u′′Si , u˜
L
i , p
′S
) (6.32)
GSρui
(
ρ′S , ρL, u′′Si , u˜
L
i , p
′S
)
= FSρui
(
ρ′S, ρL, u′′Si , u˜
L
i , p
′S
)− ∂
∂xj
[
ρujui
]S
. (6.33)
- Small scale momentum equation
∂
∂t
(
ρu′′Si + ρ
′Su˜Li
)
+
∂
∂xj
[
ρujui
]S
=
∂
∂xj
(− p′Sδij + τ ′′Sij )
+ GLρui
(
ρ′S, ρL, u′′Si , u˜
L
i , p
L
) (6.34)
GLρui
(
ρ′S, ρL, u′′Si , u˜
L
i , p
L
)
= FLρui
(
ρL, u˜Li , p
L
)− ∂
∂xj
[
ρujui
]L
. (6.35)
• Large scale energy equation
∂
∂t
(
ρLE˜L
)
+
∂
∂xj
[
ρuj(E+p/ρ)
]L
=
∂
∂xj
(
− q˜Lj + u˜Li τ˜Lij
)
+GSρE
(
ρ′S , ρL, u′′Si , u˜
L
i , T
′′S, p′S, pL, E ′′S, E˜L
) (6.36)
GSρE
(
ρ′S, ρL, u′′Si , u˜
L
i , T
′′S, T˜L, p′S, pL, E ′′S, E˜L
)
=
FSρE
(
ρ′S, ρL, u′′Si , u˜
L
i , T
′′S, T˜L, E ′′S, E˜L
)− ∂
∂xj
[
ρuj(E + p/ρ)
]S
.
(6.37)
- Small scale energy equation
∂
∂t
(
ρ′SE˜L + ρE ′′S
)
+
∂
∂xj
[
ρuj(E + p/ρ)
]S
=
∂
∂xj
(
− q′′Sj + u˜Li τ ′′Sij
+ u′′Si τ˜
L
ij + u
′′S
i τ
′′S
ij
)
+ GLρE
(
ρ′S , ρL, u′′Si , u˜
L
i , T˜
L, p′′S, p˜L, E ′′S, E˜L
) (6.38)
GLρE
(
ρ′S, ρL, u′′Si , u˜
L
i , T˜
L, p′′S, p˜L, E ′′S, E˜L
)
= FLρE
(
ρL, u˜Li , T˜
L, E˜L
)
− ∂
∂xj
[
ρuj(E + p/ρ)
]L
.
(6.39)
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These governing equations represent the exact Navier-Stokes equations and indicate
that the large and small scales are mutually affected, through the forcing functions
GSρ , GLρ , GSρui , GLρui , GSρE , and GLρE . However, it is important to stress, that the scale
separation conducted previously doubled the number of governing equations, without
bringing any additional information, complicating drastically the original problem.
Thus some additional manipulations have to be conducted and additional assumptions
have to be made to simplify this set of equations. First, it is trivial to demonstrate
that the addition of the forcing functions in each large and small scale equations
reduces identically to zero. Further more, this addition represent the original Navier-
Stokes equations with all the terms arranged in the same side of the equal sign [48]:
GLρ (ρ′S, ρL, u′Si , u˜Li ) + GSρ
(
ρ′S, ρL, u′′Si , u˜
L
i
)
= 0 (6.40)
GLρui
(
ρ′S, ρL, u′′Si , u˜
L
i , p
L
)
+ GSρui
(
ρ′S, ρL, u′′Si , u˜
L
i , p
′S
)
= 0 (6.41)
GLρE
(
ρ′S, ρL, u′′Si , u˜
L
i , T˜
L, p′′S, p˜L,E ′′S, E˜L
)
+GSρE
(
ρ′S, ρL,u′′Si , u˜
L
i , T
′′S, T˜L, p′S, pL, E ′′S, E˜L
)
= 0.
(6.42)
Second, the arguments presented by Kemenov and Menon [48] which argue with the
properties of the large and small scales, regardless of the governing equations (these
arguments are not reproduced here) are used to claim that the forcing functions GSρ ,
GLρ , GSρui , GLρui, GSρE , and GLρE are independently equal to zero2, such that the final TLS
equations can be obtained in a much tractable form:
• Large scale continuity equation
∂ρL
∂t
+
∂
∂xj
[
ρuj
]L
= 0. (6.43)
2This condition can be also introduced as a model assumption required to simplify the small-scale
equations, just like the commutativity assumption between the LES filter operator and differentiation
which does not hold in general but it is assumed anyway, and its validity will be supported by the
accuracy of the calculations.
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- Small scale continuity equation
∂ρ′S
∂t
+
∂
∂xj
(
ρuj
)
=
∂
∂xj
[
ρuj
]L
=
∂
∂xj
(
ρLu˜Lj
)
. (6.44)
• Large scale momentum equation
∂
∂t
(
ρLu˜Li
)
+
∂
∂xj
[
ρujui
]L
=
∂
∂xj
(− pLδij + τ˜Lij). (6.45)
- Small scale momentum equation
∂
∂t
(
ρu′′Si + ρ
′Su˜Li
)
+
∂
∂xj
(
ρujui
)
=
∂
∂xj
(− p′Sδij + τ ′′Sij )+ ∂∂xj
[
ρujui
]L
. (6.46)
• Large scale energy equation
∂
∂t
(
ρLE˜L
)
+
∂
∂xj
[
ρuj(E + p/ρ)
]L
=
∂
∂xj
(
− q˜Lj + u˜Li τ˜Lij
)
. (6.47)
- Small scale energy equation
∂
∂t
(
ρ′SE˜L + ρE ′′S
)
+
∂
∂xj
(
ρuj(E + p/ρ)
)
=
∂
∂xj
(
− q′′Sj + u˜Li τ ′′Sij
+ u′′Si τ˜
L
ij + u
′′S
i τ
′′S
ij
)
+
∂
∂xj
[
ρuj(E + p/ρ)
]L
.
(6.48)
• The viscous stress
τij = µTij =(µ
L + µ′S)(T˜Lij + T
′′S
ij ) (6.49)
Tij =2(Sij − 1
3
Skkδij) (6.50)
Sij =
1
2
(∂ui
∂xj
+
∂uj
∂xi
)
=
1
2
(∂u˜Li
∂xj
+
∂u˜Lj
∂xi
)
+
1
2
(∂u′′Si
∂xj
+
∂u′′Sj
∂xi
)
. (6.51)
• Heat flux
qi = κ
∂T
∂xi
= (κL + κ′S)
(∂T˜L
∂xi
+
∂T ′′S
∂xi
)
. (6.52)
This final set of equations establishes the interactions between large and small
scales in an explicit form. The equations indicate that the nonlinear convective terms
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Figure 6.1: Arrangement of one-dimensional lines on the three dimensional domain.
The small-scale velocity field is superimposed in the lines for illustration purposes,
taken from Kemenov and Menon [48].
act as forcing function for the small-scale equations. This has physical consistency
with spectral analysis, that establishes that the nonlinearities in the convective terms
are responsible for the transfer of turbulent kinetic energy from the large to the small
scales [72]. On the other hand, the large-scale equations are affected by the small
scales through the turbulent unclosed terms, which are computed directly from the
small scale field.
6.1.2 Treatment of The Small-Scale Equation
It is important to remark that the equations here derived are just another form of
the Navier-Stokes equations (or in the computational sense the DNS equations) and
they cannot be solved practically for high Reynolds number flows. Therefore, the
equations have to be simplified if the method is going to be feasible.
The small-scale equations are simplified following the approach of Kemenov and
Menon [48]. These equations are solved on a collection of one-dimensional lines em-
bedded in the large-scale grid and parallel to each spatial direction (see Figure 6.1).
This set of lines span the small-scale domain defined as Ωl = {ljk}, k = 1, 2, 3, j =
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1, . . . , Nk. Where, Nk represents the number of lines parallel to the spatial direction
xk. Here, the spatial coordinates of each line are defined as l1 = {x1, x2 = C2, x3 =
C3} (here the line l1 is used for demonstrative purposes) , where x1 is the only spatial
variable and C1 and C2 are constants. This treatment of the small-scale equations re-
quire a total number grid points of N3L+3N
2
LNs, where NL is the number of large-scale
grid-points and Ns is the number of small-scale grid-points in the one-dimensional
lines.
Having defined the small-scale lines, the small-scale field over each line is defined
as φ′S(xi, t)→ φ′Slk (lk, t), with xi ∈ lk ⊂ Ω. What implies that the small-scale field is
just function of a particular line in space, and it is not coupled with fields in other
lines. However, at the lines intersections the small-scale field is overdetermined since
it is provided by three independent lines. Here, the problem is resolved by defining
the small-scale field as an average over the three lines at that point [48]. Further
more, the one dimensional description of the small-scale field poses some problems in
the definition of derivatives in the directions orthogonal to the lines. To avoid this
problem, the assumptions demonstrated in free and wall-bounded flows by Kemenov
and Menon [48, 49] are implemented:
(i) For each small-scale velocity component u′′Si , the second derivative along the
line lk is equal to the averaged sum of the second derivatives along all three
orthogonal directions:
∂2u′Si
∂x2k
=
1
3
3∑
j=1
∂2u′Si
∂x2j
, i, k = 1, 2, 3. (6.53)
(ii) Changes in the small-scale part of the convective derivatives are neglected in
directions transverse (j 6= k) to the line lk:
∂
∂xj
[
(ρL + ρ′S)(u˜Lj +u
′′S
j )(φ˜
L + φ′′S)
]S
=
∂
∂xj
[
(ρL + ρ′S(lk))(u˜
L
j + u
′′S
j (lk))(φ˜
L + φ′′S(lk))
]S
.
(6.54)
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Here, it is important to point out that assumption (ii) implies that the first derivatives
of the small-scale variables are neglected in directions orthogonal to the small-scale
line. Finally, with the only purpose of simplifying the notation in the final equations,
the following shortcut is defined
ρ(lk)uj(lk)φ(lk) = (ρ
L + ρ′S(lk))(u˜
L
j + u
′′S
j (lk))(φ˜
L + φ′′S(lk)). (6.55)
By applying the previous assumptions in Eqs. (6.44), (6.46) and (6.48) the one-
dimensional small-scale equations take the final form:
- Continuity:
∂ρ′S
∂t
+
∂
∂xj
[
ρ(lk)uj(lk))
]
=
∂
∂xj
[
ρuj
]L
=
∂
∂xj
(
ρLu˜Lj
)
. (6.56)
- Momentum:
∂
∂t
(
ρu′′Si + ρ
′Su˜Li
)
+
∂
∂xj
[
ρ(lk)uj(lk)ui(lk)
]
=
∂
∂xj
(− p′S(lk)δij + τ ′′Sij (lk))
+
∂
∂xj
[
ρ(lk)uj(lk)ui(lk)
]L
.
(6.57)
- Energy:
∂
∂t
(
ρ′SE˜L + ρE ′′S
)
+
∂
∂xj
[
ρ(lk)uj(lk)(E(lk) + p(lk)/ρ(lk))
]
=
∂
∂xj
(
− q′′Sj (lk) + u˜Li τ ′′Sij (lk) + u′′Si (lk)τ˜Lij + u′′Si (lk)τ ′′Sij (lk)
)
+
∂
∂xj
[
ρ(lk)uj(lk)(E(lk) + p(lk)/ρ(lk))
]L
.
(6.58)
Here, it is pertinent to expand the transport terms of the small-scale equations to
show their final form, here (l1, l2, l3) ‖ (x1, x2, x3).
- Convective terms in the continuity equation:
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Line l1
∂
∂xj
(ρuj) =
∂
∂x
(
ρu
)
+
∂
∂y
(
ρLv˜L
)
+
∂
∂z
(
ρLw˜L
)
. (6.59)
Line l2
∂
∂xj
(ρuj) =
∂
∂x
(
ρLu˜L
)
+
∂
∂y
(
ρv
)
+
∂
∂z
(
ρLw˜L
)
. (6.60)
Line l3
∂
∂xj
(ρuj) =
∂
∂x
(
ρLu˜L
)
+
∂
∂y
(
ρLv˜L
)
+
∂
∂z
(
ρw
)
. (6.61)
- Transport terms in the momentum equation:
Line l1
∂
∂xj
(ρujui + p
′Sδij − τ ′′Sij ) =
∂
∂x
(ρuiu) + ρ
Lv
∂u˜Li
∂y
+ ρLw
∂u˜Li
∂z
+ u˜Li
[ ∂
∂y
(ρLv˜L) +
∂
∂z
(ρLw˜L)
]
+m′′Si
[∂v˜L
∂y
+
∂w˜L
∂z
]
+
∂p′S
∂x
δi1 − µL
(
3
∂2u′′Si
∂x2
+
1
3
∂2u′′S
∂x2
)
.
(6.62)
Line l2
∂
∂xj
(ρujui + p
′Sδij − τ ′′Sij ) =
∂
∂y
(ρuiv) + ρ
Lu
∂u˜Li
∂x
+ ρLw
∂u˜Li
∂z
+ u˜Li
[ ∂
∂x
(ρLu˜L) +
∂
∂z
(ρLw˜L)
]
+m′′Si
[∂u˜L
∂x
+
∂w˜L
∂z
]
+
∂p′S
∂y
δi2 − µL
(
3
∂2u′′Si
∂y2
+
1
3
∂2v′′S
∂y2
)
.
(6.63)
Line l3
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∂∂xj
(ρujui + p
′Sδij − τ ′′Sij ) =
∂
∂z
(ρuiw) + ρ
Lu
∂u˜Li
∂x
+ ρLv
∂u˜Li
∂y
+ u˜Li
[ ∂
∂x
(ρLu˜L) +
∂
∂y
(ρLv˜L)
]
+m′′Si
[∂u˜L
∂x
+
∂v˜L
∂y
]
+
∂p′S
∂z
δi3 − µL
(
3
∂2u′′Si
∂z2
+
1
3
∂2w′′S
∂z2
)
(6.64)
- Transport terms in the energy equation:
Line l1
∂
∂xj
(
ρujE + ujp− κL∂T
′′S
∂xj
− uiτ ′′Sij − u′′Si τ˜Lij
)
=
∂
∂x
(
ρuE + up− κL∂T
′′S
∂x
)
+ρLv
∂E˜L
∂y
+ ρLw
∂E˜L
∂z
+ E˜L
[ ∂
∂y
(ρLv˜L) +
∂
∂z
(ρLw˜L)
]
+(ρE ′′S + ρ′SE˜L)
[∂v˜L
∂y
+
∂w˜L
∂z
]
+ p
∂v˜L
∂y
+ v
∂pL
∂y
+ p
∂w˜L
∂z
+ w
∂pL
∂z
−µLui
[
3
∂2u′′Si
∂x2
+
1
3
∂2u′′S
∂x2
δi1
]− µL4
3
∂u˜L
∂x
∂u′′S
∂x
−µL
[∂u˜L
∂y
∂v′′S
∂x
+
∂u˜L
∂z
∂w′′S
∂x
]
− µL
[∂v˜L
∂x
∂v′′S
∂x
− 2
3
∂v˜L
∂y
∂u′′S
∂x
]
−µL
[∂w˜L
∂x
∂w′′S
∂x
− 2
3
∂w˜L
∂z
∂u′′S
∂x
]
(6.65)
Line l2
∂
∂xj
(
ρujE + ujp− κL∂T
′′S
∂xj
− uiτ ′′Sij − u′′Si τ˜Lij
)
=
∂
∂y
(
ρvE + vp− κL∂T
′′S
∂y
)
+ρLu
∂E˜L
∂x
+ ρLw
∂E˜L
∂z
+ E˜L
[ ∂
∂x
(ρLu˜L) +
∂
∂z
(ρLw˜L)
]
+(ρE ′′S + ρ′SE˜L)
[∂u˜L
∂x
+
∂w˜L
∂z
]
+ p
∂u˜L
∂x
+ u
∂pL
∂x
+ p
∂w˜L
∂z
+ w
∂pL
∂z
−µLui
[
3
∂2u′′Si
∂y2
+
1
3
∂2v′′S
∂y2
δi2
]− µL[∂u˜L
∂y
∂u′′S
∂y
− 2
3
∂u˜L
∂x
∂v′′S
∂y
]
−µ˜L
[∂v˜L
∂x
∂u′′S
∂y
+
∂v˜L
∂z
∂w′′S
∂y
]
− µL4
3
∂v˜L
∂y
∂v′′S
∂y
µ˜L
[∂w˜L
∂y
∂w′′S
∂y
− 2
3
∂w˜L
∂z
∂v′′S
∂y
]
(6.66)
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Line l3
∂
∂xj
(
ρujE + ujp− κL∂T
′′S
∂xj
− uiτ ′′Sij − u′′Si τ˜Lij
)
=
∂
∂z
(
ρwE + wp− κL∂T
′′S
∂z
)
+ρLu
∂E˜L
∂x
+ ρLv
∂E˜L
∂y
+ E˜L
[ ∂
∂x
(ρLu˜L) +
∂
∂y
(ρLv˜L)
]
+(ρE ′′S + ρ′SE˜L)
[∂u˜L
∂x
+
∂v˜L
∂y
]
+ p
∂u˜L
∂x
+ u
∂pL
∂x
+ p
∂v˜L
∂y
+ v
∂pL
∂y
−µLui
[
3
∂2u′′Si
∂z2
+
1
3
∂2w′′S
∂z2
δi3
]− µL[∂u˜L
∂z
∂u′′S
∂z
− 2
3
∂u˜L
∂x
∂w′′S
∂z
]
−µL
[∂v˜L
∂z
∂v′′S
∂z
− 2
3
∂v˜L
∂y
∂w′′S
∂z
]
− µL4
3
∂w˜L
∂z
∂w′′S
∂z
−µL
[∂w˜L
∂x
∂u′′S
∂z
+
∂w˜L
∂y
∂v′′S
∂z
]
(6.67)
These, equations were obtained by neglecting, as a first approximation, the following
terms µ′S, κ′S, ∂µ/∂xi, and ∂κ/∂xi from the small-scale equations only. Once the
small-scale field is known, the large-scale unclosed terms can be computed directly.
Momentum:
τTLSij =
[
ρuiuj
L − ρLu˜Li u˜Lj
]
. (6.68)
Energy:
ETLSj =
[
ρujE
L − ρLu˜Lj E˜L
]
+
[
ujp
L − u˜Lj pL
]
(6.69)
6.2 Numerical Calculations
The validation of the TLS formulation is conducted by simulating the flow over a
turbulent boundary layer at Re = 1400. The large-scale equations (6.43), (6.45),
and (6.47) are resolved using grids with the same dimensions as those described
in Section 5.2. However, different resolutions are implemented for TLS, which are
summarized on Table 6.1. The small-scale equations (6.56)-(6.58) are resolved over
one dimensional lines embedded in the large-scale grid as illustrated in Figure 6.1.
These lines are discretized with six grid points per large-scale ∆xi in the streamwise
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Table 6.1: Summary of grids implemented in TLS/LES simulations
Grid name Number of grid points Large-scale Small-scale
nx × ny × nz resolution resolution
∆x+ ∆y+ ∆z+ ∆x+ ∆y+ ∆z+
TLS/LES-1400 101× 45× 65 60 5− 176 20 10 0.625 3.33
TLS/LES-3330 201× 91× 121 66 5− 189 22 11 0.625 3.66
and spanwise directions, whereas eight grid points are implemented in the wall-normal
direction. The resolution of the small-scale lines is presented also in Table 6.1.
The integration of the large-scale equations uses the same numerical scheme im-
plemented in previous simulations. However, for the small-scale equations (6.56)-
(6.58) and following the approach of Kemenov and Menon [49], an explicit two-step
component-wise TVD scheme is implemented [110]. The boundary conditions for the
small-scale equations are provided in accordance with the physical boundaries, i.e.
zero fluctuating condition is imposed at the wall and at the free-stream, at the inflow
a fraction (40%) of the turbulent fluctuation is imposed, and at the spanwise direc-
tion periodic boundary conditions are enforced. For the initial conditions, the TLS
small-scale equations are evolved from a zero initial field.
6.2.1 TLS Validation
To validate the TLS formulation, the turbulent boundary layer is simulated (Re =
1400) using the TLS approach in the entire domain. Additionally, the Ma number
of the flow is increased to Ma = 0.9, to evaluate the compressible formulation. For
subsonic flows, compressibility does not affect the turbulence in boundary layers,
since the fluctuating Ma number is well below the compressible-effect limit Ma′ <
0.3 [91]. However, compressibility at this Ma can certainly affect the performance of
the TLS-model, which could misbehave if the formulation is incorrect. Additionally,
to consistently evaluate TLS results, pure LES simulations at the same Re numbers
with Ma = 0.9 are also conducted. However, the LES calculations did not differ from
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Figure 6.2: First and second-order statistics for Reθ = 1400 TLS simulation: (a)
mean velocity profile; (b) velocity rms and Reynolds shear stress.
the previous low Ma number simulations (Ma = 0.3) as expected.
Figure 6.2 presents the mean velocity profile, using the Van Driest transformation
to reproduce the Law-of-the-wall in compressible turbulent boundary layer [20], and
the second-order statistics normalized with wall-units. Here, the mean velocity pro-
file computed with TLS slightly overpredicts the friction coefficient, which induces
discrepancies with the experimental data and LES results. However, it is important
to highlight that the near-wall resolution in the TLS grid is ten times coarser than
the LES resolution. On the other hand, the second order-statistics predicted by TLS
are found in better agreement with experimental results and LES calculations.
Figure 6.3 presents the large and small scale one-dimensional power-density spec-
tra of the kinetic energy and density, computed with LES and TLS over the homoge-
neous spanwise direction. The TLS spectra clearly illustrate the differences between
the nature of the large and small scales. Here, the large-scales contain the most en-
ergetic structures of the flow, hence most of the energy of the turbulence, is at these
scales where all the anisotropy and information of the flow is contained. On the other
hand, the small-scales do not contain a significant amount of energy at low wave-
numbers. Instead, they concentrate most of the energy at wave-numbers located in
the inertial and dissipative ranges, which makes them less sensitive to the anisotropy
133
104 105 106
κ
100
103
106
E(
κ
)
LES-WR
TLS-LES large scales
TLS-LES small scales
κ
-5/3
(a)
104 105 106
κ
10-6
10-3
100
E
δ
( κ
)
LES-WR
TLS-LES large scales
TLS-LES small scales
κ
-7/3
(b)
Figure 6.3: Large and small scale spectra computed at y+ ∼ 90 for Reθ = 1400 TLS
and LES simulations: (a) kinetic energy spectrum; (b) density spectrum.
of the flow, thus more universal or “memoryless”. Here, the energy cascade from
large to small scales through the forcing terms in the small-scale equations, which
are generated from the nonlinear terms of the Navier-Stokes equations. Here, it is
important to stress that by combining the large and small scale spectra, it is possible
to reconstruct a continuous spectrum able to reproduce the LES predictions. In fact,
both the reconstructed TLS and LES spectra suggest a region where a scaling of k−5/3
for the kinetic energy and k−7/3 for the density [7] hold.
Here, it is convenient to discuss the evolution criteria implemented to integrate
the small-scale equations. As demonstrated by Figure 6.3, the evolution of the large-
scale and small-scale equations is not controlled by the same time and length scales.
Using embedded lines in the large-scale grid resolves the problem of resolving different
length scales. However, the time integration is more troublesome. A first approach
would be to evolve both, large and small scales equations with the time scale imposed
by the small-scale equations. However, this is impractical, especially if it is considered
that at times-scales that control the small-scale evolution, the changes that the large-
scale exhibit are negligible. Therefore, it is possible to adopt a semi-decoupled or
frozen approach. Here, the small-scale equations are evolved in time, keeping the
large-scale field frozen, this implies that the large-scale variables in the forcing terms
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Figure 6.4: Time evolution of the small-scale field restricted with the TLS evolution
criteria, results computed at y+ ∼ 90 for Reθ = 1400, TLS simulation (IT stands for
number of time iterations): (a) kinetic energy spectra; (b) density spectra.
in the small-scale equations are fixed. This condition is maintained until the time
elapsed during the small-scale integration is large enough to induce variations in the
large-scale equations.
The criterion implemented to conduct the small-scale time integration is the one
proposed by Kemenov and Menon [48, 49]. This criterion limits the time integration
by following the evolution of the small-scale energy spectrum. Here, the integration is
stopped when the small-scale energy spectrum levels up its energy at the inertial range
with the large-scale spectrum, such that a continuous energy cascade is modeled. This
time integration criterion is shown in Figure 6.4, which illustrates the evolution of
the small-scale energy and density spectra. Results indicate that during the period
of integration the forcing terms in the small-scale equations supply energy from the
large-scales, increasing the energy in the inertial range of the small-scale spectrum,
while the energy at the dissipative range remains virtually constant. However, if
the small-scale time integration is continued, while keeping the large-scale frozen
(see Figure 6.5), the energy at all numbers will increase until the energy dissipation
rate balances the energy suplied by the forcing terms. At this point the small-scales
reached an equilibrium point, that not necessarily matches the large-scale spectrum,
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Figure 6.5: Unbonded time evolution of the small-scale equations, results computed
at y+ ∼ 90 for Reθ = 1400, TLS simulation (IT stands for number of time iterations):
(a) kinetic energy spectra; (b) density spectra.
and further time integration will not change the small-scale energy spectra. However,
at this point the modeled small-scale would be nonphysical, since their spectra do not
math the large-scale spectra and their evolution would be in the future with respect
of the large-scale field. Therefore, the time integration must be conducted until the
small-scale spectra levels up the large-scale spectra.
The time evolution of the velocity and thermodynamic small-scale field, taken over
the l3 line at y
+ ∼ 90 is shown in Figures 6.6 and 6.7 (in these figures, the axis of the
earlier profiles have been switched upward to clearly demonstrate how the small-scales
increase during the time evolution, here purple line is the earliest/first and black line
is the latest/final time sample). Results show how the small-scale time evolution
takes place from zero initial conditions. As mentioned before, the intensity that the
small-scale field achieves is dictated by its time evolution and spectral content. If the
spectrum matching criterion is not satisfied, especially when the small-scale equations
are underevolved, the energy content and intensity of the small-scales would not be
enough to model the scales not resolved by the large-scale equations. On the other
hand, if the small-scale equations are over evolved the flow would become unphysical
and incorrect results will be reproduced.
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Figure 6.6: Time evolution of the small-scale velocity field over the l3 line, at y
+ = 90
for Reθ = 1400 TLS simulation, (the axis of the earlier profiles have been switched
upward to clearly demonstrate the time evolution, purple line is the earliest/first and
black line is the latest/final time sample): (a) small-scale u′′Sl3 ; (b) small-scale v
′′S
l3
; (c)
small-scale w′′Sl3 .
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Figure 6.7: Time evolution of the small-scale density and temperature field over the
l3 line, at y
+ = 90 for Reθ = 1400 TLS simulation, (the axis of the earlier profiles have
been switched upward to clearly demonstrate the time evolution, purple line is the
earliest/first and black line is the latest/final time sample): (a) small-scale density
ρ′Sl3 ; (b) small-scale temperature T
′′S
l3
.
6.2.2 Hybrid TLS/LES Calculations
Having demonstrated the potential of the full-TLS formulation, the feasibility to
blend the TLS formulation with the LES approach as a near-wall model for LES is
explored by simulating the turbulent boundary layer at Re = 1400 and 3330. In order
to blend the TLS and LES formulation the operational nature of the TLS formulation
is employed. This implies that the large-scale TLS equations can be obtained also
by applying the TLS operator in the Navier-Stokes equations [48]. In fact the TLS
operator Eq.(6.1) can be identified as a space filter. Therefore, it is possible to use
the generic additive filter formulation derived in Chapter 5 by replacing the RANS
operator with the TLS operator in Eqs. (5.16)-(5.18). Since the only thing that has to
be changed in the hybrid RANS/LES equations to fit the hybrid TLS/LES approach
is the interpretation of one of the operators, there is no need to reproduce the hybrid
TLS/LES equations. Instead, Eqs. (5.16)-(5.18) are referred as the hybrid TLS/LES
equations, understanding that the RANS operator is replaced with Eq. (6.1).
In order to combine the TLS and LES formulation, a blending function F has
to be defined. Here following the RANS/LES studies, a continuous F2 (Eq. (5.73))
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Figure 6.8: Mean velocity profile computed with LES and TLS/LES using F step and
F2 blending functions, simulations for Re = 1400 and Re = 330 (results switched
upward 5 wall-units for presentation clarity).
and discontinuous F stp located at y+ ∼ 90, blending functions are implemented,
to evaluate the effect of the blending functions. When the F2 is implemented, the
small-scale TLS equations are solved in the entire domain whether or not they are
used to close the large-scale equations. On the other hand, when the F stp function
is implemented, the TLS small-scale equations are resolved only in the region where
F = 1 (TLS domain).
Figure 6.8 presents the mean velocity profile computed with hybrid TLS/LES
approach using the F2 and F stp functions (the profiles for Re = 3330 are switched
upward five wall-units for clarity). Results in general slightly overpredict the shear
stress at the wall, which induces an under prediction of the law-of-the-wall at the
outer layer. These results are consistent with the full-TLS simulations. For the low
Re number case, both blending functions predicted the same results. For the higher
Re case, the F stp predicted slightly better the velocity profile at the outer layer. Here
once more, the near-wall resolution in TLS/LES calculations is ten times coarser than
the LES calculations.
The velocity rms and Reynolds shear stress are presented in Figure 6.9. Here,
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Figure 6.9: Second-order statistics for TLS/LES simulations using the F stp and F2
blending functions: (a) Reθ = 1400 ; (b) Reθ = 3330.
results are in better agreement with experimental data and LES calculations, as in
the full TLS case. Nevertheless, the effect of the blending function is made evident
in the second-order statistics. Here, as reproduced with the hybrid RANS/LES ap-
proach, the F stp function induces discontinuities in the statistics for both Re numbers
simulated. On the other hand, results that implement the F2 function predict contin-
uous statistics, indicating that, as in the RANS/LES case, smooth transition function
should be implemented in the TLS/LES coupling.
Similarly to the hybrid RANS/LES formulation, the hybrid TLS/LES approach
include additional hybrid terms (5.22)-(5.27). However, for TLS/LES simulations
the effect of these terms is negligible. Here, the hybrid terms were included using
the HT-model presented in Chapter 5 for both Re numbers. However, the results
were virtually the same than those not including the HT, thus these results are not
presented. The fact that the HT terms are not relevant in the TLS/LES formulation
can be explained by the difference between the TLS and LES operators. While
in the RANS/LES formulation the difference between RANS and LES variables is
proportional to the turbulence fluctuation of the flow see Chapter 5, on TLS the
difference between LES and TLS large-scale variables is negligible. In fact, it is
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possible to identify the TLS large-scale operator with the LES filter [48], explaining
why the results were insensitive to whether or not the HT are included. Therefore,
the HT can be neglected from the hybrid TLS/LES formulation.
Finally, Figure 6.10 presents coherent structures computed for TLS/LES simula-
tions using the F2 blending function, for Re = 1400 and Re = 3330. The figures
indicate that the vortical structures are not dissipated as in the RANS/LES case
(when the HT are neglected). This is explained by the fact that TLS is an unsteady
model that reconstructs the modeled scales, whereas RANS is a statistical model
where no unsteady turbulence structures are resolved. Consequently, by using TLS
as a near-wall model for LES it is possible to maintain the unsteady near-wall dynam-
ics, that is more significantly dissipated when RANS is used as a near-wall model.
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(a)
(b)
Figure 6.10: Isosurfaces of second invariant of the velocity gradient tensor
(Qθ/U∞ = 1× 103) colored with values of streamwise velocity, side contours stream-
wise velocity, for TLS/LES simulations using the F2 function: (a) Reθ = 1400; (b)
Reθ = 3330.
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CHAPTER VII
CONCLUSION
In this work the potential of RANS and TLS formulations as near-wall models for
LES have been studied. The research center its attention to investigate the near-
wall approaches from a fundamental standpoint, providing guidance that potentially
leads to improvements to hybrid RANS/LES methodologies. Additionally, the TLS
approach is introduced as an alternative model, to construct hybrid near-wall models
with unsteady capabilities. Simulations focus to calculate the turbulent flow over a
flat-plate boundary layer, due to the challenges that this flow posts to the different
hybrid RANS/LES methodologies in current use.
7.1 Findings and Contributions
• In Chapter V an additive-filter that combines the RANS and LES operators
with a transition function is defined and its properties demonstrated. In par-
ticular, it is shown that this hybrid operator in general does not commute with
differentiation, independently of the properties of its constitutive operators (in
this case independently of the properties of the RANS and LES operators).
More importantly, the governing equations derived by applying the additive-
filter in the Navier-Stokes equations, predict additional terms that originate
due to nonlinearity and due to the non-commutation between the hybrid filter
and differentiation. These new terms, named hybrid terms, are proportional
to products between the gradient of the blending function and differences be-
tween RANS and LES variables. Additionally, the hybrid second-order central
moments also predict additional terms proportional to products of differences
between RANS and LES variables.
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• These hybrid terms represent the interactions between RANS and LES for-
mulations and are only relevant in the RTLT zone. This indicates that the
hybridization of RANS with LES, cannot be obtained only through the turbu-
lence model equation, as it is assumed in current hybrid models. By analyzing
the exact equations, it is possible to demonstrate that the use of discontinuous
blending functions induces discontinuities in the governing equations. This anal-
ysis explains, the anomalous discontinuities predicted by zonal approaches and
suggests that the implementation of discontinuous functions should be avoided.
This simple analysis demonstrates the importance of having a theoretical foun-
dation for the hybrid RANS/LES approach.
Another important result obtained from the exact hybrid RANS/LES governing
equations, is the prediction of ATD in the RTLT zone. As it is mentioned before,
ATD occurs when the suppression of RANS modeling is faster than the rate at
which those turbulence scales are resolved by LES. The analysis of the hybrid
terms indicates, that they represent turbulent scales that are neither resolved
by the governing equations nor modeled. Therefore, if the hybrid terms are
neglected, ATD is unavoidable incurred independently of the characteristics
of the blending function. This prediction is of significant importance, since
indicates that every hybrid RANS/LES methodology will suffer ATD, if the
hybrid terms are not included. This explains why previous, independent, hybrid
RANS/LES simulations of channel flow, on which the hybrid terms were not
included, have presented ATD [5,13,14,34,35,47,66,70,97,100]. The prediction
of ATD when the hybrid terms are neglected from the exact hybrid RANS/LES
equations, is confirmed by the numerical calculations conducted in this work.
Calculations show a significant drop of modeled turbulent stresses when the
hybrid terms are not included, indicating ATD. This drop in modeled stresses,
is responsible for the incorrect prediction of the mean velocity profile and occurs
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independently of the blending function implemented. Additionally, when a
discontinuous blending function is used, the calculations predict discontinuities
in the statistics, in agreement with the prediction of the equations and with
previous zonal RANS/LES calculations [34].
Numerical calculations demonstrate, that the hybrid terms are responsible for
maintaining in balance the turbulence transport, preventing ATD. Here, the
mean velocity profile is predicted in good agreement with experimental data
when the hybrid terms are included, in contrast with results obtained when the
hybrid terms are neglected. From a practical stand point, the improvement in
the mean velocity profile has a direct implication in the prediction of global
quantities like, friction coefficients, aerodynamic loads, heat transfer, among
others. It is also demonstrated, that by including the hybrid terms the fine
unsteady structure of the flow is preserved. However, if the hybrid terms are
neglected, the unsteady structure of the flow is dissipated. Additionally, results
appear to be less sensitive to the blending function, when the hybrid terms are
included. This indicates, that the transition from RANS to LES can be specified
arbitrarily as long as the hybrid terms are included. On the other hand, when
the hybrid terms are neglected, the calculations are extremely sensitive to the
blending function implemented. This explains why different hybrid RANS/LES
methodologies, which differ on the way the transition from RANS to LES occurs,
are affected differently by ATD [13–15, 34, 66, 70, 97, 100]. In particular, for
the attached flat-plate turbulent boundary layer, the weak dependency on the
blending function indicates that the transition from RANS to LES could be
specified arbitrarily, as long as it is continuous and the RTLT zone in the outer
layer, and the hybrid terms are included. However, further efforts have to be
conducted to establish this conclusion on more general conditions.
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• A new hybrid RANS/LES model equation for the hybrid turbulent kinetic en-
ergy (K) is introduced. Here the two-equation RANS-SST k− ω model is com-
bined with the one-equation LDKM LES model. The model equation is obtained
by explicitly combining the RANS k equation with the LES ksgs equations using
a blending function. This proposed hybrid equation, unambiguously recovers
the LES and RANS models, since the transition is entirely dictated by the blend-
ing function. This is the main difference and advantage over more commonly
used hybrids approaches, like DES. For instances, in DES the transition from
RANS to LES is controlled by the grid characteristics, thus, grid refinements
made to improve the description of the geometry can interfere with the model
transition [86]. Additionally, the flow has to fulfill specific conditions before
DES can recover the LES model. The potential of the new hybrid RANS/LES
model equation is demonstrated simulating the flow over a turbulent boundary
layer. Additionally, previous studies have successfully implemented this model
equation in complex unsteady aerodynamic flows [60, 76].
• Although the importance of the hybrid terms is corroborated by the numerical
calculations, a parallel LES simulation is required to compute the hybrid terms.
Therefore, to avoid the additional LES simulation and with the only purpose
to approximate the hybrid terms, a simple approach to reconstruct the LES
field from the hybrid variables is proposed. This model, although could not
exactly reproduce the hybrid terms, is able to prevent the ATD predicting
mean velocity profiles and second-order statistics in close agreement with the
predictions using the exact hybrid terms. The improvements provided by the
hybrid terms model, is a great example of the importance of having a theoretical
framework to propose a model. The simple model for the hybrid terms could
not have been made possible without the exact hybrid RANS/LES governing
equations.
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Another important result drawn from the exact hybrid RANS/LES equations, is
to demonstrate that many of the existing hybrid RANS/LES methodologies in
current use, could be derived from the exact equations. The zonal and blended
approaches are obtained implementing discontinuous and continuous blending
functions, respectively, and neglecting the hybrid terms. DES is found to be a
special case of the blended hybrid RANS/LES approach, where the hybrid tur-
bulence viscosity is provided by the modified Spalart-Almaras turbulent model
equation. Finally, the approach of Speziale is directly recovered by replacing the
LES operator with the identity or DNS operator in the hybrid equations and by
neglecting the hybrid terms. Here, the blending function of the additive-filter
is found to be directly related with the scaling factor proposed by Speziale [90].
Furthermore, from the analysis of the hybrid terms, it is possible to provide jus-
tification to the stochastic forcing approaches, which has been recently proposed
to prevent ATD in hybrid RANS/LES simulations [5, 13, 14, 47, 70]. The anal-
ysis of the hybrid terms indicates that their nature is unsteady, since they are
proportional to differences between RANS and LES variables. This unsteady
nature indicates, that the success of the stochastic forcing methods relies on
their ability to mimic the effect of the hybrid terms [68]. This provides physical
justification to the stochastic forcing approach.
• In the second effort, the Two Level Simulation approach is extended to com-
pressible flows. Here, the small-scale equations are derived and simplified fol-
lowing the assumptions proposed in the original incompressible version of the
model [48, 49]. The formulation is validated conducting full-TLS simulations
for a turbulent boundary layer in a flat-plate. TLS predicts results in good
agreement with experimental data and wall-resolved LES simulations, with wall-
normal resolution at the wall ten times coarser than LES. Here, issues related
with the evolution of the small-scale equations are addressed. In particular, it
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is concluded, as in previous TLS simulations [48, 49], that the evolution of the
small-scale equations should be conducted until the small-scale energy in the
inertial range of the spectrum matches the inertial-range energy of the large-
scale spectrum. Here, the large-scale equations are frozen in time during the
integration of the small-scale equations. It is also shown, that if the small-scale
integration is continued, the small-scale field would reach a steady state where
viscous dissipation balance the large-scale forcing. However, at this point the
small-scale field would be unphysical with respect to the large-scale variables.
Contrary, if the small-scale equations are under-evolved, the small-scale field
lacks enough energy content to accurately model the effect of the unresolved
turbulence in the large-scale equations.
• The potential of the TLS to be used as a near-wall model for LES is evaluated
by conducting turbulent boundary layer simulations. Here, the generic additive-
filter formulation is implemented to blend TLS with LES. Results demonstrate
that TLS can be used as a near-wall model, predicting results in reasonable
good agreement with experimental data and LES simulations. The issues re-
lated with the transition from TLS to LES are similar to those found in the
hybrid RANS/LES approach. Here, it is demonstrated that the use of discon-
tinuous functions in the hybrid TLS/LES approach, induces discontinuities in
the statistics. However, with smooth blending functions the predicted statis-
tics are continuous. Similar to the RANS/LES approach, the hybrid TLS/LES
formulation predicts additional hybrid terms. However, their importance in
the TLS/LES formulation is minimum. Results implementing the hybrid term
model, predict no significant difference in the statistics. This is explained by
the fact that the TLS and LES operators are very much alike. Indeed, the
large-scale TLS operator is just another kind of space filter, thus, the differ-
ences between TLS and LES variables are negligible, which explains why the
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hybrid terms do not make any difference in the calculations. Finally, instan-
taneous flow visualizations demonstrate that the TLS/LES approach is able to
maintain the near-wall unsteady structure of the flow, without drastically dissi-
pating the near-wall structures as in its RANS/LES counterpart. These results
demonstrate the potential of TLS as a near-wall model, introducing another
option different from RANS.
• During this work, a new finite volume compressible structure-grid CFD code
was developed. The space accuracy of this code is extended to 4th order using
a central-scheme in divergence form. The scheme is stabilized by implementing
an explicit low-pass filter to control the growth of numerical errors. Addi-
tionally, a realistic turbulence inflow generation technique, based on boundary
layer scaling [59] is successfully implemented and used to conduct accurate
space-evolving turbulence simulations. Here, it is important to mention that
the boundary layer simulation can be used to provide turbulent inflow boundary
conditions to complex flow simulations. Additionally, RANS, LES, TLS, and
hybrid RANS(TLS)/LES models are successfully implemented in the solver.
These code enhancements completes the new high-accuracy CFD solver devel-
oped during this work.
7.2 Proposed Future Work
The importance of resolving the exact hybrid RANS/LES governing equations, is
demonstrated in one of the most fundamental problems, the flat-plate turbulent
boundary layer. The test case is selected due to its simple nature, which allows
an objective evaluation of the new formulation. Here, if the Law-of-the-wall and the
second-order statistics are not correctly reproduced, it does not matter how nice the
instantaneous flow field looks, the model simply does not work. With this choice,
it is intended to focus attention in the fundamental aspects of the model and not
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overestimate poor performance just because the model is able to reproduce some
good-looking unsteady flow structure present in a more complex flow.
For future work, it is important to evaluate the performance of the exact hybrid
RANS/LES equations when adverse-pressure gradients and geometry curvature af-
fect the evolution of attached flows. Additionally, it is also important to evaluate the
hybrid RANS/LES equations in unsteady flows, where flow separation and reattach-
ment dominates. Although it is anticipated that the hybrid terms will be of secondary
importance in these flows, since the large unsteady structures control the evolution
of the flow. However, important aspects like the location of flow separation or reat-
tachment are still controlled by the near-wall dynamics, thus, using the exact hybrid
RANS/LES equations could be benefical for the prediction of such flows, specially in
aerodynamic applications where the location of flow separation controls the evolution
of the large-scale structures.
Further research efforts need to be conducted to establish an automatic way to
generate the blending function, especially in complex geometries, where it is not
easy to know in advance the characteristics of the flow. It would be interesting
to assess the possibility to propose a transport equation for the blending function,
which depend on flow and turbulent variables. Additionally, it would be interesting
to evaluate the effect of the “unsteady” hybrid terms, which occurs when the blending
function is time-dependent. This aspect is of significant relevance, since the blending
function in many hybrid RANS/LES methods, is function of the flow and turbulence
variables, which induces changes in the location and extent of the RTLT zone in time.
The equations already indicate that the hybrid RANS/LES approach cannot adjust
immediately RANS variables into LES variables, just because the blending function
passed from RANS to LES in one instant of time, does not imply that the local field
immediately changed from RANS to LES. In fact, additional “unsteady” hybrid terms
need to be provided to help in this transition.
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For the TLS/LES approach, the previous points also hold. However, the pure
compressible TLS methodology has to be first validated in more complex flows to es-
tablish the underlying assumptions of the model. In particular, the effect of curvature
and adverse pressure gradients has to be addressed in the pure TLS formulation.
For both RANS(TLS)/LES approaches, the effect of strong compressibility effects
has to be assessed. It would be very illustrative to evaluate the performance of the
hybrid equations in complex compressible problems like, shock-wave boundary layer
interactions, with and without heat transfer at the wall. Additionally, extend the
application of both RANS(TLS)/LES approaches to simulate reacting flows would be
also very important.
Thus far, the potential of both hybrid methodologies have been presented from a
near-wall model standpoint. However, it would be enlightening to demonstrate both
hybrid RANS(TLS)/LES methodologies as pure hybrid approaches. In principle,
there is no reason why the hybrid methodology must be used only as a near-wall
model approach. In fact, the hybrid approach can be used in free shear flows to
reduce the number of grid points required in regions of high shear or to implement
the RANS or TLS methodologies in zones where the grid is not fine enough to sustain
LES calculations.
Other important aspect that need to be addressed in both hybrid RANS(TLS)/LES
approaches, is their feasibility to be implemented in an unstructured-grid framework,
since the ultimate goal of these methods is to be applied on complex flows of engineer-
ing interest. Thus far, both methods have been demonstrated on simple structured
grids. However, the potential issues faced on an unstructured-grid framework need
to be addressed.
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APPENDIX A
THE COMPRESSIBLE HYBRID RANS/LES
FORMULATION USING AN ADDITIVE OPERATOR
Ma´rtin Sa´nchez Rocha and Suresh Menon. Journal of Computational Physics (2008),
doi:10.1016/j.jcp.2008.11.021
In the present work, the compressible governing equations for the hybrid Reynolds-
averaged/large-eddy simulations are formally derived by applying a hybrid filter to
the Navier-Stokes equations. This filter is constructed by linearly combining the
Reynolds-average (RANS) and large-eddy simulation (LES) operators with a con-
tinuous blending function. The derived hybrid equations include additional terms
that represent the interactions between RANS and LES formulations. The relevance
of these terms is investigated in flat-plate turbulent boundary layer simulations and
indicate that these additional terms play a fundamental role in compensating for
the turbulence that is neither modeled nor resolved in the transition region between
RANS and LES. Results also show that when the additional terms are included, the
calculations are not very sensitive to the blending function implemented in the hy-
brid filter. In the contrary, when these terms are neglected and a step function is
implemented in the hybrid filter, nonphysical discontinuities are predicted in the flow
statistics.
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