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Povzetek
Naslov: Gradnja 3D modelov predmetov iz barvnih slik z nacrtovanjem
najboljsega naslednjega pogleda
Rekonstrukcija geometrije iz barvnih slik je eden izmed klasicnih proble-
mov racunalniskega vida. Kvaliteta pridobljenega 3D modela je mocno od-
visna od zajetih slik. Rocno zajemanje je lahko dolgotrajno opravilo, pri ka-
terem zelimo s slikami doseci ustrezno natancnost in pokritost modela. Upo-
rabnik, ki med zajemanjem nima nobene povratne informacije o ustreznosti
slik, s tezavo uposteva vse predpostavke algoritmov, kar je lahko vzrok za
neuspesno rekonstrukcijo, ponovno zajemanje pa je lahko zelo drago ali celo
nemogoce. V tem delu smo se osredotocili na razvoj postopka in programske
opreme, ki podpira celoten proces rekonstrukcije. Za vsako zajeto sliko dobi
uporabnik sprotno informacijo o njeni ustreznosti ter oceni kvalitete trenu-
tnega 3D modela. Razvili smo tudi novo metodo za nacrtovanje naslednjih
pogledov, ki sistematicno izboljsajo kvaliteto rekonstrukcije. Metoda temelji
na novi meri za oceno kvalitete 3D modela, za katero pokazemo, da je njen
koecient linearne povezanosti z dejansko natancnostjo boljsi od obstojece
mere. Pokazemo tudi, da je rekonstrukcija z naso metodo nacrtovanja nasle-
dnjega pogleda primerljiva in v nekaterih primerih boljsa od rekonstrukcije
z enakomerno postavljenimi kamerami po navidezni polkrogli.
Kljucne besede
racunalniski vid, 3D rekonstrukcija, struktura iz gibanja, najboljsi naslednji
pogled

Abstract
Title: Building 3D models of objects from color images with next best view
planning
Reconstruction of geometry from RGB images is one of the classic com-
puter vision problems. The quality of the produced 3D model heavily de-
pends on the input images. Manual image acquisition can be a lengthy
process with which we want to attain the desired accuracy and completeness
of the model. A user that has no feedback about the suitability of the images
during the acquisition process can have diculties complying with assump-
tions of the algorithms, which can result in an unsuccessful reconstruction.
Additional image acquisition can be expensive or even impossible. In this
work, we focus on development of a system and software that support the
entire reconstruction process. The user gets online information about the
adequacy of every captured image and an estimate of quality for the current
3D model. We also present a novel method for next best view planning, that
systematically improves the quality of reconstruction. The method is based
on a new quality measure. We show that the linear correlation coecient
between our measure and accuracy is better than that of the existing mea-
sure. We also show that the reconstruction obtained by the next best view
planning is comparable and in some cases better than reconstruction with
evenly spaced camera conguration in the shape of a hemisphere.
Keywords
computer vision, 3D reconstruction, structure from motion, next best view

Poglavje 1
Uvod
1.1 Motivacija
Rekonstrukcija 3D modelov iz slik je problem na podrocju racunalniskega
vida s katerim se raziskovalci ukvarjajo ze vec kot 30 let. Na podlagi zaje-
tih slik zelimo pridobiti 3D obliko, ki se predmetu najbolj prilega. Razviti
postopki in algoritmi se uspesno uporabljajo v industriji, npr. za 3D kar-
tiranje in navigacijo (Google maps, Apple maps), spletne trgovine, 3D tisk,
posebne ucinke v lmih, racunalniske igre in arhiviranje kulturne dediscine.
Sodobne digitalne kamere lahko zaradi visoke locljivosti in kvalitete slik ob
ustrezni uporabi proizvedejo 3D modele visoke kakovosti, ki je v dolocenih
pogojih primerljiva z laserskim skeniranjem [1]. Njihova prednost v primer-
javi z globinskimi kamerami ali laserskimi skenerji je cenovna dostopnost in
enostavnost uporabe.
Kvaliteta rekonstrukcije, ki se obicajno meri z natancnostjo in pokritostjo,
je mocno odvisna od zajetih slik. Natancnost se meri z razdaljo od rekon-
strukcije do referencnega modela, pokritost pa z razdaljo v obratni smeri.
Natancna denicija je podana v poglavju 6.1.3. Rocno zajemanje je dolgo-
trajno opravilo, pri katerem zelimo s slikami doseci ustrezno kvaliteto 3D mo-
dela. Algoritmi za rekonstrukcijo imajo nekatere predpostavke in omejitve,
na primer: kot med pari sosednjih pogledov ne sme biti prevelik, translacija
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pa ne premajhna, sosednji sliki se morata dovolj prekrivati, rekonstruirani
predmeti morajo imeti dovolj dobro teksturo, ki pa ne sme biti prevec pona-
vljajoca, zazeleno je tudi, da je osvetlitev cimbolj enakomerna. Uporabnik, ki
med zajemanjem nima nobene povratne informacije o ustreznosti slik, tezko
uposteva vse omenjene predpostavke. Lahko se zgodi, da zaradi neustreznih
slik nekateri deli predmeta ne morejo biti rekonstruirani, ali pa ni dosezena
zelena natancnost modelov. Ponovno zajemanje slik je lahko zelo drago ali
celo nemogoce, kot na primer pri dokumentiranju gradbisca, rekonstrukciji
iz zracnih posnetkov in arhiviranju arheoloskih najdb. Poleg tega se pogosto
zajamejo tudi redundantne slike, ki povecajo cas procesiranja, brez pomemb-
nega prispevka h kvaliteti modela.
Omenjene tezave so pogoste v klasicnih pristopih, kjer je gradna 3D mo-
dela izvedena loceno, po zajemanju slik. Z bolj zmogljivimi racunalniki,
boljsimi algoritmi in moznostjo izvajanja nekaterih algoritmov na gracnih
karticah so se pojavile tudi resitve [2], ki gradijo grob 3D model ze med
zajemanjem slik in uporabniku dajejo sprotno informacijo o njegovi kvali-
teti. Tvorba koncnega podrobnega modela pa je se vedno izvedena loceno.
Na ta nacin lahko uporabnik optimizira proces zajemanja slik, odpre pa se
tudi moznost za avtonomno rekonstrukcijo z roboti. Problem avtonomne
rekonstrukcije naslavljajo algoritmi za nacrtovanje najboljsega naslednjega
pogleda (angl. next best view planning), ki skusajo najti taksno postavitev
kamere, ki cimbolj izboljsa trenutno kvaliteto rekonstrukcije.
V delu smo se osredotocili na razvoj postopka in programske opreme,
ki podpira celoten proces rekonstrukcije, od zajemanja slik do tvorjenja
koncnega 3D modela s teksturo. Za vsako zajeto sliko dobi uporabnik spro-
tno informacijo o njeni ustreznosti in trenutni oceni kvalitete 3D modela. Na
podlagi tega lahko uporabnik bolje presodi in nacrtuje zajemanje nadaljnjih
slik, poleg tega pa mu je predlagan tudi najboljsi naslednji pogled. Nase delo
je tudi korak v smeri avtonomne rekonstrukcije z roboti (npr. z robotskim
manipulatorjem, kvadrokoperjem itd.).
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1.2 Sorodna dela
Celoten postopek gradnje 3D modelov iz barvnih slik v grobem delimo na
redko in gosto rekonstrukcijo. Najbolj popularen postopek za prvo je ime-
novan struktura iz gibanja (angl. structure from motion) oznacen s kratico
SfM [3]. Sestavljen je lahko iz razlicnih algoritmov, v splosnem pa deluje
tako, da se na slikah poiscejo znacilnice, nato pa se na podlagi ujemanj med
slikami izracunajo njihove 3D koordinate. Rezultat je redek oblak 3D tock
ter pozicija in orientacija kamer, ki pripadajo vhodnim slikam (skupaj ime-
novano tudi redka rekonstrukcija). Ureditev vhodnih slik je lahko nakljucna.
V zelo znanem delu [4] so avtorji taksen postopek uporabili za interak-
tivno brskanje po velikih neurejenih zbirkah fotograj. Njihov rezultat je
t. i. 3D brskalnik, ki iz mnozice vhodnih slik zgradi redko rekonstrukcijo in
posledicno doloci lokacije pripadajocih kamer. Tako se lahko uporabnik spre-
haja po navideznem prostoru, isce slike specicnega objekta itd. Pridobljene
rekonstrukcije v tem delu vsebujejo nekaj 100 slik. V delu [5] so avtorji z iz-
virno strategijo uporabe algoritmov pokazali, da je lahko casovna zahtevnost
postopka SfM skoraj linearna tudi pri rekonstrukciji z vec tisoc slikami. De-
janska casovna zahtevnost sicer ni linearna, vendar so koecienti visjih clenov
zelo majhni. Na taksnem postopku temeljijo tudi stevilni sodobni pristopi za
redko rekonstrukcijo, uporabljamo pa ga tudi v nasem delu. Omembe vredno
je se delo [6], kjer so avtorji v nekaj dneh pridelali rekonstrukcije vecjih mest
iz neurejene mnozice slik pridobljenih s spleta. Rekonstrukcije so izgrajene
iz vec 10000 slik.
Ce zelimo na podlagi slik pridobiti 3D model visoke locljivosti, ki se bolj
natancno prilega obliki dejanskega predmeta, potem lahko redek oblak tock
nadgradimo z gosto rekonstrukcijo. Za razliko od redke rekonstrukcije je v
tem primeru cilj pridobiti globino (in posledicno 3D lokacijo) vsakega slikov-
nega elementa na vsaki sliki. To storimo z algoritmi s podrocja vecpoglednega
sterea (angl. multi-view stereo), ki za vhod vzamejo rezultate redke rekon-
strukcije in proizvedejo gost 3D model. Opis in primerjava razlicnih pristopov
rekonstrukcije na tem podrocju je na voljo v preglednem clanku [7].
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Na tem mestu naj omenimo se sorodni postopek imenovan vizualni SLAM
(angl. visual simultaneous localization and mapping). Kljub temu, da je
njegov prvotni namen lokalizacija robota, lahko nekatere sodobnejse imple-
mentacije proizvedejo redke [8] in goste [9] rekonstrukcije. Taksne resitve
so zaenkrat pri gradnji 3D modelov vecinoma manj robustne in eksibilne v
primerjavi s strukturo iz gibanja.
V prejsnjem podpoglavju smo ze omenili, da mora biti uporabnik pri
zajemanju slik pozoren na nekatere predpostavke in omejitve algoritmov za
rekonstrukcijo. Ta problem je naslovljen tudi v delu [2]. Avtorji so razvili
resitev, ki uporabniku pomaga s sprotno informacijo o ustreznosti slik in
kvaliteti modela. V delu [10] je bil ta sistem uporabljen pri rekonstrukciji
z uporabo kvadrokopterjev. Poleg tega so avtorji na prizorisce rekonstruk-
cije postavili posebno pripravljene vizualne oznake, ki omogocajo avtomatsko
kalibracijo kamere, dolocanje absolutne velikosti rekonstrukcije in umestitev
modela v referencni geografski koordinatni sistem. Kvadrokopter je bil vo-
den s strani uporabnika. V delu [11] so avtorji uporabili obogateno resnicnost
za podporo pri navigaciji kvadrokopterja. Uporabnik lahko preko vmesnika
postavi navigacijske tocke in nadzira pot letenja. Povsem avtonomna rekon-
strukcija s kvadrokoperjem je se vedno stvar aktivnega razvoja.
Nacrtovanje najboljsega naslednjega pogleda je se en pomemben gradnik
pri avtonomni rekonstrukciji, uporablja pa se lahko tudi kot pomoc uporab-
niku pri zajemanju slik. V literaturi so z istim pojmom oznaceni zelo razlicni
pristopi, najveckrat pa je nacrtovanje pogledov uporabljeno v kombinaciji z
robotom. V delu [12] je bil uporabljen industrijski robotski manipulator z
laserskim skenerjem. Najboljsi pogledi so izbrani na podlagi robov v modelu
in cenovne funkcije, ki strmi k raziskovanju in cim boljsi kvaliteti modela.
Se en starejsi postopek za nacrtovanje pogledov pri laserskem skeniranju je
opisan v [13]. Zanimiv pristop pa so izbrali tudi v [14], kjer je bila pri re-
konstrukciji uporabljena globinska kamera in robotski manipulator ki lahko
predmet obraca in preprijema. Obe omenjeni robotski roki lahko povsem
avtonomno rekonstruirata predmete. Pomanjkljivost obeh sistemov je, da
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se robotska roka ne more prosto premikati po prostoru in sta zato omejena
na rekonstrukcijo manjsih predmetov. Poleg tega so uporabljeni roboti in
senzorji, ki so za sirso uporabo lahko predragi.
Nacrtovanje najboljsega naslednjega pogleda na podrocju strukture iz
gibanja so naslovili v clanku [15]. Predlagana je cenovna funkcija, ki zdruzuje
negotovost v oceni strukture, projekcijo modela in videz teksture. Funkcija je
optimizirana z algoritmom Nelder-Mead [16], ki za optimizacijo ne potrebuje
odvodov.
Eni izmed bolj priljubljenih obstojecih odprtokodnih resitev za gradnjo
3D modelov iz mnozice slik sta VisualSFM [17] in COLMAP [18]. Ti resitvi
zdruzujeta algoritme redke in goste rekonstrukcije ter ponujata uporabniski
vmesnik. Obstajajo tudi sorodne komercialne resitve, ki ponujajo bolj dode-
lano uporabnisko izkusnjo in vecji nabor funkcionalnosti. Med bolj priljublje-
nimi so na primer: 3DF Zephyr 1, Agisoft Metashape 2 in Reality Capture 3.
Vse omenjena resitve delujejo tako, da uporabnik predhodno zajame slike in
jih nato uvozi v program, ki proizvede 3D model. Nasa resitev za razliko
od omenjenih ponuja interaktivno izkusnjo, ki s prikazom trenutnega stanja
rekonstrukcije, ocene kvalitete modela in predlaganjem naslednjega pogleda
nudi uporabniku dodatne informacije in pomoc pri zajemanju slik.
1https://www.3dow.net/3df-zephyr-pro-3d-models-from-photos/
2https://www.agisoft.com/
3https://www.capturingreality.com/
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1.3 Prispevki
V tem delu nacrtujemo naslednje prispevke:
 Razvoj postopka in programske opreme, ki podpira celoten proces re-
konstrukcije iz barvnih slik z naslednjimi funkcionalnostmi: zajemanje
in dodajanje slik k rekonstrukciji preko spletne ali IP kamere, lokaliza-
cija oz. dolocanje trenutne lokacije kamere glede na model (na podlagi
zajete slike), prikaz trenutnega 3D modela in njegove kvalitete, pre-
dlaganje najboljsega naslednjega pogleda, osnovno urejanje modela in
tvorjenje koncnega 3D modela s teksturo. Pri implementaciji bomo
uporabili obstojece odprtokodne knjiznice. Tekoce delovanje je predvi-
deno za rekonstrukcije iz priblizno 100 slik.
 Zasnova in implementacija mere za oceno kvalitete 3D modela brez
poznavanja referencnega modela.
 Razvoj in implementacija metode za nacrtovanje najboljsega nasle-
dnjega pogleda, ki temelji na omenjeni meri kvalitete 3D modela.
1.4 Oris resitve
Grob oris programske resitve razvite v tem delu je prikazan na sliki 1.1. Di-
agram prikazuje odvisnost med funkcionalnostmi programa ter vhodnimi in
izhodnimi podatki. Postopek se pricne z zajemanjem slik, ki so pridobljene
preko IP kamere. Iz njih je postopoma grajena redka rekonstrukcija, ki proi-
zvede oblak tock. Po vsaki dodani sliki je na podlagi trenutnega oblaka tock
rekonstruirana tudi povrsina. Tako pridobljeni 3D model je predstavljen s
trikotnisko mrezo. Na podlagi te predstavitve so predlagani tudi naslednji
pogledi. Ko je zajetih dovolj slik, lahko uporabnik z dodatnim urejanjem,
izboljsavo locljivosti in teksturiranjem pridobi koncni 3D model. Celoten
sistem za rekonstrukcijo je podrobneje predstavljen v poglavju 5.
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Oblak	točk	in	lega
kamer
3D	model
(trikotniška	mreža)
Končni	3D	model
Vhodne	slike Redka	rekonstrukcija
Gosta	rekonstrukcija
Načrtovanje	naslednjega	pogleda
Urejanje	modela
Zajem	vhodnih	slik
Predlog	naslednjega
pogleda
Slika 1.1: Grob oris programske resitve. Sivi okvirji predstavljajo funk-
cionalnosti programa, beli pa njihove vhode in izhode. Puscice prikazujejo
potek rekonstrukcije in odvisnost med funkcionalnostmi.
1.5 Struktura dela
V poglavju 2 opisemo algoritme uporabljene pri redki rekonstrukciji, katere
rezultat je oblak tock ter pozicija in orientacija kamer. V poglavju 3 opisemo
algoritem za tvorjenje povrsine in ostale algoritme, ki proizvedejo gost in
teksturiran 3D model. Ti algoritmi kot vhod sprejmejo rezultate redke re-
konstrukcije. V poglavju 4 opisemo uporabljeno mero za oceno kvalitete
modela in predstavimo postopek za nacrtovanje najboljsega naslednjega po-
gleda. V poglavju 5 opisemo podrobnosti implementacije, predstavimo upo-
rabljene knjiznice in utemeljimo njihovo izbiro. V poglavju 6 opisemo nacin
eksperimentalnega vrednotenja ter rezultate nasega sistema za rekonstruk-
cijo in napovedovanje naslednjih pogledov. V poglavju 7 podamo sklepne
ugotovitve in navedemo moznosti za nadaljnje izboljsave.
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Poglavje 2
Redka rekonstrukcija
2.1 Model kamere in epipolarna geometrija
Za zacetek si poglejmo nekaj teoreticnih osnov na katerih temelji metoda
rekonstrukcije uporabljena v nasem delu. V racunalniskem vidu je kamera
pogosto modelirana kot kamera s tockasto odprtino (angl. pinhole camera).
Gre za preprost model, ki tocke preslika iz 3D prostora na 2D ravnino preko
samo enega zarka, kot je to prikazano na sliki 2.1.
M
m
C
f
Op
tičn
a o
s
∏
Slika 2.1: Projekcija 3D tocke M na slikovno ravnino . Rezultat projekcije
je 2D tocka m. Center kamere je v tocki C, f pa predstavlja goriscno razdaljo.
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Parametri modela so razdeljeni na notranje, ki opisejo projekcijo za ka-
mero v izhodiscu koordinatnega sistema, in zunanje, ki opisejo njeno pozicijo
in orientacijo. Najpomembnejsi med notranjimi je goriscna razdalja f , ki
predstavlja razdaljo med centrom kamere in projekcijsko ravnino. Preostali
parametri so posledica majhnih nepravilnosti pri izdelavi kamer. Ti so od-
mik opticne osi od sredisca slikovne ravnine cx in cy, razmerje dolzine stranic
slikovnih elementov a ter koecient posevnosti koordinatnih osi projekcij-
ske ravnine s. Pri sodobnih kamerah so privzete vrednosti blizu dejanskim,
njihovo bolj natancno oceno pa lahko pridobimo s postopkom kalibracije ka-
mere [19]. Notranje parametre zapisemo s 3  3 kalibracijsko matriko
K =
2664
f s cx
0 f a cy
0 0 1
3775 : (2.1)
Pomembni so tudi nelinearni notranji parametri ki modelirajo distorzijo
lece. Ker jih ne moremo vkljuciti v preprost linearni model, jih ponavadi
obravnavamo loceno. Radialna distorzija je posledica oblike lece, ki je za-
radi lazje izdelave sfericna, namesto bolj idealne parabolicne. Distorzija
je aproksimirana s polinomom seste stopnje, ki zadostuje za veliko vecino
lec. Enacbi (2.2) opisujeta distorzijo originalne tocke (x; y) v deformirano
(xrad; yrad), kjer je r =
p
(x2 + y2) razdalja originalne tocke do izhodisca.
Modeliramo tudi tangencialno distorzijo in sicer z enacbama (2.3). Pojavi
se, ker leca in slikovna ravnina nista povsem vzporedno poravnani.
xrad = x(1 + k1r
2 + k2r
4 + k3r
6)
yrad = y(1 + k1r
2 + k2r
4 + k3r
6)
(2.2)
xtan = x+ (2p1xy + p2(r
2 + 2x2))
ytan = y + (p1(r
2 + 2y2) + 2p2xy)
(2.3)
Distorzijo lece torej modeliramo z dodatnimi petimi notranjimi parametri
k1, k2, k3, p1 in p2. Ce je distorzija na slikah majhna, lahko nekatere tudi
izpustimo. Opisani model je pogosto uporabljen in je podrobneje opisan
v [20].
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Zunanji parametri opisejo pozicijo in orientacijo kamere v 3D prostoru
oz. preslikavo koordinatnega sistema iz 3D prostora v koordinatni sistem
kamere. Skupnih sest parametrov je predstavljenih s 3  1 translacijskim
vektorjem t in 33 rotacijsko matriko R, za katero veljajo dolocene omejitve
in ima v resnici samo tri proste parametre. Parametri so zdruzeni v ano
transformacijsko matriko C
C =
h
R j t
i
; R =
2664
r11 r12 r13
r21 r22 r23
r31 r32 r33
3775 ; t =
2664
tx
ty
tz
3775 : (2.4)
Projekcija 3D tocke M v 2D tocko m je na ta nacin lahko predstavljena
kot preprosto mnozenje matrik, kot to prikazuje enacba (2.5). Tocke so tu
zapisane v homogenih koordinatah.
m = K C M ; m =
1
z
2664
x
y
z
3775 ; M =
266664
X
Y
Z
1
377775 (2.5)
V kontekstu rekonstrukcije zelimo za vsako sliko poiskati pripadajoce zunanje
parametre, za notranje parametre pa lahko predpostavimo da so ksni, ce so
slike zajete z isto kamero.
Na rekonstrukcijo lahko gledamo kot obraten postopek zajemanja slike.
Iz 2D projekcije zelimo namrec nazaj pridobiti 3D lego tock v prostoru. Da
lahko to dosezemo potrebujemo vsaj dva pogleda na katerih je vidnih vec
istih 3D tock. Razmerje med taksnim parom pogledov opisuje epipolarna
geometrija, ki jo prikazuje slika 2.2. Prikazan je sistem dveh kamer C in C 0.
3D Tocka M se nahaja v prostoru in je vidna v obeh kamerah. Preslika se
na projekcijski ravnini  in 0 v tocki p in p0. Vse omenjene tocke lezijo na
isti ravnini R imenovani epipolarna ravnina. Epipolarni premici l in l0 sta
presecisci med R ter ravninama  in 0. Presecisci med premico, ki povezuje
oba centra projekcije C in C 0, ter ravninama  in 0 sta epipola e in e0.
Epipolarno geometrijo opisuje 33 matrika F imenovana fundamentalna
matrika (angl. fundamental matrix). Uporabna je pri iskanju korespondenc
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M
C
∏
p
e
l
∏’
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Slika 2.2: Sistem dveh kamer C in C 0 ter epipolarna geometrija, ki opisuje
njuno razmerje. 3D tocka M se preslika na projekcijski ravnini  in 0 v
tocki p in p0, ki lezita na pripadajocih epipolarnih premicah l in l0.
med tockami na sliki. Korespondenca tocke p mora namrec lezati na pripa-
dajoci epipolarni premici l0, kar lahko z enacbo zapisemo kot l0 = Fp. Na tej
podlagi uvedemo pomembno epipolarno omejitev, ki jo zapisemo z enacbo
pTFp0 = 0: (2.6)
Fundamentalna matrika zajema informacije o rotaciji, translaciji in notranjih
parametrih, ki povezujejo par kamer. Ce so notranji parametri poznani,
lahko namesto nje uporabimo osnovno matriko E (angl. essential matrix),
ki jo pridobimo z enacbo
E = KTFK: (2.7)
Iz nje lahko izpeljemo orientacijo druge kamere glede na prvo in smer tran-
slacije. Absolutne dolzine translacije ne moremo dolociti samo na podlagi
korespondenc, zato pravimo da je rekonstrukcija dolocena do velikosti na-
tancno. Tocka M se nahaja na preseciscu premic Cp in C 0p0. Tako lahko na
podlagi epipolarne geometrije in korespondenc med tockami nazaj pridobimo
njihovo lego v 3D prostoru.
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2.2 Oris postopka
Gradnja koncnega 3D modela je razdeljena na redko in gosto rekonstrukcijo.
Prva je opisana v tem poglavju, druga pa v poglavju 3. Redka rekonstrukcija
iz vhodnih slik (oz. pogledov) proizvede oblak 3D tock ter oceni pozicije in
orientacije kamer v 3D prostoru. Gosta rekonstrukcija sprejme te rezultate
kot vhod in proizvede 3D model visoke locljivosti s povrsino in teksturo.
V nasem primeru smo za redko rekonstrukcijo iz barvnih slik (v tem po-
glavju rekonstrukcija) uporabili postopek imenovan inkrementalna struktura
iz gibanja [3] (v nadaljevanju struktura iz gibanja). Deluje tako, da se vzpo-
stavi zacetna rekonstrukcija na podlagi prvih dveh pogledov, ostali pogledi
pa so inkrementalno dodani k rekonstrukciji. Obstaja se alternativni posto-
pek imenovan globalna struktura iz gibanja, ki deluje tako, da se lege kamer
dolocajo hkrati [21]. Ta postopek je namenjen predvsem odlozenemu proce-
siranju in v nasem primeru ne pride v postev, saj zelimo, da uporabnik dobi
sprotni odziv pri dodajanju vsake slike.
Struktura iz gibanja je sestavljena iz vec korakov. Nalogo vsakega izmed
njih lahko opravimo z razlicnimi algoritmi, ki imajo svoje prednosti in sla-
bosti. Tu bomo opisali splosen postopek, ki je uporabljen v tem delu in sledi
tistemu opisanem v clanku [5], konkretni algoritmi pa so opisani v nadaljnjih
podpoglavjih.
Osnova za rekonstrukcijo je iskanje ujemanj med slikovnimi elementi.
Paru slikovnih elementov na razlicnih slikah pravimo da se ujemata, ce pred-
stavljata isto tocko v prostoru. Direktno iskanje ujemanj med vsemi sli-
kovnimi elementi je prevec casovno zahtevno in premalo robustno, zato je
pomemben gradnik pri stevilnih metodah racunalniskega vida pridobivanje
znacilnic. Znacilnice so izrazite tocke na sliki z razpoznavno okolico, ki nam
omogoca njihovo ponovljivo iskanje. Predstavitev slik je tako iz slikovnih
elementov zreducirana na manjso in bolj obvladljivo mnozico tock, ki so
bolj robustne pri iskanju ujemanj. V nasem primeru uporabljamo znacilnice
SIFT [22], ki so invariantne na skaliranje, rotacijo, osvetljenost in manjse
perspektivne spremembe.
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Rekonstrukcijo R inicializiramo na podlagi prvih dveh slik I1 in I2. Ce
kamera ni predhodno kalibrirana, potem za notranje parametre uporabimo
zacetno oceno in jih med rekonstrukcijo optimiziramo. Ujemanja znacilnic
med I1 in I2 nam omogocajo, da ocenimo pripadajoco matriko E in posledicno
pridobimo relativno pozicijo in orientacijo prvih dveh kamer. S triangulacijo
ujemajocih znacilnic vzpostavimo zacetni oblak 3D tock. Rekonstrukcijo
R nato postopoma nadgrajujemo z dodajanjem novih slik. Pri dodajanju
nove slike Ii moramo ugotoviti s katerimi znacilnicami na obstojecih slikah
se ujemajo znacilnice nove slike. Naivno iskanje ujemanj med vsemi pari
ffIi; Ijg j 1  j < ig je prepocasno in neskalabilno, zato ga pohitrimo z
uporabo dveh hitrejsih metod. Najprej med obstojecimi slikami poiscemo
tiste, ki so vizualno najbolj podobne novi. To storimo s pomocjo vizualnega
slovarja (angl. visual vocabulary), ki sicer konceptualno izvira s podrocja
analize besedil, na podrocju racunalniskega vida, pa je prilagojen iskanju
podobnih slik [23]. Vzamemo najboljsih c kandidatov in nato iscemo uje-
manja znacilnic samo med pari ffIi; Ikg j k 2 kandidatig. Iskanje ujemanj
za par fIi; Ikg je izvedeno s postopkom, ki ga avtorji poimenujejo kaska-
dno zgoscevanje [24] (angl. cascade hashing). Temelji na lokalno obcutljivih
zgoscevalnih funkcijah, ki podobne znacilnice preslikajo v iste binarne vre-
dnosti in jih tako implicitno grucijo. Ujemanja lahko nato iscemo znotraj
gruce, kar mocno zmanjsa stevilo potrebnih primerjav. S to metodo lahko
dosezemo pohitritev za dva reda velikosti v primerjavi z naivnim pristopom.
Ker znacilnice zajemajo samo lokalno informacijo o sliki, ta korak proizvede
tudi napacna ujemanja. Filtriramo jih z uveljavljanjem epipolarne omejitve,
tako da ohranimo cim vecjo mnozico ujemanj za katere velja enacba (2.6). To
storimo s pomocjo algoritma RANSAC [25], ki v splosnem omogoca robustno
ocenjevanje parametrov modela na sumnih podatkih.
Znacilnice nove slike, za katere smo nasli ujemanje na vsaj eni izmed ob-
stojecih slik, lahko sedaj razdelimo v dve mnozici. V mnozici A so tiste, ki
so ze del rekonstrukcije R, v mnozici B pa preostale, ki imajo ujemanja, am-
pak se niso rekonstruirane. Iz mnozice A vzpostavimo 2D-3D korespondence
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med Ii in R. Ze tri taksne korespondence so dovolj da dolocimo absolutno
lego kamere v prostoru rekonstrukcije R, za bolj robustno oceno pa si jih
zelimo cim vec. Med podatki se pojavijo tudi napacne korespondence, zato
algoritem ponovno uporabimo v kombinaciji z algoritmom RANSAC. Ko je
lega nove kamere poznana, rekonstrukciji R s triangulacijo dodamo se tocke
iz mnozice B. Postopek ponovimo za vsako sliko, ki jo zelimo dodati.
Algoritem 1 Struktura iz gibanja
Vhod: Sekvenca barvnih slik I = fI1; I2; : : : ; Ing
Izhod: Oblak 3D tock M ter lega kamer C oz. rekonstrukcija R
1: Z1; Z2  Pridobivanje znacilnic SIFT iz I1 in I2
2: U12  Ujemanja med Z1 in Z2
3: E12  Osnovna matrika izracunana iz U12
4: C  Relativna lega kamer C1 in C2 iz osnovne matrike E12
5: M  Inicializacija oblaka 3D tock s triangulacijo U12
6: for i 3 : : : n do
7: Zi  Pridobivanje znacilnic SIFT iz Ii
8: fIk j k 2 kandg  Najboljsih c = 5 kandidatov za ujemanje
9: fUik j k 2 kandg  Ujemanja znacilnic med Zi in kandidati
10: A;B  Implicitna delitev znacilnic Zi \ fUik j k 2 kandg
11: Pi  Vzpostavitev 2D-3D korespondenc med Zi in R na podlagi A
12: Ci  Absolutna lega kamere za sliko Ii na podlagi Pi
13: Mi  Triangulacija tock iz mnozice B na podlagi Ci
14: if M vecji za p = 5 odstotkov then
15: M;C  Globalna minimizacija reprojekcijske napake
16: else
17: M;C  Delna minimizacija napake za zadnjih m = 20 slik
18: end if
19: end for
20: M =
Sn
i=1Mi in C =
Sn
i=1Ci
21: R = fM [ Cg
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Natancnost rekonstrukcije izboljsamo z minimizacijo reprojekcijske na-
pake, ki je denirana kot sestevek razdalj med projekcijo 3D tocke na vse
slike na katerih je vidna in lokacijo pripadajocih znacilnic na slikah. Ker
gre za casovno zahteven postopek, globalno minimizacijo izvedemo samo, ce
se stevilo tock v rekonstrukciji poveca za vec kot p odstotkov, sicer po do-
dajanju vsake slike izvedemo delno minimizacijo, ki optimizira 3D tocke in
poglede samo zadnjih m slik. Celoten postopek je povzet v algoritmu 1. Za
spremenljivke omenjene v besedilu so podane tudi uporabljene vrednosti. V
nadaljevanju tega poglavja so bolj podrobno predstavljeni koraki postopka.
2.3 Pridobivanje znacilnic
Omenili smo ze, da s pridobivanjem znacilnic slikovne elemente slike trans-
formiramo v manjso in bolj obvladljivo mnozico robustnih tock. Obstaja
veliko stevilo razlicnih algoritmov za pridobivanje znacilnic, ki imajo svoje
prednosti in slabosti. V nasem delu smo uporabili verjetno najbolj znane
znacilnice SIFT [22]. Ucinkovitost nekaterih alternativnih algoritmov je na
podrocju rekonstrukcije primerjana v [26].
Postopek pridobivanja je razdeljen v stiri glavne korake. Preden zacnemo,
originalno sliko pretvorimo v sivinsko, podvojimo njeno velikost z bilinearno
interpolacijo in jo gladimo z Gaussovim ltrom (n = 0;5). Rezultat je slika
In . Glajenje opisuje enacba (2.8), kjer L(x; y; ) predstavlja rezultat glaje-
nja slike s konvolucijskim jedrom G(x; y; ). Razni parametri v nadaljevanju
so nastavljeni na taksne vrednosti, kot so predlagane v originalnem clanku.
G(x; y; ) =
1
22
e (x
2+y2)=22
L(x; y; ) = G(x; y; )  I(x; y)
(2.8)
Prvi korak je detekcija ekstremov v prostoru velikosti (angl. scale space).
Velikost v nasem kontekstu predstavlja parameter glajenja . Konstrukcija
prostora velikosti je naslednja. Iz zacetne slike In pridelamo S = 6 no-
vih glajenih slik. Prva je glajena z osnovnim parametrom 0 = 1;6, vsaka
2.3. PRIDOBIVANJE ZNA CILNIC 17
naslednja pa s parametrom, ki je za faktor k =
p
2 vecji od predhodnega.
Skupini pridobljenih slik pravimo oktava. Naslednjo oktavo pridobimo tako,
da prepolovimo velikost zadnje slike prejsnje oktave in ponovimo glajenje.
Postopek ponavljamo dokler ne pridobimo zelenega stevila oktav O = 4.
Rezultat je prostor velikosti s katerim dosezemo invariantnost znacilnic na
velikostne spremembe. Za iskanje ekstremov bi v idealnem primeru upora-
bili Laplaceov operator na glajeni sliki (angl. Laplacian of Gaussian), vendar
je racunanje drugih odvodov racunsko prevec intenzivno. Ta operator zato
aproksimiramo z razliko glajenih slik razlicnih velikosti (angl. Dierence of
Gaussians), kot to opisuje spodnja enacba
D(x; y; ) = L(x; y; ki)  L(x; y; kj): (2.9)
Operator D(x; y; ) uporabimo na sosednjih slikah znotraj oktav in tako pri-
dobimo nove slike DoG. Ekstreme poiscemo na slikah DoG, tako da vsak
slikovni element primerjamo z vsemi 26 sosedi (8 na isti sliki in preosta-
lih 18 na sosednjih slikah znotraj oktave). Robnih slikovnih elementov ne
upostevamo, ker nimajo vseh sosedov. Ce je vrednost vecja ali manjsa od
okolice, potem gre za ekstrem. Na sliki 2.3 je prikazan prostor velikosti za
slike DoG in ekstremi, ki so rezultat opisanega postopka.
Drugi korak je natancna lokalizacija znacilnic. Ekstremi pridobljeni v
prejsnjem koraku so uporabljeni kot zacetni priblizek, zelimo pa si natancnosti,
ki je vecja od diskretnih lokacij slikovnih elementov. Okolico ekstrema upora-
bimo za aproksimacijo Taylorjevega polinoma druge stopnje, ki ga zapisemo
z enacbo (2.10). Vektor x = (x; y; )T predstavlja odmik od ekstrema. Na-
tancnejso lokacijo pridobimo tako, da polinom odvajamo, enacimo z nic in
resimo enacbo
D(x) = D +
@DT
@x
x +
1
2
xT
@2D
@x2
x: (2.10)
V tem koraku se se znebimo manj zanesljivih ekstremov. Najprej preverimo
absolutno vrednost ekstrema. Ce je ta manjsa od tp = 0;03 ga odstranimo,
saj je verjetno posledica suma. Znebimo se se tistih, ki so posledica robov. Za
vsak ekstrem pridobimo Hessovo matriko H, ki zajema ukrivljenost funkcije
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v njegovi okolici. Nato z enacbo izracunamo razmerje r
r =
tr(H)2
det(H)
; H =
26664
@2D(x; y; )
@x2
@2D(x; y; )
@x@y
@2D(x; y; )
@x@y
@2D(x; y; )
@y2
37775 : (2.11)
Obdrzimo samo ekstreme za katere je r manjsi od (te + 1)
2 =te, kjer je te = 10.
Na ta nacin izboljsamo stabilnost in iskanje ujemanj med znacilnicami.
Slika 2.3: Slika prikazuje konstrukcijo prostora velikosti za parametra O = 4
in S = 6. Vrstice predstavljajo oktave, po stolpcih v desno pa narasca velikost
. Zacnemo s 6 glajenimi slikami, iz katerih pridobimo 5 slik DoG, ekstreme
pa poiscemo na treh sredinskih slikah ki imajo vse sosede. Rumeni ekstremi
so odstranjeni v sledecih korakih, rdeci pa so dovolj zanesljivi [27].
V tretjem koraku ekstremom dodelimo orientacijo. Najprej za slikovne
elemente na sliki L(x; y; ) v okolici ekstrema izracunamo magnitudo m(x; y)
in smer gradienta (x; y) z enacbama (2.12), kjer je L(x; y) slikovni element
na sliki. Za okolico stejemo vse slikovne elemente znotraj Gaussovega okna
velikosti 1;5.
m(x; y) =
p
(L(x+ 1; y)  L(x  1; y))2 + (L(x; y + 1)  L(x; y   1))2
(x; y) = tan 1

L(x; y + 1)  L(x; y   1)
L(x+ 1; y)  L(x  1; y)

(2.12)
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Nato ustvarimo histogram smeri s 36 razdelki (vsak pokriva razpon 10).
Vsakemu vzorcu iz okolice je dodeljen razdelek histograma glede na njegovo
smer gradienta (x; y). Pripadajocemu razdelku vzorec pristeje svojo ma-
gnitudo gradienta m(x; y). Ta je dodatno utezena z Gaussovim oknom s
srediscem v ekstremu (tako zmanjsamo prispevek bolj oddaljenih vzorcev).
Znacilnici se doloci smer z najvecjo vrednostjo v histogramu. Ce obstaja se
kaksna vrednost, ki je vecja od 80% maksimalne, se ustvari nova znacilnica
z enako lokacijo in velikostjo, za orientacijo pa vzamemo drugo vrednost.
Slika 2.4: Na levi strani je prikazano pridobivanje znacilnic na konkretnem
primeru. Prikazane so njihove orientacije in velikosti. Na desni strani je
gracni prikaz opisnika za eno izmed znacilnic. Zeleni osi predstavljata po-
ravnavo koordinatnega sistema z orientacijo znacilnice. Spodaj so prikazani
histogrami za vsako izmed 4 4 regij [27].
Tocke z lokacijo, velikostjo in orientacijo imenujemo znacilnice. V za-
dnjem koraku jim pripisemo se opisnik (angl. descriptor). To je vektor s
128 vrednostmi, ki zajema informacije o njihovi okolici. Uporablja se pri
medsebojnem primerjanju znacilnic in iskanju ujemanj. Opisnik znacilnice
pridobimo iz okolice slikovnih elementov velikosti 1616 oz. njihovih magni-
tud in smeri gradienta. Za zacetek od smeri gradienta odstejemo orientacijo
znacilnice. Tako dosezemo rotacijsko neodvisnost opisnika. Nato okolico
enakomerno razdelimo na manjse regije velikosti 4  4. Sedaj podobno kot
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v prejsnjem koraku za vsako regijo zgradimo histogram smeri, tokrat z 8
razdelki (vsak pokriva razpon 45). Vsak vzorec v regiji pristeje svojo ma-
gnitudo gradienta pripadajocemu razdelku. Magnitude so ponovno utezene z
Gaussovim oknom velikosti 1;5. Vrednosti dobljenih histogramov zdruzimo
v vektor velikosti 4 4 8 = 128. Tako pridobimo opisnik znacilnice. Da je
opisnik bolj odporen na spremembe osvetlitve ga normaliziramo, obrezemo
vrednosti ki presegajo 0;2 in ga ponovno normaliziramo. Koncni rezultat
pridobivanja znacilnic je prikazan na levi strani slike 2.4. Na desni je gracni
prikaz opisnika. Ko v preostalih poglavjih govorimo o znacilnicah, s tem
mislimo tudi na pripadajoci opisnik.
2.4 Ujemanja med znacilnicami
Ujemanja med znacilnicami so osnova za vzpostavitev in razsiritev rekon-
strukcije. V nasem primeru pride casovna zahtevnost tega problema do izraza
predvsem pri dodajanju nove slike k rekonstrukciji. Nas cilj je namrec, da za
znacilnice nove slike poiscemo ujemanja z znacilnicami obstojecih slik, ki so
ze del rekonstrukcije. Z naivnim pristopom bi ujemanja iskali z vsemi pred-
hodno dodanimi slikami, kar je prepocasno ze pri rekonstrukcijah skromne
velikosti. Postopek zato pohitrimo z dvema hitrejsima pristopoma. Najprej
s pomocjo vizualnega slovarja med obstojecimi slikami poiscemo kandidate
za ujemanje. Dejansko iskanje ujemanj znacilnic med novo sliko in kandidati
pa izvedemo s postopkom, ki ga avtorji imenujejo kaskadno zgoscevanje.
2.4.1 Iskanje podobnih slik
Za zacetek potrebujemo vizualni slovar (v nadaljevanju slovar). Med re-
konstrukcijo dodajamo slike predstavljene z vizualnimi besedami slovarja v
podatkovno zbirko. Nato lahko za novo sliko naredimo poizvedbo, ki vrne
podobne slike oz. kandidate za ujemanje. Taksen oris delovanja je prikazan
na sliki 2.5. Za ta korak v nasem delu uporabljamo knjiznico, ki je imple-
mentirana po [28]. Opis pomembnejsih korakov sledi v nadaljevanju.
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Kvantizacija Glasovanje Rangiranje
Nova slika
Slovar
Inverzni 
indeks Baza slik
Slika 2.5: Za znacilnice nove slike poiscemo najblizje besede v slovarju in
preko inverznega indeksa pridobimo c najbolj podobnih slik. Med njimi in
novo sliko poiscemo ujemanja, kar nam omogoca, da v naslednjem koraku
pridobimo lego kamere. Skica je povzeta po [23].
Slovar je potrebno zgraditi preden ga lahko uporabimo pri rekonstruk-
ciji. Za zacetek potrebujemo veliko ucno mnozico raznolikih slik, na kate-
rih poiscemo znacilnice. Vse pripadajoce opisnike z algoritmom k-povprecij
(angl. k-means) razporedimo v k gruc. Sredisce gruce je nov opisnik imeno-
van vizualna beseda (v nadaljevanju beseda). Ta korak je imenovan kvanti-
zacija, saj opisnike x 2 Rd iz zveznega prostora preslikamo v indeks najblizje
besede, kar je prikazano v enacbi
q : Rd ! [1; k]
x 7! q(x) :
(2.13)
Za hitro iskanje najblizjih sosedov je uporabljena drevesna struktura, zato
taksnemu slovarju pravimo tudi besediscno drevo (angl. vocabulary tree).
Parameter k pomembno vpliva na kvaliteto slovarja. Pri velikih vrednostih,
so podobni opisniki preslikani v razlicne besede. Za premajhne vrednosti,
pa so razlicni opisniki preslikani v iste besede. Ta kompromis je prikazan na
sliki 2.6. V delu [29] so avtorji osnovno razlicico slovarja nadgradili s Ham-
mingovo vlozitvijo opisnikov. Taksen pristop zdruzuje prednosti redkejse in
gostejse kvantizacije in v splosnem daje boljse rezultate, zato ga uporabljamo
tudi v nasem delu.
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Slika 2.6: Vizualni prikaz kvantizacije in vpliv parametra k. Leva stran
k = 30. Desna stran k = 13. Tocke iste barve predstavljajo sumne razlicice
istega opisnika. Na desni strani je prikazana tudi implicitna delitev gruce pri
uporabi Hammingove vlozitve. Skica je povzeta po [29].
Hammingova vlozitev (angl. Hamming embedding) je preslikava opi-
snika iz Evklidskega prostora v njegov db dimenzionalni binarni podpis bx =
HE(x) = (b1(x); : : : ; bdb(x)). Zasnovana je tako, da Hammingova razdalja
med opisnikoma x in y odraza njuno Evklidsko razdaljo. To nam omogoca,
da znotraj gruce iscemo ujemanja samo med pari z nizko Hammingovo razda-
ljo in s tem posledicno izlocimo stevilna napacna ujemanja. Funkcija za pre-
slikavo v Hammingov prostor HE je tudi zgrajena na podlagi ucne mnozice,
podrobnejsi opis njene konstrukcije, pa je na voljo v originalnem delu [29].
Zgrajeni slovar lahko sedaj uporabimo pri rekonstrukciji. Vsako novo
sliko, s katero uspesno razsirimo rekonstrukcijo, dodamo v bazo obstojecih
slik (ta je na zacetku prazna). To storimo tako, da za opisnike poiscemo
pripadajoce najblizje besede v slovarju in pripravimo njihov binarni podpis.
Nad bazo slik je deniran tudi inverzni indeks, kar pomeni da vsaka beseda
v slovarju kaze na slike, ki jo vsebujejo.
Naj bo X slika za katero zelimo v bazi poiskati najbolj podobne slike.
Predstavljena je z mnozico n opisnikov X = fx1; : : : ; xng. Kvantizacijska
funkcija q preslika opisnik xi v identikator besede q(xi), tako da je q(xi) 2
C, kjer je C = fc1; : : : ; ckg slovar velikosti k. Podmnozico opisnikov, ki so
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preslikani v besedo c oznacimo z Xc = fx 2 X : q(x) = cg. Podobnost med
X in sliko v bazi Y ocenimo z enacbo
K(X ;Y) = (X )(Y)
X
c2C
(wcM (Xc;Yc)) : (2.14)
Normalizacijski faktor  je deniran tako, da je samopodobnost slike enaka
K(X ;X ) = 1. Utez wc je dolocena s korenom inverzne pogostosti besede
(angl. inverse document frequency). S tem preprecimo, da bi bolj pogoste
besede imele prevelik prispevek pri sestevku. Enacba (2.14) racunanje po-
dobnosti porazdeli na besede, ki so skupne slikama X in Y . Podobnost za
posamezno besedo opisuje enacba
M(Xc;Yc) =
X
x2Xc
 
jYc(x)j 1=2
X
y2Yc
f(h(bx; by))
!
: (2.15)
Funkcija h vrne Hammingovo razdaljo med binarnima podpisoma bx = HE(x)
in by = HE(y). Dobljena razdalja je vhod v utezno funkcijo f , ki je deni-
rana z enacbo
f(h) =
8<:e h
2=2 ce h  1;5
0 drugace
: (2.16)
Z njo dosezemo, da imajo opisniki z manjso razdaljo vecji prispevek k podob-
nosti. V primeru da je razdalja prevelika pa prispevek iznicimo. Konkretne
vrednosti parametrov uporabljene v implementaciji so db = 64 (stevilo bitov
binarnega podpisa) in  = 16. Clen jYc(x)j v enacbi (2.15) je normali-
zacija pojava, ki ga obravnavajo avtorji v delu [30]. Njihov argument je,
da se besede, ki so prisotne na sliki, z vecjo verjetnostjo pojavijo veckrat
(veckratna pojavitev besed na sliki ni statisticno neodvisna). Ta dodatna
utez je stevilo elementov mnozice Yc, ki so dovolj blizu x. Denirana je z
Yc(x) = fy 2 Yc : f(h(bx; by)) 6= 0g.
Kvantizacija, drevesna struktura indeksa in uporaba inverznega indeksa
nam omogocajo, da je podobnost K med X in vsemi slikami Y v bazi
izracunana casovno ucinkovito. Z najbolj podobnimi c = 5 slikami v na-
slednjem koraku poiscemo ujemanja med znacilnicami.
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2.4.2 Iskanje ujemanj
Prejsnje podpoglavje opisuje kako poiscemo slike, ki so najbolj podobne tisti,
ki jo zelimo dodati rekonstrukciji, to podpoglavje pa opisuje kako poiscemo
ujemanja med znacilnicami dveh slik. Iskanje ujemanj s primerjavo vseh
moznih parov znacilnic ne pride v postev, zaradi prevelike casovne zahtev-
nosti. V nasem delu smo zato uporabili obstojeco implementacijo algoritma
predstavljenega v [24].
Najprej bolj natancno denirajmo kdaj dvema znacilnicama pravimo da
se ujemata. Naj bo x znacilnica slike X = fx1; : : : ; xng, za katero iscemo uje-
manje na sliki Y = fy1; : : : ; yng. Znacilnica x se ujema s tisto znacilnico y za
katero je Evklidska razdalja njunih opisnikov najmanjsa. V [22] je predlagan
se t.i. Lowejev test, ki drasticno zmanjsa stevilo napacnih ujemanj. Deluje
tako, da primerjamo razdalji med najblizjo in drugo najblizjo znacilnico, ce
je razmerje d1
d2
vecje od mejne vrednosti 0;8 potem ujemanja ne upostevamo.
Osnova za delovanje algoritma so lokalno obcutljive zgoscevalne funkcije
(angl. locality sensitive hashing). Druzina taksnih funkcij H, ki opisnik iz
Rd slikajo v Hammingov prostor B, je denirana z enacbama
Prh2H
 
h(x) = h(y)
  P1; ce D(x; y)  R
Prh2H
 
h(x) = h(y)
  P2; ce D(x; y)  cR: (2.17)
Pomen denicije H je naslednji. Ce sta si opisnika x in y blizu, potem ju
funkcija h 2 H z vecjo verjetnostjo P1 preslika v isto vrednost. Ce pa sta
bolj oddaljena, potem sta v isto vrednost preslikana z manjso verjetnostjo P2.
Namen funkcij druzineH je torej ohraniti lokalno razmerje podatkov, obenem
pa zmanjsati njihovo dimenzionalnost. V prejsnjem podpoglavju smo opisali
Hammingovo vlozitev s funkcijo, ki je bila uporabljena za podoben namen.
Razlika je v tem, da H ne potrebuje faze ucenja iz podatkov. Funkcija h 2 H
je dolocena z vektorjem r, ki je nakljucno vzorcen iz normalne porazdelitve
N (0; I). Preslikavo opisnika v posamezen bit deniramo z enacbo
hr(x) =
8<:1 ce r  x  00 ce r  x  0 : (2.18)
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Za daljsi binarni podpis preprosto uporabimo vecje stevilo nakljucno vzorcenih
funkcij h 2 H, rezultate pa zdruzimo v niz bitov.
Lokalno obcutljivost opisane preslikave si lahko intuitivno razlagamo na
naslednji nacin. Vektor r v prostoru Rd denira hiperravnino, ki prostor
nakljucno razdeli na dva dela. Funkcija hr(x) nam pove v kateri polovici
prostora se nahaja opisnik. Daljsi niz bitov pomeni veckratno delitev pro-
stora in s tem bolj natancno doloceno lokacijo opisnika. Hammingova razdalja
med binarnima podpisoma razlicnih opisnikov je tako dobra ocena dejanske
razdalje.
Algoritem kaskadnega zgoscevanja za iskanje ujemanj deluje v treh kora-
kih, celoten postopek pa je gracno prikazan na sliki 2.7. Opisali bomo kako
za en opisnik znacilnice x 2 X poiscemo najboljse ujemanje med opisniki
Y = fy1; : : : ; yng. Prvi korak je grobo iskanje kandidatov. Za vsak opisnik
proizvedemo L binarnih podpisov dolzine m
gl(x) =
 
h1;l(x); h2;l(x); : : : ; hm;l(x)

; l = 1; 2; : : : ; L: (2.19)
Funkcije hi;l so vzorcene neodvisno in nakljucno iz H. Za nadaljnje procesira-
nje obdrzimo samo tiste opisnike, ki se za vsaj eno izmed funkcij gl preslikajo
v isto binarno vrednost kot opisnik x. To ltrirano mnozico kandidatov lahko
zapisemo z Yf = fyi 2 Y : gl(x) = gl(yi)g. Slika 2.7 prikazuje kako si lahko
ta korak logicno predstavljamo z zgoscenimi tabelami. Vsaka izmed funk-
cij gl namrec preslika opisnike v enega izmed 2
m razdelkov. Obdrzimo tiste
ki so v istih razdelkih kot x. Izbira parametrov m in L je kompromis med
natancnostjo in hitrostjo delovanja. Avtorji algoritma predlagajo vrednosti
m = 10 in L = 6.
V drugem koraku opisnik x in kandidate Yf ponovno preslikamo v Ham-
mingov prostor. Tokrat pri preslikavi ustvarimo daljsi podpis dolzine n = 128
bitov. Ta je pri primerjavi bolj diskriminativen od krajsega. Nov podpis je
uporabljen za racunanje Hammingove razdalje med x in Yf .
V zadnjem koraku opisnike mnozice Yf razdelimo v skupine glede na
izracunano Hammingovo razdaljo. Znotraj skupine, ki pripada najkrajsi
26 POGLAVJE 2. REDKA REKONSTRUKCIJA
Hammingovi razdalji, poiscemo dva opisnika z najkrajso Evklidsko razda-
ljo (ce je skupina z razdajo 0 prazna, preverimo naslednjo itd.). Ce opisnika
prestaneta Lowejev test, smo nasli ujemanje.
Grobo iskanje
m-bitni podpisi
n-bitni podpisi
Fino iskanje
Značilnica slike
Značilnica slike
Preslikava       :
0  0  ...  0 0  0  ...  1 1  1  ...  1
Preslikava       :
0  0  ...  0 0  0  ...  1 1  1  ...  1
Preslikava       :
0  0  ...  0 0  0  ...  1 1  1  ...  1
0 1 n=
1  1  0  1  0  1  ...  1  0  0
0  0  1  1  0  1  ...  1  0  0
1  1  0  1  0  1  ...  1  1  0
1  1  0  1  0  1  ...  1  0  0
1  0  1  0  1  1  ...  1  0  0
0  0  0  1  0  0  ...  0  0  1
1  0  0  1  0  0  ...  0  0  1
0  0  0  1  0  0  ...  1  0  0
...
1  1  0  1  0  0  ...  1  0  0
0  0  0  1  0  0  ...  0  0  1
1  1  0  1  0  1  ...  1  0  0
3
1
0
4
9
7
3
...
1
5
0
Slika 2.7: Iskanje ujemanja za znacilnico x 2 X med znacilnicami slike Y
s kaskadnim zgoscevanjem. Grobo iskanje kandidatov opravimo z veckratno
preslikavo v kratke m-bitne podpise. Za no iskanje opisnike ponovno pre-
slikamo, tokrat v daljse n-bitne podpise. Ujemanje poiscemo z Evklidsko
razdaljo, ki jo izracunamo samo za opisnike z najkrajso Hammingovo razda-
ljo Hd. Skica je povzeta po [24].
Opisniki zajemajo samo lokalno informacijo o sliki, zato ta postopek pro-
izvede tudi napacna ujemanja. Pri rekonstrukciji je standardna praksa do-
datno ltriranje z uveljavljanjem epipolarne omejitve in uporabo algoritma
RANSAC. Z njim na podlagi ujemanj izracunamo epipolarno geometrijo in se
obenem znebimo napacnih ujemanj. Podrobnejsi opis sledi v podpoglavju 2.6.
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2.5 Ocena lege kamere
Ocenjevanje pozicije in orientacije (oz. lege) kamere delimo na relativno in
absolutno. Razlika med njima je naslednja. Pri oceni relativne lege potre-
bujemo dve sliki. Za ta par slik poiscemo ujemanja znacilnic (2D-2D kore-
spondence) in na podlagi najmanj petih korespondenc izracunamo osnovno
matriko E. Iz nje lahko neposredno pridobimo orientacijo in smer translacije
druge kamere glede na prvo (za izhodisce koordinatnega sistema predposta-
vljamo, da je v prvi kameri). Taksno oceno lege uporabimo pri inicializaciji
rekonstrukcije. V tem primeru magnituda translacije ni znana, zato pravimo
da je rekonstrukcija dolocena do velikosti natancno. Osnovna matrika se med
rekonstrukcijo uporablja tudi za ltriranje ujemanj.
Za naslednje poglede, ki so dodani k obstojeci rekonstrukciji, lahko dolocimo
absolutno lego. Ta deluje na podlagi ujemanj med znacilnicami posamezne
slike in obstojecimi 3D tockami v rekonstrukciji (2D-3D korespondence). V
tem primeru potrebujemo najmanj tri korespondence. Pozicija in orientacija
nove kamere sta na ta nacin dolocena absolutno glede na lego prve kamere.
V obeh primerih se med korespondencami pojavijo napacna ujemanja,
zato omenjena algoritma uporabljamo v kombinaciji z algoritmom RANSAC,
ki lahko lego kamere doloci tudi iz sumnih podatkov. Postopek je opisan v
podpoglavju 2.6.
2.5.1 Ocena relativne lege kamere
Vsa informacija o relativni legi dveh kamer, je zajeta v pripadajoci osnovni
matriki E. Nas cilj je izracunati to matriko na podlagi ujemanj znacilnic.
V nasem delu smo uporabili obstojeco implementacijo algoritma predstavlje-
nega v [31], ki za delovanje potrebuje pet ujemanj znacilnic. V tem opisu
bomo povzeli nekaj kljucnih korakov, izpustili pa bomo nekatere matematicne
podrobnosti, ki so na voljo v originalnem delu.
Ce spremenljivke epipolarne omejitve (2.6) pomnozimo med seboj, potem
jo lahko zapisemo z enacbo (2.20). Ujemanje predstavljata par (p; p0), indeksi
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spremenljivk pa so posamezni elementi vektorjev oz. matrik:
p^TE^ = 0
p^ = [p1p
0
1; p2p
0
1; p3p
0
1; p1p
0
2; p2p
0
2; p3p
0
2; p1p
0
3; p2p
0
3; p3p
0
3]
T
E^ = [E11; E12; E13; E21; E22; E23; E31; E32; E33]
T :
(2.20)
Iz petih ujemanj dobimo 5 epipolarnih omejitev, ki jih zberemo v matriki A
dimenzije 5  9. Vsaka vrstica v matriki A predstavlja pripadajoci vektor
p^. Z LU (ali SVD) razcepom pridobimo nicelni prostor te matrike, ki je 4-
dimenzionalen. Rezultat so 4 linearno neodvisni vektorji. Njihova linearna
kombinacija je osnovna matrika, ki jo iscemo (elemente 9-dimenzionalnih
vektorjev preuredimo v 3  3 matrike). To linearno kombinacijo prikazuje
enacba
E = xE1 + yE2 + zE3 + wE4: (2.21)
Ker je E dolocena le do velikosti natancno lahko predpisemo w = 1, tako nam
ostanejo se neznanke x, y in z. Njihove vrednosti poiscemo z upostevanjem
dodatnih omejitev, ki izvirajo iz lastnosti osnovne matrike. Z vstavitvijo
enacbe (2.21) v omejitvi (2.22) in (2.23) pridobimo 10 polinomskih enacb
tretje stopnje s tremi spremenljivkam:
det(E) = 0 (2.22)
2EETE   tr(EET)E = 0: (2.23)
Prva enacba prispeva eno, druga pa preostalih devet. Sistem polinomskih
enacb zapisemo z enacbo (2.24), kjer je matrika B dimenzije 10  20 in
vsebuje koeciente vseh polinomov. Stolpci matrike sovpadajo z vektorjem
X vseh moznih monomov tretje stopnje treh spremenljivk.
BX = 0 (2.24)
X =

x3; x2y; x2z; xy2; xyz; xz2; y3; y2z; yz2; z3; x2; xy; xz; y2; yz; z2; x; y; z; 1
T
Resitve lahko sedaj poiscemo s splosno metodo za resevanje sistema poli-
nomskih enacb. Matematicno ozadje potrebno za razumevanje metode je
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preobsezno za ta opis. Naj samo povzamemo, da je ideja postopka vpeljava
Grobnerjeve baze in t. i. akcijske matrike, katere lastni vektorji so resitve
sistema. Uporaba te metode na konkretnih problemih iz racunalniskega
vida je v celoti predstavljena v [32]. V nasem primeru na podlagi sistema
enacb (2.24) pridobimo 10 moznih resitev za neznanke x, y in z, ki jih vsta-
vimo nazaj v enacbo (2.21). Vse mozne resitve preizkusimo znotraj iteracije
algoritma RANSAC in izberemo najboljso.
Relativno lego dveh kamer pridobimo iz osnovne matrike E. Ce je njen
SVD razcep enak E = U diag(1; 1; 0) V T, potem je projekcijska matrika
druge kamere ena izmed resitev v enacbi (2.25). Za prvo kamero privzamemo,
da ima projekcijsko matriko C = [I j 0]. Vektor u3 predstavlja tretji stolpec
matrike U . Dokaz enacbe je na voljo v knjigi [33].
C 0 =

UWV Tju3

ali

UWV Tj u3

ali

UWTV Tju3

ali

UWTV Tj u3

kjer je W =
2664
0  1 0
1 0 0
0 0 1
3775 (2.25)
Pravilno resitev izberemo s triangulacijo ene izmed ujemajocih znacilnic. Re-
konstruirana tocka namrec lezi pred obema kamerama pri samo eni izmed
stirih resitev.
2.5.2 Ocena absolutne lege kamere
Omenili smo ze, da moramo pri dodajanju slike k obstojeci rekonstrukciji
oceniti lego nove kamere. To storimo na podlagi 2D-3D korespondenc (v na-
daljevanju poglavja korespondence). V literaturi je splosen problem oznacen
s kratico PnP (angl. Perspective-n-Point). V nasem delu smo uporabili ob-
stojeco implementacijo algoritma predstavljenega v [34], ki proizvede resitev
iz n = 3 korespondenc (P3P). To je tudi najmanjse stevilo korespondenc za
katero dobimo koncno stevilo resitev. Prednosti tega algoritma v primerjavi
z alternativnimi sta racunska ucinkovitost in numericna stabilnost.
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Tu bomo opisali nekaj kljucnih korakov omenjenega algoritma. Glavna
ideja avtorjev je vpeljava dveh vmesnih koordinatnih sistemov, transforma-
cijo med njima pa parametrizirajo samo z dvema parametroma. Za zacetek
deniramo nekaj spremenljivk. Pozicijo t in orientacijo R kamere prido-
bimo na podlagi treh 3D tock M1, M2 in M3, ki ne smejo biti koline-
arne. Za notranje parametre kamere predpostavljamo, da so poznani, zato
lahko projekcije 3D tock predstavimo z vektorji f1, f2 in f3, ki so iz iz-
hodisca koordinatnega sistema kamere  usmerjeni proti tockam na sliki.
Nato iz f1 in f2 z enacbo (2.26) deniramo vmesni koordinatni sistem ka-
mere  = (t; ax; ay; az):
ax = f1
az =
f1  f2
kf1  f2k
ay = az  ax :
(2.26)
Tako lahko vektorje fi z matriko A = [ax; ay; az]
T transformiramo v . Ce
nam uspe dolociti globalno orientacijo koordinatnega sistema , potem lahko
preko A dolocimo tudi orientacijo sistema  (pozicija ostaja enaka t).
Iz tock M1, M2 in M3 z enacbo (2.27) deniramo vmesni globalni koor-
dinatni sistem  = (M1; bx; by; bz):
bx =
~M1M2
k ~M1M2k
bz =
bx  ~M1M3
kbx  ~M1M3k
by = bz  bx :
(2.27)
Podobno kot prej deniramo matriko B = [bx; by; bz]
T, s katero 3D tocke
transformiramo v . Tukaj je pomembna opazka, da lahko z dolocitvijo
transformacije med  in  dolocimo tudi globalne koordinate kamere. Para-
metrizirati jo je mozno s samo dvema parametroma  in , kar je tudi razlog
za vpeljavo vmesnih koordinatnih sistemov. Z enacbo (2.28) izracunamo po-
zicijo kamere v koordinatnem sistemu , transformacijsko matriko iz  v 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pa z enacbo (2.29). V enacbi (2.28) je d12 razdalja med tockama M1 in M2.
Spremenljivka c = cot , kjer je  kot med f1 in f2.
t(; ) =
2664
d12 cos(sin  c+ cos)
d12 sin cos (sin  c+ cos)
d12 sin sin (sin  c+ cos)
3775 (2.28)
Q(; ) =
2664
  cos   sin cos    sin sin 
sin   cos cos    cos sin 
0   sin  cos 
3775 (2.29)
Vrednosti parametrov  in  poiscemo s pomocjo transformacije tocke
M3 v  in upostevanjem, da je njena smer enaka vektorju f

3 . Tako pridemo
do polinoma cetrte stopnje iz katerega lahko analiticno pridobimo vse stiri
pare moznih resitev (; ). Celotna izpeljava enacb in polinoma, s podrob-
nejsim opisom, je podana v originalnem clanku [34]. Za izbrano resitev z
enacbo (2.30) pridobimo lego kamere v globalnem koordinatnem sistemu:
t = M1 +B
T t
R = BT QT A:
(2.30)
Postopek torej proizvede stiri resitve, med katerimi je ena pravilna. Poiscemo
jo tako, da projekcijo nove 3D tocke M4 primerjamo z njeno dejansko lokacijo
na sliki in izberemo resitev kjer je napaka najmanjsa.
2.6 Robustna ocena parametrov modela
V racunalniskem vidu pogosto ocenjujemo parametre modela iz sumnih po-
datkov. V taksnih primerih si lahko pomagamo z algoritmom RANSAC
(Random Sample Consensus) [25], ki omogoca robustno ocenjevanje parame-
trov. Gre za iterativni postopek, ki temelji na nakljucnem vzorcenju podat-
kov. Algoritem predpostavlja, da so vhodni podatki sestavljeni iz mnozice
ki podpira model (angl. inliers) in mnozice osamelcev (angl. outliers), ki
nimajo prispevka pri oceni modela.
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Najprej bomo opisali splosno delovanje, nato pa konkretno uporabo v
nasem delu. Z algoritmom ocenjujemo parametre  modela M na vhodnih
podatkih D. Ena iteracija algoritma poteka na naslednji nacin. Najprej z
nakljucnim vzorcenjem podatkov pridelamo podmnozico velikosti k oznaceno
z Dk. Stevilo k je najmanjse stevilo vzorcev, ki jih potrebujemo, da lahko
z izbranim algoritmom fM na mnozici Dk ocenimo parametre  in tako
postavimo hipotezo M. Podatke D nato razdelimo na dva dela, in sicer
mnozico I, ki podpira trenutno hipotezo, ter mnozico O osamelcev. Za
to delitev mora biti denirana tudi funkcija napake M , ki pri trenutni
hipotezi za posamezni podatek izracuna odstopanje od predvidene vrednosti.
Podatke smatramo za osamelce, ce njihova napaka presega mejno vrednost
t. Ena iteracija zelo malo verjetno pridela dobre parametre modela, zato
postopek ponovimo n krat in na koncu obdrzimo tisto hipotezo, za katero je
vsota napak M (za podatke znotraj I) najmanjsa. Postopek je povzet v
algoritmu 2.
Stevilo iteracij ki jih potrebujemo, lahko ocenimo na naslednji nacin. Naj
bo ro delez osamelcev v podatkih. Potem lahko verjetnost, da algoritem najde
dober model, zapisemo z enacbo
Ps = 1  (1  (1  ro)k)n: (2.31)
Dober model je tisti, ki ni bil ocenjen z osamelci med podatki. To pomeni,
da v vsaj eni izmed n iteracij pri vzorcenju k podatkov, ni bilo osamelcev.
Ce enacbo obrnemo, dobimo stevilo potrebnih iteracij. V nasem primeru za
Ps uporabimo vrednost 0;99, parameter ro pa ocenjujemo med izvajanjem
algoritma.
n =
log(1  Ps)
log(1  (1  ro)k) (2.32)
Prva uporaba tega algoritma v nasem delu je pri ocenjevanju osnovne
matrike E (model M) in ltriranju ujemanj. Podatki D so vsa ujemanja
med parom slik. Parametri , so elementi osnovne matrike. Ocenjujemo
jih z algoritmom opisanim v podpoglavju 2.5.1 (funkcija fM), ki za oceno
potrebuje k = 5 vzorcev. Napaka predstavlja odstopanje znacilnice od pri-
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Algoritem 2 RANSAC
Vhod: Podatki D, funkciji fM in M ter parametra t in Ps
Izhod: Parametri  in mnozica podatkov I, ki model podpira
1: for i 1 : : : n do
2: Dki  Podmnozica podatkov velikosti k (enakomerno vzorcenje)
3: i  Parametri hipoteze M ocenjeni iz Dki z algoritmom fM
4: Ii  Podatki ki podpirajo hipotezo M(D)  t
5: Oi  Podatki ki ne podpirajo hipoteze M(D) > t
6: end for
7:  Najboljsi parametri izmed 1; : : : ;n
8: I  Podatki ki podpirajo najboljso hipotezo
padajoce epipolarne premice. Meri se s Sampsonovo razdaljo [33] (funkcija
M). Filtrirana ujemanja predstavlja mnozica I, ki podpira ocenjeni model.
Druga uporaba algoritma je pri oceni absolutne lege kamere iz 2D-3D
korespondenc. Kamera, ki jo modeliramo, ima za parametre  translacijski
vektor in rotacijsko matriko. Pridobimo jih z algoritmom opisanim v pod-
poglavju 2.5.2 (funkcija fM), ki za oceno potrebuje k = 3 vzorce. Kvaliteto
ocene preverimo z reprojekcijsko napako (funkcija M).
2.7 Triangulacija in minimizacija napake
Triangulacija je postopek, s katerim pridobimo pozicijo tocke v 3D prostoru
iz njenih pripadajocih projekcij na vsaj dveh razlicnih pogledih. Naj bo
M iskana tocka v 3D prostoru. Projekcijo tocke M na eno izmed kamer
s centrom ci oznacimo s pi. Za vse notranje in zunanje parametre kamere
predvidevamo, da so poznani. Poltrak iz tocke ci skozi pi denira vektor
vi oz. zarek, ki bi pri brezsumnih podatkih potekal tudi skozi tocko M . V
taksnem primeru, bi bil problem trivialen, saj bi preprosto poiskali presecisce
dveh zarkov. Realni podatki neizogibno vsebujejo odstopanja pri meritvah,
zato se zarki projekcij ne sekajo.
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Obstaja vec metod triangulacije, ki na razlicne nacine denirajo opti-
malno lego tocke M . V nasem delu smo uporabili preprosto metodo srednje
tocke (angl. midpoint method) [35]. Kot namiguje ze ime, ta metoda poisce
sredino najkrajse daljice med zarkoma vi in vj razlicnih pogledov, ki pripa-
data isti tocki M . Posplosena razlicica deluje za poljubno stevilo zarkov,
resitev pa pridobimo z enacbo
M =
"X
i
(I   vivTi )
# 1 "X
i
(I   vivTi )ci
#
: (2.33)
Gre za linearen sistem enacb, ki ga lahko resimo zelo ucinkovito. Njegova
izpeljava je razlozena v [35]. Za razliko od nekaterih alternativ [36], ta me-
toda ne minimizira reprojekcijske napake in zato ni najbolj natancna, njena
prednost pa je casovna ucinkovitost. Ocena lege je kljub temu dovolj dobra,
saj napako minimiziramo v naslednjem koraku za celotno rekonstrukcijo.
Zadnji korak pri dodajanju slike k rekonstrukciji je minimizacija repro-
jekcijske napake za celotno mnozico slik (angl. bundle adjustment). Ta
minimizacija izboljsa natancnost rekonstrukcije in omili akumulacijo napake
pri dodajanju slik. Reprojekcijska napaka je denirana kot sestevek razdalj
med projekcijo posamezne 3D tocke na vse slike na katerih je vidna in lo-
kacijo pripadajocih znacilnic na slikah. Nas cilj je poiskati parametre kamer
in lege tock, ki minimizirajo to napako. Optimizacijski kriterij zapisemo z
enacbo
min
Mi;Pj
mX
i=1
nX
j=1
vij d
 
PjMi ; pij
2
: (2.34)
V zgornji enacbi je vij binarna spremenljivka, ki je postavljena na vrednost
1, ce je 3D tocka Mi vidna na kameri z indeksom j, sicer je postavljena na 0.
Projekcijska matrika kamere je denirana s Pj = KCj, kjer so K notranji in C
zunanji parametri kamere. Detekcijo 3D tocke Mi na kameri Pj predstavlja
2D tocka pij, projekcijo te iste 3D tocke na kamero pa zapisemo s PjMi.
Napako med znacilnico in projekcijo ocenimo s funkcijo razdalje d. Najbolj
priljubljena izbira je Evklidska razdalja, uporabljene pa so lahko tudi druge
mere [37].
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Kamere Pj in tocke Mi so parametri minimizacije za katere sicer imamo
zacetno oceno, vendar jih zelimo izboljsati. Posamezna kamera ima v splosnem
11 parametrov (3 za pozicijo, 3 za orientacijo in 5 za notranje parametre),
posamezna tocka v prostoru pa 3. Skupno stevilo parametrov optimizacije je
torej 3m + 11n. V nasem primeru predpostavljamo, da so vse slike zajete z
isto kamero za katero optimiziramo samo goriscno razdaljo. Preostali notra-
nji parametri pri modernih kamerah ne prispevajo veliko k natancnosti, zato
jih postavimo na privzete vrednosti. Stevilo parametrov v nasem primeru
tako zmanjsamo na 3m + 6n + 1. Dejanska optimizacija je opravljena z al-
goritmom Levenberg-Marquardt [38]. Gre za nelinearno metodo najmanjsih
kvadratov in je zelo pogosta izbira pri taksni vrsti optimizacije.
Minimizacija napake je casovno zahteven postopek, zato globalno mini-
mizacijo izvedemo samo ce se stevilo tock v rekonstrukciji poveca za vec kot
5 odstotkov. Po vsakem dodajanju slike pa izvedemo delno minimizacijo, ki
optimizira 3D tocke in poglede za zadnjih 20 slik.
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Poglavje 3
Gosta rekonstrukcija
3.1 Rekonstrukcija povrsine
Redka rekonstrukcija v dolocenih primerih uporabe ne zadostuje zaradi pre-
nizke natancnosti, poleg tega pa ima predstavitev 3D modela z oblakom tock
dolocene slabosti in posledicno omejene moznosti uporabe. Za ceno doda-
tnega procesiranja, lahko model izboljsamo z algoritmi goste rekonstrukcije.
V nasem delu uporabljamo obstojeco implementacijo, ki sledi sodobnim pri-
stopom in deluje v dveh korakih. Najprej je na podlagi oblaka tock rekon-
struirana povrsina, nato pa je izboljsana locljivost pridobljenega 3D modela.
Uporabljena implementacija za rekonstrukcijo povrsine sledi postopku
predstavljenem v [39]. Gre za izboljsavo metode, ki je originalno predsta-
vljena v [40]. Za razliko od klasicnih pristopov (npr. Poissonova rekon-
strukcija povrsine [41]), je posebnost omenjenih metod to, da pri delovanju
izkoriscajo tudi informacijo o legi kamer. Problem je formuliran z minimiza-
cijo energijske funkcije na Delaunayevi tetraedralizaciji. Pridobljeni model je
predstavljen s seznamom tock in trikotnikov oz. tako imenovano trikotnisko
mrezo (angl. triangular mesh). Taksna prestavitev je prostorsko ucinkovita
in dovolj eksibilna za sirok spekter uporabe. V nasem delu je pridobljeni
model uporabljen tudi kot izhodisce za oceno kvalitete in nacrtovanje naj-
boljsega naslednjega pogleda.
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Osnova za delovanje metode je mera, ki jo avtorji poimenujejo podpora
praznega prostora (angl. free space support). Ta mera poljubni tocki v
prostoru pripise vrednost, ki predstavlja prepricanje v praznost prostora.
Metoda uposteva vidnost vhodnih tock na kamerah, in zato omogoca rekon-
strukcijo geometrije s slabo podporo oz. majhnim stevilom vhodnih tock,
zgolj na podlagi prekrivanja predmetov. Skica na sliki 3.1 prikazuje opisani
koncept.
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Slika 3.1: Prikaz podpore praznega prostora. Povrsina predmetov se nahaja
na prehodu iz nicelnih v pozitivne vrednosti. Skica je povzeta po [39].
Leva stran slike prikazuje tri kamere, ki opazujejo predmet P . Z rdeco so
obarvani segmenti, ki predstavljajo vhodne tocke. Oznaka segmentov pona-
zarja njihovo vidnost na kamerah (npr. ABC pomeni da so tocke segmenta
vidne na kamerah A, B in C). V tem primeru je prostor implicitno razdeljen
na obmocja. Vsakemu izmed njih je pripisana vrednost, ki predstavlja pod-
poro praznega prostora. Na primer vrednost 3 pomeni, da skozi vsako tocko
tega obmocja potekajo trije segmenti, ki povezujejo eno izmed kamer z eno
izmed vhodnih tock. Na desni strani slike v prostor vstavimo nov predmet
Q, ki nima vhodnih tock, vendar kljub temu zastira obstojece tocke. Kljub
nespremenjeni mnozici vhodnih tock, se spremeni informacija o njihovi vi-
dnosti. Ideja algoritma temelji na opazki, da se povrsina predmetov nahaja
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na prehodu, kjer pride do velike spremembe vrednosti podpore praznega
prostora (v idealnem primeru na prehodu iz nicelnih v pozitivne vrednosti).
Opazka velja za dobro podprto (P) in slabo podprto (Q) geometrijo.
Konkreten postopek delovanja algoritma je naslednji. Najprej je prostor
diskretiziran z Delaunayevo tetraedralizacijo [42]. Postopek je izvrsen na
uniji med vhodnimi tockami in mnozico centrov kamer. Vrednost podpore
prostega prostora je izracunana za vsak tetraeder. Preden lahko podamo
njeno tocno denicijo moramo uvesti nekaj novih spremenljivk. Konstanta 
predstavlja najmanjso razdaljo rekonstruirane povrsine. Izracunana je tako,
da mediano dolzin vseh robov tetraedrov pomnozimo s faktorjem 2. Vhodne
tocke vsebujejo informacijo o vidnosti, zato jih zapisemo s parom (c; p) 2 S,
kjer je c 2 C center kamere, p vhodna 3D tocka in S mnozica vseh parov.
Podporo praznega prostora za tetraeder T izracunamo z enacbo
f(T ) =
X
(c;p)2ST
(p); ST = f(c; p) 2 S j (c; p) \ T 6= ;g; (3.1)
kjer je ST mnozica segmentov (c; p), ki sekajo tetraeder T , (p) pa je dodatna
utez, ki predstavlja stevilo tock v  okolici tocke p. Vecja vrednost funkcije
pomeni vecje prepricanje, da je prostor ki ga zaseda tetraeder prazen. Na
premici skozi tocki c in p lahko sedaj deniramo novo funkcijo fcp. Gre za
odsekoma linearno funkcijo, ki interpolira vrednosti f(Ti) za tetraedre, ki jih
seka premica skozi (c; p). Njeno denicijsko obmocje je merjeno v enotah
, tocka p pa se nahaja na  = 0. Pomozni funkciji, ki merita ekstremne
vrednosti funkcije fcp v okolici tocke p deniramo z enacbama
cp(k) = max
x2[ k;0]
(fcp(x)) ; cp(k) =
max
x2[0;k]
(fcp(x))
2
+
min
x2[0;k]
(fcp(x))
2
: (3.2)
Funkcija cp(k) vrne maksimalno vrednost v smeri proti kameri, cp(k) pa
povprecje maksimalne in minimalne vrednosti v smeri stran od kamere. Skica
na sliki 3.2 prikazuje pomen funkcij. Denirajmo se dve pomozni funkciji za
meritev absolutne in relativne spremembe funkcije fcp v okolici tocke p:
abscp (kf ; kb) = cp(kf )  cp(kb); relcp (kf ; kb) =
cp(kb)
cp(kf )
: (3.3)
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kf = -3 -2 -1 0 1 2 3 4 = kb
T-3 T-2 T-1
T0 T1 T2 T3
T4
c p
(c,p)
fcp(x)
f(T-3 )
f(T1 )
f(T0 )
fcp
x
βcp(kf )
γcp(kb )
σ
Slika 3.2: Ilustracija funkcij fcp, cp(k) in cp(k) za premico skozi tocki c in
p. Skica je povzeta po [39].
Predhodne denicije so bile potrebne za realizacijo klasikatorja, ki skusa
za poljubno vhodno tocko ugotoviti ali je ta res del povrsine:
K(c; p) =
8<:1 ce
 
relcp (kf ; kb) < krel
 ^  relcp (kf ; kb) > kabs ^ (cp(kb) < koutl)
0 drugace:
(3.4)
Tocko p klasiciramo kot del povrsine, ce je relativna in absolutna sprememba
funkcije fcp v okolici tocke p dovolj velika, kolicina osamelcev, ki jo ocenjuje
funkcija cp(k), pa dovolj majhna. Uporabljene vrednosti parametrov so
kf = 3, kb = 4, krel = 1000, kabs = 0;1 in koutl = 400. Vec informacij o
tocnosti klasikatorja in izbiri parametrov je na voljo v originalnem delu [39].
Povrsino modela poiscemo z resevanjem optimizacijskega problema na
posebno pripravljenem s-t grafu. Vsak posamezni tetraeder predstavlja eno
izmed vozlisc grafa v 2 V , njegovi mejni trikotniki pa povezave s sosednjimi
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tetraedri e 2 E. Poleg tega uvedemo se dve posebni vozlisci, in sicer izvor s in
ponor t, ki imata povezavo do vsakega izmed tetraedrov. Problem resujemo z
iskanjem minimalnega reza s-t grafa. Tako imenovani s-t rez grafa, vozlisca
razdeli v disjunktni mnozici S in T (kjer velja s 2 S in t 2 T), ki jim
pripisemo oznako praznih in polnih tetraedrov. Cena reza je denirana kot
sestevek utezi povezav, ki so odstranjene iz grafa. Cenovno oz. energijsko
funkcijo reza zapisemo s spodnjo enacbo, kjer je wij utez na povezavi med
vozliscema vi in vj, w
t
i in w
s
i pa sta utezi na povezavi vozlisca vi s s in t:
c(S;T) =
X
vi2Snfsg
vj2Tnftg
wij +
X
vi2Snfsg
wti +
X
vi2Tnftg
wsi : (3.5)
Resitev problema je torej odvisna od utezi, ki jih postavimo na povezavah.
Taksna formulacija problema nam omogoca, da casovno ucinkovito poiscemo
globalno optimalno resitev. Gre za splosno metodo optimizacije, ki se upo-
rablja tudi na drugih problemih racunalniskega vida (npr. segmentacija). V
nasem primeru koncno resitev oz. povrsino modela predstavlja unija triko-
tnikov ki so na meji med polnim in praznim tetraedrom.
Podroben opis dolocanja utezi grafa je na voljo v [40] in [39], tu bomo
povzeli le glavno idejo. Na zacetku so vse utezi grafa postavljene na 0.
Prispevek vhodnega para (c; p) na utezi je naslednji. Najprej za vrednost
(p) povecamo utezi w, vseh povezav ki pripadajo trikotnikom, ki jih seka
segment (c; p). Za enako vrednost povecamo tudi utez ws zacetnega tetra-
edra, ki vsebuje tocko c, in utez wt koncnega tetraedra, ki vsebuje tocko p.
Glavni prispevek dela [39] je dodatna okrepitev utezi wt tistih tetraedrov, ki
pripadajo tockam, ki so bile na podlagi (3.4) klasicirane kot del povrsine.
3.2 Izboljsava locljivosti in natancnosti
Z dodatnim procesiranjem lahko zacetnemu 3D modelu, ki ga pridobimo
po rekonstrukciji povrsine, izboljsamo locljivost in natancnost. Postopek
uvrscamo na podrocje vecpoglednega sterea. V preglednem clanku [7] so
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opisani tudi alternativni pristopi, v nasem delu pa smo uporabili obstojeco
implementacijo sodobne metode [43], ki je v nasem primeru najbolj smiselna.
Metoda deluje tako, da nad vozlisci modela deniramo t. i. energijsko funk-
cijo, natancnejso pozicijo tock pa pridobimo z minimizacijo te funkcije.
Na zacetku je locljivost modela prilagojena locljivosti vhodnih slik. Po-
samezen trikotnik je razdeljen na 4 manjse (slika 3.3), v primeru da njegova
preslikava na vsaj enem paru kamer zaseda vec kot 64 slikovnih elementov.
Slika 3.3: Skica delitve trikotnikov.
Nad vozlisci V tega gostejsega modela deniramo energijsko funkcijo, ki
jo za posamezno vozlisce v 2 V zapisemo z enacbo
E(v) = EP (v) + ER(v): (3.6)
Funkcija je sestavljena iz podatkovnega clena, ki temelji na fotometricni skla-
dnosti (angl. photometric consistency), in regularizacijskega clena, ki je mera
gladkosti geometrije. Natancnejso pozicijo vozlisc dolocimo z minimizacijo
te funkcije. Pri tem uporabimo metodo gradientnega spusta, kar pomeni da
moramo izracunati njen gradient.
Fotometricna skladnost opisuje podobnost posameznih slikovnih elemen-
tov dveh slik. Zelo pogosta izbira je t. i. normalizirana precna korelacija
(angl. normalized cross correlation). Priljubljena je zaradi dobre odpornosti
na spremembe pogleda in osvetlitve. Zapisemo jo z enacbo
MNCC(f; g) =
(f   (f))  (g   (g))
(f)(g)
; f = Ii(
(pi)); g = Ij(
(pj)):
(3.7)
Tocki pi in pj sta slikovna elementa slik Ii in Ij. Njuno okolico pridobimo s
funkcijo 
, ki vrne sosednje slikovne elemente v oknu dimenzije 77. Velikost
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okna je kompromis med enolicnostjo in invariantnostjo. Pridobljene elemente
zapisemo z vektorjema f in g ter ju uporabimo pri izracunu podobnosti.
Funkciji  in  vrneta povprecje in standardni odklon. Mera zasede vrednost
na intervalu [ 1; 1], kjer vecja vrednost pomeni vecjo podobnost. Gradient
prvega clena energijske funkcije je odvisen od fotometricne skladnosti. Vsak
par slik Ii in Ij, na katerih je vidno vozlisce v, ima svoj prispevek pri izracunu,
kar zapisemo z enacbo
rEP (v) =
X
i
X
i 6=j
rEPij (v): (3.8)
Clen rEPij (v) je izracunan na naslednji nacin. Trikotniki, ki vsebujejo vo-
zlisce v so preslikani nazaj na obe sliki. Clen rEPij (v) je vsota prispevkov
posameznih slikovnih elementov, ki so del preslikanih trikotnikov. Magnituda
prispevka je odvisna od odvoda fotometricne skladnosti slikovnega elementa
(glede na drugo sliko) in njegovih baricentricnih koordinat na trikotniku.
Smer prispevka je odvisna od normale trikotnika. Izpeljava clena je pre-
obsezna za ta opis, na voljo pa je v delu [44].
Regularizacijski clen ER(v) namesto eksplicitne denicije zapisemo kar
neposredno v obliki gradienta. Najprej deniramo Laplaceov operator (v),
ki za podano vozlisce vrne vektor v smeri sredisca sosednjih vozlisc. Na po-
dobne nacin deniramo se bi-Laplaceov operator, ki je ekvivalenten dvakratni
uporabi Laplaceovega operatorja. Zapisemo ju z enacbama
(v) =
P
ui2N ui
jN j   v; 
2(v) =
P
ui2N (ui)
jN j  (v): (3.9)
Spremenljivka N predstavlja sosednja vozlisca vhoda v. Gradient rER(v)
je deniran kot linearna kombinacija operatorjev (v) in 2(v). Gradient
energijske funkcije lahko sedaj zapisemo s spodnjo enacbo, kjer sta  in 
dodatni utezi linearne kombinacije:
rE(v) =
X
i
X
i 6=j
rEPij (v) +  (v)  2 (v) : (3.10)
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3.3 Teksturiranje 3D modela
Teksturiranje je kljucnega pomena za dosego realisticnega izgleda rekonstru-
iranih modelov. Tekstura je dodatna slika, ki je prilozena modelu, nad tri-
kotniki pa je dolocena preslikava, ki slikovne elemente teksture preslika na
njihovo povrsino. Teksturiranje ni trivialen problem zaradi sprememb v osve-
tlitvi, razlike v locljivosti slik in zastiranja delov predmeta. V literaturi teks-
turiranju modelov ni namenjeno toliko pozornosti kot njihovi rekonstrukciji,
kljub temu pa lahko zasledimo nekaj uspesnih metod. V nasem delu upora-
bljamo obstojeco implementacijo sodobne metode [45].
Algoritem deluje v dveh korakih. V prvem koraku vsakemu trikotniku Ti
pripisemo oznako li, ki doloca en pogled, ki bo uporabljen za njegovo teks-
turiranje. Problem je ponovno formuliran z minimizacijo energijske funkcije.
Zapisemo jo s spodnjo enacbo, kjer N predstavlja mnozico sosednjih triko-
tnikov posameznega trikotnika:
E(l) =
X
Ti2T
EP (Ti; li) +
X
(Ti;Tj)2N
ES(Ti; Tj; li; lj): (3.11)
Optimizacija funkcije poteka z iskanjem minimalnih rezov na posebno pri-
pravljenem grafu. Vozlisca grafa predstavljajo trikotniki, povezave pa nji-
hovi robovi, ki mejijo na sosednje trikotnike. Graf vsebuje se dve dodatni
terminalni vozlisci, ki imata povezave do vseh preostalih vozlisc. Postopek
optimizacije je soroden metodi, ki je opisana v podpoglavju 3.1, le da je
zaradi vecjega stevila moznih oznak potrebna nekoliko bolj kompleksna me-
toda. Predstavljena je v [46]. Gre za iterativno iskanje minimalnih rezov
s t.i. -ekspanzijo. V delu je opisano tudi, kako na podlagi funkcije (3.11)
dolocimo utezi na povezavah omenjenega grafa.
Prvi clen EP (Ti; li) funkcije (3.11) doloca kako dober je pogled li za te-
kstruriranje trikotnika Ti. Izracunamo ga z enacbo
EP (Ti; li) =  
X
(Fi;li)
kr(Ili(p))k2: (3.12)
Magnituda gradienta slike kr(Ili(p))k2 je izracunana s Sobelovim operator-
jem [35]. Spremenljivka p eden izmed slikovnih elementov preslikave (Fi; li),
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ki trikotnik Ti preslika na pogled z oznako li. Vrednost tega clena je ve-
lika pri veliki povrsini projekcije in ostri sliki, ker funkcijo minimiziramo pa
je predznak negativen. S pomocjo drugega clena ES(Ti; Tj; li; lj) energijske
funkcije skusamo minimizirati stevilo sosednjih trikotnikov z razlicno oznako.
Izracunamo ga na preprost nacin, in sicer ce sta oznaki li in lj razlicni, potem
zasede vrednost 1 v nasprotnem primeru pa vrednost 0. Kosi vhodnih slik, ki
so doloceni za teksturiranje trikotnikov, so zdruzeni v eni sliki oz. teksturi.
Drugi korak algoritma je globalna uskladitev barv oz. optimizacija kon-
sistentnosti teksture, tako da med trikotniki, ki so teksturirani z razlicnimi
slikami ni vidnih prehodov. Pri opisu delovanja si bomo pomagali s sliko 3.4,
ki prikazuje enostaven primer.
v0
v1
v2
Slika 3.4: Primer preproste geometrije, kjer barva ponazarja, da so triko-
tniki teksturirani z razlicnima slikama.
Na sliki so modro in rdece obarvani trikotniki teksturirani z razlicnima
slikama. Na prehodu so vozlisca v0, v1 in v2. Robove vzdolz te meje imenu-
jemo siv (angl. seam). Vsako vozlisce vi, ki se nahaja na sivu podvojimo in iz
njega ustvarimo dve novi vozlisci vLi in v
R
i . Vozliscem sedaj pripada enolicna
barva fv 2 R3 na podlagi pripadajoce slike. Za vsako vozlisce izracunamo
popravek barve v obliki vektorja gv 2 R3, in sicer z minimizacijo spodnje
enacbe, kjer so S vozlisca na sivu in K pari sosednjih vozlisc teksturirani z
isto sliko:
argmin
g
0@X
v2S
(fvL + gvR   (fvR + gvR))2 + 1
X
(vi;vj)2K
 
gvi   gvj
21A : (3.13)
Prvi clen enacbe poskrbi, da sta si popravljeni barvi vozlisc vzdolz siva cim
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bolj podobni, drugi clen pa minimizira velikost popravka znotraj enega kosa
teksture. Popravki za posamezne teksturne elemente (angl. texel) so inter-
polirani na podlagi popravkov vozlisc gv in baricentricnih koordinat.
V tem opisu smo predstavili glavne ideje algoritma, izpustili pa smo ne-
kaj podrobnosti, ki so tudi pomembne za robustno delovanje. Na primer v
prvem koraku pri izbiri pogleda za teksturiranje trikotnika avtorji upostevajo
tudi fotometricno skladnost med kandidati. S tem preprecijo, da bi za teks-
turiranje bila uporabljena slika, na kateri je rekonstruirani predmet prekrit
z objektom, ki ni rekonstruiran (npr. pesci in ostali premikajoci objekti, ki
lahko na posameznih slikah zastirajo pogled). Se en taksen primer je izracun
spremenljivk fvL in fvR v enacbi (3.13). Namesto barve posameznega slikov-
nega elementa, sta spremenljivki izracunani kot utezeno povprecje slikovnih
elementov do sosednjih vozlisc (vzdolz siva). Podrobnejsi opis korakov je na
voljo v originalnem delu [45].
Poglavje 4
Nacrtovanje naslednjega
pogleda
4.1 Ocena kvalitete 3D modela
Omenili smo ze, da v nasem delu za predstavitev 3D modelov uporabljamo
trikotnisko mrezo. To je seznam tock Mi in trikotnikov Ti. Tako kot v [2],
kvaliteto 3D modela deniramo s funkcijo Q, ki vsakemu trikotniku Ti =
fM1;M2;M3g priredi realno vrednost. Taksno preslikavo lahko zapisemo z
enacbo
Q : fR3;R3;R3g ! R
Ti 7! Q(Ti):
(4.1)
Zelimo si, da prirejena vrednost cim bolje predstavlja kvaliteto koncnega mo-
dela, ki je merjena z natancnostjo in pokritostjo. Na ta nacin ima uporabnik
ze med rekonstrukcijo na voljo informacije o tem, kateri deli modela so bolj
oz. manj natancni. Tako lahko sprejme informirano odlocitev o postavitvi
naslednje kamere in s tem optimizira proces zajemanja slik. V nasem delu
smo oceno kvalitete uporabili tudi kot osnovo za nacrtovanje naslednjih po-
gledov. V delu [2] so avtorji predstavili mero GSD (angl. ground sampling
distance), ki predstavlja maksimalno locljivost preslikave posameznega tri-
kotnika nazaj na sliko. V nasem delu predlagamo podobno, vendar nekoliko
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spremenjeno mero imenovano PPA (angl. pixels per area), ki se je v nasem
primeru izkazala za bolj robustno. Predlagano mero eksperimentalno ovre-
dnotimo v poglavju 6.3 in jo primerjamo z GSD, zato bomo v tem poglavju
opisali obe meri.
Mera GSD se izracuna na naslednji nacin. Posamezni trikotnik Ti pre-
slikamo nazaj na kamere Cj. Ploscino trikotnika nato delimo z maksimalno
locljivostjo preslikave in rezultat korenimo. Mero zapisemo z enacbo
QGSD(Ti) = min
Cj
s
A(Ti)
P (Ti; Cj)
: (4.2)
V zgornji enacbi, funkcija P vrne stevilo slikovnih elementov, ki jih triko-
tnik Ti pokrije na sliki kamere Cj, funkcija A pa vrne ploscino trikotnika
v 3D prostoru. Manjsa vrednost funkcije QGSD predstavlja vecjo kvaliteto
modela. Zaradi majhnih in manj vidnih trikotnikov ta mera proizvede tudi
nekatere zelo izstopajoce vrednosti. To je problematicno pri vizualizaciji,
zato odrezemo  = 10% najvecjih vrednosti, tako kot v originalnem delu [2].
Mero PPA izracunamo na podoben nacin. Trikotnik Ti je ponovno pre-
slikan nazaj na kamere Cj. Stevilo slikovnih elementov preslikav tokrat
sestejemo in delimo s ploscino trikotnika v 3D prostoru. Da omilimo vpliv
vecjih vrednosti, koncni rezultat korenimo. Mero zapisemo z enacbo
QPPA(Ti) =
sP
Cj
P (Ti; Cj)
A(Ti)
: (4.3)
V tem primeru vecja vrednost funkcije QPPA predstavlja vecjo kvaliteto mo-
dela. Posebna normalizacija, kot pri meri GSD tukaj ni potrebna. V zgornjih
enacbah je racunsko najzahtevnejsa funkcija P pri kateri moramo upostevati
medsebojno prekrivanje trikotnikov celotnega modela. Za ucinkovito imple-
mentacijo uporabimo gracno kartico, tako da vsakemu trikotniku pripisemo
unikatno stevilo in upodobimo sliko na kamerah Cj. Rezultat preberemo iz
pomnilnika in prestejemo slikovne elemente, ki pripadajo trikotniku. Na ta
nacin funkcijo P izracunamo zelo ucinkovito.
Na sliki 4.1 sta obe meri kvalitete vizualizirani na konkretnem primeru.
Za primerjavo smo na sliki 4.2 prikazali tudi dejansko natancnost modela.
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Postopek izracuna natancnosti je opisan v podpoglavju 6.1.3. Opazimo lahko,
da se v tem primeru mera PPA vizualno bolje ujema z dejansko natancnostjo.
V podpoglavju 6.3 z bolj obsezno evalvacijo pokazemo, da ima mera PPA
boljsi koecient linearne korelacije z dejansko natancnostjo.
Slika 4.1: Vizualizacija kvalitete za konkreten 3D model. Na levi strani
je prikazana mera GSD, na desni pa PPA. Meri sta normalizirani tako da
zavzameta vrednosti na intervalu [0; 1], kjer 1 predstavlja najvecjo in 0 naj-
manjso kvaliteto. Opazimo lahko, da je blizjim trikotnikom in tistim z boljso
vidnostjo na kamerah, pripisana vecja kvaliteta.
Obe meri predpostavljata, da boljsa vidnost trikotnikov proizvede boljso
kvaliteto modela. Razlikujeta se v tem, da mera PPA uposteva vidnost triko-
tnika na vseh kamerah, medtem ko je pri meri GSD pomembna le cim vecja
locljivost na eni izmed kamer. Omenjena predpostavka drzi v primerih, ko
ima rekonstruirani predmet dobro teksturo in je pridobljenih dovolj znacilnic.
V dolocenih primerih lahko model zaradi lukenj, odsevnih materialov, slabe
teksture in suma vsebuje trikotnike, ki se dejanski povrsini predmeta ne pri-
legajo, vendar so kljub temu dobro vidni na kamerah. V taksnih primerih
opisani meri proizvedeta slabse rezultate.
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Slika 4.2: Vizualizacija dejanske natancnosti modela za primerjavo z me-
rama GSD in PPA. Leva stran prikazuje nespremenjeno natancnost. Za
potrebe vizualizacije smo odstranili 10% najvecjih vrednosti. Na ta nacin
omilimo vpliv velikih odstopanj in zmanjsamo razpon med vrednostmi. Re-
zultat je na desni strani. Rdeca barva predstavlja dobro natancnost, modra
pa slabo.
4.2 Izbira najboljsega naslednjega pogleda
V splosnem je problem nacrtovanja naslednjega pogleda (angl. next best
view planning) deniran kot iskanje nove oz. dodatne postavitve senzorja
z namenom izboljsave obstojece rekonstrukcije oz. predstavitve prostora.
Namesto barvne kamere so v splosnem lahko uporabljeni tudi drugi senzorji
(npr. globinske kamere, laserski skenerji itd.). Odvisno od konteksta lahko na
nacrtovanje pogledov gledamo kot postopno gradnjo mreze kamer, strategijo
za avtonomno raziskovanje, ali pa izbiro najboljsih vhodnih slik pri rekon-
strukciji iz velike mnozice podatkov. Tako kot v [15], v tem delu problem
obravnavamo kot inkrementalni proces sistematicne izboljsave natancnosti in
pokritosti 3D modela.
V tem poglavju predstavimo nov pristop za nacrtovanje naslednjega po-
gleda, ki temelji na oceni kvalitete 3D modela. Najprej denirajmo cenovno
funkcijo, ki za podano lego kamere oceni kako dobra je njena postavitev.
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Funkcijo zapisemo z enacbo
fNBV : R44 ! R
fNBV (C) =   
 
QPPA(v(C))
     QPPA(v(C)): (4.4)
Spremenljivka C je 4  4 matrika lege kamere, ki vsebuje njeno pozicijo in
orientacijo. Funkcija v za postavitev kamere C vrne vse vidne trikotnike, ki
jih oznacimo s T . Funkcijo Q, ki za podano mnozico T vrne pripadajoce
kvalitete, smo denirali v prejsnjem podpoglavju. V nasem primeru smo
uporabili mero PPA. Funkciji  in , za mnozico vrednosti QPPA(T ), vrneta
njihovo povprecje in standardni odklon. Parametra  in  uravnavata njun
prispevek pri izracunu. Ker gre za cenovno funkcijo iscemo taksno postavitev
kamere, ki vrne cim manjso vrednost. Utemeljitev taksne denicije je nasle-
dnja. Za novo kamero si zelimo, da izboljsa obmocja slabe kvalitete, po drugi
strani pa je kamera lahko pravilno lokalizirana oz. dodana k rekonstrukciji,
samo ce so vidni tudi bolj kvalitetni deli modela. Zelimo si torej cim vecji
razpon med vrednostmi. Ta kompromis med vidnostjo trikotnikov z dobro
in slabo kvaliteto uravnavamo s parametroma  in .
V delu [15], avtorji denirajo nekoliko bolj kompleksno cenovno funk-
cijo, ki sicer neposredno ne zajema informacije o kvaliteti modela, zdruzuje
pa informacije o negotovosti rekonstruiranih tock, velikosti povrsine modela
preslikanega na kamero in o videzu teksture. Ker na tem podrocju standar-
dna testna mnozica ne obstaja, je neposredna primerjava pristopov na zalost
nemogoca. V poglavju 6.4 nas pristop primerjamo z referencno postavitvijo
kamer.
Hitrost izracuna funkcije fNBV omejuje iskanje vidnih trikotnikov, pri
katerem moramo upostevati njihovo medsebojno prekrivanje. Kljub temu
da je implementacija na gracni kartici sorazmerno hitra, je to se vedno
najpocasnejsi del izracuna, zato postopek nacrtovanja naslednjega pogleda
pricnemo z grucenjem trikotnikov modela, ki opravlja dve nalogi. Na podlagi
gruc generiramo obvladljivo stevilo postavitev kamere. Te postavitve pred-
stavljajo kandidate za naslednji pogled. Pri velikih modelih je stevilo gruc
(in posledicno kandidatov) lahko se vedno preveliko, zato so kandidati doda-
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tno ltrirani na podlagi lokalne ocene za funkcijo fNBV , ki je izracunana na
podlagi trikotnikov v posamezni gruci. Na koncu funkcijo fNBV izracunamo
le za mnozico najboljsih kandidatov, ki je dovolj majhna za hiter izracun.
Podrobnejsi opis korakov je naslednji. Na zacetku model nakljucno razde-
limo na povezane gruce, ki vsebujejo med cmin in cmax trikotnikov. Normala
posameznega trikotnika v gruci od povprecja ne sme odstopati za vec kot 
stopinj. Primer grucenja je prikazan na sliki 4.3. Uporabljen je isti model in
postavitev kamer kot na sliki 4.1. Za vsako gruco ovrednotimo lokalno oceno
funkcije fNBV , tako da namesto trikotnikov vidnih na kameri uporabimo tri-
kotnike v gruci. Ker za lokalno oceno ne potrebujemo informacije o vidnosti,
je ta izracun lahko zelo hiter. Gruce predstavljajo lokalno oceno cenovne
funkcije, zato njihove vrednosti dodatno utezimo s stevilom trikotnikov. Pri
vecji velikosti je namrec lokalna ocena funkcije fNBV bolj zanesljiva.
Slika 4.3: Primer grucenja na konkretnem primeru. Prikazana sta dva po-
gleda istega modela. Trikotniki iste gruce so obarvani z isto barvo. Barva
predstavlja tudi lokalno oceno cenovne funkcije. Gruce na robu modela z
nizko ceno (modra barva) predstavljajo dobre kandidate za postavitev ka-
mere. Nekateri trikotniki niso del gruce (bela barva), saj njihova ocena kva-
litete presega trenutno ciljno vrednost.
Za vsako gruco generiramo eno postavitev kamere, ki predstavlja kandi-
data za naslednji pogled. Kamera je postavljena od sredisca gruce G v smeri
povprecja normal trikotnikov znotraj gruce. Usmerjena je proti centru gruce,
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oddaljenost d pa je dolocena z enacbo
d =  3
p
A(G): (4.5)
Funkcija A vrne ploscino gruce v 3D prostoru, korenska funkcija pa prepreci,
da bi pri velikih grucah bila kamera prevec oddaljena. Dodaten parameter 
je odvisen od goriscne razdalje. V tem delu smo uporabili le dve razlicni ka-
meri (virtualno in resnicno), zato smo v obeh primerih ta parameter dolocili
empiricno. V podpoglavju 6.4 uporabljamo vrednost  = 4:0, v podpo-
glavju 6.5 pa vrednost  = 3:0. Z dodatnim testiranjem bi lahko formulirali
tudi pravilo za dolocanje tega parametra. Za najboljsih n kandidatov (v
smislu lokalne ocene) nato izracunamo cenovno funkcijo fNBV in za najboljsi
naslednji pogled predlagamo tistega z najmanjso ceno. Opisano nacrtovanje
naslednjega pogleda je povzeto v algoritmu 3. Podane so tudi konkretne
vrednosti parametrov, ki smo jih dolocili empiricno.
Algoritem 3 Nacrtovanje najboljsega naslednjega pogleda
Vhod: 3D model predstavljen s trikotnisko mrezo MT
Izhod: Lega predlaganega pogleda Cnbv
1: MQ  Izracun kvalitete za trikotnisko mrezo QPPA(MT )
2: G1 : : : Gn  Delitev modela na gruce (cmin = 100, cmax = 300,  = 100)
3: fLOC(Gi) Lokalna ocena funkcije fNBV za vse posamezne gruce Gi na
podlagi trikotnikov znotraj gruce ( = 1,  = 5)
4: C1 : : : Cn  Za vsako gruco Gi je generirana postavitev kamere Ci (kan-
didati za naslednji pogled)
5: fNBV (Ci) Ovrednotenje cenovne funkcije fNBV (Ci) za najboljsih n =
20 kandidatov z najboljso lokalno oceno fLOC(Gi) ( = 1,  = 5)
6: Cnbv  Izbira najboljsega kandidata
Izboljsava kvalitete modela je postopna. Na zacetku rekonstrukcije posta-
vimo ciljno kvaliteto qt. Ko qp odstotkov trikotnikov doseze ciljno kvaliteto,
parameter qt povecamo za qinc. Ti parametri so odvisni od uporabljene mere
za kvaliteto. V nasem primeru uporabljamo mero PPA in vrednosti parame-
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trov qt = 1500, qp = 85% in qinc = 500. Na ta nacin se dodatno spodbudimo
raziskovanje in preprecimo morebitno kopicenje pogledov na enem obmocju.
Izracun cenovne funkcije fNBV na konkretnem primeru je prikazan na
sliki 4.4. Ponovno je uporabljen isti model in postavitev kamer kot na
sliki 4.1, le da kamere rekonstrukcije tokrat niso prikazane. Na desni strani
je prikazan najboljsi predlagani pogled, na levi pa sesti najboljsi. Prikazana
je tudi upodobitev modela z mero PPA na obeh kamerah. Vrednost cenovne
funkcije fNBV za levi pogled znasa 30;3, za desni pogled pa  111;9. Desni
pogled ima nizjo ceno zaradi vecjega razpona vrednosti mere PPA, kar je
razvidno tudi iz upodobitve modela. Ta pogled je boljsa izbira, saj z njim
zajamemo vecje stevilo slabse ocenjenih trikotnikov in s tem spodbujamo
siritev rekonstrukcije, obenem pa z vidnostjo dobro ocenjenih trikotnikov
omogocimo njegovo uspesno lokalizacijo. Levi pogled je postavljen blizu ob-
stojecih kamer in ima manjsi prispevek k izboljsavi rekonstrukcije.
Slika 4.4: Upodobitev modela z mero PPA za dva predlagana pogleda.
Vrednost cenovne funkcije fNBV za levi pogled znasa 30;3, za desni primer pa
 111;9. Desni pogled je bolje ocenjen zaradi manjsega povprecja in vecjega
standardnega odklona mere PPA na vidnih trikotnikih.
Poglavje 5
Implementacija resitve
5.1 Predstavitev programske resitve
V sklopu tega dela smo razvili programsko resitev, ki vkljucuje algoritme opi-
sane v prejsnjih poglavjih. Program podpira celoten proces rekonstrukcije, od
zajemanja slik do tvorjenja koncnega 3D modela s teksturo. V tem poglavju
predstavimo njegove funkcionalnosti, knjiznice uporabljene pri implementa-
ciji so podrobneje predstavljene v podpoglavju 5.2. Program je razdeljen na
module za zajemanje slik, rekonstrukcijo, urejanje modela in nacrtovanje po-
gledov. Za potrebe evalvacije smo pripravili se dodaten modul, ki omogoca
rekonstrukcijo v simuliranem okolju. Moduli zdruzujejo sorodne funkcional-
nosti program.
Diagram na sliki 5.1 prikazuje odvisnost med funkcionalnostmi programa
ter vhodnimi in izhodnimi podatki. Potek rekonstrukcije je naslednji. Slike
so nalozene z diska, ali pa so zajete preko IP kamere. Iz njih je postopoma
grajena redka rekonstrukcija. Po vsaki dodani sliki je na podlagi oblaka tock
rekonstruirana tudi povrsina. Tako pridobljeni 3D model je predstavljen s
trikotnisko mrezo. Na podlagi tega 3D modela, je izbran najboljsi naslednji
pogled, prikazana pa je lahko tudi ocena kvalitete. Ko je zajetih dovolj slik,
lahko uporabnik iz modela odstrani odvecne trikotnike, ki so del okolice.
Sledi izboljsava locljivosti in teksturiranje, kar proizvede koncni 3D model.
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Nalaganje	z	diska Zajemanje	preko	IPkamere
Zajem	vhodnih	slik
Rekonstrukcija
površine
Izboljšava
ločljivosti	in
natančnosti
Teksturiranje
Gosta	rekonstrukcija
Oblak	točk	in	lega
kamer
3D	model
(trikotniška	mreža)
Odstranjevanje
odvečnih
trikotnikov
Decimacija	modela Polnjenje	lukenj
Urejanje	modela
Inicializacija Razširitevrekonstrukcije
Odstranjevanje
pogledov
Redka	rekonstrukcija
Končni	3D	model
Ocena	kvalitete
modela	(PPA,	GSD)
Izbira	najboljšega
naslednjega	pogleda
Načrtovanje	naslednjega	pogleda
Vhodne	slike
Predlog	naslednjega
pogleda
Začetna	ocena
notranjih
parametrov
Slika 5.1: Oris programske resitve. Beli okvirji z debelejsim robom predsta-
vljajo vhode oz. izhode razlicnih funkcionalnosti programa, ki so prikazane
v sivih okvirjih. Puscice prikazujejo potek rekonstrukcije in odvisnost med
funkcionalnostmi.
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Na sliki 5.2 je prikazan zaslonski posnetek celotnega uporabniskega vme-
snika. Z rdeco obrobo so oznaceni deli, ki predstavljajo funkcionalnosti po-
sameznih modulov in so podrobneje opisani v nadaljevanju. Na sredini je
primer 3D modela in postavitev kamer uporabljenih za rekonstrukcijo.
Slika 5.2: Zaslonski posnetek uporabniskega vmesnika.
5.1.1 Modul za zajemanje slik
V sklopu tega modula smo implementirali zajemanje slik preko IP kamere.
Namen te funkcionalnosti je, da ima uporabnik interaktivno izkusnjo oz.
sproten odziv o stanju rekonstrukcije za vsako zajeto sliko. Gracni vmesnik
tega modula je prikazan na levi strani slike 5.3. V prvo polje vnesemo celo-
ten naslov URL (angl. uniform resource locator) na katerega kamera objavlja
slike. Ko pritisnemo gumb \Zajemi sliko", se iz podanega naslova prenese tre-
nutna slika, ki jo vidi kamera. Z ukazom \Lokaliziraj sliko" lahko preverimo,
ce je zajeto sliko mozno dodati k rekonstrukciji. V primeru, da je uspesno
lokalizirana, se zeleno obarvana kamera postavi na ustrezno mesto (relativno
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na obstojeco rekonstrukcijo), kot to prikazuje desna stran slike 5.3. V naspro-
tnem primeru je kamera obarvana rdece, njena lega pa je neveljavna. Hitrost
lokalizacije je v nasi implementaciji odvisna predvsem od hitrosti prenosa
slike in traja priblizno 1 s. S pohitritvijo prenosa (npr. z uporabo hitrejsega
omrezja, paralelne implementacije ali USB povezave) in upostevanjem lege
predhodno lokalizirane slike, bi predvidoma dosegli priblizno 15 lokalizacij
na sekundo, kar bi zadostovalo za izris uporabnikove kamere v realnem casu.
Ce je zajeta slika ustrezna jo lahko shranimo s pritiskom na \Shrani sliko".
Izbirno polje \Auto", tukaj in v nadaljevanju pomeni, da se ukaz izvede sa-
modejno, ko je to mogoce. Na posnetku gracnega vmesnika lahko vidimo
se razdelek \Povezava z moduli". To so funkcionalnosti drugih modulov, ki
bodo opisane v nadaljevanju. Tukaj so prisotne zato, da jih lahko izvedemo
avtomatsko po shranjevanju slike. V primeru, da uporabnik funkcionalnosti
tega modula ne potrebuje, so slike lahko nalozene neposredno z diska. V
podpoglavju 6.5 smo za rekonstrukcijo uporabili kamero mobilnega telefona,
ki se lahko uporablja kot IP kamera (npr. z uporabo aplikacije IP Webcam 1)
Slika 5.3: Gracni vmesnik modula za zajemanje slik (levo) in prikaz lokali-
zacije kamere glede na obstojeco rekonstrukcijo (desno). Uspesno lokalizirana
kamera je obarvana zeleno, obstojece kamere rekonstrukcije pa sivo.
1Avtor Pavel Khlebovich. Na voljo za operacijski sistem Android.
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Notranji parametri kamere so ob zagonu nalozeni iz datoteke. Kot smo
omenili v podpoglavju 2.1, je najpomembnejsi med njimi goriscna razdalja.
Ta parameter je med rekonstrukcijo optimiziran, zato zadostuje ze groba
ocena. Izracunamo ga lahko na primer iz sirine vidnega polja FOV in sirine
slikovnega senzorja w, s pomocjo enacbe
FOV = 2 arctan

w
f

: (5.1)
Za bolj natancne rezultate je priporocljiva predhodna kalibracija kamere.
5.1.2 Modul za rekonstrukcijo
Ta modul zajema funkcionalnosti redke in goste rekonstrukcije. Njegov
gracni vmesnik je prikazan na sredini slike 5.4. V razdelku \Vhod / Iz-
hod" se nahajajo ukazi za shranjevanje in nalaganje modela. Rekonstrukcijo
lahko inicializiramo, ko sta na voljo vsaj dve sliki. Naslednje slike dodamo k
rekonstrukciji z ukazom \Razsiri". Gradnjo redke rekonstrukcije z opisanima
ukazoma prikazuje leva stran slike 5.4. Posamezne poglede lahko tudi od-
stranimo iz rekonstrukcije. Rekonstrukcija povrsine na podlagi oblaka tock
proizvede model predstavljen s trikotnisko mrezo. Ker gre za hitro operacijo,
jo lahko izvedemo po vsaki dodani sliki. Izboljsava locljivosti modela in te-
kstruriranje pa sta pocasnejsi operaciji. Preden ju izvedemo je zazeleno, da
iz modela odstranimo odvecne trikotnike, ki so del ozadja.
Desna stran slike 5.4 prikazuje 3 modele. Zgornji model je rezultat redke
rekonstrukcije, iz katerega so ze bili odstranjeni odvecni trikotniki. Naslednji
model je rezultat izboljsave locljivosti, tretji model pa je koncni tekstrurirani
model. Modul ponuja se prikaz ocene kvalitete modela z ukazoma \PPA" in
\GSD". Meri sta lahko prikazani, samo ce je povrsina uspesno rekonstruirana.
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Slika 5.4: Gracni vmesnik modula za rekonstrukcijo (sredina), gradnja
redke rekonstrukcije (levo) in vmesni koraki goste rekonstrukcije (desno).
5.1.3 Modul za urejanje
Glavni namen tega modula je odstranjevanje odvecnih trikotnikov in priprava
modela na izboljsavo locljivosti. Njegov gracni vmesnik je prikazan na levi
strani slike 5.5. Na voljo so trije nacini izbire trikotnikov in sicer izbira po-
sameznih trikotnikov, izbira znotraj mejnega kvadra in izbira pod ravnino.
Mejni kvader in ravnino lahko uporabnik interaktivno postavlja v prostoru.
Primer uporabe vseh treh orodij je prikazan na desni strani slike 5.5. Naj-
prej so izbrani trikotniki znotraj mejnega kvadra. Z ukazom \Obrni izbiro"
izberemo komplement oznacenih trikotnikov in jih odstranimo z \Odstrani
izbiro". Nato izberemo nekaj trikotnikov na ravni podlagi in kliknemo na
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\Poravnaj ravnino z izbiro". Tako lahko izberemo trikotnike pod ravnino
in jih odstranimo. Rezultat je ociscen model, ki je pripravljen za naslednje
korake. Modul ponuja se funkciji za decimacijo modela in polnjenje manjsih
lukenj.
Slika 5.5: Gracni vmesnik modula za urejanje modela (levo) in nacini
izbire trikotnikov (desno).
5.1.4 Modul za nacrtovanje pogledov
Za nacrtovanje najboljsega naslednjega pogleda smo pripravili locen modul.
Njegov gracni vmesnik je prikazan na levi strani slike 5.6. Uporabnik ima
moznost, da s pomocjo mejnega kvadra izbere obmocje interesa. To stori
tako, da oznaci izbirni polji \Viden mejni kvader" in \Postavi mejni kvader"
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ter potrdi izbiro z ukazom \Uporabi izbiro". Na ta nacin algoritem uposteva
le trikotnike znotraj mejnega kvadra oz. obmocja interesa. Z ukazom \Inicia-
liziraj NBV" pozenemo algoritem za nacrtovanje naslednjega pogleda, ki vrne
najvec 20 predlaganih pogledov urejenih narascajoce po vrednosti cenovne
funkcije. V primeru, da najboljsi predlagani pogled ne more biti lokaliziran,
ali pa je zicno nedosegljiv, lahko z drsnikom izberemo naslednji pogled. Na
predlagano mesto je postavljena modro obarvana kamera. Preostala vnosna
polja sluzijo za nastavitve parametrov algoritma. Na desni strani slike 5.6
je prikazana postavitev mejnega kvadra (zgoraj) ter postavitev uporabnikove
kamere (zelena) na predlagano mesto (modra). Pri postavitvi kamere na pre-
dlagano mesto v zicnem prostoru so odstopanja neizogibna, kar je razvidno
tudi na sliki.
Slika 5.6: Gracni vmesnik modula za nacrtovanje naslednjega pogleda
(levo), izbira obmocja interesa (desno zgoraj) in postavitev kamere na pre-
dlagano mesto (desno spodaj).
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5.2 Uporabljene knjiznice
Programsko resitev smo razvili v jeziku C++. Pri razvoju smo uporabili
nekaj odprtokodnih knjiznic. Kot osnovo pri implementaciji redke rekon-
strukcije smo uporabili knjiznico TheiaSfM [47]. Ta vsebuje stevilne algo-
ritme s podrocja strukture iz gibanja med drugim tudi algoritme opisane v
poglavjih od 2.3 do 2.7, z izjemo vizualnega slovarja. Postopnega dodajanja
(ali odstranjevanja) slik k obstojeci rekonstrukciji v osnovi ne podpira, zato
smo pri realizaciji postopka opisanega v poglavju 2.2 uporabili lastno imple-
mentacijo. Za hitrejse pridobivanje znacilnic smo uporabili implementacijo
algoritma SIFT na gracni kartici iz knjiznice SiftGPU [48]. Implemen-
tacijo vizualnega slovarja smo vzeli iz knjiznice COLMAP [18], ki je prav
tako ena izmed priljubljenih knjiznic za rekonstrukcijo. Za gradnjo goste re-
konstrukcije smo uporabili knjiznico OpenMVS [49], ki vsebuje algoritme za
rekonstrukcijo povrsine iz oblaka tock, izboljsavo locljivosti modela in tekstu-
riranje. Za oceno kvalitete modela ter nacrtovanje naslednjega pogleda smo
uporabili lastno implementacijo. Omenjene komponente smo povezali v celo-
ten sistem za gradnjo 3D modelov iz mnozice slik. Za interaktivno izkusnjo
smo gracni vmesnik razvili s pomocjo knjiznice libigl [50]. Njen glavni na-
men je sicer procesiranje geometrije, vsebuje pa tudi preprost program za
ogled 3D modelov, ki smo ga nekoliko prilagodili za nase potrebe. Elemente
uporabniskega vmesnika (vnosna polja, gumbi itd.) priskrbi knjiznica Dear
ImGui [51]. Za interaktivno postavitev mejnega kvadra in ravnine pa smo
dodali se manipulator iz knjiznice ImGuizmo [52].
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Poglavje 6
Eksperimentalna evalvacija
6.1 Metodologija evalvacije
Standardnega oz. uveljavljenega postopka za evalvacijo ocene kvalitete 3D
modela in nacrtovanja naslednjega pogleda v literaturi nismo zasledili. Pro-
blem je v tem, da bi v obeh primerih poleg zicnega modela oz. njego-
vih posnetkov potrebovali tudi njegov referencni 3D model (za izracun na-
tancnosti). Pri nacrtovanju pogledov pa je problematicna tudi natancna po-
stavitev kamere na predlagano mesto v zicnem prostoru, kjer so odstopanja
neizogibna. Iz teh razlogov smo v nasem delu oceno kvalitete in nacrtovanje
naslednjega pogleda evalvirali z rekonstrukcijo racunalniskih 3D modelov.
Rezultati so predstavljeni v podpoglavjih 6.3 in 6.4, nekaj primerov rekon-
strukcij resnicnih predmetov pa podamo v podpoglavju 6.5. Ceprav se na
podrocju racunalniskega vida zelimo izogniti sinteticnim testnim zbirkam,
je v tem primeru to najbolj prakticna resitev, ki odpira tudi moznosti za
pripravo standardne testne mnozice za neposredno primerjavo razlicnih pri-
stopov nacrtovanja naslednjega pogleda. V podpoglavju 6.5 podamo se nekaj
casovnih meritev pomembnejsih korakov rekonstrukcije.
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6.1.1 Enakomerna postavitev kamer
Pri evalvaciji smo uporabili referencne 3D modele, ki so prosto dostopni na
spletnem portalu Sketchfab 1 in so objavljeni pod licenco CC. Konkretni mo-
deli uporabljeni za evalvacijo so podrobneje predstavljeni v podpoglavju 6.2.
V nadaljevanju bomo rezultate nacrtovanja naslednjega pogleda primer-
jali s t. i. osnovno rekonstrukcijo. Ta je pridobljena iz enakomerne postavi-
tve kamer. Kamere so razporejene enakomerno po navidezni polkrogli in so
usmerjene proti njenemu srediscu. Njihova postavitev je generirana na na-
slednji nacin. Najprej izberemo gostoto postavitve , ki predstavlja stevilo
kamer na prvem obrocu imenovanem tudi glavni krogelni krog (presek krogle
z ravnino, ki poteka skozi sredisce). Razmak med kamerami je dolocen z
d = 2=. Nov obroc kamer dobimo tako, da se pomaknemo za razdaljo d
po polkrogli navzgor in postavimo kamere z medsebojnim razmakom d.
Primer enakomerne postavitve kamer je prikazan na sliki 6.1. V tem pri-
meru so prikazane tri postavitve kamer, in sicer za gostote  = f20; 40; 60g,
ki na vseh nivojih skupaj proizvedejo 72, 271 oz. 596 kamer (v tem vrstnem
redu). Notranji parametri so znani, in jih med rekonstrukcijo ne optimizi-
ramo. Osnovno rekonstrukcijo gradimo iz slik locljivosti 2048  1536, ki jih
upodobimo z virtualnimi kamerami. Najprej so dodane slike na spodnjem
obrocu, nato pa nadaljujemo z naslednjimi obroci proti vrhu. Primerjava z
nacrtovanjem naslednjih pogledov je podana v nadaljevanju. Za bolj posteno
primerjavo, smo referencne modele izbrali tako, da je za njihovo rekonstruk-
cijo enakomerna postavitev kamer sorazmerno ugodna. V splosnem je po-
stavitev kamer v obliki polkrogle zelo ugodna pri rekonstrukciji predmetov z
vecinoma konveksno obliko, ki jih lahko postavimo v sredisce polkrogle. Med
drugim je taksna postavitev uporabljena tudi pri gradnji testnih mnozic za
evalvacijo rekonstrukcijskih algoritmov [1, 53].
1https://sketchfab.com
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= 20 = 40 = 60
Slika 6.1: Prikazana je enakomerna postavitev kamer za gostote  =
f20; 40; 60g. Skupno stevilo kamer z leve proti desni je 72, 271 in 596. V
sredini polkrogel je eden izmed referencnih modelov. Rezultat rekonstrukcije
referencnega modela s taksno postavitvijo kamer je t. i. osnovna rekonstruk-
cija, ki jo v nadaljevanju uporabimo pri evalvaciji.
6.1.2 Poravnava modelov
Preden lahko ovrednotimo natancnost in pokritost, moramo resiti se problem
poravnave modelov. Koordinatna sistema rekonstrukcije in referencnega mo-
dela v splosnem namrec nista poravnana in sta razlicnih velikosti. Pogosto
uporabljen algoritem za poravnavo oblakov tock imenovan ICP (angl. itera-
tive closest point) [54], je v tem primeru manj primeren, saj je rekonstruk-
cija med gradnjo pomanjkljiva in ima drugacno gostoto tock od referencnega
modela. V nasem primeru za bolj natancno poravnavo izkoristimo poznano
lego virtualnih kamer s katerimi upodobimo slike referencnega modela. Ce
predpostavimo, da je njihova rekonstruirana lega dolocena popolnoma na-
tancno, potem lahko poravnavo med poznanimi in rekonstruiranimi kame-
rami opisemo z enolicno linearno transformacijo, ki zajema rotacijo, tran-
slacijo in skaliranje. S poravnavo kamer posledicno poravnamo tudi rekon-
strukcijo in referencni model. Kljub temu da v praksi lokalizacija kamer ni
popolna, je v nasem primeru njihova lega dolocena dovolj natancno, tako da
je napaka pri poravnavi za red velikosti manjsa od natancnosti rekonstrukcije
in zato ne predstavlja posebnih tezav. Primer poravnave rekonstruiranega
modela z referencnim je prikazan na sliki 6.2.
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Slika 6.2: Prikaz poravnave delne rekonstrukcije z referencnim 3D modelom.
Na levi strani lahko vidimo, da trenutna rekonstrukcija (rumena geometrija)
ni poravnana z referencnim modelom, zato izracun natancnosti in pokritosti
ni mogoc. Linearna transformacija med koordinatnima sistemoma modelov
je izracunana na podlagi poznane lege virtualnih kamer in njihove rekonstru-
irane lege. Poravnana modela sta prikazana na desni strani.
Konkreten postopek s katerim pridobimo transformacijo je opisan v [55].
Kratek povzetek algoritma je naslednji. Pozicijo virtualnih kamer oznacimo
z mnozico A = fa1; : : : ; ang in pozicijo njihove rekonstruirane lege z B =
fb1; : : : ; bng, kjer so ai; bi 2 R3 (orientacija tukaj ni uporabljena). Tocki
fai; big predstavljata ujemajoci par za katerega zelimo da je razdalja cim
manjsa. Iskano transformacijo predstavljajo rotacija R 2 R33, translacija
t 2 R3 in skaliranje s 2 R, kar lahko zapisemo z enacbo
B = sR A+ t: (6.1)
Iz podatkov najprej odstranimo translacijsko komponento in pripravimo ko-
variancno matriko H, za katero izracunamo razcep SVD. V spodnji enacbi
sta A in B centroida oz. povprecji vhodnih tock:
H =
nX
i=1
(ai   A)(bi   B)T
[U; S; V ] = SVD(H) :
(6.2)
Z razcepom SVD pridobimo tri nove matrike, na podlagi katerih izracunamo
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parametre poravnave, kot to prikazujejo enacbe
R = V UT
t = B  R A
s =
X
S

=
X
kai   Ak2

:
(6.3)
6.1.3 Izracun natancnosti in pokritosti modela
Za primerjavo rekonstrukcije z referencnim modelom je v literaturi uvelja-
vljen pristop prvotno predstavljen v delu [1]. Referencni model oznacimo z
G, rezultat rekonstrukcije pa z R. V delu smo ze veckrat omenili da kvaliteto
rekonstrukcije merimo z natancnostjo in pokritostjo modela. Tukaj predsta-
vimo natancnejso denicijo obeh pojmov. Meri sta izracunani na podlagi
razdalje med R in G. Pomen te razdalje je gracno prikazan na sliki 6.3.
R
G
Slika 6.3: Leva stran prikazuje razdaljo od rekonstrukcije R do referencnega
modela G. Za vsako tocko v R poiscemo najblizjo tocko v G. Na podlagi teh
razdalj je izracunana natancnost. Desna stran prikazuje izracun razdalje v
drugo smer (od G do R) na podlagi katere izracunamo pokritost. Na skici je
razdalja za rdece tocke prevelika, zato jih R ne pokrije. Skica povzeta po [1].
Pri izracunu natancnosti moramo za vsako tocko v R poiskati najblizjo
tocko v G. Modeli so v nasem delu predstavljeni v obliki trikotniske mreze.
Pri taksni predstavitvi so velikosti trikotnikov (oz. locljivost modela) lahko
zelo neenakomerne. Pri racunanju razdalje zato predhodno iz originalnega
modela, z enakomernim vzorcenjem, pridelamo oblak tock, ki je uporabljen
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za primerjavo. S tem iznicimo ucinek razlicnih velikosti trikotnikov. Mero
natancnosti predstavlja tista razdalja Ad, za katero je 90% tock v R, do pripa-
dajocih najblizjih tock v G, oddaljenih za najvec Ad. To mero poimenujemo
nenatancnost in si zelimo, da je pri rekonstrukciji cim manjsa.
Pri izracunu pokritosti iscemo razdaljo v drugi smeri, in sicer za tocke v
G poiscemo najblizje tocke v R. Za posamezne tocke referencnega modela
pravimo da so pokrite, ce je njihova razdalja do rekonstrukcije dovolj majhna.
Tukaj je potrebno uvesti se dodatno mejno vrednost Ct, ki doloca kdaj je raz-
dalja se sprejemljiva. Ker absolutna velikost referencnih modelov ni znana,
je to mejno vrednost potrebno dolociti za vsak model posebej. Pri tem si
pomagamo z algoritmom PCA (angl. principal component analysis). Gre za
splosen algoritem, ki za vhodne podatke poisce novo ortogonalno bazo, tako
da bazni vektorji zajemajo cim vec variance v podatkih. V nasem primeru
je vhod referencni model predstavljen z oblakom tock. Pri evalvaciji smo za
mejno vrednost Ct izbrali 1% dolzine najdaljsega baznega vektorja. Mero
pokritosti predstavlja delez tock G, za katere je razdalja do R manjsa od Ct.
Za hitro iskanje najblizjih sosedov smo uporabili implementacijo k-d drevesa
iz knjiznice nanoann [56].
6.2 Podatki za evalvacijo
Referencni modeli 2 uporabljeni pri evalvaciji so prikazani na sliki 6.4. Z leve
proti desni in od zgoraj navzdol si sledijo: stor (11352 vozlisc, 21876 tri-
kotnikov), jabolko (15002 vozlisc, 30000 trikotnikov), kamen (17096 vozlisc,
34188 trikotnikov), krava (14469 vozlisc, 27975 trikotnikov), fontana (44843
vozlisc, 89129 trikotnikov), nagrobnik (25611 vozlisc, 49998 trikotnikov), kip
(109472 vozlisc, 218214 trikotnikov), hidrant (46255 vozlisc, 90213 trikotni-
kov), storz (14964 vozlisc, 29992 trikotnikov). Locljivost njihovih tekstur
znasa 4096 4096 slikovnih elementov.
2Uporabniska imena avtorjev na portalu Sketchfab so: GSXNet (hidrant), jvouillon
(nagrobnik), misterdevious (kip) in 3dhdscan (preostali modeli).
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Slika 6.4: Referencni modeli uporabljeni pri evalvaciji.
6.3 Evalvacija mere za kvaliteto
V tem poglavju predstavimo rezultate evalvacije nove mere za kvaliteto PPA,
in jo primerjamo z obstojeco mero GSD. Za obe meri preverimo kako dobro
odrazata dejansko natancnost rekonstrukcije. To storimo z izracunom Pear-
sonovega koecienta korelacije, ki je deniran z enacbo
rxy =
Pn
i=1 (xi   x) (yi   y)qPn
i=1 (xi   x)2
qPn
i=1 (yi   y)2
: (6.4)
Gre za najpogosteje uporabljeno mero linearne povezanosti dveh stevilskih
spremenljivk. Koecient lahko zavzame vrednosti na intervalu [ 1; 1], kjer
vrednosti 1 predstavljata popolno linearno odvisnost, vrednost 0 pa po-
meni, da spremenljivki nista odvisni.
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Pri evalvaciji smo uporabili 4 referencne modele, in sicer fontano, nagrob-
nik, hidrant in kip. Za vsak model smo zgradili rekonstrukcijo z enakomerno
postavitvijo kamer gostote  = 20 (skupno 72 kamer). Po vsaki dodani
kameri, smo za vmesni model izracunali razdaljo do referencnega modela in
obe meri kvalitete. Pri izracunu razdalje smo modele predhodno enakomerno
vzorcili. Za referencni model smo uporabili 100000 tock, za rekonstruirani
model pa 3-kratnik stevila vozlisc. Na sliki 6.5 je prikazan primer korelacije
med natancnostjo in oceno kvalitete za meri PPA in GSD. Primer prikazuje
vmesni model rekonstrukcije, ki je zgrajen iz 14-ih pogledov. Na levih grah
je za vsako tocko modela prikazana njena razdalja do reference (os y) in ocena
kvalitete (os x). Na obeh grah je razvidno, da je napaka vecja pri tockah
s slabse ocenjeno kvaliteto. V tem primeru je vrednost koecienta korelacije
za mero PPA  0;52, za mero GSD pa 0;44. Predznak se razlikuje, ker pri
meri PPA vecja vrednost ponazarja manjso razdaljo do reference (pri meri
GSD pa obratno). Za primerjavo nas zanima le njegova absolutna vrednost.
Slika 6.5: Leva grafa prikazujeta natancnost v odvisnosti od ocene kvalitete
za meri PPA (zgoraj) in GSD (spodaj). Rdeca premica predstavlja lienarni
model, ki se podatkom najbolje prilega (minimizira vsoto kvadratov napake).
Grafa sta ustvarjena na podlagi desnih modelov.
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Fontana Nagrobnik Hidrant Kip
PPA 0,265 0,321 0,407 0,336
GSD 0,144 0,240 0,246 0,218
Tabela 6.1: Absolutne vrednosti koecientov korelacije med oceno kvali-
tete in razdaljo do referencnega modela. Posamezna vrednost predstavlja
povprecje koecientov za vmesne modele med rekonstrukcijo.
Za vsak testni model smo med rekonstrukcijo izracunali 69 koecientov
korelacije (prvi trije pogledi so uporabljeni za inicializacijo) in na koncu nji-
hove vrednosti povprecili. Rezultati so zbrani v tabeli 6.1. Prikazane so
absolutne vrednosti. Koecient korelacije je za mero PPA v povprecju 1;6-
krat vecji od mere GSD. Ceprav dejanske vrednosti predstavljajo nizko do
srednjo linearno odvisnost spremenljivk, so rezultati nove mere obcutno boljsi
od obstojece. Pri interpretaciji rezultatov moramo se upostevati, da odvi-
snost spremenljivk v resnici ni povsem linearna. Na neki tocki namrec novi
pogledi nimajo pomembnega prispevka k izboljsavi natancnosti in jo lahko v
dolocenih primerih celo poslabsajo. Naj se omenimo, da je v nasem primeru
ocena kvalitete izracunana zgolj na podlagi vidnosti trikotnikov. Z vpeljavo
dodatnih informacij (npr. lokalni izgled teksture, medsebojna postavitev ka-
mer itd.), je tu se nekaj prostora za izboljsave.
6.4 Evalvacija nacrtovanja pogledov
V tem poglavju predstavimo rezultate evalvacije nacrtovanja naslednjega
pogleda. Gradnjo modela z nacrtovanjem pogledov (v nadaljevanju rekon-
strukcija NBV) primerjamo z osnovno rekonstrukcijo pri razlicnih vrednostih
parametra . Zanima nas predvsem kako se med gradnjo spreminjata nena-
tancnost in pokritost modela. Za primerjavo zgradimo 3 osnovne rekonstruk-
cije modelov z gostotami postavitve  = f20; 40; 60g, ki predstavljajo redko,
srednje gosto in gosto enakomerno postavitev kamer. V nekaterih primerih
je vrednost  = 20 premajhna za uspesno rekonstrukcijo, zato jo v taksnih
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primerih povecamo na  = 25. Pri vzorcenju referencnih modelov smo po-
novno uporabili 100000 tock, za rekonstruirane modele pa 2-kratnik stevila
vozlisc. Za inicializacijo rekonstrukcije NBV smo uporabili prve tri poglede
enakomerne postavitve, vsi naslednji pogledi pa so bili izbrani z nasim al-
goritmom za nacrtovanje naslednjega pogleda. Parametrov algoritma med
evalvacijo nismo spreminjali, njihove vrednosti pa smo dolocili empiricno
(poglavje 4.2). Algoritem vrne n = 20 predlaganih pogledov sortiranih glede
na vrednost cenovne funkcije fNBV . V primeru, da najbolje ocenjeni pogled
ni uspesno dodan (npr. neuspesna lokalizacija), se skusa dodati pogled z
drugo najboljso oceno itd. Pri rezultatih porocamo tudi povprecni indeks
izbranega naslednjega pogleda, kjer ima prvi predlagani pogled indeks 0. V
primeru da nobeden izmed predlaganih pogledov ni uspesno dodan, se re-
konstrukcija ustavi (do taksne situacije med evalvacijo ni prislo). Delovanje
smo preizkusili na referencnih modelih, ki so predstavljeni v poglavju 6.2.
Za zacetek si poglejmo tipicen primer pri katerem se rezultati dobro uje-
majo s pricakovanji. Na sliki 6.6 je prikazan referencni model in postavitev
kamer, ki je rezultat rekonstrukcije NBV.
Slika 6.6: Slika referencnega modela stora (leva stran) ter rekonstrukcija in
postavitev kamer z nacrtovanjem naslednjih pogledov (desna stran).
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Za ta primer smo na sliki 6.7 prikazali se nekaj primerov slik, ki so upora-
bljene pri rekonstrukciji, na sliki 6.8 pa slike goste rekonstrukcije upodobljene
z istimi legami kamere. Rekonstrukcija je v tem primeru zelo uspesna, zato
so razlike med slikami prakticno neopazne.
Slika 6.7: Nekaj primerov slik referencnega modela stora, ki so upodobljene
z virtualnimi kamerami in uporabljene pri rekonstrukciji NBV.
Slika 6.8: Primeri slik rekonstruiranega modela.
Rezultati primerjave z osnovno rekonstrukcijo so prikazani na sliki 6.9.
Za gostoto enakomerne postavitve kamer smo uporabili 3 razlicne vrednosti.
Najmanjsa gostota za katero je rekonstrukcija bila uspesna, je v tem primeru
25, poleg tega pa smo uporabili se gostoti 40 in 60. Vkljucili smo tudi oba
grafa razdalj (od R do G in obratno), na podlagi katerih sta izracunani meri
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kvalitete. Ker so vse pomembne informacije zajete ze v grah nenatancnosti
in pokritosti, bomo v nadaljevanju zgornja grafa izpustili. V tem primeru gre
za preprost model, za katerega je enakomerna postavitev zelo ucinkovita, kar
je razvidno tudi iz grafov. Nenatancnost rekonstrukcije v vseh primerih hitro
pade in na koncu doseze skoraj enake vrednosti. Opazimo lahko, da gostota
kamer vpliva na hitrost padanja razdalje G do R in posledicno na hitrost
narascanja pokritosti, kar je v skladu s pricakovanji. Pri gostejsi postavitvi
moramo namrec dodati vec pogledov, da pokrijemo model. Rezultat rekon-
strukcije NBV je dober, saj je primerljiv z osnovno, ki je v tem primeru zelo
ucinkovita. Dosezena pokritost je skoraj 100%. Povprecni indeks izbranega
naslednjega pogleda je 0;06, kar pomeni da je skoraj vedno bil dodan prvi
predlagan pogled. Le v stirih primerih je zaradi neuspesne lokalizacije bil
izbran naslednji najboljsi pogled.
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Slika 6.9: Evalvacija rekonstrukcije modela stor.
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Naslednja testna modela in pripadajoci rekonstrukciji NBV sta prikazana
na sliki 6.10. S tema primeroma zelimo prikazati vecjo eksibilnost upo-
rabe nacrtovanja pogledov v primerjavi s ksno postavitvijo. Ceprav imata
modela preprosto in vecinoma konveksno obliko, enakomerna postavitev ne
more doseci polne pokritosti, saj spodnji del modelov na kamerah ni viden v
celoti.
Slika 6.10: Slika referencnega modela granatnega jabolka (zgoraj) in kamna
(spodaj) ter pripadajoci rekonstrukciji NBV (desno).
Rezultati evalvacije za granatno jabolko so prikazani na sliki 6.11. Nena-
tancnost po 50-tem dodanem pogledu je primerljiva z osnovnimi rekonstruk-
cijami vseh treh gostot, bolj zanimiva pa je pokritost. Do 30-tega pogleda
narasca le za odtenek hitreje od osnovnih, nato pa se povzpne na skoraj polno
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pokritost, medtem ko osnovne rekonstrukcije komaj presezejo 80%. Rezultati
evalvacije za kamen so prikazani na sliki 6.12, kjer opazimo podobno situa-
cijo. Pokritost sicer v tem primeru na intervalu med 5-im in 20-im pogledom
narasca nekoliko pocasneje (primerljivo z enakomerno postavitvijo gostote
60), kasneje pa se pribliza polni pokritosti. Nenatancnost je primerljiva z
osnovno rekonstrukcijo. V obeh primerih je razlog za vecjo koncno pokritost
to, da so kamere postavljene tudi na spodnji strani modela kot je to razvidno
na sliki 6.10. Povprecni indeks izbranega naslednjega pogleda je pri grana-
tnem jabolku 0;08, pri kamnu pa 0;15, kar pomeni da so ponovno v veliki
vecini bili uspesno dodani prvi predlagani pogledi.
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Slika 6.11: Evalvacija rekonstrukcije modela granatno jabolko.
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Slika 6.12: Evalvacija rekonstrukcije modela kamen.
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Naslednji primer, s katerim zelimo pokazati se eno slabost ksne postavi-
tve kamer, prikazuje slika 6.13. Zaradi sorazmerno majhne sirine modela, se
lahko pri redki enakomerni postavitvi zgodi, da kamere niso uspesno dodane
k rekonstrukciji.
Slika 6.13: Slika referencnega modela krave (leva stran) in rekonstrukcija
NBV (desna stran).
Omenjena tezava je razvidna na sliki 6.14, ki prikazuje rezultate eval-
vacije. Pri osnovni rekonstrukciji gostote 20 so prvi trije pogledi uspesno
dodani. Za naslednji pogled ni najdenih dovolj ujemanj med znacilnicami,
zato ni uspesno dodan. Enako velja za preostale poglede prvega obroca. Po-
gledi kljub temu niso odstranjeni, in so dodani, ko je za njih najdenih dovolj
ujemanj med znacilnicami. V tem primeru se to zgodi, ko se zakljuci prvi
obroc kamer (oz. pri 20-tem pogledu), kjer se rekonstrukcija lahko nadaljuje.
Ceprav do iste tezave med rekonstrukcijo pride se dvakrat, so v tem primeru
na koncu uspesno dodani vsi pogledi. Ce gostoto postavitve povecamo na 40,
potem do teh tezav ne pride. Nenatancnost rekonstrukcije NBV pada pri-
blizno enako hitro kot pri osnovni in doseze podobno koncno vrednost. Tudi
pokritost je v vseh primerih na koncu okoli 99%, med rekonstrukcijo pa je
pri uporabi nacrtovanja pogledov nekoliko nizja od enakomerne postavitve z
gostoto 40. Povprecni indeks izbranega naslednjega pogleda je v tem primeru
3; 4. Razlog za ta precej slabsi rezultat pri izbiri pogledov je kompleksnost
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modela. Nekateri predlagani pogledi, ki skusajo razsiriti rekonstrukcijo, na-
mrec niso uspesno dodani (zaradi neuspesne lokalizacije ali pa premajhnega
stevila ujemanj), zato morajo biti uporabljeni manj optimalni pogledi.
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Slika 6.14: Evalvacija rekonstrukcije modela krava.
Naslednji trije modeli so bili izbrani zaradi njihove nekoliko bolj kom-
pleksne geometrije. Prikazani so na sliki 6.15. Z njimi zelimo prikazati
robustnost nase metode za nacrtovanje naslednjega pogleda. Kljub kom-
pleksnejsim modelom, je enakomerna postavitev v teh primerih dokaj ugo-
dna, saj so vsi deli modelov vidni na vsaj eni izmed kamer, poleg tega pa
so vsi pogledi uspesno dodani tudi pri redki postavitvi kamer. Gra nena-
tancnosti in pokritosti za modele fontane, nagrobnika in kipa, so prikazani na
slikah 6.16, 6.17 in 6.18 (v tem vrstnem redu). Rezultati evalvacije so na teh
treh primerih podobni. Nekoliko izstopa model kipa, pri katerem je koncna
nenatancnost boljsa od osnovne rekonstrukcije, kljub temu, da je za prvih
40 pogledov slabsa. Enako situacijo opazimo tudi pri pokritosti, ki se v tem
primeru pribliza 99%. Vsem trem primerom je skupno to, da pokritost med
10-im in 40-im pogledom nekoliko zaostaja za redkejso enakomerno postavi-
tvijo in je primerljiva z gosto postavitvijo, koncna pokritost pa je enaka ali
boljsa. Povprecni indeks izbranega naslednjega pogleda je 1;87 pri fontani,
0;72 pri nagrobniku in 1;48 pri kipu. Vrednosti so zaradi kompleksnejsih
modelov nekoliko vecje kot v preprostejsih primerih.
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Slika 6.15: Slike referencnih modelov od zgoraj navzdol: fontana, nagrobnik
in kip. Na desni strani so prikazane pripadajoce rekonstrukcije NBV.
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Slika 6.16: Evalvacija rekonstrukcije modela fontana.
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Slika 6.17: Evalvacija rekonstrukcije modela nagrobnik.
20 40 60 80
0
0.1
0.2
0.3
0.4
20
40
60
NBV
20 40 60 80
0
0.2
0.4
0.6
0.8
1
P
o
k
ri
to
s
t
20
40
60
NBV
Slika 6.18: Evalvacija rekonstrukcije modela kip.
6.4. EVALVACIJA NA CRTOVANJA POGLEDOV 83
Naslednji testni model je prikazan na sliki 6.19. Kljub sorazmerno kom-
pleksni geometriji modela je rekonstrukcija NBV nekoliko bolj ucinkovita od
osnovne. Rezultati evalvacije so prikazani na sliki 6.20. Nenatancnost je na
zacetku sicer slabsa, vendar okoli 30-tega pogleda vrednost pade in postane
primerljiva z osnovno rekonstrukcijo. Pokritost je med rekonstrukcijo od 20-
tega pogleda dalje precej boljsa in na koncu preseze 99%. Tudi povprecni
indeks izbranega naslednjega pogleda je v tem primeru dober in znasa 0;1.
Slika 6.19: Slika referencnega modela hidranta (leva stran) in rekonstrukcija
NBV (desna stran).
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Slika 6.20: Evalvacija rekonstrukcije modela hidrant.
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Za konec si poglejmo se primer, ki je za naso metodo nacrtovanja pogle-
dov zelo neugoden. Gre za kompleksen model s tanko geometrijo in majh-
nimi ravnimi povrsinami. Prikazan je na sliki 6.21, rezultati evalvacije pa na
sliki 6.22. Kljub temu, da je pokritost primerljiva z osnovno, le ta narasca
pocasi in pri 80-tem pogledu ne preseze 60%. Nenatancnost je med rekon-
strukcijo ves cas precej vecja od osnovne. Tudi povprecni indeks izbranega
naslednjega pogleda je visok in znasa 3;48. Razlog za to je ponovno velika
kompleksnost modela in posledicno neuspesna lokalizacija nekaterih kamer.
Slika 6.21: Slika referencnega modela storza (leva stran) in rekonstrukcija
NBV (desna stran).
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Slika 6.22: Evalvacija rekonstrukcije modela storz.
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6.5 Primeri rekonstrukcij resnicnih
predmetov
V tem poglavju predstavimo se nekaj rekonstrukcij resnicnih predmetov in
casovnih meritev. Za inicializacijo rekonstrukcije smo po lastni presoji iz-
brali nekaj pogledov in dolocili obmocje interesa. Pri dodajanju novih slik
smo upostevali predlagane poglede. Lokalizacija predlaganega pogleda je
vcasih neuspesna, ali pa natancna postavitev kamere zaradi zicnih omeji-
tev prostora ni mogoca. V taksnih primerih smo izbrali naslednji predlagani
pogled, v rezultatih pa porocamo o povprecnem indeksu izbranega pogleda.
Poleg tega porocamo se o absolutni in relativni napaki, ki jo naredimo pri po-
stavitvi kamere. Absolutna napaka pozicije kamere je izracunana na podlagi
meritev resnicnega predmeta, relativno napako pa izracunamo kot delez raz-
dalje dveh najbolj oddaljenih kamer. Napako orientacije predstavlja kot med
opticnima osema predlagane in resnicne postavitve kamere. Locljivost zajetih
slik je ksna in znasa 2560 1440, kamera pa je predhodno kalibrirana. Ker
referencni modeli tokrat niso na voljo, lahko kvaliteto rekonstrukcije ocenimo
zgolj vizualno.
Prvi primer prikazuje rekonstrukcijo debla drevesa, za katero smo upo-
rabili 57 slik. Na zgornjem delu slike 6.23 je prikazana postavitev kamer in
nekaj primerov zajetih slik. Povprecni indeks naslednjega izbranega pogleda
znasa 0;8, relativna napaka pozicije 6;5%, absolutna napaka pozicije 20 cm
in napaka orientacije 13;6 . Koncni 3D model, ki je rezultat goste rekon-
strukcije po odstranitvi odvecnih trikotnikov, je prikazan na spodnjem delu
slike 6.23. Geometrija debla se vizualno dobro ujema z njegovim resnicnim
videzom. Rekonstrukcija travnate povrsine in ostalih rastlin v okolici sicer
ni nas cilj, opazimo pa lahko, da so ta podrocja bolj problematicna in manj
natancno rekonstruirana.
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Slika 6.23: Nekaj primerov slik uporabljenih pri rekonstrukciji (levo zgo-
raj), postavitev kamer (desno zgoraj) in rezultat goste rekonstrukcije debla
(spodaj).
Za naslednji primer smo izbrali nekoliko manjsi predmet in sicer gorske
cevlje. Rezultat redke rekonstrukcije je prikazan na zgornjem delu slike 6.24.
Pri zajemanju slik je bila 4-krat rekonstrukcija povrsine neuspesna. Ker
je nacrtovanje pogledov v taksnem primeru nemogoce, smo 4 slike dodali po
lastni presoji. Skupno smo zajeli 31 slik. Povprecni indeks naslednjega izbra-
nega pogleda znasa 0;48, relativna napaka pozicije 12;8%, absolutna napaka
pozicije 18 cm in napaka orientacije 15;3 . Koncni 3D model je prikazan na
spodnjem delu slike 6.24. Na slabse teksturiranih predelih cevlja sicer lahko
opazimo nekaj nepravilnosti, v splosnem pa se geometrija vizualno dobro
ujema z resnicnim predmetom.
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Slika 6.24: Nekaj primerov slik uporabljenih pri rekonstrukciji (levo zgo-
raj), postavitev kamer (desno zgoraj) in rezultat goste rekonstrukcije gorskih
cevljev (spodaj).
Redka rekonstrukcija naslednjega primera je prikazana na zgornjem delu
slike 6.25. Ceprav je oblika predmeta navidez preprosta, je zaradi ostrih
robov in nekoliko manj ugodne teksture zoge, ta primer bolj tezaven za re-
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konstrukcijo z nacrtovanjem naslednjih pogledov. Zajeli smo 43 slik, od tega
smo 3 slike morali dodati po lastni presoji, saj nobeden od predlaganih po-
gledov ni bil uspesno lokaliziran. Povprecni indeks naslednjega izbranega
pogleda znasa 1;1, relativna napaka pozicije 7;7%, absolutna napaka pozicije
15 cm in napaka orientacije 15;7 . Koncni 3D model je prikazan na spodnjem
delu slike 6.25. Rekonstrukcija spodnjega dela (lonec) je zelo uspesna in se
vizualno dobro ujema z resnicnim predmetom. Nekoliko vec nepravilnosti
lahko opazimo na zogi. Rekonstruirana povrsina je pregroba, oblika pa ni
povsem sfericna, kar je najbolj razvidno na zgornjem delu. Razlog za te
nepravilnosti je nekoliko manj ugodna tekstura.
Slika 6.25: Nekaj primerov slik uporabljenih pri rekonstrukciji (levo zgoraj),
postavitev kamer (desno zgoraj) ter rezultat goste rekonstrukcije lonca in
zoge (spodaj).
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Zadnji primer rekonstrukcije smo zgradili brez nacrtovanja pogledov. Slike
smo zajeli po lastni presoji in jih v naso programsko resitev nalozili z diska.
Rezultat redke rekonstrukcije je prikazan na zgornjem delu slike 6.26, koncni
3D model pa na spodnjem delu. Zaradi zelo ugodne teksture predmeta in
dovolj velikega stevila zajetih slik (68), se geometrija dobro ujema resnicnim
predmetom.
Slika 6.26: Nekaj primerov slik uporabljenih pri rekonstrukciji (levo zgo-
raj), postavitev kamer (desno zgoraj) in rezultat goste rekonstrukcije kipa
(spodaj).
Za konec si poglejmo se casovne meritve za prvi primer rekonstrukcije v
tem podpoglavju (deblo). Delovanje smo testirali na prenosnem racunalniku
s procesorjem Intel R CoreTM i5-7300HQ (4 jedra), 16GB glavnega pomnil-
nika in gracno kartico NVIDIA R GeForce R GTX 1050 (2GB). Meritve
prikazuje graf na sliki 6.27. Sestavljen je iz treh slojev. Prvi sloj predsta-
vlja cas dodajanja nove slike k rekonstrukciji, naslednji je cas rekonstrukcije
povrsine, zadnji pa je cas, ki je potreben za nacrtovanje naslednjega pogleda.
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Slika 6.27: Casovna meritev rekonstrukcije. Sloji grafa predstavljajo cas
dodajanja nove slike, rekonstrukcije povrsine in nacrtovanja pogledov.
Celoten cas procesiranja nove slike sicer narasca linearno, vendar dovolj
pocasi, da je taksen postopek primeren za rekonstrukcijo s sprotnim odzivom,
za predmete manjse velikosti. V tem primeru cas razsiritve rekonstrukcije
ne preseze 5 s. Naj se omenimo, da je cas dodajanja pogleda odvisen od
njegovega prispevka pri rekonstrukciji. V primeru da pogled prispeva veliko
novih tock, je cas dodajanja sorazmerno daljsi kot pa v primeru kjer pogled
nima pomembnega prispevka. Ta pojav lahko opazimo npr. pri dodajanju 54-
tega pogleda, kjer je cas procesiranja nekoliko daljsi od pricakovanega. Gosta
rekonstrukcija je casovno bolj zahtevna. V tem primeru je cas izboljsave
locljivosti modela 1101 s, cas teksturiranja pa 338 s.
Poglavje 7
Sklepne ugotovitve
V tem delu smo z uporabo odprtokodnih knjiznic in sodobnih algoritmov
implementirali celoten postopek rekonstrukcije, ki iz vhodnih barvnih slik
proizvede natancen in teksturiran 3D model. Algoritmi rekonstrukcije teme-
ljijo na dolocenih predpostavkah, zato so vhodne slike kriticnega pomena pri
doseganju zelene kvalitete 3D modela. Razvita programska oprema preko
uporabniskega vmesnika omogoca interaktivno izkusnjo in uporabniku nudi
informacije o trenutnem stanju rekonstrukcije. S temi informacijami lahko
uporabnik optimizira proces zajemanja slik.
Poleg omenjene programske opreme je prispevek nasega dela tudi zasnova
in implementacija nove metode za nacrtovanje najboljsega naslednjega po-
gleda, ki temelji na lastni meri za oceno kvalitete 3D modela. Za delovanje
potrebuje le trenutni 3D model predstavljen s trikotnisko mrezo in informa-
cije o legi predhodno dodanih kamer, zato je metoda dovolj splosna in je
lahko uporabljena tudi kot gradnik pri avtonomni rekonstrukciji z razlicnimi
roboti (npr. kvadrokopter, robotski manipulator itd.).
Cilje, zadane v tem delu, smo dosegli, kljub temu pa ostaja nekaj prostora
za izboljsave. Pomembna izboljsava uporabniske izkusnje, bi bila implemen-
tacija sistema po modelu \odjemalec { streznik". Glavni del rekonstrukcije,
ki je casovno bolj zahteven, bi tako potekal na strezniku, aplikacija odjemalca
pa bi se izvajala neposredno na mobilnem telefonu in bi omogocala prikaz 3D
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modela in trenutne lege kamere v realnem casu ter zajemanje novih slik. Na-
slednja ideja za izboljsavo je ocena kvalitete 3D modela s pomocjo strojnega
ucenja. Simulirano okolje, ki smo ga razvili za evalvacijo, omogoca rekon-
strukcijo virtualnih predmetov in izracun dejanske natancnosti rekonstruira-
nega 3D modela po vsaki dodani sliki. Na ta nacin bi lahko generirali veliko
kolicino podatkov in jih uporabili za nadzorovano ucenje umetne nevronske
mreze. Tudi pri nacrtovanju naslednjih pogledov bi v cenovno funkcijo bilo
mogoce vpeljati dodatne informacije o videzu teksture in vidnosti rekonstru-
iranih znacilnic. S temi dodatnimi informacijami bi verjetno lahko zmanjsali
stevilo predlaganih pogledov, ki so pri rekonstrukciji neuspesno lokalizirani.
Kljub moznim izboljsavam, so rezultati evalvacije pokazali uspesno delo-
vanje nasega sistema. Nasa mera za oceno kvalitete ima na testiranih mode-
lih boljsi koecient linearne korelacije z dejansko natancnostjo od obstojece
mere. Pokazemo tudi, da je kvaliteta rekonstrukcije z nacrtovanjem nasle-
dnjega pogleda primerljiva in v nekaterih primerih boljsa od rekonstrukcije
z enakomerno postavljenimi kamerami po navidezni polkrogli. Pokritost si-
cer vecinoma narasca nekoliko pocasneje, koncna vrednost pa je primerljiva
ali visja. Za razliko od ksne postavitve kamer, nasa metoda nima nobenih
posebnih predpostavk o obliki in velikosti predmeta. Uspesno delovanje re-
konstrukcije smo prikazali tudi na resnicnih predmetih. Primeren pristop, ki
ga v nasem delu sicer nismo testirali, je rekonstrukcija na kombiniran nacin.
Tako bi na zacetku zajeli nekaj slik z enakomerno postavitvijo kamere, ko pa
bi dosegli dobro pokritost, bi pri dodajanju upostevali predlagane poglede in
s tem izboljsali natancnost rekonstrukcije.
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