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REVERSELY WELL-ORDERED VALUATIONS ON RATIONAL
FUNCTION FIELDS IN TWO VARIABLES
EDWARD MOSTEIG
Abstract. We examine valuations on a rational function field K(x, y) and analyze their
behavior when restricting to an underlying polynomial ring K[x, y]. Motivated to solve
the ideal membership problem in polynomial rings using Moss Sweedler’s framework of
generalized Gro¨bner bases, we produce an infinite collection of valuations v : K(x, y) →
Z⊕Z such that v(K[x, y]∗) is reversely well-ordered. In addition, we construct a surprising
example where v(K[x, y]∗) is nonpositive, yet not reversely well ordered.
1. Introduction
Given an abelian group Γ, a subset S ⊂ Γ and α ∈ Γ , we define αS = Sα = {αs | s ∈ S}
and α + S = S + α = {α + s | s ∈ S}. Whenever R is a monoid, written additively,
we denote by R∗ the nonzero elements of R. (This applies in particular to the additive
group of a ring.) Given monoids M and N contained in an abelian group Γ, we define
M +N = {m+ n | m ∈M,n ∈ N} and M −N = {m− n | m ∈M,n ∈ N}.
In the 1980s, in order to develop an alternative method of solving the ideal membership
problem in polynomial rings, Moss Sweedler produced a generalization of Gro¨bner bases
where monomial orders were replaced by valuations. The fundamental idea is that monomial
orders are well orderings on the set of monomials, which leads to a natural reduction process
using multivariate polynomial division. Valuations, however, permit a more general reduction
process than provided by monomial orders. The development of this theory can be found
entirely in Sweedler’s unpublished manuscript [Sw].
Definition 1.1. Given a field extension L | K and a totally ordered abelian group (Γ,+, <),
we say that
v : L→ Γ ∪ {∞}
is a K-valuation on L if for all f, g ∈ L, the following hold:
(i) v(f) =∞ if and only if f = 0;
(ii) v(fg) = v(f) + v(g);
(iii) v(f + g) ≥ min{v(f), v(g)};
(iv) If v(f) = v(g) 6=∞, then ∃!λ ∈ K such that v(f + λg) > v(f).
From the axioms above, the strong triangle inequality follows: v(f + g) = min{v(f), v(g)}
whenever v(f) 6= v(g). Note that condition (iv) means that not only is v trivial on K, but
K is a field of representatives for the residue field Ov/Mv, where Ov is the valuation ring
Ov = {f ∈ L
∗ | v(f) ≥ 0} with maximal ideal Mv = {f ∈ L
∗ | v(f) > 0}. When Γ ∼= Z,
we call v a discrete valuation of rank 1. If A is a domain such that A ⊆ L, we say that
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v |A is discrete of rank 1 whenever the v-image of the set of nonzero elements of the field of
fractions of A is isomorphic to Z.
Although mathematicians have analyzed the restriction of valuations to polynomial rings,
historically the focus has almost been entirely on the case when v is nonnegative on the
polynomial ring. However, our research has a distinctly different flavor since we require
valuations to be nonpositive on the polynomial ring. One notable exception is in the area of
order domains, where such valuations have been investigated in papers, such as [GePe] and
[OS], with the purpose of developing algorithms for algebraic geometry codes.
In order to use the algorithms constructed by Sweedler in [Sw] to solve the ideal member-
ship problem in the polynomial ring K[x1, . . . , xn], we must consider K-valuations on the
rational function field L = K(x1, . . . , xn). We say that a partially ordered set is reversely
well-ordered if every nonempty subset has a largest element. A nontrivial K-valuation
v on K(x1, . . . , xn) can be used in Sweedler’s generalized theory of Gro¨bner bases pro-
vided that v(K[x1, . . . , xn]
∗) is reversely well-ordered. From this, it trivially follows that
v(K[x1, . . . , xn]
∗) must be nonpositive.
For the entirety of this paper, we focus on the polynomial ring K[x, y] in two variables
over a field K of arbitrary characteristic. Constructions of K-valuations v on K(x, y) with
v(K[x, y]∗) reversely well-ordered are investigated in [MoSw1], [MoSw2], [Mo1] and [Mo2].
We define K((tQ)) to be the set of all maps z : Q → K such that Supp(z) = {e ∈ Q :
z(e) 6= 0} is well-ordered. The set of such maps, which we call Hahn power series, was shown
in [Ha] to form a field in which addition is defined pointwise and multiplication is defined
via convolution; i.e., if z, u ∈ K((tQ)) and i ∈ Q, then (z + u)(i) = z(i) + u(i) and (zu)(i) =∑
j+k=i z(j)u(k). To justify the name ‘series’, we often use the notation z =
∑
e∈Supp(z) z(e)t
e.
Exploiting this notation, we see there is a natural embedding K(t) →֒ K((tQ)) where t is
sent to t1, which is a series consisting of exactly one term. For each z ∈ K((tQ)) that is
transcendental over K(t), there is a corresponding valuation v given by
K(x, y) → Q
f 7→ min Supp(ϕz(f))
where ϕz : K(x, y)
∗ → K((tQ)) is the unique K-homomorphism such that ϕ(x) = t−1 and
ϕ(y) = z. The image v(K[x, y]∗) is often quite complex and poorly behaved. In some
cases, v(K[x, y]∗) is non-positive and yet not reversely well-ordered. Such examples in [Mo2]
depend partially on [Ke1] when K has positive characteristic. However, in [Ke2], Kedlaya
constructed a counterexample to a theorem appearing in [Ke1] and proceeds to produce a
corrected version. Fortunately, Kedlaya also demonstrates in [Ke2] that the results in [Mo2]
remain unaffected by this change.
Throughout the remainder of this paper, we turn our attention to the case when the value
group is Z⊕Z. One would expect the behavior of such valuations to be comparatively tame,
though we provide an example at the end of this paper that suggests the situation is much
more interesting than one would naively predict.
In Section 2, we consider a K-valuation v on L where A is a domain and V is a K-vector
space such that K ⊆ A ⊆ V ⊆ L. The images of the restriction of v to domains and vector
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spaces are monoids, and in order to properly study these objects, we first define the notion
of a quotient monoid.
Given a submonoid M of a commutative monoid N , we define an equivalence relation on
N by setting n1 ∼M n2 if and only if there exist m1, m2 ∈M such that m1 + n1 = m2 + n2 .
Denote by N/M the collection of all equivalence classes under this relation, and for n ∈ N ,
let n denote the equivalence class containing n. We define a quotient map from N to N/M
that sends n to n. The set N/M has an additive monoid structure, called the quotient
monoid of N with respect to M , where we define n1 + n2 = n1 + n2. In general, if M is
understood based on context, then we write N in place of N/M .
We observe in Lemma 2.1 that given c ∈ L, there is at most one element of v((V +
Ac)∗)/v(A∗) that is not in v(V ∗)/v(A∗). In Theorem 2.7, we provide sufficient conditions for
this bound to be tight.
In Section 3, we use the results of Section 2 to study K-valuations on K(x, y) with value
group Z⊕ Z.
In Section 4, we demonstrate how to construct a class of K-valuations on K(x, y) using
representations of polynomials as linear combination of powers of a fixed element of K(x)[y].
This work provides a concrete method for computing of the image of an arbitrary element
of K[x, y]∗.
In Example 5.2 of Section 5, we produce a collection of K-valuations v : K(x, y)→ Z⊕Z
with v(K[x, y]∗) reversely well ordered. However, even with value group Z⊕Z, it is possible
that the set v(K[x, y]∗) can be poorly behaved. We demonstrate this by constructing a
K-valuation v : K[x, y]∗ → Z ⊕ Z such that v(K[x, y]∗) is nonpositive and yet not finitely-
generated. In fact, v(K[x, y]∗) is not even reversely well ordered in this final example.
2. Bounds on the Growth of Valuations
In this section, we investigate the collection of v-images when extending a valuation v
from one vector space to another. In particular, we examine the codimensions of a chain of
K-vector spaces
V1 ⊆ V2 ⊆ V3 ⊆ · · ·
where each is contained in a field L endowed with a nontrivial K-valuation. We are par-
ticularly interested in the case when the v-images of these vector spaces are reversely well
ordered.
Throughout this section, we assume that v is a K-valuation on L such that
K ⊆ A ⊆ V ⊆ L,
where A is a domain and V is a K-vector space. Note that since A and L both contain K,
they are also K-vector spaces.
Lemma 2.1. Given c ∈ L, there is at most one element of v((V + Ac)∗)/v(A∗) that is not
in v(V ∗)/v(A∗).
Proof. Given a1, a2 ∈ A
∗, v1, v2 ∈ V such that
(2.1) v(v1 + a1c), v(v2 + a2c) 6∈ v(V
∗)/v(A∗),
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we must show that v(v1 + a1c) = v(v2 + a2c). If v(a2(v1 + a1c)) = v(a1(v2 + a2c)), then
v(a2) + v(v1 + a1c) = v(a1) + v(v2 + a2c) and so v(v1 + a1c) = v(v2 + a2c). Thus, we need
only consider the possibility v(a2(v1 + a1c)) 6= v(a1(v2 + a2c)).
Define w = a2(v1+a1c)−a1(v2+a2c) = a2v1−a1v2 ∈ V , in which case v(w) ∈ v(V
∗)/v(A∗).
By the strong triangle inequality,
v(w) = min{v(a2(v1 + a1c)), v(a1(v2 + a2c))}.
Suppose that v(w) = v(a2(v1+a1c)), in which case v(w) = v(v1 + a1c). However, v(v1 + a1c) 6∈
v(V ∗)/v(A∗) by (2.1), which contradicts the statement that v(w) ∈ v(V ∗)/v(A∗). The con-
clusion follows similarly if we consider the case v(w) = v(a1(v2 + a2c)). 
Next we extend a vector space by adding more than one basis element.
Lemma 2.2. If dimK V/A <∞, then v(V
∗)/v(A∗) has cardinality at most dimK V/A.
Proof. Write
V = Au1 + · · ·+ Aud
where d = dimK V/A and u1, . . . , ud ∈ V . Define Vi = Au1 + · · · + Aui for 1 ≤ i ≤ d. By
Lemma 2.1, for each index i such that 0 ≤ i ≤ d− 1,
#v(V ∗i+1)/v(A
∗) = #v((Vi + Aui+1)
∗)/v(A∗) ≤ #v(V ∗i )/v(A
∗) + 1,
and so by induction, it follows that
#v(V ∗d )/v(A
∗) ≤ #v(V ∗1 )/v(A
∗) + (d− 1).
Since v(V ∗1 )/v(A
∗) has cardinality 1, it follows that #v(V ∗)/v(A∗) ≤ d. 
Our goal is to construct conditions whereby the bound produced in Lemma 2.2 is tight.
To this end, we first justify a few supporting lemmas.
Lemma 2.3. Suppose v(A∗) is nonpositive and v(A∗) − v(A∗) = Zα where α is positive.
Then there exists n ∈ Z such that kα ∈ v(A∗) for all k ≤ n.
Proof. Since v(A∗) is nonpositive, there exists h ∈ A∗ such that v(h) = −mα for some
positive integer m. If m = 1, then v(A∗) = αZ≤0, from which the conclusion follows. Thus,
we only need to consider the case m > 1.
For each index r such that 1 ≤ r ≤ m − 1, select fr, gr ∈ A
∗ such that v(fr/gr) = −rα.
If we define h0 = g1g2 · · · gm−1, note that v(h0) = nα where n is a negative integer. Define
hr = (h0/gr)fr ∈ A
∗ for 1 ≤ r ≤ m − 1. For any such index r, we observe that v(hr) =
(n− r)α.
Given k ≤ n, we can write n − k = qm + r where q, r ∈ Z≥0 such that 0 ≤ r ≤ m − 1.
Then kα = (n− qm− r)α = qv(h) + v(hr) = v(h
qhr) ∈ v(A
∗). 
Lemma 2.4. If v|A is discrete of rank 1 and v(A
∗) is nonpositive, then for all β ∈ v(V ∗),
every reversely well-ordered subset of
(2.2) (β + v(A∗)− v(A∗)) \ v(V ∗)
is finite.
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Proof. Suppose, towards contradiction, there exists β ∈ v(V ∗) and a reversely well-ordered
subset R of v(L∗) such that
(2.3) R ∩ (β + v(A∗)− v(A∗)) \ v(V ∗)
is infinite. Since v|A is discrete of rank 1, we can write v(A∗) − v(A∗) = Zα, where α is
chosen to be positive. From this, (2.3) can be re-written as
(2.4) R ∩ (β + Zα) \ v(V ∗).
By Lemma 2.3, there exists n ∈ Z such that kα ∈ v(A∗) ⊆ v(V ∗) for all k ≤ n. For every
such k, we have β + kα ∈ v(V ∗). Therefore, expression (2.4) can be written as
(2.5) R ∩ {β + kα | k > n} \ v(V ∗).
If this set had infinite cardinality, then since α is positive, there would be an infinite chain
of inequalities of the form
(2.6) β + k1α < β + k2α < β + k3α < · · ·
Since these are all elements of the reversely well-ordered set R, we have a contradiction. 
Lemma 2.5. Suppose the vector space extension A ⊆ V is finite. If v|A is discrete of rank
1 and v(A∗) is nonpositive, then every reversely well-ordered subset of
(2.7) (v(V ∗)− v(A∗)) \ v(V ∗)
has finite cardinality.
Proof. By Lemma 2.2, the cardinality of v(V ∗)/v(A∗) is finite, and so we can write
(2.8) v(V ∗)/v(A∗) = {v(u1), . . . , v(uj)}
where u1, . . . , uj ∈ V . Next, we claim that
(2.9) v(V ∗)− v(A∗) =
j⋃
i=1
v(ui) + v(A
∗)− v(A∗).
Indeed, consider v(u) − v(a) ∈ v(V ∗) − v(A∗), where u ∈ V ∗, a ∈ A∗. By (2.8), we have
v(u) = v(ui) for some index i, in which case v(u)+ v(a2) = v(ui)+ v(a1) for some a1, a2 ∈ A.
Thus, v(u)−v(a) = v(ui)+v(a1)−v(a)−v(a2), and so v(u)−v(a) ∈
⋃
v(ui)+v(A
∗)−v(A∗).
Thus, the forward inclusion has been demonstrated. Since the reverse inclusion is obvious,
(2.9) follows, and so
(2.10) (v(V ∗)− v(A∗)) \ v(V ∗) =
j⋃
i=1
(v(ui) + v(A
∗)− v(A∗)) \ v(V ∗).
Let R be a reversely well-ordered subset of (v(V ∗)−v(A∗))\v(V ∗). In order to demonstrate
that R has finite cardinality, we know by (2.10) that it suffices to show that
(2.11) R ∩ (v(u) + v(A∗)− v(A∗)) \ v(V ∗)
is a finite set for all u ∈ V . This follows directly from Lemma 2.4. 
Lemma 2.6. Suppose W is a K-vector space such that V ⊆ W ⊆ L. If v(V ∗)/v(A∗) =
v(W ∗)/v(A∗), then v(W ∗) ⊆ v(V ∗)− v(A∗).
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Proof. Let α ∈ v(W ∗). Since v(V ∗)/v(A∗) = v(W ∗)/v(A∗), we know that α = v(u) for
some u ∈ V ∗. Thus, for some a1, a2 ∈ A, we have α + v(a1) = v(u) + v(a2). Therefore,
α = v(u) + v(a2)− v(a1) ∈ v(V
∗)− v(A∗). 
We are now in a position to produce a set of conditions that guarantees that the bound
produced in Lemma 2.1 is tight. First, we define the K-vector space A−1V by
A−1V = {v/a | a ∈ A∗, v ∈ V }.
Theorem 2.7. Suppose the vector space extension A ⊆ V is finite, v|A is discrete of rank
1, and v(A∗) is nonpositive. Given c ∈ L \ A−1V such that v((V + Ac)∗) is reversely well
ordered, there is exactly one element in v((V + Ac)∗)/v(A∗) that is not in v(V ∗)/v(A∗).
Proof. Since v(A∗) is nonpositive, we can fix a ∈ A such that v(a) < 0. Since v is trivial onK,
for every polynomial p(x) in the polynomial ring K[x], we have v(p(a)) = (degx f)v(a) < 0,
and so v(p(a)) obviously cannot be ∞. Therefore, p(a) = 0 precisely when the coefficients
of p(x) are all zero, and so a must be transcendental. Define
W = {u+ p(a)c | u ∈ V, p(x) ∈ K[x]∗}.
The fact that v((V +Ac)∗) is reversely well ordered guarantees that v(W ∗) is reversely well
ordered.
By Lemma 2.1, there is at most one element in v((V + Ac)∗)/v(A∗) that is not in
v(V ∗)/v(A∗). Suppose, for contradiction, that
(2.12) v((V + Ac)∗)/v(A∗) = v(V ∗)/v(A∗).
From the inclusions V ⊆W ⊆ V + Ac, it follows that
(2.13) v(W ∗)/v(A∗) = v(V ∗)/v(A∗).
Since v(W ∗) is reversely well ordered, the set S given by
(2.14) S = v(W ∗) ∩ (v(V ∗)− v(A∗)) \ v(V ∗)
must be reversely well ordered, and hence by Lemma 2.5 it must have finite cardinality. By
Lemma 2.6,
v(W ∗) ⊆ v(V ∗)− v(A∗),
and so
S = v(W ∗) \ v(V ∗).
Write S = {s1, . . . , sn}, and for each index j, fix wj ∈ V and an element pj(x) in
the polynomial ring K[x] such that v(wj + pj(a)c) = sj. Define δj = degx(pj) and δ =
max{δ1, . . . , δn}.
We will define an infinite sequence {fi}i∈Z≥0 of nonzero elements of W of the form fi =
ui + qi(a)c, where ui ∈ V and qi is a polynomial of degree greater than δ. Furthermore,
our sequence will be constructed so that {v(fi)}i∈Z≥0 is increasing, which contradicts the
assertion that v(W ∗) is reversely well ordered.
Since S has finite cardinality, we know that for d≫ 0,
(2.15) v(w1a
d + p1(a)a
dc) = v(w1 + p1(a)c) + dv(a) 6∈ S.
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Select d > δ such that (2.15) holds, in which case
v(w1a
d + p1(a)a
dc) ∈ v(V ∗).
We define f0 = u0 + q0(a)c, where u0 = w1a
d and q0(x) = p1(x)x
d.
Given f0, . . . , fi−1, we show how to construct fi. We divide this into two cases, depending
on whether v(fi−1) ∈ v(V
∗).
Case 1: Suppose v(fi−1) ∈ v(V
∗), in which case v(fi−1) = v(u
′
i−1) for some u
′
i−1 ∈ V
∗.
Then there exists µi−1 ∈ K
∗ such that v(µi−1u
′
i−1 + fi−1) > v(fi−1). Define ui =
µi−1u
′
i−1 + ui−1 and qi(x) = qi−1(x). If we define fi = ui + qi(a)c, then fi =
µi−1u
′
i−1 + ui−1 + qi(a)c = µi−1u
′
i−1 + ui−1 + qi−1(a)c = µi−1u
′
i−1 + fi−1, and so
v(fi) > v(fi−1). Moreover, the degree of qi(x) is greater than δ.
Case 2: Suppose v(fi−1) 6∈ v(V
∗), in which case v(fi−1) ∈ v(W
∗) \ v(V ∗) = S, and so for
some index j, we have
v(fi−1) = sj = v(wj + pj(a)c)
where wj ∈ V and deg pj(x) ≤ δ < deg qi−1(x). We now show that fi−1 and
wj + pj(a)c are not K-scalar multiples of one another. Indeed, if ui−1 + qi−1(a)c =
λ(wj + pj(a)c) for some λ ∈ K, then (qi−1(a)− λpj(a))c = λwj − ui−1 ∈ V , which is
impossible since a is transcendental over K and c 6∈ A−1V . Therefore, there exists
λ ∈ K such that v(ui−1+ qi−1(a)c+λ(wj+pj(a)c)) > v(ui−1+ qi−1(a)c). If we define
fi = ui + qi(a)c where ui = ui−1 + λwj and qi(x) = qi−1(x) + λpj(x), it follows that
v(fi) > v(fi−1). Moreover, since deg qi−1 > δ ≥ deg pj and qi = qi−1 + λpj, it follows
that deg qi = deg qi−1 > δ.

3. Valuations on Polynomial Rings in Two Variables
We now take the results from Section 2 and apply them to polynomial rings in two vari-
ables. Throughout this section, v will be a K-valuation on K(x, y) such that v(K[x, y]∗) is
reversely well ordered.
Definition 3.1. For each i ∈ Z≥0, we define
Vi = {f ∈ K[x, y] | degy f ≤ i}.
In the sequel, for any α ∈ v(K(x, y)∗), define α to be its image in v(K(x, y)∗)/v(V ∗0 ).
Similarly, when S ⊆ v(K(x, y)∗), define S to be its image in v(K(x, y)∗)/v(V ∗0 ).
In general, when v is a K-valuation on K(x, y), Lemma 2.2 can be used to show that the
quotient v(V ∗n )/v(V
∗
0 ) has cardinality at most n+1. However, we will see in the next lemma
that when v(K[x, y]∗) is reversely well ordered, this bound is tight.
Lemma 3.2. Define f0 = 1. There exists fi ∈ K[x, y] with degy fi = i for each i ∈ Z≥0 such
that the following conditions hold:
(i) v(K[x, y]∗) = {v(fi) | i ∈ Z≥0};
(ii) v(V ∗ℓ ) = {v(fi) | 0 ≤ i ≤ ℓ} for any ℓ ∈ Z≥0;
(iii) for i 6= j, we have v(fi) 6= v(fj).
8 EDWARD MOSTEIG
Proof. If we set A = V0 = K[x], V = Vi−1 = {f ∈ K[x, y] | degy fi ≤ i − 1}, L = K(x, y)
and c = yi, then by Theorem 2.7, it follows that v(V ∗i ) \ v(V
∗
i−1) is a singleton. Therefore,
v(V ∗i ) \ v(V
∗
i−1) = {v(fi)} for some fi ∈ K[x, y] such that degy fi = i. Thus,
(3.1) v(K[x, y]∗) =
⋃
i∈Z≥0
v(V ∗i ) = {v(fi) | i ∈ Z≥0}
and
(3.2) v(V ∗ℓ ) = {v(fi) | 0 ≤ i ≤ ℓ}.
Since v(V ∗i ) \ v(V
∗
i−1) is a singleton set for each index i, we have that v(fi) 6= v(fj) whenever
i 6= j. 
Lemma 3.3. Suppose gi ∈ K[x, y]
∗ such that degy gi = i for i ∈ Z≥0. If v(gi) 6= v(gj) for
all i 6= j, then
(3.3) v(K[x, y]∗) = {v(gi) | i ∈ Z≥0}.
Proof. We know from Lemma 3.2 that #v(V ∗i ) = i+1, and since v(g0), . . . , v(gi) are distinct
elements of v(V ∗i ), it follows that
v(V ∗i ) = {v(g0), v(g1), . . . , v(gi)},
and so
v(K[x, y]∗) =
∞⋃
i=0
v(V ∗i ) =
∞⋃
i=0
v(V ∗i ) = {v(gi) | i ∈ Z≥0}.

Definition 3.4. We say that α 6= 0 is an indivisible element of the group Γ if there
does not exist an integer n ≥ 2 and γ ∈ Γ such that α = nγ. We say that α, β ∈ Γ∗ are
commensurable if there exist m,n ∈ Z∗ such that mα = nβ.
Going forward, we focus on the case when v(K(x, y)∗) = Z⊕ Z.
Proposition 3.5. Suppose v(K(x, y)∗) = Z⊕Z, and let α be an indivisible element of Z⊕Z
such that v(x), v(y) ∈ Z≥0α. If v(x) = mα, where m ∈ Z≥0, then the following statements
hold:
(i) v(V ∗m−1) ⊆ Z≥0α;
(ii) v(V ∗m) 6⊆ Z≥0α.
Proof. Since v(x) = mα, it follows that v(V ∗0 ) = Z≥0mα. Moreover, α ∈ v(K(x, y)
∗), and so
(3.4) Zα = {iα | i ∈ Z} = {0, α, 2α, . . . , (m− 1)α}.
By Lemma 3.2,
(3.5) v(K[x, y]∗) = {v(fi) | i ∈ Z≥0},
(3.6) v(V ∗i−1) = {v(f0), v(f1), . . . , v(fi−1)},
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and
(3.7) v(fi) 6= v(fj) for i 6= j,
where fi ∈ K[x, y] for each i ∈ Z≥0. Given γ1, γ2 ∈ Z⊕ Z, we have that γ1 = γ2 if and only
if γ1 − γ2 ∈ Zmα.
We now demonstrate (i). Let ℓ be the smallest integer such that fℓ ∈ K[x, y] with
degy fℓ = ℓ where v(fℓ) 6∈ Z≥0α. Defining β = v(fℓ), it is clear that α and β are not
commensurable since α is indivisible.
Suppose, for contradiction, that ℓ < m. For each i, we have fi ∈ K[x, y] with degy fi = i,
and so the minimality of ℓ guarantees that v(fi) ∈ Z≥0α for 0 ≤ i ≤ ℓ− 1, in which case we
can write
(3.8) v(fi) = (qim+ ri)α,
where qi, ri ∈ Z≥0 such that 0 ≤ ri ≤ m − 1. For i, j ∈ Z≥0 with 0 ≤ j ≤ ℓ − 1, define
giℓ+j = f
i
ℓfj . Note that degy(giℓ+j) = i degy(fℓ) + degy(fj) = iℓ + j, and so
(3.9) degy(gs) = s
for all s ∈ Z≥0.
Moreover,
(3.10) v(giℓ+j) = iv(fℓ) + v(fj) = iβ + qjmα + rjα,
and so v(giℓ+j) = iβ + rjα.
Suppose for some indices i1, i2, j1, j2 with 0 ≤ j1, j2 ≤ ℓ−1, we have v(gi1ℓ+j1) = v(gi2ℓ+j2),
in which case i1β + rj1α = i2β + rj2α. Therefore, i1β + rj1α = i2β + rj2α + zmα for some
z ∈ Z. Thus, (i1 − i2)β = (rj2 − rj1 + zm)α, and since α and β are not commensurable,
i1 = i2. Moreover, since v(gi1ℓ+j1) = v(gi2ℓ+j2), it follows from (3.10) that i1v(fℓ) + f(j1) =
i2v(fℓ) + f(j2), and since i1 = i2, we have v(fj1) = v(fj2). Thus by (3.7), we can conclude
j1 = j2, and so i1ℓ+ j1 = i2ℓ+ j2. Thus, we have shown
(3.11) v(gs) 6= v(gt)
whenever s 6= t. Using this in conjunction with (3.9), we have by Lemma 3.3 that
(3.12) v(K[x, y]∗) = {v(gi) | i ∈ Z≥0}.
Since ℓ < m, there exists λ ∈ {0, . . . , m − 1} \ {r0, . . . , rℓ−1}. Write λ = qm + r where
0 ≤ r ≤ m − 1. Since λα ∈ Z ⊕ Z = v(K(x, y)∗), there exist h1, h2 ∈ K[x, y] such that
λα = v(h1/h2) = v(h1) − v(h2). By (3.12), there exist indices i1, j1, i2, j2 with 0 ≤ j1, j2 ≤
ℓ − 1 such that v(h1) = v(gi1ℓ+j1) and v(h2) = v(gi2ℓ+j2), in which case v(h1) = i1β + rj1α
and v(h2) = i2β + rj2α. Thus, v(h1) = i1β+ rj1α+ s1mα and v(h2) = i2β + rj2α+ s2mα for
some s1, s2 ∈ Z. Thus,
(3.13) λα = (i1 − i2)β + (rj1 − rj2)α + (s1 − s2)mα.
Since α and β are not commensurable, it follows that i1 = i2 and so
(3.14) λα = (rj1 − rj2)α.
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Now, whenever i = 0 and 0 ≤ j ≤ ℓ− 1, we have by (3.10) that v(giℓ+j) = rjα, and so
v(gj1g
m−1
j2
) = v(gj1) + (m− 1)v(gj2)
= rj1α + (m− 1)rj2α
= mrj2α + (rj1 − rj2)α
= (rj1 − rj2)α.
Therefore, λα = v(gj1g
m−1
j2
), and so by (3.12), we have λα = v(gk) for some k ∈ Z≥0.
Now, by (3.10), we know that v(gs) ∈ Z≥0α if and only if s ≤ ℓ − 1. Thus, k ≤ ℓ − 1,
and so λα = v(gk) = rkα. Since 0 ≤ λ ≤ m − 1 and 0 ≤ rk ≤ m − 1, it follows from
the fact that v(V ∗0 ) = Z≥0mα that λ = rk, which contradicts the assumption that λ ∈
{0, . . . , m− 1} \ {r0, . . . , rℓ−1}. Therefore, ℓ ≥ m, and so part (i) follows.
Given that v(V ∗m−1) ⊂ Z≥0α, it follows from (3.6) and (3.7) together that v(V
∗
m−1) has
cardinality m, and so
(3.15) v(V ∗m−1) = {0, α, 2α, . . . , (m− 1)α}.
Suppose, for contradiction, v(V ∗m) ⊂ Z≥0α. Therefore, v(fm) ∈ Z≥0α, in which case by (3.4),
v(fm) = iα for some 0 ≤ i ≤ m − 1. However, we have just seen by (3.15) that iα = v(fj)
for some index 0 ≤ j ≤ m− 1, and so v(fm) = v(fj), which contradicts (3.7). 
Given two polynomials f, w ∈ K(x)[y], we will often need to write f as an expansion in
w, which is accomplished by taking f and iteratively dividing by w to obtain a sequence of
quotients and remainders. This expansion is made precise by the following result, which we
state without proof.
Lemma 3.6. Let w ∈ K(x)[y], and define m = degy w. Given f ∈ K(x)[y], there is an
index ℓ and unique fi,j ∈ K(x) such that
(3.16) f =
ℓ∑
i=0
m−1∑
j=0
fi,jy
jwi.
We call (3.16) the w-expansion of f . Note that if ℓ is larger than necessary, the additional
coefficients fi,j are all zero. We say “the expansion” instead of “an expansion” even though
the expansion is unique only up to the choice of ℓ and the addition of coefficients that are
just “0”. We call each fi,jy
jwi a term of the w-expansion.
When the value group is Z ⊕ Z, we can use these expansions to prove a result about
v(K[x, y]∗) under the assumption it is reversely well ordered. Specifically, we have the
following proposition.
Proposition 3.7. Suppose v(K(x, y)∗) = Z⊕Z and that v(K[x, y]∗) is reversely well ordered.
Suppose further that α is an indivisible element of Z⊕Z such that v(x) = mα and v(y) = nα,
where m,n ∈ Z≥0. If w ∈ K[x, y]
∗ such that degy w = m where β = v(w) and α are not
commensurable, then
v((K(x)[y])∗) ⊂ αZ+ βZ≥0.
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Proof. Given f(x, y) ∈ K(x)[y]∗, consider the w-expansion
(3.17) f =
ℓ∑
i=0
m−1∑
j=0
fi,jy
jwi.
Simultaneously clear all the denominators by choosing h ∈ K[x]∗ so that hfi,j ∈ K[x]. For
each index i, since 0 ≤ j ≤ m− 1, we have by Proposition 3.5 that
v
(
m−1∑
j=0
hfi,jy
j
)
= λiα,
for some λi ∈ Z≥0.
If v
(∑m−1
j=0 hfi1,jy
jwi1
)
= v
(∑m−1
j=0 hfi2,jy
jwi2
)
for some pair of indices i1, i2, we have
λi1α+ i1β = λi2α + i2β, and so
(3.18) (λi1 − λi2)α = (i2 − i1)β,
in which case i1 = i2 since α and β are not commensurable.
Therefore, whenever i1 6= i2, we have v(
∑m−1
j=0 hfi1,jy
jwi1) 6= v(
∑m−1
j=0 hfi2,jy
jwi2), and so
by the strong triangle inequality,
(3.19) v(f) = min
0≤i≤ℓ
v
(
m−1∑
j=0
hfi,jy
jwi
)
− v(h) = min
0≤i≤ℓ
(λiα + iβ)− v(h).
The conclusion follows from the observation that v(h) ∈ αZ≥0. 
4. Constructing Explicit Valuations
Using the terminology introduced in Lemma 3.6, we construct a special class of K-
valuations on K(x, y). We begin by stating the following lemma without proof.
Definition 4.1. The degree valuation v∞ : K(x) → Z ∪ {∞} is a K-valuation on K(x)
given by v∞(0) =∞ and
(4.1) v∞ (f/g) = degx(g)− degx(f)
for f, g ∈ K[x]∗.
From this definition, the simple corollary below follows by considering polynomial division.
Corollary 4.2. K is a field of representatives for the residue field Ov∞/Mv∞. Moreover,
given g ∈ K(x)∗, there exists a unique f ∈ K[x] such that v∞(f + g) > 0.
We now define a set of maps on K(x, y) that serve as candidates for K-valuations. After
constructing such maps in terms of multiple parameters, we prove some intermediate results
that lead to Proposition 4.8, which demonstrates that these maps are, indeed, K-valuations
when the given parameters satisfy specific conditions.
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Definition 4.3. Let m,n be positive, relatively prime integers, and let w ∈ K(x)[y] be
monic in y with degy w = m. Let α, β be nonzero, indivisible elements of Z ⊕ Z such that
are not commensurable. We define the map associated to (m,n, w, α, β) as
v : K(x)[y]→ Z⊕ Z ∪ {∞}
by setting v(0) =∞, and for f ∈ K(x)[y]∗, defining
(4.2) v(f) = min
0≤i≤ℓ
0≤j≤m−1
{−v∞(fij)mα + jnα + iβ} ,
where f has the w-expansion
f =
ℓ∑
i=0
m−1∑
j=0
fi,jy
jwi.
Throughout the sequel, we will assume α to be negative so that it is appropriate for use
in the definition above.
Lemma 4.4. Let v be the map associated to (m,n, w, α, β), and let f, g ∈ K(x)[y]∗. Suppose
for some i1, i2, j1, j2 ∈ Z≥0 such that 0 ≤ j1, j2 ≤ m− 1,
v(f) = −v∞(fi1,j1)mα + j1nα + i1β;
v(g) = −v∞(gi2,j2)mα + j2nα + i2β,
where fi1,j1, gi2,j2 are terms of the w-expansions of f, g, respectively. If v(f) = v(g), then
i1 = i2, j1 = j2, and v∞(fi1,j1) = v∞(gi2,j2).
Proof. Suppose v(f) = v(g). Note that fi1,j1, gi2,j2 6= 0; otherwise, v(f) and v(g) could not
be written in the form above. Then
(i1 − i2)β = v∞(fi1,j1/gi2,j2)mα + (j2 − j1)nα.
Since α and β are not commensurable, i1 = i2. Moreover, since m and n are relatively prime,
it follows that j2− j1 is a multiple of m. However, 0 ≤ j1, j2 ≤ m− 1, and so j1 = j2. Thus,
v∞(fi1,j1) = v∞(gi2,j2). 
Setting f = g in the lemma above, we conclude that there is a unique term in the w-
expansion of f that gives rise to its image under v. This leads us to the following definition.
Definition 4.5. The term fi,jy
jwi in the w-expansion of f such that v(f) = v(fi,jy
jwi) is
called the lead term of f with respect to (m,n, w, α, β). We denote this lead term by τ(f).
Lemma 4.6. The map v associated to (m,n, w, α, β) has the following properties for all
f, g ∈ K[x, y]:
(i) v(f + g) ≥ min{v(f), v(g)};
(ii) v(f + g) = min{v(f), v(g)} whenever v(f) 6= v(g);
(iii) If v(f) = v(g) 6=∞, then ∃!λ ∈ K such that v(f + λg) > v(f).
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Proof. We write the w-decompositions of f and g using an index ℓ that is large enough to
accommodate both expressions:
f =
ℓ∑
i=0
m−1∑
j=0
fi,jy
jwi;
g =
ℓ∑
i=0
m−1∑
j=0
gi,jy
jwi.
Consequently, for an appropriate selection of indices, we have the following:
τ(f) = fi1,j1y
j1wi1
τ(g) = gi2,j2y
j2wi2
τ(f + g) = (fi3,j3 + gi3,j3)y
j3wi3
Since α is negative, the inequality v∞(fi3,j3 + gi3,j3) ≥ min{v∞(fi3,j3), v∞(gi3,j3)} implies
v(f + g) = −v∞(fi3,j3 + gi3,j3)mα + j3nα + i3β
≥ min{−v∞(fi3,j3)mα + j3nα + i3β,−v∞(gi3,j3)mα + j3nα + i3β}
≥ min{v(f), v(g)},
thus justifying property (i).
If v(f) 6= v(g), then without loss of generality we assume that v(f) < v(g). Thus,
v(f) = v(τ(f)) is less than the v-image of each term appearing in the w-expansion of g. By
definition, v(τ(f)) is less than the v-image of any other term appearing in the w-expansion
of f . Given arbitrary terms Tf , Tg in f, g, respectively, we can apply property (i) to obtain
v(Tf + Tg) ≥ min{v(Tf), v(Tg)} ≥ v(τ(f)). Therefore, v(τ(f)) is less than or equal to the
v-image of any term appearing the in the w-expansion of f + g.
If g does not have a term of the form gi1,j1y
j1wi1, then τ(f) = fi1,j1y
j1wi1 is a term of f +g
and so
v(f + g) = v(τ(f)) = v(f) = min{v(f), v(g)}.
This leaves us with the possibility where g does have a term of the form gi1,j1y
j1wi1, in which
case (fi1,j1 + gi1,j1)y
j1wi1 is a term of f + g. We previously stated that v(τ(f)) is less than
the v-image of any other term appearing in the expansion of g, and so v(fi1,j1) < v(gi1,j1).
Thus, v((fi1,j1 + gi1,j1)y
j1wi1) = v(fi1,j1y
j1wi1) = v(f), and so
v(f + g) = v(f) = min{v(f), v(g)}.
Thus, we have justified property (ii).
To justify property (iii), we begin by assuming v(f) = v(g) 6= ∞. By property (i), we
have that v(f +λg) ≥ v(f), and so we only need to show that v(f +λg) 6= v(f). By Lemma
4.4, we have i1 = i2, j1 = j2, and v∞(fi1,j1) = v∞(gi2,j2). Thus, there exists λ ∈ K such that
v∞(fi1,j1 + λgi2,j2) > v∞(fi1,j1). Write τ(f + λg) = (fi5,j5 + λgi5,j5)y
j5wi5 for an appropriate
choice of indices. If v(f + λg) = v(f), then by Lemma 4.4, we have that i1 = i5 and j1 = j5
and v∞(fi5,j5 + λgi5,j5) = v∞(fi1,j1), in which case v∞(fi1,j1 + λgi1,j1) = v∞(fi1,j1). Since
i1 = i2 and j1 = j2, we have v∞(fi1,j1 + λgi2,j2) = v∞(fi1,j1), a contradiction.
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The uniqueness of λ follows from the observation that the residue field of v∞ is K. 
The proof of the lemma below follows from the observation that
τ(f(x)g(x, y)) = f(x)τ(g(x, y)) = τ(f(x))τ(g(x, y))
when f(x) ∈ K(x) and g(x) ∈ K(x)[y].
Lemma 4.7. If v is the map associated to (m,n, w, α, β), then for all f(x) ∈ K(x), g(x, y) ∈
K(x)[y],
v(f(x)g(x, y)) = v(f(x)) + v(g(x, y)).
We see in Definition 4.3 that the map associated to (m,n, w, α, β) satisfies property (i)
of Definition 1.1. Moreover, we demonstrated in Lemma 4.6 that this map also satisfies
properties (iii) and (iv) of Definition 1.1. If we wish to show that this map also satisfies
property (ii) of Definition 1.1, then we must require additional conditions. The result below
provides a set of conditions that guarantees that the map will be a K-valuation.
Proposition 4.8. Let v be the map associated to (m,n, w, α, β) where w = ym+
∑m−1
k=0 wky
k
with wk ∈ K(x). Suppose further we have
(i) β > mnα;
(ii) v(wk) > (m− k)nα for all 1 ≤ k ≤ m− 1;
(iii) v(w0) = mnα.
Then v is a K-valuation on K(x, y).
Proof. Due to Lemma 4.6, it only remains to show that for all f, g ∈ K[x, y], we have
v(fg) = v(f) + v(g). To this end, we first prove by induction on j that
(4.3) v(yjwi) = jnα + iβ
for all i ∈ Z≥0 and 0 ≤ j ≤ 2m−1. Since (4.3) follows from Definition 4.3 for 0 ≤ j ≤ m−1,
we need only justify the result when m ≤ j ≤ 2m− 1.
We will assume that (4.3) holds for 0, 1, . . . , j − 1, and prove the result for the index j.
Write j = m+ r where 0 ≤ r ≤ m− 1, in which case
yjwi = yrymwi = yr
(
w −
m−1∑
k=0
wky
k
)
wi,
and so
(4.4) yjwi = yrwi+1 −
m−1∑
k=0
wky
k+rwi.
We now show v(yjwi) = jnα + iβ by examining each term on the right-hand side of (4.4).
By Definition 4.3 and assumption (i),
v(yrwi+1) = rnα + (i+ 1)β = rnα + β + iβ > (m+ r)nα+ iβ,
and since j = m+ r,
(4.5) v(yrwi+1) > jnα + iβ.
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For any k < m, we have k + r < m+ r = j, and so the strong induction hypothesis yields
v(yk+rwi) = (k + r)nα + iβ.
By Lemma 4.7, we have
(4.6) v(wky
k+rwi) = v(wk) + (k + r)nα + iβ.
By assumption (ii), v(wk) > (m− k)nα for all 1 ≤ k ≤ m− 1, and so
(4.7) v(wky
k+rwi) > (m− k)nα + (k + r)nα + iβ = (m+ r)nα + iβ = jnα + iβ
for all 1 ≤ k ≤ m− 1. Replacing k by 0 in (4.6) and applying assumption (iii), we obtain
(4.8) v(w0y
rwi) = mnα + rnα + iβ = jnα + iβ.
Therefore, by (4.5), (4.7), and (4.8), it follows that w0y
rwi is the unique term in the expansion
(4.4) for which v achieves the minimum value jnα + iβ.
Thus, by part (ii) of Lemma 4.6, the identity (4.3) holds for all i ∈ Z≥0 and 0 ≤ j ≤ 2m−1.
Therefore, by Lemma 4.7, for all h ∈ K(x), i ∈ Z≥0 and 0 ≤ j ≤ 2m− 1,
(4.9) v(hyjwi) = −v∞(h)mα + jnα + iβ.
Using this, we can complete our goal of demonstrating that v(fg) = v(f) + v(g) for
all f, g ∈ K[x, y]. For any pairs of terms fi1,j1y
j1wi1 and gi2,j2y
j2wi2 appearing in the w-
expansions of f and g, respectively, we have by (4.9) that
v(fi1,j1y
j1wi1gi2,j2y
j2wi2) = v(fi1,j1y
j1wi1) + v(gi2,j2y
j2wi2).
Now, fg is a linear combination of products of terms coming from the w-expansions of f and
g, respectively. Let f ′ and g′ be arbitrary terms of the w-expansions of f and g, respectively,
at least one of which is distinct from τ(f) and τ(g), respectively. Thus, v(τ(f)) ≤ v(f ′)
and v(τ(g)) ≤ v(g′), with at least one of these inequalities being strict. It follows that
v(τ(f)τ(g)) = v(τ(f))+ v(τ(g)) < v(f ′)+ v(g′) = v(f ′g′), and so of all the products of pairs
of terms, τ(f)τ(g) has the smallest image under v. Consequently,
v(fg) = v(τ(f)τ(g)) = v(τ(f)) + v(τ(g)) = v(f) + v(g).

5. The Examples
In [MoSw1], an infinite family of valuations on the rational function field K(x1, . . . , xn)
was constructed such that v(K[x1, . . . , xn]
∗) is reversely well ordered. These valuations are
of the form
v : K(x1, . . . , xn)→ Z
n
such that for any polynomial f ∈ K[x,1 , . . . , xn],
v(f) = − exp(lm(ϕ(f))),
where exp represents the standard exponent vector of a monomial, lm(h) represents the
leading monomial of the polynomial h with respect to a fixed monomial order, and ϕ is
a K-algebra automorphism of the polynomial ring K[x1, . . . , xn]. We say that such valua-
tions come from a monomial order in suitable variables. The following proposition
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from [MoSw1] classifies all valuations on K(x1, . . . , xn) that come from a monomial order in
suitable variables.
Proposition 5.1. If v : K(x1, . . . , xn) → Z
n ∪ {∞} is a K-valuation, then v comes from
a monomial order in suitable variables precisely when v(K[x1, . . . , xn]
∗) is isomorphic to the
monoid (Z≤0)
n.
With the aid of Proposition 4.8, in Example 5.2 we construct valuations of the form
v : K(x, y)→ Z⊕Z such that v does not come from a monomial order in suitable variables,
and yet v(K[x, y]∗) is still reversely well ordered. In the example below, we endow the value
group Z⊕Z with the lexicographic order, where the positive elements are ordered pairs (a, b)
such that either (i) a > 0 or (ii) a = 0 and b > 0.
Example 5.2. Let v be the map associated to (m,n, w, α, β) where w = ym + xn, α =
(−1,−1), β = (0,−1), and Z ⊕ Z is endowed with the lexicographic order. According to
Proposition 4.8, v is a K-valuation on K(x, y) because of the following observations:
(i) β has been selected so that β > mnα;
(ii) wk = 0 whenever 1 ≤ k ≤ m− 1, in which case v(wk) =∞;
(iii) v(w0) = v(x
n) = mnα.
Since w ∈ K[x, y] is a monic polynomial in the variable y, the w-expansion of each f ∈ K[x, y]
is of the form
f =
ℓ∑
i=0
m−1∑
j=0
fi,jy
jwi,
where each coefficient fij is an element ofK[x]. Thus, v∞(fij) ≤ 0 for each nonzero coefficient
fij . We have by (4.2) that
v(f) = min
0≤i≤ℓ
0≤j≤m−1
{−v∞(fij)mα + jnα + iβ} ,
and so
v(f) ∈ Z≥0α + Z≥0β ⊂ Z≤0 ⊕ Z≤0,
from which it follows that v(K[x, y]∗) is reversely well ordered. However, since (−1, 0) 6∈
Z≥0α+Z≥0β, it follows that v(K[x, y]
∗) 6= Z≤0⊕Z≤0, and so by Proposition 5.1, we see that
v does not come from a monomial order in suitable variables.
In contrast to Example 5.2, we construct a K-valuation v on K(x, y) in Example 5.6
such that v(K[x, y]∗) is nonpositive but not reversely well ordered. We will first do this by
demonstrating that for this example, v(K[x, y]∗) ⊂ (Z<0⊕Z)∪{(0, 0)} ⊂ Z⊕Z, where Z⊕Z is
endowed with the lexicographic order. Specifically, we identify a sequence {fi}
∞
i=0 ⊂ K[x, y]
such that degy fi = 2(i+ 1) and v(fi) = (−1, i− 1).
When examining (4.2), we see that v(xi) = imα for i ∈ Z≥0. However, a much greater
challenge is computing the v-image of a generic power of y. To this end, we must first
consider the w-expansion of ye where e ∈ Z>0. Note that we can write e = qm + r with
q, r ∈ Z≥0 such that 0 ≤ r ≤ m− 1. We adopt the following notation for the w-expansion of
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ye promised by Lemma 3.6:
(5.1) ye = yqm+r =
q∑
i=0
m−1∑
j=0
y
(e)
im+jy
jwi,
where y
(e)
im+j ∈ K(x) depends on e, i, and j. Since w is monic in the variable y, we have
(5.2) y
(t)
t = 1.
Moreover, in (5.1), we have degy y
jwi = mi + j, and so when im + j > e, it follows that
y
(e)
im+j = 0. More generally, for s, t ∈ Z≥0 such that s < t, we define
(5.3) y
(s)
t = 0.
Example 5.3. Define m = 2 and w = y2 + y/x+ x3. The w-expansion of y4 is
y4 = (−x+ x6) + (x−3 − 2x2)y + ((x−2 − 2x3) + 2x−1y)w + w2,
and so
y
(4)
0 = −x+ x
6, y
(4)
1 = x
−3 − 2x2, y
(4)
2 = x
−2 − 2x3, y
(4)
3 = 2x
−1, y
(4)
4 = 1.
In the proposition below, we demonstrate the existence of an infinite sequence of poly-
nomials in K[x, y] of increasing y-degree, all of whose v-images are bounded below by a
constant determined by the parameters (m,n, w, α, β). Using linear combinations of the
polynomials guaranteed by the proposition below will allow us to construct such a sequence
of polynomials whose v-images increase without bound.
Proposition 5.4. Let v be the map associated to (m,n, w, α, β) where w = ym+
∑m−1
k=0 wky
k
with wk ∈ K(x). Suppose further we have
(i) β > 0;
(ii) v(wk) > (m− k)nα for all 1 ≤ k ≤ m− 1;
(iii) v(w0) = mnα.
For all d ∈ Z≥0, there exists f ∈ K[x, y]
∗ that is monic in y such that degy f = dm and
v(f) ≥ (mn−m− n)α.
Proof. We adopt the notation (5.1) for the w-expansion of yqm+r where q, r ∈ Z≥0 with
0 ≤ r ≤ m− 1.
We first define a finite sequence c0, . . . , cdm of elements of K[x] by first defining cdm = 1
and recursively working down to c0. Specifically, given cdm, . . . , ct+1, define ct to be the
unique element of K[x] promised by Lemma 4.2 such that
(5.4) v∞
(
ct +
dm∑
s=t+1
csy
(s)
t
)
> 0.
If we define f ∈ K[x, y] by
f =
dm∑
t=0
cty
t,
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we can write
(5.5) f =
d∑
q=0
m−1∑
r=0
cqm+ry
qm+r,
where
(5.6) cs = 0 for s > dm.
Using (5.1), we express this as
f =
d∑
q=0
m−1∑
r=0
q∑
i=0
m−1∑
j=0
cqm+ry
(qm+r)
im+j y
jwi(5.7)
=
d∑
i=0
m−1∑
j=0
d∑
q=i
m−1∑
r=0
cqm+ry
(qm+r)
im+j y
jwi.(5.8)
Thus,
(5.9) f =
d∑
i=0
m−1∑
j=0
aim+jy
jwi
where
aim+j =
d∑
q=i
m−1∑
r=0
cqm+ry
(qm+r)
im+j .
Note that when i ≤ q ≤ d and 0 ≤ r ≤ m− 1, we have im ≤ qm+ r ≤ dm+m− 1. Thus.
aim+j =
dm+m−1∑
s=im
csy
(s)
im+j.
From (5.3), we have that y
(s)
im+j = 0 whenever s < im+ j, and so this can be rewritten as
aim+j =
dm+m−1∑
s=im+j
csy
(s)
im+j.
Since im+ j represents any nonnegative integer, we can replace im+ j by the variable t to
obtain
at =
dm+m−1∑
s=t
csy
(s)
t .
We know that y
(t)
t = 1 by (5.2), and so
at = ct +
dm+m−1∑
s=t+1
csy
(s)
t .
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Moreover, by (5.6) we can rewrite this as
(5.10) at = ct +
dm∑
s=t+1
csy
(s)
t .
Thus, by (5.4), for t < dm, we have v∞(at) ≥ 1, and so by Definition 4.3, since α is negative,
we have
(5.11) v(at) = −v∞(at)mα ≥ −mα.
Now we consider the images, under v, of the terms in the expression (5.9) so that we can
then use the triangle inequality to put a bound on the image of the entire sum. Note that
aim+j = 0 for im + j > dm, and so we only need to consider when im + j ≤ dm. For the
term corresponding to i = d and j = 0 in expression (5.9), we have adm = 1, and so
(5.12) v(admy
0wd) = dβ > 0.
For 0 ≤ im+ j < dm, we have by (5.11) that
v(aim+jy
jwi) ≥ −mα + jnα + iβ.
Since β > 0,
v(aim+jy
jwi) ≥ −mα + jnα,
and since 0 ≤ j ≤ m− 1,
(5.13) v(aim+jy
jwi) ≥ (mn−m− n)α
whenever 0 ≤ im + j < dm. Using (5.12) and (5.13), we can apply the triangle inequality
to (5.9) to conclude
v(f) ≥ (mn−m− n)α.

In order to use this proposition to recursively construct a sequence of polynomials whose
v-images are not bounded above, we first prove a lemma that will assist us with this process.
Lemma 5.5. Suppose v is a K-valuation on L. Suppose further that f0, . . . , fd ∈ L such
that v(fi+1) is the immediate successor of v(fi) in the value group whenever 0 ≤ i ≤ d − 1.
Then given f ∈ L such that v(f) ≥ v(f0), there exist λ0, . . . λd ∈ K such that
v
(
f +
d∑
i=0
λifi
)
> v(fd).
Proof. Consider f ∈ L such that v(f) ≥ v(f0). If v(f) > v(fd), then the proof follows
by setting λ0 = · · · = λd = 0. Otherwise, v(f) ∈ {v(f0), · · · , v(fd)}, and we proceed by
recursively constructing h0, . . . , hℓ ∈ L (for some index ℓ) such that whenever 0 ≤ i ≤ ℓ− 1,
(i) v(hi) ∈ {v(f0), . . . , v(fd)},
(ii) v(hi+1) > v(hi).
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Setting h0 = f , condition (i) immediately follows. Given h0, . . . , hi where 0 ≤ i ≤ ℓ− 1, we
construct hi+1 as follows. Since v(hi) = v(fji) for some ji where 0 ≤ ji ≤ d, there exists
λji ∈ K such that v(hi + λjifji) > v(hi), and we define hi+1 = hi + λjifji, in which case
v(hi+1) > v(hi).
Since v(f0), . . . , v(fd) is a sequence of immediate successors, there must exist an index ℓ
where v(hℓ) > v(fd). The conclusion follows from the observation that hℓ = f +
∑ℓ−1
i=0 λjifji.

Example 5.6. There exists a unique K-valuation v : K(x, y)→ (Z⊕ Z, lex) where v(x) =
(−2,−2), v(y) = (−3,−3), and v(y2+y/x+x3) = (0,−1) such that v(K[x, y]∗) is nonpositive,
yet not reversely well ordered. Moreover,
(5.14) v(K[x, y]∗) = {(0, 0)} ∪ (Z>0(−1,−1) + Z≥0(0, 1)) .
Proof. Define m = 2, n = 3, α = (−1,−1), β = (0, 1), and
w = y2 + y/x+ x3.
By Proposition 4.8, the map associated to (m,n, w, α, β), is a K-valuation on K(x, y). By
Definition 4.3, for any f ∈ K[x, y]∗,
(5.15)
v(f) = min
0≤i≤ℓ
0≤j≤m−1
{−v∞(fij)m(−1,−1) + jn(−1,−1) + i(0, 1)} ∈ Z(−1,−1) + Z≥0(0, 1),
where f has w-expansion
∑ℓ
i=0
∑m−1
j=0 fi,jy
jwi. Moreover, v(x) = (−2,−2), v(y) = (−3,−3),
and
(5.16) v(y2 + x3) = v(w − y/x) = min{(0, 1), (−1,−1)} = (−1,−1).
First, we show that the valuation is nonpositive onK[x, y]∗. To do so, we not only consider
the lexicographic order on the value group Z ⊕ Z, but we also endow the polynomial ring
K[x, y]∗ with a different order, namely, the lexicographical order with y > xi for all i ∈ Z≥0.
This is a total order on the set of nonzero monomials given by the rule xa1yb1 > xa2yb2
whenever either (i) b1 − b2 is positive or (ii) b1 = b2 and a1 − a2 is positive. Given a
polynomial f , the leading term lt(f) is defined as the term whose underlying monomial is
maximal among those appearing in f .
Given a nonconstant f ∈ K[x, y]∗, we consider four cases:
(1) lt(f) = λy2ℓ with λ ∈ K∗, ℓ > 0;
(2) lt(f) = λxky2ℓ with λ ∈ K∗, k, ℓ > 0;
(3) lt(f) = λxky2ℓ+1 with λ ∈ K∗, k, ℓ ≥ 0;
(4) lt(f) = λxk with λ ∈ K∗, k > 0.
Before considering these cases, we first observe that
(5.17) wℓ = (y2 + (y/x) + x3)ℓ = y2ℓ + ℓy2ℓ−1(1/x) + g1,
where g1 ∈ K(x)[y] with degy(g1) ≤ 2ℓ− 2.
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Case 1: Suppose lt(f) = λy2ℓ with λ ∈ K∗, ℓ > 0. Since degy(w) = 2, the w-expansion of
f is of the form
f = λwℓ +
ℓ−1∑
i=0
(fi,0 + fi,1y)w
i,
and so by (5.17),
f = λy2ℓ + λℓy2ℓ−1(1/x) + λg1 +
ℓ−1∑
i=0
(fi,0 + fi,1y)w
i
= λy2ℓ + ((λℓ/x) + fℓ−1,1) y
2ℓ−1 + g2,
where g2 ∈ K(x)[y] with degy(g2) ≤ 2ℓ− 2. Defining
(5.18) g3 = (λℓ/x) + fℓ−1,1,
we see that g3 ∈ K[x] since it is the coefficient of y
2ℓ−1 appearing in the polynomial f ∈
K[x, y].
Now, v(−λℓ/x) = (2, 2) and v(g3) = degx(g3) · (−2,−2), and so v(−λℓ/x) 6= v(g3).
Therefore, using (5.18) we see
v(fℓ−1,1) = v(−λℓ/x+ g3) = min{v(−λℓ/x), v(g3)} = degx(g3) · (−2,−2),
and so
v(fℓ−1,1y) = v(fℓ−1,1) + v(y) = degx(g3) · (−2,−2) + (−3,−3).
Since fℓ−1,0 ∈ K(x), we have v(fℓ−1,0) ∈ 2(Z⊕ Z), from which it follows that
v(fℓ−1,0) 6= v(fℓ−1,1y),
and so
v(fℓ−1,0+ fℓ−1,1y) = min{v(fℓ−1,0), v(fℓ−1,1y)} ≤ v(fℓ−1,1y) = degx(g3) · (−2,−2) + (−3,−3).
Thus,
v((fℓ−1,0 + fℓ−1,1y)w
ℓ−1) ≤ degx(g3) · (−2,−2) + (−3,−3) + (ℓ− 1)β
= degx(g3) · (−2,−2) + (−3,−3) + (ℓ− 1)(0, 1)
= (−2 degx(g3)− 3,−2 degx(g3)− 3 + ℓ− 1)
< (0, 0).
By (4.2), it follows that v(f) < (0, 0).
Case 2: If lt(f) = λxky2ℓ with λ ∈ K∗, k, ℓ > 0, then we can write f = py2ℓ where p ∈ K[x]
such that degx p = k. By (5.17), the w-expansion of f is
f = pwℓ +
ℓ−1∑
i=0
(fi,0 + fi,1y)w
i,
and so by (4.2), we have
v(f) ≤ v(p) + ℓv(w) = k(−2,−2) + ℓ(0, 1) = (−2k,−2k + ℓ).
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Since k ≥ 1, it follows that
v(f) ≤ (−2, ℓ− 2) < (0, 0).
Case 3: If lt(f) = λxky2ℓ+1 with λ ∈ K∗, k, ℓ ≥ 0, then we can write f = py2ℓ+1 where
p ∈ K[x] such that degx p = k. By (5.17), the w-expansion of f is
f =
ℓ∑
i=0
(fi,0 + fi,1y)w
i,
where fℓ,1 = p, and so by (4.2), we have
v(f) ≤ v(p)+v(y)+ℓv(w) = k(−2,−2)+(−3,−3)+ℓ(0, 1) = (−2k−3,−2k−3+ℓ) ≤ (0, 0).
Case 4: Suppose lt(f) = λxk with λ ∈ K∗, k > 0. Since we are using the lexicographical
order with y > x, it follows that f ∈ K[x], and so v(f) ≤ (0, 0).
We have seen in all four cases that v(f) ≤ (0, 0), and so v(K[x, y]∗) is nonpositive. Next,
we demonstrate that v(K[x, y]∗) is not reversely well ordered. We will inductively define
fd ∈ K[x, y]
∗ with d ∈ Z≥0 such that
(5.19) degy fd = 2(d+ 1),
and
(5.20) v(fd) = (−1, d− 1),
from which it follows that v(K[x, y]∗) is not reversely well ordered. Defining f0 = y
2+ x3, it
follows from (5.16) that v(f0) = (−1,−1). Given f0, f1, . . . , fd, we will show how to construct
fd+1.
By Proposition 5.4, there exists f ∈ K[x, y] such that degy f = 2(d + 1) and v(f) ≥
(−1,−1) = v(f0). By Lemma 5.5, there exist λ0, . . . , λd ∈ K such that
v
(
f +
d∑
i=0
λifi
)
> v(fd).
If we define fd+1 = f +
∑d
i=0 λifi, then since degy f = 2(d + 1) and degy fi = 2i, we can
conclude (5.19). Moreover,
v(fd+1) > v(fd) = (−1, d− 1),
from which it follows
(5.21) v(fd+1) ≥ (−1, d).
Since we are working over (Z⊕ Z, lex) and v(K[x, y]∗) is nonpositive, it follows from (5.15)
that
(5.22) v(fd+1) = (−1, ed)
for some integer ed ≥ d. To justify (5.20), we have only left to show that ed ≤ d.
We begin with the observation that
v(xy2 + y + x4) = v(xw) = (−2,−2) + (0, 1) = (−2,−1).
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For each q ∈ Z≥0, r ∈ {0, 1}, we define h2q+r ∈ K[x, y] by
h2q+r = y
r(xy2 + y + x4)q,
in which case
(5.23) v(h2q+r) = r(−3,−3) + q(−2,−1).
Note that for i 6= j, v(hi) 6= v(hj), and since degy hi = i, we have by Lemma 3.3,
v(V ∗2(d+1))/v(V
∗
0 ) = {h0, h1, . . . , h2(d+1)}.
Since degy fd+1 = 2(d + 1), it follows that v(fd+1) = v(h2q+r) for some nonnegative index
2q + r ≤ 2(d + 1). Since v(x) = (−2,−2), it follows that v(V ∗0 ) = (−2,−2)Z≥0, and so for
some t ∈ Z,
v(fd+1) = v(h2q+r) + t(−2,−2).
Combining this fact with (5.22) and (5.23), we have
(−1, ed) = r(−3,−3) + q(−2,−1) + t(−2,−2).
Subtracting the first component from the second component simultaneously on the left- and
right-hand side of this equation, we find that
ed + 1 = (−3r + 3r) + (−q + 2q) + (−2t+ 2t),
and so ed + 1 = q. However, 2q + r ≤ 2(d+ 1), and so ed + 1 = q ≤ d+ 1−
r
2
, which implies
that −ed ≥ −d +
r
2
. Since r ≥ 0, it follows that ed ≤ d, as desired.
Now that we have demonstrated that v(K[x, y]∗) is reversely well ordered, we will pre-
cisely describe this set. Considering (5.15) in conjuction with the fact that v(K[x, y]∗) is
nonpositive yields
v(K[x, y]∗) ⊂ (Z>0(−1,−1) + Z≥0(0, 1)) ∪ {(0, 0)}.
Noting that (0, 0) ∈ v(K[x, y]), we justify the reverse inclusion by taking an arbitrary nonzero
ordered pair of the form i(−1,−1) + j(0, 1) = (−i, j − i), with i > 0, j ≥ 0 and seeing that
it can be written
v(fj(y
2 + x3)i−1) = (−1, j − 1) + (i− 1)(−1,−1) = (−i, j − i),
by using (5.16) and (5.20) together. 
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