Abstract -We propose and analyze several two-level non-overlapping Schwarz methods for a preconditioned weakly over-penalized symmetric interior penalty (WOPSIP) discretization of a second order boundary value problem. We show that the preconditioners are scalable and that the condition number of the resulting preconditioned linear systems of equations is independent of the penalty parameter and is of order Hh −1 , where H and h represent the mesh sizes of the coarse and fine partitions, respectively. Numerical experiments that illustrate the performance of the proposed two-level Schwarz methods are also presented. 2010 Mathematical subject classification: 65N30, 65N55.
Introduction
The weakly over-penalized symmetric interior penalty (WOPSIP) method is a Discontinuous Finite Element method that was first introduced in [10] for the approximation of second order elliptic problems, such as the model Poisson problem of finding u ∈ H where Ω ⊂ R 2 is a polygonal domain and f a given source term in L 2 (Ω). The WOPSIP method is an Interior Penalty method that preserves the symmetric positive-definiteness of the continuous problem without requiring any tuning of a penalty parameter. Furthermore, although the method is inconsistent (in the sense of [4] ) the weak over-penalization of the jumps allows for achieving optimal convergence in the energy and L 2 -norms. Moreover, since the penalty term only involves the averages of the jumps across the edges, the performance of the WOPSIP method is not sensitive to regular hanging nodes. Another nice feature of the method is its simplicity and the structure of the matrix in the algebraic formulation of the method, which makes it an attractive option for practical computations. However, due to the over-penalization, the condition number of the stiffness matrix is of order O(h −4 ), h being the mesh-size. To remedy the very ill-conditioning of the WOPSIP method, a simple block-diagonal preconditioner was introduced in [10] that reduces the condition number of the preconditioned system to O(h −2 ), which is typical for discretizations of second order elliptic problems. A particular construction of this preconditioner was later shown in [8] to retain the intrinsic built-in parallelism of the WOPSIP method, rendering the resulting preconditioned WOPSIP an ideal method for parallel computations.
The goal of this paper is to construct and analyze non-overlapping Schwarz preconditioners for the (already) preconditioned WOPSIP discretization of a second order elliptic problem.
Research in Domain Decomposition preconditioners for DG methods, in particular for approximating second order elliptic problems, has gained considerable attention in recent years [2, 3, 16, 17, 18, 19] . Non-overlapping and overlapping Schwarz methods were first introduced in [19] for the classical Interior Penalty (IP) scheme. These overlapping preconditioners were extended in [20] for the IP approximations of convection-diffusion problems and in [13] to the C 0 -IP approximation of a fourth order problem. A slightly different construction of non-overlapping Schwarz methods was introduced in a unified framework in [2] , for all the stable and consistent DG methods in [4] . These preconditioners differ from those proposed in [19] (and all the other work in the subject) in the design of the local solvers: inexact in [2] versus exact in [19] . Both solvers have been shown to perform similarly, although the analysis in the former case turns out to be more involved.
In this paper, we propose some non-overlapping preconditioners within the Schwarz framework for the preconditioned (first order) WOPSIP method. The construction with both exact and inexact local solvers is considered and we allow for many possible choices of the coarse solver. We perform the convergence analysis of the proposed Schwarz preconditioners, following the classical framework [21] . They are shown to be scalable and the condition number of the resulting preconditioned systems is shown to be of order O(Hh −1 ) (H denoting the mesh size of the coarse partition), similar to other Schwarz methods for DG discretizations of second order problems. It is worth mentioning that for the original WOP-SIP method (without preconditioner), overlapping Schwarz methods have been previously considered in [6] . An important difference with these Schwarz methods, is that ours require the solution of local problems whose conditioning is O(h −2 ) in contrast to the much more ill-conditioned O(h −4 ) considered in [6] .
In our convergence analysis, however, an additional difficulty arises since the matrix for the preconditioned WOPSIP method in previous work [8, 10] is non-symmetric. A first step (and contribution) in our analysis, is to identify a new DG method, P-WOPSIP, by characterizing the variational formulation that gives rise to an operator that is spectrally equivalent to the non-symmetric matrix associated with the preconditioned WOPSIP. We analyze the spectral properties of the P-WOPSIP method, showing that it is indeed spectrally equivalent to all the classical consistent and stable DG methods for second order problems. Its convergence and approximation properties can then be studied following the classical framework [4] . Furthermore, special care is taken to ensure that the resulting symmetric DG method (P-WOPSIP), inherits the simplicity and special structure of the original preconditioned WOPSIP [8, 10] . A particular attractive feature of the P-WOPSIP method is that its spectral properties are completely independent of the penalty parameter α. As a result, the performance of the Schwarz preconditioners constructed here is also independent of the penalty parameter.
Finally, we mention that the WOPSIP method and the results in this paper can be extended to three dimensional problems in a straightforward manner. High order WOPSIP methods have been recently introduced in [11] . The extension of the results presented here to the higher order methods will be a subject of future research.
The rest of the paper is organized as follows. In the next section, we review the WOPSIP method, its block-diagonal preconditioner and characterize the bilinear form defining the P-WOPSIP method. In Section 3 we introduce the Schwarz methods for the P-WOPSIP discretization and discuss some computational issues. The convergence analysis is carried out in Section 4. Numerical experiments validating the theory are presented Section 5. Finally, the proofs of some technical results needed in our theoretical analysis are given in the Appendices.
Throughout the paper, we shall use standard notation for Sobolev spaces (cf. [1] ), and x y will mean that there exists a generic constant C > 0 (that may not be the same at different occurrences but is always independent of the mesh and penalty parameters) so that x C y. Analogously, x ≈ y will mean that C −1 y x C y, for a constant C > 0.
Problem setting and WOPSIP discretization
In this section, we introduce some notation, recall the WOPSIP approximation and present some of the properties of the formulation. Let {T h } h>0 be a family of quasi-uniform triangulations of Ω. The mesh size is defined by h := max T ∈T h diam T . We denote by V h the first order discontinuous finite element space associated with T h , defined by
where P 1 (T ) is the space of linear polynomials in T . The set of all the edges in T h is denoted by E h ; the set of internal edges by E • h and the set of boundary edges by E ∂ h , so that
For any e ∈ E h , h e will denote the length of the edge e. We use standard notation for trace operators [4] 
where
is the bilinear form defined in [10, 8] :
Here, α denotes the penalty parameter which we assume to be 1 and Π 0 e : L 2 (e) −→ P 0 (e) is the L 2 -orthogonal projection onto the space P 0 (e) of constant functions on e:
where in the last step we have used the midpoint rule for integration and m e is the midpoint of the edge e ∈ E h . For vector valued functions Π 0 e (·) is defined componentwise. By considering the energy norm:
, it can be shown that for α > 0, the bilinear form defining the WOPSIP method is coercive and continuous in V h :
Also, optimal rates of convergence in the ∥ · ∥ h and L 2 -norms can be proved for the WOPSIP approximation to problem (1.1) (i.e., the solution of (2.1)). For details see [9, 10] .
An efficient preconditioner for the WOPSIP method
We recall that, given a basis of V h , any function v ∈ V h is uniquely determined by a set of degrees of freedom (dofs). If A h is the stiffness matrix associated with the bilinear form A h (·, ·) and the given basis, problem (2.1) can be rewritten as the linear system of equations
with A h symmetric and positive definite. Due to the over-penalization of the method, it can be easily seen that the condition number of A h is of order κ(A h ) = O(h −4 ). To effectively compute the approximation with the WOPSIP method, the bilinear form
was introduced in [10] , where w T := w| T for all T ∈ T h . Denoting by B h the matrix associated with the bilinear form B h and the given basis, it was proved in [10] that
where n := dim V h . From (2.4), it immediately follows that
The issue of the efficiency of the preconditioner B h was further explored in [8] , where the authors showed that if a suitable ordering of the dofs is employed the resulting matrix B h (and so its action) turns out to be block-diagonal with 1 × 1 and 2 × 2 blocks and therefore can be computed in parallel. 
since we can take v = B −1/2 h w in (2.4) for any w ∈ R n . So far, we have not said anything about the selection of the basis or the location of the dofs of V h . In [8] , it was shown that the use of the Crouziex-Raviart basis for P 1 (T ) on each T ∈ T h and the choice of the dofs at the midpoints of the edges in each T have some advantages. More precisely, the authors showed that by using an edgewise ordering of dofs (that is, the dofs associated to the midpoints of an interior edge are always consecutive, cf. Fig. 1 for an example), the matrix B h , and consequently B −1 h , turns out to be blockdiagonal with 1 × 1 and 2 × 2 blocks, and therefore the preconditioned WOPSIP method has an intrinsic highly parallel structure. In the next section we show that by using the same special ordering, also the action of B −1/2 h retains the same highly parallel structure and can be efficiently computed. Moreover, we shall also show that this ordering facilitates our analysis of the Schwarz methods for the preconditioned WOPSIP discretization. Hence, throughout the rest of the paper it is assumed that the edgewise ordering is employed (see Section 3.2 for details on the implementation).
Construction of B −1/2 h
As shown in [8] , by ordering the dofs in an edgewise manner (cf. Fig. 1 (right) ) the matrix representing B h is block-diagonal, with either 2×2 blocks (corresponding to an interior edge) or 1 × 1 blocks (corresponding to a boundary edge). Denoting by B e h the block of the matrix B h corresponding to the dofs associated to the edge e ∈ E h , we have where θ e = h 2 e /α for all edges e ∈ E h . Observe that for any e ∈ E 
And so, we obtain an explicit expression for (B (2.11) and the norm
12)
The next result shows that D h (·, ·) is continuous and coercive in V h with respect to the above DG norm, provided h is small enough (see Remark 2.1).
Lemma 2.1. The bilinear form D h (·, ·) defined by (2.11) is continuous in the DG norm (2.12), and it is also coercive for all h h 0 with
where C t is a trace inequality constant. More precisely, there exist constants C c , C s > 0 depending only on the shape regularity of the partition but independent of the penalty parameter α and the mesh size h, such that
The proof of Lemma 2.1 can be found in Appendix A. We also define the following bilinear forms
Remark 2.1. The restriction on h in Lemma 2.1 is necessary for guaranteeing the coercivity in the DG norm ∥ · ∥ DG . Note from the definition of h 0 and taking into account our assumption α 1 together with the fact that for piecewise linear polynomials on triangles C 2 t ≈ 1/3 (see for instance [22] ), the above restriction on h is a very mild one.
Schwarz methods for the P-WOPSIP discretization
In this section we introduce the Schwarz methods and provide some technical tools needed in the analysis.
We denote by T N a partition of Ω into N non-overlapping subdomains, i.e., Ω = ∪ N i=1 Ω i , and by {T H } H>0 and {T h } h>0 two families of coarse and fine partitions, respectively, with mesh sizes H > 0 and h > 0. All the partitions are assumed to be regular and quasi-uniform and we shall always proceed under the assumption that T h , T H and T N are nested:
i.e., each Ω i , i = 1, . . . , N , can be written as the union of some elements D ∈ T H , each of which is the union of elements of the finer partition T h ; that is
and denote by R
h to V h , and by R i its transpose with respect to the canonical bilinear form. We observe that
Finally, we define
We now introduce the local solvers, for which we consider two classes: exact local solvers (as those proposed in [19] ) and inexact local solvers (as those introduced in [2, 3] ).
(i) Exact local solvers: For each subdomain Ω
(ii) Inexact local solvers: Following [2], we first consider the model problem (1.1) set in the subdomain Ω i :
3)
The i th -local solver (that is associated to the subdomain Ω i ) is defined as the P-WOPSIP approximation to (3.3) . Hence, the local bilinear form
where A i (·, ·) is given by:
) ′ refers to the operator associated to the bilinear form
Note that, the edges e ∈ E on the functions restricted to these edges is given by (2.10).
A key issue in the analysis of the non-overlapping Schwarz methods is the relation between the global bilinear form D h (·, ·) and the sum of the local solvers. To study such a relation, we need first to introduce some additional notation. Recalling the definition (3.1) of the interface Γ, we define the strip Ω Γ as
Following [19, 2] we have the following result whose proof can be found in Appendix B.
Then the following identities hold:
with β e defined as in (2.7), and
Here, η e is defined as:
The last ingredient in the construction of the Schwarz methods is the coarse solver. We consider a coarse partition T H and we take for ℓ = 0, 1
i.e., the functions in the coarse space can be either piecewise constant or piecewise linear. We denote by R
h to V h , by R 0 its transpose with respect to the canonical bilinear forms, and define the following three coarse solvers:
14)
). Remark 3.1. As in [19, 2] , the coarse solver D 0 (·, ·) is defined as the restriction of the original method to the coarse finite element space V 0 h . However, it should be noted that
In particular to ensure the performance of the resulting Schwarz method it turns out to be essential to choose the penalty parameter α H in the definition of
Remark 3.2. Since the coarse solvers (3.13), (3.14) and (3.15) are defined as the restriction of D h (·, ·), S h (·, ·) and S * h (·, ·), respectively, to the coarse space V 0 h , we can immediately conclude that all the coarse solvers are spectrally equivalent thanks to Remark 2.2.
Schwarz operators
We now define the Schwarz operators and show that they can be viewed as preconditioners for the original (preconditioned) system of equations (2.5).
For the exact local solvers, let P
For the inexact local solvers we set P
We observe that the operators P 
Since the coarse bilinear forms D h (·, ·), S h (·, ·) and S * h (·, ·) are coercive, the operators P 0 , Q 0 and T 0 are well defined.
We are now ready to define the following additive Schwarz operators:
In the case of exact local solvers, the matrix representation of the additive Schwarz operators P E , Q E and T E is given by
where D 0 , S 0 and S * 0 are the matrix representations of the bilinear forms D 0 (·, ·), S 0 (·, ·) and S * 0 (·, ·), respectively. We observe that the preconditioners differ by the choice of the coarse solver (cf. Table 1) . M E 1 employs as coarse solver the restriction of the P-WOPSIP bilinear form to the finite element coarse space whereas for M Table 1 . 
Computational issues
Let v be a vector representing a finite element function v in the edgewise ordering, and let P be the permutation matrix so that Pv becomes the vector representing v in the elementwise ordering. We define J to be the matrix representing the jumps term
and G to be the matrix representing the volume term
We remark that in the elementwise ordering the matrix G is block-diagonal with 3 × 3 blocks, whereas in the edgewise ordering the matrix J is block diagonal and therefore the preconditioner B h = I + J is block diagonal, with I the identity matrix. Therefore, B −1/2 h is block diagonal as well and the 2 × 2 blocks can be computed directly with (2.6). Algorithm 1 computes the action of the stiffness matrix of the WOPSIP method and the action of the preconditioner B −1/2 h on a vector (cf. [8] ).
Next, we also describe the action of the additive Schwarz preconditioner M E 1 on a vector v edgewise ordered (cf. Algorithm 2). The routines for the other preconditioners can be written exactly in the same way with only notational changes involved. Note that, for the application of the preconditioner, it is more convenient to employ the elementwise ordering of the dofs, and to number first the dofs corresponding to elements in the first subdomain, then the dofs corresponding to elements in the second subdomain and so on. With such an ordering, the local solvers turn out to be a block Jacobi preconditioner where each block corresponds to the dofs in a subdomain.
Algorithm 2 Compute
z = M E 1 v Solve z = R T 0 D −1 0 R T 0 Pv for i = 1, . . . , N do z ⇐ z + R T i D −1 i R T i z end for z ⇐ P T z.
Convergence analysis
In this section we present the convergence analysis of the proposed Schwarz methods for the P-WOPSIP scheme. We start by stating the main result of this section:
Theorem 4.1. Let P be any of the Schwarz operators defined in (3.19) and (3.20) . Then the condition number of P satisfies
where the positive constant C is independent of H, h, α and the number of subdomains.
Remark 4.1. Theorem 4.1 guarantees that the condition number of the preconditioned system is independent of the parameter α. This result is in contrast to those for the Schwarz methods for standard and classical DG discretizations of second order problems [4] , for which is shown that the condition number of the preconditioned system depends linearly on the penalty parameter α (see [2, 3] for details).
The rest of the section is devoted to the proof of the above theorem. We follow the classical abstract convergence theory of Schwarz methods [15, 14] (cf. also [21, Chapter 2] and [12, Chapter 7] ), and therefore, we only have to verify the following three assumptions.
Assumption 4.1 (Stable decomposition). There exists
where γ 0 (·, ·) is one of the coarse bilinear forms defined in (3.13)-(3.15). 
Assumption 4.2 (Strengthened Cauchy-Schwarz inequalities). There exist 0 ε ij 1, 1 i, j N , such that
D h (R T i u i , R T j u j ) ε ij D h (R T i u i , R T i u i ) 1/2 D h (R T j u j , R T j u j ) 1/2 for all v i ∈ V i h , u j ∈ V j h .
Define ρ(E) to be the spectral radius of E := {ε ij } i,j=1,...,N . Assumption 4.3 (Local stability). There exists ω r > 0 such that
D h (R T i u i , R T i u i ) ω r D r i (u i , u i ) ∀ u i ∈ V i h , r = {E, I}.
+ (H/h).
We start by verifying the bound for ρ(E). Following [19, 2] , it is straightforward to see that ε ii = 1 for i = 1, . . . , N . For i ̸ = j, we note that
only if ∂Ω i ∩ ∂Ω j ̸ = ∅, therefore ε ij = 1 in those cases, and ε ij = 0 otherwise. Then, ρ(E) can be bounded by ρ(E) max i ∑ j |ε ij | 1 + N a . In the next sections we verify the bounds for ω r and C 0 .
Local stability
We now prove that the local solvers satisfy a local stability property with ω r 1. Observe that for the exact local solvers defined in (3.2) , it follows from their definition that (4.1) holds with ω E ≡ 1. Before showing that Assumption 4.3 holds also for the inexact local solvers, we define the norm ∥ · ∥ DG,Ω i according to (2.12) but at the subdomain level, i.e., 
It then follows from (2.14) and (2.15) (for D
Stable decomposition
In this section we finally show that the decomposition underlying the definition of the additive Schwarz operator is indeed stable with respect to the energy norm defined by D h (·, ·).
We first state an auxiliary result needed in the proof of Proposition 4.1. This result provides an estimate for the interface bilinear forms I 
Lemma 4.2. For any u ∈ V h , it holds that
Proof. We start by proving the bound for I E h (·, ·). From the definition (3.9) of I E h given in Lemma 3.1 and the standard triangle inequality, we have |I
We next estimate the two terms separately, starting with F 2 . By recalling the definition (2.7) of β e on e ∈ E • h and using (2.8), the Cauchy-Schwarz inequality, the arithmetic-geometric inequality and the stability of the projection Π 
Observe that for any fixed j ̸ = i and T ∈ Ω Γ ij with T ⊆ Ω i , the divergence theorem, the Cauchy-Schwarz and the trace inequalities together with the stability of the projection Π 0 e (·) give
where in the last step we have used the fact that Π 
After inserting the estimate (4.5) into (4.4) and using the continuity (2.14) of D h (·, ·) given in Lemma 2.1, we finally obtain
The above estimate together with (4.3) concludes the proof for I E h (·, ·). To bound I I h (·, ·) we observe that, thanks to Lemma 3.1
and therefore it is enough to bound G I h (·, ·) which we recall is defined as
We start with the last term F 5 . Recalling the definition (3.12) of η e and using the fact that
Then, taking into account the stability of the projection Π 0 e (·) and arguing as we did for F 2 , we obtain
We now estimate the other terms. The estimate for F 3 is similar to the estimate for |F 1 |:
Finally, the term F 4 is readily estimated by the continuity of the bilinear form D
The last preliminary result concerns the coarse solver.
Lemma 4.3. For any u
Then it holds that γ 0 (u 0 , u 0 ) (
where γ 0 (·, ·) is one of the coarse bilinear forms defined in (3.13)-(3.15).
Proof. It is sufficient to show the bound in the case γ 0 (·, ·) = S * 0 (·, ·); the other two cases follow from the observation made in Remark 3.2. Let u ∈ V h and let u 0 be defined as in (4.6) . Note that u 0 is piecewise constant (by definition) on T H . Then it follows from the definition of S * 0 (·, ·), adding and subtracting u and the stability of the projection Π 0 (·) that
where in the last step we have also used the coercivity of D h (·, ·) (cf. (2.15) ). We now observe that last term can be estimated exactly following [19] and [2, Lemma 4.3] :
We close the section with the proof of Assumption A1.
Proposition 4.1 (Stable decomposition). For any u
Proof. The proof follows those given in [19, 2] . We set
Taking into account Lemma 3.1 we can write
8) then we just need to estimate each term on the right hand side.
The first term is readily estimated by using Lemma 4.3:
For the second term on the right hand side of (4.8), triangle inequality, the continuity of D h (·, ·) (cf. (2.14)) together with (4.9) and the definition of the coarse solver gives,
For the last term, it follows from (2.15), Lemma 4.2 and (4.10) that
Noting now that the trace inequality together with a Poincaré-Friedrichs inequality [7, 12] gives
we finally obtain the estimate
for the last term in (4.8). Substituting this estimate together with (4.10) and (4.9) into (4.8), the proof is completed. For the other coarse solvers, the proof follows exactly the same steps, replacing the bound in (4.9) by the corresponding one.
Numerical results
In this section we present a series of numerical experiments to highlight the practical performance of our non-overlapping Schwarz preconditioners. We restrict ourselves to two-dimensional model problems: we let Ω = (0, 1) × (0, 1) and choose f such that the analytical solution of the model problem (1.1) is given by u(x, y) = exp(xy)(x − x 2 )(y − y 2 ). Throughout Sections 5.1 and 5.2 we take the stability constant α appearing in the formulation of the WOPSIP method (2.2) to be 1; numerical results with different choices of the penalty parameter are discussed in Section 5.3.
We employ a uniform subdomain partition consisting of N = 4, 16 squares, and consider initial coarse and fine refinements as depicted in Fig. 2 (for N = 4 (top) and N = 16 (bottom)). We denote by H 0 and h 0 the corresponding initial coarse and fine mesh sizes, respectively, and consider j = 1, 2, 3, successive uniform refinements of the initial grids. We solved the preconditioned linear systems of equations by the conjugate gradient (CG) iterative solver with a (relative) tolerance set equal to 10 −9 allowing a maximum of 100 iterations. For the solution of the linear system (2.5) we employed the CG iterative solver with the same relative tolerance but allowing a maximum of 1100 iterates.
Exact local solvers
In this section we test the performance of the Schwarz preconditioners of experiments we have considered a coarse space constructed from piecewise linear discontinuous elements. The condition number estimates together with the corresponding iteration counts needed to reach convergence (in parenthesis) for all the considered preconditioners are reported in Table 2 on a partition with 16 subdomains. For the sake of comparison, we also report (last but one row of Table 2 ) the condition number estimate of the matrix B
−1/2 h
together with the iteration counts needed for the solution of the linear system of equations (2.5).
The last row of Table 2 shows the condition number and the corresponding iteration counts of the original unpreconditioned system of equations A h x = f. The numerical results confirm the theoretical estimates provided in Theorem 4.1: the condition number of the preconditioned system behaves asymptotically as H/h, and, consequently, the iteration counts behaves asymptotically as √ H/h. By a comparison with the computed condition number of the matrix A h it is clear that the application of all the preconditioners drastically reduce the condition number of the system, and consequently, the iteration counts needed for convergence.
Next, we investigate the scalability of the preconditioners, i.e., the independence of the performance on the number of subdomains. To this end we repeated the same set of experiments decreasing the number of subdomains from N = 16 to N = 4: the results are reported in Table 3 . As predicted from our theoretical estimates, the condition number of the preconditioned system is independent of the number of subdomains.
Next, we investigate the effect of the coarse space on the performance of our preconditioners. To this end, we ran the same set of experiments as before (on a partition with 16 subdomains) employing a piecewise constant coarse space. Table 4 reports the condition number estimates and the corresponding iteration counts. Note that whenever we employ a piecewise constant coarse space the bilinear forms S h (·, ·) and S 
B −1/2 h
A h B −1/2
Inexact local solvers
In this section we test the performance of the Schwarz preconditioners (with inexact local solvers) We ran the same set of experiments as before. More precisely, in Table 5 and Table 6 we compare the condition number estimates and the iteration counts obtained on a subdomain partition made of N = 16 and N = 4 subdomains, respectively, employing a piecewise linear Table 7 . By comparing the results with the analogous ones presented in the previous Section 5.1 it can been inferred that employing exact local solvers improves the performance of the preconditioner slightly.
Variable penalty parameter
The aim of this section is to validate the independence on the penalty parameter of the estimates for the condition number of the preconditioned system proved in Theorem 4.1.
For the sake of brevity throughout this section we employ a piecewise constant coarse solver. In Fig. 3 we report the condition number estimates of the preconditioned system for different values of α. Although our theory requires α 1, for the sake of completeness local 
and the space Z h is defined by:
A natural set of basis functions associated to midpoints of edges can be given for both spaces V
CR h
and Z h , i.e.,
Therefore, an edgewise ordering of the dofs of any u ∈ V h facilitates the use of the above splitting. where β e is defined in (2.7). We also recall the following result from [5] . We report the proof for the sake of completeness.
Lemma A.1. For any z ∈ Z h it holds that
where C t is the constant in the trace inequality (and therefore depends only on the shape regularity of the mesh).
Proof. Integrating by parts, recalling that since z ∈ Z h is piecewise linear then ∆z = 0 on each T ∈ T h , and the definition (2.3) of the operator Π 
To give a more explicit expression of the last two terms on the right hand side, we take a closer look at the support of the terms involved. We first observe that supp(R on e ∈ Γ. Fix an edge e ∈ Γ shared by the elements T 1 ⊆ Ω 1 and T 2 ⊆ Ω 2 , and recall that (see Fig. 4(a) ),
Taking into account the action of B −1/2 h on internal edges (since e ∈ Γ so e ∈ E • h ) we have
where β e is defined as in (2.7). Therefore, under the action of B For the gradient term, it is clear that the resulting support expands along the strip of elements that touch Γ (see Fig. 4(c) ), that is:
where the set Ω Γ is defined in (3.6). For the penalty term, it can be seen that (cf. Fig. 4(d) , which establishes (3.9) and hence (3.7). We now turn to the case of inexact local solvers and the proof of (3.8). We first note that, when acting on (the restriction of the functions to) interior edges e ∈ E ds.
We first observe that the main difference with respect to the case of exact solvers is that the action of B where η e is defined as in (3.12) . Putting together (B.6) and (B.7) we finally obtain 
