In local modelling, function estimates are computed from observations in a local neighborhood of the point of interest. A central question is how to choose the size of the neighborhood. Often this question has been tackled using asymptotic (in the number of observations) arguments. The recently introduced direct weight optimization approach is a non-asymptotic approach, minimizing an upper bound on the mean squared error. In this paper the approach is extended to also take a priori known bounds on the function and its derivative into account. It is shown that the result will sometimes, but not always, be improved by this information. The proposed approach can be applied, e.g., to prediction of nonlinear dynamic systems and model predictive control.
Introduction
Local modelling of different types have been of great interest for a long time in system identification and statistics. A local model or method for function approximation or prediction computes the estimate using information from observations in a local neighborhood of the point of interest. Many of the different nonlinear black-box methods are of this type, such as radial basis neural networks, multiple-model approaches etc. (see, e.g., [5, 11] ). In statistics, local methods such as kernel methods [6, 14] , local polynomial modelling [3] , and trees [2] have been popular.
A central question in local modelling is the bandwidth question: how to select the size of the neighborhood. This becomes a bias/variance trade-off, which has been studied extensively in the statistics literature, and many solutions based on asymptotic (in the number of observations) arguments have been proposed.
In this paper, a direct weight optimization (DWO) approach is considered. This approach is a non-asymptotic approach, where the weights of a linear (or affine) estimator are determined by minimizing a uniform upper bound on the mean squared error (MSE) over function classes having a Lipschitz bound L on the derivative. It turns out that the optimization problem can be formulated as a quadratic program (QP) or a second-order cone program (SOCP). The basic idea was presented in [8, 9] (see also [10] for an early contribution in the same direction), where it was also shown that the approach has several interesting properties:
• Outside a certain region in the regressor space, the weights will automatically become zero. Hence, we automatically get a finite bandwidth.
• Asymptotically (as N → ∞, N being the number of observations), the weights will (under certain assumptions) converge to the weights obtained by local linear modelling with an asymptotically optimal kernel function (see [3] ).
• When the Lipschitz constant L = 0, i.e., when the true system function is affine, the function estimates obtained are the same as for a global "affine ARX" model.
Here, the approach is extended to also take a priori known bounds on the function and its derivative into account. In practice, such bounds may be given by physical constraints, or by practical experience and expert knowledge. It turns out that the extension is very natural, and some theorems can be given about when we actually benefit from the extra information.
In Section 2, the basic problem is presented for the univariate case, and in Sections 3 and 4 the DWO approach is outlined. Section 5 deals with multivariate functions. An example is given in Section 6, and conclusions in Section 7.
Basic problem
Let us consider the problem of estimating the value f (ϕ 0 ) of an unknown function f : R → R at a given point ϕ 0 , given a set of input-output pairs
, coming from the relation
Assume that the function f is continuously differentiable, and that there are known positive constants L, δ, Δ, and known constants a, b such that
where f is the derivative of f . Denote the class of functions satisfying these assumptions by
The noise terms e k are independent random variables with Ee k = 0 and Ee
k where σ k are assumed to be positive constants, given a priori. For simplicity, only constant variance (i.e., σ 2 k = σ 2 ) will be considered in this paper. We also assume that e k and ϕ j are independent for all j, k. The notatioñ
and X = (ϕ 1 , . . . , ϕ N ) will also be used.
There are some particular cases that deserve special attention: (6) describes the situation where we have no direct a priori information on function value f (ϕ 0 ).
• If both δ → +∞ and Δ → +∞ then the limit class
represents a set of continuously differentiable functions meeting the only condition (2). This case was studied previously in [8, 9] .
A common approach for the given estimation problem is to use a linear estimatorf
The problem then reduces to finding good weights w k , according to some criterion. In the following, we will consider the slightly more general class of affine estimators:
The performance of an estimatorf (ϕ 0 ) will be evaluated by the worst-case mean squared error (MSE) defined by
where w = w 1 . . . w N T and
In Section 3, upper bounds on V (F, w 0 , w) are given for the different function classes defined above. As it turns out, these upper bounds can then be minimized using quadratic programming (QP), yielding optimal (in this sense) estimators.
3 The DWO approach
Let us again consider the affine estimator (9) and the function class F 2 (L, δ, Δ) for finite δ, Δ. For this estimator and class, the worst-case MSE (10) has the following upper bound:
This is true, since for any function f ∈ F 2 (L, δ, Δ) the estimation error may be represented as followŝ
Due to a well known lemma, the inequality
follows from (2) . Now, the MSE (11) satisfies
from which the upper bound (12) follows directly.
Note that the upper bound U 0 (w 0 , w) is easily minimized with respect to w 0 for any w ∈ R N . Indeed,
Thus, we arrive at the following consequence: For the function class F 2 (L, δ, Δ), the affine estimator (9) minimizing U 0 (w 0 , w) may be sought among the estimators satisfyinĝ
For this kind of estimators, V (F 2 (L, δ, Δ), w 0 , w) has the following upper bound, which follows directly from (12) and (16):
Let us take a closer look at (13), and particularly the term
It is easy to see, that if δ → ∞, this term is unboundedand hence the MSE might be arbitrarily large -unless we have
In fact, we can show the following theorem:
such that for any δ > δ 0 , the minimum of the upper bound U 0 (w) given by (18) with respect to w ∈ R N is attained on the subspace
and does not depend on a or δ. In other words, given a sufficiently large δ, the affine estimator (9) minimizing U 0 (w 0 , w) can be found in the form
with the weights (w 1 , . . . , w N ) minimizing the simpler upper bound
Proof. The proof is found in [7] , and is based on assuming that (19) is not satisfied. Under this assumption, one can explicitly construct a δ 0 , such that for any δ > δ 0 , the minimal value of (18) is strictly larger than the minimum of (21) subject to the constraint (19).
Class
Let us now turn to class F 2 (L, Δ), i.e., the case δ → ∞. From the remark just before Theorem 3.1, it follows that the MSE cannot be bounded above unless N k=1 w k = 1. On the other hand, if this requirement is satisfied, we get the following upper bound on the worst-case MSE, which can be shown analogously to (12) :
By minimizing the upper bound with respect to w 0 , it can be seen that the minimizing estimator will be in the form (20), and that w can be found by minimizing (21) under assumption (19).
Analogously to Theorem 3.1, we can study what happens when Δ is large. given by (21), subject to the constraint (19), is attained on the subspace
and does not depend on b or Δ. In other words, given a sufficiently large Δ, the affine estimator (9) minimizing U 1 (w 0 , w) can be found in the form (8) by minimizing the upper bound
subject to constraints (23).
Proof. Similar to the proof of Theorem 3.1. See [7] .
Class F = F 2 (L)
For class F 2 (L), following a similar line of argument as for F 2 (L, Δ), we can see that a finite MSE can be guaranteed only if the weights w satisfy (23). Under this requirement, on the other hand, we get the following upper bound on the worstcase MSE:
Hence, by minimizing the upper bound with respect to w 0 , we will obtain a minimizing estimator in the form (8) , where w can be found by minimizing (24) subject to the constraints (23).
QP formulation
In Section 3, it was pointed out how the weights w 0 and w k of the affine estimator (9) could be chosen by minimizing different expressions, in order to get estimators with a guaranteed upper bound on the worst-case MSE. In this section we will show that these minimization problems can be formulated as convex quadratic programs (QP) (see [1] ).
To begin with, let us consider the function class F 2 (L, δ, Δ) and the problem of finding the affine estimator minimizing (18). Proof. Given a feasible solution w to (18), we can get a feasible solution to (26) with the same value of the objective function by using the same w and
Hence (26) is a relaxation of (18), and it suffices to show that for a minimizer (w * , s * ) of (26), (27) will hold. Suppose, e.g., that s * 1 > |w * 1 |. Then, without changing any other variables, the value of the objective function can be reduced by decreasing s * 1 . This can be seen by observing that the coefficient before s * 1 is non-negative in the first sum of the objective function, and positive in the second sum of the objective function, so decreasing s * 1 will decrease at least one of these sums, and hence the objective function. Hence, s * 1 = |w * 1 |. By similar arguments, one can show that the other equalities of (27) will also hold at the optimum, and the theorem is proven. Starting from Theorem 4.1, we can now formulate QP:s for all the other cases mentioned in Section 3. Since the constraints (19) and (23) are all linear in w, they can just be added to the QP.
Estimating multivariate functions
In this paper, we have so far assumed that the function to be estimated has a scalar argument. In most applications, in particular to dynamic systems, the regressors will have a higher dimension. The extension to this case is immediate. In this section, we will describe some of the aspects of this kind of extension. In the following, · will denote the Euclidean norm, and b
T denotes the transpose of b.
We now consider the problem of estimating the value f (ϕ 0 ) of an unknown multivariate, continuously differentiable function f : R n → R at a given point ϕ 0 , given a set of input-output pairs {(ϕ k , y k )} N k=1 , coming from the relation
Instead of the assumptions (2)- (4), we make the following assumptions:
With some abuse of notation, we let
and F 2 (L) denote also their multivariate counterparts. For F 2 (L, δ, Δ) and an affine estimator (9), the worst-case MSE (10) has the following upper bound, which is similar to the univariate case:
As in the univariate case, we can immediately eliminate w 0 by minimizing (32) for an arbitrary w, giving that the affine estimator minimizing V (F 2 (L, δ, Δ), w 0 , w) may be sought among the estimators satisfyinĝ
For this kind of estimators, the worst-case MSE (10) over the class F 2 (L, δ, Δ) has the following upper bound:
So far, the differences to the univariate case have been small and obvious. However, when trying to transform the problem of minimizing (34) into a standard convex optimization problem, it turns out that it is impossible to formulate it as a QP problem. What prohibits this is the term
which is the norm of a linear combination of vectors. Instead, we can formulate the problem as a second-order cone program (SOCP), which is another standard class of convex optimization problems (see [1] 
This problem is in standard SOCP form, except for the first, quadratic constraint. However, straightforward calculations show that this constraint is equivalent to ⎛ ⎜ ⎝
thus completing the problem reformulation.
For the other function classes, F 2 (L, Δ) and F 2 (L), the extension to the multivariate case is done completely similarly. The minimization problem for F 2 (L, Δ) will also yield a SOCP, while the minimization problem for F 2 (L) will still be possible to express as a QP, since the term (35) vanishes.
Example
The following simple example illustrates the fact that the information about bounds on the function value and derivatives can be useful, but only if the bounds are tight enough.
Let us consider the simple nonlinear system (with f : R 2 → R)
where e k ∈ N (0, 1). Suppose that we would like to estimate y for ϕ 0 = 0 0 T , given only N = 20 data samples taken from the distribution ϕ k ∈ N (0, I). We assume that we know that (29) is satisfied for L = 10 (this is, of course, the best possible L), and that we also know some approximate values a and b of the function f (ϕ 0 ) and ∇f (ϕ 0 ), respectively, and the bounds δ and Δ according to (30) and (31). For simplicity, let a and b be the true values, a = f (ϕ 0 ) and b = ∇f (ϕ 0 ). Now we can use the estimator in (33), for which the appropriate weights are obtained by solving the SOCP given by (36) and (37). Solving the SOCP can be done using YALMIP [4] and SEDUMI [13] . Naturally, different δ and Δ values should give different estimates. Figure 1(a) showsf (ϕ 0 ) for some different values of δ and Δ. In Figure 1 (b) the part of the estimate coming from the a priori knowledge of the function value (i.e., the second term of (33)) is plotted. As we can see, for small values of δ, the estimate is based entirely on this information, while for large values, the a priori knowledge is not used at all, in agreement with Theorem 3.1. In Figure 1 (c), the part of thê f (ϕ 0 ) coming from the knowledge of ∇f (ϕ 0 ) (the third term of (33)) is used. For this example, we can see that this information is not used very much, but that it gives a certain contribution for small values of Δ (as long as δ is large enough, so that we do not only use the information about f (ϕ 0 )).
Finally, Figure 2 shows the optimal value of the criterion function, which decreases both with decreasing δ and Δ, just as should be expected.
Conclusions
In this paper, a direct weight optimization approach for local modelling has been presented. It was shown that the approach is easily extended to the case when a priori bounds on the function and its derivative are known. Theorems 3.1 and 3.2 however showed that when the bounds are very wide, the extra information may not be enough to improve the solution. 
