Abstract. In this paper we establish the characterization of the weighted BMO via two weight commutators in the settings of the Neumann Laplacian ∆N + on the upper half space R n + and the reflection Neumann Laplacian ∆N on R n with respect to the weights associated to ∆N + and ∆N respectively. This in turn yields a weak factorization for the corresponding weighted Hardy spaces, where in particular, the weighted class associated to ∆N is strictly larger than the Muckenhoupt weighted class and contains non-doubling weights. In our study, we also make contributions to the classical Muckenhoupt-Wheeden weighted Hardy space (BMO space respectively) by showing that it can be characterized via area function (Carleson measure respectively) involving the semigroup generated by the Laplacian on R n and that the duality of these weighted Hardy and BMO spaces holds for Muckenhoupt A p weights with p ∈ (1, 2] while the previously known related results cover only p ∈ (1, n+1 n ]. We also point out that this two weight commutator theorem might not be true in the setting of general operators L, and in particular we show that it is not true when L is the Dirichlet Laplacian ∆D + on R n + .
Introduction and Statement of Main Results
The theory of Hardy and BMO spaces has been developed successfully as an important part of modern harmonic analysis in the last 50 years. Hardy spaces H 1 and BMO spaces have played a central role and are known as substitutes of L 1 and L ∞ spaces, respectively, in the Calderón-Zygmund theory of singular integrals. Practical applications gave rise to the necessity of putting suitable weights on function spaces and the Muckenhoupt A p classes have been the standard class of weights for singular integrals in the Calderón-Zygmund classes. Combination of the three concepts, singular integrals, function spaces and weights, forms a central part of the Calderón-Zygmund theory and interest in this topic has been extensive.
Background and Main Results.
A recent notable result concerning the two weight problem which also gives a characterisation of weighted BMO spaces was achieved in [16] . More specifically, let R j = ∂ ∂x j ∆ −1/2 be the j-th Riesz transform on the Euclidean space R n , 1 < p < ∞, the weights µ, λ in the Muckenhoupt class A p and the weight ν = µ 1/p λ −1/p . Let L p w (R n ) denote the space of functions that are p integrable relative to the measure w(x)dx. Then ([16, Theorem 1.2]) there exist constants 0 < c < C < ∞, depending only on n, p, µ, λ, such that
in which [b, R i ](f )(x) = b(x)R i (f )(x) − R i (bf )(x) denotes the commutator of the Riesz transform R i and the function b ∈ BMO ν (R n ), i.e., the Muckenhoupt-Wheeden weighted BMO space (introduced in [23] , see also the definition in Section 1. [25] about Hankel operators to higher dimensions.
The theory of the classical harmonic analysis, including the Riesz transforms, A p weights, BMO and commutators, is intimately connected to the Laplacian ∆; changing the Laplacian ∆ to other differential operators L introduces new challenges and directions to explore. Several natural questions arise from (1.1), in which the Laplacian plays an essential role.
• Question 1: Can we establish (1.1) for Riesz transforms ∇L The main aim of this paper is to address these questions with the cases of L as the Dirichlet Laplacian and the Neumann Laplacian on half spaces. The Dirichlet Laplacian ∆ D + and the Neumann Laplacian ∆ N + on half spaces R n + = R n−1 × (0, ∞) serve as prototypes of differential operators with boundary value problems, see for example [26, Section 3] . The operators are amenable to a deeper analysis and will allow us to resolve these questions in a satisfactory, and very interesting and surprising way.
We now state our main results, while precise definitions of differential operators and function spaces will be given in the related sections.
We begin with the study of the commutator in the setting of the Neumann Laplacian ∆ N + with the i-th Riesz transform R N + ,i :=
, which provides a positive answer to (1.1) with ν ∈ A 2 (R n + ). We now denote by BMO ∆ N + ,ν (R n + ) the weighted BMO space associated with ∆ N + on R n + . Then we have Theorem 1.1. Suppose 1 < p < ∞, µ, λ ∈ A p (R n + ) and ν = µ Concerning the new class of A p weights as posed in Question 3, we now take a natural even reflection of the Neumann Laplacian ∆ N + on R n + , denoted it by ∆ N . It is direct that the reflection Neumann Laplacian ∆ N is also a non-negative self-adjoint operator on R n . Then associated to the Neumann Laplacian ∆ N on R n we define a new class of weights, denoted by constants 0 < c < C < ∞, depending only on n, p, µ, λ such that for i = 1, . . . , n,
We remark that this theorem extends the result (1.1) for the Laplacian in [16] and the unweighted result in [21] . It is interesting to note that our theorem holds true for:
(i) b ∈ BMO ∆ N ,ν (R n ), which strictly contains BMO ν (R n ), the classical weighted BMO space introduced by Muckenhoupt-Wheeden [23] , and,
(ii) µ, λ belong to A p ∆ N (R n ) which covers not only all the standard Muckenhoupt weights A p but also some weights beyond A p which are non-doubling weights.
In our study of the weighted BMO space BMO ∆ N ,ν (R n ) associated with ∆ N , we also make new contributions to classical weighted Hardy and BMO spaces introduced by MuckenhouptWheeden [24] and further studied by García-Cuerva [10] and Wu [27] . In particular, we obtain:
(1) a new characterization of the Muckenhoupt-Wheeden weighted Hardy and BMO spaces by using the semigroup generated by the Laplacian on R n for w ∈ A p (R n ) with 1 < p ≤ 2 (see Theorems 5.2 and 5.5 below);
(2) the duality of H 1 w (R n ) and BMO w (R n ) for w ∈ A p (R n ) with 1 < p ≤ 2 (Theorem 4.16). This extends the classical result of , which works only for w ∈ A p (R n ) with 1 < p ≤ n+1 n , and for p > n+1 n , their weighted BMO type spaces were defined through the subtraction of polynomials.
With these positive answers (Theorems 1.1 and 1.2) to Questions 1, 2 and 3, it is natural to expect to extend these results to more settings associated with a general differential operator L. However, we point out that it might not be true to have this two weight commutator type theorem associated with a general operator L even when L possesses "smooth" regularity such as Gaussian estimates on heat kernel and its derivatives. More specifically, we show that the BMO space can not be characterised by the boundedness of the commutator when L is the
To be more precise, the Dirichlet Laplacian ∆ D + with the Riesz transform ∇∆
provides a negative answer to (1.1). Suppose 1 < p < ∞, we denote by A p (R n + ) the Muckenhoupt weights on R n + , and for µ, λ ∈ A p (R n + ), we set ν = µ
is a standard Calderón-Zygmund operator on R n + and hence the upper bound follows from [16] . However, the BMO space can NOT be characterised by the boundedness of the commutator for certain A p weights. To see this, we just use the simple weights µ = λ = 1 to get the counter example. In this case, we have that ν = µ
e., the unweighted BMO associated with ∆ D + as defined and studied in [7] . We have the following result.
1.2. Structure and Main Methods. We first point out that the proof of Theorem 1.1 follows from that of Theorem 1.2 since in the second theorem we consider ∆ N which is an even reflection of the Neumann Laplacian ∆ N + on R n as studied in the first theorem (see Remark 7.1). Thus, we just explain the method of the proof of Theorem 1.2.
To begin with, we note that the structure of the reflection plays an important role here for the study of the BMO space, A p weights, Riesz transforms and commutators associated with Neumann Laplacian ∆ N .
We first introduce the class of weights A
2) and point out that as in the assumption in Theorem 1.2, for 1 < p < ∞ and µ, λ ∈ A
the new weight ν := µ
Then we introduce the weighted BMO space
To study Theorem 1.2, we first establish the following important property of BMO ∆ N ,ν (R n ) as follows (Theorem 6.4):
f ∈ BMO ∆ N ,ν (R n ) if and only if f +,e ∈ BMO ∆,ν +,e (R n ) and f −,e ∈ BMO ∆,ν −,e (R n ). Here BMO ∆,ν +,e (R n ) and BMO ∆,ν −,e (R n ) are the BMO spaces associated with the standard Laplacian on R n , introduced in Definition 5.4, and f ±,e,o is the even/odd extension to R n of the function f ± , the restriction of f on R n ± . And since ν ∈ A 2 ∆ N (R n ), we get that both ν +,e and ν −,e are in the classical Muckenhoupt class A 2 (R n ).
Thus, to study Theorem 1.2, we need to further understand the property and structure of the space BMO ∆,ν (R n ), especially for ν ∈ A 2 (R n ). Our key result here (Theorem 5.5) is to show that for ν ∈ A 2 (R n ), BMO ∆,ν (R n ) coincides with the Muckenhoupt-Wheeden weighted BMO space BMO ν (R n ) and they have equivalent norms, where BMO ν (R n ) is defined (see [23] ) as the
Here and throughout the whole paper we use f Q := 1 |Q|´Q f (y)dy to denote the average of f over the cube Q. To prove this result, we first prove directly that
To show the reverse inclusion, we aim to prove in the following result BMO ∆,ν (R n ) ⊂
, where β is a non-negative integer, H 1,p,β ν (R n ) is the atomic Hardy space whose atom has cancellation up to order β, and H 1 ∆,ν (R n ) is the Hardy space defined via the Littlewood area function associated with ∆, respectively.
We now point out that, for the duality of H 1,p,0 ν (R n ) and BMO ν (R n ), the classical results [24] and [10] hold only for ν ∈ A p (R n ) with 1 < p ≤ n+1 n . Our contribution to this weighted function space is that we obtain H
To prove this result, we need the following elements:
(1) A John-Nirenberg inequality for BMO ν (R n ), which shows that BMO ν (R n ) is equivalent to BMO ν,r (R n ) for all p ∈ (1, ∞), r ∈ [1, p ] and ν ∈ A p (R n ), where
The equivalence between BMO ν,2 (R n ) for all r ∈ [1, 2] and the weighted Carleson measure space CM ν for all ν ∈ A 2 (R n ); (3) The duality between the weighted Carleson measure space CM ν and the weighted Hardy space H 1 ν,wavelet (R n ) defined via wavelets basis satisfying 0 order cancellation only, where p ∈ (1, ∞) and ν ∈ A p (R n ); (4) The coincidence between H 1 ν,wavelet (R n ) and H 1,p,β ν (R n ) with a non-negative integer β.
We describe the implications in the following diagram:
We point out (1) first appeared in [23] , where the Muckenhoupt A p characteristic was not tracked. We present a modern proof (Theorem 4.2) using the techniques of sparse operators and show that
For (2), we point out that we can only prove this equivalence BMO ν,2 (R n ) when we have the
ν −1 norm in the definition of the weighted BMO space. Hence, it is not clear whether it is true for ν ∈ A p (R n ) with p > 2, since in this case due to the John-Nirenberg inequality in step (1), the BMO space is equivalent to BMO ν,r (R n ) with r ≤ p < 2. Moreover, the John-Nirenberg inequality fails in general when r > p . As a consequence, throughout this diagram we can only make it work for ν ∈ A p (R n ) with 1 < p ≤ 2.
For (3), we note that this duality result first appeared in [27] , where the order of cancellation of the wavelet basis was not tracked. However, this order plays a key role to us. Thus, we prove that this duality holds for wavelet basis satisfying zero order cancellation only (Theorem 4.9).
Combining this duality argument and the results in (1) and (2), we obtain that for ν ∈ A p (R n ) with 1 < p ≤ 2, the definition of H 1 ν,wavelet (R n ) is independent of the order of cancellation of the wavelet basis (Theorem 4.7). To the best of our knowledge this is not explicitly known before.
For (4), we note that for each non-negative integer β, we choose a wavelet basis that satisfies cancellation condition of order at least β. Then the proof of the equivalence between the weighted Hardy space H 1 ν,wavelet (R n ) and the atomic Hardy space H 1,p,β ν (R n ) follows from a standard approach. Next we point out that the results of steps (2) and (3) together imply that
is independent of the choice of wavelet basis. Thus, we further obtain that the spaces H 1,p,β ν (R n ) are equivalent for arbitrary integers β ≥ 0.
Combining the results from above, we obtain that for ν ∈ A 2 ∆ N (R n ), f ∈ BMO ∆ N ,ν (R n ) if and only if f +,e ∈ BMO ν +,e (R n ) and f −,e ∈ BMO ν −,e (R n ). To obtain the upper bound in Theorem 1.2, we make good use of the structure of reflection which allows us to go back to the classical Riesz transform, and hence the upper bound follows from the result in [16] . To obtain the lower bound, we use the fundamental technique of Fourier expansions (studied in [4] , [17] ), and the structure of the odd and even extension. This paper is organized as follows. In Section 2, we collect the basic facts related to the Neumann Laplacian ∆ N + and the reflection Neumann Laplacian ∆ N , and their related Riesz transforms. In Section 3, we introduce the class of weights A
with ∆ N , and provide the proofs of Theorems 3.5 and 3.6. In Section 4, we show that for any w ∈ A p (R n ) with p ∈ [1, 2] and for any β ≥ 0, the dual space of H 1,p,β w (R n ) is BMO w (R n ) (Theorem 4.16). In Section 5, we prove that for w ∈ A p (R n ) with 1 < p ≤ 2, H 1 w (R n ) is equivalent to H 1 ∆,w (R n ), and then we further obtain that BMO w (R n ) and BMO ∆,w (R n ) coincide. In Section 6, we provide the characterisation of BMO ∆ N ,ν (R n ). Section 7 is devoted the proofs of Theorems 1.1 and 1.2. In Section 8 we study the property of the Dirichlet Laplacian on R n + and its corresponding Riesz transform, and then present the proof of Theorem 1.4.
Preliminaries
We now recall some notation and basic facts introduced in [7, Section 2] . For any subset A ⊂ R n and a function f : R n → C by f | A we denote the restriction of f to A. Next we set
For any function f on R n , we set
For any x = (x , x n ) ∈ R n we set x = (x , −x n ). If f is any function defined on R n + , its even extension defined on R n is
2.1. The Neumann Laplacian. We denote by ∆ n the Laplacian on R n . Next we recall the Neumann Laplacian on R n + and R n − . Consider the Neumann problem on the half line (0, ∞) (see [26, (7) , page 59 in Section 3.1]):
Denote this corresponding Laplacian by ∆ 1,N + . According to [26, (7) , Section 3.1], we see that
For n > 1, we write R n + = R n−1 × R + . And we define the Neumann Laplacian on R n + by ∆ n,N + = ∆ n−1 + ∆ 1,N + , where ∆ n−1 is the Laplacian on R n−1 . Similarly we can define Neumann Laplacian ∆ n,N − on
In the remainder of the paper, we omit the index n, we denote by ∆ the Laplacian on R n , denote the Neumann Laplacian on R n + by ∆ N + , and Neumann Laplacian on R n − by ∆ N − . The Laplacian and Neumann Laplacian ∆ N ± are positive definite self-adjoint operators. By the spectral theorem one can define the semigroups generated by these operators {exp(−t∆), t ≥ 0} and {exp(−t∆ N ± ), t ≥ 0}. By p t (x, y), p t,∆ N + (x, y) and p t,∆ N − (x, y) we denote the heat kernels corresponding to the semigroups generated by ∆, ∆ N + and ∆ N − , respectively. Then we
From the reflection method (see [26, (9) , page 60 in Section 3.1]), we get
For any function f on R n + , we have
for all t ≥ 0 and x ∈ R n + . Similarly, for any function f on R n − , exp(−t∆ N − )f (x) = exp(−t∆)f e (x) for all t ≥ 0 and x ∈ R n − . Now let ∆ N be the uniquely determined unbounded operator acting on L 2 (R n ) such that
. Then ∆ N is a positive self-adjoint operator and
The heat kernel of exp(−t∆ N ), denoted by p t,∆ N (x, y), is then given as:
where H : R → {0, 1} is the Heaviside function given by (2.8)
Let us note that (α) All the operators ∆, ∆ N + , ∆ N − , and ∆ N are self-adjoint and they generate bounded analytic positive semigroups acting on all L p (R n ) spaces for 1 ≤ p ≤ ∞;
(β) Suppose that p t,L (x, y) is the kernel corresponding to the semigroup generated by one of the operators L listed in (α). Then the kernel p t,L (x, y) satisfies Gaussian bounds:
for all x, y ∈ Ω, where Ω = R n for ∆, ∆ N ; Ω = R n + for ∆ N + and Ω = R n − for ∆ N − . Next we consider the smoothness property of the heat kernel for ∆ N , ∆ N + , and ∆ N − .
Proposition 2.1 ([21]
). Suppose that L is one of the operators ∆ N + , ∆ N − and ∆ N . Then for
2.2. The Riesz Kernels Associated to the Neumann Laplacian. A fundamental object in our study are the Riesz transforms associated to the Neumann Laplacian. Recall that the Riesz transforms associated to the Neumann Laplacian are given by: R N = ∇∆ N . We collect the formula for these kernels in the following proposition. Proposition 2.2. Denote by R N,j (x, y) the kernel of the j-th Riesz transform
Then for 1 ≤ j ≤ n − 1 and for x, y ∈ R n + (or x, y ∈ R n − ) we have:
and for j = n and for x, y ∈ R n + (or x, y ∈ R n − ) we have:
The kernels R N,j (x, y) are Calderón-Zygmund kernels.
Proposition 2.3 ([21]).
Denote by R N (x, y) the kernel of the vector of Riesz transforms ∇∆ N . Then:
with H(t) the Heavyside function defined in (2.8). Moreover, we have that for x = y
Muckenhoupt weights associated with the Neumann Laplacian ∆ N
In this section, we introduce and study a class of weights associated with ∆ N . To this end, we first recall the classical Muckenhoupt A p weights on R n .
loc (R n ), w ≥ 0, and 1 < p < ∞. We say that w is a Muckenhoupt A p (R n ) weight if there exists a constant C such that
where the supremum is taken over all cubes Q in R n . We denote by [w] A p the smallest constant C such that (3.1) holds.
The class A 1 (R n ) consists of the weights w satisfying for some C > 0 that
for any Q ⊂ R n . We denote by [w] A 1 the smallest constant C such that the above inequality holds.
We now recall some basic properties of the Muckenhoupt A p (R n ) weights. If w ∈ A p (R n ) with p > 1, then the "conjugate" weight
A p , where p is the conjugate index of p, i.e., 1/p + 1/p = 1. Moreover, suppose µ, λ ∈ A p (R n ) with 1 < p < ∞. Define
Then we have that ν ∈ A 2 (R n ), see [16, Lemma 2.19] . Moreover, we have the following fundamental result (see [16, equation (2.21) 
We now define the Muckenhoupt weights associated with the Neumann Laplacian ∆ N .
loc (R n ), w ≥ 0, and 1 < p < ∞. We say that w is a Muckenhoupt weight associated with the Neumann Laplacian ∆ N , denoted by A
and w −,e are in classical A p (R n ). And we define
From Definition 3.2, we first observe that the class A p (R n ) of Muckenhoupt weights is a proper
Proof. Suppose 1 < p < ∞ and w ∈ A p (R n ). By definition, it is direct that both w +,e and w −,e are in A p (R n ), with
Next, for any fixed p ∈ (1, ∞), we choose the function w(x) as follows. Let α ∈ (0,
with a > 1. Then we have
However, both w +,e (x) and w −,e (x) are in A p (R n ). As a consequence, we have that
Remark 3.4. From the example given in (3.5), we can further see that a weight w ∈ A
might not satisfy the so-called doubling condition, that is, there exists a positive constant C 0 such that for any cube Q ⊂ R n , w(2Q) ≤ C 0 w(Q).
In fact, let w be as in (3.5) with α = 
which implies that w is non-doubling. 
where R(x, y) is the kernel of ∇∆
which implies that (3.6) holds.
Conversely, suppose that (
.
By noting thatˆR
, we havê
Symmetrically we obtain that
Now consider the j-th Riesz transform R N,j for j = 1, . . . , n − 1. For any fixed cube Q ⊂ R n + , consider Q the translation of Q along the j-th direction only for the length 4 (Q). Then it is obvious that Q is also in R n + . Now for every f ∈ L 1 (R n + ), f ≥ 0 and suppf ⊂ Q, and for every x ∈ Q , from the definition of R N,j (f )(x), we have
It follows that for all 0 < α < C n f Q , we have Q ⊆ {x ∈ R n + : |R N,j (f )(x)| > α}. Since (3.7) holds, we obtain that
As a consequence, we have
In particular, by taking f = 1 Q , we obtain that w + (Q ) ≤ Cw + (Q).
Symmetrically we can also reverse the roles of Q and Q to obtain
, g ≥ 0 and suppg ⊂ Q . By taking g = 1 Q , we obtain that
Then we have that for any cube Q and f ≥ 0,
which shows that
is an A p weight in R n + , and hence we get that w +,e (x) is an A p weight in R n . Symmetrically we have w −,e (x) is an A p weight in R n . Thus, we have
Finally, we consider the n-th Riesz transform R N,n . For any fixed cube Q ⊂ R n + , consider Q the translation of Q in the positive sense along the n-th direction only for the length 4 (Q). Then it is obvious that Q is also in R n + . Moreover, for any x ∈ Q and y ∈ Q, we have x n − y n > 4 (Q) and x n − y n ≈ |x − y|. Now for every f ∈ L 1 (R n + ), f ≥ 0 and suppf ⊂ Q, and for every x ∈ Q , we have
Then, following the same estimates as those for R N,j with j < n, we obtain that w +,e (x) is an A p weight in R n .
As for w − , for any fixed cube Q ⊂ R n − , consider Q the translation of Q in the negative direction along the n-th direction only for the length 4 (Q). Then it is obvious that Q is also in R n − . Moreover, for any x ∈ Q and y ∈ Q, we have x n − y n < −4 (Q) and |x n − y n | ≈ |x − y|. Now for every f ∈ L 1 (R n − ), f ≥ 0 and suppf ⊂ Q, and for every x ∈ Q , we have
Then, following the same estimates as those for R N,j with j < n, we obtain that w −,e (x) is an A p weight in R n . Combining all these fact, we get that
Proof. Suppose 1 < p < ∞ and w ∈ A p ∆ N (R n ). Then we have (log w) +,e = log w +,e . Since w +,e ∈ A p (R n ), we get that log w +,e is in BMO(R n ), which shows that (log w) +,e ∈ BMO(R n ). Similarly, we obtain that (log w) −,e ∈ BMO(R n ). As a consequence, we get that log w ∈ BMO ∆ N (R n ).
Conversely, for every f ∈ BMO ∆ N (R n ), we know that both f +,e and f −,e are in BMO(R n ), which shows that there exist δ 1 , δ 2 > 0 such that e δ 1 f +,e , e δ 2 f −,e ∈ A p (R n ) for all δ 1 ∈ (0, δ 1 ) and δ 2 ∈ (0, δ 2 ), respectively. Then we set δ = min{δ 1 , δ 2 } and it is direct to see that e δf +,e , e δf −,e ∈ A p (R n ), i.e., e δf +,e , e δf −,e ∈ A p (R n ). Hence, we get that e δf ∈ A
In this section, we make an intensive study of the classical weighted BMO and Hardy spaces introduced in Muckenhoupt-Wheeden [23, 24] and further studied by García-Cuerva [10] . We begin with the definition of Muckenhoupt-Wheeden weighted BMO space as follows.
4.1. The John-Nirenberg inequality for BMO w (R n ).
Definition 4.1 ([23]
). Suppose 1 < p < ∞ and w ∈ A p (R n ). The weighted BMO space is
The following result, which is a weighted version of the John-Nirenberg theorem, appeared first in [22] , where the Muckenhoupt A p characteristic was not tracked.
In particular, we have
Proof. In what follows, using the techniques of sparse operators, we provide a modern proof of the dyadic version of this result, i.e., the suprema is taken over all dyadic cubes Q only in both the norm of BMO w (R n ) and BMO w,r (R n ). Then we can get back to the general version by using the 1/3-trick and the bridge between continuous and dyadic BMO spaces via intersection, see for example [20] .
4.1.1. Sparse collections and operators. Suppose D is a dyadic lattice on R n , that is, a collection of cubes with the properties:
• Every Q ∈ D has sidelength l(Q) = 2 −k for some integer k;
• P ∩ Q ∈ {P, Q, ∅} for every P, Q ∈ D;
• The cubes Q ∈ D with l(Q) = 2 −k , for some fixed integer k, partition R n .
Recall that every dyadic interval I in R is associated with two Haar functions:
the first one being cancellative (it has mean 0), the second being non-cancellative (it has a non-zero mean). Given a dyadic grid D on R n , every dyadic cube Q = I 1 × · · · × I n , where all I i are dyadic intervals in R with common length l(Q), is associated with 2 n − 1 cancellative Haar functions:
where ∈ {0, 1} n \ {(1, . . . , 1)} is the signature of h Q . To simplify notation, we assume that signatures are never the identically 1 signature, in which case the corresponding Haar function would be non-cancellative. The cancellative Haar functions form an orthonormal basis for
where f, g :=´R n f (x)g(x) dx, and summation over is assumed. Definition 4.3. Given 0 < η < 1, a collection S ⊂ D of dyadic cubes is said to be η-sparse provided that for every Q ∈ S, there is a measurable subset E Q ⊂ Q such that |E Q | ≥ η|Q| and the sets {E Q } Q∈S are pairwise disjoint. A remarkable property is that [18, 19] : S is η-sparse ⇔ S is 1 η -Carleson. An important particular case of sparse collections that appears frequently in practice is the following. Suppose we have a family of dyadic cubes S ⊂ D. For every Q ∈ S, let ch S (Q) denote the collection of maximal elements of S that are strictly contained in Q -the "S-children" of Q. Now suppose the family S has the property that:
for some α > 1. Then S is a (1 − 1 α )-sparse collection. This is easy to see by taking the sets E Q in Definition 4.3 to be E Q := Q \ P ∈ch S (Q) P . Definition 4.5. Given a sparse collection S ⊂ D, a sparse operator is one of the form:
For any η-sparse operator A S we have the A 2 (R n ) bound (see, for example, [18, 19] ):
from which it follows by extrapolation [18, 19] :
The weighted BMO decomposition. Turning back to the weighted BMO question, let w be a weight on R n and b ∈ BM O D (w). For a fixed cube Q 0 ∈ D and α > 1, consider the collection:
and denote E := R∈E R. This is simply the collection in the Calderón-Zygmund decomposition of w over Q 0 , so we immediately have:
n α w Q 0 for all R ∈ E, and
Now, instead of forming the usual "good" and "bad" functions for w, we let
The "good" function a will have the usual properties resulting from a Calderón-Zygmund decomposition:
and for all Q ∈ D(Q 0 ), Q ⊂ E:
More importantly though, the function a will belong to the unweighted dyadic BM O D [Q 0 ] space over Q 0 (this simply means that we are taking supremum over the subcubes of Q 0 ):
To see this, let Q ∈ D(Q 0 ). If Q ⊂ R for some R ∈ E, then a(x) = b R for all x ∈ Q. Otherwise, suppose Q ⊂ E:
where the last two inequalities follow because Q was not selected for E.
A very useful application of this decomposition is that reduction to unweighted BMO allows for an efficient way to handle Haar coefficients and averages of weighted BMO functions. For instance, the decomposition (4.6)
and an appeal to the dyadic square function yields the well-known expression for the dyadic BMO norm:
From this, another frequently used inequality follows trivially:
all stated here locally over some Q 0 ∈ D, but obviously hold for general a ∈ BM O D (R n ). The decomposition above yields a similar inequality for b ∈ BM O D (w), namely:
To see this, let Q ∈ D and let a, supported on Q, be the BMO decomposition of b over Q. Since Q itself is not selected for the collection, b, h Q = a, h Q , and the claim follows from (4.5). 
is a trivial consequence of Hölder's inequality. For the other direction, fix Q 0 ∈ D and we show that
Note that w 1−r ∈ A r is the weight conjugate to w as viewed in A r ⊃ A p . So, by duality,
and it then suffices to show that
Now, by (4.6), we have 
. Now let E be the collection of maximal subcubes Q ∈ D(Q 0 )
contained in E b ∪ E f , and E := E b ∪ E f (see Figure 1) .
and the first term in (4.7) becomes:
Then we have
Form a sparse collection S ⊂ D(Q 0 ) by adding Q 0 as the first cube, letting R ∈ E be the S-children of Q 0 , and recursing on the second term in (4.8). Then we have
where A S |f | := Q∈S |f | Q 1 Q . Then, by (4.4):
and the result follows by choosing some value for α, say α = 2.
4.2. The Weighted Hardy Space H 1 w,wavelet (R n ) via Daubechies Wavelets. We recall the Daubechies wavelets [6] , and the weighted Hardy space H 1 w,wavelet (R n ), weighted Carleson measure space CM w (R n ) from Wu [27] .
The compactly supported wavelets discussed in [6] is as follows: for any m ∈ Z + := {0} ∪ N, there is a collection of functions {ψ , φ : = 1, 2, . . . , 2 n − 1} on R n such that a) ψ ε ∈ C 1 ; b) ψ ε is compactly supported;
c) The collection {2 jn /2ψ ε (2 j x − γ) : j ∈ Z, γ ∈ Z n }, and ε ∈ {1, 2, · · · , 2 n − 1} form an orthonormal basis of L 2 (R n ); d)´R n ψ ε (x)x k dx = 0, for k ∈ {0, 1, · · · , m}; e) φ is continuous and compactly supported; f) For every 1 ≤ ε < 2 n , ψ (x) is a finite linear combination of {φ(x − γ), γ ∈ Z n }; g)´R n φ(x)dx = 0.
We denote by {ψ } the wavelet system of order m.
Definition 4.6 ([27])
. Suppose m ∈ Z + , 1 < p < ∞ and w ∈ A p (R n ). Suppose {ψ } is the wavelet system of order m. The weighted Hardy space H 1 w,wavelet (R n ) is defined as follows
where
Next, we prove the key result in this subsection, which has not been addressed in [27] Theorem 4.7. Suppose m ∈ Z + , 1 < p ≤ 2 and w ∈ A p (R n ). The definition of H 1 w,wavelet (R n ) is independent of the choice of the wavelet system {ψ } of order m. In particular, H 1 w,wavelet (R n ) can be characterized via a wavelet system {ψ } of order 0.
To see this, we first recall the weighted Carleson measure space in [27] .
Definition 4.8 ([27]).
Suppose {ψ } is a wavelet system of order m for any fixed m ∈ Z + . Then the weighted Carleson measure space CM w is defined as
We now establish the duality of H 1 w,wavelet (R n ) with CM w (R n ) with the corresponding wavelet system {ψ } satisfying zero order cancellation only. We note that this duality result was first obtained in [27] without clearly tracking the order of cancellation. Theorem 4.9. Suppose 1 < p < ∞ and w ∈ A p (R n ). Suppose H 1 w,wavelet (R n ) and CM w are both defined via the wavelet system {ψ } of order 0. Then we have
Proof. We prove this duality via the following weighted discrete sequence space s 1 w and c 1 w (the unweighted one was first introduced in [15] ).
Consider the complex-valued sequence {s Q } Q dyadic indexed by the system of dyadic cubes Q in R n . Define 
and
We now prove that for w ∈ A p (R n ) with 1 < p < ∞, the duality of s 1 w is c 1 w with respect to the inner product Q dyadic s Q · t Q .
To see this, we first show that for each {t Q } ∈ c 1 w , the linear functional
In fact, for any {s Q } ∈ s 1 w , we define
Here M w is the classical weighted Hardy-Littlewood maximal function on R n . Then from Hölder's inequality we have
Next, we claim that
In fact, by noting thatˆ
and that
we obtain that the claim (4.11) holds. This yields that 
w . Now it suffices to prove that this {t Q } is in c 1 w with {t Q } c 1
To see this, for any fixed dyadic cube P , we consider D P = {Q} Q dyadic,Q⊂P and we define the measure on D P by dm(Q) = |Q| w(P ) , Q ∈ D P . Then we have
where the inequality above follows from the fact that is a bounded linear functional on s 1 w and the fact that when {s Q } is in 2 (D, dm),
w with the norm
As a consequence, we get that
By taking the supremum over all dyadic cubes P , we obtain that {t Q } c 1 w ≤ C .
Combining these two parts, we obtain that the duality of s 1 w is c 1 w . We now define the lifting operator T L and projection operator T P as follows:
for any locally integrable function f , we define
for any complex sequence {s Q } Q dyadic , we define
We now show that T L maps H 1 w,wavelet (R n ) to s 1 w and CM w (R n ) to c 1 w . In fact, for any f ∈ H 1 w,wavelet (R n ), by definition, we obtain that
and similarly for any b ∈ CM w (R n ), by definition, we obtain that
Next we show that T P maps s 1 w to H 1 w,wavelet (R n ) and c 1 w to CM w (R n ). To see this, for any {s Q } ∈ s 1 w , we have
where the inequality follows from the orthonormality property of the wavelet basis {ψ Q }. Similarly, we obtain that for any {t Q } ∈ c 1 w ,
Thus, from the duality of the weighted sequence spaces s 1 w and c 1 w , the boundedness of the lifting operator T L and projection operator T P , and the fact that T L •T P is the identity operator, we obtain that the duality of H 1 w,wavelet (R n ) is CM w .
We now prove the following proposition.
Proposition 4.10. Suppose 1 < p ≤ 2 and w ∈ A p (R n ). For any wavelet system {ψ } of order m with m ∈ Z + , we have that the Carleson measure space CM w defined via {ψ } coincides with
and they have equivalent norms. This implies H 1 w,wavelet (R n ) * = BMO w,2 (R n ).
Proof. To see this, it suffices to show that for f ∈ L 1 loc (R n ),
Fix a cube Q and expanding f via ψ . We see that
Next, from the property of an A 2 (R n ) weight and the upper and lower bounds of the wavelet square function S ψ , we have that
which implies that
and hence we have BMO w,2 (R n ) = CM w with equivalent norms.
Here we note that (4.13) follows from the fact that w ∈ A p (R n ) for some 1 < p ≤ 2, then w ∈ A 2 (R n ). To be more precise, for any dyadic cube P , we have
By taking the square on both sides, we have 1 ≤ w P w −1 P ≤ C[w] A p , which implies that (4.13) holds.
The equivalence in (4.12) is a standard result (see for example, [11, Theorem 4.16] ), which requires a wavelet system {ψ } of order 0 only, i.e., the wavelet function satisfies only the zero order cancellation:´R n ψ ε (x)dx = 0. This finishes the proof of Proposition 4.10.
Proof of Theorem 4.7. Suppose 1 < p ≤ 2 and w ∈ A p (R n ). For any wavelet system {ψ } of order m with m ∈ Z + , we have the Carleson measure space CM w defined via {ψ }. Now from Proposition 4.10, we see that CM w = BMO w,2 (R n ) and they have equivalent norms. Since the definition of BMO w,2 (R n ) is independent of the wavelet system {ψ }, we see that weighted Carleson measure space CM w is independent of the wavelet system {ψ }, which, together with Theorem 4.9, shows that Theorem 4.7 holds.
The Weighted Hardy Space H 1
w (R n ) via the Littlewood-Paley area function. Suppose β is a non-negative integer. We denote by R β the class of functions ϕ such that
for the multi-index α satisfying |α| ≤ β, and that
And we have the standard dilation ϕ t (x) = t −n ϕ(
We recall the Littlewood-Paley area function as
where ϕ is in R β . Definition 4.11. Suppose 1 < p < ∞, w ∈ A p (R n ) and ϕ ∈ R β with β ≥ np − n, where α for a given α ∈ R is the biggest integer k such that k ≤ α. Let the square function S ϕ,β (f ) be defined via ϕ as in (4.14). We define the weighted Hardy space
We also recall the atoms for the weighted Hardy spaces.
Definition 4.12. Suppose 1 < p < ∞, w ∈ A p (R n ), and β ≥ np − n. A function a is called a (1, p, β)-atom, if there exists a cube Q ⊂ R n such that
Definition 4.13. Suppose 1 < p < ∞, w ∈ A p (R n ), and β ≥ np − n. A function f is said to belong to the space H
where the infimum is taken over all possible decompositions of f as above.
Then we have the following theorem.
Theorem 4.14. Suppose 1 < p < ∞, w ∈ A p (R n ), and β ≥ np − n. Then we have
Proof. This type of atomic decomposition follows a standard approach from Chang-Fefferman.
We sketch the proof as follows. Suppose f ∈ H 1 w,ϕ,β (R n ). For each k ∈ Z, we now define Ω k := x ∈ R n : S ϕ,β (f )(x) > 2 k , and then we define Ω k and B k according to Ω k , using the same way as in (4.9) and (4.10), respectively.
Then from Calderón's reproducing formula, we have that
where λ k,Q := 2 k w(Q) and
First, it is direct that a k,Q is supported in 3Q and satisfies the cancellation condition up to order β as ϕ does. Next, by testing a k,Q against an arbitrary function h ∈ L p w (R n ), using the definition of λ k,Q and by using the boundedness of the G * ϕ,β function on L p w (R n ), which had been studied by many authors (see for example [1] , [22] ), we obtain that
Thus, we see that each a k,Q is a (1, p, β)-atom.
To be more precise for the estimate (4.15), we note that
and in the first inequality above we used the fact that for Q ∈ B k , w(Q ∩ Ω k+1 ) ≤ w(Q)/2 which gives |Q ∩ Ω k+1 | ≤ C 0 |Q| with C 0 < 1 (see [14, Theorem 9.3.3(e)]) and hence further implies
As a consequence, from Hölder's inequality, we have
which shows that (4.15) holds. Moreover, it is direct to see that
This shows that
To prove the reverse inclusion, i.e.,
, it suffices to prove that there exists a positive constant C such that for every (1, p, β)-atom a(x), we have
Actually, this follows from a standard technique by decomposing the whole space R n into annuli according to the size of the cube 2Q, where supp a ⊂ Q, and then using the cancellation condition of a(x) and the smoothness condition of ϕ to get a suitable decay, which guarantees the summability over these annuli. This step requires the condition that β ≥ np − n. We omit the details.
Following similar techniques in the proof above (see also the result in [11] for dimension 1), we obtain the following.
Theorem 4.15. Suppose 1 < p < ∞, w ∈ A p (R n ), and β ≥ np − n. Also suppose that {ψ } is a wavelet system defined as in Section 4.2 with the cancellation up to order np − n. Then
(R n ) with equivalent norms.
As a direct consequence of Proposition 4.10, and Theorems 4.14 and 4.15 above, we obtain the following duality argument.
Theorem 4.16. Suppose 1 < p ≤ 2 and w ∈ A p (R n ).
(1) for any β ≥ np − n, H
Remark 4.17. We denote H 1 w,ϕ,β (R n ) simply by H 1 w (R n ). Then Theorem 4.16 implies that for w ∈ A p (R n ), 1 < p ≤ 2, the weighted Hardy space H 1 w (R n ) is independent of the choice of the function ϕ and of the order of cancellation β ≥ np − n.
Characterizations of H 1
w (R n ) and BMO w (R n ) via semigroups generated by the Laplacian
In this section, we prove that for the weight w ∈ A p (R n ) with 1 < p ≤ 2, the classical
Hardy space H 1 w (R n ) and weighted BMO space BMO w (R n ) are equivalent to the new Hardy space H 1 ∆,w (R n ) and weighted BMO space BMO ∆,w (R n ), respectively. To begin with, we first consider the weighted Hardy space H 1 ∆,w (R n ) defined via the Littlewood-Paley area function associated with ∆ as follows.
Definition 5.1. Suppose 1 < p < ∞ and w ∈ A p (R n ). We define the weighted Hardy space associated with the heat semigroup generated by the Laplacian as
Theorem 5.2. Suppose 1 < p ≤ 2 and w ∈ A p (R n ). Then we have
with equivalent norms.
Proof. We first show that H
To see this, it suffices to prove that there exists a constant C such that for every (1, p, β)-atom a(x), we have
This again follows from the standard technique of decomposing the whole space R n into annuli according to the size of the ball B which is the support of the atom a(x), and then using the cancellation condition of a(x) and the smoothness condition of ϕ to get a suitable decay, which guarantees the summability over these annuli. This requires the condition that β ≥ np − n.
Again, we omit the straight forward details.
Next we prove that
To see this, we recall the following construction of ψ in [9] . Let ϕ := −πi1 1 2 <|x|<1 and ψ the Fourier transform of ϕ. That is,
Consider the operator ψ t
And we recall the following properties for ψ t √ ∆ .
Proposition 5.3 ([9]
). For all t ∈ (0, ∞), ψ t √ ∆ (1) = 0 and the kernel
has support contained in {(x, y) ∈ R + × R + : |x − y| ≤ t}. Now for any f ∈ H 1 ∆,w (R n ), we define Ω k := x ∈ R n : S ∆ (f )(x) > 2 k , and then we define Ω k and B k according to Ω k , using the same way as in (4.9) and (4.10), respectively.
Then we consider the following reproducing formula
in the sense of L 2 (R n ), where ψ(t √ ∆) is defined as in (5.2) and C ψ is a constant depending on ψ. We now follow the same way of decomposition as in the proof of Theorem 4.14 to further have
Then it is direct to see that
Moreover, from the property of ψ(t √ ∆) in Proposition 5.3, we see that each a k,Q is supported in 3Q and´R n a k,Q (x)dx = 0. Thus, it suffices to verify the L p w (R n ) norm of a k,Q . Following the same approach and estimates as in the proof of (4.15), we obtain that
As proved in [13, Lemma 5.1], there exists a positive constant C such that for all v ∈ A q (R n ) with 1 < q < ∞, the following estimate holds:
. As a consequence, from Hölder's inequality, we have
This finishes the proof of Theorem 5.2.
Now we introduce the weighted BMO space associated with the heat semigroup generated by the Laplacian on R n as follows.
Definition 5.4. Suppose 1 < p < ∞ and w ∈ A p (R n ).
Then we have our main result in this section.
Theorem 5.5. Suppose 1 < p ≤ 2 and w ∈ A p (R n ). Then we have BMO w (R n ) and BMO ∆,w (R n ) coincide and they have equivalent norms.
Proof. We first prove BMO ∆,w (R n ) ⊃ BMO w (R n ). To see this, it suffices to show that for any f ∈ BMO w (R n ) and cube P ⊂ R n ,
ds | s=t 2 p s (x, y) be the kernel of the operator −t 2 ∆e −t 2 ∆ , where p t is as in (2.3). Then we see that´R n q t (x, y)dy = 0 and
for some c > 0. We see that for any cube Q ⊂ P and y ∈ Q,
Similarly, from the fact that w(P ) ≈ w(P (y, (P ))) for any y ∈ P , we deduce that for α > n,
These two inequalities imply that
This implies that BMO
To show this, we show that
To this end, for each b ∈ BMO ∆,w (R n ), we now define a linear functional on H 1 ∆,w (R n ) as follows:
Now we only need to show that b is a bounded functional. To see this, for any f ∈ H 1 ∆,w (R n ), we define Ω k = x ∈ R n : S ∆ (f )(x) > 2 k , and then we define Ω k and B k according to Ω k , using the same way as in (4.9) and (4.10), respectively.
Next, from Calderón's reproducing formula, we have
Next, noting that from the definitions of Ω k and Ω k , we havê
Moreover, we havê
Thus, we obtain that
Then, we obtain that
, which implies that (5.5) holds.
From Theorem 5.2, we deduce that
Then for b ∈ BMO ∆,w (R n ), we have b defined in (5.6) belongs to H 1, p, β w (R n )
* . This together with Theorem 4.16 (1) implies that there existsb ∈ BMO w (R n ) such that for any
from which and (5.6) it follows that b −b, f = 0 for all f ∈ H 1, p, β w (R n ), and hence b −b = 0 in BMO w (R n ). Therefore, we conclude that b ∈ BMO w (R n ) and
This shows BMO ∆,w (R n ) ⊂ BMO w (R n ), which completes the proof of Theorem 5.5.
In this section, we introduce and study the weighted BMO space BMO ∆ N ,w (R n ), H 1 ∆ N ,w (R n ) in the Neumann setting on R n . We characterize BMO ∆ N ,w (R n ) via the weighted BMO with Neumann on half spaces R n + and R n − . We also show that the dual space of
6.1. Weighted BMO space BMO ∆ N ,w (R n ). To begin with, we define
Definition 6.1. Suppose 1 < p < ∞ and w ∈ A p ∆ N (R n ). We say that f ∈ M is in the weighted BMO space associated with ∆ N , denoted by BMO ∆ N ,w (R n ), if
where the supremum is taken over all cubes P in R n .
To understand this new BMO space associated with ∆ N , we introduce the following two auxiliary BMO spaces. Definition 6.2. Suppose 1 < p < ∞ and w ∈ A p (R n + ). We say that f ∈ M is in weighted BMO space associated with ∆ N + , denoted by BMO ∆ N + ,w (R n + ), if
where the supremum is taken over all cubes P in R n + . Similarly, we define the space
Definition 6.3. Suppose 1 < p < ∞ and w ∈ A p (R n + ). We introduce the space BMO e,w (R n + ) as follows: a function f ∈ BMO e,w + (R n + ) if f e is in BMO w +,e (R n ), and we define f BMOe,w(R n + ) = f e BMO ∆,w +,e (R n ) . Symmetrically, suppose 1 < p < ∞ and w ∈ A p (R n − ). We introduce the space BMO e,w − (R n − ) as follows: a function g ∈ BMO e,w (R n − ) if g e is in BMO w −,e (R n ), and we define
We have the following observation. Proof. Assume that f ∈ BMO e,w + (R n + ) first. To show f ∈ BMO ∆ N + ,w + (R n + ), it suffices to show that for any cube P ⊂ R n + ,
By (2.4), the fact that w +,e ∈ A p (R n ) and Theorem 5.5, we see that
. Now assume that P + = P ∩ R n + = ∅ and P − = P ∩ R n − = ∅. We first have
Observe that the interior
• P − can be written as the union of a sequence {P k } k of maximal dyadic cubes such that
Therefore, we obtain that
. The estimate for f + is similar and omitted. Thus we see that (6.7) holds. 6.2. The Weighted Hardy Space H 1 ∆ N ,w (R n ). Consider the Littlewood-Paley area function associated with ∆ N as follows.
where Γ ∆ N (x) is the cone defined as
where H(t) is the Heaviside function defined as in (2.8).
Definition 6.6. Suppose 1 < p < ∞ and w ∈ A p ∆ N (R n ). We define the weighted Hardy
We also introduce the following auxiliary Hardy spaces on half spaces.
Definition 6.7. Suppose 1 < p < ∞ and w is a weight on R n + . We say a function f ∈ L 1 w (R n + ) belongs to H 1 e,w (R n + ) if f e ∈ H 1 w +,e (R n ) with the norm f H 1 e,w (R n
Symmetrically, suppose w is a weight on R n − . We say a function g ∈ L 1 w (R n − ) belongs to H 1 e,w (R n − ) if g e ∈ H 1 w −,e (R n ) with the norm g H 1 e,w (R n
Then the space H 1 ∆ N ,w (R n ) can be characterised in the following way:
Moreover, by a change of variable,
where for every x = (x 1 , . . . , x n−1 , x n ), we use x to denote the reflection of x, i.e., x = (x 1 , . . . , x n−1 , −x n ).
Then we have that for x ∈ R n + ,
Here we have used the facts that
both of which follows from changing of variables and the fact that both w +,e (w −,e resp.) and f +,e (f −,e resp.) are even functions with respect to the nth component.
Actually, we just need to reverse the calculations above, and then we get f + H 1 e,w + (R n e,w − (R n − )] = BMO e,w − (R n − ). Moreover, from Definition 6.7, we get that the mapping from
is an isometry homomorphism, and so is the map from BMO e,w + (R n + ) (BMO e,w − (R n − ) resp.) to BMO w e,+ (R n ) (BMO w e,− (R n ) resp.) by Definition 6.3. Observe that [H 1 w +,e (R n )] = BMO w +,e (R n ) and [H 1 w −,e (R n )] = BMO w −,e (R n ) with equivalent norms, respectively. Then the proof of Theorem 6.9 is completed. 
Proof of the upper bound:
Suppose b ∈ BMO ∆ N ,ν (R n ). We claim that for each l ∈ {1, 2, . . . , n}, there is a positive constant C, depending only on n, p, µ, λ such that
To begin with, for b ∈ BMO ∆ N ,ν (R n ), according to Proposition 6.5, we have that b +,e ∈ BMO ν +,e (R n ) and b −,e ∈ BMO ν −,e (R n ), and moreover,
For the term I, note that when x ∈ R n + , we have that λ(x) = λ +,e (x) and that
Next, note that from the definition of the commutator (7.7) and then from the kernel condition on R N,l , we see that the variable x in (7.7) above is actually restricted on R n + , which further implies that Moreover, for every x = (x 1 , . . . , x n−1 , x n ) ∈ R n + , we use x = (x 1 , . . . , x n−1 , −x n ) to denote the reflection of x in R n − . Then we obtain that for l = 1, . . . , n − 1, Combining these two equalities, the upper bound in (7.8) and the fact that f +,e L From this and (7.9), we conclude that the claim (7.4) holds true.
We borrow an idea from [17] . Observe that for any l ∈ {1, · · · , n}, 1/R l ∈ C ∞ (R n \ {0}).
Therefore, there exist z 0 ∈ R n \{0} and δ ∈ (0, ∞) such that 1/R l (z) is expressed as an absolutely For any cube Q := Q(x 0 , r) ⊂ R n , let y 0 := x 0 − 2rz 1 and Q := Q(y 0 , r). Then we obtain that for all x ∈ Q and y ∈ Q , (7.11)
From this, (7.10), (7.11) , the Hölder inequality and (7.4), we then deduce that This shows b +,e ∈ BMO ν +,e (R n ).
Symmetrically we obtain that b −,e is in BMO ν −,e (R n ) with b −,e BMOν −,e (R n ) C l . Combining these two facts and Proposition 6.5, we obtain that b is in BMO ∆ N ,ν (R n ) with
i.e., the claim (7.3) holds.
Remark 7.1. Since ∆ N + is the part of the ∆ N on the upper half space R n + , based on the proof of the upper bound and lower bound above for Theorem 1.2, we can obtain the proof of Theorem 1.1 just by tracking the estimates for the even extension of the positive parts of the functions and the weights in the proof of Theorem 1.2 above, i.e., tracking the process involving those b +,e , f +,e , µ +,e , λ +,e .
Dirichlet Laplacian and proof of Theorem 1.4
By ∆ D + we denote the Dirichlet Laplacian on R n + . The Dirichlet Laplacian is a positive definite self-adjoint operator. By the spectral theorem one can define the semigroup generated by this operator {exp(−t∆ D + ) : t ≥ 0}. By p t,∆ D + (x, y) we denote the heat kernels corresponding to the semigroup generated by ∆ D + . From the reflection method (see [26, (9) , page 59 in Section Moreover, by the fact that for any x ∈ R n + and t > 0, ∇∆ [7, (2.6 )]), we have that for any f ∈ L 2 (R n + ),
where f o is the odd extension of f to R n . This implies that ∇∆ see [5] . Then we have that for any j ∈ {1, 2, · · · , n} and b ∈ BMO(R n + ), the commutator [b, R D,j ] is bounded on L 2 (R n + ), see for example the upper bound of the commutators showed in [4] , i.e., for every b ∈ BMO(R n + ),
Now let BMO ∆ D + (R n + ) be the BMO space associated with ∆ D + on R n + , which was introduced in [7] . Recall that BMO ∆ D + (R n + ) coincides with BMO o (R n + ), where BMO o (R n + ) is the set of functions on R n + whose odd extension belong to BMO(R n ), and is a proper subspace of BMO(R n + ). Then we know that
(see for example [7] or [8] ).
This strict inclusion, together with (8.13), shows that there exists a function b 0 ∈ BMO(R n + ) \ BMO ∆ D + (R n + ) such that
with C b 0 := b 0 BMO(R n + ) . Thus, Theorem 1.4 holds.
