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Abstract: Domain decomposition methods for the solution of partial differential equations are attractive on parallel 
processors, because each processor can work independently on a large subtask. The corresponding stiffness matrix 
takes a sparse block structure, for which preconditioned iterative methods can be used when solving linear systems 
with the stiffness matrix. For domains decomposed in strips we get a blocktridiagonal structure for which a new block 
LU preconditioner was presented in an earlier report [5] by the authors. 
An alternative method, and also the one more commonly used for substructuring methods, is based on approxima- 
tion of the Schur complement matrix. This approximation is frequently done by various difference methods (see [6], 
[ll], and [16]). In the present paper we examine methods based on algebraic approximation methods. This is similar to 
methods used by Chan [9]. 
Keywords: Domain decomposition, block preconditioning, Schur complement, scaled normal equations, precondi- 
tioned conjugate gradient method. 
1. Introduction 
We consider an elliptic problem 
-V-avu =f, (x, r> E 52 (1.1) 
on a bounded domain D c Iw 2, which is subdivided into strips, or a corresponding problem in 
52 c Iw 3. In a previous paper [5], the authors used a domain decomposition method in order to get 
a global matrix with tridiagonal block-structure. For this matrix we constructed a new precondi- 
tioner by a recursive block incomplete factorization and an implicit method to compute 
approximations of the Schur complements. The preconditioner together with a conjugate 
acceleration method turned out to work excellent with a computational complexity close to that 
for classical multigrid methods when these latter show their best performance, namely for 
problems with a smooth solution. Although this method vectorizes well and can be made parallel 
on the block (subdomain) level, it needs recursions of length n between the blocks if there are n 
subdomains, and the initial idea with domain decomposition, to get independently executable 
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tasks of large size is partly lost. However use of odd-even reduction methods decreases the length 
of the recursion to O(log n). 
In the present paper we study domain decomposition methods which are based on Schur 
complements corresponding to the lines which divide the domain into strips. Explicit formation 
of the Schur complement matrix is in general impossible, so the corresponding linear system 
must be solved by iteration. This requires only the computation of the action of the matrix on 
vectors. However this action requires the solution of the same problem on the subdomains but 
these problems are uncoupled. Hence independent tasks arise naturally during each iteration. 
We study a method where the domain is subdivided into two parts and for which we construct 
a preconditioner which has a spectral condition number of optimal order. Such preconditioners 
have previously been proposed in [11,13,16], but they all depend on computing the square root of 
a matrix. This is computed utilizing the known eigensolutions of the preconditioning matrix and 
is accordingly based on a constant coefficient matrix. 
In the present paper we use a different idea, namely we compute a preconditioner for the 
scaled normal equations of the Schur complement. As we shall see, the natural preconditioner for 
these equations is a pentadiagonal matrix and it leads to a condition number of optimal order. 
Since the stiffness matrix corresponding to the differential operator with constant coefficients is 
spectrally equivalent to the stiffness matrix corresponding to variable coefficients, we can 
construct the preconditioner for the constant coefficient problem but use it for the variable 
coefficient problem. Hence the condition number is of optimal order even for the variable 
coefficient case. 
However, in practice it turns out to be more efficient to compute the pentadiagonal precondi- 
tioner from the coefficient matrix which corresponds to a difference operator with constant 
coefficients in a direction normal to the dividing lines. This idea to use a pentadiagonal (limit 
matrix) preconditioner for the normal equations for the Schur complement for two subdomains, 
was first published in [l] and presented by the senior author at the Numerical Analysis 
Conference in Munich, 1984. 
The method can be used in a recursive manner, subdividing each subdomain into two parts 
and so on. The directions of the subdividing lines can alternate. An analysis of the influence of 
the aspect ratios of the subdomains shows that it is better to use such alternating direction 
subdivisions, because the condition numbers of the preconditioned Schur complements increase 
when the aspect ratio gets smaller, as it does for increasingly thinner subdomains. 
The rest of the paper is organized as follows. In Section 2 we show how a limit matrix analysis 
can be used to derive the preconditioner for the method. In Section 3 we discuss some 
computational aspects of the method. By use of Chebyshev polynomials we analyse in Section 4 
the condition number of the new preconditioner and its dependence on the aspect ratios of the 
two subdomains. The analysis is applicable for both two- and three-dimensional problems. In 
Section 5 we present numerical tests with various pentadiagonal preconditioners for two-dimen- 
sional problems. 
2. Limit matrix preconditioners for a domain decomposed method 
We consider in this section an elliptic problem on a rectangular domain subdivided into two 
rectangles. The coefficients ai in each subdomain 52,, i = 1, 2 are first assumed to be constant. 
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We assume either Dirichlet or Neuman boundary conditions on the two vertical sides T, and T, 
and Dir&let boundary conditions on the horizontal sides I’, and T, as shown in Fig. 1 (see 
Section 4). 
We use piecewise linear finite-element approximations on a isosceles triangular mesh and we 
assume that the line r, = 2, n 2, is part of this mesh. (It is wellknown that if material interfaces 
do not coincide with element edges, then the order of the discretization error is severely 
degraded.) Note that in the interior of 3, and tin2 we have then a standard five-point central 
difference approximation and on a point (x, _Y) E T, the difference approximation is 
-a,u(x -h, _y) - a,+ + A, _Y> - +(a, + a,>(+, Y + h) + u(x, y - h)) 
+ 2(a, + a,)+, v) = h2fb, uh 
For a three-dimensional problem where T, is a plane, we use the classical seven-point central 
difference approximation. 
Using a vertical meshline ordering and taking the points in the order: first the interior points 
of 3,, then those of 9, and finally the points on r, we get a set of linear equations with a matrix 
on a three by three block form, 
where ai, corresponds to the discrete solution on a;, i = 1, 2 and (Ye to the solution on the 
interior of I& Here A,,; are blocktridiagonal matrices with n, block rows (equal to the number of 
vertical meshlines in B;\T,, excluding the boundary mesh line in the case of Dirichlet boundary 
conditions.) By the elimination of ai, i = 1, 2, we get from (2.1) 
B&3% = 6, 
where B,, , is the Schur complement (reduced system matrix) 
(2.2) 
B3,3 = A3.3 - t 4,iA;;A; 3, . 1 (2.3a) 
i=l 
i& = 6, - i A3,,A,;;lb;, 
i=l 
(2.3b) 
A 
3,3 = (a, + a&, (2.3~) 
and G = 4 tridiag( - 1, 4, - 1) for a two-dimensional domain, respectively G = 4 blocktridiag( -I, 
D, -I) where D = tridiag( - 1, 6, - l), for a three-dimensional domain. 
We do not intend to form B3,3 explicitly, because this is a full matrix but we shall solve (2.2) 
by iteration. For this it suffices to compute the action of B,,,, and in computing this action, we 
must solve linear systems with the subdomain matrices A,,;. How this is done will be discussed 
later. As is well known the number of iterations depend on the condition number of the iteration 
matrix and as we shall see, the condition number of B3,3 is 0( h-l), h -j 0, where h is the 
meshsize parameter (for an early proof of this, see [ll]). 
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To increase the rate of convergence of the iterative method for the solution of (2.2) we must 
construct a good preconditioner for B,,,. To find such a preconditioner, we note first that A,,; 
and, because of symmetry also Ai,3, have the structure 
A3.i = [o, 0,. . .? (&,j)n,] 3 A;3 = [o, 0 >..., (&,f, 
where 
(Aj,j).,=(Ai,3).,= -aj1m7 i=l, 2 (2.3d) 
If vertical meshlines (or planes) and 1, is the identity matrix of order m X m, n j is the number 
in a, and m (respectively m, x mz) is the number of interior meshpoints along TO. 
Because of this sparsity structure, we have 
A3,iA,‘Ai,3 = (A3,j)n,(Ai.11)n,(AI,~)~,, 
where ( A,T~‘),, is the diagonal block in the lower right corner of Al,,‘. It is readily seen that this is 
equal to the inverse of the final blockmatrix in the block triangular matrix factorization of A,,, as 
given by the matrix recursion 
X,(j)=(A,,j),-D(‘)(XI(~,)-lD(‘), 1=2,3 )...) nj, xi” = (A,,,)i. (2.4) 
Here we have used the notations: 
Aj,j= blocktridiagonal(D”‘, (Aj,j)r, D(l)), 
where 
(Aj,j)1 = ‘; G 
i 
2G if Dirichlet boundary conditions on r, U r,, 
if Neuman boundary conditions on r, U T,, 
(A,,,), = 2a,G, 1= 2, 3, . . ., nj and D@) = -air,,,. 
Hence X/j) = ajX,, where from (2.4), 
X,=2G-XL’,, 1=2, 3 ,..., 
2G Dirichlet b.c. 
G Neuman b.c. (2.5) 
In the following lemma we show that the sequence X, can be written in terms of Chebyshev 
polynomials and that it converges to a limit matrix X for which X= 2G - X-l. 
Lemma 2.1. The solution of (2.5) is X, = Z,Z,I’~ where 
Z,=U,(G)=~[(G+V?FY)‘+~--(G-~??)‘~~](G~--I)-~’~ (Dirich1etb.c.) 
(2.6a) 
Z,= T,(G) = i[(G+ e)‘+ (G-G)‘] (Neumann b.c.) (2.6b) 
Here Z, is s.p.d. and X, converges toX, whereX=G+e, i.e. X=2G-X-‘. 
Proof. Substitution of X, = Z,Z,L’~ 
Z,Z,?i = 2G - Z,_2Z,?l 
into (2.5) gives 
or Z,=2GZ,_,-Z,_,, 1=2,3 ,..., n, 
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where Z, = I and Z, = 2G (Dirichlet b.c.) and Z, = G (Neuman b.c.), respectively. The 
corresponding solutions are Z, = U,(G), the Chebyshev polynomial of second kind and Z, = 
T,(G), the Chebyshev polynomial of first kind, respectively, whose explicit forms are those in 
(2.6a) and (2.6b), respectively. 
Since the smallest eigenvalue of G is bounded below by 1, Z, is s.p.d. In both cases, the 
corresponding sequence X, converges to X = G + \iG2. 0 
Note that the sequence X, is positive definite if and only if G (which is symmetric) has a smallest 
eigenvalue A,(G) 2 1. This is satisfied in our problem (where X,(G) = 1 + 2(sin $rr/(m + l))* 
(2D), respectively X,(G) = 1 + Cf=,l + 2(sin $r/(m, + 1))*(3D)). 
Note also that as ni -+ co, the Schur complement matrix B,,, in (2.3a) approaches a limit 
matrix: 
B 3.3 --+,+a,)G- &,(G-dci)=(a,+u,)fi, ni-) 00, (2.7) 
i=l 
We now extend the above results to an elliptic problem of the form - V. a,vu = f, x E 3, where 
a = u,(y) > 0, (respectively ui = a,( y, z) > 0), i = 1, 2, i.e. the material coefficient may depend 
on y (or on (v, z)) within each &?; but not on x. The corresponding matrices A,,; are still block 
tridiagonal and block Toeplitz, with diagonal blocks ( A,,i)I = 2G”’ where G”’ are tridiagonal 
matrices and offdiagonal blocks Dci), I = 1, 2,. . . , n, (except that (A, ,) = G(‘) in the Neumann 
b.c. case). For simplicity we assume that we use a central difference approximation. Hence Dci) 
are still diagonal matrices, with positive diagonal entries and the sequence (2.4) takes the form 
x/O = 2G(i) _ D(i)( x/JJl)-lD(i), I= 
Define 2, = D-1/2XtD-1/*, 6 = D-l/*GD-I/* 
notational simplicity. Then (2.8) takes the form 
X,=2&X;1,, l=2,3 )...) n,. 
In order to apply the results in Lemma 2.1 we 
exists. 
Lemma 2.2. Let 
rt G -D 0 
1 3 nxn 
2,3 ,..., ni, i=l,2. (2.8) 
where we have deleted the superscript (i) for 
(2.9) 
must first examine if X,(G) 2 1 i.e. if v?KY 
where .$ > 1, and G and D are s.p.d. be itself s.p.d. for all orders n. Then 
is s.p.( d. and A,( 6) 2 1, where 6 = D-‘/2GD-1/2. 
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Proof. Let g= blockditg( D, . . . , e). Then Z ‘j2K 9-l” = tn. Hence I?, is s.p.d. Let X, Y be 
eigensolution pairs of G, i.e. let Gv = hv, v # 0 an: set x = ( vT, vT, _ . . , v~)~. Then, since in is 
s.p.d., we have 
0 < XT&X = [(‘$A - 1) + (2h - 2)(n - 2) + (2X - l)] vrv 
= [ (2n - 2 + 6) h - 2n + 2] vTv. 
Hence A > 2(12_ 1)/(2n + 5 - 2) and since this is valid for all n, we must have h > 1 for any 
eigenvalue of G. 0 
By Lemmata 2.1 and 2.2 it follows that the sequence x1 in (2.9) has the limit _j?= 6 + e. 
The corresponding limit of the sequence in (2.8) is 
X(i) = G(‘) + (#i))‘/‘[ ( D(;)-“2G(;)D(i)-“2)2 _ J]1’2( D(i))1/2, i = 1, 2. 
For the Schur complement in (2.3) where A,,, = Go) + Gc2) we have 
2 
43 --) 23.3 = c D (i )“2 I( D(i)-“2G(i)D(i)m”z ) 2 - I]1’2D(i)1’2, n; -+ 00, i = 1, 2. 
i=l 
(2.10) 
If Dci) = a,D, G(‘) = a,G, where a, are constants and D commutes with G we find 
B,,, = (a, + a2)&Kz, (2.11) 
which generalizes (2.7). Clearly D cannot be a diagonal matrix in such a case because G is 
tridiagonal, unless D is a constant multiple of the identity matrix. 
Consider now the square of &j, i.e. 
B,,&, = (a, + a,)‘( G2 - 0”). (2.12) 
This matrix is pentadiagonal (respectively block pentadiagonal) and can be used as a precondi- 
tioner to solve 
4+4,3% - &I = 0 
by iteration, for instance by the stationary iterative method 
(aI + CZ,)~(G~ - D2)S’+l = B&, - B3,,a;), 
&l= a; + 1,/+1, l=O, l,... 
7 
(2.13) 
for some parameter 7. We can also choose 7 = 1. 
The spectral radius of I - (a, + u~)-~( G2 - D2)-lB$ and spectral condition number of 
(G2 - D2)-‘B& shall be derived in Section 4. As we shall see, the rate of convergence is of 
optimal order (m -+ 00, respectively m,, m2 + CO), but it depends on the aspect ratios of the 
subdomains. Since the preconditioner is pentadiagonal, in the two-dimensional case, the cost to 
solve it, is small. For instance, we can write it on blocktridiagonal form with small blocks (of 
order 2 X 2) and then use the odd-even reduction method. 
In the three-dimensional case we must solve block pentadiagonal systems. We propose here 
that this is done by use of an inner iteration method, where we use the above preconditioner for 
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a two-dimensional problem for the blocktridiagonal matrix G - D as a preconditioner for those 
inner iterations. In this case for the limit matrix analysis we must assume that a, = a,(z). 
If D(j) = a,D, G(‘) = aiG, but D is diagonal (and does hence not commute with G”)), we find 
for the scaled normal equations for the limit matrix 
jj,D-‘jj,, = 2 D1/2[(D--1/2G(r)D--1/2)2 _ a:1 1’2 
i=l ’ 1 
. ; [ (D-l/2G(i)D+*)’ _ 4’*D1i2 (2.14) 
i=l 
For this noncommutative case we shall use 
(a, + a2)2[ GD'lG - D] , (2.15) 
which is again pentadiagonal, as a preconditioner for the iterative solution of the scaled normal 
equations, 
B,,,D-l(B,,,a, -ix) = 0. (2.16) 
Similarly for the general case with general coefficients ai, we can use the preconditioner, 
,gl [ G(;)D(;)-~(;) _ DC’)] 
if DC’) is diagonal. 
3. Computational aspects 
In the numerical tests in Section 5 we have used the preconditioners presented in the previous 
section but also some indirectly constructed preconditioners for the sake of comparisons. These 
will be described in that section. 
Other preconditioners for the solution of (2.2) Qa3 = &, have been proposed in [11,13,8] 
and [15]. Dryja [ll] used K’/‘, where K = tridiag( - 1, 2, - 1) as preconditioner. This corre- 
sponds to 2(G - D), in our notations. Golub and Mayers [12] used ( K2 + 4K)‘/2 as precondi- 
tioner which corresponds to 2(G2 - I) ‘j2. Bjorstad and Widlund [8] used (Gf - 1)112, i.e. a 
preconditioner which is derived from the Schur complement for one of the regions only. Keyes 
and Gropp [15] improved these preconditioners by a certain scaling, dependent on the aspect 
ratios n,/m of the domains. 
In all of the above preconditioners one must compute the square root of a matrix and this 
requires the knowledge of the complete eigensolutions. The preconditioner must therefore always 
be based on constant coefficient (Toeplitz) matrices. 
This is not required in our method, because no square root appears in the preconditioners. 
What makes our method additionally interesting is that it is equally well applicabk for the 
solution of unsymmetric problems, where we solve 
B;,D-1(B3,3~3 - b3) = 0 
by preconditioned iterations. Since the matrix B&D-‘B,,, is s.p.d., we may use a standard 
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conjugate gradient method for s.p.d. problems. However, there is one aspect of the method which 
we haven’t commented on yet. It is related to the assumption that the action of B,,, can be 
computed exactly, which would require that the subproblems on the subdomains Ln;, i = 1, 2 are 
solved exactly. In practice this is rarely the case. Not solving them exactly corresponds to a 
perturbation of the matrix B,,, and this is in general an unsymmetric perturbation. Hence, in 
such a case we get a perturbed matrix with slightly complex eigenvalues and it may therefore 
require a generalized conjugate gradient method such as ORTHOMIN [18,14], the method in [17] 
or the GCGLS method in [2]. For an analysis of the rate of convergence for such cases, for the 
full or the restarted method, see [3]. 
The numerical tests show very fast convergence and it is therefore not needed to use a 
restarted method. The cost of keeping all previous vectors is small, in particular since the 
dimension (m) of these uectors is small. Hence, for the sake of robustness, it can be recommended 
to use a GCGLS (see [2] and [3]) or a similar method (without truncation). 
The problems on the subdomains can hence be solved by (inner) iterations themselves. Since 
the size of each subdomain is still large after the first substructuring, a natural method is to use a 
recursive substructuring, i.e. to divide each subdomain in two parts, for which the same type of 
preconditioned Schur complement solver is used as for the original subdivision, and so on. The 
new subdivision can occur vertically or horizontally. If we continue with a vertical subdivision, 
we get increasingly thinner and thinner strips, and at some level when the strip is thin enough, we 
can stop and solve the problem on this level with a direct (bandmatrix) solution method. If we 
divide the subdomains alternatively with vertical and horizontal lines we get subdomains in the 
form of smaller boxes, where we may also eventually use a direct solver, because of the small 
number of unknowns in the final box. In both cases, the data structure to handle the connection 
between the subdomains is a binary tree structure. 
Using such recursive substructurings, one must be aware of the fact that the limit matrices 
become less good preconditioners when a subdomain becomes too thin. In the next section we 
shall analyse the influence of the width of a subdomain on the accuracy of the preconditioners. It 
follows that if we use an alternating direction subdivision the aspect ratios are fixed (or more 
precisely vary alternatively between two fixed numbers) and the spectral condition numbers are 
essentially constant for all subdomains. 
4. Rate of convergence 
We shall analyse the rate of convergence for the iterative solution of (2.2) for the problem 
defined in Fig. 1 with Neuman boundary conditions to be specific. To this end we first derive the 
analytical form of the matrix B,,, defined in (2.3a). 
Lemma 3.1. The Schur complement matrix B,,, defined in (2.3a) and corresponding to the problem 
defined in Fig. 1, where Lni, i = 1, 2 has ni vertical meshlines, is 
B,,,= ~a,(G2-1)“2(1-[G-(G2-I)1’2]2fl’)(~+[G-(G2-1)1’2]2”i)-1 
i=l 
= C ai(G2 - I)u,,_,(@T,,(G)-' 
i=l 
(44 
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Fig. 1. A domain decomposed problem. 
where T, and U, are the Chebyshev polrynomials of first and second kind, satisfying the recursion 
P,+,(x) = 2xP,(x) - P,_*(x), I = 1, 2,. . ., (4.2) 
Pr= T,, TO = 1, T,(x) =x, respectively Pl= U,, U, = 1, U, = 2x. 
Proof. By (2.3a), (2.3~) and (2.3d) we have 
B,,, = ai( G - XL’). 
i=l 
Using (2.6b) we find 
= (G( G _ (G2 - 1)1/2)2n. + (G2 - 1)1/2 - (G - (G2 _ I)‘/2)zC~,-r)) 
x[I+(G-(G’-I)~‘~)~~‘]-~ 
=(G2-I)1/2[I-(G-(G2-1)1’2)2n’][I+(G-(GZ-1)1/2)2n.]-1, 
which shows the first part of (4.1). The second part follows by the explicit solutions of the 
recursion (4.2), given in the proof of Lemma 2.1. q 
We shall estimate the rate of convergence of the iterative solution of 
(i) B,,,cw, - g3 = 0, and 
(ii> B&Q, - k,> = 0, 
by use of various preconditioners. To this end we shall estimate the spectral condition number of 
the preconditioned matrix or the spectral radius of the corresponding stationary iteration 
(Jacobi) method. To begin with we consider the spectral condition number of B,,, itself. 
Since B3,3 = B3,3( G) is a function of the matrix G only, the eigenvalues Ai of B3,3 are simply 
xi = &,3(k) 
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where pi = 1 + 2(siniia/(m + 1))’ (in the (2D) case). It follows from (3.1) that 
Ai= ? ‘k(P.T- l)U,k-l(P,)/T,k(Pi) 
k=l 
and an elementary computation shows that 
4: a1;& (1 - e-2qk”)/(1 + ee2qkV), 
k=l 
and 
maxA, = &(1-L,) = 5 a,J8[1 - (3 + J8)-2”“]/[1 + (3Js)-2”“] 
k=l 
k=l 
where qk = n,/m is the aspect ratio of the subdomains. 
Hence the condition number K of B,,, satisfies 
K( B,,,) = $ (m + 1) 2 ak( (1 + e-2qk”)/(1 - e-2qkn)} i ak, m-+ 00. 
k=l k=l 
This shows that the condition number of the Schur complement increases as O(m), m -+ 00. This 
result is wellknown and has been shown in a more general context in [ll], [16] and [193, for 
instance. 
Consider now the preconditioner G - I to B,,,. Then, by (4.1) the eigenvalues hi of 
(G - I)-IB,,, satisfy 
and an elementary computation shows that 
Hence the condition number is essentially independent of m if m is not too small and this 
preconditioning can be efficient to use when nk, the number of vertical meshlines in the 
subdomains tik, is small. 
For the preconditioner (G2 - 1)*12 we get 
A, = 
k=l 
a,(1 - [pi - (pt - 1)1’2]2n’)/(1 + [pi - (p: - l)1’2]2n’) 
and we find 
tc((G’- I)-“2B3,3) - 
k=l l+e- t {( 2qk”)/(1 - e-2qkq)} m-,03. (4.3) 
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Consider now preconditioning of B$ with G2 - I. We find 
(G2-I)-1jj;,3= ( ; uk(I- [G- (G2-I)“2]2n4)(I+ [G- (G2-I)1'2]2.j-1)2, 
k=l 
and its condition number is the square of that in (4.3) (note that the operators commute), i.e. 
1+ e-2q*“)/(1 - e-2q!-n)} m-+oo. (4.4) 
Hence K = O(l), m + co. The spectral radius of the corresponding damped Jacobi iteration 
matrix is 
I- +(G2 - I)-+;,, = (1 - K-‘)/(I + K-l) = 2 ep2’“/(1 + e-4qn) 
where r = (max Ai + min Xi)/2 if a, = a2 and q1 = q2 = q. For a rectangular domain where 
q = 1 we get p = 3.75 . 10d3 and for a unit square domain, where q = 5, we get p = 0.086, i.e. 
very small reduction factors. 
It follows from (4.4) that an alternating direction recursiue subdomain division is most efficient, 
because then the aspect ratios qk will be bounded below (by 4, if D is a unit square). 
The rate of convergence (i.e. the number of additional correct digits for each iteration) for this 
method is 
%IP-l- (2qT - ln(2/(1 + e-4qn))) log,, e = 0.434(2qT - 0.69). 
For the PCG method we get a lower bound of the corresponding rate of convergence if we let 
P = <& - I)/(& + l), w h ere K is the spectral condition number of the preconditioned matrix. 
For a rectangular domain with coefficients ui = u,f( _Y) (a, is a constant) which are constant in 
the direction of the normal to the dividing lines we get the same type of estimates as above, if we 
scale the matrices as described in Section 2. In particular, if we use (2.15) as a preconditioning 
for the solution of (2.16), it follows that we get a condition number which is bounded above 
indepently of the meshsize. 
For a rectangular domain with general variable coefficients we can use the fact that the 
bilinear form 
Z(u, u)=/vu.vudL’ 
o 
is spectrally equivalent to the bilinear form 
u(u, u) = i / u;vu-vu dL’ 
r=l sq 
where 
l$$lUj(X, y)i(U, #) <“(u> U, < m”,““i(“> _Y)a^(U, U, V’uEH’(Q) 
(see, for instance [4]). 
Hence, if we construct an optimal order preconditioner for the stiffness matrix corresponding to 
a^( U, u), it will also be an optimal order preconditioner to the stiffness matrix corresponding to 
the given bilinear form. 
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For a general convex domain D and variable but bounded coefficients, it has been proven in 
[16], for instance, that the Schur complement S for the line r, is_ spectrally equivalent to the 
.3VU _ 
0.0; -- 
Fig. 2. Domains b and 52 for the construction of optimal order preconditioners. 
Schur complement for the same line for the rectangular domain 8, with constant coefficients, 
(see Fig. 2), if the same division is used for the domain with constant coefficients. However, in 
practice, it is frequently more efficient to work with preconditioners computed from the actual 
domain and actual elliptic bilinear form. 
Three-space dimensional problems 
The method in Section 2 and the analysis in this section for two-space dimensional problems is 
equally applicable for a problem in three-space dimensions. Here we divide the domain in two 
subdomains using a cutting plane TO (see Fig. 3). 
This can be continued and to preserve the aspect ratio we can divide by planes alternatingly, 
normal to the A?, j and z^ directions, respectively. 
For a three-space dimensional problem, the matrix G corresponding to a constant coefficient 
problem on an axiparallel parallelepiped is 
G= qblocktridiag( -I, D, -I), 
where D = tridiag( - 1, 6, - 1). Hence, the extreme eigenvalues of G are n-tin pi = 1 + 
Fig. 3. Recursive subdivision of a cube. (Only one subdividing plane on each level, is shown.) 
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(2 sin$r/( m + 1))2 and max pi = 5 (m + cc). The condition number of ( G2 - 1) -rB& is now 
and the spectral radius 
I - b(G2 - I)-‘B:,3 = 2 ep2fiq”/(1 + ee4qn), 
if a, = a2 and q1 = q2 = q. For q = 3 we get p = 0.023. 
However, the additional complication with three-space dimensional problems is twofold: 
(i) The preconditioner G2 - I is block pentadiagonal, and 
(ii) G and G - I have a structure as for a two-space dimensional problem. 
To solve the preconditioner we can also use preconditioned iterations, in the form of inner 
iterations. To find a preconditioner for G2 - 1 there exists various possibilities. Since G2 - I = 
2(G - 1) + (G - 1)2, it corresponds to the fourth order difference operator -A + +A’,, where 
A, is the second order elliptic difference operator on a rectangle. We can use ha dividing line 
substructuring on the plane but the Schur complement consists now of five terms, instead of 
three, as for the second order problem. As an alternative, we can construct a preconditioner for 
G - I, which corresponds to - iAh, and use the method in Section 2 to find a preconditioner for 
the corresponding Schur complement. This preconditioner can then be used when solving the 
problems with G2 - 1. However, the condition number for the inner iterations with this latter 
approach is about 3 times as large as the condition number for G - 1. 
Computer architecture 
If we have a computer architecture with a set of parallel processors, where each processor itself 
may contain a cluster of more highly coupled parallel processors, we can let each such cluster 
work on the solution of the subdomain problems. This structure can continue onto deeper and 
deeper levels. The connections between two subdomains occur through the clusters parent 
processor node, where the iteration work, matrix times vectors and the solution of the precondi- 
tioner, takes place. The solution of subdomain problems occurs at the next lower level. The 
processor nodes can therefore be placed in a binary three graph. 
Since the amount of data to be passed up to the parent node is always of smaller dimension 
than the data processed at each node, it can be expected that there will be no or few data 
conflicts (there are no “hot spots” in the jargon used by computer scientists). 
For the case of a three-space dimensional problem, every parent node must do relatively more 
computational work and each parent node may then be extended with an extra (but perhaps 
smaller sized) cluster of processors. The processor structure now becomes a triary tree. 
5. Numerical tests 
We consider the problem 
- V( aVu) = 0, a>0 on52=(0,1)2 
u=o on r= aL? 
whose solution is u = 0. 
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The problem is discretized using central differences with h, = 1/(2k + 1) and h, = l/(n + 1). 
This leads to the following system 
[;: Aj;; ;;_:l[r-j=o 
where A,, is a n X n matrix, All, A,, nk X nk matrices. 
Let D;‘denote the n X n diagonal matrix that corresponds to the coupling of A,,, with A3,3, i.e. 
the nonzero diagonal block of A3,1, i = 1, 2. Set 
D = i(Di + Q), (5.1) 
i.e., the average of the couplings in the x-direction. 
As the previous sections have shown we may expect that B& (or B,,,DelB,,,) is close to a 
pentadiagonal matrix. Therefore we have constructed only pentadiagonal preconditioners. We 
have implemented the following four choices: 
(1) The preconditioner as described in Section 2, 
C = A,,$-‘A,,, -40=4(GD-‘G-D) where G is defined in Section 2. 
(2) C a symmetric pentadiagonal matrix such that 
Ce, = B&ei, i = 1, 2, 3 where (or B,,,D~‘B,,,e,) 
e, = (1, 0, 0, 1, 0, 0, 1, 0, 0,. . .)T, 
e2 = (0, 1, 0, 0, 1, 0, 0, 1, 0,. . .)T, 
e3 = (0, 0, 1, 0, 0, 1, 0, 0, 1,. . . )‘. 
As is readily seen this choice of vectors makes the computation of C very cheap and stable. This 
method of computing a preconditioner has been used for other types of domain decomposition 
methods (see [15]). Note that a symmetric pentadiagonal matrix is uniquely determined by its 
action on three linearly independent vectors. Since B& is close to a pentadiagonal matrix we 
may expect that this preconditioner will give excellent results in general. However, it turns out 
that in some cases we may loose positive definiteness. 
(3) Compute a tridiagonal matrix G such that 
(C=)(G2 - 4D2)vi = B&u,, i = 1, 2. 
where ui = (1, 1, 1,. . .)T and v2 = (1, 2, 3, _ _ _ , n)T G is computed iteratively. These vectors were 
used in [5] to compute a preconditioner using indirect approximations of inverses of certain 
block diagonal matrices. 
This method has the disadvantage that G cannot be derived directly but must be approxi- 
mated itself. We have used the following iterative procedure to determine G. 
G(O) = $4 
3.3 
_ 
Loop: Compute ai = (G”’ + D)-‘vi, i = 1, 2. 
Compute G(‘+‘) such that (G(‘+‘) - D)ari = B:,v,, i = 1, 2. (This can be done by straight- 
forward computation, for details, see [5]). 
IF ( ]I G(‘+‘) - G(‘) ]I 2 > 10-6) Go to Loop. 
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Although one iteration isn’t too costly the speed of convergence of this iterative process 
decreases rapidly as soon as the problem corresponds to varying coefficients. 
(4) Define A = tridiag[ - 1, 2, - l] and set C = A2 + 4A. This is the limit matrix for the model 
problem -Au = f on a square with h, = h, (see also [lo]). 
To test these preconditioners we have chosen the following four problems on the unit square 
(0, U2. 
(A) The model problem 
-Au=0 in L?=(O, l)‘, 
u=o on I7= ati. 
$(aU,) - $(bu,) =0 in fin, 
u=O onr 
where 
a(x, y) = +j + lOOO(1 -v) 
b(x, y) = 1. 
CC> -V(aVu) =0 in St, 
u=o on r, 
where a(x, ,v) = 1 + 0.65 arctan(x - f) + 0.35 arctan(lO( y - 5)) (see also [15]) 
(D) -V(aVu) = 0 in 52, 
u=o on r, 
where 
a(% Y> = 
1000 x, y> +, 
1 otherwise. 
Note that in this latter case one would expect difficulties with the preconditioners since there is 
no symmetric limit behaviour around the line x = i and therefore it may be difficult to find a 
proper scaling matrix D. 
In all cases we have used a randomly filled startvector and as stopping criterion rkC-‘rk d 
c2roC-‘ro with 6 = lop5 in a Preconditioned Conjugate Gradient algorithm (see [4], for instance). 
Except for the modelproblem A the tests have been carried out with B& as well as with 
B3,3D-1B3,3 as coefficient matrix, where we expect that the latter choice will give better results in 
the variable coefficient cases. 
In the Tables AI-D.11, (1) (2) (3) and (4) will refer to the preconditioners as defined above, 
A, B, C, D to the problems as defined above and I, II refers to the use of B& respectively 
B3,3D-1B3,3 as coefficient matrix. Note that the matrix D is always as explained at the beginning 
of this section. n is the number of points in y-direction and 2k + 1 the number of points in 
x-direction. 
In the tables we list the number of iterations. A bar indicates that no convergence was reached 
within 100 iterations or that the preconditioner was indefinite. The problems on the subdomains 
fii, i = 1, 2 could have been solved by iteration but we have here used a direct band solver, for 
simplicity. 
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Table A.1 
k\n (1) (2) (3) (4) 
7 15 31 63 7 15 31 63 7 15 31 63 7 15 31 63 
3 3 3 2 2 2 3 2 2 4 5 - - 3 7 13 20 
7 3 3 2 2 2 3 2 2 4 4 4 - 6 3 7 14 
15 3 3 3 2 2 3 3 2 4 4 4 5 6 6 3 8 
31 3 3 3 2 2 3 3 2 4 4 4 4 6 7 6 2 
Table B.1 
k\n (1) (2) (3) (4) 
7 15 31 63 7 15 31 63 7 15 31 63 7 15 31 63 
3 7 13 16 17 1 2 3 3 4 - - ~ 7 19 38 41 
7 7 13 16 16 1 2 3 3 5 - ~ - 7 19 38 52 
15 7 13 16 16 1 2 3 3 7 - - - 7 18 39 53 
31 7 13 16 16 1 2 3 3 7 - - - 7 19 39 56 
Table B.11 
k\n (1) (2) (3) (4) 
7 15 31 63 7 15 31 63 7 15 31 63 7 15 31 63 
3 7 13 16 17 1 2 3 3 7 13 16 22 7 14 17 19 
7 7 13 16 16 1 2 3 3 7 13 16 20 7 14 19 20 
15 7 13 16 16 1 2 3 3 7 13 16 20 7 15 19 21 
31 7 13 16 16 1 2 3 3 7 13 16 19 7 15 20 21 
Table C.1 
k\n (1) (2) (3) (4) 
7 15 31 63 7 15 31 63 7 15 31 63 7 15 31 63 
3 4 3 3 3 3 3 3 2 6 6 19 24 7 14 24 40 
7 4 4 3 3 3 3 3 2 6 6 7 _ 7 13 20 31 
15 4 4 3 3 3 3 3 3 6 7 7 7 7 14 15 21 
31 4 4 3 3 3 3 3 3 6 7 7 7 7 14 17 15 
Table C.11 
k\n (1) (2) (3) (4) 
7 15 31 63 7 15 31 63 7 15 31 63 7 15 31 63 
3 4 3 3 3 2 3 2 2 5 6 - 25 7 11 18 32 
7 4 4 3 3 2 3 2 2 5 5 7 _ 7 9 13 20 
15 4 4 3 3 2 3 3 2 5 6 6 7 7 10 9 13 
31 4 4 3 3 2 3 3 2 6 6 6 6 7 11 11 9 
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Table D.1 
k\n (1) (2) (3) (4) 
7 15 31 63 7 15 31 63 7 15 31 63 7 15 31 63 
3 5 9 18 26 - - - - 9 22 - _ 4 8 27 65 
7 5 9 20 29 - ~ ~ - 4 14 33 _ 4 8 18 55 
15 5 9 15 29 - - - - 6 12 17 - 4 8 16 38 
31 5 9 14 21 - - - - - 20 15 56 4 8 16 26 
Table D.11 
k\n (1) (2) (3) (4) 
7 15 31 63 7 15 31 63 7 15 31 63 7 15 31 63 
3 5 9 17 22 2 4 7 9 7 17 35 91 5 13 22 33 
7 5 9 17 25 2 4 7 11 7 13 35 83 7 9 24 33 
15 5 10 18 25 3 4 6 10 6 11 21 58 7 12 18 43 
31 6 10 17 26 3 4 5 7 7 12 18 33 7 11 20 31 
Conclusions 
We see that for problems with constant (problem A) or fairly smooth coefficients (problem C), 
the number of iterations is independent of problem size with preconditioner 1. This is in 
accordance with the theory for method 1. For preconditioner 2 it seems as if we get also a 
number of iterations independent of the meshsize for these problems. 
The diagonal scaling with D as chosen in (5.1) has almost always a positive effect, most 
dramatically seen for problem D and preconditioner 2. Furthermore we see that the precondi- 
tioners based on the action of the actual Schur complement matrix do only slightly depend on 
the aspect ratio (k\n), whereas preconditioner 4 (which is based on the constant coefficient 
matrix case), depends heavily on this ratio. However also in this case the scaling with D has a 
positive effect (but not always when the aspect ratio is close to 1). 
From these tests we conclude that preconditioners 1 and 2 are much more efficient than the 
other two. Preconditioner 1 has the advantage that it is always symmetric and positive definite 
whenever the original system is s.p.d., whereas preconditioner 2 may become indefinite for a 
problem with wildly varying coefficients (see Table D.I(2)). Note that since one needs a 
factorization of the preconditioner, indefiniteness of the preconditioner is easily detected when 
pivot entries become negative and can thus be acted upon. However, again the scaling with D 
seems to avoid this problem. On the other hand, when the coefficients are fairly smooth, we 
expect by the theory in Section 2 that B, 3 Dp ‘B, 3 is close to a pentadiagonal matrix and in such 
a case preconditioner 2 gives better results than the other preconditioners, because as already 
mentioned it computes the exact matrix from the action of a symmetric pentadiagonal matrix 
(see Table C.11, for instance). 
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