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a b s t r a c t
In a recent paper B. Samet and H. Yazidi [B. Samet, H. Yazidi, An extension of Banach fixed
point theorem for mappings satisfying a contractive condition of integral type, Ital. J. Pure
Appl. Math. (in press)] have obtained an interesting theorem for mappings satisfying a
contractive condition of integral type. The aim of this note is to present a generalization
of their main result.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, Branciari [1] initiated a study of contractive conditions of integral type, giving an integral version of
the Banach contraction principle, that could be extended to more general contractive conditions. To be precise, Branciari
established the following theorem.
Theorem 1. Let (X, d) be a complete metric space, c ∈]0, 1[, and let f : X → X be a mapping such that for each x, y ∈ X,∫ d(fx,fy)
0
ϕ(s)ds ≤ c
∫ d(x,y)
0
ϕ(s)ds (1)
where ϕ : [0,+∞[→ [0,+∞[ is a Lebesgue integrable mapping which is summable on each compact subset of [0,+∞[ and
such that for all ε > 0,∫ ε
0
ϕ(s)ds > 0.
Then, f admits a unique fixed point a ∈ X such that for each x ∈ X, f nx→ a as n→+∞.
Then, Rhoades [2] proved that Theorem 1 holds also if we replace d(x, y) by
max
{
d(x, y), d(x, fx), d(y, fy),
d(x, fy)+ d(y, fx)
2
}
.
Later on, the authors in [3–5] established fixed point theorems involving more general contractive conditions. Suzuki [6]
showed that Meir–Keeler contractions of integral type are still Meir–Keeler contractions and so proved that Theorem 1 of
Branciari is a particular case of the Meir–Keeler fixed point theorem [7]. Sessa [8], with the notion of weakly commuting
mappings, weakened the concept of commutativity of two mappings. Then, Jungck [9,10] enlarged the concept of weakly
commuting mappings by adding the notion of compatible mappings. This concept was further improved by Jungck and
Rhoades [11] with the notion of weakly compatible mappings. In this work, using also a rational expression for a contractive
condition of integral type (see [12]), we prove a fixed point theorem for weakly compatible mappings. Our result is a
generalization of Theorem 2 given in [12].
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2. Main result
We shall first recall the following:
Definition 1. Two mappings A, S : X → X are said to be weakly compatible if they commute at their coincidence points.
Now we prove our main result.
Theorem 2. Let (X, d) be a metric space and let A, B, S and T be self-mappings of X with S(X) ⊆ B(X) and T (X) ⊆ A(X). We
define, for each x, y ∈ X,
m(x, y) := d(By, Ty) 1+ d(Ax, Sx)
1+ d(Ax, By)
and
M(x, y) := max{d(Ax, By), d(Ax, Sx), d(By, Ty)}.
We assume that for each x, y ∈ X,∫ d(Sx,Ty)
0
ϕ(s)ds ≤ α
∫ m(x,y)
0
ϕ(s)ds+ β
∫ M(x,y)
0
ϕ(s)ds, (2)
where α > 0, β > 0, α + β < 1 and ϕ : [0,+∞[→ [0,+∞[ is a Lebesgue integrable mapping on each compact subset of
[0,+∞[ and such that for all ε > 0,∫ ε
0
ϕ(s)ds > 0.
Suppose that one of A(X), B(X), S(X) and T (X) is a complete subset of X and the pairs {A, S} and {B, T } are weakly compatible.
Then A, B, S and T have a unique common fixed point in X.
Proof. Let x0 ∈ X and, as S(X) ⊆ B(X) and T (X) ⊆ A(X), define, for each n ≥ 0, the sequence {yn} ⊂ X by
y2n+1 = Sx2n = Bx2n+1 and y2n+2 = Tx2n+1 = Ax2n+2.
Suppose that y2n = y2n+1 for some n. Then by (2), we have y2n+1 = y2n+2 and so ym = y2n for every m > 2n. Thus the
sequence {yn} is Cauchy. The same conclusion holds if y2n+1 = y2n+2 for some n. Assume that yn 6= yn+1 for all n. Then, for
x = x2n and y = x2n−1, condition (2) becomes∫ d(Sx2n,Tx2n−1)
0
ϕ(s)ds ≤ α
∫ m(x2n,x2n−1)
0
ϕ(s)ds+ β
∫ M(x2n,x2n−1)
0
ϕ(s)ds, (3)
with
m(x2n, x2n−1) = d(Bx2n−1, Tx2n−1) 1+ d(Ax2n, Sx2n)1+ d(Ax2n, Bx2n−1) = d(y2n−1, y2n)
1+ d(y2n, y2n+1)
1+ d(y2n, y2n−1)
and
M(x2n, x2n−1) = max{d(Ax2n, Bx2n−1), d(Ax2n, Sx2n), d(Bx2n−1, Tx2n−1)}
= max{d(y2n−1, y2n), d(y2n, y2n+1), d(y2n−1, y2n)}.
Now, ifM(x2n, x2n−1) = d(y2n, y2n+1), it follows that
d(y2n−1, y2n)(1+ d(y2n, y2n+1)) ≤ d(y2n, y2n+1)(1+ d(y2n, y2n−1)). (4)
Then, we have
m(x2n, x2n−1) = d(y2n−1, y2n)1+ d(y2n, y2n+1)1+ d(y2n, y2n−1) ≤ d(y2n, y2n+1).
So, we obtain∫ d(y2n,y2n+1)
0
ϕ(s)ds ≤ α
∫ d(y2n,y2n+1)
0
ϕ(s)ds+ β
∫ d(y2n,y2n+1)
0
ϕ(s)ds, (5)
that is ∫ d(y2n,y2n+1)
0
ϕ(s)ds ≤ (α + β)
∫ d(y2n,y2n+1)
0
ϕ(s)ds, (6)
a contradiction to α + β < 1.
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Consequently, we must haveM(x2n, x2n−1) = d(y2n−1, y2n) andm(x2n, x2n−1) ≤ d(y2n−1, y2n), and hence, we have∫ d(y2n,y2n+1)
0
ϕ(s)ds ≤ (α + β)
∫ d(y2n−1,y2n)
0
ϕ(s)ds. (7)
At the same time, for x = x2n−2 and y = x2n−1, condition (2) becomes∫ d(Sx2n−2,Tx2n−1)
0
ϕ(s)ds ≤ α
∫ m(x2n−2,x2n−1)
0
ϕ(s)ds+ β
∫ M(x2n−2,x2n−1)
0
ϕ(s)ds, (8)
with
m(x2n−2, x2n−1) = d(y2n−1, y2n)1+ d(y2n−2, y2n−1)1+ d(y2n−2, y2n−1) = d(y2n−1, y2n)
and
M(x2n−2, x2n−1) = max{d(Ax2n−2, Bx2n−1), d(Ax2n−2, Sx2n−2), d(Bx2n−1, Tx2n−1)}
= max{d(y2n−2, y2n−1), d(y2n−2, y2n−1), d(y2n−1, y2n)}.
Now, ifM(x2n−2, x2n−1) = d(y2n−1, y2n), it follows that∫ d(y2n−1,y2n)
0
ϕ(s)ds ≤ α
∫ d(y2n−1,y2n)
0
ϕ(s)ds+ β
∫ d(y2n−1,y2n)
0
ϕ(s)ds, (9)
that is ∫ d(y2n−1,y2n)
0
ϕ(s)ds ≤ (α + β)
∫ d(y2n−1,y2n)
0
ϕ(s)ds, (10)
a contradiction to α + β < 1.
Then we must haveM(x2n−2, x2n−1) = d(y2n−2, y2n−1) and hence∫ d(y2n−1,y2n)
0
ϕ(s)ds ≤ β
1− α
∫ d(y2n−2,y2n−1)
0
ϕ(s)ds. (11)
Define k := max
{
α + β, β1−α
}
= α + β . Consequently, it can be concluded that∫ d(yn,yn+1)
0
ϕ(s)ds ≤ k
∫ d(yn−1,yn)
0
ϕ(s)ds ≤ · · · ≤ kn−1
∫ d(y1,y2)
0
ϕ(s)ds. (12)
Therefore, since 0 < k < 1, taking the limit as n→+∞, we have
lim
n,+∞
∫ d(yn,yn+1)
0
ϕ(s)ds = 0, (13)
which, by the definition of ϕ, implies that limn,+∞ d(yn, yn+1) = 0.
Now, we are ready to show that {yn} is a Cauchy sequence. To this end, it is sufficient to verify that {y2n} is a Cauchy
sequence. We proceed by negation and suppose that {y2n} is not a Cauchy sequence. Then, there exists an ε > 0 such that
for each even integer 2p there are even integers 2m(p), 2n(p), with 2m(p) > 2n(p) > 2p, such that
d(y2n(p), y2m(p)) ≥ ε. (14)
For every even integer 2p, let 2m(p) be the least positive integer exceeding 2n(p) satisfying condition (14) such that
d(y2n(p), y2m(p)−2) < ε. Hence
0 < δ :=
∫ ε
0
ϕ(s)ds ≤
∫ d(y2n(p),y2m(p))
0
ϕ(s)ds
≤
∫ d(y2n(p),y2m(p)−2)+d(y2m(p)−2,y2m(p)−1)+d(y2m(p)−1,y2m(p))
0
ϕ(s)ds. (15)
Now, as limn,+∞ d(yn, yn+1) = 0 and the function t →
∫ t
0 ϕ(s)ds is absolutely continuous, making p→+∞, we get
lim
p,+∞
∫ d(y2n(p),y2m(p))
0
ϕ(s)ds = δ. (16)
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Moreover, by the triangular inequality, we have
|d(y2n(p), y2m(p)−1)− d(y2n(p), y2m(p))| ≤ d(y2m(p)−1, y2m(p)) (17)
and so d(y2n(p), y2m(p)−1)− d(y2n(p), y2m(p))→ 0 as p→+∞.
We have
lim
p,+∞
∫ d(y2n(p),y2m(p)−1)
0
ϕ(s)ds = lim
p,+∞
∫ d(y2n(p),y2m(p))+d(y2n(p),y2m(p)−1)−d(y2n(p),y2m(p))
0
ϕ(s)ds = δ. (18)
Thus
d(y2n(p), y2m(p)) ≤ d(y2n(p), y2n(p)+1)+ d(y2n(p)+1, y2m(p))
≤ d(y2n(p), y2n(p)+1)+ d(Sx2n(p), Tx2m(p)−1), (19)
and then∫ d(y2n(p),y2m(p))
0
ϕ(s)ds ≤
∫ d(y2n(p),y2n(p)+1)+d(Sx2n(p),Tx2m(p)−1)
0
ϕ(s)ds. (20)
Now, for the absolute continuity of the function t → ∫ t0 ϕ(s)ds, we have
lim
p,+∞
∫ d(y2n(p),y2n(p)+1)+d(Sx2n(p),Tx2m(p)−1)
0
ϕ(s)ds = lim
p,+∞
∫ d(Sx2n(p),Tx2m(p)−1)
0
ϕ(s)ds. (21)
We have
m(x2n(p), x2m(p)−1) = d(y2m(p)−1, y2m(p)) 1+ d(y2n(p), y2n(p)+1)1+ d(y2n(p), y2m(p)−1) → 0 as p→+∞
and for large p
M(x2n(p), x2m(p)−1) = max{d(y2n(p), y2m(p)−1), d(y2n(p), y2n(p)+1), d(y2m(p)−1, y2m(p))}
= d(y2n(p), y2m(p)−1).
Finally from (20), making p→+∞, we obtain
δ ≤ lim
p,+∞
∫ d(Sx2n(p),Tx2m(p)−1)
0
ϕ(s)ds
≤ lim
p,+∞α
∫ m(x2n(p),x2m(p)−1)
0
ϕ(s)ds+ lim
p,+∞β
∫ d(y2n(p),y2m(p)−1)
0
ϕ(s)ds = β · δ. (22)
As 0 < β < 1, we obtain a contradiction and so we can conclude that {y2n} and {yn} are Cauchy sequences.
Now, we suppose that A(X) is a complete subset of X and observe that the sequence {y2n} is contained in A(X). So, {y2n}
converges to a limit u ∈ A(X). Let v ∈ A−1u; then Av = u. Let l = d(Sv, u) ≥ 0; we proceed to prove that Sv = u. Assume
l > 0 and take x = v and y = x2n−1 in condition (2). So, we have∫ d(Sv,y2n)
0
ϕ(s)ds =
∫ d(Sv,Tx2n−1)
0
ϕ(s)ds
≤ α
∫ m(v,x2n−1)
0
ϕ(s)ds+ β
∫ M(v,x2n−1)
0
ϕ(s)ds (23)
with
m(v, x2n−1) = d(y2n−1, y2n) 1+ d(u, Sv)1+ d(u, y2n−1)
and
M(v, x2n−1) = max{d(u, y2n−1), d(u, Sv), d(y2n−1, y2n)}.
As the sequence {y2n−1} is convergent to u, limn,+∞ d(u, y2n−1) = limn,+∞ d(y2n, y2n−1) = 0, and limn,+∞ d(Sv, y2n) = l,
we have the contradiction∫ l
0
ϕ(s)ds ≤ β
∫ l
0
ϕ(s)ds <
∫ l
0
ϕ(s)ds. (24)
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Then, by the definition of ϕ, it follows that Sv = u. Therefore Av = u = Sv. Now, since S(X) ⊆ B(X), Sv = u implies that
u ∈ B(X). Letw ∈ B−1u. Then Bw = u. By using the same arguments as were mentioned above, one can show that Tw = u
and hence it follows that Tw = u = Bw. Clearly, we obtain the same result if we assume that B(X) is complete instead of
A(X). Now if T (X) is complete, by S(X) ⊆ B(X) and T (X) ⊆ A(X), we have u ∈ T (X) ⊆ A(X). Similarly if S(X) is complete,
we have u ∈ S(X) ⊆ B(X). So we have completely established that A and S, and also B and T , have a coincidence point. Now,
the pairs {A, S} and {B, T } are weakly compatible and as u = Av = Sv = Tw = Bw, it follows that Au = ASv = SAv = Su
and Bu = BTw = TBw = Tu. We show that Tu = u. Suppose not; then Tu 6= u and condition (2) becomes∫ d(u,Tu)
0
ϕ(s)ds =
∫ d(Sv,Tu)
0
ϕ(s)ds ≤ α
∫ m(v,u)
0
ϕ(s)ds+ β
∫ M(v,u)
0
ϕ(s)ds (25)
with
m(v, u) = d(Bu, Tu)1+ d(Av, Sv)
1+ d(Av, Su) = 0
and
M(v, u) = max{d(Av, Bu), d(Av, Sv), d(Bu, Tu)} = d(u, Tu).
Then ∫ d(u,Tu)
0
ϕ(s)ds ≤ β
∫ d(u,Tu)
0
ϕ(s)ds <
∫ d(u,Tu)
0
ϕ(s)ds, (26)
which is a contradiction, and so Tu = u. Similarly one can prove that Su = u and then, u is a common fixed point of A, B, S
and T . The uniqueness of the common fixed point follows easily using the definition of ϕ. This completes the proof. 
Remark 1. By choosing α, β, A, B, S and T suitably, one can deduce corollaries for a pair as well as for two different trios of
mappings. We omit the details.
Remark 2. On choosing A = B = S = T , condition (2) holds if and only if A, B, S and T are constant mappings.
Now, we give some considerations on condition (2), by setting A = B and S = T .
The following example shows that condition (2) in Theorem 2 is indeed a proper extension of the same condition with
ϕ(s) = 1.
Example 1. Consider X = {1/n | n ∈ N} ∪ {0} equipped with the usual metric d(x, y) = |x − y| for all x, y ∈ X . Clearly
(X, d) is a complete metric space. Let A = B be the identity mapping on X and define self-mappings S and T on X as
Sx = Tx =
{ 1
n+ 1 if x =
1
n
0 if x = 0.
Thus the reader, following the same lines as in Example 3.6 in [1], can verify that condition (2) is satisfied assuming
ϕ(s) = s(1/s)−2(1− log s) for s > 0, ϕ(0) = 0, 0 < α < 1/2 and β = 1/2.
However, for x = 1n and y = 0, condition (2) with ϕ(s) = 1 becomes
1
n+ 1 ≤ α · 0+ βmax
{
1
n
,
1
n
− 1
n+ 1 , 0
}
that is
1
n+ 1 ≤ β
1
n
∀n ∈ N,
which implies 1 ≤ β , a contradiction.
The following example shows that condition (2) in Theorem 2 is weaker than the corresponding condition in Theorem 2
of [12] with ϕ(s) = 1.
Example 2. Consider X = [0, 1] equipped with the usual metric. Clearly (X, d) is a complete metric space. Let A = B be the
identity mapping on X , λ ∈]3/5, 1[ and define self-mappings S and T on X as
Sx = Tx =

λ
2
if 0 ≤ x ≤ 1
2
0 if
1
2
< x ≤ 1.
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Then for x ∈]1/2, 1] and y = 1/2, we have
m(x, y) = (1/2− λ/2) 1+ x
x+ 1/2 and M(x, y) = max{x− 1/2, x, 1/2− λ/2} = x.
Thus, condition (2) with ϕ(s) = 1 becomes
d(Sx, Sy) = λ/2 ≤ α(1/2− λ/2) 1+ x
x+ 1/2 + βx, (27)
and it is satisfied with λ < β .
Now, we see that condition (2) in Theorem 2 of [12] is not satisfied. In fact, we have
d(Sx, Sy) = λ/2 ≤ α(1/2− λ/2) 1+ x
x+ 1/2 + β (x− 1/2), (28)
and taking x→ 1/2+ we derive 5λ/4 ≤ 3/4, which is not true as λ ∈]3/5, 1[.
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