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Resumo
Big Data são conjuntos de informação de alto Volume, Velocidade e/ou Variedade que
exigem formas inovadoras e económicas de processamento, que permitem uma melhor
percepção, tomada de decisões e automação de processos.
Desde 2002, a taxa de melhoria do desempenho em processadores simples diminuiu
bruscamente. A fim de aumentar o poder dos processadores, foram utilizados múltiplos
cores, em paralelo, num único chip. Para conseguir beneficiar deste tipo de arquiteturas,
é necessário reescrever os programas sequenciais. O objetivo da Computação de Alto
Desempenho (CAD) é estudar as metodologias e técnicas que permitem a exploração
destas arquiteturas. O desafio é a necessidade de combinar o desenvolvimento de Soft-
ware para a CAD com a gestão e análise de Big Data. Quando a computação paralela e
distribuída é obrigatória, o código torna-se mais difícil. Para tal, é necessário saber quais
são as linguagens a utilizar para facilitar essa tarefa.
Pelo facto da literatura existente sobre o tópico da CAD se encontrar muito dispersa,
foi conduzido um Estudo de Mapeamento Sistemático (EMS), que agrega caraterísticas so-
bre as diferentes linguagens encontradas (categoria; natureza; perfis de utilizador típicos;
eficácia; tipos de artigos publicados na área), no processamento de Big Data, auxiliando
estudantes, investigadores, ou outros profissionais que necessitem de uma introdução ou
uma visão panorâmica sobre este tema.
A pesquisa de artigos foi efetuada numa busca automatizada, baseada em palavras-
chave, nas bases de dados de 8 bibliotecas digitais selecionadas. Este processo resultou
numa amostra inicial de 420 artigos, que foi reduzida a 152 artigos, publicados entre
Janeiro de 2006 e Março de 2018. A análise manual desses artigos permitiu-nos identificar
26 linguagens em 33 publicações incluídas. Sumarizei e comparei as informações com
as opiniões de profissionais. Os resultados indicaram que a maioria destas linguagens
são Linguagem de Propósito Geral (LPG) em vez de Linguagem de Domínio Específico
(LDE), o que nos leva a concluir que existe uma oportunidade de investigação aplicada
de linguagens que tornem a codificação mais fácil para os especialistas do domínio.
Palavras-chave: Computação de Alto Desempenho; Big Data; Linguagem de Domínio Es-
pecífico; Linguagem de Propósito Geral; Estudo de Mapeamento Sistemático; Engenharia
de Software Baseada em Evidências; Engenharia de Software Experimental
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Abstract
Big Data are high-Volume, Velocity and/or Variety information sets that require innova-
tive and cost-effective forms of processing that enable better insight, decision making and
process automation.
Since 2002, the performance improvement rate on single processors has declined
suddenly. In order to increase the power of the processors, multiple cores were used
in parallel on a single chip. In order to benefit from this type of architectures, it is
necessary to rewrite sequential programs. The goal of High Performance Computing
(HPC) is to study the methodologies and techniques that allow the exploration of these
architectures. The challenge is the need to combine software development for HPC with
the management and analysis of Big Data. When the parallel and distributed computation
is required, the code becomes harder. For this reason, it is necessary to know what
languages should we use, in order to facilitate that task.
Because the existing literature on the topic of HPC is very dispersed, a Systematic
Mapping Study (SMS) was conducted, which aggregates characteristics about the different
languages found (category; nature; typical user profiles; effectiveness; types of articles
published in the area), in Big Data processing, assisting students, researchers, or other
professionals who need an introduction or a panoramic view on this subject.
The search for articles was carried out in an automated keyword-based search, in the
database of 8 selected digital libraries. This process resulted in an initial sample of 420
articles, which was reduced to 152 articles, published between January 2006 and March
2018. The manual analysis of these articles allowed us to identify 26 languages in 33
included publications. I summarized the information extracted and compared it with the
opinions of professionals in the area. The results indicated that most of these languages
are General Purpose Languages over specific ones, which leads us to the conclusion that
there is an opportunity for applied research on languages that make coding easier for
domain specialists.
Keywords: High Performance Computing; Big Data; Domain Specific Language; General
Purpose Language; Systematic Mapping Study; Evidence-Based Software Engineering;
Empirical Software Engineering
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Glossário
Big Data Conjuntos de informação de elevado Volume,
Velocidade e/ou Variedade que exigem formas
inovadoras e económicas de processamento, que
permitem uma melhor percepção, tomada de
decisões e automação de processos.
Engenharia de Software Baseada em Evidências Área de pesquisa da Engenharia de Software que
tem como finalidade melhorar a tomada de deci-
sões relacionadas com o desenvolvimento e ma-
nutenção de Software, baseando-se nas melhores
evidências encontradas.
Engenharia de Software Área da Engenharia que se preocupa com to-
dos os aspetos da produção de Software, desde
as fases iniciais de especificação até à sua manu-
tenção depois de ter sido utilizado.
Engenharia de Software Experimental Área de pesquisa da Engenharia de Software que
utiliza métodos empíricos como a análise de in-
formação baseada em experiências e observações
sobre um determinado tema.
Estudo Terciário Uma revisão de estudos secundários relaciona-
dos com uma mesma questão de investigação.
Estudo de Mapeamento Sistemático Estudo projetado para fornecer uma visão am-
pla, construída sobre questões gerais, de uma
área de pesquisa para estabelecer se existem evi-
dências de pesquisa sobre um determinado tó-
pico e fornecer uma indicação dessas evidências.
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Estudo Secundário Um estudo que revê todos os estudos primários
relacionados com uma questão de pesquisa es-
pecífica, com o objetivo de sintetizar essas evi-
dências.
Estudo Primário Um estudo empírico que investiga uma questão
de investigação específica.
Evidência Síntese de estudos científicos sobre um tópico
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Linguagem de Propósito Geral Linguagem de programação projetada para ser
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riedade de domínios de aplicação.
Linguagem de Domínio Específico Linguagem adaptada a um domínio de aplica-
ção específico que oferece anotações e abstrações
apropriadas.
Meta-análise Uma forma de estudo secundário, cuja síntese
da pesquisa é baseada em métodos estatísticos
quantitativos.
Protocolo de Revisão Um plano que descreve a condução de uma
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Revisão Sistemática de Literatura Uma forma de identificação, avaliação e inter-
pretação de todas as pesquisas disponíveis rele-
vantes para uma determinada questão de pes-
quisa, área ou fenómeno de interesse.
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Introdução
1.1 Descrição e Contexto
Big Data são conjuntos de informação de alto Volume, Velocidade e/ou Variedade que
exigem formas inovadoras e económicas de processamento, que permitem uma melhor
percepção, tomada de decisões e automação de processos [Bak12; BL12; DM+15; SS13].
Desde 2002, a taxa de melhoria do desempenho em processadores simples diminuiu
bruscamente. Com a finalidade de tornar mais eficiente, fiável e rápida a execução de pro-
gramas que necessitam de recursos computacionais elevados, foram utilizados múltiplos
cores, em paralelo, num único chip. Para conseguir beneficiar deste tipo de arquiteturas,
é necessário reescrever (pelo menos, parcialmente) os programas sequenciais. O objetivo
da Computação de Alto Desempenho (CAD, do inglês High Performance Computing) é
estudar as metodologias e técnicas que permitem a exploração destas arquiteturas [LS09;
Pac11].
Esta dissertação está integrada no âmbito do projeto “Chipset - ICT COST Action
IC1406 - High-Performance Modelling and Simulation for Big Data Applications (cHiPSet)”,
coordenado pela Cracow University of Technology. Este é um dos projetos em curso no
NOVA Laboratory for Computer Science and Informatics (NOVA LINCS)1 [Abob].
No contexto de Big Data, o desenvolvimento de Software para a CAD tem de ser
combinado com a gestão e análise de Big Data [Bro+11; SS13]. A COST [Aboa] é uma rede
de excelência internacional que tem a intenção de satisfazer a necessidade de coordenação
entre os 37 países representados, para facilitar as interações entre os profissionais das
duas áreas.
1 O NOVA LINCS, hospedado no Departamento de Informática da Faculdade de Ciências e Tecnologia
da Universidade NOVA de Lisboa, é uma unidade de investigação, líder em Portugal, na área da Ciência da
Computação e da Engenharia.
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1.2 Motivação
Big Data tornou-se uma das expressões mais utilizadas dos nossos tempos. Investigadores
e profissionais dedicaram-se a desenhar ferramentas e técnicas inovadoras para acom-
panhar a rápida evolução e a crescente complexidade de grandes problemas científicos.
Big Data foi definido como o modelo 3Vs [Bak12; BL12; DM+15; SS13]: Big Data são
conjuntos de informação de elevado volume, velocidade e/ou variedade que exigem for-
mas inovadoras e económicas de processamento, que permitem uma melhor percepção,
tomada de decisões e automação de processos.
Com a finalidade de aumentar o poder dos processadores, foram utilizados múltiplos
cores, em paralelo, num único chip. Para conseguir beneficiar deste tipo de arquiteturas, é
necessário reescrever os programas em série, ou seja, aqueles programas que foram escri-
tos para correr em processadores simples. O objetivo da CAD é estudar as metodologias
e técnicas que permitem a exploração destas arquiteturas [LS09; Pac11].
O desafio da computação científica, no contexto de Big Data, é a necessidade de com-
binar o desenvolvimento de Software para a CAD com a gestão e análise de Big Data
[Bro+11; SS13].
A necessidade de especialistas de desenvolvimento de Software específico para a CAD
implica a formação de profissionais que conheçam as linguagens existentes que melhor su-
portem este tipo de computação. Infelizmente, a literatura científica existente encontra-se
dispersa, pelo que seria útil existir um documento que agregasse esse tipo de informação.
Estudantes, investigadores, ou outros profissionais que necessitem de uma introdução e
uma visão geral sobre as linguagens disponíveis para a CAD beneficiariam de um docu-
mento que funcionasse como ponto de entrada fornecendo uma visão geral e apontadores
úteis para ajudar a decidir quais são as linguagens mais promissoras a explorar, num
determinado contexto.
Com base em pesquisas efetuadas tanto por mim como por outros elementos da cHiP-
Set ICT COST Action, em diversas plataformas eletrónicas como ACM Digital Library, Else-
vier Science Direct e Springer Link, concluiu-se que, até ao momento, não existem estudos
literários que agreguem, de modo sistemático, caraterísticas sobre as diferentes lingua-
gens encontradas, no processamento de Big Data. Tal documento seria uma contribuição
para o corpo de conhecimento que existe na área da CAD, consolidando a informação do
estado da arte.
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A fim de resolver esta problemática, foi realizado um Estudo de Mapeamento Sistemá-
tico (EMS, do inglês Systematic Mapping Study), isto é, um estudo projetado para fornecer
uma visão ampla, construída sobre questões gerais, de uma área de pesquisa, para esta-
belecer se existem evidências de pesquisa sobre um determinado tópico e fornecer uma
indicação dessas evidências [KC07; Pet+08a; Pet+08b]. Este EMS é uma tarefa funda-
mental de um dos grupos de trabalho da cHiPSet ICT COST Action. A minha função é a
de coordenadora do estudo, tendo um papel executivo em todas as tarefas constituintes
do mesmo. Em algumas tarefas, houve o envolvimento de colegas da cHiPSet ICT COST
Action, para fazer face à escala do estudo a realizar. O EMS visa responder às seguintes
questões principais, já validadas por profissionais da área:
1. “Quais são as categorias de linguagens em utilização para a CAD?” (Se a linguagem
é uma LDE (do inglês Domain Specific Language), isto é, uma linguagem adaptada a
um domínio de aplicação específico que oferece anotações e abstrações apropriadas;
uma LPG (do inglês General Purpose Language), sendo uma linguagem de progra-
mação projetada para ser utilizada na escrita de Software numa ampla variedade de
domínios de aplicação; uma LDE embebida numa outra LDE; uma LDE embebida
numa LPG);
2. “Qual é a natureza das linguagens para a CAD?”;
3. “Quais são os perfis de utilizador típicos para as linguagens?”;
4. “Quão eficazes são as linguagens?”;
5. “Que tipos de artigos são publicados na área de modelos de programação para a
CAD?”
Para a criação do EMS, foram cumpridas todas as etapas do processo de revisão, sendo
estas: o planeamento do EMS, onde foi identificada a necessidade da sua criação, especi-
ficadas as questões a pesquisar e desenvolvido um protocolo de revisão; a sua condução,
passando, resumidamente, pela identificação dos estudos relacionados com as questões
propostas, a extração de informação importante dos mesmos e a sumarização desses da-
dos; a respetiva elaboração do EMS, nomeadamente, a sua escrita e divulgação [KC07].
Para além destas fases, foi realizado um questionário, disponível no Apêndice A, a pessoas
especializadas na área da CAD, procurando saber:
1. As linguagens que utilizam atualmente;
2. As razões que os fazem utilizar essas linguagens em relação às restantes que conhe-
cem;
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3. As suas vantagens;
4. O quão eficazes são consideradas essas linguagens;
5. As ferramentas de suporte que são conhecidas;
6. As principais dificuldades sentidas na sua utilização.
Este questionário teve como objetivo confrontar a opinião de especialistas, tendo em
conta a sua experiência na área, com a informação disponibilizada nos estudos.
1.3 Objetivo do Trabalho
O objetivo deste trabalho foi criar um EMS sobre as linguagens utilizadas na CAD, no
processamento de Big Data, tendo sido analisados todos os estudos primários encontrados
e resumidos os seus conteúdos, para conseguir responder às questões de pesquisa formu-
ladas (quais são as categorias de linguagens em utilização para a CAD, qual é a natureza
das linguagens para a CAD, quais são os perfis de utilizador típicos para as linguagens
especificadas, quão eficazes são essas linguagens, que tipos de artigos são publicados na
área de modelos de programação para a CAD).
Esta análise sistemática identifica as diferentes linguagens e os estudos relevantes a
elas associados, e retira conclusões gerais sobre as suas caraterísticas, nas respostas dadas.
Durante o desenvolvimento do EMS, não só participei, ativamente, em todas as etapas
do processo de revisão, como coordenei todo o estudo, tendo um papel executivo em todas
as tarefas constituintes do mesmo.
1.4 Principal Contribuição Prevista
A principal contribuição que provém do desenvolvimento desta dissertação é apoiar
estudantes, investigadores, ou outros profissionais que necessitem de uma introdução
ou uma visão geral sobre as linguagens disponíveis para a CAD, no processamento de
Big Data, no momento de decisão sobre quais são as mais promissoras a explorar, num
determinado contexto.
Para tal, foi criado um EMS, com apontadores para estudos primários mais especiali-
zados, onde foram apresentadas as caraterísticas das linguagens identificadas através da
nossa procura (categoria; natureza; perfis de utilizador típicos; eficácia; tipos de artigos
publicados na área).
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1.5 Estrutura do Documento
Este documento está estruturado da seguinte maneira:
• No Capítulo 1, é descrito e contextualizado o trabalho (Secção 1.1), seguido da
motivação para a sua elaboração (Secção 1.2), objetivo da dissertação (Secção 1.3) e
a principal contribuição prevista (Secção 1.4);
• No Capítulo 2, o leitor é enquadrado no tema da dissertação. Na Secção 2.1, é intro-
duzido o conceito da Computação de Alto Desempenho (CAD), no processamento
de Big Data. Na Secção 2.2, são definidas e comparadas as Linguagens de Domínio
Específico (LDE) e as Linguagens de Propósito Geral (LPG). Seguidamente, é intro-
duzida a Engenharia de Software e as áreas de Engenharia de Software Experimental
(Subsecção 2.3.1) e Baseada em Evidências (Subsecção 2.3.2). Finalizando o capí-
tulo, na Secção 2.4, é definido um EMS e o outro tipo comum de estudo secundário
existente (Revisão Sistemática de Literatura) e, por fim, comparados os dois tipos
referidos;
• No Capítulo 3, é delineado o processo para a realização de um qualquer estudo
deste tipo, sendo as principais etapas: a identificação da necessidade da sua criação,
a especificação das questões de investigação e o desenvolvimento do protocolo (Sec-
ção 3.1), seguido da pesquisa, seleção, extração e sumarização de informação dos
estudos primários (Secção 3.2) e, por fim, a definição da estratégia de divulgação do
EMS e a escrita do documento (Secção 3.3);
• No Capítulo 4, é detalhado todo o trabalho realizado ao longo da dissertação: o
processo de revisão (Secção 4.1), a discussão dos resultados obtidos (Secção 4.2),
a avaliação do EMS por profissionais da área (Secção 4.3) e possíveis ameaças à
validade do estudo (Secção 4.4);
• Por fim, no Capítulo 5, são descritas as conclusões deste trabalho, a sua principal
contribuição (Secção 5.1), algumas limitações, que podem ser comuns a qualquer
estudo deste tipo (Secção 5.2) e sugestões para trabalho futuro (Secção 5.3).
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Enquadramento
2.1 Computação de Alto Desempenho, no processamento de
Big Data
Para que se conheçam as linguagens existentes para este tipo de computação vai ser, na
atual Secção, estudado o conceito da Computação de Alto Desempenho, no processamento
de Big Data.
Big Data tornou-se uma das expressões mais utilizadas dos nossos tempos. Investi-
gadores e profissionais dedicaram-se a desenhar ferramentas e técnicas inovadoras para
acompanhar a rápida evolução e a crescente complexidade de grandes problemas científi-
cos. Big Data foi definido como o modelo 3Vs [Bak12; BL12; DM+15; SS13]:
Big Data são conjuntos de informação de elevado Volume, Velocidade e/ou Variedade que
exigem formas inovadoras e económicas de processamento, que permitem uma melhor
percepção, tomada de decisões e automação de processos.
Big Data e a respetiva análise são o centro da ciência moderna e dos negócios. Deep
Learning (um ramo de Machine Learning baseado num conjunto de algoritmos que ten-
tam modelar abstrações de alto nível de dados) é uma ferramenta útil para analisar e
aprender a partir de Big Data. Estes dados podem ser não rotulados e não estruturados,
dificultando a sua análise [Vie+17]. Os cuidados a ter com a saúde, analisando padrões
de doenças e registos médicos, e a inovação de novos produtos e serviços são exemplos
de utilização destes dados [How; SS13]. Compreendendo melhor o primeiro exemplo,
conhecendo a sequência de nucleótidos no ADN humano é, por si só, de pouca utilização,
mas perceber como esta sequência afeta o desenvolvimento e como poderá causar doenças
é uma descoberta muito vantajosa [Pac11]. Tendo em conta o segundo caso, as empresas
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têm a capacidade de recolher informação de fontes como as aplicações móveis, os websites
e as redes sociais, conseguindo, após estudar esses dados, utilizá-los para a criação de
novos produtos. No entanto, esta recolha e análise não é uma tarefa fácil, até porque,
habitualmente, se tratam de dados não estruturados. Em 2012, entre outras estatísticas,
concluiu-se que: a Google monitoriza 7,2 biliões de páginas e processa 20 petabytes de
dados por dia, traduzindo, ainda, 66 idiomas; são criados cerca de 571 novos websites a
cada minuto [SS13].
Existem três principais componentes que caraterizam Big Data [SS13], sendo estes:
• O enorme volume de dados existente [Mad12; Zik+11];
• A velocidade, por alguns processos serem limitados pelo tempo [Mad12; Zik+11];
• A grande variedade de fontes de onde provêm estes dados. Estes dados, geralmente,
podem ser de um de três tipos: estruturados (inseridos num conjunto já definido
e facilmente ordenados), não estruturados (aleatórios e de difícil análise), semi-
estruturados (não estão em conformidade com campos fixos mas contêm tags para
separar os diversos elementos) [SS12; Zik+11].
Independentemente do tamanho dos dados, deparamo-nos com dois grandes passos
para os analisar, sendo que, em cada um deles, existe trabalho para ser feito e várias
dificuldades a superar [LJ12]:
1. Aquisição dos Dados→ uma grande parte dos dados produzidos pelas fontes de
dados, como as redes sociais, não têm interesse, devendo ser filtrados. Um dos de-
safios é definir esses filtros de forma a que não seja descartada informação útil;
outro consiste na descrição de que dados deverão ser guardados e como (tendo em
atenção, p.e., os duplicados);
2. Processo de Extração de Informação → neste momento, é extraída a informação
necessária das fontes e expressa de forma estruturada.
O processamento de Big Data requer uma grande quantidade de recursos de arma-
zenamento e computação. Durante muitos anos, os processadores foram sendo, de ano
para ano, cada vez mais rápidos mas, desde 2002, a taxa de melhoria do desempenho em
processadores simples diminuiu bruscamente (de 50% para 20%). Para um aumento do
poder computacional dos processadores, foram utilizados múltiplos cores, num único chip
[Pac11].
O objetivo da CAD consiste em estudar as metodologias e técnicas que permitem a exploração
de arquiteturas de hardware com múltiplos cores (utilizando-os paralelamente), com a
finalidade de tornar mais eficiente, fiável e rápida a execução de programas que necessitam de
recursos computacionais elevados [LS09; Pac11].
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DATA
O desafio da computação científica, no contexto de Big Data, é a necessidade de com-
binar o desenvolvimento de Software para a CAD com a gestão e análise de Big Data
[Bro+11; SS13].
Os sistemas de computação paralela, atualmente, podem incluir processadores multi-
core e many-core. Os processadoresmulti-core possuem dois ou mais cores e são adequados
para tarefas gerais. Os many-core compreendem um número maior de cores e têm um bom
desempenho em tarefas específicas [Mem+17]. O many-core mais popular, atualmente,
disponível são as Graphics Processing Units (GPU).
Esta alteração efetuada para aumentar o poder dos processadores teve uma grande
consequência para os desenvolvedores de Software, pois, adicionando simplesmente mais
cores não iria melhorar o desempenho dos programas em série [Pac11]. Para uma melhor
compreensão, na Figura 2.1, é apresentado um gráfico que demonstra o desempenho do
programa, tendo em conta a porção de código paralelizável e a quantidade de processa-
dores a ser utilizada.
Figura 2.1: Desempenho de um programa (adaptado de [Amd])
Como demonstrado, quanto maior for a porção de código paralelizável, melhor será o
desempenho dos programas. Como expectável, dentro de um certo limite, este aumento
do speedup no desempenho também se irá verificar à medida que se vai recorrendo a mais
processadores. Para resolver o problema da não melhoria do desempenho dos programas
em série, é necessário tentar reescrever estes programas (pelo menos, parcialmente), com
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a finalidade de aumentar a porção de código paralelizável. Por essa razão, os desenvolve-
dores de Software terão de aprender a escrever programas paralelos.
Devido às suas características diferentes, os engenheiros geralmente combinam proces-
sadores multi-core e many-core para conseguirem alcançar um alto desempenho e eficiên-
cia energética. Alguns esforços foram feitos para fornecer aos programadores ferramentas
adequadas para o mapeamento de computações paralelas de dados, tanto em multi-cores
como em GPU. Dois grandes problemas relacionados com esses ambientes e ferramentas
de programação são a programabilidade e a eficiência. A programabilidade é, frequente-
mente, prejudicada pelo nível de abstração fornecido ao programador. A eficiência, em
geral, sofre de peculiaridades relacionadas com a exploração efetiva da hierarquia de me-
mória [Ald+17]. Como consequência, existem duas necessidades distintas: por um lado,
são necessários mecanismos cada vez mais eficientes que suportem o acesso concorrente
correto a estruturas de dados de memória partilhada; por outro, há a necessidade de am-
bientes de programação de alto nível, capazes de esconder as dificuldades relacionadas
com o uso correto e eficiente de objetos de memória partilhada, aumentando o nível de
abstração fornecido aos programadores das aplicações. A programação paralela de alto
nível (do inglês High-level parallel programming) é um tópico de pesquisa destinado a pro-
mover metodologias de programação paralela que fornecem ao programador abstrações
de alto nível para o desenvolvimento de Software paralelo complexo [DS+17].
Para lidar com o comprimento ilimitado das streams de dados, existem técnicas para
aplicar, repetidamente, o processamento apenas nos tuplos mais recentes. Isso é permitido
pela denominada abordagem de processamento de janela deslizante (do inglês sliding
window processing approach), uma técnica para consultas (queries) que atualiza os seus
resultados continuamente, à medida que novos dados chegam. Uma janela é um conjunto
limitado dos tuplos mais recentes, cujo conteúdo é determinado de acordo com as op-
ções tomadas pelo programador (modelos baseados em contadores, tempo ou híbridos)
[Men+17].
Big Data gerou uma nova indústria de arquiteturas de suporte, como o MapReduce.
O MapReduce é um modelo de programação, para a computação distribuída, que divide
problemas complexos de Big Data em pequenas unidades de trabalho e processa-as em
paralelo. O MapReduce pode ser dividido em duas etapas [SS13]:
• Map→O input é dividido em vários sub-problemas (pares chave-valor). De seguida,
esses pares são processados e o resultado é armazenado em pares intermédios chave-
valor;
• Reduce→ Todos os pares intermédios são associados com outros pares com a mesma
chave. Esses dados são, novamente, processados, gerando um único output.
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Para uma melhor compreensão deste modelo, um exemplo da sua implementação
é a contagem de palavras num documento (Figura 2.2): inicialmente, este ficheiro de
input é dividido em vários sub-problemas, que são mapeados em pares chave-valor, onde
a chave é a própria palavra e o valor é o número “1” (a palavra apareceu uma vez) -
Map; seguidamente, os pares intermédios com a mesma chave vão ser agrupados e, a
este ponto, o valor destes pares será uma lista com os “1” respetivos - Reduce; por fim, o
output deste problema será constituído por todos os pares chave-valor, sendo a chave a
palavra encontrada e o valor o número total de elementos da lista de “1” [LD10].
Figura 2.2: Contagem de palavras num ficheiro de input - Exemplo de implementação do
modelo de programação MapReduce [Map]
O Hadoop é um framework que permite o processamento distribuído de grandes con-
juntos de dados em clusters de computadores. O Hadoop foi desenhado/projetado para es-
calar de servidores únicos para milhares de máquinas, cada uma oferecendo computação
e armazenamento locais. Em vez de confiar no hardware para fornecer alta disponibili-
dade, são detectadas e reparadas as falhas na camada da aplicação, entregando, assim, um
serviço altamente disponível num cluster de computadores. Cada um destes pode estar
sujeito a falhas [Had; Bar+13; Mar13; SS13].
Nos últimos anos, as ferramentas de processamento de streams (do inglês Stream Pro-
cessing Engines) tornaram-se componentes principais no ramo de Big Data [Men+17].
Exemplos conhecidos destas ferramentas são Storm e Spark. Com estas ferramentas, os da-
dos são consumidos e tratados, reparticionando as streams em várias coleções de objetos,
que podem ser recriadas em caso de perda de uma partição [Sto; Mis+17; Zah+10].
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2.2 Linguagens de Domínio Específico e Linguagens de
Propósito Geral
Na presente Secção, vão ser definidos e comparados os dois tipos de linguagens existentes,
LDE e LPG, tendo em conta que esta dissertação se baseia nas linguagens encontradas
para a Computação de Alto Desempenho, utilizadas no processamento de Big Data, e as
categorias atuais das mesmas são um tópico importante das cinco questões de investigação
formuladas.
Em todos os ramos da Ciência e da Engenharia existe uma distinção entre abordagens
genéricas, que fornecem uma solução geral, e específicas, caraterizadas por oferecer uma
solução melhor para um conjunto mais limitado de problemas.
Uma Linguagem de Domínio Específico (LDE) é adaptada a um domínio de aplicação
específico e oferece anotações e abstrações apropriadas [Kos+10; Kos+16; VD+00].
Na Figura 2.3, encontra-se um exemplo de código em DOT, uma linguagem de descri-
ção de grafos [GN00], que cria um grafo não direcionado e outro direcionado, respetiva-
mente. Um outro exemplo de LDE é Csound, também conhecida como LDE de áudio.
Figura 2.3: Exemplo de código escrito na linguagem DOT retirado de [GN00]
Uma Linguagem de Propósito Geral (LPG) é uma linguagem de programação projetada para
ser utilizada na escrita de Software numa ampla variedade de domínios de aplicação [Kos+10].
No Apêndice I, encontra-se um exemplo de código em Java, que implementa um grafo
direcionado ou não direcionado, dependendo do valor da variável booleana directed. Este
código foi retirado de [Jav].
As linguagens de programação comuns como C, C#, C++, Java e JavaScript são exem-
plos de LPG.
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PROPÓSITO GERAL
Na Tabela 2.1 é feita uma comparação relativamente aos dois tipos de linguagens
definidos [Kos+10; Kos+12]:
Tabela 2.1: Comparação entre LDE e LPG
Linguagens de Domínio Específico Linguagens de Propósito Geral
Especializadas num problema de domínio
específico, fornecem uma notação próxima
ao domínio da aplicação e são baseadas nos
conceitos e recursos desse domínio
São gerais, o que resulta num suporte fraco
para a notação específica do domínio em
questão
Para um domínio em questão são, em prin-
cípio, mais fáceis de utilizar1
Não sendo especializadas em nenhum do-
mínio, podem ser boas em vários
Existe a possibilidade de integração de es-
pecialistas em etapas posteriores do ciclo
de vida de desenvolvimento do Software
Os especialistas do domínio podem não ter
a experiência necessária em programação
para conseguir tirar partido de uma LPG
Estas linguagens fornecem documentação
própria, podendo simplificar a manuten-
ção do Software. No entanto, por motivos
de escala da comunidade que as utiliza, é
mais provável encontrar uma LPG bem do-
cumentada do que uma LDE
Nem sempre existe documentação dispo-
nível, tornando a tarefa de manutenção
do Software mais difícil mas, em princí-
pio, será mais fácil encontrar documenta-
ção destas linguagens do que das LDE
1 Apesar de, na comparação de LDE com LPG, se assumir que as LDE são mais fáceis de utilizar, isso não
é necessariamente verdade [Gab+10].
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2.3 Engenharia de Software
Nesta Secção, vão ser apresentadas as duas áreas relevantes da Engenharia de Software
para se conseguir compreender a elaboração de um EMS e todas as etapas envolvidas
nesse processo: Engenharia de Software Experimental e a Engenharia de Software Baseada
em Evidências.
A Engenharia de Software (ES) (do inglês Software Engineering) é a área da Engenharia que se
preocupa com todos os aspetos da produção de Software, desde as fases iniciais de especificação
até à sua manutenção depois de ter sido utilizado [PA09; PM14; Som15].
A ES preocupa-se com teorias, métodos e ferramentas para o desenvolvimento profis-
sional de Software.
Os autores da publicação [Bas+08], com a realização de experiências, observaram que
as tecnologias da ES que não tenham em conta as necessidades dos profissionais da CAD
não são adoptadas. Exemplos destas situações são:
• As tecnologias orientadas a objetos (OO) estão firmemente enraizadas na comu-
nidade da ES. No entanto, na comunidade da CAD as linguagens C e Fortran ainda
dominam, embora C++, Java e Python também sejam exploradas. Uma razão para
este acontecimento pode ser o facto das linguagens OO, como C++, estarem a evo-
luir mais rapidamente do que C e Fortran, nos últimos anos, tornando-se escolhas
mais arriscadas;
• Os cientistas ainda precisam de ser convencidos de que a reutilização de fra-
meworks existentes lhes poupará mais esforço do que construir as suas próprias,
desde o início. Estes frameworks fornecem aos programadores um nível mais ele-
vado de abstração, mas ao custo de adoptar a perspectiva do framework sobre como
estruturar o código. Na opinião destes especialistas, encaixar o seu problema num
desses frameworks exigirá mais esforço do que construir os seus próprios;
• Não são utilizados Integrated Development Environments (IDE), porque estes não
se encaixam bem no fluxo de trabalho típico de um cientista que executa um código
num sistema de CAD. Por exemplo, os IDE não suportam debugging para máquinas
paralelas.
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2.3.1 Engenharia de Software Experimental
A Engenharia de Software Experimental (ESE)2 (do inglês Empirical Software Engineering) é
uma área de pesquisa da ES que utiliza métodos empíricos como a análise de informação
baseada em experiências e observações sobre um determinado tema [Mal16].
Os estudos empíricos podem fornecer evidências poderosas para testar hipóteses da-
das [Mal16]. A ES deve adotar métodos empíricos que ajudarão a planear, avaliar, estimar,
monitorizar, controlar, prever, gerir e melhorar a forma como os produtos de Software são
produzidos [Mal16].
A sua utilização tem como principais vantagens [Mal16]:
• Apoiar o suporte de conceitos teóricos;
• Ajudar a verificar, validar e melhorar, recorrendo ao método científico, ferramentas
e técnicas no desenvolvimento de Software;
• Permitir estabelecer parâmetros de qualidade nas organizações de Software.
Existem três tipos diferentes de análise que podem ser realizadas:
• Qualitativa → refere-se a um conjunto de técnicas de investigação como a obser-
vação e as entrevistas, não-estruturadas, isto é, onde o entrevistador desenvolve as
conversas de uma forma espontânea, sem a definição prévia de questões, e semi-
estruturadas, que obedecem a um pequeno guião [Infa; CG02; Sea99];
• Quantitativa → aplica métodos quantitativos, como as estatísticas, para derivar
conclusões. Esta baseia-se numa medição controlada [Infb; CG02];
• Semi-Quantitativa → sendo um misto dos dois anteriores, associa observação e
alguma medição.
Segundo Petticrew e Roberts [PR05], alguns estudos são melhores do que outros na
abordagem de diferentes tipos de questões de investigação (p.e. os estudos qualitativos
são mais apropriados do que as experiências aleatórias para avaliar se os profissionais
encontraram uma nova tecnologia apropriada para o tipo de aplicações que precisam de
construir [KC07]). Deste modo, ao realizar um estudo secundário, se queremos restringir-
nos a estudos de um tipo específico, devemos optar por aquele que é mais adequado para
responder às nossas questões.
2 O termo internacionalmente mais utilizado é “Empirical Software Engineering”. Em português, a ex-
pressão preferida é “Engenharia de Software Experimental” porque o termo “Empírico” tem uma conotação
negativa, ao contrário do que acontece em inglês.
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Ao longo da literatura existente, podemos deparar-nos com: experiências repetidas,
que não são avaliadas como contribuições importantes para a pesquisa; teorias não testá-
veis, não sendo possível determinar se a teoria é válida ou não [Vot+95]. Como tal, para a
criação de um EMS, outro tipo de estudo secundário, ou uma revisão terciária, não deve-
rão ser incluídos estes estudos, para que: os resultados não sejam influenciados, devendo
optar-se pelo artigo mais completo, no caso em que se verifica a repetição de experiências;
a credibilidade do nosso EMS não seja reduzida, no caso da teoria poder não ser válida.
2.3.2 Engenharia de Software Baseada em Evidências
Em muitos casos, o Software é construído utilizando tecnologias, métodos ou ferramentas,
das quais não há evidências suficientes que confirmem a sua adequação ao contexto,
limites da tecnologia, qualidade, custos e riscos inerentes à utilização. Sendo assim, foi
adaptado de outras áreas, como a Medicina, o conceito de Engenharia de Software Baseada
em Evidências (ESBE) (do inglês Evidence-Based Software Engineering) [Dyb+05; KC07;
Kit+04].
Na ES, a evidência é definida como uma síntese de estudos científicos sobre um tópico
específico ou uma questão de pesquisa [Kit+09; Kit+04].
Esses estudos podem ser classificados em três tipos distintos [KC07], sendo estes:
• Estudos Primários (p.e. Estudos de Caso, Surveys)→ Um estudo empírico (descrito
na Subsecção 2.3.1) que investiga uma questão de investigação específica;
• Estudos Secundários (p.e. Estudo de Mapeamento Sistemático (EMS), Revisão Sis-
temática de Literatura)→ Um estudo que revê todos os estudos primários relacio-
nados com uma questão de pesquisa específica, com o objetivo de sintetizar essas
evidências;
• Estudos Terciários (também chamado de Revisão Terciária) → Revisão de estu-
dos secundários relacionados com uma mesma questão de investigação. Estes são
criados com a finalidade de responder a questões de pesquisa mais amplas [Kit+10].
A finalidade da ESBE é melhorar a tomada de decisões relacionadas com o desenvolvimento e
manutenção de Software, como ajudar a decidir quais são as tecnologias apropriadas num
dado contexto em detrimento das restantes, recolhendo e avaliando a melhor evidência [Jor+05;
Kit+02; Kit+04].
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A ESBE envolve cinco passos principais [Dyb+05; Jor+05; Kit+04; Sac+00], descritos
de seguida:
1. Uma vez identificado o problema, é necessário especificar uma questão de inves-
tigação. É essencial converter um problema numa questão que seja específica, mas
não demasiado, para que consiga ser respondida;
2. Procurar a melhor evidência que responda à questão proposta. Para tal, é funda-
mental selecionar um recurso de informação apropriado e executar uma estratégia
de pesquisa. Exemplos de fontes dessas evidências são as revistas científicas e as
conferências;
3. Para avaliar se a pesquisa é de boa qualidade e os seus resultados são aplicáveis à
prática, terá de se avaliar a evidência encontrada;
4. Aplicar a evidência. Um desenvolvedor de Software deve envolver-se ativamente
num processo de aprendizagem, combinando a evidência em questão com a experi-
ência e circunstâncias do cliente, de modo a tomar decisões acerca da prática;
5. Perguntar-se o quão bem estão a ser integradas as evidências com a experiência,
requisitos do cliente e o conhecimento das circunstâncias específicas. Uma maneira
simples de uma equipa descobrir os seus sucessos e falhas é através de reuniões
curtas destinadas a avaliar o seu desempenho.
É sabido que a ESBE oferece uma grande variedade de benefícios aos profissionais
na área do Software e aos seus clientes e utilizadores. Em particular, a utilização de
técnicas apoiadas por evidências deve melhorar a qualidade dos sistemas e assegurar
aos grupos de partes interessadas, como é o caso dos clientes, que os profissionais estão
a recorrer às melhores práticas [Kit+02; Kit+04]. No entanto, a escolha das tecnologias
deverá ser influenciada por factores como a experiência dos desenvolvedores de Software,
os requisitos dos clientes e as restrições do projeto em questão.
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2.4 Estudo de Mapeamento Sistemático
Na presente Secção, é definido um Estudo de Mapeamento Sistemático (EMS) e o outro
tipo comum de estudo secundário existente (Revisão Sistemática de Literatura). Por fim,
são comparados esses dois tipos de estudos.
Um Estudo de Mapeamento Sistemático (EMS) é projetado para fornecer uma visão ampla,
construída sobre questões gerais, de uma área de pesquisa para estabelecer se existem
evidências de pesquisa sobre um determinado tópico e fornecer uma indicação dessas
evidências [KC07; Pet+08a; Pet+08b].
Para além do EMS, existe um outro tipo de revisão que o complementa, sendo este:
• Revisão Sistemática de Literatura (RSL, do inglês Systematic Literature Review)→
uma forma de identificação, avaliação e interpretação de todas as pesquisas dispo-
níveis relevantes para uma determinada questão de pesquisa, área ou fenómeno de
interesse [KC07; Pet+08a; Pet+08b].
Um EMS pode ser conduzido primeiro, para obter uma visão geral do tópico e, segui-
damente, os tópicos específicos podem ser investigados, recorrendo a uma RSL.
As principais diferenças entre um EMS e uma RSL são [KC07; Pet+08b]:
• Um EMS, geralmente, dá resposta a questões de investigação mais amplas tratando-
se, muitas vezes, de mais do que uma questão;
• Os termos de pesquisa para um EMS são menos focados do que para uma RSL e,
usualmente, retornam uma maior quantidade de estudos;
• O processo de extração de informação de um EMS é mais amplo do que o de uma
RSL. O objetivo desta etapa é classificar os artigos com detalhes suficientes para
responder às questões propostas e identificar artigos para análises posteriores;
• A fase de análise de um EMS consiste em resumir os dados para responder às ques-
tões de investigação apresentadas, não incluindo técnicas de análise aprofundada,
como a meta-análise3;
• A divulgação dos resultados de um EMS tem como objetivo influenciar futuras
direções de pesquisa.
3 A meta-análise é uma forma de estudo secundário, cuja síntese da pesquisa é baseada em métodos
estatísticos quantitativos.
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2.5 Sumário
O objetivo da CAD consiste em estudar as metodologias e técnicas que permitem a ex-
ploração de arquiteturas de hardware com múltiplos cores (utilizando-os paralelamente),
com a finalidade de tornar mais eficiente, fiável e rápida a execução de programas que
necessitam de recursos computacionais elevados [Pac11]. Um dos principais exemplos de
utilização das técnicas e metodologias estudadas pela área mencionada é Big Data [AV15],
que consiste na gestão de dados armazenados, de um elevado volume, variedade e/ou
velocidade [Bak12; BL12; DM+15; SS13].
A ES é a área da Engenharia que se preocupa com todos os aspetos da produção de
Software desde as fases iniciais da especificação do sistema à sua manutenção depois de
ter sido utilizado [PA09; PM14; Som15]. A ESE é a área de pesquisa da ES que utiliza
métodos empíricos como a análise de informação baseada em experiências e observações
sobre um determinado tema [Mal16]. A ESBE pretende aplicar uma abordagem baseada
em evidências para a prática da ES.
Os estudos individuais que contribuem para um EMS são denominados estudos pri-
mários. Um EMS é um estudo projetado para fornecer uma visão ampla, construída sobre
questões gerais, de uma área de pesquisa para estabelecer se existem evidências de pes-
quisa sobre um determinado tópico e fornecer uma indicação dessas evidências [KC07;
Pet+08a; Pet+08b]. Um estudo terciário é uma revisão de estudos secundários relaciona-
dos a uma mesma questão de pesquisa e deve ser realizado num tópico onde já existam
estudos em número suficiente.
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Processo de Revisão
3.1 Planeamento do EMS
Existem três grandes momentos no ciclo de vida do desenvolvimento de um EMS sendo,
na Estrutura Analítica de Projetos (EAP, do inglês Work Breakdown Structure), afigurada
em 3.1, denominados de: Planeamento, Condução e Elaboração [KC07; Kit+09; Mal16;
Pet+08a].
Figura 3.1: EAP do processo de Planeamento de um EMS
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As etapas descritas ao longo do capítulo podem aparecer de modo sequencial mas
algumas envolvem iterações, mais especificamente, muitas das atividades são iniciadas
durante a fase de desenvolvimento do protocolo e refinadas posteriormente [KC07]. Exem-
plos destes casos são:
• A seleção de estudos primários é baseada nos critérios de inclusão e exclusão defini-
dos no protocolo, mas estes poderão ser retificados;
• Os formulários de extração de dados, inicialmente preparados durante a construção
do protocolo, poderão ser alterados;
• Os métodos de síntese de informação definidos no protocolo poderão vir a ser alte-
rados.
Antes de realizar um EMS, a sua necessidade tem de ser confirmada. As atividades de
planeamento do EMS mais importantes são a definição das questões de pesquisa a ser
abordadas e a produção de um protocolo de revisão, onde são definidos os procedimen-
tos básicos [KC07; Kit+09; Mal16; RD09].
• A necessidade de um EMS decorre da importância de resumir, de forma imparcial,
todas as informações existentes sobre algum tópico. Antes de realizar um EMS,
deverá ser garantida a sua necessidade, devendo, em particular, identificar e rever
quaisquer estudos secundários existentes sobre esse assunto;
• Por vezes, uma organização requer informações sobre um tópico específico, mas
não tem tempo ou experiência para realizar um EMS. Nesses casos, é pedido a
investigadores que o realizem. Quando isso ocorre, a organização deverá produzir
um documento, especificando as tarefas a realizar, que conterá informações como:
as perguntas e métodos de revisão, a calendarização do projeto e a estratégia de
divulgação. A escrita deste documento é opcional, sendo que, caso não seja efetuada,
a estratégia de divulgação deverá estar definida no protocolo de revisão;
• A formulação das questões de pesquisa é a etapa mais importante de qualquer
estudo secundário, pois, são estas questões que conduzem toda a sua metodologia:
o processo de pesquisa deve identificar os documentos que abordem as questões
de investigação, o processo de extração de informação deve extrair os dados ne-
cessários para responder às perguntas propostas, o processo de análise de dados
deve sintetizá-los de forma a que as perguntas consigam ser respondidas. A questão
crítica em qualquer estudo deste tipo é formular as questões corretas, devendo estas
ser significativas e importantes para todos os envolvidos (profissionais e investi-
gadores). Recentemente, Petticrew e Roberts [PR05] sugeriram o uso dos critérios
PICOC (População, Intervenção, Comparação, Resultados (Outcomes), Contexto), de-
finidos em Engenharia de Software, para enquadrar as questões de pesquisa [KC07;
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RD09]. Em áreas onde exista um elevado número de artigos sobre o tema, poderá
ser definido um critério extra, o Desenho Experimental:
1. População→ entre outros exemplos, poderá ser um papel específico, uma área
de aplicação ou um conjunto de estudos;
2. Intervenção → metodologia/ferramenta/tecnologia de Software que aborda
um problema específico, p.e. tecnologias para executar tarefas específicas, tais
como a especificação de requisitos ou testes ao sistema;
3. Comparação → metodologia/ferramenta/tecnologia de Software com a qual
a intervenção está a ser comparada. Por normalmente necessitarem de treino,
caso sejam comparadas pessoas que as utilizam com pessoas que não as conhe-
cem, o seu efeito poderá ser confundido com o efeito do treino;
4. Resultados → devem ser relacionados com factores de importância para os
profissionais, como uma melhor confiabilidade e redução dos custos de produ-
ção. Em alguns casos, são exigidas intervenções que melhorem algum aspeto
da produção de Software sem afetar outro p.e. uma maior confiabilidade sem o
aumento de custo de produção;
5. Contexto → onde ocorre (p.e. escola, indústria), os participantes envolvidos
no estudo (p.e. estudantes, profissionais) e as tarefas que estão a ser executadas
(p.e. de pequena, grande escala);
6. Desenho experimental→ em alguns tópicos, a natureza da questão pode suge-
rir que certos tipos de estudos são mais apropriados do que outros, restringindo-
se os investigadores aos primeiros. No entanto, esta abordagem apenas pode
ser adoptada caso se encontrem demasiados artigos, algo improvável na En-
genharia de Software. Se apenas optarmos por uma amostra de artigos, numa
pequena porção de estudos disponíveis, existe o risco da cobertura de artigos
ser incompleta.
• O desenvolvimento de um protocolo de revisão, que descreve os métodos que se-
rão utilizados para realizar um estudo secundário. Um protocolo pré-definido é
necessário para reduzir a possibilidade de introduzir enviesamentos (mesmo que
involuntários) na selecção e análise de estudos primários. Sem um protocolo, é
possível que a seleção de artigos ou a análise possa ser conduzida pelas suas expe-
tativas. Os componentes do nosso protocolo de revisão encontram-se especificados
no Apêndice B;
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• O protocolo desenvolvido é um elemento crítico de qualquer estudo secundário, de-
vendo a sua consistência ser verificada. Para tal, deverá confirmar-se que: as strings
de pesquisa são adequadamente derivadas das questões de pesquisa especificadas;
os dados a serem extraídos darão resposta, corretamente, às questões referidas; o
procedimento de análise de dados é apropriado para as responder.
3.2 Condução do EMS
Os passos para a Condução do EMS, resumidamente, para a pesquisa, recolha e sumari-
zação da informação, estão exibidos na EAP, da Figura 3.2.
Figura 3.2: EAP do processo de Condução de um EMS
Uma vez chegado a um consenso relativamente ao protocolo desenvolvido, procedere-
mos com a condução do EMS [KC07; Kit+09; Mal16; RD09].
• A deteção de revistas científicas e conferências relevantes, tendo em conta o tópico
em questão, e posterior geração de strings de busca adaptadas para as diferentes
bibliotecas digitais existentes (terá de ser tido em conta o problema de publica-
ções tendenciosas, pelo facto dos resultados positivos serem, normalmente, mais
publicados que os negativos), de modo a identificar os estudos relacionados com
as questões propostas;
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• Uma vez obtidos os artigos relevantes, aplicar os critérios de seleção (critérios de
inclusão e exclusão dos estudos) definidos pelos autores do EMS, baseados p.e. na
língua em que foram escritos, na sua área, autores e ano de publicação, selecionando
os potenciais documentos a examinar e efetuando o respetivo registo. Aquando da
incerteza de incluir ou excluir um estudo, esta decisão deverá ser confirmada por
um outro investigador da equipa. Para minimizar o risco de exclusão acidental de
estudos primários relevantes, uma técnica possível é, para uma amostra desses es-
tudos, haver uma segunda pessoa a classificá-los de forma independente. Em caso
de concordância, existe maior confiança na decisão. Em caso de discordância, deve
haver uma discussão entre os revisores discordantes, de modo a que daí resulte uma
classificação consensual. Esta técnica tem o benefício adicional de permitir estimar
quantos estudos levariam a uma discordância entre revisores, além de facilitar deci-
sões mais consistentes entre os diversos revisores, pela clarificação de critérios que
o processo de consensualização permite. Finalmente, em caso de dúvida, os artigos
devem ser mantidos para análise mais detalhada, podendo vir a ser excluídos mais
tarde se, na tentativa de extração de informação, se concluir que seria a melhor
resolução;
• Como forma de validação do processo de revisão, influenciando a qualidade do
estudo, segundo a CRD Database of Abstracts of Reviews of Effects (DARE) [KC07;
RD09], deverão ser respondidas quatro questões fundamentais, sendo estas:
1. Os critérios de inclusão e exclusão dos estudos estão descritos e são apropria-
dos?
2. A pesquisa literária cobriu todos os estudos relevantes?
3. Os revisores avaliaram a qualidade do estudo?
4. Os estudos primários foram adequadamente referidos?
• Numa próxima etapa, será produzido um formulário de extração de dados para
recolher todas as informações necessárias. Além de incluir todas as perguntas neces-
sárias para responder às questões propostas do EMS, deverão ser fornecidos dados
como: o nome do revisor; título; autores; outros detalhes da publicação. Alguns
documentos deverão ser analisados por mais do que um revisor (p.e. uma amostra
aleatória de estudos primários), para que a consistência dos resultados possa ser ava-
liada. Ao agregar informação, não deverão existir múltiplas publicações dos mesmos
dados, devendo, em caso desta ocorrência, ser utilizada aquela que for considerada
a mais completa ou ser feita uma fusão dessas várias publicações;
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• A síntese de dados envolve a compilação e o resumo dos resultados dos artigos
incluídos. Dependendo do tipo de estudo (qualitativo ou quantitativo) tem-se asso-
ciada uma síntese qualitativa ou quantitativa, respetivamente. Numa síntese qua-
litativa, as informações extraídas devem ser tabeladas de forma estruturada para
ressaltar as semelhanças e diferenças entre os resultados do estudo. Numa síntese
quantitativa, os resultados do estudo devem ser apresentados de forma comparável.
O mecanismo mais comum para a apresentação de resultados quantitativos é um
forest plot, onde é apresentada a média e a variância da diferença para cada estudo.
3.3 Elaboração do EMS
As etapas da Elaboração do EMS são apresentadas na EAP, da Figura 3.3.
Figura 3.3: EAP do processo de Elaboração de um EMS
O último momento de um EMS envolve a redação dos resultados do estudo e a sua
divulgação para as partes interessadas [KC07; Kit+09; Mal16; RD09].
• É importante comunicar, eficazmente, os resultados de um EMS. Se os resultados
de um EMS pretendem influenciar os profissionais, é necessário recorrer a formas
de divulgação específicas, em particular: revistas científicas, pequenos folhetos
resumidos, posters, páginas Web ou comunicação direta aos corpos afetados;
• Por último, tem-se a fase de formatação do EMS. Normalmente, os EMS serão rela-
tados em, pelo menos, dois formatos, mais especificamente, um relatório técnico ou
secção de uma tese de mestrado/doutoramento e um artigo numa revista científica
ou conferência.
Adicionalmente, no final do processo descrito, poderá existir uma fase de avaliação
do EMS, realizada por investigadores que não a tenham escrito, isto é, uma avaliação
independente.
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3.4 Sumário
O processo de produção de um EMS é composto por três fases principais [KC07; Kit+09;
Mal16; Pet+08a]:
• Planeamento, onde, no geral, se: identifica a necessidade de criação do EMS; espe-
cificam as questões a pesquisar; desenvolve um protocolo de revisão;
• Condução, sendo o momento em que são: especificados os estudos primários relaci-
onados com as questões propostas e selecionados aqueles que devem ser incluídos
no EMS; avaliada a qualidade do estudo efetuado; extraída a informação dos artigos
listados; sumarizada a informação recolhida;
• Elaboração, que envolve a escrita dos resultados e a sua divulgação para as partes
interessadas.
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Trabalho Realizado
4.1 Processo de Revisão
Existem várias LPG e bibliotecas integradas nestas linguagens, mas é sabido que são difí-
ceis de utilizar por parte dos profissionais de domínio que, tal como vimos anteriormente,
não têm grandes competências em programação. De modo a tentar colmatar este pro-
blema, o foco do nosso estudo é identificar quais são as alternativas existentes a este tipo
de linguagens, que lhes facilitem a tarefa de codificação.
A presente Secção descreve a realização de um EMS que procura dar uma visão pa-
norâmica das linguagens existentes para a CAD, com apontadores para estudos mais
especializados, referindo as várias linguagens identificadas, através da nossa pesquisa, e
os estudos primários a elas associados. Nas respostas dadas às questões de investigação,
foram retiradas conclusões sobre as caraterísticas gerais dessas linguagens.
A metodologia utilizada neste EMS (Figura 4.1) é organizada em seis passos sucessi-
vos, propostos em [KC07; Kit+09] e listados no protocolo de revisão desenvolvido (Apên-
dice B). A delineação de todos os passos concluídos é descrita ao longo da Secção 4.1.
1. Questões de Investigação, com o objetivo de formular as questões de pesquisa a
que o EMS pretende responder;
2. Processo de Pesquisa, que visa detetar o maior número de estudos primários rela-
cionados com as questões de investigação propostas;
3. Seleção de Estudos, que filtra falsos positivos, recorrendo a um processo de seleção
desenvolvido;
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4. Validação do Processo de Revisão, respondendo a quatro questões fundamentais,
referidas em [KC07; Kit+09];
5. Processo de Extração de Informação, onde, com base nos estudos selecionados, são
dadas respostas às questões de investigação;
6. Sumarização da Informação recolhida.
Figura 4.1: Metodologia utilizada neste EMS
O estudo foi conduzido de forma distribuída, com participantes de vários países eu-
ropeus, pertencentes à rede cHiPSet ICT COST Action [Aboa], a colaborar, remotamente,
durante todo o processo.
A minha função foi, não só a de me envolver, ativamente, em todos os períodos de
desenvolvimento do EMS, mas, principalmente, a de coordenar todo o estudo, tendo a
visão de como os dados vão ser recolhidos, analisados e sintetizados. Para concretizar o
segundo ponto comuniquei, essencialmente, assincronamente com todos os colegas do
grupo de trabalho onde fui inserida, distribuindo as tarefas por todos nós durante a sele-
ção e análise dos estudos e pedindo, após sumarizar os dados e escrever a primeira versão
do EMS num documento partilhado com todos os autores, que confirmassem o que tinha
feito, melhorassem ou sugerissem melhorias. Terminadas as tarefas anteriores, solicitei a
sua colaboração na escolha de qual seria a melhor conferência ou revista científica para
comunicar o nosso estudo.
Realizei uma pesquisa nas bases de dados das plataformas electrónicas: academia.edu,
ACM Digital Library, Compendex, Elsevier Science Direct, Google Scholar, IEEE Xplore, Re-
search Gate e Springer Link, com a finalidade de confirmar a não existência de nenhum
estudo que incidisse sobre as diversas linguagens utilizadas na CAD.
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4.1.1 Questões de Investigação
O objetivo do EMS é responder a questões de pesquisa, dependendo desta tarefa a utili-
dade do estudo. A definição destas questões é uma etapa crucial do processo de revisão.
Para enquadrar as questões de investigação, foram adoptados os critérios PICOC 1 (Popu-
lação, Intervenção, Comparação, Resultados (Outcomes), Contexto) [KC07], sendo os seus
elementos definidos da seguinte forma:
• População→ Composta pelos estudos primários encontrados sobre as Linguagens
utilizadas para a CAD;
• Intervenção (metodologia/ferramenta/tecnologia de Software que aborda um pro-
blema específico)→ Este EMS investiga os estudos sobre as Linguagens para a CAD,
utilizadas no processamento de Big Data, descrevendo os seus detalhes, por exemplo,
qual a categoria em que a linguagem se insere;
• Comparação (metodologia/ferramenta/tecnologia de Software com a qual a inter-
venção está a ser comparada)→ Não aplicável a este caso;
• Resultados (relacionado com factores de importância para os profissionais) →
Tecnologias, métodos e métricas que levam a um aumento da qualidade da solução:
facilidade de configuração; usabilidade; ganhos de produtividade, tais como, uma
linguagem de fácil aprendizagem ou utilização; ganhos de desempenho do produto,
como, uma fácil manutenção e eficiência ao nível da memória;
• Contexto→ Os participantes envolvidos neste estudo são investigadores e profissi-
onais da área da CAD (membros da rede cHiPSet ICT COST Action).
Este EMS pretende responder a cinco questões de investigação, apresentadas na Ta-
bela 4.1. Com este estudo, pretende-se descobrir:
1. Quais são as categorias das linguagens em utilização, por exemplo, se foram, maio-
ritariamente, identificadas LDE ou LPG;
2. Qual é a natureza dessas linguagens, para que seja possível conhecê-las a vários
níveis, como, as vantagens que proporcionam, as ferramentas de suporte existentes,
o propósito e o seu tipo de representação preferencial;
3. Quais são os perfis de utilizador típicos para as linguagens, isto é, se habitualmente
se tratam de utilizadores finais ou desenvolvedores para conceber novas soluções;
1 Tendo em conta o referido em [KC07] e no Capítulo 3, na Engenharia de Software, a escassez de estudos
primários é o obstáculo mais provável para um estudo secundário. De modo a não reduzir a quantidade
de publicações, os investigadores não se restringem a estudos que considerem mais apropriados, não sendo
definido, nestes critérios, o elemento “Desenho Experimental”.
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4. Quão eficazes são essas linguagens, sendo esta caraterística articulada em três aspe-
tos (sucesso, ganhos de produtividade e vantagem em comparação com abordagens
concorrentes);
5. Que tipos de artigos foram encontrados ao longo da nossa pesquisa.
As informações específicas relativas a cada uma das linguagens, individualmente, são
apresentadas no Apêndice D.
Tabela 4.1: Questões de Investigação formuladas
ID da Questão Questão de Investigação
QI 1 Quais são as categorias das linguagens em utilização para a CAD?
QI 1.1
Quais são as tendências atuais de pesquisa das linguagens para a CAD?
(LDE, LPG, LDE embebidas em outras LDE, LDE embebidas em LPG)
QI 2 Qual é a natureza das linguagens para a CAD?
QI 2.1 Que tipo de linguagem é essa?
QI 2.2
Qual é o modelo de execução que está a ser utilizado? (virtual execution
environment, HPC libraries, ...)
QI 2.3
Quais são as principais vantagens da linguagem? (desempenho, facilidade
de configuração, usabilidade, ...)
QI 2.4 Qual é/são o/s domínio/s de aplicação da linguagem?
QI 2.5
Quais são os paradigmas subjacentes às linguagens? (declarativo,
funcional, orientado a objetos, ...)
QI 2.6
Quais são os execution stack requirements para suportar os artefatos criados
com essas linguagens? (OS, Libraries, ...)
QI 2.7
Qual é o suporte de ferramentas existente para a linguagem?
(compiladores, simuladores, ...)
QI 2.8
Quais são as tecnologias utilizadas para criar o tool suite da linguagem?
(frameworks, XML based technology, ...)
QI 2.9 A linguagem suporta hardware específico?
A linguagem suporta GPUs ou arquiteturas multi-core?
QI 2.10
Qual é o propósito da linguagem? (simulação do problema, simulação da
solução, formalização dos requisitos do problema, formalização dos requi-
sitos da solução, implementação da solução, interpretação dos dados)
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QI 2.11
Qual é o tipo de representação preferencial da linguagem? (textual e/ou
diagramático)
QI 3 Quais são os perfis de utilizador típicos para as linguagens?
QI 3.1
Quais são os papéis dos utilizadores desta linguagem? (não é especificado,
utilizador final, engenheiro a conceber uma solução para terceiros)
QI 3.2
Que tipo de conhecimento técnico é obrigatório? (frameworks, bibliotecas,
hardware, conhecimento teórico, ...)
QI 4 Quão eficazes são as linguagens?
QI 4.1 O sucesso das linguagens é avaliado no artigo? (não é avaliado, é avaliado)
QI 4.2
Quais são os ganhos de produtividade trazidos pelas linguagens
reportadas (aprendizagem fácil, memorização fácil, utilização fácil, ...) e
que tipo de medição foi utilizado (quantitativa ou qualitativa)?
Quais são os ganhos de desempenho trazidos pelas linguagens
reportadas (eficiente ao nível da memória, de fácil manutenção, escalável,
...) e que tipo de medição foi utilizado (quantitativa ou qualitativa)?
QI 4.3 Existe uma comparação explícita com abordagens concorrentes?
Existe uma comparação explícita da linguagem proposta com respeito a
contextos/configurações distintas?
Que tipo de comparação é realizada? (quantitativa, qualitativa ou ambas)
Qual é a metodologia de comparação?
Quais são as métricas utilizadas? (linhas de código, satisfação, tempo, ...)
QI 5
Que tipos de artigos são publicados na área de modelos de programação
para a CAD?
QI 5.1 A publicação inclui autores da COST CHiPSet?
QI 5.2 Quais são as instituições envolvidas?
QI 5.3 Qual é o nome da conferência ou revista científica?
QI 5.4 Quem patrocina a pesquisa? (fundos públicos, fundos privados, ambos)
QI 5.5
Que tipo de pesquisa está a ser reportada? (estudo de caso, relatório de
experiência, avaliação comparativa)
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4.1.2 Processo de Pesquisa
Um objetivo importante para conduzir um estudo secundário é detetar o maior número
de estudos primários relacionados com as questões de investigação propostas.
Foi adoptado um processo baseado em duas etapas principais. Primeiramente, foi
utilizada uma única base de dados (a da biblioteca digital Elsevier Science Direct) e refinada
a query de pesquisa, abrangendo todas as palavras-chave, de modo a ser detetado um
grande conjunto de artigos de interesse para o EMS. Posteriormente, foram utilizadas
queries similares para pesquisar num conjunto mais extenso de bases de dados. O processo
encontra-se esboçado na Figura 4.2.
Figura 4.2: Etapas do Processo de Pesquisa
A definição de uma query de pesquisa. Foi definida uma query com base nas palavras-
chave escolhidas, e realizada uma busca na base de dados digital selecionada no nosso
estudo, por consenso, pelos especialistas da cHiPSet ICT COST Action, a Elsevier Science
Direct. Pelo facto dos autores dos estudos primários nem sempre utilizarem as mesmas
palavras-chave e por ser necessário cobrir o maior número de estudos relevantes possível,
tentando não descartar potenciais documentos importantes, foram utilizados sinónimos
das diferentes expressões nela contidas:
(“Big Data” OR “Data Intensive” OR “Stream Data”) AND (“Programming Mo-
del” OR “Language Model” OR “Modelling Language”) AND (“Domain Specific Lan-
guage” OR “General Purpose Language” OR “Programming Language” OR “Program-
ming Framework”) AND (“HPC” OR “High performance computing” OR “Grid Com-
puting” OR “Supercomputing” OR “Parallel” OR “Concurrent”)
Com esta pesquisa da literatura, obtivemos 262 estudos, candidatos a estudos primá-
rios a incluir no nosso EMS.
A extensão da pesquisa inicial. As referências encontradas foram, então, apresentadas
ao conjunto de profissionais de domínio da cHiPSet ICT COST Action, para que aferis-
sem a sua completude. Dessa análise, resultou que a cobertura da literatura oferecida
na base de dados da Elsevier Science Direct era insuficiente, para este domínio, havendo
um conjunto significativo de publicações relevantes que não fazia parte desta seleção,
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por não serem editadas por esta biblioteca digital. Como estratégia de mitigação desta
limitação, efetuei uma segunda pesquisa, tanto na biblioteca digital já verificada como
em outras bases de dados existentes, utilizando queries semelhantes à apresentada. Este
procedimento resultou em milhares de artigos, tornando a sua análise uma tarefa im-
possível de realizar, com os recursos disponíveis. Para resolver este problema, criei um
separador na folha de cálculo partilhada, para que os peritos da cHiPSet ICT COST Action
pudessem identificar as conferências e revistas científicas que seriam relevantes para este
estudo secundário. Todos os 19 revisores da equipa participaram na criação desta shortlist
(Tabela 4.2). Quando o preenchimento da shortlist atingiu um ponto de saturação em
que os profissionais que a visitavam indicavam que as conferências e revistas científicas
mais relevantes já estavam a ser cobertas, parei este processo. Os resultados da segunda
pesquisa foram, depois, filtrados na referida shortlist.
Tabela 4.2: Shortlist das conferências e revistas científicas selecionadas
Conferências Revistas Científicas
GTC / GPGPU conference ACM Transactions on Parallel Computing
IEEE International Parallel and Distributed
Processing Symposium
Concurrency and Computation Practice and
Experience
International Conference on Parallel Processing Future Generation Computer Systems
International Conference on Supercomputing IEEE Computing in Science and Engineering
International European Conference on Parallel
and Distributed Computing
Journal of Parallel and Distributed
Computing
International Supercomputing Conference Journal of Supercomputing
Parallel Computing Conference Parallel Computing
Principles and Practice of Parallel Programming Scientific Programming
SIAM Conference on Parallel Processing for
Scientific Computing
Supercomputing Conference
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Tabela 4.3: Resultados obtidos com a segunda pesquisa
Biblioteca Digital Número de Publicações Obtidas
academia.edu 1
ACM Digital Library 16
Compendex 6
Elsevier Science Direct 27
Google Scholar 32
IEEE Xplore 3
Research Gate 3
Springer Link 70
Total de artigos encontrados: 158
Na Tabela 4.3, estão definidas as bibliotecas digitais e o respetivo número de estudos
obtidos, já com a remoção de documentos duplicados efetuada. À excepção da base de
dados da biblioteca Google Scholar, onde apenas foi possível a exploração das diferentes
combinações das palavras-chave referidas, foram realizadas consultas complexas nas
bases de dados das oito bibliotecas digitais.
É importante mencionar que todas as pesquisas foram baseadas no título, resumo e
palavras-chave dos artigos publicados e foram limitadas entre os meses de publicação
Janeiro de 2006 e Março de 2018. Segundo a opinião dos especialistas, os estudos edita-
dos antes de 2006 poderão ser excluídos sendo, em princípio, cobertos todos os estudos
necessários para este EMS, por crerem que esta foi a época onde começaram a ser pu-
blicados mais documentos sobre os tópicos da Computação de Alto Desempenho e Big
Data.
Posto isto, após removidos os artigos duplicados, possuímos um total de 420 artigos
(262 com a primeira pesquisa + 158 com a segunda) que foram processados ao longo
das fases seguintes deste EMS.
4.1.3 Seleção de Estudos
Nesta etapa, o grupo de revisores do EMS inspecionaram os estudos primários. Para tal,
recorreu-se a um conjunto de critérios de inclusão e exclusão (Tabela 4.4), definido antes
da pesquisa efetuada. Os revisores fizeram uma seleção manual, analisando o título, o
resumo e as palavras-chave de cada um dos 420 estudos.
Após terminar a seleção manual das publicações, prosseguiram 152 artigos para as
fases futuras (referidos no Apêndice E), tendo sido os restantes 268 documentos conside-
rados irrelevantes para este EMS.
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Tabela 4.4: Critérios de Inclusão e Exclusão de artigos
Critérios de Inclusão Critérios de Exclusão
O estudo aborda o tópico da CAD
A publicação não aborda o tema da CAD,
tornando-se irrelevante
O estudo foi revisto por pares
(peer-reviewed2) e publicado em revistas
científicas, conferências ou workshops
O estudo não foi revisto por pares
(resumos, tutoriais, editoriais, slides,
palestras, demonstrações de ferramen-
tas, cartazes, painéis, notas-chave, relatórios
técnicos)
O estudo foi revisto por pares mas não publi-
cado em revistas científicas, conferências ou
workshops (p.e. tese de doutoramento, livros,
patentes)
O estudo foi escrito em Inglês O estudo não foi escrito em Inglês
O estudo encontra-se eletronicamente
acessível
O estudo não se encontra eletronicamente
acessível
O estudo está relacionado com a área da
Ciência da Computação
O artigo foi publicado antes do ano de 2006
4.1.4 Validação do Processo de Revisão
A avaliação da qualidade do processo de revisão é uma tarefa relevante. Para validar este
processo, respondeu-se a quatro questões fundamentais, referidas em [KC07; Kit+09]:
• Os critérios de inclusão e exclusão dos estudos estão descritos e são apropria-
dos? Sim, este aspeto foi endereçado durante a etapa de Seleção dos Estudos (Sub-
secção 4.1.3). Todos os critérios considerados apropriados, por uma equipa de 19
membros da cHiPSet ICT COST Action, foram explicitamente definidos (Tabela 4.4),
filtrando os iniciais 420 estudos num conjunto de 152 artigos;
• A pesquisa literária cobriu todos os estudos relevantes? Sim, este aspeto foi ende-
reçado durante o Processo de Pesquisa (Subsecção 4.1.2). Inicialmente, existia uma
lista preliminar de estudos candidatos que foi utilizada para validar a cobertura da
pesquisa. Essa lista foi avaliada por profissionais de domínio, que concluiram que
esta estava bastante incompleta, face a artigos que estes detetaram como ausentes.
Como estratégia de mitigação desta limitação, efetuei uma segunda pesquisa nas
plataformas electrónicas: academia.edu, ACM Digital Library, Compendex, Elsevier
Science Direct, Google Scholar, IEEE Xplore, Research Gate e Springer Link, que resul-
tou em milhares de artigos. Pelo facto da sua análise ser uma tarefa impossível de
37
CAPÍTULO 4. TRABALHO REALIZADO
realizar, com os recursos disponíveis, pedi a contribuição dos colegas da cHiPSet
ICT COST Action para a criação de uma shortlist (Tabela 4.2) das conferências e re-
vistas científicas consideradas relevantes para o estudo, que apoiassem as respostas
às questões propostas. Quando terminaram essa lista, filtrei os resultados da minha
pesquisa nessas conferências e revistas científicas;
• Os revisores avaliaram a qualidade do estudo? Sim, cada um dos estudos foi ins-
pecionado por, pelo menos, um dos autores deste EMS. Apesar de não existir uma
garantia absoluta de que não se estão a perder informações importantes, como me-
canismo de salvaguarda, numa amostra de cerca de 15 artigos, um dos especialistas
fez uma segunda revisão desses documentos, avaliando se estariam a ser excluídos
dados importantes no nosso estudo, tendo-se concluído que a extracção estaria a ser
feita de forma correcta;
• Os estudos primários foram adequadamente referidos? Ao longo do EMS, todos
os estudos publicados pelas conferências e revistas científicas indicadas com a con-
tribuição dos especialistas, que se enquadrassem no nosso projecto, foram identi-
ficados. Para além desses estudos, foi-lhes pedido que criassem uma shortlist de
publicações (incluídas no conjunto de 420 estudos, referidos na Subsecção 4.1.2)
que deveriam estar a ser encontradas e que poderiam não estar a ser.
4.1.5 Processo de Extração de Informação
Conforme o referido na Secção 3.2, de modo a preservar a consistência da extração dos
dados, foi criado e implementado um formulário de recolha de informação. Neste mo-
mento do processo de revisão, aquando da análise de cada estudo, foi preenchido este
formulário. Todos os dados recolhidos foram armazenados num separador, criado para
o efeito, duma folha de cálculo partilhada. Os dados iniciais são referentes ao revisor da
publicação e à própria publicação. A restante informação diz respeito às questões de in-
vestigação referidas na Subsecção 4.1.1. Nesta etapa, foi efetuada a análise pormenorizada
dos estudos incluídos nas etapas antecedentes a esta, sendo extraída a informação consi-
derada relevante, pelos respetivos revisores de cada um dos estudos (revisores atribuídos
de modo aleatório), e dadas respostas às questões de investigação. Para além dos docu-
mentos atribuídos a cada um dos autores deste EMS, uma amostra de cerca de 15 estudos
foi analisada por mais do que uma pessoa, como mecanismo de salvaguarda, de modo a
avaliar se estariam a ser excluídos dados importantes no nosso estudo, tendo-se concluído,
como já referido, que a extracção estaria a ser feita de forma correcta. Participaram neste
processo os 19 membros do grupo de trabalho, sendo estes autores do EMS.
O Apêndice C trata-se do exemplo de um formulário que preenchi referente a um dos
estudos incluídos ([Mis+18]).
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4.1.6 Sumarização da Informação recolhida
Durante esta etapa, fiz a compilação da informação, anteriormente, extraída, identifi-
cando quais os estudos que eram relevantes, tendo em conta as questões de investigação
formuladas. As ferramentas encontradas são integradas em LPG, que exigem experiência
em programação, por parte de quem as utiliza. Pelo facto destas não facilitarem a tarefa
de codificação para os especialistas de domínio, foram excluídos os estudos referentes às
mesmas, tendo sido incluídos apenas aqueles que referiam, especificamente, linguagens
utilizadas para a CAD.
Criei um documento partilhado onde respondi às questões gerais propostas e referi
as linguagens encontradas, assim como os dados individuais de cada uma delas. Quando
terminei o documento, os restantes elementos da cHiPSet ICT COST Action confirmaram
o seu conteúdo, com a finalidade de verificar que as questões tinham sido corretamente
respondidas e que nenhum estudo tinha sido, erradamente, excluído.
No Apêndice D, encontra-se sumarizada a informação referente às linguagens identi-
ficadas.
4.1.7 Estratégia de comunicação
Similarmente à fase de sumarização da informação, escrevi o documento, pedindo aos
restantes elementos da rede, após efetuar essa tarefa, que o completassem e confirmassem
todos os detalhes nele contidos.
Após escrito o EMS, é essencial a comunicação eficaz dos resultados deste estudo,
para que se consiga, realmente, cumprir o objetivo de apoiar estudantes, investigadores,
ou outros profissionais que necessitem de uma introdução ou uma visão panorâmica
sobre as linguagens disponíveis para a CAD, no momento de decisão sobre quais são
as linguagens mais promissoras a explorar, num determinado contexto. Por esse motivo,
é preciso recorrer a formas de divulgação específicas de documentos desta área. Com
a finalidade de se chegar a um consenso sobre qual a melhor conferência ou revista
científica a contactar, para submeter o EMS, pedi a todos os colegas que criassem uma lista
daquelas que considerassem relevantes. Para além das identificadas na Tabela 4.2, onde
foram filtrados os resultados da segunda pesquisa, esta lista incluía: Computing; ACM
Computing Surveys; IEEE Transactions on Parallel and Distributed Systems; International
Conference for High Performance Computing, Networking, Storage and Analysis; International
Journal of High Performance Computing Applications; IEEE Micro e Journal of Computational
Science. Criei uma votação com todas as conferências e revistas científicas indicadas nessa
lista, tendo sido escolhida a Parallel Computing como o melhor meio de divulgação. Na
tomada das suas decisões, os votantes tiveram em conta factores como as suas experiências
pessoais, no papel de membro do quadro editorial, revisor ou autor, com cada uma das
conferências e revistas científicas. Foi contactada a revista científica escolhida, tendo esta
aceite receber, com grande entusiasmo, o nosso EMS.
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4.2 Discussão dos Resultados obtidos
Ao longo desta Secção, vão ser discutidas as respostas às Questões de Investigação (QI)
propostas na Subsecção 4.1.1. Da informação sumarizada, das linguagens no geral, con-
seguimos extrair conclusões. As linguagens de programação utilizadas para a CAD, no
processamento de Big Data, são inicialmente categorizadas na QI 1 e as suas caraterísticas
analisadas ao longo das restantes questões.
Para além das informações recolhidas sobre as linguagens existentes, foram encontra-
dos vários documentos referentes a bibliotecas (p.e. [Ald+17; EK10; Sjö+16; Viñ+17]),
integradas nas linguagens referidas, Application Programming Interfaces (API) (p.e. [BC17;
Sen+15; Wan+14]) e modelos de programação (p.e. [Ded+14; Jin+17; Sim+15; Van02]).
No final deste processo, identifiquei 33 artigos, que referem 26 linguagens.
O Apêndice D apresenta a lista das linguagens identificadas, descrevendo as suas
caraterísticas. Devido à similaridade das respostas dadas às questões de investigação,
algumas linguagens foram agrupadas, como: C e C++, ou Python e R.
4.2.1 Questão de Investigação 1 - Quais são as categorias das linguagens em
utilização para a CAD?
As linguagens de programação encontradas foram separadas em quatro categorias:
1. Linguagem de Domínio Específico (LDE), que se trata de uma linguagem adaptada a
um domínio de aplicação específico que oferece anotações e abstrações apropriadas
[Kos+10; Kos+16; VD+00];
2. Linguagem de Propósito Geral (LPG), sendo uma linguagem de programação proje-
tada para ser utilizada na escrita de Software numa ampla variedade de domínios
de aplicação [Kos+10];
3. LDE embebida numa outra LDE;
4. LDE embebida numa LPG.
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Tabela 4.5: Total de linguagens encontradas de cada categoria
Categoria da Linguagem
Número de Linguagens
Encontradas
LDE 8
LPG 14
LDE embebida numa outra LDE 0
LDE embebida numa LPG 4
Total de linguagens descobertas: 26
Figura 4.3: Quais são as categorias das linguagens em utilização para a CAD? - QI 1
Segundo os resultados apresentados na Tabela 4.5 e na Figura 4.3, onde é mostrado
o total e percentagem de linguagens encontradas de cada categoria, conclui-se que 54%
das linguagens focadas nas publicações encontradas foram classificadas como LPG (14
linguagens) e 31% (8 linguagens) como LDE. As restantes (4 linguagens) foram consi-
deradas LDE embebidas numa LPG.
A nossa análise não encontrou nenhum estudo que referisse uma LDE embebida numa
outra LDE.
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4.2.2 Questão de Investigação 2 - Qual é a natureza das linguagens para a
CAD?
Na Secção D.1, encontra-se sumarizada, referente a cada linguagem, a informação encon-
trada que dá resposta à presente questão de investigação.
As linguagens encontradas utilizam Virtual Execution Environments, como Java Virtual
Machine (JVM), e Distributed Middlewares, como Hadoop Distributed File System (HDFS) e
IBM InfoSphere.
A principal vantagem das linguagens é a sua usabilidade. A facilidade de configura-
ção, a portabilidade, a orquestração e o desempenho são as outras vantagens que foram
encaradas como importantes (Figura 4.4).
Figura 4.4: Quais são as principais vantagens da linguagem? - QI 2.3
A maioria é orientada a objetos. Este paradigma é seguido pelo funcional (Figura 4.5).
Geralmente, estas suportam múltiplos sistemas operacionais. Algumas requerem Mes-
sage Passing Middleware, como Message Passing Interface (MPI); arquiteturas IO, como
HDFS; e bibliotecas, como Apache Hadoop, para suportar os artefatos criados.
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Figura 4.5: Quais são os paradigmas subjacentes às linguagens? - QI 2.5
Relativamente ao suporte de ferramentas existente para as linguagens, os compila-
dores são a ferramenta melhor representada, seguida de tool suite e dos interpretadores
(Figura 4.6).
Figura 4.6: Qual é o suporte de ferramentas existente para a linguagem? - QI 2.7
Existem algumas tecnologias utilizadas para criar o tool suite das linguagens. Mais
especificamente, compiler generators, como IBM Infosphere Streams; algumas tecnologias
baseadas em XML (p.e. em Java, recorreu-se a uma sintaxe para descrever classes e méto-
dos); e alguns frameworks, como Knowledge Discovery Toolbox (KDT).
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Grande parte das linguagens encontradas não suporta hardware específico (85%). Sabe-
se que 40% das linguagens suporta GPUs ou arquiteturas multi-core.
O principal propósito das linguagens é a implementação da solução, seguido da for-
malização da solução, da formalização dos requisitos do problema e da interpretação dos
dados (Figura 4.7).
Figura 4.7: Qual é o propósito da linguagem? - QI 2.10
Os resultados para o tipo de representação da linguagem revelaram que existe uma
sintaxe concreta para todas as linguagens, sendo o tipo de representação preferencial de
76% delas o textual (Figura 4.8).
Figura 4.8: Qual é o tipo de representação preferencial da linguagem? - QI 2.11
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4.2.3 Questão de Investigação 3 - Quais são os perfis de utilizador típicos
para as linguagens?
Na Secção D.2, encontra-se sumarizada, referente a cada linguagem, a informação encon-
trada que dá resposta à atual questão de investigação.
A Figura 4.9 mostra a distribuição dos perfis de utilizador típicos para as linguagens
identificadas. São os utilizadores finais que mais recorrem a estas linguagens, utilizando-
as para resolver problemas. Sabe-se que 16,5% das linguagens são empregadas por desen-
volvedores, para a criação de ferramentas para terceiros.
Figura 4.9: Quais são os papéis dos utilizadores desta linguagem? - QI 3.1
O conhecimento técnico necessário para utilizar estas linguagens é baseado, principal-
mente, nas próprias linguagens ou naquelas onde estão embebidas, alguns conhecimentos
de hardware, clusters e informação teórica relacionada com o domínio da aplicação.
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4.2.4 Questão de Investigação 4 - Quão eficazes são as linguagens?
Na Secção D.3, encontra-se sumarizada, referente a cada linguagem, a informação encon-
trada que dá resposta a esta questão de investigação.
A eficácia é articulada em três aspectos, abordados pela QI 4.1 (sucesso), QI 4.2 (ganho
de produtividade) e QI 4.3 (vantagem contra as abordagens concorrentes).
Conforme mostrado na Figura 4.10, o sucesso das linguagens é avaliado na maioria
dos artigos analisados.
Figura 4.10: O sucesso das linguagens é avaliado no artigo? - QI 4.1
A Figura 4.11 mostra uma representação gráfica dos ganhos de produtividade trazidos
pelas linguagens reportadas. Com uma análise quantitativa, o ganho de produtividade
mais referido foi a facilidade de utilização da linguagem, seguido pela facilidade de
aprendizagem da mesma. Com uma análise qualitativa, o ganho de produtividade mais
referido foi a facilidade de utilização, seguido pela baixa sobrecarga cognitiva e pela faci-
lidade de aprendizagem da linguagem. Comparando os dois tipos de análise anteriores,
os ganhos de produtividade trazidos pelas linguagens relatadas foram, principalmente,
avaliados recorrendo a métodos qualitativos, o que poderá revelar a oportunidade de
escrita de mais estudos que meçam estes ganhos de modo quantitativo.
O gráfico da Figura 4.12 apresenta os ganhos de desempenho trazidos pelas linguagens
reportadas. Com uma análise quantitativa, o ganho de desempenho mais referido foi a
eficiência de computação e a escalabilidade da solução. Com uma análise qualitativa, o
ganho de desempenho mais referido foi a capacidade de evolução/manutenção, seguido
pela escalabilidade da solução. Contrariamente ao ocorrido relativamente aos ganhos
de produtividade, em comparação com os dois tipos de análise anteriores, os ganhos
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de desempenho trazidos pelas linguagens reportadas foram, principalmente, avaliados
recorrendo a métodos quantitativos.
Figura 4.11: Quais são os ganhos de produtividade trazidos pelas linguagens reportadas
e que tipo de medição foi utilizado? - QI 4.2
Figura 4.12: Quais são os ganhos de desempenho trazidos pelas linguagens reportadas e
que tipo de medição foi utilizado? - QI 4.2
De acordo com as estatísticas, 64% dos artigos incluíram uma comparação explícita
entre a linguagem encontrada e abordagens concorrentes. Metade das publicações incluiu
uma comparação explícita da linguagem proposta com respeito a contextos/configurações
distintas.
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Figura 4.13: Número de artigos a utilizar cada métrica - QI 4.3: Quais são as métricas
utilizadas?
Todas as métricas foram analisadas utilizando métodos quantitativos.
A métrica mais utilizada foi o tempo computacional, seguido pelas linhas de código e
pela satisfação de utilização da linguagem (Figura 4.13).
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4.2.5 Questão de Investigação 5 - Que tipos de artigos são publicados na
área de modelos de programação para a CAD?
Uma grande parte das publicações que referiam linguagens para a CAD não incluem auto-
res da cHiPSet ICT COST Action, mas existem algumas exceções como [Ald+17; Men+17;
Mis+18].
A revista científica que publicou mais artigos foi “Future Generation Computer Sys-
tems”, seguida por “Parallel Computing” e por “Journal of Parallel and Distributed Compu-
ting”, como ilustrado na (Figura 4.14).
Figura 4.14: Que conferências e revistas científicas publicaram artigos sobre linguagens
para a CAD? - QI 5.3
A maioria desses artigos foi patrocinada por fundos públicos ou públicos e privados.
Dado que cada um destes pode ser classificado tanto como estudo de caso, como relatório
de experiência e/ou avaliação comparativa, verificou-se uma maior ocorrência de rela-
tórios de experiências. Também foram encontrados vários estudos de caso e avaliações
comparativas em número semelhante, como mostrado na Figura 4.15.
De acordo com os valores apresentados na Tabela 4.5 e na Figura 4.3, 54% das lin-
guagens encontradas são do tipo LPG. Foram descobertos vários artigos referentes a LDE
e três publicações que diziam respeito a LDE embebidas em LPG. Na Tabela 4.6, estão
enumeradas estas linguagens.
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Figura 4.15: Número de artigos que reportam cada tipo de pesquisa - QI 5.5
Tabela 4.6: Linguagens encontradas com a pesquisa efetuada
Categoria da Linguagem Nome da Linguagem
Linguagens de Domínio Específico
CineGrid Description Language [Kon+11];
Crucible [Coe+14]; e-Science Central WFMS
[Cal+16]; Higher-order “chemical programming”
language [Fer+14]; Liszt [DeV+11]; Mendeleev
[CJ17]; MiniZinc [Cab+15];
Network Description Language [Kon+11]
Linguagens de Propósito Geral
Bobolang [Fal+14]; C [Bad+15; Bin+13; EK10;
Lia+16; Mea+17; Obr+12; Sen+15]; C++ [Bad+15;
Bin+13; EK10; Lia+16; Mea+17; Obr+12; Sen+15];
Erlang [Tur+16]; FastFlow [Ald+17; Men+17];
Goal Language (supported by RuGPlanner)
[Kal+16]; Java [Bad+15; Car+13; Mat+10;
Mat+11; Mea+17]; OpenCL [Bin+13; Kim+15];
Python [Bad+15; Hin+06; Luc+15]; R
[Bad+15; Hin+06; Luc+15]; Scout [McC+07];
Selective Embedded Just-In-Time Specialization
[Lug+15]; SkIE-CL [CV02]; Swift [Mah+16; Wil+11]
LDE embebidas em LPG
Pipeline Composition [Mis+18]; Spark SQL [Liu+15];
Spark Streaming [Liu+15]; Weaver [Bui+11]
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4.3 Avaliação do EMS por Profissionais
Preparei um questionário como forma de validação dos resultados encontrados e con-
frontamento com a opinião do que os profissionais inseridos na área da CAD esperavam
encontrar. O questionário foi baseado nas questões de investigação propostas para este
EMS e explicitadas na Subsecção 4.1.1.
Este questionário é apresentado no Apêndice A e visa descobrir: em que áreas da
engenharia trabalham os especialistas; se a sua atividade consiste primeiramente no
desenvolvimento de ferramentas de suporte ou no manuseamento de ferramentas já
existentes; que linguagens de programação são empregues nesta área; o que os faz utilizar
essas linguagens em relação às restantes que conhecem (no contexto em questão); quais
são as vantagens dessas linguagens; quais são as ferramentas de suporte existentes que
conhecem; para o domínio onde estão inseridos, quão eficazes consideram as linguagens
utilizadas, isto é, qual é o seu grau de sucesso na produção de um resultado desejado;
quais são os ganhos de desempenho trazidos pelas linguagens reportadas; quais são as
principais limitações/dificuldades de utilização das linguagens identificadas.
4.3.1 Resultados do questionário
Ao longo da presente Secção, será apresentada a síntese dos resultados extraídos da análise
das respostas dadas ao questionário.
Tendo em conta as respostas, é possível concluir que, com uma larga experiência na
CAD dos inquiridos (afirmam trabalhar na área há mais de 10 anos e consideram ter um
nível elevado de conhecimento técnico para as linguagens utilizadas (Figura 4.16)):
Figura 4.16: Como classifica o seu nível de conhecimento técnico para as linguagens
utilizadas para a CAD? - Questão 14
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• A sua atividade consiste, principalmente, no desenvolvimento de novas ferramen-
tas de suporte, em vez de na utilização de ferramentas já existentes (Figura 4.17);
Figura 4.17: A sua atividade consiste primariamente no desenvolvimento de ferramentas
de suporte ou na utilização de ferramentas já existentes? - Questão 4
• Todos utilizam as linguagens de programação C, C++ e OpenCL, sendo que, tam-
bém, são exploradas as seguintes: Java, Python e R;
• A usabilidade e a natureza do problema em questão são as principais razões que
os fazem utilizar as linguagens referidas em relação às restantes que conhecem
(Figura 4.18);
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Figura 4.18: O que o faz utilizar essas linguagens em relação às restantes que conhece? -
Questão 6
• A portabilidade, o desempenho e a usabilidade das linguagens referidas são as
principais vantagens apontadas pelos especialistas (Figura 4.19);
Figura 4.19: Quais são as principais vantagens dessas linguagens? - Questão 7
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• O suporte de ferramentas existente para as linguagens utilizadas foram avaliadas
com uma moda de 3 (de 1 a 5, onde 1 indica que esse suporte é muito pobre e 5
que é excelente, Figura 4.20), e as ferramentas de suporte existentes mencionadas
são: VAMPIR, CUDA SDK, Performance API (PAPI) e Linux performance tools
(Figura 4.21);
Figura 4.20: Como classifica o suporte de ferramentas existente para as linguagens que
utiliza para a CAD? - Questão 8
Figura 4.21: Em relação à questão anterior, qual é o suporte de ferramentas existente que
conhece? - Questão 9
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• As linguagens utilizadas foram consideradas eficazes, com uma média de 3,6 (onde
1 indica que não são eficazes e 5 que são extremamente eficazes, Figura 4.22), e os
mecanismos fundamentais da linguagem que justificam essa decisão são o suporte
para paralelismo de dados e o controlo direto de recursos, como a memória;
Figura 4.22: Para o domínio onde está inserido, como classifica a eficácia das linguagens
que utiliza? - Questão 10
• Tendo em conta um leque de profissionais diverso, foram identificados vários obs-
táculos mas, de acordo com as respostas fornecidas, a interoperabilidade e a curva
de aprendizagem são as principais dificuldades sentidas (Figura 4.23).
Figura 4.23: Quais são as limitações/dificuldades das linguagens que utiliza?-Questão 13
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4.3.2 Comparação entre a informação extraída dos artigos e a análise de
dados dos questionários
Comparando os resultados obtidos pela análise das respostas dadas ao questionário com
as linguagens encontradas através da pesquisa efetuada, confrontando com a opinião
do que era esperado encontrar, segundo os profissionais, é sabido que existem muitas
linguagens utilizadas para a CAD, assinaladas na Secção 4.2, e, por esse motivo, uma
parte delas não era conhecida pelos inquiridos. As linguagens referenciadas na maioria
dos artigos, as mais populares, são as linguagens utilizadas por estes especialistas: C,
C++, Java, OpenCL, Python e R.
Os documentos referem um número de vantagens das linguagens mais vasto do que
os peritos, incluindo a facilidade de configuração e a orquestração. No entanto, as prin-
cipais vantagens apontadas por estas pessoas, como a portabilidade, o desempenho e
a usabilidade das linguagens, foram encontradas ao longo das publicações. Uma vez
que sabemos as vantagens das linguagens, de acordo com a informação encontrada nas
bibliotecas digitais, as razões, referidas pelos profissionais, que os fazem utilizar as
linguagens referidas em relação às restantes que conhecem foram as previstas.
Após a anterior comparação, é possível afirmar que, apesar da baixa quantidade de
inquiridos, os resultados vêm em linha com o encontrado nos estudos.
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4.4 Ameaças à Validade deste Estudo
Uma das mais destacáveis ameaças do nosso estudo e de qualquer outro estudo secundá-
rio é saber se foram encontrados todos os estudos relevantes para o seu desenvolvimento
[KC07; Kit+10]. Para tentar minimizar esse problema, fizemos uma pesquisa inicial, ape-
nas na base de dados de uma biblioteca digital, Elsevier Science Direct, chegando à conclu-
são de que a sua cobertura era insuficiente pois, parte da literatura estava a ser excluída,
o que levou à condução de uma segunda pesquisa, em 8 bibliotecas digitais, atualizando
a informação, anteriormente, recolhida. Para tal, foi pedido aos colegas da rede que cri-
assem uma shortlist das conferências e revistas científicas relevantes para o nosso caso,
de modo a podermos filtrar os resultos obtidos com as nossas consultas às bases de da-
dos, pelo facto de se terem obtido milhares de estudos primários, tornando a sua análise
uma tarefa impossível de realizar, com os recursos disponíveis. De modo a complementar
a nossa investigação, para além dessa tarefa, foi pedido o contributo dos elementos da
cHiPSet ICT COST Action, para a criação de uma shortlist de publicações que deveriam
estar a ser detetadas pelas pesquisas e que poderiam não estar a ser. É sabido que uma
pequena parte dos artigos listados não foi encontrada com a investigação feita, mesmo
sendo os documentos publicados pelas conferências ou revistas científicas da lista refe-
rida anteriormente, o que leva a concluir que as pesquisas automáticas não conseguem
ser totalmente confiáveis [Kit+10].
Recorrendo aos critérios de seleção dos estudos, foram excluídas aquelas publicações
que: não tinham sido revistas por pares; tinham sido revistas mas não publicadas em con-
ferências ou revistas científicas, como é o caso das teses; não estavam escritas em Inglês;
não estavam eletronicamente acessíveis. Assumiu-se que a literatura de boa qualidade
compreenderia estas condições, particularmente agora que o interesse por este tipo de
estudos tem vindo a aumentar [KC07; Kit+10].
É de ter em conta que existe uma probabilidade de não encontrar alguns estudos,
por não utilizarem as palavras-chave incluídas nas nossas strings de busca [Woh14b]. De
modo a tentar combater este problema, foram utilizados vários sinónimos de cada uma
das expressões contidas na query.
A análise e extração de informação de quem classifica cada artigo é, por si só, uma
ameaça. É devido a esta razão que estes estudos são realizados, idealmente, com mais
do que um revisor por estudo primário, de modo a tentar não excluir informação crucial
[KC07; Kit+10]. Como mecanismo de salvaguarda, numa amostra de cerca de 15 artigos,
foi feita a análise por um segundo revisor. Dessa análise resultou que os dados estavam
a ser bem recolhidos, pelo menos na amostra analisada, contribuindo para uma maior
confiança no processo de extracção de informação.
O processo de snowballing consiste em adicionar a um conjunto inicial de estudos en-
contrados, aqueles referenciados por estes que pareçam ser importantes, até não existirem
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novos ficheiros a adicionar ao procedimento [Woh14a]. Neste EMS, não recorremos ao
processo referido porque, para além da grande amostra de artigos encontrados que, por
essa razão, foram filtrados nas conferências e revistas científicas consideradas relevantes,
estariam a ser adicionados novos estudos, sendo que os últimos apresentariam as mesmas
linguagens que os anteriores, não trazendo, em princípio, novos dados. Para além disso,
o nosso documento contém apontadores para os estudos primários incluídos, sendo dada
a possibilidade aos leitores de analisar, em maior detalhe, os dados sobre cada uma das
linguagens.
A reduzida quantidade de respostas obtidas ao questionário poderá ser, também ela,
uma ameaça. Contudo, verificou-se que estas vêm em linha com o encontrado nos estudos.
Por considerar este um número reduzido, será lançada uma nova versão do questionário.
Adicionalmente, é sabido que são criadas, constantemente, novas linguagens de pro-
gramação, o que leva a que um estudo secundário como este nunca consiga ser totalmente
completo nem atualizado.
4.5 Sumário
O objetivo principal desta dissertação é o de criar um EMS que procura dar uma visão
geral das linguagens existentes para a CAD, com apontadores para estudos mais focados,
referindo as diferentes linguagens identificadas e os estudos primários a elas associadas,
detetados através da nossa pesquisa, e retirando conclusões sobre as caraterísticas globais
das mesmas. Participei, ativamente, em todas as etapas do processo de revisão, em colabo-
ração com os restantes membros da cHiPSet ICT COST Action, e coordenei todo o estudo,
tendo um papel executivo em todas as tarefas constituintes do mesmo.
Inicialmente, realizei uma pesquisa de modo a confirmar que não existiam, até ao
momento, documentos literários sobre as linguagens utilizadas neste tipo de computação
e efetuada uma pesquisa sobre as ferramentas que auxiliam este tipo de estudos. Fo-
ram definidas as questões de investigação a ser respondidas, o processo de pesquisa dos
artigos e o de seleção dos estudos relevantes. Posteriormente, validou-se o processo de
revisão, extraíram-se as informações relevantes de cada estudo incluído e sumarizei essa
informação definindo, após isso, uma estratégia de comunicação do EMS.
Paralelamente a estes passos, criei um questionário que teve como principal função
confrontar os dados recolhidos com as linguagens que os especialistas utilizam, logo,
que esperavam que fossem endereçadas. Concluiu-se que a informação fornecida pelos
inquiridos foi encontrada, assim como, outras linguagens não utilizadas por estes.
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Conclusões
Nos capítulos anteriores, foram: descrita a necessidade de conhecer as linguagens exis-
tentes para a CAD e o problema da literatura existente se encontrar muito dispersa;
desenvolvida uma solução para o resolver: um EMS que identifica as linguagens atuais
utilizadas para a CAD e agrega tais informações.
Foram formuladas cinco questões de investigação, subdivididas em 22 sub-questões.
Procedeu-se a uma pesquisa realizada em duas etapas: a primeira foi efetuada na base de
dados da biblioteca digital “Elsevier Science Direct”; a segunda utilizou oito bases de dados
digitais distintas (incluindo a referida), mas os seus resultados foram filtrados na shortlist
das conferências e revistas científicas consideradas relevantes para o tópico em questão.
Apenas foram considerados os artigos publicados entre Janeiro de 2006 a Março de 2018.
De um total de 420 artigos encontrados na pesquisa, apenas 152 foram considerados re-
levantes para o nosso estudo. A sua análise permitiu identificar 26 linguagens utilizadas
para este tipo de computação, referidas em 33 publicações. Concluiu-se que a maioria
das linguagens utilizadas na CAD, no processamento de Big Data, são classificadas como
Linguagens de Propósito Geral (LPG) em vez de Linguagens de Domínio Específico (LDE)
e são os utilizadores finais que mais recorrem às mesmas. Esta observação leva-nos a
concluir que existe uma oportunidade de investigação aplicada de linguagens de progra-
mação que tornem a tarefa de codificação mais fácil para os especialistas do domínio.
Como mecanismo de validação e avaliação dos dados recolhidos, foi criado um ques-
tionário, cujo principal objetivo foi o de confrontar a informação recolhida dos artigos
com a opinião do que os profissionais esperavam encontrar. Dessa comparação resultou
que o conhecimento encontrado era o esperado, pelo facto das linguagens referidas pelos
inquiridos terem sido as mais mencionadas nos estudos, assim como as suas principais
vantagens apontadas.
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Pelos resultados obtidos neste estudo secundário, é possível concluir que, apesar deste
tópico já estar a ser coberto pela comunidade científica, terá de ser continuado, principal-
mente pelo facto de que a maioria dos estudos primários encontrados apenas se foca nas
bibliotecas (p.e. [Ald+17; EK10; Sjö+16; Viñ+17]) integradas nas linguagens referidas,
que não deveriam ser consideradas mais relevantes do que as próprias linguagens em que
se baseiam, nas Application Programming Interfaces (API) (p.e. [BC17; Sen+15; Wan+14])
e nos modelos de programação existentes (p.e. [Ded+14; Jin+17; Sim+15; Van02]).
5.1 Contribuição
O grande contributo externo em que nos baseámos para a criação do EMS foram os
artigos inseridos nas bases de dados das oito bibliotecas digitais onde foi efetuada a nossa
investigação.
Para que se consiga um melhor desempenho dos programas, utilizando os múltiplos
cores, é necessário tentar reescrever (pelo menos, parcialmente) os programas sequenciais,
com a finalidade de se tornarem mais paralelos, vendo-se os desenvolvedores de Software
obrigados a aprender a fazê-lo e, por suposto, a conhecer as linguagens existentes para
facilitar a computação. Como tal, tendo em conta o facto de se tratar de uma área presente
nos dias de hoje, a criação de um documento que agregasse as informações sobre essas
linguagens seria muito vantajosa.
Na Secção 1.4, foi estabelecida a principal contribuição deste trabalho: auxiliar estu-
dantes, investigadores, ou outros profissionais que necessitem de uma introdução ou uma
visão geral sobre as linguagens disponíveis para a CAD, no momento de decisão sobre
quais são as linguagens mais promissoras a explorar, num determinado contexto. Este
EMS contribui para o corpo de conhecimento existente na área da CAD, consolidando a
informação do estado da arte neste instante, oferecendo uma análise geral e individual
sobre as linguagens utilizadas nesta área, com apontadores para estudos mais focados,
respondendo às questões: quais são as categorias das linguagens utilizadas, qual é a natu-
reza das mesmas, quais são os perfis típicos dos seus utilizadores, quão eficazes são essas
linguagens e, por fim, quais são os tipos de artigos publicados nesta área.
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5.2 Limitações
A criação deste EMS requereu uma extensa investigação bibliográfica. Esta tarefa implica
um processo demorado, por envolver a análise e extração de dados de centenas de artigos.
Apesar dos esforços tomados de modo a não ser excluída qualquer informação relevante
sobre o tema, como a criação de uma shortlist de documentos que deveriam estar a ser
encontrados nas bases de dados, tiveram de ser tomadas decisões como o filtrar das pu-
blicações na lista das conferências e revistas científicas consideradas as mais adequadas
face ao tópico deste estudo secundário. Graças a tais medidas tomadas, tendo em conta
o tempo disponível e os milhares de artigos existentes, existe uma probabilidade, ainda
que reduzida, de não terem sido encontrados todos os estudos primários relevantes. Para
além das limitações especificadas, uma pequena parte dos artigos adicionados na shortlist
pedida aos especialistas não foi detetada com a investigação feita, mesmo sendo os do-
cumentos publicados por essas conferências ou revistas científicas, o que leva a concluir
que as pesquisas automáticas não são totalmente confiáveis [Kit+10].
Outra limitação poderá ser a diversidade da terminologia utilizada pelos autores dos
artigos publicados [Woh14b], pelo facto da mesma palavra poder ter interpretações dife-
rentes e serem utilizados sinónimos das expressões habituais. Para tentar combater esses
problemas, uma parte dos artigos foi analisada por um segundo revisor, de forma inde-
pendente, e recorremos a variadas expressões com o mesmo significado para as consultas
efetuadas nas plataformas eletrónicas. Em relação ao primeiro método, idealmente, a
metodologia de realização deste tipo de estudos sugere que cada artigo seja revisto, de
forma independente, por pelo menos duas pessoas. Os dados recolhidos são comparados
e as discrepâncias são discutidas e resolvidas, eventualmente com o apoio de um terceiro
revisor, mais sénior [KC07]. Assim, o risco de uma interpretação errada ficar registada é
muito reduzido.
Por fim, é sabido que são criadas, constantemente, novas linguagens de programação,
o que leva a que um estudo secundário como este nunca consiga ser totalmente completo
nem atualizado, revelando-se, a médio prazo, uma outra limitação dos estudos secundá-
rios.
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5.3 Trabalho Futuro
O trabalho futuro passa, principalmente, por promover a investigação e o aumento da
quantidade e qualidade da literatura existente sobre o tópico das linguagens utilizadas
para a CAD, no processamento de Big Data, não se focando apenas em reportar as biblio-
tecas, Application Programming Interfaces (API) e modelos de programação.
Por serem, continuamente, criadas novas linguagens de programação, este EMS deverá
ser continuado e atualizado, a médio prazo, de modo a prosseguir com a sua contribuição
para o corpo de conhecimento existente nesta área, consolidando a informação atual. O
contexto deste estudo poderá ser estendido, no sentido de não só apresentar as linguagens
utilizadas neste tipo de computação, como também as bibliotecas e restantes ferramentas
integradas nas mesmas. Para tal, será necessário repetir os passos dados neste trabalho,
recorrendo a uma nova procura, desta vez com diferentes palavras-chave, mais direcio-
nadas para estas ferramentas de apoio, de modo a conseguir cobrir, novamente, a maior
quantidade de informação possível. Para além do proposto, algumas sub-questões de
pesquisa poderão ser estendidas. Um exemplo desta alteração seria, em relação à QI 4.2 -
“Quais são os ganhos de produtividade/desempenho trazidos pelas linguagens reportadas
e que tipo de medição foi utilizado?”, investigar qual é o impacto desses ganhos.
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Questionário
O presente apêndice trata-se de um questionário que formulei, a partir das questões
de investigação definidas, que teve como objetivo a recolha da opinião de profissionais
da área da CAD. Posteriormente, esses dados foram analisados e comparados com o
conhecimento obtido através dos estudos primários incluídos no EMS, de modo a verificar
se a informação encontrada na literatura era a esperada.
This survey is being carried out within the scope of the dissertation “Linguagens para
a Computação de Alto Desempenho, utilizadas no processamento de Big Data: Um Es-
tudo de Mapeamento Sistemático”, associated to the student Beatriz Norberto no. 42653,
from Faculdade de Ciências e Tecnologia - Universidade Nova de Lisboa. For that, it is
important to question people within that area.
The questionnaire is of short duration and all your answers are totally confidential.
Thank you for your attention.
1. Are you involved in the SMS?
O Yes, I am
O No, I am not
2. How long have you been working on High Performance Computing?
O Less than 2 years
O Between 2 and 5 years
O Between 5 and 10 years
O More than 10 years
3. In what areas of engineering have you worked? (e.g. Bioinformatics, Telecommuni-
cations)
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APÊNDICE A. QUESTIONÁRIO
4. Does your High Performance Computing activity consist primarily of developing
support tools or of using existing tools?
5. Which programming languages do you use for High Performance Computing?
6. What made you use these languages in relation to the alternatives you know? (this
may include language properties and contextual factors, etc)
7. What are the key advantages of these languages?
8. How do you rate the existing tool support for the languages you use for HPC?
O Very Poor O Poor O Neutral O Good O Excellent
9. In relation to the previous question, what are the existing support tools you know?
10. For the domain where you are, how do you rate the effectiveness of the languages
you use?
O Very Poor O Poor O Neutral O Good O Excellent
11. What are the fundamental language mechanisms that justify your previous answer?
12. What are the performance gains brought by the languages reported?
13. What are the limitations/difficulties of the languages you use?
14. How do you rate your level of technical knowledge for languages used for HPC?
O Very Poor O Poor O Neutral O Good O Excellent
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Protocolo de Revisão
No presente apêndice, encontram-se listados os componentes de um protocolo de revisão,
desenvolvido aquando do Planeamento do EMS.
1. Justificação para a Criação do EMS
2. Questões de Investigação
3. Estratégia de Pesquisa
a) Termos de Pesquisa
b) Bibliotecas Digitais
4. Critérios de Seleção dos Estudos
a) Critérios de Inclusão
b) Critérios de Exclusão
5. Validação do Processo de Revisão
6. Estratégia de Extração de Dados
7. Estratégia de Sintetização da Informação Recolhida
8. Estratégia de Comunicação (p.e. Revistas Científicas, Conferências)
9. Calendarização do Projeto
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Preenchimento do Formulário de Extração
de Informação de um Estudo
No presente apêndice, é apresentado, como exemplo, um formulário de extração de infor-
mação que preenchi de um dos estudos incluídos no EMS.
Tabela C.1: Exemplo de preenchimento do Formulário de Extração de Informação
Paper ID 421
Reviewer Beatriz Norberto
Author
Claudia Misale; Maurizio Drocco; Guy Tremblay; Alberto R.
Martinelli; Marco Aldinucci
Title
PiCo: High-performance data analytics pipelines in modern
C++
Volume 87
Date of publication May 2018
Pages 392–403
URL https://doi.org/10.1016/j.future.2018.05.030
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APÊNDICE C. PREENCHIMENTO DO FORMULÁRIO DE EXTRAÇÃO DE
INFORMAÇÃO DE UM ESTUDO
Abstract
“In this paper, we present a new C++ API with a fluent
interface called PiCo (Pipeline Composition). PiCo’s pro-
gramming model aims at making easier the programming
of data analytics applications while preserving or enhan-
cing their performance. This is attained through three key
design choices: (1) unifying batch and stream data access
models, (2) decoupling processing from data layout, and (3)
exploiting a stream-oriented, scalable, efficient C++11 run-
time system. PiCo proposes a programming model based
on pipelines and operators that are polymorphic with res-
pect to data types in the sense that it is possible to reuse
the same algorithms and pipelines on different data models
(e.g., streams, lists, sets, etc.). Preliminary results show that
PiCo, when compared to Spark and Flink, can attain better
performances in terms of execution times and can hugely
improve memory utilization, both for batch and stream pro-
cessing.”
Keywords
Big Data; High Performance Data Analytics; Domain Spe-
cific Language; C++; Stream Computing; Fog Computing;
Edge Computing
Does the publication include
COST CHiPSet’s authors?
Yes, Marco Aldinucci
What are the institutions in-
volved?
Cognitive and Cloud, Data-Centric Solutions, IBM T.J. Wat-
son Research Center, Yorktown Heights, NY, USA; Compu-
ter Science Department, University of Torino, Torino, Italy;
Département d’Informatique, Université du Québec à Mon-
tréal, Montréal, QC, Canada
What is name of the confe-
rence or journal?
Future Generation Computer Systems
Who is sponsoring the rese-
arch?
Both private and public funds
What kind of research is
being reported?
Case-study; Experiment Report; Comparative Assessment
What kind of language is it?
Embedded DSL in a GPL - A language embedded in a host
language
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Name of the language? Pipeline Composition (PiCo)
In case of on an embedded
language, what is name of the
host language?
C++
What is/are the application
domain/s of the language?
Big Data Analytics
What is the purpose of the lan-
guage?
Formalisation of the solution; Simulation of the solution;
Implement the solution; Data interpretation
What are the key advantages
of the language?
Performance; Portability; Easiness of configuration; Usabi-
lity (Effectiveness/Efficiency/Satisfaction)
What are the paradigms un-
derlying the language?
Functional; Object-Oriented
Is there a concrete syntax for
the language?
Yes
What are the preferred con-
crete language syntax (repre-
sentation) types?
Textual
What is the existing tool sup-
port for the language?
Compilers; Tool suite
Which are the execution stack
requirements to support the
artifacts created with those
languages?
OS (PiCo application can be compiled to any target plat-
form supporting a modern C++ compiler)
Does the language target spe-
cific hardware?
No
Does the language target
GPUs or multi-core architec-
tures?
Yes
What are the roles of the users
of this language?
End-user
91
APÊNDICE C. PREENCHIMENTO DO FORMULÁRIO DE EXTRAÇÃO DE
INFORMAÇÃO DE UM ESTUDO
What kind of technical kno-
wledge is required?
Languages (C++); Frameworks (FastFlow); Theoretical
Background (Batch and Streaming Applications)
Is the success of the languages
evaluated in the paper?
Evaluated
Is there an explicit compari-
son with competing approa-
ches?
Yes, they have compared PiCo to two state-of-the-art fra-
meworks: Spark and Flink (Execution times)
Is there an explicit compari-
son of the language proposal
with respect to distinct set-
tings/context/configurations?
Yes
What type of comparison if
performed?
Quantitative
What is the comparison
methodology?
They have compared PiCo to two state-of-the-art fra-
meworks (Spark and Flink) execution times in shared me-
mory for both batch and stream applications
What are the metrics used? Time (Quantitative)
What is the impact on the pro-
ductivity gains brought by the
languages reported?
Expressiveness (Qualitative); Easier to use (Qualitative)
What is the impact on the
products’ performance gains
brought by the languages re-
ported?
Memory Efficiency (Quantitative); Computation Effici-
ency (Quantitative); Scalability (Efficiency)
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Sumarização da Informação Recolhida
Tabela D.1: Lista das Linguagens encontradas
Linguagens de Domínio Específico
CineGrid Description Language + Network Description Language
Crucible
e-Science Central WFMS
Higher-order “chemical programming” language
Liszt
Mendeleev
MiniZinc
Linguagens de Propósito Geral
Bobolang
C/C++
Erlang
FastFlow
Goal Language supported by RuGPlanner
Java
OpenCL
Python/R
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Scout
Selective Embedded Just-In-Time Specialization
SkIE-CL
Swift
Linguagens de Domínio Específico embebidas em Linguagens de Propósito Geral
Pipeline Composition
Spark Streaming and Spark SQL
Weaver
D.1 Informação relativa à Questão de Investigação 2
Linguagens de Domínio Específico
Tabela D.2: Informação relativa à Questão 2 sobre as linguagens CineGrid Description
Language + Network Description Language extraída do artigo [Kon+11]
QI 2: Nature of the language
Ontology languages describing domain-specific services and network entities, for the
domain of a non-public digital media data grid, in OWL (i.e., ultimately, XML)
Purpose of the language
Formalisation of the requirements of the problem; For-
malisation of the solution; Data interpretation
Key advantages
Portability, Easiness of configuration, Visualization of
user-initiated query results
Paradigms underlying the lan-
guage
Declarative (Data access service configuration and de-
ployment structure graphs expressed in OWL/XML syn-
tax)
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Interpreters
Technologies used to create the
language tool suite
XML based technology (Jess reasoner for querying OWL
ontologies)
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Tabela D.3: Informação relativa à Questão 2 sobre a linguagem Crucible extraída do artigo
[Coe+14]
QI 2: Nature of the language
Host languages Java
Application domain Data analytics
Purpose of the language Implement the solution
Key advantages
Portability, Usability (Effectiveness/Efficiency/Satisfac-
tion)
Paradigms underlying the lan-
guage
Object-Oriented
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Interpreters, Compilers, Tool suite
Technologies used to create the
language tool suite
IBM Infosphere, Accumulo, HDFS
Execution stack requirements
to support the artifacts create
with those languages
OS (any), IO architecture (HDFS), Message Passing Mid-
dleware (IBM Infosphere)
Execution model that is being
used
Virtual Execution Environment (JVM), Distributed Mid-
dleware (IBM InfoSphere), Compiled code for CPU
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Tabela D.4: Informação relativa à Questão 2 sobre a linguagem e-Science Central WFMS
extraída do artigo [Cal+16]
QI 2: Nature of the language
Host languages
Workflow blocks can be written in Java, R, Octave and
Javascript
Application domain Cloud-based data analysis
Purpose of the language Implement the solution
Key advantages
Performance, Portability, Easiness of configuration, Or-
chestration, Usability (Effectiveness/Efficiency/Satisfac-
tion)
There is a concrete syntax for the language and the preferred representation type is
Diagrammatic
Existing tool support for the
language
Tool suite
Technologies used to create the
language tool suite
They describe porting of a genomics data processing pi-
peline from a shell-script implementation on a HPC clus-
ter, to e-Science Central based workflow on Microsoft
Azure cloud
Tabela D.5: Informação relativa à Questão 2 sobre a linguagem Higher-order “chemical
programming” language extraída do artigo [Fer+14]
QI 2: Nature of the language
Application domain
A rule-based coordination language for asynchronous,
self-organizing parallel processing of scientific work-
flows
Purpose of the language Formalisation of the solution, Implement the solution
Key advantages
Performance, Portability, Easiness of configuration, Or-
chestration, Usability (Effectiveness/Efficiency/Satisfac-
tion)
Paradigms underlying the lan-
guage
Declarative (rule-based asynchronous coordination), Hy-
brid (Atoms of the scripting language are usually written
in some sequential HPC language like C)
There is a concrete syntax for the language and the preferred representation type is
Textual
96
D.1. INFORMAÇÃO RELATIVA À QUESTÃO DE INVESTIGAÇÃO 2
Existing tool support for the
language
Interpreters, Compilers
Technologies used to create the
language tool suite
HOCL interpreter/JIT plus runtime support extensions
for parallel/distributed processing, written in Java
Execution stack requirements
to support the artifacts created
with those languages
Message Passing Middleware (Java Message Service, Ac-
tiveMQ, DAIOS WS (WSDL, SOAP)), Java, HOCL Inter-
preter
Execution model that is being
used
Distributed middleware (Java Message Service, Acti-
veMQ, DAIOS WS (WSDL, SOAP)), Compiled code for
CPU (using a JIT)
Tabela D.6: Informação relativa à Questão 2 sobre a linguagem Liszt extraída do artigo
[DeV+11]
QI 2: Nature of the language
A DSL, based on Scala, for solving partial differential equations (PDEs) on unstructured
meshes
Application domain
Constructing mesh-based partial differential equations
solvers
Purpose of the language Implement the solution
Key advantages
Portability, Easiness of configuration, Usability (Effecti-
veness/Efficiency/Satisfaction)
Paradigms underlying the lan-
guage
Functional and Object-Oriented (The Liszt programming
environment is based on Scala)
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Compilers
The language target specific hardware and GPUs or multi-core architectures
97
APÊNDICE D. SUMARIZAÇÃO DA INFORMAÇÃO RECOLHIDA
Tabela D.7: Informação relativa à Questão 2 sobre a linguagem Mendeleev extraída do
artigo [CJ17]
QI 2: Nature of the language
Application domain Data analytics
Purpose of the language
Formalisation of the requirements of the problem, Im-
plement the solution
Key advantages
Portability, Easiness of configuration, Orchestration, Usa-
bility (Effectiveness/Efficiency/Satisfaction)
Paradigms underlying the lan-
guage
Declarative (Goal-based planning of analytic applicati-
ons using an abstract model based on a semantically an-
notated type system)
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Compilers, Tool suite
Technologies used to create the
language tool suite
Compiler generators (IBM Infosphere Streams; Crucible),
Goal-based planning of analytic applications with auto-
matic code generation based on Crucible DSL
Execution stack requirements
to support the artifacts created
with those languages
IO architecture (HDFS and others), Message Passing Mid-
dleware (IBM Infosphere Streams)
Execution model that is being
used
Virtual Execution Environment (JVM), Distributed Mid-
dleware (IBM InfoSphere), Compiled code for CPU
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Tabela D.8: Informação relativa à Questão 2 sobre a linguagem MiniZinc extraída do
artigo [Cab+15]
QI 2: Nature of the language
Application domain Constraint modeling language
Purpose of the language
Formalisation of the requirements of the problem, For-
malisation of the solution, Implement the solution
Key advantages
Usability (Effectiveness/Efficiency/Satisfaction), Easier
to express constraint problems
Paradigms underlying the lan-
guage
Hybrid (The constraints are expressed with logic opera-
tors)
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language Compilers, Tool suite, IDE
Technologies used to create the
language tool suite
The compiler compiles MiniZinc to FlatZinc, a language
that is understood by a wide range of solvers
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Linguagens de Propósito Geral
Tabela D.9: Informação relativa à Questão 2 sobre a linguagem Bobolang extraída do
artigo [Fal+14]
QI 2: Nature of the language
Specification language for streaming applications
Application domain Design of streaming applications
Purpose of the language Formalisation of the solution, Data interpretation
Key advantages
Easiness of configuration, Orchestration, Usability (Effec-
tiveness/Efficiency/Satisfaction)
Paradigms underlying the lan-
guage
Declarative (it is a specification language dedicated to
designing streaming applications)
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Compilers
Technologies used to create the
language tool suite
Underlying system language (e.g. C++)
Execution model that is being
used
Compiled code for CPU (from underlying system lan-
guage)
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Tabela D.10: Informação relativa à Questão 2 sobre as linguagens C/C++ extraída dos
artigos [Bad+15; Bin+13; EK10; Lia+16; Mea+17; Obr+12; Sen+15]
QI 2: Nature of the language
Application domain Scientific Computing, Heterogeneous Computing
Purpose of the language
Formalisation of the requirements of the problem, For-
malisation of the solution, Simulation of the problem,
Simulation of the solution, Implement the solution
Key advantages
Performance, Portability, Easiness of configuration, Or-
chestration, Usability (Effectiveness/Efficiency/Satisfac-
tion)
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Interpreters, Compilers, Validators, Simulators, Tool
suite, IDE
Technologies used to create the
language tool suite
GenERTiCA source code generator
Execution stack requirements
to support the artifacts created
with those languages
Multiple OS supported
Execution model that is being
used
Virtual Execution Environment (self-managed), Distribu-
ted middleware (self-managed), Compiled code for CPU,
Compiled code for GPU
The language target GPUs or multi-core architectures
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Tabela D.11: Informação relativa à Questão 2 sobre a linguagem Erlang extraída do artigo
[Tur+16]
QI 2: Nature of the language
Application domain
Computational and memory-intensive applications
using a high number of cores (64). The use-case is urban
traffic planning
Purpose of the language Implement the solution, Data interpretation
Key advantages
Performance, Usability (Effectiveness/Efficiency/Satis-
faction)
Paradigms underlying the lan-
guage
Functional
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Interpreters, Compilers, Tool suite, IDE
Execution stack requirements
to support the artifacts created
with those languages
Message Passing Middleware (Erlang uses a message pas-
sing system to communicate between agents), Libraries
(“exometer” for global logging and “lcnt” to monitor lock
contention)
Execution model that is being
used
Virtual Execution Environment (Erlang includes a stack-
based VM)
The language target GPUs or multi-core architectures
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Tabela D.12: Informação relativa à Questão 2 sobre a linguagem FastFlow extraída dos
artigos [Ald+17; Men+17]
QI 2: Nature of the language
Host languages C++
Application domain Streaming applications
Purpose of the language Implement the solution
Key advantages
Performance, Usability (Effectiveness/Efficiency/Satis-
faction)
Paradigms underlying the lan-
guage
Functional, Object-Oriented
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Compilers
The language target GPUs or multi-core architectures
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Tabela D.13: Informação relativa à Questão 2 sobre a linguagem Goal Language (supported
by RuGPlanner) extraída do artigo [Kal+16]
QI 2: Nature of the language
A declarative language for expressing extended goals, allows for continual plan revision
to deal with sensing outputs, failures, long response times or timeouts, as well as the
activities of external agents; Many elements of the language are inspired by XSRL (XML
Service Request Language)
Purpose of the language
Formalisation of the requirements of the problem, For-
malisation of the solution, Implement the solution, Data
interpretation
Key advantages
Performance, Orchestration, Usability (Effectiveness/Ef-
ficiency/Satisfaction)
Paradigms underlying the lan-
guage
Declarative (Provides the user with expressive constructs
for stating complex goals, beyond the mere statement of
properties that should hold in the final state), Functional
(comprises a number of atomic service operations that
can serve a variety of objectives with minimal request-
specific configuration), Logic (it is based on translating
the domain and the goal into a Constraint Satisfaction
Problem)
There is a concrete syntax for the language and the preferred representation type is
Textual
Technologies used to create the
language tool suite
An extended language detached from the particularities
and interdependencies of the available services
Execution model that is being
used
Compiled code for CPU
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Tabela D.14: Informação relativa à Questão 2 sobre a linguagem Java extraída dos artigos
[Bad+15; Car+13; Mat+10; Mat+11; Mea+17]
QI 2: Nature of the language
Application domain
Grid applications to Ray tracing and Sequencing; Ma-
chine Learning; Specify policies to transform divide and
conquer sequential programs into parallel executions
Purpose of the language
Formalisation of the requirements of the problem, For-
malisation of the solution, Simulation of the solution, Im-
plement the solution, Data interpretation
Key advantages
Performance, Portability, Easiness of configuration, Or-
chestration e Usability (Effectiveness/Efficiency/Satisfac-
tion)
Paradigms underlying the lan-
guage
Object-Oriented, Hybrid (Language to schedule cons-
traint solving)
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Interpreters, Compilers
Technologies used to create the
language tool suite
XML based technology (A XML like syntax to describe
classes and methods to be scheduled)
Execution stack requirements
to support the artifacts created
with those languages
VM Supervisor (JVM on grid), OS (any), IO architecture
(Grid), Libraries (Spark, 77 Weka 3.6.0, Hadoop 0.20)
Execution model that is being
used
Virtual Execution Environment (Java Virtual Machine),
Distributed middleware (Hadoop, Spark), HPC Libraries
(Spark), Bytecode for virtual machine (JVM on Grid)
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Tabela D.15: Informação relativa à Questão 2 sobre a linguagem OpenCL extraída dos
artigos [Bin+13; Kim+15]
QI 2: Nature of the language
Application domain
CFD (any application that benefits from GPU), Big Data
processing
Purpose of the language
Formalisation of the requirements of the problem, Im-
plement the solution
Key advantages
Performance, Portability, Easiness of configuration, Or-
chestration, Usability (Effectiveness/Efficiency/Satisfac-
tion)
Paradigms underlying the lan-
guage
Object-Oriented
There is a concrete syntax for the language and the preferred representation type can be
both Textual and Diagrammatic
Existing tool support for the
language
Compilers, Tool suite
Technologies used to create the
language tool suite
GenERTiCA source code generator
Execution stack requirements
to support the artifacts created
with those languages
Multiple OS supported
Execution model that is being
used
Distributed middleware, HPC Libraries, Bytecode for vir-
tual machine, Compiled code for CPU, Compiled code
for GPU
The language target specific hardware and GPUs or multi-core architectures
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Tabela D.16: Informação relativa à Questão 2 sobre as linguagens Python/R extraída dos
artigos [Bad+15; Hin+06; Luc+15]
QI 2: Nature of the language
Application domain
High-level parallel programming language for scientific
computing, distributed applications
Purpose of the language
Formalisation of the requirements of the problem, For-
malisation of the solution, Simulation of the problem,
Simulation of the solution, Implement the solution, Data
interpretation
Key advantages
Performance, Portability, Easiness of configuration, Or-
chestration, Usability (Effectiveness/Efficiency/Satisfac-
tion)
Paradigms underlying the lan-
guage
Supports multiple programming paradigms
There is a concrete syntax for the language and the preferred representation type is both
Textual and Diagrammatic
Existing tool support for the
language
Interpreters, Compilers, Validators, Simulators, Tool
suite, IDE
Execution stack requirements
to support the artifacts created
with those languages
OS (Any), Message Passing Middleware (BSP model), Li-
braries
Execution model that is being
used
Virtual Execution Model (self-managed), Distributed
Middleware (self-managed), Compiled code for CPU
Tabela D.17: Informação relativa à Questão 2 sobre a linguagem Scout extraída do artigo
[McC+07]
QI 2: Nature of the language
Purpose of the language
Formalisation of the solution, Implement the solution,
Data interpretation
Key advantages
Portability, Easiness of configuration, Usability (Effecti-
veness/Efficiency/Satisfaction)
Paradigms underlying the lan-
guage
Object-Oriented (the base language from which Scout
extends is C*, which is object-oriented)
107
APÊNDICE D. SUMARIZAÇÃO DA INFORMAÇÃO RECOLHIDA
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Compilers
The language target specific hardware and GPUs or multi-core architectures
Tabela D.18: Informação relativa à Questão 2 sobre a linguagem Selective Embedded Just-
In-Time Specialization extraída do artigo [Lug+15]
QI 2: Nature of the language
Host languages Knowledge Discovery Toolbox (KDT)
Application domain Semantic Graphs
Purpose of the language Graph Processing (Implement the solution)
Key advantages
Performance, Easiness of configuration, Usability (Effec-
tiveness/Efficiency/Satisfaction)
Paradigms underlying the lan-
guage
Functional, Object-Oriented
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Interpreters, Compilers, Tool suite
Technologies used to create the
language tool suite
DSL frameworks (KDT), compBLAS library
Execution stack requirements
to support the artifacts created
with those languages
OS (any), Message Passing Middleware (MPI), Libraries
(compBLAS)
Execution model that is being
used
HPC Libraries (compBLAS), Compiled code for CPU
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Tabela D.19: Informação relativa à Questão 2 sobre a linguagem SkIE-CL extraída do
artigo [CV02]
QI 2: Nature of the language
SkIE-CL, the programming language of the SkIE (SkIE stands for skeleton integrated
environment) environment
Host languages C/C++, Java
Application domain Data mining
Purpose of the language Implement the solution
Key advantages
Portability, Easiness of configuration, Orchestration,
Usability (Effectiveness/Efficiency/Satisfaction), Enables
high-level parallel programming using skeletons
Paradigms underlying the lan-
guage
Skeletons are used as basic constructs of coordination
language (SkIE-CL)
There is a concrete syntax for the language and the preferred representation type is both
Textual and Diagrammatic
Existing tool support for the
language
Compilers, Tool suite and IDE
Execution stack requirements
to support the artifacts created
with those languages
OS (Multiple: Linux, Sun Solaris...), Message Passing
Middleware (MPI)
Execution model that is being
used
Compiled code for CPU
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Tabela D.20: Informação relativa à Questão 2 sobre a linguagem Swift extraída dos artigos
[Mah+16; Wil+11]
QI 2: Nature of the language
Application domain Parallel workflow/Distributed parallel scripting
Purpose of the language Implement the solution
Key advantages
Portability, Easiness of configuration, Orchestration, Usa-
bility (Effectiveness/Efficiency/Satisfaction)
Paradigms underlying the lan-
guage
Functional (application components modelled as side-
effect free functions)
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Interpreters, Tool suite
Execution stack requirements
to support the artifacts created
with those languages
OS (Linux), IO architecture (POSIX), Message Passing
Middleware (Globus)
Execution model that is being
used
Virtual Execution Environment (Cloud), Distributed
Middleware (Globus Grid middleware)
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Linguagens de Domínio Específico embebidas em Linguagens de Propósito Geral
Tabela D.21: Informação relativa à Questão 2 sobre a linguagem Pipeline Composition
(PiCo) extraída do artigo [Mis+18]
QI 2: Nature of the language
Host language C++
Application domain Big Data Analytics
Purpose of the language
Formalisation of the solution, Simulation of the solution,
Implement the solution, Data interpretation
Key advantages
Performance, Portability, Easiness of configuration, Usa-
bility (Effectiveness/Efficiency/Satisfaction)
Paradigms underlying the lan-
guage
Functional, Object-Oriented
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Compilers, Tool suite
Execution stack requirements
to support the artifacts created
with those languages
OS (PiCo application can be compiled to any target plat-
form supporting a modern C++ compiler)
The language target GPUs or multi-core architectures
Tabela D.22: Informação relativa à Questão 2 sobre as linguagens Spark Streaming e Spark
SQL extraída do artigo [Liu+15]
QI 2: Nature of the language
Host language
Spark applications can be written in Java, Scala, Python,
R
Application domain Streaming analytics
Purpose of the language Simulation of the problem, Implement the solution
Key advantages
Performance, Portability, Easiness of configuration, Or-
chestration, Usability (Effectiveness/Efficiency/Satisfac-
tion)
Paradigms underlying the lan-
guage
Functional (Scala), Object-Oriented (Scala)
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There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Compilers
Execution stack requirements
to support the artifacts created
with those languages
OS (Linux, MS Windows, macOS), IO architecture (Spark
Core), Libraries (MLlib Machine Learning Library)
Execution model that is being
used
Distributed Middleware (Hadoop Distributed File Sys-
tem (HDFS), OpenStack Swift,..)
The language target GPUs or multi-core architectures
Tabela D.23: Informação relativa à Questão 2 sobre a linguagem Weaver extraída do artigo
[Bui+11]
QI 2: Nature of the language
A DSL built on top of Python which allows researchers to construct scalable scientific
data-processing workflows
Host language Python
Application domain Scientific workflows
Purpose of the language Formalisation of the solution, Implement the solution
Key advantages
Performance, Portability, Easiness of configuration, Usa-
bility (Effectiveness/Efficiency/Satisfaction)
Paradigms underlying the lan-
guage
Functional and Object-Oriented (built on top of Python)
There is a concrete syntax for the language and the preferred representation type is
Textual
Existing tool support for the
language
Compilers, Tool suite
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D.2 Informação relativa à Questão de Investigação 3
Linguagens de Domínio Específico
Tabela D.24: Informação relativa à Questão 3 sobre as linguagens CineGrid Description
Language + Network Description Language extraída do artigo [Kon+11]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
Developers
Technical knowledge required
Tools (OWL/XML editor), Languages (SQWRL query lan-
guage for OWL ontologies), Hardware/Systems (Data
grids), Theoretical Background (XML database querying
and reasoning)
Tabela D.25: Informação relativa à Questão 3 sobre a linguagem Crucible extraída do
artigo [Coe+14]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required
Tools (XText), Languages (Java), Frameworks (IBM In-
fosphere), Hardware (CPU), Systems (Clusters), Theore-
tical Background (Communicating Sequential Processes)
Tabela D.26: Informação relativa à Questão 3 sobre a linguagem e-Science Central WFMS
extraída do artigo [Cal+16]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required
Languages (workflow), Systems (Amazon AWS, Micro-
soft Azure)
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Tabela D.27: Informação relativa à Questão 3 sobre a linguagem Higher-order “chemical
programming” language extraída do artigo [Fer+14]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required
Languages (Java, “chemical programming” in HOCL),
Theoretical Background (Rule-based programming, “che-
mical programming” for WS/workflow coordination)
Tabela D.28: Informação relativa à Questão 3 sobre a linguagem Liszt extraída do artigo
[DeV+11]
QI 3: Typical user profiles for the language
Technical knowledge required Languages (Scala)
Tabela D.29: Informação relativa à Questão 3 sobre a linguagem Mendeleev extraída do
artigo [CJ17]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required
Tools (Mendeleev DSL), Languages (RDF, IBM In-
foSphere, Accumulo), Frameworks (Crucible, IBM In-
fosphere), Hardware (CPU), Systems (Clusters), Theore-
tical Background (RDF graphs)
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Tabela D.30: Informação relativa à Questão 3 sobre a linguagem MiniZinc extraída do
artigo [Cab+15]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required Theoretical Background (Constraint modelling)
Linguagens de Propósito Geral
Tabela D.31: Informação relativa à Questão 3 sobre a linguagem Bobolang extraída do
artigo [Fal+14]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
Developers
Technical knowledge required
Theoretical Background (Domain of streaming applicati-
ons)
Tabela D.32: Informação relativa à Questão 3 sobre as linguagens C/C++ extraída dos
artigos [Bad+15; Bin+13; EK10; Lia+16; Mea+17; Obr+12; Sen+15]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users and Developers
Technical knowledge required
Languages (C/C++), Hardware (parallel and distributed
systems; Grids; Clouds)
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Tabela D.33: Informação relativa à Questão 3 sobre a linguagem Erlang extraída do artigo
[Tur+16]
QI 3: Typical user profiles for the language
Technical knowledge required
Languages (Erlang), Theoretical Background (Agent-
oriented frameworks and Evolutionary systems)
Tabela D.34: Informação relativa à Questão 3 sobre a linguagem FastFlow extraída do
artigo [Ald+17; Men+17]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required
Languages (C++), Hardware (CPU), Theoretical Back-
ground (Streaming Applications)
Tabela D.35: Informação relativa à Questão 3 sobre a linguagem Goal Language (supported
by RuGPlanner) extraída do artigo [Kal+16]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required Languages (Goal language)
Tabela D.36: Informação relativa à Questão 3 sobre a linguagem Java extraída dos artigos
[Bad+15; Car+13; Mat+10; Mat+11; Mea+17]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required Languages (Java)
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Tabela D.37: Informação relativa à Questão 3 sobre a linguagem OpenCL extraída dos
artigos [Bin+13; Kim+15]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required
Tools (detailed knowledge required for using OpenCL
for GPUs), Languages (OpenCL), Hardware (Clusters
with GPUs)
Tabela D.38: Informação relativa à Questão 3 sobre as linguagens Python/R extraída dos
artigos [Bad+15; Hin+06; Luc+15]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users and Developers
Technical knowledge required
Languages (Python/R), Hardware (parallel and distribu-
ted systems; Grids; Clouds)
Tabela D.39: Informação relativa à Questão 3 sobre a linguagem Selective Embedded Just-
In-Time Specialization extraída do artigo [Lug+15]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required
Languages (Python, C++), Libraries (KDT), Hardware
(CPU), Systems (Clusters), Theoretical Background
(Graph Algorithms)
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Tabela D.40: Informação relativa à Questão 3 sobre a linguagem SkIE-CL extraída do
artigo [CV02]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required
Tools (Visual SkIE), Languages (SkIE-CL), Theoretical
Background (Skeletons)
Tabela D.41: Informação relativa à Questão 3 sobre a linguagem Swift extraída dos artigos
[Mah+16; Wil+11]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required Languages (Swift)
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Tabela D.42: Informação relativa à Questão 3 sobre a linguagem Pipeline Composition
(PiCo) extraída do artigo [Mis+18]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required
Languages (C++), Frameworks (FastFlow), Theoretical
Background (Batch and Streaming Applications)
Tabela D.43: Informação relativa à Questão 3 sobre as linguagens Spark Streaming e Spark
SQL extraída do artigo [Liu+15]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required Frameworks (Spark)
Tabela D.44: Informação relativa à Questão 3 sobre a linguagem Weaver extraída do artigo
[Bui+11]
QI 3: Typical user profiles for the language
Role of the users of this lan-
guage
End-users
Technical knowledge required Languages (Python)
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D.3 Informação relativa à Questão de Investigação 4
Linguagens de Domínio Específico
Tabela D.45: Informação relativa à Questão 4 sobre as linguagens CineGrid Description
Language + Network Description Language extraída do artigo [Kon+11]
QI 4: Effectiveness of the language
Success of the language not evaluated
Tabela D.46: Informação relativa à Questão 4 sobre a linguagem Crucible extraída do
artigo [Coe+14]
QI 4: Effectiveness of the language
Success of the language evaluated, Explicit comparison with competing approaches, Quan-
titative comparison performed
Productivity gains brought by
the languages
Expressiveness, Easier to use - Qualitative
Products’ performance gains
brought
Evolvability/Maintainability - Qualitative
Tabela D.47: Informação relativa à Questão 4 sobre a linguagem e-Science Central WFMS
extraída do artigo [Cal+16]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed
Compared shell-script implementation on a HPC cluster with workflow on Microsoft
Azure cloud
Productivity gains brought by
the languages
Learnability, Lower cognitive overload, Easier to remem-
ber, Easier to use - Qualitative and e-Science Central ena-
bles users to design workflows for data analysis
Products’ performance gains
brought
Computation efficiency, Scalability - Quantitative; Evol-
vability/Maintainability - Qualitative
120
D.3. INFORMAÇÃO RELATIVA À QUESTÃO DE INVESTIGAÇÃO 4
Tabela D.48: Informação relativa à Questão 4 sobre a linguagem Higher-order “chemical
programming” language extraída do artigo [Fer+14]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed
Experimental comparison with two traditional-style workflow systems based on 3 HPC
test problems
Metrics Time
Productivity gains brought by
the languages
Learnability, Lower cognitive overload, Easier to remem-
ber, Expressiveness, Easier to use - Qualitative
Products’ performance gains
brought
Computation efficiency - Quantitative; Evolvability/-
Maintainability, Scalability - Qualitative
Tabela D.49: Informação relativa à Questão 4 sobre a linguagem Liszt extraída do artigo
[DeV+11]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed
The authors ported four example applications to Liszt and ran these applications on three
platforms: a GPU, a SMP and a cluster. They evaluate the MPI-based runtime on both the
cluster and the SMP since it can run on either platform
Metrics Lines of Code, Time
Products’ performance gains
brought
Computation efficiency, Scalability - Quantitative; Me-
mory Efficiency - Qualitative
Tabela D.50: Informação relativa à Questão 4 sobre a linguagem Mendeleev extraída do
artigo [CJ17]
QI 4: Effectiveness of the language
Success of the language evaluated
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Tabela D.51: Informação relativa à Questão 4 sobre a linguagem MiniZinc extraída do
artigo [Cab+15]
QI 4: Effectiveness of the language
Success of the language evaluated, Both Quantitative and Qualitative comparison perfor-
med
The paper compares base version of MiniZinc with one integrating the extensions
Metrics Lines of Code, Time
Productivity gains brought by
the languages
Expressiveness - Qualitative, Easier to use - Quantitative
Products’ performance gains
brought
Memory efficiency, Computation efficiency - Quantita-
tive
Linguagens de Propósito Geral
Tabela D.52: Informação relativa à Questão 4 sobre a linguagem Bobolang extraída do
artigo [Fal+14]
QI 4: Effectiveness of the language
Success of the language not evaluated
Tabela D.53: Informação relativa à Questão 4 sobre as linguagens C/C++ extraída dos
artigos [Bad+15; Bin+13; EK10; Lia+16; Mea+17; Obr+12; Sen+15]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed
Algorithms for task scheduling are evaluated
Metrics Time
Productivity gains brought by
the languages
Learnability - Quantitative and Lower cognitive over-
load, Easier to remember, Easier to use - Qualitative
Products’ performance gains
brought
Computation efficiency, Scalability - Quantitative and
Evolvability/Maintainability, Scalability - Qualitative
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Tabela D.54: Informação relativa à Questão 4 sobre a linguagem Erlang extraída do artigo
[Tur+16]
QI 4: Effectiveness of the language
Success of the language evaluated, Explicit comparison of the language proposal with
respect to distinct settings/context/configurations, Quantitative comparison performed
Scalability of the different techniques when increasing the number of cores
Metrics Number of agent reproductions
Tabela D.55: Informação relativa à Questão 4 sobre a linguagem FastFlow extraída do
artigo [Ald+17; Men+17]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed
The applicability of FastFlow has been illustrated by a number of studies in different ap-
plication domains including image processing, file compression and stochastic simulation
Metrics Time
Products’ performance gains
brought
Memory Efficiency, Computation Efficiency - Quantita-
tive
Tabela D.56: Informação relativa à Questão 4 sobre a linguagem Goal Language (supported
by RuGPlanner) extraída do artigo [Kal+16]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed, Explicit compa-
rison of the language proposal with respect to distinct settings/context/configurations
Two test cases. They performed a number of tests regarding the scalability of the system
with respect to a number of factors
Metrics Lines of code, Satisfaction, Time
Productivity gains brought by
the languages
Learnability, Lower cognitive overload, Easier to remem-
ber, Expressiveness, Easier to use - Qualitative
Products’ performance gains
brought
Computation efficiency, Scalability - Quantitative
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Tabela D.57: Informação relativa à Questão 4 sobre a linguagem Java extraída dos artigos
[Bad+15; Car+13; Mat+10; Mat+11; Mea+17]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed
Metrics Lines of Code, Time
Productivity gains brought by
the languages
Easier to use, Compact representation
Products’ performance gains
brought
Computation efficiency, Scalability - Quantitative
Tabela D.58: Informação relativa à Questão 4 sobre a linguagem OpenCL extraída dos
artigos [Bin+13; Kim+15]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed
Algorithms for task scheduling are evaluated
Metrics Time
Productivity gains brought by
the languages
Learnability, Lower cognitive overload, Easier to remem-
ber, Easier to use - Qualitative
Products’ performance gains
brought
Computation efficiency - Quantitative and Evolvability/-
Maintainability - Qualitative
Tabela D.59: Informação relativa à Questão 4 sobre as linguagens Python/R extraída dos
artigos [Bad+15; Hin+06; Luc+15]
QI 4: Effectiveness of the language
Success of the language evaluated, Explicit comparison with competing approaches, Quan-
titative comparison performed
Metrics Time
Productivity gains brought by
the languages
Learnability, Lower cognitive overload, Easier to remem-
ber, Easier to use - Qualitative
Products’ performance gains
brought
Computation efficiency, Scalability - Quantitative and
Scalability - Qualitative
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Tabela D.60: Informação relativa à Questão 4 sobre a linguagem Scout extraída do artigo
[McC+07]
QI 4: Effectiveness of the language
Success of the language evaluated
Productivity gains brought by
the languages
Lower cognitive overload, Easier to use - Qualitative
Tabela D.61: Informação relativa à Questão 4 sobre a linguagem Selective Embedded Just-
In-Time Specialization extraída do artigo [Lug+15]
QI 4: Effectiveness of the language
Success of the language evaluated, Explicit comparison with competing approaches and
language proposal with respect to distinct settings/context/configurations, Quantitative
comparison performed
Performance and coding complexity evaluation against direct usage of Python interface
of KDT and direct usage of KDT backend (i.e. compBLAS) on standard graph algorithms
and synthetic datasets (in-core)
Metrics Lines of Code, Satisfaction, Time
Productivity gains brought by
the languages
Learnability, Lower cognitive overload, Easier to remem-
ber, Expressiveness, Easier to use - Qualitative
Products’ performance gains
brought
Memory Efficiency, Computation Efficiency, Scalability -
Quantitative and Evolvability/Maintainability - Qualita-
tive
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Tabela D.62: Informação relativa à Questão 4 sobre a linguagem SkIE-CL extraída do
artigo [CV02]
QI 4: Effectiveness of the language
Success of the language evaluated, Explicit comparison with competing approaches and
language proposal with respect to distinct settings/context/configurations, Quantitative
comparison performed
The language is compared with MPI with respect to number of lines of code and develop-
ment time
Productivity gains brought by
the languages
Learnability, Lower cognitive overload, Easier to use -
Qualitative
Products’ performance gains
brought
Evolvability/Maintainability - Qualitative; Scalability -
Quantitative
Tabela D.63: Informação relativa à Questão 4 sobre a linguagem Swift extraída dos artigos
[Mah+16; Wil+11]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed
Metrics Time, Utilization
Productivity gains brought by
the languages
Learnability, Lower cognitive overload, Easier to remem-
ber, Expressiveness, Easier to use - Quantitative and Qua-
litative
Products’ performance gains
brought
Computation efficiency, Evolvability/Maintainability,
Scalability, Resource utilization - Quantitative and Qua-
litative
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Tabela D.64: Informação relativa à Questão 4 sobre a linguagem Pipeline Composition
(PiCo) extraída do artigo [Mis+18]
QI 4: Effectiveness of the language
Success of the language evaluated, Explicit comparison with competing approaches (They
have compared PiCo to two state-of-the-art frameworks: Spark and Flink) and language
proposal with respect to distinct settings/context/configurations, Quantitative compari-
son performed
They have compared PiCo to two state-of-the-art frameworks (Spark and Flink) execution
times in shared memory for both batch and stream applications
Metrics Time
Productivity gains brought by
the languages
Expressiveness, Easier to use - Qualitative
Products’ performance gains
brought
Memory Efficiency, Computation efficiency, Scalability -
Quantitative
Tabela D.65: Informação relativa à Questão 4 sobre as linguagens Spark Streaming e Spark
SQL extraída do artigo [Liu+15]
QI 4: Effectiveness of the language
Success of the language evaluated, Quantitative comparison performed
Presented experimental results for three datasets
Metrics Time
Products’ performance gains
brought
Computation efficiency, Scalability - Quantitative
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Tabela D.66: Informação relativa à Questão 4 sobre a linguagem Weaver extraída do artigo
[Bui+11]
QI 4: Effectiveness of the language
Success of the language evaluated, Explicit comparison with competing approaches and
language proposal with respect to distinct settings/context/configurations
They provided four applications constructed using Weaver and evaluated its effectiveness
in the context of scripting scientific workflows for distributed systems
Metrics Lines of Code, Time
Productivity gains brought by
the languages
Learnability, Easier to use - Qualitative
Products’ performance gains
brought
Computation efficiency, Scalability - Quantitative and
Evolvability/Maintainability - Qualitative
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Lista de Artigos Incluídos
No presente apêndice, é apresentada a lista de artigos que foram incluídos no EMS e
analisados, respondendo às questões de investigação identificadas.
Tabela E.1: Lista de artigos incluídos na revisão
ID da Publicação Referência da Publicação
P003 [Son+12]
P004 [Siv+17]
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Implementação de um Grafo em Java
O presente anexo trata-se da implementação de um grafo, podendo este ser direcionado
ou não direcionado, dependendo do valor da variável booleana directed. Este código foi
retirado de [Jav].
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ANEXO I. IMPLEMENTAÇÃO DE UM GRAFO EM JAVA
Figura I.1: Implementação de um grafo, na linguagem Java [Jav]
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Figura I.2: Implementação de um grafo, na linguagem Java [Jav] (Continuação)
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Figura I.3: Implementação de um grafo, na linguagem Java [Jav] (Continuação)
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