For personal information agents, user profiles have to represent user interests and preferences in order to satisfy long-term information needs. An implicit assumption in user-profiling is the existence of persistent interests which, however, might suffer some changes over time. Each time the interests of a user change, his profile becomes inaccurate and the predictive quality decreases. Adaptation of user profiles is, therefore, an essential requirement for personal agents that need to be capable of adjusting their behavior quickly in order to shorten the period of reduced predictive quality. In this paper, a user-profiling technique named WebProfiler, which learns a hierarchical representation of user interests using conceptual clustering, is augmented with an adaptation strategy based on relevance feedback and time-based forgetting in order to deal with drifting interests. We empirically evaluate the performance of this strategy by analyzing its behavior on multiple scenarios of interest drifts and shifts.
INTRODUCTION
To provide effective personalized assistance, agents depend on the knowledge they have about individual users contained in user profiles, i.e. models of user interests, preferences and habits. The accurate representation of user interests is crucial to the performance of personal agents in satisfying information needs and, consequently, also is the learning approach used to acquire profiles along with the adaptation strategy used to cope with changes in the user interests.
Multiple approaches have been considered to handle interest drifts in the context of personal agents, including the use of dual profiles consisting of a conjunction of short-term and long-term models [1] and adaptation as a consequence of genetic evolution [2] . Nevertheless, in most personal agents adaptation has been almost exclusively limited to the incorporation of new information, i.e. interests are not forgotten. Userprofiles that accurately reflect past interests, however, might perform substantially worse than profiles modeling current ones due to interest drifts [3] .
The forgetting mechanisms for recommender systems proposed in the literature, on the other hand, forget old examples based on either adaptive or fixed time windows [4, 5] or time-based forgetting functions [6, 7] , but appraise remaining experiences equally for learning user-profiles. Adapting profiles involves dealing with changes in the user interests which can be anything from slight drifts in relative priorities to a complete loss of interest in some domains and the increase of interest in other domains. User-profiling approaches need not only to track drifting user interests in order to recognize novel interests and forget old ones, but also to incorporate the knowledge about the utility of individual examples in the decision making process.
In this paper we propose and evaluate an adaptation strategy for user profiles driven by a notion of relevance for experiences, which is controlled based on feedback and time forgetting. This strategy is applied to a user-profiling technique, named WebProfiler [8] , that supports incremental learning and adaptation of profiles for agents assisting users with information-related tasks. This technique aims at acquiring comprehensible profiles that accurately capture user interestsstarting from experiences gathered through observation. This paper is structured as follows. WebProfiler is briefly introduced in Section 2. The strategy to support adaptation of user profiles based on relevance feedback and time-based THE COMPUTER JOURNAL, 2007 # The Author 2007. Published by Oxford University Press on behalf of The British Computer Society. All rights reserved.
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MINING INTERESTS BY CONCEPTUAL CLUSTERING
WebProfiler builds profiles consisting of a hierarchical organization of user interests across different levels of abstraction.
At the top level of the hierarchy the most general topics are placed, those representing broader interests, whereas lower in the hierarchy are the most specific ones, those referring to particular aspects of more general topics. Hierarchical views of user interests enhance the semantic of user profiles and also enable agents to have a temporal view of such interests. Even though interests are expected to change over time, users frequently show persistence in certain interests, sothat user profiles have to gradually converge to the part of the user needs which is predictable and consistent over time. In a hierarchical organization, interests at the top levels of the hierarchy can be seen as long-term interests, while more specific ones can be seen as shorter-term interests.
WebProfiler technique is built upon a clustering algorithm, named WebDCC (Web Document Conceptual Clustering) [9] , with structures and procedures specifically designed for userprofiling. Modeling user interests by conceptual clustering allows agents to acquire descriptions of user interests without user intervention through non-intrusive observation of user activities. In the observation process, agents capture experiences regarding user interests such as Web pages a user read or bookmarked for future reading.
WebDCC carries out incremental, unsupervised concept learning over the collected experiences. First introduced in [10] , conceptual clustering includes not only clustering, but also characterization, i.e. the formation of intentional concept descriptions for extensionally defined clusters. More formally, conceptual clustering is defined as the task of, given a sequential presentation of experiences and their associated descriptions, finding clusters that group these experiences into concepts or categories, a summary description of each concept and a hierarchical organization of them [11] . Incremental methods of conceptual clustering, like COBWEB [12] , accept a stream of objects that are assimilated one at a time, so that interests can be discovered starting from scratch.
The advantage of using an algorithm belonging to the conceptual clustering paradigm is 2-fold. First, it is an incremental approach which allows agents interacting with users over time to acquire and maintain interest hierarchies as well as to deal with unpredictable subject areas. Second, unlike most user-profiling approaches, using this algorithm agents offer a readable description of the user interests as a means of understanding user information needs and explaining agent actions.
Experiences representing user interests that agents can capture through observation, vector representations of information items (e.g. Web pages) based on the vector space model [13] , are presented to WebDCC algorithm. Hierarchies of concepts produced by this algorithm are classification trees in which internal nodes represent concepts and leaf nodes represent clusters of experiences. The root of the hierarchy corresponds to the most general concept, which comprises all the experiences the algorithm has seen, whereas inner concepts become increasingly specific as they are placed lower in the hierarchy, covering only subsets of experiences by themselves. Finally, terminal concepts are those with no child concepts but clusters.
In other words, a hierarchy consists of a number of concepts, denoted by C ¼ fc 1 , c 2 , ... , c n g, which are gradually discovered by the algorithm as new experiences become available. In order to automatically assign experiences to concepts, the algorithm associates each of them with a description given by a set of terms, c i ¼ k(t 1 , w 1 ), . . ., (t m , w m )l, weighted according to their importance in the concept summarization. The concept description is a linear classifier built based on the examples belonging to the interest category. Thus, WebDCC builds a hierarchical set of classifiers, each based onits own set of relevant features, as a combined result of a feature selection algorithm for deciding on the appropriate set of terms at each node in the tree and a supervised learning algorithm for constructing a classifier for such node. An instantiation of Rocchio classifier [14] in which the prototype of a category is the plain average of all training experiences is used for learning classifiers. Figure 1 shows an example of a hierarchical clustering solution which is possible to achieve with the clustering algorithm (concept labels were added for illustrative purposes only).
Leaves in the hierarchy correspond to clusters of experiences belonging to all ancestor concepts. This is, clusters group highly similar experiences observed by the algorithm so that a set of n i experiences or documents belonging to a concept c i and denoted by E i ¼ fe 1 , e 2 , . . ., e n i g, is organized into a collection of k clusters, U ji ¼ fu 1i , u 2i , . . ., u ki g, containing elements of E i such that u li > u pi ¼ ;, 8l = p. WebDCC integrates classification and learning by sorting each experience through the concept hierarchy and simultaneously updating it. Upon encountering a new experience, the algorithm incorporates it below the root of the existing hierarchy and then recursively compares the experience to each child concept as it descends the tree. When the experience cannot be further classified down, the algorithm considers whether to incorporate the experience into a cluster or create a new singleton cluster or category.
The incorporation of experiences to the hierarchy is followed by an evaluation of the hierarchical structure in order to determine whether new concepts can be created or some restructuring is needed. The formation of concepts is driven by the notion of conceptual cohesiveness. Highly cohesive clusters are assumed to contain similar experiences belonging to a same category, whereas clusters exhibiting low cohesiveness are assumed to contain experiences concerning to distinctive aspects of more general categories. In the last case, a concept summarizing the cluster is extracted, enabling a new partitioning of experiences and the identification of sub-categories.
Finally, re-structuring operators such as merging, splitting and promotion of concepts are applied to reduce the effect of example ordering during learning. The merge operation takes two concepts and combines them into a single one, whereas splitting takes place when a concept is no longer useful to describe experiences in a category and then it is removed. The promotion of concepts to become siblings of their parent concepts is also taken into account in order to place concepts at the appropriate hierarchical level.
HANDLING CHANGES IN USER INTERESTS
WebProfiler tries to capture user interests and represent them into a conceptual hierarchy using the previously described clustering algorithm obtaining both a fine-grained and readable description of interests. However, the interaction with users may extend over long periods of time, during which interests cannot be assumed to remain constant.
Interests may undergo significant changes over their lifetime, some novel interests can emerge and some other interests can vanish. If documents about novel relevant topics are erroneously withheld from users, they might miss essential information. Conversely, if no longer interesting topics remain in the profile, not only agents might present uninteresting information to users but also profiles might lose precision. A user-profiling technique needs to be able to adapt profiles by acquiring novel interests and forgetting old ones.
Learning and adapting user profiles through relevance feedback has two advantages. First, users are only required to interact with the information items themselves (e.g. a Web page) and not with the user profiles (e.g. a set of rules). Then, being provided with appropriate interfaces, users have no difficulty in expressing their personal relevance judgments about items [15] . Second, the required relevance feedback about information items may be gathered automatically and unobtrusively by implicit feedback.
Personal agents gathering information about user interests exclusively from relevance feedback are, however, inherently limited in their ability to adapt user profiles to interest changes. These agents need to incrementally gather evidence before they can adapt the profiles, since they have no direct means to recognize an interest change. Until detecting this, agent predictions refer to the user past interests and their quality is not optimal. Interest changes can be characterized as gradual or abrupt, referred to as interest drifts and interest shifts, respectively. Interest changes in information domains usually take place gradually so that the relative error caused by the learning delay is small. In contrast, abrupt interest changes cause much larger error in the same period of time.
In order to cope with drifting interests, WebProfiler introduces the notion of relevance for experiences, which is directly connected to their aptitude to generate successful recommendations. From this follows that irrelevant experiences, those experiences that are not expected to provide good recommendations, can be forgotten. In addition to providing a means to remove irrelevant experiences, the relevance of experiences serve to establish the level of confidence in recommendations. This relevance evolves over time according to the following two factors:
Relevance feedback provided by users. For those agents designed to capture positive and/or negative feedback in either explicit or implicit manner, the adaptation of profiles is guided by the user judgments to the agent recommendations. Experiences that have lead the agent to make successful recommendations, which received positive feedback, are rewarded by increasing their relevance. Inversely, experiences that have led the agent to make failed recommendations, which obtained negative feedback, are penalized by reducing their relevance. The effect of feedback in both cases is directly proportional to its strength. Thus, a strong negative feedback causes a strong reduction in the relevance of the corresponding experiences, shortening their chances of being used in further recommendations. In contrast, a strong positive feedback confirms the interest in the applied experiences and increases their likelihood of being selected in subsequent recommendations.
Time-based forgetting. This is a process that emulates the human process of natural forgetting and is based on the assumption that the latest experiences should be the most important ones for representing the user current interests. Then, the importance of an experience in the profile decreases as the time goes by. In contrast to feedback, time-based forgetting is a constant but slow process that ensures the remotion of those experiences whose knowledge is not longer valid to make assumptions about the user interests.
The combination of both mechanisms helps agents to reach a fast adaptation of user profiles. If both positive and negative WebProfiler deals with the interestingness of individual experiences by maintaining an indication of their relevance in representing the user information needs. In this aspect, the proposed technique diverges from most user-profiling approaches based on machine learning algorithms. Agents such as Syskill&Webert [16] or NewsDude [1] treat training instances equivalently. Likewise, forgetting mechanisms for recommender systems proposed in the literature forget old experiences based on either adaptive or fixed time windows or time-based forgetting functions, but consider remaining experiences equally important during learning.
The relevance attribute of experiences is used as a mechanism for both gaining confidence in experiences for recommendation as well as forgetting experiences. In a user profile, each experience e i is attached with a relevance value denoted rel i . That is, the user profile consists of pairs ke i , rel i l, where e i is the user experience encoding mainly the item the user found interesting, and rel i represents the evidence about the user interest in that experience, confined to the [0,1] interval.
Initially, rel i is calculated as a function of the relevance an agent was able to perceive about the experience, regardless the mechanisms implemented to obtain feedback. In an explicit feedback scenario, an initial value for the relevance attribute might refer to a normalized ranking a user gives to a Web page in a quantitative scale, while in an implicit feedback context it might refer to an estimation of the user interest in the Web page an agent calculated based on heuristics.
Based on the average relevance of their experiences, the relevance of categories can be calculated as follows:
where rel(c i ) indicates the popularity of user interests while concepts describe their content. A category popularity increases when the user shows interest in experiences already classified in the category or new experiences related to the category are added to the profile, and diminishes when the user either provides negative feedback about recommended items in the category or does not show further interest in it (e.g. the user stops reading Web pages about politics).
The lifespan of experiences is controlled by their relevance, which combines the importance of the experience according to its age and the received feedback. If the relevance of an experience drops below a certain value, the agent loses confidence in the ability of that experience to both represent a relevant category and predict the interest of new information items. Therefore, the experience is removed since it is likely to degrade the effectiveness of the overall profile.
In WebProfiler, popularity is a function of the relevance of individual experiences which have no incidence over the lifespan of categories. Instead of being considered at category level, events such as feedback or time update the relevance of individual experiences only. Hence, non-representative experiences in a category are prevented from reducing the relevance of more representative and useful ones.
Relevance-based recommendation
In WebProfiler, a user profile consists of a set of previous user reading experiences, explicitly or implicitly obtained by agents, organized in a conceptual hierarchy. To evaluate whether a new page should be recommended to the user, agents search the profile for similar experiences assuming that the user interest in a new item will be close to the interest in similar items read in the past.
The comparison between experiences and items to be recommended is performed across a number of dimensions that describe them. A similarity function sim i needs to be defined for each of these dimensions, of which the most important one is the one that measures the similarity between the item contents, evaluated using the cosine similarity. Further dimensions can be given by the application domain.
The global similarity between an item to be recommended r j and a retrieved experience e i is calculated using a numerical evaluation function that combines the matching of each dimension with the importance assigned to that dimension as 
where n is the number of dimensions, w d is the importance of the dimension d, sim d is the similarity function for this dimension and f d e i
, f d r j are the values for the feature f d in the experience e i and the item r j .
In order to make a recommendation, the agent retrieves similar experiences in the user profile to obtain a set of the best matching past experiences. Hierarchical categories in the profile bias the search toward the most relevant experiences. The n best experiences which exceed a minimum similarity threshold are selected to determine the convenience of making a recommendation. By imposing the minimum similarity restriction, the algorithm prevents dissimilar experiences from influencing a recommendation.
To assess a confidence value in recommending an item, denoted by r i , the global similarity of each retrieved experience e k with the item to be recommended r i and the experience relevance are aggregated as follows:
where n is the number of similar experiences retrieved, rel k is the relevance of the experience e k and w k is the contribution of each experience according to its similarity. This method to estimate the confidence in a recommendation is based on the well-known distance-weighted nearest-neighbor algorithm [18] , in which each experience has a weight w k according to the inverse square of its distance from r i , i.e.
where S(e k , r i ) is the similarity between the item to be recommended r i and the experience e k . Thus, the more similar and relevant items are the more important for assessing the confidence in a recommendation.
Finally, if the confidence value of recommending r j is greater than a certain confidence threshold Q, the item is recommended to the user. Items with confidence value below this threshold are considered not interesting enough to be presented to users. A high value of Q will lead agents to provide a few, very relevant recommendations, while a low value will lead agents to provide a lot of possibly uninteresting recommendations. This threshold has a strong relation to the kind of assistance users pursue from their agents and, consequently, it is considered a customizable parameter of the userprofiling technique that can be adjusted by users during their interaction with agents.
Relevance-based forgetting
In WebProfiler, the changes in the relevance of experiences are controlled by the bipolar sigmoid function in Equation (5):
The sigmoid function constraints the relevance values in the range of [21, 1] and captures the reluctance of user interests to change in the long run. It has been used for updating the weights of long-term descriptors of user interests in [19] . For experiments in this section we consider b ¼ 2 so that an experience with the maximum level of perceived interest (¼1) is added to the profile with a reasonably high relevance (0.76), taking into account the uncertainty of making inferences over the interest of the user in a certain information item.
An initial value of relevance is acquired according to the interest a user has shown in the item, i.e.
where the perceived interest in e i is in the range [0,1], since those experiences with less interest are not included in the profile, and it is the result of either asking for explicit feedback or estimating implicit feedback. Provided with an initial value, the relevance of an experience keeps track of the patterns of the received feedback and the course of time. Given a feedback f k in the range [21, 1] that corresponds to a recommendation r k made based on a set of experiences E ¼ fe 1 , e 2 , . . . , e m g, the relevance of each of these experiences is updated according to
where f(x) is the bipolar sigmoid function in Equation (5) and w i the weight of experience e e in the confidence calculation from Equation (4) . Experiences are rewarded if their use results in successful recommendations and penalized otherwise. In both actions, the reward or penalization depends on the contribution of each experience in the recommendation, which was in turn a consequence of the similarity between the experience and the recommended item. Thus, positive and negative feedback is magnified, so that less similar experiences to the recommended item are less affected by feedback than more similar ones.
In order to emulate the natural forgetting process of users' losing interest in some topics, the relevance of experiences also varies according to time. Particularly, an experience relevance decreases by a constant value each time a new experience is acquired. Thus, if users only interact with their agents sporadically, experiences are not rapidly forgotten. Each time a new experience is added to the profile the relevance of INTEREST DRIFTS IN USER PROFILING Page 5 of 18 previous experiences is decreased as follows:
From this equation, it is clear that the relevance of experiences starts to decline with time until being completely forgotten. The process of forgetting can only be reverted because of positive feedback, but it is resumed from the point where the new relevance laid after the increase caused by the received feedback. Experiences which are no longer relevant, either because they went out of use or because recommendations starting from them received too much negative feedback, are removed from the user profile.
In contrast to machine learning algorithms in which it is presumed that more experiences cover a wider range of situations improving the accuracy of the model, in user-profiling, when a critical number of experiences is reached the performance of agents does not improve but often gets worse as a consequence of interest drifts. Useless experiences that contribute to increase the size of a profile and, possibly, decrease its performance are then removed based on their negative relevance.
Each time an experience is forgotten from the profile, the conceptual hierarchy describing the user interests also requires adaptation. First, the experience is subtracted from the centroid vector describing the cluster it belongs to. Second, the description of all concepts defined in the path from the leaf category the experience belongs to until the hierarchy root are also updated to guarantee that each category summarizes all instances below it. Classifiers are extracted from the centroid vectors of categories after feature selection; then updating classifiers to forget an experience involves to update the corresponding term weights to subtract the experience. Third, if the experience being removed is the last one in a given category, the concept describing the category is also removed from the profile.
EMPIRICAL EVALUATION
Experiments described in this section aim at investigating how learning from feedback and time forgetting can influence both the generation of explicit user profiles and the predictive accuracy in recommendation; at the same time as they deal with changing interests.
Evaluation of personal agents and personalization systems in general is a difficult issue since it involves purely subjective assessments. Most datasets are assembled to evaluate learning algorithms and, consequently, do not provide relevance judgment of users about documents. Syskill&Webert Web Page Ratings 1 is a suitable dataset for evaluating learning from relevance feedback, since it contains the rating of a single user about the interestingness of individual pages.
Syskill&Webert Web pages belong to four categories: Bands, Goats, Sheep and BioMedical. In addition to the topical classification, a single user manually rated each page in a 3-point scale: hot or very interesting (93 pages), medium or quite interesting (11 pages) and cold or not interesting at all (223 pages). From the original collection we removed empty pages, those corresponding to Not Found pages and those which have not assigned rating, leading to a total of 327 pages.
User ratings provide a means to evaluate the performance of agents in predicting the interest of Web pages. For these experiments we used the user-profiling technique WebProfiler, as was specified in Section 2 and implemented in a personal Web search agent named PersonalSearcher [20] . We carried out a number of experiments to evaluate precision, recall and accuracy of recommendations based on the assigned ratings. From the user point of view, precision measures the proportion of relevant documents out of those recommended by the agent while recall is the proportion of relevant documents that were recommended. In turn, accuracy is defined as the number of correct decisions divided by the total number of decisions made.
The experimental procedure simulates a user interacting with an agent and obtaining recommendations. For each simulation the dataset was divided into a training set used to learn the profiles and a testing set used to evaluate the results of recommendation. All experiments start with an empty profile which is incrementally updated according to the following steps:
(i) Add a page from the training set to the user profile with an initial perceived interest equal to its rating. (ii) For each page to be recommended in the testing set, denoted by r i , locate the most similar experiences in the profile E ¼ fe 1 , e 2 , . . . , e m g. (iii) Calculate the confidence conf(r i ) for each r i in order to determine whether it should be recommended based on E. For all experiments, ratings of Web pages in the collection were mapped to numerical values in order to update the relevance of experiences. Then, the feedback f i of an experience e i is, according to its rating;
if the page rating is hot 0:5 if the page rating is medium À1 if the page rating is cold
Using this procedure, in each run we created the profile for a user interested in the four topics of the collection. These profiles capture the interests of the user in hierarchies having the four concepts and, possibly, some sub-concepts.
Experimental results of incorporating feedback information to the recommendation process are described in Section 4.1. Further parameters involved in recommendation are evaluated in Section 4.2. The degree of adaptation of profiles to drifting interests based on feedback is analyzed in Section 4.3, and the time-forgetting mechanism is evaluated in Section 4.4.
Evaluation of feedback learning
Inclusion of relevance feedback is expected to improve agents predictive accuracy, provided that user judgments are taken into account during learning. In order to attain a quantitative measure of this improvement in WebProfiler, we compared the change in predictive accuracy considering feedback for updating the relevance of experiences during profile learning.
From the 104 pages rated as hot or medium in the Syskill& Webert collection, 70% (72 pages) were used to incrementally build a user profile. Initial relevance values for hot and medium pages were calculated using Equation (6) with a perceived interest and subsequent explicit feedback equal to their rating. The remaining 30% of pages rated as hot or medium not used in profile construction and all pages rated as cold were used to test the performance of the profile in predicting the relevance of Web pages. Figure 2 depicts the effect of relevance feedback over several characteristics of the resultant profiles. The direct consequence of feedback learning is the reduction of the profile size in terms of number of experiences, which is caused by the remotion of irrelevant experiences. If no feedback is learned, the profile size grows in parallel to the number of training examples. Figure 2a shows this situation. Figure 2b depicts the relation between recommendations and number of experiences in the profile. At its best, the profile should produce 32 recommendations corresponding to the pages in the testing set rated as hot or medium. However, if no feedback is learned, the recommended pages largely exceed this number so that accuracy is degraded (see Fig. 3a ). In contrast, the reduced number of experiences in the profile size causes the number of recommendations to be below the optimal number when feedback is learned. Figure 2c depicts the variation in the average relevance of experiences according to the number of training examples. If 
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no feedback is learned, the average relevance only falls as a result of incorporating experiences with medium rating. In contrast, positive and negative feedbacks cause a significant reduction in the average relevance of experiences, which fluctuates depending on the pattern of feedbacks. Particularly, the magnitude of this reduction accounts for the proportion of cold experiences in the testing set in which negative feedbacks is more frequent than positive one. Figure 3 shows the consequences of feedback over the recommendation algorithm across multiple performance measures. Far from enhancing accuracy, the accumulation of experiences in the profile causes an increase of recall, but a drastic decrease of accuracy. Figure 3a and b shows the behavior of these measures; in both cases the results can be explained by the change in the number of experiences and their average relevance. More experiences lead the algorithm to recommend more pages when no feedback is learned. Hence, recall is improved regarding the feedback scenario since more hot and medium pages are recommended, but accuracy decays since also more cold pages are included in the list of recommendations.
Since cold is the majority class in the testing set, the accuracy in the no-feedback scenario is even worse than the accuracy of the trivial rejector which classifies every example in the negative class. Figure 3a shows that in the case of learning from feedback the accuracy is constantly above the trivial rejector so that the profile learns to recognize some positive examples besides to reject negative ones.
In the context of information agents, the recommendation of uninteresting pages is particularly serious since the main goal of agents is helping users with information overload. If agents provide irrelevant information, users will not apprehend their benefits and can stop using them after some time. Rather than high recall, high precision is expected from these agents. More successful recommendations are achieved based on feedback, as shown in Fig. 3c , whereas poor recommendations are repeatedly obtained otherwise.
From the evaluation of these multiple criteria, the advantage of the feedback scenario over the no-feedback one is clear. In spite of the subjective judgments about the relevance of pages involved, which implies more than learning the topics of Web pages (i.e. classify pages into BioMedical, Bands, Goats and Sheep), profiles reach good level of accuracy in recommendation. In a real scenario, accuracy is expected to be even higher since those recommendations receiving positive feedback are immediately incorporated to user profiles.
For these experiments a single experience n ¼ 1 was selected to evaluate the confidence in recommendations, and the confidence threshold was set to Q ¼ 0.6. The impact of these recommendation parameters in profiling and recommendation is further analyzed in the following subsection.
Evaluation of the recommendation approach
For evaluating the confidence in a single recommendation, a total of n best experiences exceeding a minimum similarity threshold are selected from the user profile. If n ¼ 1, the recommendation is made based on the relevance of the most similar past experience, which can be sensitive to noise. For example, an agent gathering experiences through implicit feedback is prone to include some uninteresting experiences in the profile which may lead to some irrelevant recommendations before being forgotten. If n . 1 the recommendation process is less sensitive to noise, since noisy experiences are outnumbered by more representative ones. Table 1 summarizes the impact of the number of selected experiences on recommendation. For each performance measure, this table shows the average results across different values of n and the best scores are in italics. Both precision and recall improve as more experiences are considered in confidence calculation; thereby improving the F-measure. It can also be observed in this table that neither an improvement nor a significant change in the performance measures is reached after a value of n ! 4 in these experiments. Experiences have to exceed a global similarity threshold in order to be selected for confidence calculation; then some recommendations are made based on fewer than n experiences. The last column of Table 1 summarizes the average of experiences effectively used in recommendation. Even when more experiences can be selected as n grows, the increase in the average of used experiences is small, explaining why the scores for the performance measures become stable.
An additional parameter related to recommendation is the confidence threshold Q, which implies a trade-off between precision and recall. High confidence recommendations lead to high precision, causing a reduction in recall. Herlocker et al. [21] argue that high confidence recommendations might be obvious and of low utility for users, but they can help to build trust in agents. Low confidence recommendations, on the other hand, increase recall whereas reduce precision. This kind of recommendations has higher variability of error, but possibly higher novelty. Therefore, the value of the confidence threshold depends on the assistance users expect from their agents; users can modify this parameter during the interaction with agents. Figure 4 shows the precision and recall curves as the confidence threshold is varied. Each value averages the scores for different profile sizes during learning. For high values of the confidence threshold, agents will be able to provide fewer recommendations, but achieve higher precision. Most changes in precision and recall are given in the interval 0.4 Q 0.8, where precision starts to increase and recall starts to fall.
For Q ! 0.8 no recommendation is made, so that recall drops to zero whereas precision is optimal. Based on these results, the value Q ¼ 0.6 was used for further experiments.
Evaluation of adaptation based on relevance feedback
For testing the adaptation of user profiles to drifting interests, we simulate interest drift scenarios using the Web pages and categories of the Syskill&Webert collection. For these experiments, Web pages belonging to the Syskill&Webert collection were randomly split into 10 batches of similar size, in which pages of each category were distributed as equally as possible. Table 2 summarizes the partition of the 72 pages rated as hot and medium in the 10 batches. Hence, several simulated user feedback behaviors were specified over each batch in order to configure the different scenarios. Table 3 
Scenario I
In the first scenario, a gradual change of user interests is simulated by inverting the relevance of Bands and BioMedical categories. Initially, pages about Bands were considered relevant whereas all other pages were considered irrelevant. This situation changes slowly from Batch 4 to Batch 6; in this interval pages of BioMedical starts to be relevant and all other pages irrelevant, remaining in this form until the final batch. Figure 5 shows the variation in accuracy as batches were processed. After Batch 3, accuracy falls because pages about BioMedical start to be interesting, but they are not yet recommended. As experiences of Batch 4 are included in the profile, accuracy starts to recover slowly. However, a second change in user interests occurs in Batch 5 causing a second fall in accuracy. In this case, pages about Bands start to receive negative feedback, but the category is still relevant in the profile and then pages about Bands are recommended. 21  21  21  21  21  21  21  21  21  21  Sheep  21  21  21  21  21  21  21  21  21 Page 10 of 18 D. GODOY AND A. AMANDI In order to illustrate the effect of relevance feedback in adapting the user profile, Fig. 6a and b compare the evolution of accuracy for Bands and BioMedical categories individually with and without feedback learning. In Bands category, accuracy recovers from the interest drift very quickly, reaching the perfect accuracy even before the last batch. Indeed, pages about Bands are no longer recommended in Batch 10. In contrast, the accuracy of Bands category when no feedback is learned remains stable after falling in Batch 5. No further experiences belonging to this category are included in the profile, but the accumulated experiences are not forgotten either and pages about Bands continue being erroneously recommended.
Experiences in the BioMedical category start to be learned and produce recommendations in Batch 4. Before that batch the accuracy is optimal because no page about this subject is recommended and it is not interesting to the user. Learning from positive feedback causes a faster increase in the relevance of this category and then a more significant improvement in accuracy, mostly in the last batches, than in the no-feedback case.
Scenario II
In the second scenario, user interests in BioMedical and Bands shift abruptly in Batch 5 to Goats and Sheep. This scenario simulate user interests that, possibly because of external circumstances, suffer a sudden change. BioMedical and Bands categories become completely uninteresting, whereas Goats and Sheep categories are both novel and very relevant interests. Figure 7 shows the behavior of the global accuracy in this scenario. From its break-down after the interest shifts in Batch 5, the predictive accuracy of recommendations shows a steady recovery. Nevertheless, more batches are still needed to reach the levels of accuracy prior to the shifts of user interests. Figure 8a -d depicts the accuracy of the individual categories. For Bands and BioMedical categories, the influence of feedback is essential to recover accuracy. If no feedback is provided, accuracy remains unchanged over time, causing a detriment in performance of the user profiles in the long run. For Goats and Sheep categories, on the other hand, the 
Scenario III
The third scenario presents the same drift in relevant categories as the second scenario, but in a still more gradual form. A slight interest in Bands and BioMedical categories can be inferred from the weak positive feedback in the first three batches. From Batch 4 to Batch 6, neither positive nor negative feedback is received. Then, Bands and BioMedical categories start receiving weak negative feedback in Batch 7, whereas Goats and Sheep receive weak positive feedback in the same period. Figure 9 shows the changes in accuracy due to these interest drifts. Predictive accuracy falls in Batch 3 because both Goats and Sheep pages start to be interesting. Although the relevance is equal to zero, pages in these categories are not completely uninteresting and should be recommended to users. In Batch 6 Bands and BioMedical pages are not longer interesting; then a second drift takes place. In both situations of interest drifts, accuracy recovers to reach even better scores than before the drifts.
In spite of being the same drift as the one in Scenario II, the relative error caused by the abrupt changes in the previous scenario is notably larger than the error caused by the Fig. 10a -d . As in the previous scenario, the influence of feedback in Goats and Sheep categories is imperceptible since the amount of positive feedback received is still small to cause a significant change in their relevance. Nonetheless, feedback is essential in Bands and BioMedical categories to restore accuracy.
Scenario IV
Agents learning exclusively from feedback do not inherently provide support for handling repetitive interest changes. The fact that a user reads no articles about a certain topic for a period of time might be caused by either a permanent change in interests or only a temporary one. This distinction between permanent and temporary changes cannot be made by agents observing the user information intake behavior since only users themselves have this information.
In order to evaluate the behavior of user profiles in the presence of temporal changes, Scenario IV presents a temporary change in two categories. In this case, Bands and BioMedical categories become irrelevant in Batch 4, to regain interest in Batch 7. Figure 11a depicts the accuracy of recommendations in the Bands category. It has a drastic fall in the interval from Batch 4 to Batch 7, but it recovers after Batch 7.
Likewise, the accuracy of the BioMedical category, which is shown in Fig. 11b , suffers a reduction in Batch 4. However, negative feedback allows to improve the performance from Batch 4 to Batch 8 since the category starts to be less relevant in the profile and generate less recommendations. Bands category does not show this improvement in accuracy because pages in the testing set belonging to this category are fewer, thereby it receives less feedback. Figure 12 depicts the global variation in accuracy caused by the changing interests. From this scenario, it is possible to conclude that the adaptation to a temporary change depends on the amplitude of the interval in which it is considered uninteresting and the feedback received in that period. Indeed, the adaptation of the profile to the change in the relevance of Bands category was more effective than the adaptation to the change in the BioMedical category.
Evaluation of adaptation based on time forgetting
In the previous experiments, the relevance of experiences was modified exclusively as a consequence of positive and negative feedback by assigning the l parameter to 0 in Equation (8) . However, adding the time dimension to the forgetting mechanism is expected to accelerate the adaptation to drifting interests. The relevance of all experiences decreases each time a new experience is included into the profile according to the setting of l parameter. Forgetting according to time is a slow but constant process that enables agents to forget those experiences which are inactive for long periods. A value of l ¼ 0 means that no change in the relevance of experiences takes place since no movement is given over the abscissa of the sigmoid function. In contrast, a value of l . 0 leads to some decrease in the relevance of the whole set of experiences.
The result of adding time in the forgetting mechanism is that more recent observation becomes more representative of the user current interests. However, experiences providing successful recommendations are not forgotten since positive feedback has a stronger effect than time over their relevance. The sigmoid function captures the reluctance of user interests to change and, therefore, an experience having a high relevance value only loses its relevance after the addition of numerous experiences in the profile. In conjunction with negative feedback, the time factor causes the fast forgetting of no-longer interesting experiences. Figure 13 shows the variation in accuracy in the four scenarios when the relevance of experiences is updated according to time. Tested values of l in these experiments were l ¼ 0, the original relevance is preserved; l ¼ 0.05, a considerable reduction in relevance is applied to experiences; and l ¼ 0.10, a larger reduction is applied to experiences. High values (with l ¼ 0.10 an experience with relevance 1 is removed after adding 10 experiences if it does not receive positive feedback) were selected because the number of experiences for learning in these experiences is quite small, then small values of l will show no effect in learning. However, forgetting is a slow process in which more moderate values of l should be used.
In all cases the use of the gradual forgetting function results in an improvement of the average predictive accuracy. Particularly, faster recovery is noticeable in the intervals in which a given previously relevant category is no further interesting to the user. In these intervals, prediction becomes higher until the same effect is reached through negative feedback. For example, between Batches 6 and 8 in Fig. 13a the profile is being adapted to forget the user interest in Bands. The timeforgetting mechanisms accelerate this process, but in Batch 8 the accuracy is restored as a consequence of the strong impact of a negative feedback.
In order to demonstrate the consequence of time in the forgetting of no-longer interesting topics, Fig. 14 shows some examples of how accuracy is reestablished after one or more categories lose relevance in the stated scenarios. depicts the changes in accuracy for the Bands category in Scenario I. In Batch 5 pages about this subject start receiving negative feedback, but also experiences start to be removed due to the course of time. Then, l ¼ 0.10 restores the performance in prediction faster than l ¼ 0.05. Figure 14b depicts the same process for the BioMedical category in Scenario II. The forgetting of experiences can be the only mechanism some agents will be able to use in adapting profiles, since many agents do not consider negative feedback, but only positive one. Indeed, it has been stated that inferring negative feedback is difficult and is prone to misinterpretations [22] . Likewise, in some situations agents received only a few relevance judgments, as users tend to be unwilling to provide them [23] . In this case, user interests which do not receive further positive feedback remain in the user profile until being slowly forgotten because of time.
RELATED WORKS
An implicit assumption in user-profiling is the existence of longterm information needs, which are also likely to change over time [24] . Adaptation of user profiles is, therefore, an essential requirement for information agents that need to be capable of adjusting their behavior to changes in user interests quickly.
Early systems, such as Sift Netnews [25] , delegate user profile adaption to users, asking them to manually modify their profiles to include or exclude interests. From a genetic algorithm point of view, profile adaption is tied to the evolution of a population of solutions as in Amalthaea [2] . New solutions representing user interests are produced by genetic operators like crossover and mutation, while those solutions that receive negative feedback become unfit and tend to be eliminated. Even though evolution is a more realistic approach to adapt profiles than expecting usersto modify them manually, it can take a population several generations to meet the user interests again after a change due to the random nature of genetic algorithms.
Imitating the gradual process of natural forgetting, several forgetting mechanisms have been proposed in the literature to adapt user profiles. A simple approach is to consider a time-window of fixed or adaptive size and learn the description of the user interests from only the latest observations. Calendar APprentice (CAP) [4] , an agent that learns scheduling preferences, uses this approach. It was empirically found that 180 examples work well in this agent for the domain and learning method applied. An improvement over the fixed size is the proposal of adaptive window sizes based on the predictive performance of a classifier and the properties of its hypothesis [5] or changes in term distributions [26] . Regardless of the method used to establish the size of windows, examples are either abruptly forgotten or considered equally important for the learning algorithm. A better approximation to gradual forgetting can be achieved by defining a function which assigns weights to examples according to their appearance over time. In [7] a linear function achieves this goal in a content-based recommender component of ELectronic Funding Information (ELFI), a Web system that provides information about research funding. Other approaches retain specially selected, representative examples from the past experiences [27] or useful examples [28] . In the same line, WebProfiler combines both time forgetting and user feedback in a notion of relevance which is in turn applied to forget experiences and to value remaining experiences during recommendation.
The idea of using a dual user profile to model separately longterm and short-term interests has also been explored in information agents. NewsDude proposes a hybrid user-profiling approach based on a k-NN algorithm to build a short-term model and a naive Bayes classifier to build a long-term model of user interests. The short-term model is built starting from recent observations to keep track of the highly dynamic interests of users in daily news stories. NewsDude takes advantageof k-NN, which can be fairly accurate to recommend news stories that follow up the stories the user has previously read with a few examples, if the new examples are very similar to the training ones. In those cases in which k-NN is not confident enough to make a prediction, the prediction task is delegated to the longterm model. Other approach to learn separately long-term and short-term interests, is the one proposed in [19] , in which each user interest category is described by three vectors. Two of them hold positive and negative short-term descriptions of the category and the third one a long-term description. This kind of dual models attempt to provide agents with the capability of rapidly adapting user profiles to changes in user interests, without sacrificing the potential benefits of data collection over longer periods [3] . Instead of dividing user profiles in longterm and short-term models, WebProfiler unifies these views in a hierarchical organization in which long-term interests are placed higher in the hierarchy, whereas short-term interests are placed at the leaves of the hierarchy so that they can be easily forgotten as they change over time.
CONCLUSIONS
In this paper, we proposed a relevance-based mechanism to adapt profiles to changes in user interests according to the feedback received from users as well as the course of time. Forgetting and recommendation mechanisms based on relevance, which takes into account whether experiences had led to successful or failed recommendations and the validity of the user interests, have been presented and empirically evaluated in different scenarios of interest drifts and shifts.
Experimental results proved that the relevance-based recommendation approach drastically improves predictive accuracy. By simulating the behavior of users in several scenarios of interest drifts (i.e. gradual interest changes), it was shown that the adaptation strategy is capable of updating user profiles to recognize novel interests and forget old ones. Although recovering after interest shifts (i.e. abrupt interest changes) requires more examples than after gradual changes, it was shown that user profiles were able to gradually recover the predictive accuracy after a change.
In the proposed adaptation approach, reiterative changes of big amplitude are likely to be forgotten because of the time factor, so that they have to be learned as novel interests after some time. However, some of these changes can be predicted if they follow some temporal pattern, e.g. interest changes following the time of the year or season. As a future work, we will improve the strategy to consider repetitive interest changes by extracting temporal contexts regarding individual interests and informingthem to the forgetting mechanism. Finally, the relevance-based adaptation strategy was integrated in the definition of WebProfiler technique, which includes the specification of the content and structure of user profiles, the algorithms to learn and update the different components of profiles and the algorithms for recommendation based on the available knowledge. Experimentation regarding adaptation demonstrated that relevance-based recommendation and forgetting improves the ability of the profiling technique to adapt the user profiles to both gradual and abrupt changes in user interests.
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