Abstract. A graded poset structure is de ned for the sets of LittlewoodRichardson (LR) tableaux that count the multiplicity of an irreducible gl(n)-module in the tensor product of irreducible gl(n)-modules corresponding to rectangular partitions. This poset generalizes the cyclage poset on columnstrict tableaux de ned by Lascoux and Sch utzenberger, and its grading function generalizes the charge statistic. It is shown that the polynomials obtained by enumerating LR tableaux by shape and the generalized charge, are none other than the Poincar e polynomials of isotypic components of the certain modules supported in the closure of a nilpotent conjugacy class. In particular explicit tableau formulas are obtained for the special cases of these Poincar e polynomials given by Kostka-Foulkes polynomials, the coe cient polynomials of two-column Macdonald-Kostka polynomials, and the Poincar e polynomials of isotypic components of coordinate rings of closures of conjugacy classes of nilpotent matrices. These q-analogues conjecturally coincide with q-analogues of the number of certain sets of rigged con gurationsand the q-analogues of LR coe cients de ned by the spin-weight generating functions of ribbon tableaux of Lascoux, Leclerc, and Thibon.
Introduction
In a series of papers 8] 11] 12] Lascoux and Sch utzenberger developed the deep theory of the cyclage poset on column-strict tableaux, to give combinatorial explanations of properties of the Kostka-Foulkes polynomials, which are q-analogues of weight multiplicities in type A. In particular they assign to each tableau a nonnegative integer called the charge and show that the Kostka-Foulkes polynomials are the q-enumeration of column-strict tableaux by the charge 1] 11].
These polynomials occur as instances of Poincar e polynomials K ;R (q) of isotypic components of coordinate rings of closures of nilpotent conjugacy classes of matrices twisted by line bundles. The polynomials K ;R (q) are q-analogues of the tensor product multiplicities given by Littlewood-Richardson coe cients of the form c R = hs ; s R1 s R2 s Rt i (1.1) where s is the Schur polynomial and R = (R 1 ; R 2 ; : : :; R t ) is a sequence of rectangular partitions. This multiplicity has a well-known description as the cardinality of a set of Littlewood-Richardson tableaux LRT( ; R). Many properties of KostkaFoulkes polynomials have generalizations for the Poincar e polynomials K ;R (q) 20].
In 7] 20] many combinatorial conjectures were proposed to explain these properties.
The key construction of this paper is a direct de nition of a poset structure on Littlewood-Richardson tableaux that generalizes the cyclage poset on columnstrict tableaux. This new poset is graded by a function charge R that generalizes the charge. The most important consequence of this construction is a proof that the Poincar e polynomial K ;R (q) is given by the q-enumeration of the set LRT( ; R) of LR tableaux by charge R . Other consequences include proofs of monotonicity and symmetry properties of the polynomials K ;R (q) 7]; these proofs will appear elsewhere.
Conjecturally the polynomials K ;R (q) coincide with the q-enumeration of rigged con gurations 7] . A. N. Kirillov has given a bijection from LR tableaux to rigged con gurations, but the conjecture that it preserves the appropriate statistics, remains open.
The polynomials K ;R (q) also conjecturally coincide with a subfamily of the qanalogues of LR coe cients arising from the spin-weight generating function over ribbon tableaux 9] . At this time, little is known about this larger family of polynomials.
While preparing this paper the author discovered that the polynomials K ;R (q) appear as multiplicities of Schur functions in certain Demazure characters of a ne type A, generalizing a level-one formula of 4] to arbitrary level. This and the many connections between the a ne type A crystal theory and the tableau combinatorics in this paper, will appear elsewhere.
The rst section reviews the de nitions of the Poincar e polynomials, the LR tableaux, the action of the symmetric group on LR tableaux by the generalized automorphisms of conjugation, the generalized charge statistic, and the main result. The main construction, the R-cocyclage poset structure on LR tableaux, is introduced in Section 3, where the important features of this graded poset and its grading function charge R are described. Section 4 sketches the proof of the main theorem. The proofs appear in the last two sections.
Thanks to M. Okado for pointing out the reference 15] which has considerable overlap with this paper and 19].
Definitions
This section reviews the de nitions necessary to state the main result.
2.1. The Poincar e polynomials K ;R . We recall the de nition of the Poincar e polynomials 20]. Let = ( 1 ; 2 ; : : :; t ) be a sequence of positive integers summing to n and = ( 1 ; : : :; n ) 2 Z n an integral weight. Given the pair ( ; ) we de ne a generating function H ; (x; q) for the polynomials K ;R (q). This generating function is the graded Euler characteristic character of the coordinate ring of a nilpotent conjugacy class closure, twisted by a line bundle. Let Roots be the set of positions in an n n matrix above the block diagonal given by the parts of , that is, Roots = f(i; j) j 1 i 1 + + r < j n for some 1 r < t g: where runs over the dominant integral weights and s (x) = J(x ) ?1 J(x x ) is the irreducible character of highest weight . It can be shown that the formal power series K ; ; (q) are polynomials with integer coe cients. These can be calculated explicitly using the q-Kostant partition formula that follows immediately from this de nition. For the rest of the paper we shall only be concerned with the following special case. Let R = (R 1 ; R 2 ; : : :; R t ) be a sequence of rectangular partitions where R i has i rows and i columns. Let n = P i i and (R) = ( Remark 5. For a word w, denote by P(w) its Schensted P tableau, the unique column-strict tableau of partition shape such that word(P(w)) K w. By Remark 4, a word w is R-LR if and only if P(w) 2 LRT(R).
In the Kostka case, LRT(R) is the set of column-strict tableaux of content and arbitrary partition shape, and LRT(D; R) is the set of column-strict tableaux of shape D and content . Proposition 6. The multiplicity c R := hs ; s R1 s R2 s Rt i is given by the cardinality of the set LRT( ; R). This is an easy consequence of the well-known rule of Littlewood and Richardson 13] (see section 5.1).
2.5. Generalization of automorphisms of conjugation. In the Kostka case, there is a content-permuting action of the symmetric group S t on words in the alphabet t] induced by the automorphisms of conjugation 12] (see section 3.1). We recall from 7] a construction that generalizes these bijections for R-LR words and LR tableaux. It should be mentioned that in 7] many of the properties of the generalized automorphisms of conjugation were conjectural but are proven here using the direct de nition of cyclage on LR tableaux.
The symmetric group S t has an obvious action on the set of all sequences of rectangles of length t. For any two sequences R and R 0 in the same S t -orbit, Proposition 6 implies that jLRT( ; R)j = jLRT( ; R 0 )j:
We wish to de ne a family of bijections R 0 R : LRT( ; R) ! LRT( ; R 0 ) that is functorial in the sense that R R is the identity on LRT( ; R) and
for R, R 0 , and R" in the same S t orbit. Let R be an S t orbit of a sequence of t rectangles. This functoriality then makes it possible to de ne an action of the symmetric group S t on the union S R2R LRT( ; R) such that the action of the permutation 2 S t is de ned by j LRT( ;R) = R R for every R 2 R. This action of S t generalizes the automorphisms of conjugation.
It is helpful to describe the above situation rather carefully, since each sequence of rectangles R 2 R has a di erent set of subalphabets fA 1 ; : : :; A t g of n]. When the context is clear we will abuse notation by writing instead of R R . Recall that the (row-insertion) Robinson-Schensted (RS) correspondence 16] assigns to each word w = w 1 w 2 w N (where w i is a letter) the pair of tableaux (P(w); Q(w)) of the same partition shape, where Q(w) is the unique standard tableau such that the shape of the tableaux Q(w)j i] and P(w 1 w i ) coincide for all 0 i N.
As with the automorphisms of conjugation, the action of S t is de ned on words. By de nition, the RS corespondence restricts to a bijection W(R) ! LRT( ; R) ST( ) sending w to the tableau pair (P(w); Q(w)), where ST( ) is the set of standard tableaux of shape . We wish to de ne a functorial family of bijections R 0 R : for all w 2 W(R) and 2 S t .
As in the de nition of the automorphisms of conjugation, we de ne the action of S t in terms of the action of the adjacent transpositions. The simple re ections in the symmetric group S t shall be denoted p for 1 p t ? 1. The corresponding bijection on LR words and tableaux shall also be denoted p . When we have occasion to use the original automorphisms of conjugation acting in the symmetric group S n , they will be denoted s r for 1 r n ? 1. We call the bijections that give the action of p \rectangle-switching bijections".
The de nition of p proceeds in a sequence of cases. Let R 0 = p R = (R 1 ; : : :; R p?1 ; R p+1 ; R p ; R p+2 ; : : :; R t ) with rectangles (R 0 1 ; R 0 2 ; : : :; R 0 t ), subalphabets A 0 1 , A 0 2 , etc., and tableaux Y 0 1 , Y 0 2 , etc.
(1) Suppose t = 2 and p = 1. Then de ne 1 : LRT( ; R) ! LRT( ; R 0 ) to be the unique map between the two sets. It is necessarily a bijection since both the domain and range are either both empty or singleton sets (see Proposition 33). Say that a word w ts the skew shape D if there is a column-strict tableau T of shape D such that w = word(T). The proof relies on the cyclage poset structure on LR tableaux introduced below.
3. The cyclage poset for LR tableaux Section 3.1 reviews the de nitions of the crystal operators for type A n?1 , including the action of the symmetric group S n given by the automorphisms of conjugation. This is necessary to de ne the action of the cyclic group Z=NZon R-LR words in section 3.2, which in turn makes possible the de nition in section 3.3 of the R-cocyclage relation on R-LR tableaux. Section 3.3 gives the main theorems on the structure of the R-cocyclage poset on R-LR tableaux and its grading function charge R .
3.1. Crystal operators and automorphisms of conjugation. We recall the de nitions of the crystal raising, lowering, and re ection operators e r , f r , and s r associated with the crystal graph of type A n?1 . The combinatorial constructions as given here appear in 12] (see also 10]), and are equivalent to those coming from the computation of this crystal graph by Kashiwara and Nakashima 5] . 3.3. R-cocyclage. Let S; T 2 LRT(R). Let R be the transitive closure of the relation T < R S, which holds if there is a word w = ux 2 W(R) with x a letter, such that S = P(w), T = P( R (w)), and the cell given by the di erence of the shapes of P(w) and P(u), is in a column strictly east of the a-th where a = max i i .
Remark 17. All covering relations T < R S can be realized as follows. Let S 2
LRT(R) and s a corner cell of S in a column strictly east of the a-th. Perform the reverse row insertion on S starting at s, producing the tableau U and ejecting the letter x. Then letting u = word(U) and w = ux, one has T < R S where T = P( R (w)).
Example 18. Using the tableau S from the running example and the corner cell We wish to write the sum (4.2) as the generating function of another signed weighted set that is more amenable to cancellation. Let T be the set of triples (w; P; Q) such that w 2 W and P and Q are column-strict tableaux of the same partition shape, such that the word of P is R-LR and Q has content (w). De ne sign(w; P; Q) = (?1) w weight(w; P; Q) = q charge R (P) :
We de ne a sign-and weight-preserving map : S ! T as follows.
The column insertion version of the Robinson-Schensted-Knuth correspondence (column RSK) sends a sequence of weakly increasing words (u n ; u n?1 ; : : :; u 1 ) to a pair of column-strict tableaux (P; Q) where P = P(u n u n?1 u 1 ) is the usual Schensted P-tableau and Q is the column-strict tableau in the alphabet n] such that the shape of Qj i] coincides with the shape of P(u i u i?1 u 1 ) for all 0 i n. Lemma 25. The map : S ! T is a sign-and weight-preserving injection.
By Lemma 25 and (4.2), the right hand side of (4.1) is equal to X (w;P;Q)2 (S) sign(w; P; Q)weight(w; P; Q): (4.4)
We de ne a sign-reversing, weight-preserving involution on the set T . Let (w; P; Q) 2 T .
1. If Q is lattice (see section 5.1), it follows that Q has partition content, w is the identity, and the content of Q is . In this case de ne (w; P; Q) = (w; P; Q). 2. If Q is not lattice, let r+1 be the rightmost letter in word(Q) that violates the lattice property. De ne (w; P; Q) = (w 0 ; P 0 ; Q 0 ) where w 0 = ws r , P 0 = P, and Q 0 = s r e r Q.
is an involution on all of T , due to the following easy lemma. Lemma 26. 18 ] Consider the following map on the set of non-lattice words.
Suppose the word u is not lattice. Let r +1 be the rightmost letter where latticeness fails, and let (u) = s r e r u. Then is an involution.
Example 27. In computing 0 (w; P; Q) = (w 0 ; P 0 ; Q 0 ), the rst violation of latticeness in the row-reading word of Q occurs at the cell (1; 8) so r = 2. We have w 0 = 31254678, P 0 = P and Lemma 28. is a sign-reversing, weight-preserving involution on the subset (S) of T .
By de nition the xed points of the restriction of to (S) are the triples (w; P; Q) where w is the identity, Q = key( ) (see section 5.1), and P 2 LRT( ; R).
Cancelling down from (4.4) using , we have K ;R (q) = right hand side of (4.1) = right hand side of (4.4) = X P2LRT( ;R) q charge R (P) ;
proving Theorem 11.
5. Proofs 5.1. R-LR property and proof of Proposition 6. Say that a word is lattice if the content of every nal subword is a partition. More generally, if is a partition, say that a word is -lattice if, for every nal subword, the sum of and its content, is a partition. For the skew shape = and the partitions and , let LRT( = ; ; ) be the set of column-strict tableaux of shape = and content ? whose row-reading words are -lattice.
For every composition (sequence of nonnegative integers, almost zero) let + be the partition obtained by sorting into weakly decreasing order. There is a unique column-strict tableau of shape + and content , called the key tableau of content , denoted key( ). Explicitly, the j-th column of key( ) consists of the letters i such that i j. When is a partition key( ) is called a Yamanouchi tableau.
The following result has a straightforward proof. The -lattice condition is vacuous for indices r of the form 1 + 2 + + i , since for such r, r ? r+1 = r+1 , which is the total number of letters r +1 in a word of content ? . For r not of this form, say 1 By Proposition 32, T w = key( ) and T e = key( ) (both in the alphabet A 2 ) where = e , + = R 2 , and + = w . In particular, w and e are complementary in R 2 . It is not hard to see that this implies that the shapes ne and sw are complementary in R 1 \ R 2 .
The above argument shows that if LRT( ; (R 1 ; R 2 )) is nonempty then it is a singleton, since the entire tableau T 2 LRT( ; (R 1 ; R 2 )) was speci ed.
For the converse, suppose satis es the two properties given above. Let w (resp. w ) be the part of ? R 1 in (resp. not in) the rst 1 Proof. All will be proven here except the part of (A5) given by the braid relation p p+1 p = p+1 p p+1 , which is proven later using the induction coming from R-cocyclage. For the well-de nedness of the map p , the only step requiring proof is (4), and this follows from (A1).
(A1): Since w and p w agree at all positions except those occupied by letters of B = A p A p+1 , without loss of generality it may be assumed (by restricting to B) that R = (R 1 ; R 2 ) and p = 1. In this case, Q(w) = Q( p w) by de nition. But a theorem of D. White 21] Thus it may be assumed that p = t ? 1. For the case t = 2, (A4) holds by de nition. So it may be assumed that t > 2. Let R# = (R t ; R t?1 ; : : :; R 1 ). Then Q(w) ev = Q(w#) and Q( p w) ev = Q(( p w)#) = Q( 1 (w#)) by Lemma 42. Since 1 switches the rst two rectangles and t > 2, Q( 1 (w#)) = Q(w#) by a previous argument. Thus Q(w) ev = Q( p w) ev and Q(w) = Q( p w), proving (A4). only need the case that v is a letter. Let be the content of v. By Lemma 32, is a partition, P(v) = key( ), and u K key((a n ) ? ). Then by Lemma 32 and the de nition of key tableau, P((w 0 v)(w 0 u)) = P((w 0 key( ))(w 0 key((a n ) ? ))) = P(key(rev( ))key((a n ) ? rev( ))) = key((a n )) where rev(a 1 ; : : :; a n ) = (a n ; : : :; a 1 ).
Note that 2 holds by de nition when k = 1. In light of Remark 36 1, it is enough to show that It follows that Q 0 = pr k (Q). To show that Q" = pr k 1 (Q), it su ces to show that Q( R (w)) = pr 1 (Q). But the above argument with k = 1 proves this. Before giving the proof of Theorem 16 it is useful to state a more detailed version in the two rectangle case. Let R = (R 1 ; R 2 ) and R 0 = s 1 R = (R 2 ; R 1 ). Suppose w 2 W(R), written w = ux with x a letter. Let (resp. ) be the shape of P(w) = P(ux) (resp. P( R (w)) = P((w R 0 x)(w R 0 u))). Let s (resp. s 0 ) be the cell giving the di erence of (resp. ) and the shape of P(u), which is the same as the shape as P(w R 0 u). In particular, R and 1 commute for R = (R 1 ; R 2 ). The proof, which relies on explicit computations on two-rectangle LR tableaux, is straightforward but tedious and is omitted. In each of the three cases there are two subcases depending on whether one rectangle contains the other or not.
Proof Thus we have reduced to the two rectangle case (R p ; R p+1 ). For simplicity of notation let t = 2, p = 1, and = 1 . By the bijectivity of the RS correspondence it su ces to show that the two words R 0 ( w) and R (w) have the same P and Q tableaux. For this we claim that it su ces to show that their P tableaux have the same shape. Indeed, since we are in the two rectangle case and both P tableaux are in the set LRT(R) and are assumed to have the same shape, they must be equal by Proposition 33. For the equality of the Q tableaux, it su ces to show that they agree after applying the invertible operator pr 1 (see section 6.5). But since it is assumed that these Q tableaux have the same shape, it is enough to show that P(Q( So it only remains to show that the shapes of W := P( R (w)) and W 0 := P( R 0( w)) coincide, since W has the same shape as W = P( ( R (w))) by Theorem 9. Let s be the cell giving the di erence of the shapes of P(w) and P(u); this is also the di erence of the shapes of P(w ) and P(u 0 ), by Theorem 9 and the previously proven fact that Q(u) = Q(u 0 ). Propositions 38 and 33 explicitly show how the shape of P(w) (resp. P( w)), together with the cell s, determines the shape of W (resp. W 0 ). But P(w) and P( w) have the same shape, so W and W 0 do as well.
Proof of Theorem 19.
Proof. First it is shown that LRT(R) under R is a partial order. It is enough to show that R has an extension by a partial order . Let n j (T) be the number of letters in Tj Aj in the rst j columns. De ne the partial order on LRT(R) by T < S if there is an index j such that n j (T) = n j (S) for all j < i but n i (T) > n i (S).
Suppose T < R S is a covering relation coming from the word w = ux 2 W(R) where x is a letter. Let x 2 A i say. x is the smallest letter in A i since x is the last letter of wj Ai and P(wj Ai ) = Y i , by Lemma 32.
Let s be the cell giving the di erence of the shapes of U := P(u) and S = P(w). Write R (ux) = x 0 u 0 so that T = P(x 0 u 0 ). Write U 0 := P(u 0 ) = w R 0 U. Now x 0 = w R 0 x is the largest letter of A i and u 0 = w R 0 u. For j < i we have n j (T) = n j (U) = n j (U 0 ) = n j (S): The rst equality holds, for by a property of Schensted insertion, since the cell s is not in the rst a columns, the tableaux S and U must agree in the rst a (and hence i ) columns. The second equality comes from Theorem 9 (A7) for the automorphism of conjugation w R 0 . The third follows from the fact that x 0 2 A i is strictly greater than any letter in A j , so the column insertion of x 0 into U 0 doesn't move any letters in A j . Moreover, n i (T) = n i (U) = n i (U 0 ) = n i (S) ? 1:
The rst two equalities hold for the above reasons. Recall that S is obtained from U 0 by the column insertion of the letter x 0 . But x 0 , being the maximum letter of To show LRT(R) is graded, it is enough to show that for any T 2 LRT(R), there is only one such tableau min(T) (that is, a tableau in LRT(R) that has a columns and satis es min(T) R T), and any saturated chain from T down to min(T) has the same length. Let T 2 LRT(R) and S 1 and S 2 in LRT(R) with a columns and suppose that there are saturated chains from T down to S 1 and S 2 . Let T 1 < R T and T 2 < R T be the rst steps in these saturated chains from T down to S 1 and S 2 respectively. We construct a tableau T 3 that is two steps below both T 1 and T 2 . To see that this su ces, by induction and de nition one has min(T 3 ) = min(T 1 ) = S 1 and min(T 3 ) = min(T 2 ) = S 2 , so S 1 = S 2 and min(T) is the common min of T, T 1 , T 2 , and T 3 . Furthermore the distance from T 1 and T 2 down to the common minimum is well-de ned and equal, since both distances are two more than the distance from T 3 down to the common minimum. So it su ces to construct T 3 . Its construction uses a rectangular analogue of 12, Lemme 2.13].
Let s 1 and s 2 be the two corner cells of the shape of T 2 LRT( ; R), both strictly east of the a-th column, which induce the covering relations T 1 < R T and T 2 < R T. Without loss of generality assume that s 1 is strictly north and strictly east of s 2 . Let (U i ; x i ) be the pair consisting of a column-strict tableau U i of shape of shape ? fs i g and a letter x i for 1 i 2, computed by reverse row insertion on T at s i . Clearly there is a corner cell s 3 of the shape ? fs 1 ; s 2 g that is strictly east of the a-th column, such that s 2 is strictly south and weakly west of s 3 and s 1 is strictly east and weakly north of s 3 . Performing reverse row insertions on T at the cells s 1 , then s 2 , then s 3 , let V 1 be the resulting column-strict tableau and yxz the three ejected letters. Doing the same thing except using the order s 2 , then s 1 , then s 3 , let V 2 be the resulting tableau and y 0 z 0 x 0 the three ejected letters. By Lemma 45 we have V 1 = V 2 and y 0 = y, z 0 = z and x 0 = x with x y < z, and T K U 0 yxz K U 0 yzx. Let T 3 = P( 3 R (U 0 yxz)) = P( 3 R (U 0 yzx)); the latter equality holds by Lemma 37. There are saturated chains P(( 3 R (U 0 yxz)) < R P(( 2 R (U 0 yxz)) < R P(( R (U 0 yxz)) = T 1 < R P(U 0 yxz) P(( 3 R (U 0 yzx)) < R P(( 2 R (U 0 yzx)) < R P(( R (U 0 yzx)) = T 2 < R P(U 0 yzx); where both left hand tableaux are T 3 and both right hand tableaux are T. The fact that these covering relations are produced by corner cells that are strictly east of the a-th column, is a consequence of Lemma 48.
Proof of Proposition 20.
Proof. p is a bijection so it is enough to show that if T < R S is a covering relation, then p T < R 0 p S is a covering relation.
Let T 2 LRT( ; R), s a corner cell of that is strictly east of the a-th column where a := max i i , U the column-strict tableau of shape ? fsg and x the letter such that T = P(Ux), and W = P( R (Ux)). Then W < R T, and all covering relations have this form. With this poset structure in place, we now show that p p+1 p = p+1 p p+1 , the only part of Theorem 9(A5) that was not proven. Proof. Let B = A p A p+1 A p+2 . Consider the operators p p+1 p and p+1 p p+1 . Both do not disturb the letters outside the interval B, so by restriction to B, we may assume that R = (R 1 ; R 2 ; R 3 ) and p = 1. By Theorem 9(A3) and (A4) and the bijectivity of the RS correspondence, it is enough to check the equality of the two operators on T 2 LRT( ; R). Using the fact that 1 and 2 are involutions, we may reorder R so that 1 is the largest among the i . Proceeding by induction on height in the poset LRT(R) with order R , by Theorem 19 it may be assumed that T is minimal, that is, T has exactly 1 columns. Using Remark 39 below, it is easy to see that 1 and 2 satisfy the braid relation on T.
Remark 39. Let T 2 LRT( ; R) where has a = max i i columns with j = a.
Let A 0 i be the i-th subalphabet for j R. Then j T is obtained from T by a rather trivial vertical exchanging process. In each column of T, rst replace the letters of A j (resp. A j+1 ) by their counterparts in A 0 j+1 (resp. A 0 j ) and then sort the resulting column; only the letters in A j A j+1 = A 0 j A 0 j+1 need to be moved. The key fact is that each column of Tj Aj must contain each of the numbers in A j . In this calculation, the only property of f that was used was (5.6). Furthermore it is easy to check that f 0 satis es (5.6) and (f 0 ) ?1 (1) = f ?1 (1) . Repeating this construction, we obtain a function h : S t ! t] that has maximum value 2 and satis es c(h) = c(f), (5.6), and h ?1 (1) = f ?1 (1) . Let us explicitly calculate c(h). Let n ij be the number of 2 S t such that h( ) = i and h( 1 ) = j. Then we have t! = n 11 + n 12 + n 21 + n 22 n 21 = n 12 n 11 + n 12 = jh ?1 (1)j = jf ?1 (1)j n 21 + n 22 = jh ?1 (2)j = t! ? jf ?1 (1)j Since h has maximum value 2, the condition h( ) = h( 2 ) = 2 is equivalent to h( ) = 2. Then c(f) = c(h) = ?(t ? 1)n 11 + (t ? 1) The last equality follows from the fact that for 1 i t the elements 1 2 i?1 form a system of coset representatives of S 1 S t?1 nS t , f ?1 (1) is a union of the corresponding cosets, each of which has cardinality (t ? 1)!. For uniqueness, the proof proceeds by induction on c R , then on the number of inversions of R (the number of pairs 1 i < j t such that either i < j or i = j and i < j ), then on the number t of rectangles in R. Suppose T is not < R -minimal. Then by Remark 17, (C2) applies and drops c R . Otherwise suppose T is < R -minimal. Now suppose R has an inversion. Then it has an adjacent inversion, say (p; p+1). Then (C4) applies and p R has fewer inversions than R does. Otherwise suppose R has no inversions.
In this case 1 2 t , so (C3) applies and drops t by one. By assumption word(T) is b R-LR, so by de nition word(T)word(Y 1 ) is R-LR. But both Knuth equivalence and R preserve R-LRness, so word(P) is R-LR and is well-de ned.
By de nition is injective, being a composition of injective maps. is signpreserving by de nition.
To show that is weight-preserving, it su ces to show that each of the d instances of the operator R in the above computation, induce a R -covering relation. That is, if W i := P( i R (y n y m+1 word(Y 1 )y m y 1 )) then it must be shown that W i+1 < R W i . Let us say that a cell is su ciently east if it lies in a column strictly east of the 1 -st. It is enough to show that the cell s given by the di erence of the shapes of P(v 0 u 0 x 0 ) and P(v 0 u 0 ) is su ciently east. By Proposition 48 it is enough to show that the cell s 0 given by the di erence of the shapes of P(u 0 x 0 ) and P(u 0 ) is su ciently east. The cell s 0 is also the di erence of the shapes of Q(u 0 x 0 ) and Q(u 0 ). Now Q(u 0 x 0 ) = Q(w R 0 ux) = Q(ux) by Theorem 9(A4). By the de nition of recording tableau it follows that s 0 is the di erence of the shapes of Q(ux) and Q(u), or equivalently, of P(ux) and P(u). Now ux is an initial subword of word(Y 1 )y m y 1 and ux contains word(Y 1 ). Each of the words y i is a weakly increasing word consisting of letters that are strictly greater than those in the tableau Y 1 . By Theorem 44 it follows that the tableau P(Y 1 y m y 1 ) has at most m rows and consists of the tableaux Y 1 and P(y m y 1 ) sitting side by side. In particular the cells of the di erence of the shapes P(Y 1 y m y 1 ) and Y 1 is su ciently east, which implies that s 0 is su ciently east.
Proof of Lemma 28:
Proof. By de nition is sign-reversing and weight-preserving on all of T . By
Lemma 29 is an involution. It remains to show that stabilizes the set (S). Let (w; P; Q) 2 (S) and (w; P; Q) = (w 0 ; P 0 ; Q 0 ). It may be assumed that (w; P; Q)
is not a xed point of . Let v 0 be to (P 0 ; Q 0 ) as v is to (P; Q) in the de nition of . It is enough to show that (v 0 ) i starts with the subword i 1 for every 1 i m, since the other steps in the map are invertible by de nition.
Let us apply Lemma 50 (see section 6.6) to Q and Q 0 = s r e r Q. There is nothing to prove unless r m. Suppose rst that r < m. We need only check that v 0 r starts with r 1 and v 0 r+1 starts with (r+1) 1 . Since v r = r 1 y r and v r+1 = (r+1) 1 The remaining case is r = m. Then v r = r 1 y r and v r+1 = y r+1 . Let us calculate v 0 r+1 and v 0 r using a two-row jeu-de-taquin. Let V (resp. V 0 ) be the (skew) two row tableau with rst row v r (resp. v 0 r ) and second row v r+1 (resp. v 0 r+1 ) in which the two rows achieve the maximum overlap. The overlaps of V and V 0 are equal by Lemma 49 and the fact that Q and Q 0 are in the same r-string and hence have the same r-paired letters. Furthermore this common overlap is at least 1 . To see this, note that the overlap weakly exceeds the minimum of 1 We calculate V 0 from V in two stages. Let V " be the two row skew tableau (whose rows have maximum overlap) such that P(V ") = P(V ), where the rst row of V " is one cell longer than that of V . By Lemma 50 this tableau exists since Q has an r-unpaired letter r+1; the corresponding recording tableau is e r Q. Furthermore V " is obtained by sliding the \hole" in the cell just to the left of the rst letter in the rst row of V , into the second row. By the same reasoning as above, V " has the same overlap that V does. Finally we calculate V 0 from V " by another two row jeu-de-taquin. If the rst row of V " is shorter than the second, we are done, for in this case the rst row v 0 r of V 0 contains the rst row of V ", which in turn contains the rst row of V , which contains r 1 . So suppose the second row of V " is shorter than the rst, by p cells, say. Now p is less than or equal to the number of cells on the right end of the rst column of V " that have no cell of V " below them. Since V " has maximum overlap it follows that when p holes are slid from the second row of V " to the rst, they all exchange with numbers lying in the portion of the rst row of V " that extends properly to the right of the second. Thus the subword r r remains in the rst row of V 0 , and we are done. Given a column-strict tableau T of partition shape in the alphabet n], de ne T evn to be the unique column-strict tableau in the alphabet n] such that the shape of (T evn )j i] is equal to that of P(Tj n+1?i;n] ) for all 1 i n.
Theorem 41. 12] Let w be a word of length N in the alphabet n], P = P(w) and Q = Q(w). Then P(w# n ) = P evn and Q(w# n ) = Q evN .
Applying evacuation to LR tableaux produces other LR tableaux.
Lemma 42. Let The following lemma is not hard to prove using the jeu-de-taquin techniques of 3]. It is crucial that the shape of Q be both normal (having a unique northwestmost cell) and antinormal (having a unique southwestmost cell), that is, the shape of Q must be rectangular.
Lemma 47. Let Q be a standard tableau of rectangular shape. Then pr k (Q) = pr k 1 (Q).
Lemma 48. Let U be a column-strict tableau of partition shape, x a letter, and v a word. Let s (resp. s 0 ) be the cell given by the di erence of the shapes of P(Ux) (resp. P(vUx)) and U (resp. P(vU)). Then s 0 is weakly south and weakly east of s. Proof. Let Q be the skew standard tableau that records the column insertion of v into P(Ux). Then s 0 is the vacated cell after a jeu-de-taquin that slides Q to the northwest into the cell s. This precise statement follows from 18, Lemma 21] . More crudely, the tableau P(vU) is entrywise smaller than U, viewing empty cells as containing the letter 1. So the row insertion of x into P(vU) must necessarily end at a cell s 0 that is weakly south and weakly west of the cell s where the row insertion of x into U ends. 6.6. Two row jeux-de-taquin. There is a duality between the crystal operators and jeux-de-taquin on two-row skew column strict tableaux. This is described below.
De ne the overlap of the pair (v; u) of weakly increasing words to be the length of the second row in the tableau P(vu), or equivalently, the maximum number of columns of size two among the skew column strict tableaux with rst row u and second row v.
The following results appear in 20].
Lemma 49. Let (P; Q) be the tableau pair obtained by column RSK from the sequence of words fv i g. Then the overlap of the pair of words (v r+1 ; v r ) is equal to the number of r-pairs in Q.
Lemma 50. Let fv i g and (P; Q) be as in Lemma 49 and let fv 0 i g be another sequence of weakly increasing words with corresponding tableau pair (P 0 ; Q 0 ). The following are equivalent.
1. P = P 0 , and Q and Q 0 are in the same r-string.
2. v 0 i = v i for i 6 2 r; r + 1] and P(v 0 r+1 v 0 r ) = P(v r+1 v r ).
