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THE BOUNDARY TRACE OF POSITIVE SOLUTIONS 
OF SEMILINEAR ELLIPTIC EQUATIONS: 
THE SUPERCRITICAL CASE 
By Moshe MARCUS and Laurent VERON 
ABSTRACT. - We study the boundary trace problem for solutions of the equation (E) -Au + ]u/q-‘r~, = 0 in a 
smooth bounded domain R in the supercritical case q 2 (N + l)/(N - 1). A bounded Bore1 measure v on X& 
not necessarily positive, is a q-trace if there exists a solution of (E) with boundary trace I/. It is known that the 
solution is unique. In the first part of the paper we provide a characterization of the space of q-traces in terms 
of Bessel potentials. In the second part we consider arbitrary positive solutions of (E). Each such solution has a 
well defined boundary trace which can be represented by a positive, not necessarily bounded, outer regular Bore1 
measure (see [22, 241). We provide necessary and sufficient conditions on such a measure v in order that there 
exists a solution of (E) with trace V. It is shown that in this case the solution of the boundary value problem 
may not be unique, (see also [ 191). 0 Elsevier, Paris 
RBsuM~. - Nous Ctudions le probltme de la trace au bord des solutions de l’equation (E) -Au. + ]u]~-‘u = 0 
dans un domaine regulier R dans le cas sur-critique q 2 (N + l)/(N - 1). Une mesure de Bore1 bomee v sur XI 
est une q-trace si il existe une solution 1~ de (E) dont la trace au bord est V. 11 est connu que cette solution est 
unique. Dans la premiere partie de cet article nous donnons une caracterisation de l’espace des q-traces en terme 
de potentiels de Bessel. Dans la seconde partie nous considerons des solutions positives arbitraires de (E). Chacune 
de ces solutions a une trace au bord qui peut etre represent&e par une mesure de Bore], non necessairement bomte, 
ayant la propriete de regularitt exterieure (voir [22, 241). Nous donnons des conditions necessaires et suffisantes 
sur une telle mesure v pour qu’il existe une solution de (E) de trace au bord V. Nous montrons que dans un tel cas 
la solution du probleme de valeur au bord peut ne pas &tre unique (voir aussi [19]). 0 Elsevier, Paris 
Introduction 
Let B denote the unit ball centered at the origin in P”, (N > 2). It is well known 
that every positive harmonic function u in B possesses a boundary trace given by a 
non-negative Radon measure b on dB. The boundary trace is attained in the sense of 
weak convergence of measures: 
for every f E C(aB). 
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In the present paper we continue our study of the trace problem for positive solutions 
of the equation: 
(0.2) -Au + IuI’~-~u = 0. in n: 
with (I > 1, (see [22, 23, 241). 
This problem bears some similarities to the trace problem for positive harmonic functions. 
However the nonlinear case is different from the linear case in an essential way. The main 
distinction stems from the fact that the set of positive solutions of (0.2) is uniformly 
bounded in compact subsets of B. This is a consequence of the following well-known 
estimate due to Keller [14] and Osserman [26]: 
The trace problem for positive solutions of (0.2) with 1 < 4 < 2 is a central problem in 
the study of superdiffusions (see [9, 10, 11, 17, IS]). When y = E, N > 3 this problem 
is of significance with regard to questions involving complete metrics with prescribed 
scalar curvature on Riemannian manifolds. 
A notion of boundary trace for positive solutions of (0.2), was first introduced by Le 
Gall [17], in the case y = N = 2. Le Gall also established (by a purely probabilistic 
method), the existence and uniqueness of solutions for the corresponding boundary value 
problem. A definition of boundary trace in the general case was provided by Marcus and 
Veron [22] who showed that every positive solution of (0.2) possesses a unique trace in 
this sense. The trace can be described by a (possibly unbounded) positive Bore1 measure on 
dB, satisfying the outer regularity condition. The space of these measures will be denoted 
by Brey. The corresponding boundary value problem was discussed in [23] and a detailed 
study of this problem in the subcritical case, i.e. 1 < y < E, was presented in 1241. 
In this paper the authors showed that, in the subcritical case, the boundary value problem 
possesses a unique solution for every element of BrPg. 
In the supercritical case it is no longer true that a solution exists for every element of 
&eg. For instance, there is no solution corresponding to a Dirac measure on the boundary. 
Furthermore, in general there is no uniqueness. An example to this effect was recently 
constructed by Le Gall [19] (for y = 2 > (N + l)/(N - 1)). 
The present paper is devoted to the study of this problem in the supercritical case. Our 
study falls into two main parts. In the first part we investigate the boundary value problem, 
(0.4) 
-Au + 1~1~~~7~ = 0, in 12; 
%I = u. on Xt, 
when v is a bounded Bore1 measure, not necessarily positive, and R is a smooth bounded 
domain in RN. In this case we obtain a full characterization of the set of measures 11 for 
which a solution exists. Furthermore we establish uniqueness and a related comparison 
principle. 
In the second part we consider the boundary value problem: 
- 
(0.5) 
.Au + u’I = 0. and u > 0 in B. 
Tros(tL) = I/. 
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when v is a positive, possibly unbounded Bore1 measure on dB and the boundary trace is 
defined as in [24, Sec. 11. Here B is the unit ball in RN. The restriction to 0 = B is not 
essential; the results can be extended to arbitrary smooth bounded domains. However this 
restriction greatly simplifies the presentation while displaying all the basic ideas. 
In this part of the study we derive necessary and sufficient conditions for the existence of 
a maximal solution, for arbitrary 4 in the supercritical range. Conditions of this type were 
first described in [23]. Similar conditions were recently obtained by Dynkin and Kuznetsov 
[I I] for q 5 2. Their method relies on probabilistic techniques and is not extendable to 
q > 2. The method employed in the present work is purely analytic. 
We turn now to a more detailed description of the main results. 
A. The b.v.p. with bounded measures. 
We consider problem (0.4) with v E !YX(dR) (= the space of bounded Bore1 measures 
on an>. A function u E C2(R) is a solution of (0.4) if u is a solution of (0.2), 
u E L*(R) n Lq(R; 6 dz), where S(z) = dist(z, an), and u attains the boundary data in 
the following weak sense: 
where Ci.l(fi) = {‘p E Cl,l(fi) : P(Z) = 0, \dl(: E an}. 
In the subcritical case, this problem was treated by Gmira and Veron [12] who showed 
that it possesses a unique solution for every v E 9X(afi). When q is in the supercritical 
range, q > E, the set of bounded Bore1 measures for which (0.4) possesses a solution 
is a proper subspace of 9X(X2), which we denote by ?XI,(an). A measure in this space 
will be called a q-trace. 
Our first result relates the existence of solutions of (0.4) to the behavior of 1/ on 
removable singular sets on the boundary. These are defined as follows: 
DEFINITION 0.1. - Let 62 be a bounded domain in R” with boundary of class C2 and let 
A be a Bore1 subset of 80. We shall say that A is q-removable iffor every non-negative 
solution 11, E C2(i2) qf (0.21, 
(0.7) u E C(a \ A) and u = 0 on dR \ A ti u z 0. 
We shall say that A is conditionally q-removable if for every non-negative solution u as 
above, 
(0.8) IL E C(fi \ A) n Lq(R; 6 dz) and u = 0 on 862 \ A! =$ IL E 0, 
where 6(x) = dist(z,dbI). 
This definition may appear slightly non-standard. However it is not difficult to show 
that, if A is a closed subset of the boundary, then A is q-removable if and only if, for 
every h E C(dO), 
u a solution of (0.2), II, E C(n \ A), u = h on dU \ A, ==+ ‘u. E C(n). 
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If 4 is in the subcritical range, there are no q-removable sets other than the empty set. 
On the other hand, if Q is in the supercritical range (i.e. $$ 5 q), there exist q-removable 
sets, e.g. discrete sets, (see [12]). 
We are now ready to state our first main result. 
THEOREM I. - (i) A measure p E !3X(6’0) is a q-truce if and only i’u(A) = 0 whenever 
A is a conditionally q-removable set. 
(ii) Every measure TV in !JJI(X2) can be uniquely represented in the form: 
where v* is a q-trace and pCLt is concentrated on a conditionally q-removable set, i.e. 1~1 
vanishes on the complement of such a set. 
One of the main ingredients in the proof of this Theorem is a result of Brezi’s [7] 
concerning problem (0.4) with boundary data in L’(dR). Another important ingredient is 
the following result which describes some basic properties of q-traces. 
PROPOSITION A. - (i) rf u E %JIz (X2) and .f E L1 &CL), then f dp E !JJ$(dR). 
(ii) Ifp E !JX~(LXI), v E 9JI(db2) and [VI < p then I/ E !JJI,(dfI). 
(iii) If /I, E !J.X,(dR) then InI E !TI,(XJ). 
(iv) !J.R,(dO) is a linear space. 
In order to obtain a more concrete form of the existence result (Theorem I), we shall 
derive a characterization of removable sets in terms of Bessel capacities. In what follows 
we confine ourselves to the case R = B. 
First we recall the definition of the Bessel capacity CR,P, (o > 0, p > 1). If K is 
a closed subset of aL3. 
(0.10) CCY,P(K) := inf{J]h]]~~,.,, : h, E C”(aB), 0 < h on dB, 1 5 h on K}, 
where L”‘p(dB) is the space of Bessel potentials with fractional derivative ~1. If G is a 
relatively open subset of dB, the capacity is given by: 
(0.11) cZ’~,~(G) = sup{C,,,(K); K c G, K closed}. 
Finally for an arbitrary set E c i3B, 
(0.12) Cn;p(E) = inf{C,,,P(G); E c G, G relatively open}. 
If E is compact this agrees with (0.10). By definition, C,,, is an outer capacity. In 
addition, for every Bore1 set A, 
(0.13) Ce,p(A) = s~lp{C,,~(K) : K 2 A, K compact}: 
(see [25, Thms. 1, 81 or [ 1, Sec. 2.21). With this notation we have: 
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THEOREM II. - Suppose that q > 2 and let A be a Bore1 subset of dB. Then the following 
statements are equivalent: 
(a) A is conditionally q-removable. 
(b) A is q-removable. 
Cc) C2/q.g44) = 0. 
For any q > 1, an arbitrary set A c dB is q-removable if and only if every closed subset 
of A is q-removable. 
In the complementary case (N + l)/(N - 1) < q 5 2, the equivalence of statements 
(a)-(c) was established by Le Gall [18] (for q = 2) and Dynkin and Kuznetsov [9]. In the 
subcritical case, 1 < q < (N + l)/(N - l), C2,q,qJ (A) > 0 whenever A # Q, and there are 
no q-removable sets. Therefore Theorem II is actually valid for all q > 1. The methods 
used in [ 18, 91 are of a probabilistic nature and do not extend to q > 2. The method 
employed in the present paper is inspired in part by Baras and Pierre [6], who provided a 
characterization of removable sets in the interior of the domain (for all q > 1). Its main 
ingredients are capacity theoretic results as in [25, 11, estimates for Besov spaces [27, 281 
and trace theorems for weighted Sobolev spaces [28]. 
Using Theorems I and II, we obtain the following result: 
THEOREM III. - Let v E fVI(i3B). 
(ij Problem (0.4) possesses a solution, i.e. I/ E %&,(dB), if and only if v satisfies the 
condition: 
(0.14) A c dB, A Bore& c?~,~,~‘(A) = 0 ==+ u(A) = 0. 
(ii) For every 71 E %J&(dB), problem (0.4) possesses a unique solution. The mapping 
P; : ‘9X,(dB) ++ L1(B) n Ly(B; Sdz), 
where 1~ = P;(U) is-the solution of (0.4), is isotone and continuous in the following sense: 
Assume that t/l! up E !)&(812). Put TL~ := pa(uj)- j = 1; 2 and g(u) := j~j”-~,,j,; then, 
(0.15) 
(a) u1 5 14 I Ul < lL2, 
0~) lb1 - '~2IILW) + IlWd - Sb2))IIL’(R) I Cl/h - v&Jyaq, 
where c is a constant depending on 62 and q. 
B. The b.v.p. with positive measures (possibly unbounded). 
In order to state our main result regarding problem (OS), we need an additional 
definition. As before we assume that z < q. 
DEFINITION 0.2. - (i) Let A be a relatively open subset of 8B and suppose that p is a 
positive Radon measure on A. Then the singular boundary of A relative to p is dejined by: 
(0.16) &,A = (o E A : p(U n A) = 00, for every neighborhood U of CJ}. 
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(ii) Let A be a Bore1 subset qf dB. A point B E i3B is a q-accumulation point of A ifi $,I 
every relative neighborhood U of 0, U n A is not q-removable. The set of’q-accumulation 
points of A will be denoted by At. 
Given u E i?31.py put: 
(0.17) 
S, = {c E dB : U relatively open, cr E W * v(U) = cc}. 
72, =aB\S,,. 
Clearly S, is compact. With this notation we have: 
THEOREM IV. - Let v E t3,,y and put S := S,, R := 72,. Then problem (0.5) possesses 
a solution if and only if Y satisjies the following conditions: 
(0.18) 
(i) For every Bore1 set A c R : C~,,,,~(A) = 0 rj n(A) = 0, 
(ii) S = a,(R) US,*. 
When these conditions are sati@ed the problem possesses a maximal solution. 
Note that, in view of Theorem II, the second condition is equivalent to: 
(0.19) S = {CJ E dB : U open, (T E U, ~(72 n U) < XI =j C2,rl,‘lJ (S fl U) > 0) 
As mentioned before, a similar result was independently obtained by Dynkin and Kuznetsov 
[Ill for 4 5 2. 
Although uniqueness does not hold in general (Le Gall [ 19]), it turns out that uniqueness 
holds if S = d,(R) an d 1s removable (see Corollary 3.6 below). In a special case, when S 
consists of one point, 4 > (N + l)/(N - l), and the boundary data is in C(dB; [0, CQ]), 
this result was previously obtained in [ 151. 
In the last part of the paper we construct, for every q > g, an infinite family of 
solutions i& of problem (0.5) with 11 = ,u, (= the measure which assigns to every non- 
empty set the value +co.) In the terminology of [24], this means that the singular part 
of the trace is the whole boundary. More precisely we show that, if D is a relatively 
open dense subset of dB, there exists a solution ‘1~ E Uq such that, U(X) --+ 0 as :c 
tends non-tangentially to y, for almost every y E dB \ D. Obviously V can be chosen 
of arbitrarily small surface measure. 
The plan of the paper is as follows. 
Sections 1 and 2 deal with problem (0.4) (in smooth bounded domains) when the 
boundary data is a bounded measure. In particular, section 1 deals with properties of 
q-traces, including Proposition A, while section 2 is devoted to the proof of Theorem I. 
A preliminary version of Theorem IV is established in section 3. The results of the 
first three sections explore the relation between solutions and removable singular sets 
of the equation, based only on their intrinsic definition. In section 4 we present the 
characterization of removable singular sets in terms of Bessel capacities (Theorem II) 
and establish Theorems III and IV. Finally, in section 5 we address the question of 
non-uniqueness and construct the family of solutions i&. 
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1. Solutions whose trace is a bounded measure 
In this and the following sections we consider equation: 
(1 .l) -Au + (u/~-~u = 0, in 9, 
with E 5 9 and R a bounded domain in W” with smooth boundary (e.g. class C’). 
DEFINITION 1.1. - Let A be a relatively open subset of dR and let v E IM(A) (= the 
space of Radon measures on A). We shall say that u is a q-trace on A, !f there exists a 
solution u of (1.1) such that: 
u E C2(12) n I&.(n u A): 
u E L;,,,(R u A; 6/, dz), where 6~(x) := dist(x, A) 
and 
( 1.3) (-UA’P + ]uJ”%‘p) dz = - , I 
dv A dn dv, cp E C,191(fi; A), 
where Ci”(fi; A) is the subspace ojC’)‘(fi) consisting of those functions which vanish on 
81 and in a neighborhood of XI \ A. When this relation holds, we write TrA(u) = 11. 
Note that the trace of u on A is essentially independent of 62: if V is an open 
neighborhood of A, the trace of u on A relative to V fl R is the same as the trace relative 
to R. The set of q-traces on A will be denoted by 9X,(A). If u is a positive solution 
in B and A E dB, then TrA(u) is precisely the restriction to A of the boundary trace 
of u as defined in [24, Sec. 11. 
In this section we study the boundary value problem, 
(1.4) 
-Au + Iu\~-~u = 0; in 62, 
Trdu) = CL, 
where p E 9X,(6%). We shall employ also the notion of a subsolution of this boundary 
value problem. 
DEFINITION 1.2. - Let p be a Radon measure on dR. We say that u is a subsolution 
ef (1.4) ij 
(1.5) u E C”(O) n L1(R) n Lg(Q Sdx), 
where S(x) = dist(x,dfl) and 
(1.6) .I R (-UA’P + l~l~-~ucp) dx 5 - , I’ % a~2 an dpL: 
jor every non-negative cp E Cam’. 
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Our study is based on certain estimates of Brezis [7] concerning weak solutions of the 
boundary value problem, 
(1.7) Au = f in 0. II, = h on 30, 
with h E L’(i3R). These estimates are summed up in the following Lemma: 
LEMMA 1.3. - Let 62 be a bounded domain with smooth boundary and denote 
S(z) = dist(z, 80). Suppose that h E L’(dO) and f 6 E L’(R). Then there exists a 
unique weak solution u of (1.7) in L’(n) in the sense that, 
(1.8) 
s /’ 
& 
11 
(-UA’P + fp) dx = - . i)fl 1 31, 0. cp E c,1qq, 
where C’i” (0) is the subspace of C1ll (a) consisting of those functions which vanish on 
dR. Then, we have 
(1.9) Il+,q~t) I &(llkflI~~p, + llhlIL1(~W: 
where KQ is a positive constant. Furthermore, if cp > 0 in (2, 
(1.10) 
s 
(-IulAp + fpsignu,) dx 5 - 
R 
and 
(1.11) .I (-u+Acp + fpsignu+ dx 5 - 11 I . Xl h+ $ dcr, 
where a+ = max(a, 0). 
A proof of the first two estimates is provided in [30, lemma 4.11 and (I .I 1) follows 
by adding (1.10) and (1.8). 
The above result can be extended to the case where the boundary data is given by a 
measure b E !?JI(an). The extension is based on the following well-known result: 
For every p E 5JI(XI) there exists a unique harmonic function with boundary trace 
CL which is given by: 
(1.12) v,,, (x) = 
I 
P(x, y) d/4/), :I: E 61, 
* a1 
where P is the Poissson kernel in R. 
The mapping /I H V~ will be denoted by P’ (1. The following Lemma states two basic 
properties of this mapping. 
LEMMA 1.4. - (i) For every p E [l, N/(N - 1)) there exists a constant Ei,,n, depending 
only on p and 0, such that, 
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(ii) suppose that {t&IL) c Ilrr(an> is a weakly convergent sequence of measures, say 
p7, -+ ~1. Then P”nh> ---) $0(p) pointwise and in Lr(R) for every p E [l, N/(N - 1)). 
Proof. - (i) It is known that P satisfies the estimate, 
(1.14) P(x, y) < Cb(x)\x - y\-lV 
and consequently, 
(I .15) 
where K,,o is a constant as in (i). This implies (1.13): 
(ii) By (1.12) t . i is clear that the weak convergence, p, -+ ,LL, implies the pointwise 
convergence, IPo (pcl) -+ Po (p) in Q, In addition, (1.13) implies the uniform integrability 
of { $o(pn)} in D’( fl) for every p E [l, N/(N - 1)). These facts imply our assertion. 
LEMMA 1.5. - (i) Let fS E Ll(O) and ,u E m(afI). Then there exists a unique (weak) 
solution u E L1 ($1) of problem (1.7), with h replaced by p, i.e. 
(1.16) J ’ (-uAcp + fp) dx = - 2 dp, ‘p E C,‘>‘(n). R J an 
This solution will be denoted by $n( f, p). 
(ii) Suppose that {pu,} c !IR(XZ) converges to p in the weak sense of measures and that 
{fn) c WWd x converges to f in this space. Then IF”n(fn: 1~~) -+ IF”n(f, p) in L’(Q). ) 
(iii) Zf f, ,LL are as in (i) and u, = Pn(f: IL) then 
(1.17) lI4L’(R) 5 ~n(llwlL~(n) + IlPllm(ad 
In addition, we obtain: 
and 
(1.19) 
J 
(-u+Acp + fv signu+) dx < - 
I 
89 
R . an 
dv dp,, Vq E C;>‘(O), cp 2 o. 
Finally, 
(1.20) f 20, p<O=+u~O. 
Proof. - In view of the fact that 
Pn(f, P) = ~Q(flO) + $c?(O> CL), 
statements (i) and (ii) follow from Lemmas 1.3 and 1.4. We turn to the proof of (iii). 
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Inequality (1.17) follows from (1.9) and (1.13) with p = 1. In order to derive inequalities 
( 1.18) and (1.19) we approximate the forcing term .f and the boundary data ~1, by smooth 
functions. 
Let .I,, F > 0 be a smoothing operator on trJl(i30) such that 
,JF is isotone : .J,p ‘r,rnh: p as f - 0. 
where c is a constant depending on X2 but not on F. Put h,,, = qJll,p, and 
h,, = .Jl,,,~,q so that (h,I 5 h,,. Further let { frl} be a sequence of functions in 
Cj!(b2) (= {g E C2(R”) : suppg c 0)) such that j’rI + f in L1(12;b&), and put 
‘b, := ~n(fn, hn do). 
Let ok be a smooth, odd, non-decreasing function on R such that yk(t) = 1 for t > l/k:. 
Denote by I’k the primitive of yk which vanishes at zero. Note that (ItI - i)+ 5 rk(t) 5 ltl. 
Then, proceeding as in the proof of Lemma 4.1 of [30] we obtain: 
I’ 
(-r,(u,,)Ap + .f,,cpyk(~,) d:c 5 - 
I 
89 I’,.(h,,)- da < 
(1.22) ’ R . Xl 
a11 
-I . m 
I,,,,$$ da 5 - / ,,,,g da, 
ar> 
for every non-negative cp E C,‘.‘(n). (Here we used the fact that g > 0.) By statement (ii). 
*u,, + u := P’~(f,p) in L1(R). N ow choose a subsequence {u,, } which converges to ‘u, 
pointwise a.e. and let 71’ -+ cc while keeping Ic fixed in (1.22). Then, we obtain: 
Letting k + cc, this inequality yields (1.18). Inequality (1.19) is obtained by adding 
(1.18) and (1.16). 
Finally, if f 2 0 and p < 0 then (1.19) implies that 
I 
-rL+Acpd.r L: O,‘V”CP E C;;:‘l(fi), cp 2 0. 
1 0 
Choosing cp so that A(p = -1 in 0 and cp = 0 on the boundary we conclude that IL 5 0.0 
Remark 1.6. - Suppose that II, ‘w E L1 (0) n Lq(Q; 6 dx) are respectively a weak 
subsolution and a weak supersolution of (1.16) i.e. 
I (-vAp + fp) dx < - . 62 I’ gdp. $9 E c;qi=2), p > 0. . an 
while w satisfies the opposite inequality; then u < 111. 
Indeed IL := ‘u - ‘~1 satisfies: 
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Consequently, 
I 
u{dx 5 0, < E C,-(Q), c’ > 0 
.R 
and therefore u 5 0. 
The following Lemma deals with problem (1.4), for arbitrury 4 > 1 and h E !%Qn(i3R), 
providing estimates of the solutions, uniqueness and comparison results. For 4 in the 
subcritical range, this result was established by Gmira and Veron [12]. 
LEMMA 1.7. - Let 0 be a bounded domain with C2 boundary. Then the following 
statements hold. 
(i) Problem (1.4) has a unique weak solution for every AL E 9&(X2). 
(ii) lfpl,p2 E m,(dQ) an d ~1, 1~2 are the corresponding solutions of (1.4) then 
(1.23) lb1 - ~J2llLyq + Ilx9(w) - dUP))lIL’(61) I c 111-11 - ~211m(aR)r 
where c is a constant which depends only on 51 and g(t) = lt\q-‘t, \Jt E R. 
(iii) Under the assumptions of (ii), 
(1.24) p1 I/J2 * Ul I '1LP. 
(iv) If p E 5t,(dO) an d u is the corresponding solution of (1.4) then: 
(1.25) 
and 
(1.26) 
,for every non-negative cp E C,1’l(fi). 
Proof. - (i) Let IL E %$(X2) and suppose that ul, 1~2 are two solutions of problem 
(1.4) (with 11 = 16). Then u = ‘u, 1 - 1~~ satisfies (1.8) with f = g(%ll) - g(TL2) and h = 0. 
Applying (1.10) with cp = 4 where, 
(1.27) A4 = -1 in Q, 4 = 0 on 862, 
we find that u = 0. 
(ii) To prove (1.23), put u = ul - 1~2, f = g(ul) - g(?Lz) and IL = 1~1 - p2 so that, 
(1.28) 
Lemma lS(iii) implies that: 
(1.29) , I i,(-l*IAv + fvsknu) dx 5 - .I’ ix? $44. 
for every non-negative cp E Ci)‘(fi). Choosing again cp = 4, with d, as in (1.27), we 
obtain (1.23). 
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(iii) Adding (1.28) and (1.29) we obtain, 
for every non-negative cp E Ci>l(R). If pl 5 p2 then p+ = 0 and consequently, with 
cp = 4, we conclude that w+ = 0, i.e. ~~~ 5 u2. 
(iv) These inequalities follow from the corresponding inequalities in Lemma lS(iii). 
At this point it is convenient to introduce the following notation: 
If p E %Jl, (XJ), the corresponding solution u of problem (1.4) will be denoted by, 
u := P&L). 
By Lemma 1.7 (ii), if {,u~} c !Yl, (GQ) and ~~~ + p in the total variation norm, then 
1-1 E m,(dQ) and P~(,LL) ---f p:(p) in the norms appearing on the left side of (1.23). 
However if ,u, + 1-1 in the sense of weak convergence of measures, this is no longer the 
case, even if the measures are positive and it is assumed that p E M,(dR). Examples to 
this effect are available. Our next lemma shows that if weak convergence is supplemented 
by an additional condition, then Pi is in some sense continuous. 
LEMMA 1.8. - Let R be a bounded domain with C2 boundary. Let {Pi} be a sequence of 
measures in m,(dR) and put u,, = Pi. n = 1.2,. . . . Suppose that {pLn} is bounded 
in total variation norm. Then: 
(a) {un} is precompact in Lp(R), 1 < p < N/(N - 1). 
@I !f 
(1.31) p, ,,,!, p and {Sg(u7L)} is uniformly integrable, 
then 
(1.32) p E !JJ$(dR) and u, --f u := Pg(,u), in L1(R) n Lq(R; 6dz). 
(c) If {tin} is monotone increasing and pcl, ,fk p then, (1.32) holds. 
Proof.-(a)By(1.23) (2~~) isboundedinLl(Q) while {Au,} isboundedinLl(Q;Sdz). 
Consequently, in every compact subset K of f2, {un } is precompact in L1 (K). In particular 
it follows that there exists a subsequence {u,, } which converges pointwise a.e. to, say, 
ti in 0. By (1.25), ju,J is a weak subsolution of (1.7) with f = --)ujq and boundary 
data 1~~ I. Obviously V, := $n(lpnl) is a weak supersolution of the same problem. 
Therefore (see Remark 1.6), Ju,] 5 vu,. By Lemma 1.4(ii), {Us} converges in D’(R) for 
1 < p < N/(N - 1). c onsequently {un} is uniformly integrable in Lp(R) and hence 
U nl. + U in Lp(R) for each such p. This proves (a). 
(b) Let {uric} be as in part (a). Since, u,, + G a.e., the uniform integrability assumption 
in (1.3 1) implies that u,, -+ ,U In Lq( R; S dz). In addition u,, -+ ii in L1 (0). Therefore, 
the fact that 
(1.33) 
.I 
c2(-%& + dud(p) dz = - ‘p E c,$l(~=Q, 
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and the convergence assumption in (1.3 1) imply that 
I’ 
(-zlAcp + g(u)cp) dx = - * dp, cp E C$‘(fi). 
.R .I m al 
Thus u is a solution of (1.4) and consequently b E %X,(&Q). By uniqueness (Lemma 1.7(i)), 
w is independent of the subsequence. Therefore (1.32) holds. 
(c) Since {pL,} is bounded in total variation norm, Lemma 1.7(ii) implies that {un} is 
bounded in L1 (Q) rl Lg (0; 6 dz). By Lemma 1.7(iii), the monotonicity of {CL,} implies the 
monotonicity of {Us}. Therefore, {un} converges to a function u in L1 (0) n Lq(R; 6 dz). 
As in part (b), this implies (1.32). 
For the results to follow we need some additional notation. As before we assume that 
R is a bounded domain with boundary of class C2. For p > 0 let, 
(1.34) 12)/j = {x E R : S(z) < p>, cp = {x E 61 : 6(z) = p}> 
where S(X) = dist(z,dR). If ,I3 is sufficiently small (say p < ,&) then, for every 
z E 620 there exists a unique point g(z) E C := dfi such that 6(z) = 1~ - g(z)I. 
Let II : R:, -+ (0, /3) x C be the mapping defined by II(z) = (6(z): g(z)). This mapping 
is a C2 diffeomorphism and its inverse is given by: 
(1.35) II-‘@, u) = u + tn(a), (t,~) E (O,p) x C: 
where n(o) is the inward unit normal to C at g. For 0 < t < PO, let 5% : Ct H C be the 
mapping given by 4,(z) = O(X) for x E Ct. Thus .Fj,‘(.) = II(t, .)-‘. This mapping is 
also a C2 diffeomorphism. (See e.g. [8] for further details.) 
Given t E (O,@O), a Bore1 measure p on Ct and a function f on Et, we define a 
corresponding measure ,u~ and a corresponding function f” on C as follows: 
(1.36) 
Then, 
$(E) := p(4,1q, for every Bore1 set E C C, 
f”(u) = f(u + tn(a)), u E E. 
Lf” E JwI Pt), 
In fact, if f is the indicator function of a Bore1 set A G Et, then f” is the indicator function 
of A” := $,A so that (1.37) follows immediately from the definition. Consequently (1.37) 
holds for every simple function and hence for every integrable function. 
DEFINITION 1.9. - Let p, be a Radon measure on Ct,, n = 1,2,. . . , with t, -+ 0. We 
shall say that {p,} converges weakly (in the sense of measures) to a Radon measure p on 
C, if b, ---f p weakly, where /I, = (pUn)tll. 
In view of (1.37), the convergence described above is equivalent to: 
(1.38) 
.I 
G &L,, ---t 
s 
Cb, C E CP), 
where &n(z) = ((a(z)) fo?&ery z E Et:. 
The comparison Lemma below plays a key role in the derivation of the results on 
q-traces following it. 
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LEMMA 1.10. - Let D, := {x E 0 : n(x) > tn}, n, = 1,2>. . ., where t,, > 0 and f,, -- 0 
andlet h, E L’(dD,). Suppose thatVj E c”(n)flL1(b2)nL’r(b2;6d:c), .i = 1.2andthat 
Vz (resp. VI) is a supersolution (resp. subsolution) of problem (1.4) with 0. 1~ replaced b!: 
D 1,, P,,, where CL, := hn WV-l. !f {Pn} converges weakly (in the sense of Definition 1.9) 
to a measure ,u E !IR(iX) then: 
Proof. - Let uI,, (resp. V,,,) be the solution of (1.4) in D, with boundary trace IL,, 
(resp. V, [a~,,). Then 
(1.39) 
and (for sufficiently large n), 
where IIt, denotes the outward unit normal on Et?, = i3D,,. By (1.39), {Us} is locally 
uniformly bounded in (1 and consequently there exists a subsequence {u,,~ } which 
converges in C2(Q) to a solution u of (1.1). In addition (1.39) implies that {u,&} is 
dominated in L1 (0) n Lq(R; 6 dz), so that 
(1.41) u,,~ -+ 11 in Ll(R) n LQ(O: Sdz). 
(To be precise, U, should be replaced here by its extension to R, defined as zero outside 
D,,. To avoid additional notation, the extension will also be denoted by u,~~,.) 
We wish to show that u is a solution of (1.4), i.e. 
where v denotes the outward unit normal on 352. In view of (1.40) and (1.41), it follows 
that (1.42) holds for every test function p with compact support in 62. Therefore it is 
sufficient to verify (1.42) for test functions cp such that suppcp c fip012. (Here /& is as in 
the discussion preceeding the present Lemma.) For t E (0,,&/2) define pt in 
0; := (5 E Q : h(x) > t} 
as follows: 
(1.43) 
where it = HI-‘(b(z) - t>c(cc)) = g(x) - (S(z) - t)v(a(z)); then p+ E Ci,l(fi;) and, 
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Since ,LL~, -+ p weakly, this fact and (1.38) imply that, 
for every test function cp supported in R,,/,. Therefore, using (1.40) with n = nk and 
(1.41) we obtain (1.42) for cp as above and therefore for every admissible test function cp. 
Thus p E !JJI,(dR) and, by (1.39), V1 < u := p:(p) 5 V2. cl 
COROLLARY 1.11. - Suppose that V E C2(Q) rl L1(s2) rl Lq(R; 6 dx), V 2 0 and V is a 
supersolution of (1.1). Suppose that for a sequence of subdomains { Dn} as in the Lemma, 
VJao, dHN.--1 -+ p, weakly . 
Then we have 
p E EJJl,(LKl) and P:(p) < V 
Proof. - This is an immediate consequence of the Lemma. 
LEMMA 1.12. - Ifp E M,(d62) and u = P:?(p) then, 
(1.44) ulxt dHN-1 -+ p, as t -+ 0 
in the sense of Definition 1.9. In particular, 
llubt llLl(C*, is uniformly bounded for 0 < t < ,&. 
Proof. - Put f := (u[~-~u; then, Sf E L1(R) and u = $o(f, p). Put, ~1 = Po(-j+, II-) 
and v2 = po(-f-,p+). By Lemma lS(iii), vi, w2 are non-negative and obviously 
u = w2 - wl. Therefore it is sufficient to prove the following statement: 
Suppose that Sf E L1 (0), f < 0 and ,LL E %X+(da2). Then (1.44) holds for 
‘LL = ~n(f,P). 
Since R is of class C2 there exists a continuous linear operator IL : C’(dR) H C,“(n), 
such that, 
(Recall that C;(n) d enotes the space of functions in C2 (0) which vanish on the boundary.) 
In fact, given a neighborhood !?I of the boundary, IL can be constructed in such a way 
that L is order preserving and 
Given C E C2(d0) let ‘p = IL(<) and define vt as in (1.43). Then, for t E (O,/&), 
(1.45) / (-u&‘t + fvt) dz = .I’ ((a(z))u(s) dH,-l. 
021 Et 
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Since lim-,a pt = cp in C”(R) and {(lcptllc~(o,) : 0 < t < PO} is bounded it follows that 
the left hand side of (1.45) converges to 
I 
(-uAcp + fv) dz; 
.n 
as t -+ 0. Moreover, by assumption, 
hence, 
(1.46) 
for every < E C’(i)fl). Hence,(choose 5 E l), SC, U(X) dW,-l is uniformly bounded for 
0 < t < /?a. Finally, since u is non-negative, this implies that (1.46) holds for every 
< E C(afl). By (1.38), this is equivalent to (1.44). cl 
We turn now to: 
Proof of Proposition A. - (i) First we assume that f E C(dR). Let {ill} be a 
sequence decreasing to zero and put E, = {z E R : S(z) > tn}. If U := P;(h), put 
/L,, := fnuIxt, dWN-1, where .fn(x) = ~((T(z)). x E Ct,Z. Thus pu, is a Radon measure 
on &, and, since its density is a continuous function, IL, E M,(&, ). In addition, the 
definition of u implies that uI~~,~ dWN-1 -+ p weakly and consequently ,u~, --+ f dp weakly. 
Let cl, cs be two constants such that cl < min f, cl < -1 and c2 2 max f, c2 2 1. Then 
C~U is a subsolution while c2u is a supersolution of problem (1.4) in E, with trace bn. 
Therefore Lemma 1.10 implies that f d,u E !JJl,(dR). 
In the general case, we approximate f in Ll(dR; dp) by a sequence of continuous 
functions {gk}. If ‘ok = IF”L(gk dp), then, by Lemma 1.7(ii), {wk} is a Cauchy sequence in 
L’(0) fl Lq(R; S dz). Since gk dp + f dp (not only weakly, but even in norm) it follows 
that u = lim vk is a solution of (1.4) with trace f dp,. 
(ii) The assumptions imply that v is absolutely continuous relative to LL. Therefore this 
statement is a consequence of (i). 
(iii) Put u = P:(p). For 0 < t < PO put At := lz&, dHN-l. Let ut = lP’&(A,) where 
D, = {x E R : S(z) > t}. s ince 1~1 is a subsolution of the equation it follows that. 
(1.47) tit 2 1~1~1 in D+, and ‘11~~ 5 vt, when tl < t2 
Thus {Q} increases as t \ 0 and u = limt,o 71~ is a solution of (1.1). By Lemma 1.12, 
{A,} is uniformly bounded for 0 < t < PO. Consequently, by Lemma 1.7, { Il~ll~~(o~~~, dz)} 
and ~Il~tll~~~~ is uniformly bounded for t in this range. (Here St(z) := dist(z, C,).) 
Hence u E Lq(R; S dx) n L’(R). Since u 2 0, this implies that the boundary trace of II 
is a bounded measure, say fi. 
We claim that {At} converges weakly to ,ii, as t -+ 0 (in the sense of Definition 1.9). 
Assume that ut is extended to 0 by setting ‘Us = 0 outside Dt. Since {wt} converges to 
and is dominated by II it follows that: 
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for every cp E C$l (a) with (Pi defined as in (1.43). (Note that 15, --f S as t + 0.) Hence 
(see proof of Lemma l.lO), we have: 
where < = dv/dvjao. Since {A,} is uniformly bounded we conclude that the convergence 
is valid for every 5 E C(aQ) and therefore our claim is established. 
Next, we claim that ,Q > I,uL(. Put X, := ‘1~ ct &--I~-~. By choosing an appropriate sequence 
{in} decreasing to zero, we can guarantee that the sequences of measures { (X,J+} and 
{(A,_)-} converge weakly in measure, say to X’ and X” respectively. Since, by Lemma 1.12, 
{A,} converges weakly to h as t -+ 0, it follows that ,U = X’ - X”. Since X’? A” are non- 
negative measures we conclude that 1~1 5 X’ + X”. Clearly, (A,), + (A,)- = A,. As {A,} 
converges weakly to ,G we conclude that ,G = X’ + X” and our claim is proved. 
Since p is a q-trace and fi 2 1~1, statement (ii) implies that 1~1 is a q-trace. 
(iv) First we prove that, 
(1.48) Vl, q? E rn$m) * Vl + v2 E rm$m). 
Put uj := PL (v?), j = 1,2. Let {tn} be a sequence decreasing to zero and put 
P, := (~1 + m)h,, ~HN-I. Then p, -+ vi + ~2 weakly. Since u1 + u2 is a supersolution 
of (l.l), (1.48) follows from Corollary 1.11. 
If ~1, ~2 E %R,(dR), statement (iii) and (1.48) imply that lvil + 1~~1 E m,(aR). Since 
IQ + v2I 5 Iv11 + Iv21, t t s a ement (ii) implies that v1 $ u2 E ?JJlz (dR). Further, statements 
(i)-(iii) imply that, 
In particular if p E !XI$(afl) then cp E 9X, (an) for every real c. Thus %Q(dR) is a linear 
space. 
DEFINITION 1.13. - We shall say that a measure ,U E !Dl(afi) is q-admissible if 
hdl~l) E Lq(fl; 6dz). 
COROLLARY 1.14. - Ifp E !JR(aC2) and p is q-admissible then p E EN,(iXl). 
Proof. - The function u := $o( 1~1) is a supersolution of (1.1) and by assumption 
‘u E LQ( Q; S dx). (Of course u E L1 (n).) Therefore Corollary 1.11 implies that 
IPI E ~,Gw. c onsequently, by Proposition A(ii) p E 9X, (do). 
Remark. - We do not know if the converse statement holds. However it can be shown 
that every positive measure in M,(dR), q > 2, is the weak limit of an increasing sequence 
of q-admissible measures. For further details see Proposition 4.6. 
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2. Traces and removable sets 
This section is devoted to the proof of Theorem I, which is based on several Lemmas. 
As in the previous section, R denotes a bounded domain with boundary of class C2. 
LEMMA 2.1. - Given p E %Jl+(Xl) put: 
(2.1) Z*(p) = {A 2 X2 : A Borel, x~p E ?JJl~(XZ)}, 
where X.4 is the indicator function of A. (Note that if p # L?J?l(afl) then Xl 6 z,(p).) 
Then Z,(p) contains a maximal element A, in the sense that, 
(2.2) A E Z&L) ==+ p(A \ AJ = 0. 
Proof. - Given two Bore1 subsets of 80, say A, B , we denote by AAB their symmetric 
difference and define: 
A N B e p(AAB) = 0: 
A -X B M p(A \ B) = 0. 
The relation N is an equivalence while + defines a partial order in 2, (IL). If two sets 
A, B satisfy both A 4 B and B + A then A - 13. 
Let M be a totally ordered subset of X,(/L). We claim that M possesses an upper bound. 
To verify the claim, put X := sup{p(A) : A E M}. If there exists an element E E M 
such that X = p(E) then A + E: A E C&(/J). In fact, for each A E 2,(p), there exists 
an order relation between A and E. Since p(A) < p(E) we must have A -X E. On the 
other hand, if the supremum X. is not attained, then there exists a sequence {A,} in 2,(h) 
such that p(An) j’ X, i.e. the sequence is monotone increasing and tends to X. By the 
previous argument this implies that, A,, -+ AIL+ll n = 1,2, . . . . By Lemma 1.8(c), the 
limit of a monotone increasing sequence of sets in 2,(p) belongs to this family. Thus 
A = Ur=rAn E C&(p) and obviously, II,(A) = X. If B E M then p(B) < X so that, 
for large n, p(B) < p(A,). Hence B 4 A,, and consequently B 4 A. Thus A is an 
upper bound for M. 
By Zorn’s lemma there exists a maximal element E in Zq(p), in the following sense: 
If B E Zp(p) then either (i) B -: E or (ii) there is no order relation between B and E. 
Suppose that Ba is a set for which (ii) holds. By Proposition A(iv), B,J U E E Z,(p). 
Obviously (ii) does not hold for B = BO U E, so that (i) must hold, i.e. Bo U E 4 E. But 
this implies p(BO \ E) = 0 i.e. Ba < E. Thus E is a maximal element of X4(p) in the 
sense stated in the Lemma. 
Given a positive Radon measure /A on X! we define an associated set function /L* 
as follows: 
(2.3) /L*(E) := sup{v(E) : v E m;(oQ), v < IL}, 
for every Bore1 set E C Xl. 
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LEMMA 2.2. -For every p E !?Jl+(dR) we have ,u* E !JX~(cXI). Furthermore, if A,, is 
a maximal element of Zq(p) in the sense of (2.2), then 
(2.4) p*(E) = ,u(A, fl E), E Borel. 
Proof. - First we observe that (2.4) implies that p* E !IXt(XI), because A,, E Zq(p). 
We shall show that, for every Bore1 set E C_ Xl, 
(2.5) p*(E) = sup{p(A n E) : A E 2,(p)}. 
By CW, 
Therefore (2.5) implies (2.4). 
Denote the right hand side of (2.5) by fi(E). By (2.3) p*(E) 2 (ZAP)(E) = p(A f? E) 
for every A E C&(p); hence, 
(2.6) P*(E) 2 fi(J-9. 
Given v E mt(afi) such that v 2 b, let fV := du/d,u (i.e. the Radon-Nykodim 
derivative of v with respect to CL). Then fV E Ll(dfl; h) and 0 5 fV 5 1, p-a.e. . Put: 
Al, := {g E dR : f&) > l/lc}. 
Since ~x,J& dp 5 fV d/L E ‘IX~(afl), Proposition A(i),(ii) implies that xAL dp E !JJI,+(aQ), 
which is equivalent to Ak E xq(p). Since {Ak} is monotone increasing, Lemma 1.8(c) 
implies that A0 = U;VAk E Zq(h). For every Bore1 set E, 
v(E) = .I .fy & 5 ~(4 n E). E 
Hence, taking the supremum over v in %JIz (da), v < p, we obtain 
(2.7) P*(E) 5 b(E). 
Notation. - The family of conditionally q-removable (resp. q-removable) subsets of cYR 
will be denoted by F;(aR) (resp. Fq(XI)). 
LEMMA 2.3. - Given p E %X+(80), let A, be a maximal element of Zq(p) as in 
Lemma 2.1. Then, for every Bore1 set E, 
(2.8) E c A; = dR \ A,, p(E) > 0 ===+ E E F;(dfI). 
Proof - Suppose that E satisfies the conditions on the left side of (2.8) but 
E> $ .F;(X$ Th en there exists 7- E +JJ?~(X!) such that, 7-(E) = ~(80) > 0. By 
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the Lebesgue decomposition theorem together with the Radon-Nykodim theorem, there 
exists h E L’(dR: 1~) and r, E M+(dR) such that, 
where r,? -L ~1 means that rs is singular relative to jr. 
If h, = 0 p-a.e. in E then T(E) = 7,(E) > 0 and consequently (as ~~ I p), p(E) = 0. 
Since, this contradicts our assumptions, we conclude that the set D = {CT E E : h,(c) > 0) 
has positive p-measure. Since /I,& < 7 E 9J?t(XI), Proposition A(ii) implies that 
/L d/L E !JJI,+(afl). By the argument employed in the last part of the proof of Lemma 2.2, it 
follows that D E Zq(h). Hence, by Proposition A(iii), A, UD E 2,(p). Since A, fY D = 0 
and p(D) > 0, this contradicts the fact that A,,, is a maximal element of Z&(/L). This 
proves our claim. 
Proof of Theorem I. - (i) By Proposition A(ii, iii). p E 9J14(dR) if and only if 
1~1 E !J&(dR). Furth ermore, p satisfies the condition stated in part (i) of the present 
Theorem if and only if 1~1 satisfies it. Consequently it is sufficient to prove statement (i) 
for positive measures. 
Assume that 11 E !JJl,$(iX2). By Proposition A(ii), for every Bore1 set E, x~p E 
9JI,+ (do). Consequently, 
Conversely, suppose that p E %JI+(i)R) and b vanishes on F;(dR). Let A, be defined 
as in Lemma 2.1. By Lemma 2.3, our assumptions imply that: 
p(E \ ALL) = 0, E Borel. 
Hence , by Lemma 2.2, p = /L* E !IX~(XI); this proves statement (i). 
(ii) Given b E 1737+(X2), let IL* be defined as in (2.3). Put pL := IL - p*. By Lemma 2.2, 
,u* is a q-trace and pi(E) = p(E n AL) where .4; := X2 \ A,. By Lemma 2.3, if 
p(AL) > 0 then AL E F;(b). Thus, either $ = 0 or ,u[ is concentrated on a conditionally 
q-removable set. This proves that p possesses a representation as claimed in part (ii); the 
uniqueness of the representation follows from part (i). 
Now suppose that p, E %X(%2) and let ,u+ and 14~ be the corresponding positive and 
negative total variation measures. Then, 
where p; vanishes on conditionally q-removable sets while /J: is concentrated on such a 
set, (‘j = 1,2). Put CL* = ,LLT - & and pur = p! - ,LL~. Then p can be represented as in (0.9) 
where ,u* vanishes on conditionally q-removable sets while $ is concentrated on such a 
set. The last assertion follows from the fact that Fl(dR) is closed with respect to finite 
or countable unions, which in turn follows from Proposition A (ii). Finally, by (i) p* is a 
q-trace and the proof is complete. 
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3. An existence result 
In this section we establish a preliminary version of the existence result stated in 
Theorem IV. This version uses Theorem I in order to relate the existence of solutions of 
problem (0.5) to the removable singular sets of the equation. To simplify the presentation 
we consider the boundary value problem in the unit ball B. For the proof of the Theorem 
we need several lemmas. The first of these is concerned with the local nature of the trace. 
LEMMA 3.1. - (i) Let A be a relatively open subset of dB and let 1-1 be a Radon measure 
on A. Suppose that every point g E A has a relatively open neighborhood L& 2 A such 
that p[u, is a q-trace. Then p E 9.X,(A). 
(ii) Let p E ‘%&(A) and let D be a Bore1 set whose closure is contained in A. Let pLg 
be the measure given by 
pD(E) = p(E n A)? E C dB, E Borel. 
Then, 
/lD E n,(dB? and UD := $;(pD) 2 ‘U, 
for every solution u of (1.1) in B such that TrA(u) = p (see Dejnition 1.1). 
Proof. - (i) Let K be a compact subset of A and let {cpl, . . . , (Pi} be a partition of 
unity for K such that suppcpj c Z&, , aj E K for j = 1, . . . , k. If vj = Cpj//, then, by 
Proposition A(i), vj E !XJ& (dB) and therefore VK = CF vj E 9.X, (8B). Note that vK = I-L 
in K. Therefore, a second application of Proposition A shows that if 4 E C:(A), then 
v = 4,~ E !.YI,(aB). Let {&} b e an increasing sequence in C,(A) such that 0 5 & 5 1 
and the sequence {K,} given by K, := {a : 4n(~) = 1) converges to A. Then the 
sequence {vn} given by v, = &CL is monotone increasing and converges weakly to CL. 
Hence, by Definition 1.1, p E 9X,(A). 
(ii) First suppose that D is relatively open. Let u be a solution of (1.1) in B such that 
TrA(u) = h. Then, by [24, Lemma 2.21: 
Thus x&r, (T) dc -+ PLg weakly in the sense of measures. For p E (0, l), put 
VP := p 2’(4-1)xDu(p, 0) do and v,, := $L(v,). Then v,(z) 5 P~/(~-~)u(Pz) for z E B, 
and consequently {w,} is dominated in Lq(fl; 6 dz) for every domain 0 such that 
fi c B U A. (Here S(z) = dist(z, A).) On the other hand, if G is a relatively open set such 
that D c G c G C A, then {up} is dominated by the solution w := limn+oo $k(r,,), 
where TV,, = n,xc dg. Since w is bounded outside a neighborhood of G we conclude that 
{u,} is dominated in L’J(B; 6 dz). Hence, by Lemma 1.8(b), jl,D is a q-trace and up -+ uD. 
In particular this implies, uI) < u. 
Finally if D is any Bore1 set whose closure is contained in A, let G be a relatively 
open set such that D c G c G c A. Then p G is a q-trace and consequently, by 
Proposition A(ii), ,UD is a q-trace. 
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Next we derive a local version of the convergence results of Lemma 1.8. This Lemma 
may be compared to Theorem III of [24] which is a much stronger result but applies 
only to the subcritical case. 
LEMMA 3.2. - Let {un} be a sequence of positive solutions of (1.1) in B and let A be a 
relatively open subset of dB. Suppose that TrA(un) =: u, is a bounded measure on A and 
that un -+ u locally uniformly in B. Thus u is a positive solution of (1.1) in B. Let R(u) 
and S(u) denote the regular and singular sets associated with Trag(u) as in (0.17); then, 
(3.1) 
(i) {vn(A)} bounded ==+ AC R(u), 
(ii) u,, =.zy u ==3 pIA 5 u; 
(iii) UJUklY {un} monotone and t/n - v * p(~ = u. 
Conversely, if A C R(u) and {un} zs monotone increasing, then {u,(K)} is bounded, 
for every compact set K c A. 
Proof. - Statements (3.1)(i)-(iii) are proved exactly as in the subcritical case (see proof 
of Theorem III in [24, Sec. 31). 
We turn to the proof of the last statement of the Lemma. By contradiction, assume that 
A 5 R(u) and that there exists a compact set K c A such that {vn(K)} is unbounded. Let 
(34 
Let A' be an open subset of A such that K c A’ c A’ c A. For p E (0; l), let D, be a 
subdomain of {z : p < IzJ < 1) with smooth boundary, such that 
C(p, 1,x) c D, c D,, c @p. 1, A). 
Further let q be a non-negative function in C2(aB) such that 
suppq c A' and 77 E 1 in K 
and put c$(T,(T) := (1 - r)(r - p)v(~). By (1.3), 
I( DP 2- &&2r+p))un7td* 
I 
(T - p)(l - T-) dx D vu: - +&I 
P 
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Since {vn(K)} is unbounded the right hand side of (3.3) is unbounded while the left 
hand side is dominated by, 
M, := c 
I 
(% + (1 - +qJ) dz, 
. DP 
where c is a constant independent of n. Because of the monotonicity of {Us}, 
Mn ---f c 
s 
(u + (1 - r)u”)) dz, 
DP 
which is finite because A c R(U). (Here we use [24, lemma 1.21.) Thus we reach a 
contradiction, which proves our statement. 
The next result establishes the existence of certain minimal solutions. 
LEMMA 3.3. - Let A be a relatively open subset of dB. Given v E m,(A) let U, denote 
the set of positive solutions u of (1.1) in B such that: 
A c R(u) and TrA(u) 2 V, 
where R(u) is the regular part of the trace of u. 
Then U, possesses a minimal element 3, in the sense that, 
(3.4) U” - < v, v E LI,. 
Furthermore, the trace of gv is given by, 
(3.5) v(E) = inf {v(O fl A) : 0 relatively open, E c 0}, VE Bore1 
and 
(3.6) Sk) = &A, 
with @,A as in Definition 0.2(i). 
The function u, will be called the minimal solution relative to v. 
Proof. - If K is a compact subset of A, let vK := XKu (where XK is the indicator 
function of K). By Lemma 3.1, VK E %R,(dB) and we denote, UK := $L(VK). Let {K,} 
be a sequence of compact subsets of A such that, 
Kz c K:,, and UT K, = A. 
Since $48 is an isotone operator, UK increases with K. Therefore, 
(3.7) U” := iimm UK, = sup{ UK : K C A, K COrIqXiCt}. 
If P E dB and P # &A then there exists a relative neighborhood U of P such 
that (vKn (U)} is bounded. On the other hand, if P E &A, {VK, (U)} is unbounded 
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for every such neighborhood. By Lemma 3.2, these facts imply (3.6). Furthermore, if 
g := Tras(g,), the same Lemma implies that 
Hence we obtain (3.5). Finally, by Lemma 3.1, 
UK 5 21, v E U,,, VK compact, K c A, 
and this fact together with (3.7) imply (3.4). 
The next Lemma describes a special class of maximal solutions. Before stating the 
Lemma we recall some known facts that will be used in its proof. 
Let 62 be a bounded domain in RN with C2 boundary; then, there exists a unique 
solution of (1.1) in Q such that, 
(3.8) u(.z) -3 x as :c i dS1. 
This solution, (called the Zarge solution of (1.1) in 62) satisfies, 
(3.9) 
2(q+1) ?+ 
lim S(:~)~/(~-~)u(z) = cy := ____ 
6(2)-O ( ) (4-112 ’ 
where S(z) = dist(z, do). (See [14] for the existence result, [3, 4, 291 for the uniqueness 
and asymptotic behaviour of the solution.) 
If A is an open subset of X2 put: 
This solution vanishes on the complement of A and blows up on A. In addition it satisfies 
(see WI), 
(3.10) Iim 1% - P]2’(‘-1)ud(z) = cq, 
X--*P 
P E d, 
uniformly with respect to P in compact subsets of A. 
LEMMA 3.4. - Let S be a compact subset of dB and let !Y?s denote the set of non-negative 
solutions of (1.1) in B which vanish on dB \ S. Then there exists a maximal element V, 
in fI3~ in the sense that, 
(3.11) v I vs, II E Qs. 
Furthermore. the singular set of TraB(Vs) is precisely S,*, i.e. the set of q-accumulation 
points of S (see Dejnition 0.2(ii)). 
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Proof. - For E E (O,rr/2) put, 
(S), = {w E dB : dis$(w,S) < E}. 
Let h, denote the indicator function of (S), and put v,?, = P”,(nh, ~-IN-~), for 
n = 1,2,. . . Then {Q,~} . is monotone increasing in 72 and 
(3.12) V, := lim w,,,, n-CC 
is a solution of (1.1) which blows up at (S), and vanishes at dB \ (S),. Clearly, {v,} 
is monotone decreasing in E and 
(3.13) v-s := hlinVF E 23s. 
By (3.10), if K is a compact subset of (S),, 
(3.14) lim(1 - T)*‘(~-‘)u~(T, CJ) = cp, uniformly for 0 E K. 
r-+1 
Every positive solution of (1 .l) in B is dominated by the large solution in B. Therefore, 
using (3.14) with K = &I, and (3.9), we conclude that 
This inequality and (3.13) imply (3.11). 
We turn now to the last assertion of the Lemma. Let s denote the singular set of the 
trace of Vs. By (3.13), 
TrA(VS) = 0 for A := dB \S. 
We claim that: 
(a) If S is q-removable then Vs 5 0. If S is not q-removable then 3 # 0. 
The first assertion is obvious since Vs vanishes outside S. On the other hand, if S is not q- 
removable, there exists a positive solution w E Crr S. In fact there exists such a solution which 
also satisfies sB rP6 dx = co. Indeed, if & wQSdx < oc thenTraB(v) =: ,LL E f)32,(8B). Let 
‘l!, := $4,(nb) and ti := lim,,, vu,. Then v E ?Yls and sB iPSdx = 00. In view of (3.11), 
.I V;6dx < cc B 
and consequently, 3 # 0. 
Next we claim: 
(b) If Sri Ss are compact subsets of dB and S = Sr U S2 then, 
max(Vi-, , VS, ) 5 VS i Vs, + I+,. 
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The left inequality is obvious since Vs, , VS, E ‘x7,. To verify the right inequality, let 
&A? j = I,2 be defined in the same way as *vu,.,, with S replaced by S,j and observe that. 
?I,.,, I $2 + vy;. 
(This is a consequence of Corollary 1.11, because vt’fi + v$ is a supersolution of (I.]).) 
Following the construction of Vs we see that this inequality implies the right inequality 
in (b). 
If P E dB \ S,* there exists a relative neighborhood U of P such that S1 := S n ti is 
q-removable. Let Sz := S \ 24. By assertion (a), I&, G 0 and therefore by (b), Vs 5 I&,. 
This implies that the trace of VS vanishes in M so that P # 3. On the other hand, if P E S; 
then, for every relative neighborhood U of P, S1 is not q-removable. Consequently (a) and 
(b) imply that every neighborhood of P contains a point of 3. Since this set is closed it 
follows that P E Si. Thus 3 = S,*. 
We turn now to the proof of the following preliminary version of Theorem IV. 
THEOREM 3.5. - Let Y E Breg and let S = S,, and R = R, be the singular and regular 
sets associated with u as in (0.17). Then problem (0.5) possesses a solution if and only if 
v satisfies the following conditions: 
(i) v(A) = 0 h w enever A is a conditionally q-removable subset of R; 
(ii) S = d,(R) USC;. 
When these conditions are satisfied the problem possesses a solution G, which is maximal 
in the sense that, 
(3.15) ‘11 < ‘1L” (
for every positive solution v qf (1.1) in B such that Tt-aB(Tl) 5 Y. Furthermore, 
(3.16) 
where v’ := VIE and uu, and Vs are defined as in Lemmas 3.3 and 3.4. 
Proof. - Let 3, denote the set of positive solutions v of (1.1) in B such that TraB(v) 5 v. 
Suppose that v satisfies condition (i) which (by Theorem I) is equivalent to, 
(3.17) u’ E m,(R). 
We claim that, 
(3.18) v < v, + &“I ) - ‘V E 3,. 
Obviously it is sufficient to prove (3.18) in the case that TraB(v) = v, because the right 
hand side depends monotonically on v. In this case, PU := u - g,, is a non-negative 
subsolution of (1.1) in B and 
(3.19) 
/ 
~(a)w(r, 0) do --+ 0, as 7‘ -+ 1, C E Co(R) 
.R 
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Let w ,, := P”,(h, du) where h,(a) := ~~/(q-l)ru(p,(~). Then 
P2’(q-1)w(pz) I W,(X) I lup,&) + Wf,JX), x E B, 
where 
wp,6 = qj(s,hp da), w;,& = P4,((1 - S,)h, da), 
and s, is the indicator function of the set {u E dB : dis$(a, S) < E}. Clearly, if V, is 
defined as in the proof of Lemma 3.4, then PU P,F 5 uu,. Since (3.19) implies that U& ---f 0 
as p --t 1 it follows that 1~ 5 71, and hence w 5 lim,,o V, = Vs. This proves (3.18). 
Next define: 
(3.20) a := sup{v : 21 E 3,) 
We claim that v is a solution of (1 .l). Indeed, if zP is the solution of (1.1) in B, whose 
boundary trace is ~(p, u) then v < z,, in B, (because v is a subsolution) and {zp} is 
monotone increasing. Hence .a = lim,,i P z is a solution of (1.1) in B and V 5 z. In 
addition z satisfies (3.18). Therefore, since V,, gV, E 3, we conclude that, 
Tras(z) 5 Tw(Vs) + TraB(x,/), 
TraB(u,,) L TraB(z) and TraB(%) F Tr&). 
By Lemmas 3.3 and 3.4, this implies that TraB(z) 5 V, TrR(z) = V’ and that the singular 
set of the trace of z is d,(R) U S,*, Thus z is the maximal solution in 3, and problem 
(0.5) possesses a solution if and only if TraB(z) = V. This is the case, if and only if v 
satisfies conditions (i) and (ii). Finally, when these conditions are satisfied there exists a 
maximal solution satisfying (3.15) and (3.16). 
COROLLARY 3.6. - Suppose that v satisjies conditions (i) and (ii) of the theorem. In 
addition suppose that S, is q-removable. Then (0.5) possesses a unique solution. 
Proof. - Since existence is guaranteed by the Theorem, it remains to establish only 
uniqueness. By assumption, Vs is the zero function, so that U, = u,,. Therefore, if %I is 
a solution of (0.5) then (by (3.15)), II 5 u,,. On the other hand, by Lemma 3.3, 71 > g,,. 
Thus the solution is unique. 
Remark. - A special case of the uniqueness result of Corollary 3.6 was obtained by 
Kondratiev and Nikishkin [15]. Specifically, they proved uniqueness under the assumption 
that 9 > E and S is a singleton while the boundary data is given by a continuous 
function. 
4. Removable sets and capacities 
This section is devoted to the characterization of removable sets in terms of Bessel 
capacities as described in Theorem II. In the proof of the Theorem we also use Besov 
capacities whose definition will be recalled later on. We start by listing some basic facts 
related to these capacities. 
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(a) First we recall the definition of Besov spaces. For h E LP( I@), 0 < a < 1 and 
1 I p, q 5 00; put, 
(TE>qh)(z) := Izj-f-‘“jlh(,x + .) - h(.)IJLp, z E Rd. 
With this notation: 
B;lq(Wd) = {h E L”(@) : Tz9qh E Lq(iRd)} 
and the standard norm in this space is given by: 
If Q = 1 the space is defined in the same way except that, 
(Tf>qh)(z) := I,zI-:-‘llh(z + .) + h(-zz + .) - 2h(.)llLp, z E Wd, 
and for cy > 1 the space is defined inductively. 
For o > 0 and 1 < p, q < cc the space B!‘z (W”) is defined as the dual of Bg’>“‘(l@), 
where p’, q’ are the Holder conjugates of p, q respectively. 
The space Qq(RBd) can also be defined via Poisson potentials. For h E Lp(Wd) let Ph 
denote the Poisson potential of h in Rd+. Then [27, Ch. V, sec. 51: 
B;>q(Wd) = 
C 
h E L”(R’) : 
where k is the smallest integer larger than o. Furthermore, each of the following norms is 
equivalent to the standard norm in this space: 
tthll&,p;q := llhlb + (1” (t~-~lli)*Alitt”ll,,)R$)“‘, 
llhll:,p;q := llhll~~ + ; (/” (~x-u~~~:c,I,,)q~)l’q. 
IP=kl * 0 
Finally we define the family of Sobolev-Slobodecki spaces W”J’ as follows. If 
1 < p < 0;) and o is an non-negative integer, Wa)p(W”) is the standard Sobolev space. 
If 0 < cy is not an integer, 
As before 14-a,P’(Rd) is the dual of Walp(Rd). 
(b) For each (Y > 0, let G, denote the Bessel kernel of order cr. For 1 < p < cc the 
Bessel potential space L*J’ is given by, 
La>“(@) = (h : h = G, * f, f E Lp(Rd)}. 
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The mapping f H G, * f is (l-l) and the norm in the space is given by: 
IlhlLP = IlfllLp> where h = G, * f. 
The above mapping will be denoted by 6,. It is known that, 6,Ga = go+p, for every 
a,/3 > 0. 
The dual space of L”J’(U@) will be denoted by L-“>p’(Rd) where l/p + l/p’ = 1. 
Clearly, if 7 E L-“‘p’ (W) then r o G, E LP’(Rd) and ]]r]IL-a,P~ = 1)~ 0 6?(y]]Lp~. Similarly, 
if f E LP’ (Rd) then the functional r defined on La>P(Wd) by, 
r(h) = 
/ 
f6,‘h, h E L”lp(Rd), 
* w 
is a continuous functional, i.e. r E L- W’ (W”). Thus the mapping 7 H T o G, maps 
LeaJ” (I@) onto LP’ (IWd) and it is an isometry. This is in fact an extension of G, and 
will be denoted by the same notation. 
(c) Suppose that Q > 0, ,0 1 0 and 1 < p, q < cc. It is known that under these 
assumtions, Gp maps @“(W) onto BETB (@) (see [27, Set VS]). However this is not 
valid for Q = 0. In fact it is known that the spaces L”J’(@) and W”+‘(Rd) coincide only 
if Q! is an integer (with arbitrary p) or p = 2 (with arbitrary a). The following inclusions 
hold (see [27, Set VS]): 
(4.1) 
L”>p(Wd) C W”‘P(Wd),if p > 2; 
W=>“(rW”) c L”)p(lWd),if p 5 2. 
(d) Let a: > 0 and 1 < p < co. For every set E E IWd, the Bessel capacity C,., (defined 
in (0.10)) satisfies the relation: 
(4.2) CCY,p(E) := inf 
U 
fp : f E Lp(Rd), f 10, G, * f 2 1 on E , 
Rd 3 
([ 1, Prop. 2.3.131). In addition, for every Bore1 set E E Bd (or more generally, for every 
Suslin set) the following dual definition is available: 
(4.3) C,,p(E)l’p = sup{@) : v E m+(W”), suppv c E, JIGa * +,qw~ I 11, 
(see [l, Corollary 2.5.21). Here 9R+(W”) is the set of positive Radon measures on BBd. In 
view of the remarks in (b), the last condition in (4.3) is equivalent to, 
v E L-“>p’(Rd) and ]Iv]]~~~+,~ 2 1. 
(e) Let Q > 0 and 1 < p, q < cc. The standard definition of Besov capacity C(E; Bglq) 
(see [l, Def. 4.4.21) is parallel to (4.2) but requires a considerable amount of additional 
notation. The following simple definition of an equivalent capacity CB,,p,q will be 
sufficient for our purposes. For every compact K put: 
(4.4) CB,,,,,(W = inf{llfll~p : f E S, f(x) 2 1 on K}, 
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where S is the space of rapidly decreasing functions in R1. For an open set G the capacity 
is defined as the supremum of CB,,,,,(K) over all compact sets K C G. For an arbitrary 
set E it is defined as the infimum of CB,,,,,(G) over all open sets containing E. It is 
easy to verify that for compact sets this definition agrees with (4.4). For the equivalence 
of this capacity and C(. ; BE+r) see [I, Prop. 4.4.31. 
As before there exists a dual definition of C(E; BgJ) in terms of measures. Again we 
provide only the definition of an equivalent capacity which for a compact set K is given by: 
This equivalence follows from Proposition 4.4.1 and formula (4.4.6) of [ 11. 
In the special case p = 9 the capacity defined in (4.4) (resp. (4.5)) will be denoted 
by ca,p (rev. c&J. 
(f) Let a > 0 and 1 < p < cc. If p < d/a the Besov capacity is equivalent to the Bessel 
capacity, i.e there exists a constant A > 0 such that, for every set E c Rd, 
(4.6) A-?&,(E) < C(E; Bf”) 5 A C&(E). 
This follows from [ 1, Prop. 4.4.41 and the fact that B, PJJ is identical with the Lizorkin- 
Triebel space F$J’. Consequently (?eYp and (?A,p are equivalent to C,,,. 
(g) Suppose that cy E (0,l). If F : R’ H R is uniformly Lipschitz and F(0) = 0 then 
the superposition mapping h H F o h maps IVJ’(Wd) into itself and is bounded; more 
precisely, 
IIF 0 hllw-.p L IlF’llL-(R,llhllw-,~. 
This is a direct consequence of the definition of the space. In particular it follows that if 
h E IVQIP(Rd) then a cut-off function such as hj = min( h, j)? j > 0 is in the same space 
and Ilhjlla,p 5 Ilhlla,p. In addition, it is clear that the condition ‘f(x) > 1 on K’ in (4.4) 
may be replaced by ‘f(z) > 1 on K’. Consequently, for Q E (0,l) and every compact set 
K the definition of 6a,p(K) can be restated as follows: 
(4.7) 6,,p(K) = inf{]lf]l~~~Y.p : f E S. 0 5 f < lJ f E 1 in a neighborhood of K}. 
(h) If Rd is replaced by a d-dimensional compact differentiable manifold M, the space 
BElq(M) is defined in the usual way, by means of local charts and a partition of unity. An 
alternative definition can be obtained by means of harmonic liftings as in (a). In the case 
that M = Sd = dB, this definition can be formulated as follows. For h E LP(dB), let Ph 
be the Poisson potential of h in B. Let (T, g) denote spherical coordinates in B and put, 
Ph(C g> = lq+%(+ where t = In I/T. 
Then, 
1 
B;J’(Sd) = h E Lp(Sd) : 
/( II 
tk-” dkP&3tk 
. 0 
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where k is the smallest integer larger than (Y. As in (a), the standard norm in this space 
is equivalent to each of the norms: 
where LP = LP(Sd). 
Except for obvious modifications, all the results presented in (a)-(g) remain valid if Rd 
is replaced by a smooth compact manifold M. 
The proof of Theorem II will be based on several Lemmas. 
LEMMA4.l.-~Su~~OSethatq>2andq~(~+l)/(~-l).~tKCd~beac~osedset 
such that C2/q,qJ (K) = 0. If u is a non-negative solution of (1.1) in B which is continuous 
in B \ K and vanishes on dB \ K then u E Lq( B; 6 dx). 
Proof. - Let X1 be the first eigenvalue of -A in B and let (pi be the corresponding 
eigenfunction normalized so that sup cpl = 1. Let 71 be a function in C?(dB) such that 
0 5 rl 5 1 and 7 3 1 on a neighborhood of K, say U7. Put, 
(4.8) P,(x) = 
.I 
PC,> YMYY) MY), < = cpi(l - Pp’; 
BB 
then C E C,$‘(aB) and 
(4.9) 0 < < 5 cpl, c(x) = 0((1 - Iz/)‘+“~‘) as 2 + K’, 
for every compact set K’ c r/,. Put 
c,(z) = <(x/p), z E B, 0 < p < 1 and B, = {x : 1x1 < p}; 
then, 
.I (+A& + u”<,,) dz = - J ?sdo , P E ml). BP aB, a?- 
Claiin 1. 
(-i.11) 
s 
(-uA( + u”<) dx = 0. 
B 
First observe that, for x E dB, and o = z/p, 
2(x) = ;$I) = f$(o)(l - 7/(o))*q’, 
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so that, supIzI=/, u(z)la&,,l&+l + 0 as p + 1; hence 
Next, let K’ be a compact neighborhood of K such that K’ c U,,. By the Keller-Osserman 
estimate and our assumptions on U, 
where cl; cz are positive constants and XI{! is the indicator function of K’. Therefore, by 
(4.8) and (4.9) up& is bounded in B, by a constant independent of p. Finally, we have: 
(3.12) 
A< = -xlpl(l - Pry’ + 2q’(2y’ - l)cpI(l - Ppz/VP7/~ 
- 4q’(l - P,) +-1vp,, Vlpl. 
Since VP, and Vvl are bounded it follows that, 
Iu(.Iz)A<,(x)~ 5 c3 1 - H 2q’-1(l - IIC~)-*‘(~-~) + ~(1 - 1x1). 
( > 
VX E B 
P 
P’ 
where cs! cd are positive constants. Therefore uA& is bounded in B, by a constant 
independent of p. In view of these estimates, (4.11) is obtained from (4.10) by taking 
the limit as p + 1. 
Claim 2. - With < as in (4.8) 
(4.13) . 
J 
uPCdz 5 (:ll&,q’ + c’ 
B I( .B 
(1 - /xl)-“““P&)“’ + P’u’) dz + c”. 
where c, c’: c” are positive constants independent of rl E C2(dB). 
By (4.1 I) and the Holder inequality, 
hence, 
(4.14) .II, up< dz 5 J, <-q’/qlA<Iq’ dz. 
From (4.12) we obtain, 
~-‘l”q~A~~y’ < co ‘~~(1 - P,j)2q’ + ‘p; Y”4(1 - P,)2qv$o1 . VPJq’ + ‘pl(vP,p’) 
where co is a positive constant; hence, 
* (4.15) . B C-“““lA[I”’ dn: 5 cl 
I .!( 
(P1+ ‘pl -y”yIvpl . VP# + (PII 
B 
VP7j2y’) dz. 
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where cl is a positive constant, independent of n. (Recall that 0 < Pq 5 1.) In order to 
establish (4.13) we must estimate the integrals of the last two terms on the right. Put, 
(4.16) v, := q;q”qppl . VPJJ” w, := l#Pp’. 
Since 4 > 2, we have q’/q < 1 so that V, E L1(B). 
For every compact set K c B there exists a constant c(K) such that, 
llp~llc~(K) 5 4KN71ll~~ca~, 
Consequently, 
(4.17) 
.I 
, ,< Jv, + W,) dx 5 4vll~~(a~)~ z e 
Since cpl is radially symmetric, then 
pip, ’ VP,1 < csdP,/dr. 
Therefore, if D := {X : e-l < 1x1 < l}, 
(4.18) II := 
.I 
V, dx 2 c4 ~;q”qldPJdrlq’dx. 
D s D 
By the definition of pV (see note (h)), 
l?P,/&- = (2 - N)7-lwN & + r2-NdI?,ldr = (2 - N)T+P, - rl-Nd&ldt, 
where t = In l/r; hence, 
I1 5 c5 
.I 
(1 - Izl)-“““(P,“’ + l@,/atl”‘) dx 
D 
(d.19) 5 ctj 
(J 
(1 - Ixl)-q”qP$dx + 
5 CT ( ID@ - Ixl)-q”qP;‘dx + 
D 
In the last inequality we used the equivalence of the norms ~~~~)W,2~y.s~ and Il~lltl-)2,u,u, 
described in note (h). 
Next we estimate 
(4.20) I2 := 
.I 
W, dx 
D 
Since V, Pq = 2 : + LO, Pq we have, 
r 
12 5 c: D (p~(laf’,/arl + IV,P,l)2q’dx. 
J 
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Hence, proceeding as before, 
(4.21) 
The proof of Claim 2 is completed by applying the inequality: 
(4.22) IIv~I&~~~ i ~qll~llL~~caB)Il~llw3,4.ui. b E c(aB) n W2/q9B). 
This inequality can be derived directly from the definition of Besov space in the form 
stated in [l]. It can also be obtained as a consequence of a well-known (real) interpolation 
result [13, Thm. 6.21: 
( B 
;+q’(s-l). BzC-(s”‘)l,2 2q, = B;$‘“q’(S’-I), 
where Bzm = (W1@: W-1@)1,2~m, which in turn implies (see e.g. [16]), 
II~ll;~Tll~~.2q’ I ~~llrlllo,ooll77llrc-~l’i.(i~~ 
Since L” c Bze” and the imbedding is continuous [2], the interpolation inequality 
implies (4.22). In summation, inequalities (4.14)-(4.22) imply (4.13). 
Now suppose that K is a compact subset of dB such that C2,g,qJ(K) = 0. Note that for 
4 > (N+ 1)/N- 1) and d = N- 1, q’ = & 5 dq/2. Therefore, by (4.6). G2,q,q,(K) = 0 
and consequently, by (4.7) there exists a sequence of functions {vk} in C’(dB) such 
that, for each Ic, 0 < r/k < 1, rjk is identically 1 on a neighborhood of K 
depend on Ic), and 
(which may 
(4.23) 11qk(111.-J”i.d -+ 0. 
In particular these facts imply that vk + 0 in L”(dB), for every p E 1; 41. Hence 
l/k := P,, -+ 0 pointwise in B. Since { vk) is uniformly bounded it follows that, for 
every p 2 1, 
(4.24) vk -+ 0 in LP(B). 
This fact together with (4.13) imply that, 
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where <k = ‘pr(l - ~k)~q’. Recall that vk 5 1 and UUI, -+ 0 pointwise in B. Hence, by 
Fatou’s lemma, (4.25) implies that sB uqpl dx < cc which implies the statement of the 
Lemma. 
Remark. - Note that Claims 1 and 2 are valid for any closed set K and any function 
n E C2(dB) such that 0 5 n 5 1 and n E 1 on a neighborhood of K. No assumption 
on the capacity of K is needed in this part. 
LEMMA 4.2. - Suppose that q > 2 and q 2 (N + l)/(N - 1). Zf K c dB is a closed 
set such that CZ/~,~, (K) = 0 then K is q-removable. 
Proof. - Suppose that u is a non-negative solution of (1.1) in B which is continuous in 
B \ K and vanishes on dB \ K. By the previous Lemma, u E Lq(B; S dx). Therefore u 
possesses a boundary trace which is expressed by a bounded, non-negative Bore1 measure 
CL. Since u vanishes outside the closed set K it follows that suppp c K. Since p is a 
q-trace, jp is a q-trace, for every real j. 
Suppose that p is not the zero measure. Let uj be the (unique) solution of problem (0.4) 
with Y = jp, j = 1,2, . . . . Then {uj} is a monotone increasing sequence and its limit U* 
is a solution of (1.1) in B. Let cpl be as in the proof of the previous Lemma; then, 
(A.26) 
The sequence { & 3(p u4 i dz} is monotone increasing and we claim that it tends to infinity. 
Indeed if this sequence is bounded then the same is true with respect to the sequence 
{J&wj dx} (which by Holder’s inequality is dominated by the first sequence). But 
this is impossible because the right hand side of (4.26) tends to +oc as j -+ co. (Here 
we use the assumption that p is not the zero measure.) This fact and the monotone 
convergence of {uj} to U* imply that Jg rPgpi dx = oo. But u* satisfies the conditions 
of the previous Lemma so that U* E Lq(B; S dx). This contradiction shows that p must be 
the zero measure and consequently u 3 0. 
LEMMA 4.3. - Let $B : !lJl(aB) H C-(B) be the mapping which associates with each 
measure in 9R(8B) its Poisson potential. Zfq > 2, then F’B maps IDI+ n FV2/4,4(dB) 
into Lq( B; S dx) and this mapping is bounded: 
where S(x) = 1 - Ix 1 and c(q) is a constant depending on q. 
Proof. - Let p E ?IU+(dB) n IV2/q+J(dB). Since C”(B) is dense in WW2/4,‘J(8B) 
we may approximate y in this space by a sequence of smooth, non-negative functions 
{h,}. The sequence can be chosen in such a way that it also converges to 1-1 weakly in 
the sense of measures. With such a choice it follows that $B(h,) + PB (CL) pointwise in 
I3 and consequently, by Fatou’s lemma, 
.I $B(p)qSdx 5 liminf .I i=~(h,,)~S dx. B B 
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Therefore it is sufficient to prove the result in the case that p possesses a density h in 
C”(B). Assuming this, put u := PB (h) and let 0 be the solution of: 
(4.28) 
-ACEI = (1 - ]x~)u~-~, in B, 
0 = 0, on dB. 
A simple calculation shows that, 
(4.29) 
By an estimate in weighted Sobolev spaces, [28, p. 402, Th. 11, 
(4.30) 11~llW2.4~(B;61~4)dT) L: COIIV~-1SIIL~~(B;*‘~4’dz). 
(The theorem quoted above is used here with m = 1, s = 0, p = Q’, Q = 1 - 4’ and we 
observe that the condition -1 < a! < p - 1 is satisfied because 4 > 2.) 
By an estimate for boundary traces of functions in weighted Sobolev spaces [28, p. 2811, 
we obtain, 
(The theorem quoted is used here with m = 2, p = q’, QI = 1 - q’. The condition 
-1 < cy < 2q’ - 1 is satisfied because q > 2. In applying the estimate we note that 
1 - y I= ;., 
From (4.28), we obtain: 
(4.32) I VqSdx = - I vA@dx=- .B .B 
But the right hand side is precisely the action of h as element of Ww2/qlq(dB) on d@/dr 
which belongs to W2/q>q’ (as); hence, 
B 
From (4.29)-(4.31) and (4.33) we obtain (4.27). 
LEMMA 4.4. - Suppose that q > 2 and q > (N + l)/(N - 1). Z’K c dB is a closed set 
such that C2,q,qf (K) > 0, then K is not conditionally q-removable. 
Proof. - By (4.6) our assumption on K implies that 6i,q,,,(K) > 0. Consequently, 
by (4.5), there exists v E m+(K) n W- 2/qlq(dB) such that v(K) > 0. By Lemma 4.3 
$B (v) E Lq( B; 15 dz), i.e. v is q-admissible. By Corollary 1.14, v is a q-trace. Consequently 
K is not conditionally q-removable. 
LEMMA 4.5. - A set A c i3B is q-removable if and only if every closed subset of A is 
q-removable. (Here A is not necessarily a Bore1 set.) 
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Proof. - If A is q-removable then every subset of A has the same property. Therefore 
it is sufficient to show that if A is not q-removable then there exists a closed subset of 
A which is not q-removable. 
Let u be a positive solution of (1.1) in B which is continuous in B \ A and vanishes 
on dB \ A. Then IL possesses a boundary trace p E Breg. 
Given t > 0 there exists an open (n-dimensional) neighborhood U of i3B \ A such that 
U. < F in U n B. Clearly U n dB C R(u) (=the regular set of the trace of u,). Hence, if 
< E C(i3B) and suppc c U n 3L3, then, 
Since suppc is a compact subset of U this implies, 
where WN is the area of the unit sphere. Then ,u( U n 3B) 5 WNe. Put K = dB \ U. Then 
K is a closed subset of A and if E is sufficiently small then p(K) > 0. 
We claim that K is not q-removable. If p is a bounded measure then this follows from 
Proposition A, since XKp is a q-trace. If b is unbounded this requires a more delicate 
argument. 
Let V, V’ be relatively open subsets of dB such that K c V, V’ c U and VU V’ = i3B. 
For every p E (0,l) put, 
h,,&r) = C ;(p;gs)T f;; E ;; \ v, > 
and 
&2(4 = 
C 
4P, SC?), ifgEV, 
0, ifaEaB\V. 
Let up,1 (resp. u~,J) be the solution of (1.1) in B, with boundary trace up,i(p. .) = h,,,,r(.) 
h-43. u,,z(P, .) = 4,2(.)). S ince up,l + up,2 is a supersolution, 
u L IL~,I + up,2, in B,. 
There exists a sequence {pk} increasing to 1 such that the corresponding solutions 
7LPk ,I) UPk ,2 converge locally uniformly in B to solutions ‘1~11, : uv of (1.1). Clearly 
luvl 2 t and u 2 WV/ + UV. Moreover, ILV = 0 on i?B \ v. 
Now let {I&} be a monotone decreasing sequence of relatively open subsets of dB 
such that VT, \. K and let {Vk} be a monotone increasing sequence of relatively open 
subsets of dB such that VL c U and V, U VA, = 3B. Then (by diagonalization) there 
exists a sequence {ok} as in the previous construction, which is suitable for all the 
pairs (l&,V,I), n = 1,2,.... Therefore the sequence of solutions {WV; } is monotone 
increasing while {uv, } is monotone decreasing. From the previous construction we find 
that ‘u. 5 E+uI:,. Let IL* := lim uv?, . Then IL* is a solution of (1.1) and u < F + u* . Since IL 
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is unbounded it is clear that U* is not the trivial solution. Furthermore, U* = 0 on i3B \ K. 
Thus K is not q-removable. 
Proof of Theorem II. - Suppose that K is a closed subset of dB. Then Lemmas 4.1, 4.2 
and 4.4 imply that statements (a)-(c) of Theorem III are equivalent for il = K. 
If A is a Bore1 subset of 8B such that C2,q,qj (A) > 0 then, by (0.13), there exists 
a closed subset K of A such that C2,q,q, (K) > 0. Hence K (and therefore A) is not 
(conditionally) q-removable. Thus (a)*(c) and (b)==+(c). Obviously (b)==+(a). 
If A is a Bore1 subset of dB such that C z/~,~I(A) = 0 then every closed subset of 
A has capacity zero and therefore it is q-removable. By Lemma 4.5 it follows that A 
is q-removable. Thus (c)*(b). Thus statements (a)-(c) are equivalent. Finally the last 
statement of the theorem was proved in Lemma 4.5. 
Remark. - Recall that combining this Theorem with the results of Le Gall [18] (for 
4 = 2) and Dynkin and Kuznetsov [9] (for q < 2) we conclude that Theorem II is valid 
for every q > 1. 
Proof of Theorem III. - The first statement follows immediately from Theorems 1 and II 
and the previous remark. The second statement was proved in Lemma 1.7. 
Proof of Theorem IV. - This Theorem is an immediate consequence of Theorems II 
and 3.5. Note that by Theorem II, the definition of S,* can be restated as follows: 
(4.34) S; = {a E dB : CLz/q,q, (S n U) > O! VU open neighborhood of a}. 
Therefore the second condition of the Theorem is equivalent to (0.19). 
We end this section with a result describing the relation between the space of q-traces 
and measures in PV2/q?‘J(dB). 
PROPOSITION 4.6. - Let p E YJl+(dB). 
(i) zf p. E w- “/q+J(aB) then p is a q-truce. 
(ii) p is a q-trace if and only if there exists a monotone increasing sequence of positive 
measures {pn} C W- 2/qlq(dB) which converges weakly to 1-1. 
Proof. - Part (i) is a consequence of (4.5) and Theorem III. Indeed (4.5) and (0.13) 
imply that p vanishes on every Bore1 set A such that C2,q qt (A) = 0. To prove part (ii) 
we first observe that if there exists a sequence {pun} as described there, then part (i) and 
Lemma 18(c) imply that p is a q-trace. On the other hand, if p is a q-trace then, by 
Theorem III, p vanishes on every Bore1 set A such that Cslq q, (A) = 0. Therefore, one 
can apply the same argument as in the proof of Lemma 4.2 of [6], to conclude that there 
exists a sequence {pm} as in (ii). 
5. Non-uniqueness 
In the supercritical case problem (0.5) may possess more than one positive solution. 
This fact was first observed by Le Gall [19] who constructed an example to this effect 
in the case q = 2 > (N + l)/(N - 1). Th e construction was based on probabilistic 
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techniques. In this section we construct (by analytic techniques) a family of examples 
demonstrating non-uniqueness for arbitrary q 2 (N + l)/(N - 1). Our construction also 
provides information on the pointwise behaviour of solutions at the boundary. 
PROPOSITION 5.1. - Assume that q 2 (N + l)/(N - 1). Denote by pm the Borel measure 
on dB which assigns the value +oo to every non-empty set. Then for every y > 0 there 
exists a positive solution u of (0.5) with v = pco such that u(O) < y. 
Proof. - If A is a Bore1 subset of dB we denote by PA the Bore1 measure on dB given by, 
bdE) =C 
00, ifEniIf0, 
0, ifEnA=0, 
E Borel. 
Given a E dB and E E (0, r) denote by S,(a) the spherical cap on dB of (geodesic) 
radius E, centered at a and let v,,, be the (maximal) solution of problem (0.5) with trace 
Ps, (a). put, 
(54 h(E) := vF,a(o). 
Kle~ly qa(O> d oes not depend on a because the equation is rotationally invariant. Since 
4 2 (N + l)/(N - 1) an isolated singularity is removable and consequently, 
(5.2) hih(E) = 0. 
Let {a,} be a sequence of points dense in dB and {en} a sequence of positive numbers 
in (0,~) such that 
(5.3) 
0 
Put II, := v~,,~,, and V = CF v,. Since {vn} is locally uniformly bounded in B the 
Harnack inequality implies that for any p E (0,l) there exists a constant cp such that: 
(5.4) v&z) 5 cpvn(0) = +h(t,), z E B,, n = 1,2?. . . . 
(Of course the constant depends also on 9, N.) Thus (5.3) implies that the series Cr v, 
converges locally uniformly in B. Since 
r ) 
q 03 
c %I - > c Vi: 
0 0 
it follows that V is a supersolution of the equation. 
Put D,+ = U/jsen (a,) and let uk be the minimal solution of problem (0.5) with v = pD,. 
This solution is obtained as the limit of the sequence {~k,~}~=~ where uk,$ is the solution 
of (1 .I) with boundary data jxD, ; then, 
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Since {Uk} is monotone increasing it converges to a positive solution 1~ of (1.1). Obviously 
{&I> c S(u) (= g 1 sm u ar set of the trace of 7~). Since S(u) is closed it follows that 
S(U) = dB. Finally, by (5.31, u,(O) 5 V(0) < 7. 0 
The next result presents a more comprehensive family of examples and, more importantly, 
it provides precise information on the pointwise behaviour of solutions at the boundary. 
PROPOSITION 5.2. - Assume that y > (N + l)/(N - 1) and let A be a relatively open 
subset of 8B. Then, given y > 0 there exists a solution II. of (0.5) with 11 = /LA, possessing 
the following properties: 
(4 40) < 7, 
(ii) 3D C A, V relatively open, such that: 
(a) wA-l(q L yuv-l(A), 
(b) lili; U(T, CT) = 0, a.e. cr E A \ ‘D, 
(c) mIl(l - 7.) 2’(q-1)71j(T. f7) = (a(4 + l)/(y - 1)“) l’(rl-l), VJa E D. 
(iii) lh+6~(~) = 0 (T E i3B \ A. 
Pro@ - Given Q E ~BR let SF(u) be the spherical cap on 3BR of (geodesic) radius 
t, centered at a and let ~1:~ be the (maximal) solution of problem (0.5) with trace /I~?(,,). 
For the proof we need some precise estimates of u:~. Since the problem is invariant 
with respect to translations and rotations, we shall replace BR (= the ball of radius R 
centered at the origin) by DR (= the ball of radius R centered at (0, . . , . R)) and we 
shall assume that o = 0. In what follows 7,: is defined in the same way as 7f,!. with 
BR> a replaced by Dn! 0. 
Suppose that 0 < N < o’ < R and put: 
Q;l”.,r := {y E DR : cy < 1y/1 < (I’}, Q,” := {y E DR : ~2 < 1~1). 
If DR is replaced by D, (= the half space {:E : zy > 0} the corresponding domains 
will be denoted by Qg,,, and Qr. 
Let V, be the solution of (1.1) in Q,” which blows up on {y E aQO : N = ]?J]} and 
vanishes on the remaining part of the boundary. Then, for any ,B > n, r/;, is bounded in 
Qy, by a bound b(q, N, n, /j). Obviously, if 0 < (I < N’ < R then, 
v,” < V,,, in Qf,. 
Consequently, for every 0 < N < ,0 < 1 there exists a positive number bcu,B such that: 
v,” 5 bry,.q := b(q, N, ((I. + /3)/2,/J) in Q:! R > 1. 
Let 1 < a < (Y’ < p’ < [j < 2 and put b = bl,,. Let h be a function in C-[O: W) such 
that 0 5 h 5 b everywhere, h E 0 in [(Y’, /Y] and h(t) = b for 0 5 t 5 u and @ 5 t. Further, 
assume that R > 2 and let UJ,$ be the harmonic function in Qf,,Y with boundary value, 
7~&,(?/) = Wvl). :Y E aQ:,/,. 
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It is easily seen that ‘w:,~ and each of its derivatives is bounded uniformly in R (for 
R R > 1). In fact, as R -+ 00, w, B and its derivatives converge ‘uniformly’ to .wzO 
and its corresponding derivatives. (Of course the notion of uniform convergence must be 
appropriately interpreted.) In addition we observe that wz@ > $ in Q:,, and, since both 
functions are positive in the domain and vanish on A$ ,3,’ = {y E dDR : a’ < ( y( < ,#‘}, 
it follows that 
In conclusion, if 1 < a! < ,0 < 2, there exists a positive number col,p such that: 
(5.5) V?(Y) I c&R - IYI), Y E Q:,,, R 2 2. 
(The constant ccy,p also depends on q, N.) 
Let PO denote the Poisson kernel of -A in a domain D in RN. Suppose that D is a 
smooth bounded domain and let z E dD. Then PD(., 2) is the harmonic function in D 
whose boundary trace is the Dirac measure concentrated at z. 
We claim that for every a E (1,2) there exists a positive constant c, such that, 
(The constant c, depends also on q, N but not on R.) In fact this is an immediate 
consequence of (5.5) and the following classical estimate for the Poisson kernel, 
(3.7) R - IYI R - IYI dN) Iy _ +&J 5 pbh> ‘1 5 dN)-’ ,y _ +,, > y E DR, v’z E dDR, 
where c(N) is a positive constant which depends only on N. 
Next we claim that if 0 < E < l/2 and 1 < cv < 2 then, 
(5.8) v,‘(x) 5 2C,EBPg1(2,0), 2 E D1 : Ii 2 QE, 
where 0 := N - 1 - -& and c, is the constant in (5.6). 
Denote, 
(5.9) i$“(X) := E2’(q-%;(Ecc), 2 E D1,,. 
Then 6:” is the maximal solution of (1.1) in D1/, which blows up on the spherical cap 
{Y E a&/, : IYI 5 1) an d vanishes outside this cap on the boundary. Thus iii” = vi/‘. 
Therefore, if cy E (1,2) and 0 < t < 2, G:” satisfies (5.6) with R = l/c. By the maximum 
principle, the inequality remains valid for 1x1 2 (Y. Hence: 
?J,l(y) 5 ec2/(q--1) cdb,~(~I~,O), Y E Dl : IYI 2 ea. 
Since 
pD1,e (Y/f, 0) = ~N-lpDl(Y, 0) 
the previous inequality implies (5.8). 
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We turn now to the final part of the proof in which we use an adaptation of the 
construction employed in the proof of the previous Proposition. Let {a,} be a sequence 
of points in A, dense in that set, and let {en} be a sequence of numbers in (0,1/2) such 
that Sa,,, (a,) c A and, 
(5.10) 
x 
c t; < cm; 
2 
where O:=N-l---- 
Put, 
n=l 
where S,,, denotes the Dirac measure on d& concentrated at a7&. In view of (5.10) LL 
is a bounded measure and 
is the Poisson potential of p. 
Let 21, = w,,,~, be defined as in the proof of the previous proposition. By (5.Q 
(5.12) w,(z) 5 2c,Q& (Z, a,), vz E Bl : ):I: - a,[ 2 at, 
Put V := C,“=, v,. It was shown in the proof of Proposition 5.1 that the series converges 
locally uniformly in Bi. In addition, (5.12) implies that for every cy E (1,2), 
(5.13) v I %JJp, ZEB1:1x-a,I~a~,. n=1,2;... 
This implies in particular that 
(5.14) &I;+~ V(x) = 0 cr E dB \ A. 
Let u be the solution of (1.1) in Bi constructed in the proof of Proposition 5.1, 
Then u < V and consequently (by (5.10) and (5.14)) it satisfies conditions (i) and (iii). 
Since u > U, for every n it is clear that it also satisfies (ii)(c). By Fatou’s theorem, 
lim,,i Ufi(r, a) exists for almost every 0 E dBi. Since the absolutely continuous part of 
,LL is zero, it follows that this limit is zero a.e. Therefore the fact that ‘u, < V and (5.13) 
imply that, for every cu E (1,2), 
lim U(T, (T.) = 0, 
r-1 
for a.e. (T E dB1 \ V,, 
where DD, := U~zlSae, (a,). Clearly &,177~ \ D is a null set (with respect to surface 
measure). Therefore u satisfies (ii)(b). Finally, by (5.10), D satisfies (ii)(a). 
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