Spectral impuls signal analyzis by Měcháček, Radek
  1
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 
BRNO UNIVERSITY OF TECHNOLOGY 
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH TECHNOLOGIÍ 
ÚSTAV RADIOELEKTRONIKY 
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION 
DEPARTMENT OF RADIO ELECTRONICS 





















VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 
BRNO UNIVERSITY OF TECHNOLOGY 
 
FAKULTA ELEKTROTECHNIKY A 
KOMUNIKAČNÍCH 
TECHNOLOGIÍ 
ÚSTAV TEORETICKÉ A EXPERIMENTÁLNÍ 
ELEKTRONIKY 
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION 
DEPARTMENT OF THEORETICAL AND EXPERIMENTAL ELECTRICAL 
ENGINEERING 
SPEKTRÁLNÍ ANALÝZA IMPULSNÍCH SIGNÁLŮ 







AUTOR PRÁCE Radek Měcháček 
AUTHOR 







POSKYTOVANÁ K VÝKONU PRÁVA UŽÍT ŠKOLNÍ DÍLO 
uzavřená mezi smluvními stranami: 
1. Pan/paní 
Jméno a příjmení: Radek Měcháček 
Bytem: Žebětínská 3, Brno, 623 00 
Narozen/a (datum a místo): 11. Prosince 1985 v Brně 
(dále jen „autor“) 
a 
2. Vysoké učení technické v Brně 
Fakulta elektrotechniky a komunikačních technologií 
se sídlem Údolní 53, Brno, 602 00 
jejímž jménem jedná na základě písemného pověření děkanem fakulty: 
prof. Dr. Ing. Zbyněk Raida, předseda rady oboru Elektronika a sdělovací technika 
(dále jen „nabyvatel“) 
Čl. 1 
Specifikace školního díla 
1. Předmětem této smlouvy je vysokoškolská kvalifikační práce (VŠKP): 
? disertační práce 
? diplomová práce 
? bakalářská práce 
? jiná práce, jejíž druh je specifikován jako ...................................................... 
(dále jen VŠKP nebo dílo) 
Název VŠKP:   Spektrální analýza impulsních signálů 
Vedoucí/ školitel VŠKP:  Doc. Ing. Pavel Fiala, Ph.D. 
Ústav:   Ústav teoretické a experimentální elektrotechniky 
Datum obhajoby VŠKP: __________________ 
VŠKP odevzdal autor nabyvateli*: 
?  v tištěné formě – počet exemplářů: 2 
?  v elektronické formě – počet exemplářů: 2 
2. Autor prohlašuje, že vytvořil samostatnou vlastní tvůrčí činností dílo shora popsané a specifikované. Autor 
dále prohlašuje, že při zpracovávání díla se sám nedostal do rozporu s autorským zákonem a předpisy 
souvisejícími a že je dílo dílem původním. 
3. Dílo je chráněno jako dílo dle autorského zákona v platném znění. 






                                                 
* hodící se zaškrtněte 
  5
Článek 2 
Udělení licenčního oprávnění 
1. Autor touto smlouvou poskytuje nabyvateli oprávnění (licenci) k výkonu práva uvedené 
dílo nevýdělečně užít, archivovat a zpřístupnit ke studijním, výukovým a výzkumným 
účelům včetně pořizovaní výpisů, opisů a rozmnoženin. 
2. Licence je poskytována celosvětově, pro celou dobu trvání autorských a majetkových práv 
k dílu. 
3. Autor souhlasí se zveřejněním díla v databázi přístupné v mezinárodní síti 
? ihned po uzavření této smlouvy 
? 1 rok po uzavření této smlouvy  
? 3 roky po uzavření této smlouvy 
? 5 let po uzavření této smlouvy 
? 10 let po uzavření této smlouvy 
(z důvodu utajení v něm obsažených informací) 
4. Nevýdělečné zveřejňování díla nabyvatelem v souladu s ustanovením § 47b zákona č. 111/ 




1. Smlouva je sepsána ve třech vyhotoveních s platností originálu, přičemž po jednom 
vyhotovení obdrží autor a nabyvatel, další vyhotovení je vloženo do VŠKP. 
2. Vztahy mezi smluvními stranami vzniklé a neupravené touto smlouvou se řídí autorským 
zákonem, občanským zákoníkem, vysokoškolským zákonem, zákonem o archivnictví, v 
platném znění a popř. dalšími právními předpisy. 
3. Licenční smlouva byla uzavřena na základě svobodné a pravé vůle smluvních stran, 
s plným porozuměním jejímu textu i důsledkům, nikoliv v tísni a za nápadně nevýhodných 
podmínek. 
4. Licenční smlouva nabývá platnosti a účinnosti dnem jejího podpisu oběma smluvními 
stranami. 
 
V Brně dne: 6. června 2008 
 ……………………………………….. ………………………………………… 





Analýza signálů, zvláště pak impulsních signálů a jejich další zpracování, je dnes již 
otázkou mnoha různých technologických odvětví. Od sdělovací techniky přes telekomunikace 
a akustiku, až po přírodovědné aplikace či multimédia.  
 
Tato práce je úvodem do problematiky metod zpracování impulsních signálů. Je pojata 
jak z teoretického hlediska, tak z pohledu budoucího aplikačního využití, pomocí programové 
analýzy základních signálů. Práce přináší základní popis, pojmy, postupy a metody pro práci a 
analýzu s širokospektrými a ultraširokospektrými signály.  
 
Dále byl vytvořen nástroj pro generování, filtraci a bližší zpracování několika 
základních pseudonáhodných signálů. 
 
Klíčová slova:  
Signál, amplitudové spektrum, fázové spektrum, šum, spektrální analýza, Fourierova 





Analysis signals, especially then pulsed signals and their next processing, today 
alreadyquaere to many different technological line. From communication engineering over 
telecommunication and acoustics, after as much as field - club application or multimedia.  
 
This work is introduction to the problems methods processing pulsed signals. Is 
distributive how from the standpoint of theory, so from look future application usage, by the 
help of programmatic analyses basic signals. Work bears basic description, notions, routes 
and method for work and analysis with widthspectral and ultraswidthspectral signals.  
 
Further be created tool for generation, filtration and near processing of several basic 





Signal, amplitude spectrum, phasic spectrum, noise, spectral analysis, Fourier 
transform, spectral density, harmonical function, random function 
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1 ÚVOD DO PROBLEMATIKY IMPULSNÍCH SIGNÁLŮ 
1.1 Impuls 
 
Základní pojednání a přehled o signálech, spojitých a nespojitých funkcích je uveden ve 
skriptech [1] a [2]. Pro následující text se bude pod pojmem impuls uvažovat takový časový 
průběh funkce, jehož doba trvání (změna vlastností funkce vzhledem k základní úrovni 
funkce) a změna je mnohem kratší než doba mezi dvěma následujícími impulsy tak, že každý 
impuls můžeme uvažovat jako samostatný časový průběh funkce. Tedy všechny změny tvaru 
funkce v čase, jsou do příchodu dalšího impulsu blízké ustálenému tvaru. Dále používaný 
impuls bude uvažován jako spojitá funkce nebo funkcionál se spojitostí v nezávislé i závislé 
proměnné. Na obr. 1 je základní schematický popis impulsních funkcí. Na obr. 2 je zobrazen 
detail jednoho impulsu. 
 
 Obr. 1- Impulsy v časové oblasti  Obr. 2- Detail základního tvaru 
         impulsu 
V reálných aplikacích jsou průběhy impulsních funkcí složitější, vyskytují se například 
zákmity v časové oblasti (tlumené kmity) v oblasti čela a v oblasti týlu impulsu. 
Pro popis složitějších tvarů impulsů, bude nutné použít celou řadu dalších veličin. Tyto 
veličiny mohou být popsány takto: 
 
A   - velikost impulsu - amplituda 
A´  - velikost impulsu před týlem 
tΦ   - náběhová doba impulsu mezi 0,1A – 0,9A 
tS   – spádová doba impulsu mezi 0,1A’ – 0,9A’ 
T   – doba trvání impulsu 
Δ1   - překmit čela impulsu, udává se v % amplitudy A 
Δ2    - překmit týlu impulsu (zákmit) udává se v % amplitudy A 
 
Obr. 3 - Veličiny popisující impuls - videoimpuls 
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Tento popis je používán zejména u videoimpulsů. U radiompulsů je v popisu nutné 
postihnout ještě vysokofrekvenční složky, modulace atd., jejichž obálku tvoří již popsaný 
například videoimpuls. Na obrázcích obr. 3 a obr. 4 je schematické vyjádření k popisu 
signálů.  
 
Obr. 4 - Radioimpuls, obálka videoimpulsu 
1.2 Signál 
 
O signálech a jejich vlastnostech, zpracováních je podrobněji publikováno v knihách [3] 
a [4]. Na signály a jejich zpracování lze pohlížet z mnoha rovin, oborů a úrovní. Z hlediska 
teorie elektrických obvodů je signál nástrojem pro popis systému, jeho stavu a chování vůči 
okolí. Naopak pro odborníka z oboru zpracování signálu je systém, ve kterém signál vzniká 
mnohdy vzdálený a neznámý nebo nezajímavý, případně nepopsatelný. Tento specialista se 
zabývá především hledáním efektivních a realizovatelných algoritmů zpracování signálu např. 
s cílem zjistit některé informace nesoucí parametry užitečné složky signálu. Teprve 
sekundárně, v případě potřeby, navrhuje systémy algoritmus realizující. Je to tedy pohled na 
signál jako nosič informací a hustotu informací. Na signál můžeme také pohlížet jako na 
komplikovanou funkci v časové oblasti. 
Jak je signál realizován, jako fyzikální veličina je další část problému. Dále bude 
pracováno převážně s případem, kdy signál bude realizován pomocí funkcí nebo funkcionálu 
elektrického napětí nebo elektrického proudu. To odráží skutečnost, že jsou pro následující 
řešení k dispozici technické prostředky, které umožňují pracovat s elektrickými veličinami a 
tedy signály zpracovávat rychle, kvalitně a s nízkými náklady. Jsou běžně k dispozici 
prostředky, které převádějí jiné typy nosiče signálu na signály s nosičem na principu 
elektrického pole, například mikrofon, čidla, snímače na bázi elektrického napětí nebo 
proudu. 
Rozmanitost skutečných signálů vedla k pokusům signály třídit. Takováto třídění jsou 
nejednoznačná a nepřesná, a proto málo přínosná. Matematické modely signálů jsou 
vynikajícím a efektivním nástrojem pro studium signálů a hledání nástrojů jejich analýzy a 
algoritmů jejich zpracování. Umožní nám snadno zavést užitečné veličiny a pojmy.  
Z některých signálů lze vysledovat, že skutečné signály jsou vždy více či méně neurčité, 
jejich průběh není přesně předvídatelný. Přesně pravidelný signál by nenesl informaci. 
Ukazuje se, že při řešení řady úloh v elektrotechnice lze pominout náhodnost v chování 
signálu. Proto často skutečné, v podstatě náhodné, stochastické signály nahrazujeme 
pravidelnými signály s jednoznačně definovanými hodnotami v jejich definičním oboru. 
Někam mezi náhodné signály a pravidelné signály můžeme zařadit tzv. chaotické signály.  
Je vhodné připomenout, že při řešení některých úloh náhodný charakter signálu pominout 
nelze. 
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1.3 O periodických signálech  
 
Harmonické signály jsou studovány již dlouho. Pythagoras věděl, že zvuk je 
způsobován kmitavým pohybem prostředí, znal závislost výšky tónu na jeho kmitočtu. 
Aristoteles popsal polohu a rychlost bodu na obvodu kola na hřídeli závislostmi, 
souvisejícími spolu s dnešním významem derivace sinusové funkce. V 18. století studovali 
sinusové funkce Rulet a Lagrange. Lagrange, bez zavedení pojmu limity, použil řadu 
sinusových funkcí pro aproximaci, harmonickou analýzu, analytických funkcí, tj. funkcí které 
mají nekonečný počet spojitých derivací.  
Fourier v r. 1822 ukázal, že lze sinusovými funkcemi na konečném intervalu 
aproximovat libovolné ohraničené funkce s konečným počtem bodů nespojitosti, ukázal, že 
použitím limitního postupu, vedoucího na Fourierův integrál, lze tento interval rozšířit a že 
aproximovaná funkce nemusí být ohraničená. Podrobnější informace o průkopnících 
spektrální analýzy si lze přečíst v knize [4]. 
Periodické signály 
 
Periodické signály jsou více popsány [5] [6], [7], [8]. Nejmenší číslo T1 [s] splňující 
vzorec výše je opakovací perioda signálu. Jinak také: 
T
f 1=   - kmitočet        (2) 
 
fπω 2=  kruhový kmitočet      (3) 
 
Globální charakteristiky periodických signálů - energie, výkon, střední hodnota, 
efektivní hodnota, vyčíslují se integrálem signálu přes jednu opakovací periodu, přičemž 
nezaleží na tom, kde zvolíme počáteční bod integrace. 
 
Základní parametry harmonického signálu: 
- amplituda 
- frekvence 
- počáteční fáze 
 
Okamžitý výkon signálu (normovaný):  
)()( 2 tstp =          (4) 
 
Je to výkon, přeměňovaný v teplo na normované zátěži, působí-li na tuto zátěž signál s(t) ve 
formě napětí nebo proudu. 
 






dttsdttpW        (5) 











P      (6) 
  











S         (7) 
 












Jak například vypadá harmonický signál? 
 
 Na obr. 5 je vidět harmonický signál s popisem jeho základních veličin. 
 
Obr. 5- Harmonický signál 
 
1.4 Signály a jejich rozdělení 
 
Bližší popis a dělení signálu [5] 
1) Signály se souvislým časem      analogové  signály souvislé v hodnotách 
           (analog) 
 
      
        
 číslicové 
Signály s diskrétním časem        (digital)  signály diskrétní - kvantované 
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2) Signály s nekonečnou dobou     periodické - harmonické 
    trvání              - jiné 
 
   neperiodické            - kvaziperiodické 
 -nezanikající 
impulsy 
                    - jiné 
    Signály s konečnou dobou     impulsy              - aperiodické  
    trvání 
 
3) Signály deterministické (určené) 




Signál se spojitým časem (spojitý signál) s(t) se nazývá periodický s periodou T1 jestliže: 
)()( 1Ttsts +=        (9) 
 
Reálné signály jsou většinou náhodné aperiodické, protože parametry technicky 
generovaných signálů jsou náhodně ovlivňovány prostředím. S velkou přesností je však 
mnohdy můžeme nahradit deterministickými modely, např. modely periodických signálů. 
 
1.5 Analýza signálů 
 
Spektrální analýzu, metody její řešení lze najít v publikaci [9]. Spektrální analýza slouží 
obecně k nalezení popisu signálu pomoci jeho složek ve spektrální oblasti. Podaří-li se najit 
popis signálu ve frekvenční oblasti, tedy velikosti a případně i vzájemný fázový (časový) 
posun harmonických složek určitých kmitočtů, lze z toho usuzovat na charakter signálu, tedy 
signál klasifikovat nebo rozpoznat, popřípadě této informace použít k návrhu spojové cesty 
nebo záznamového media pro signál nebo zvažovat omezení málo významných složek za 
běžné komprese dat, které signál popisují. Aplikace spektrální analýzy jsou velmi široké 
(rozpoznávání řeči, lékařskou nebo technickou nedestruktivní diagnostikou, oblast audio a 
videotechniky, telekomunikace,…).  
Základním problémem, kterým se zabývá obor sdělovací technika (telekomunikace) je 
přenos informace pomocí technických prostředků. Toto obnáší generování, přenos a 
zpracování signálů, protože signál je časově proměnná fyzikální veličina, zobrazující 
(nesoucí) informaci. Informace, kterou signál zobrazuje, může být užitečná nebo naopak 
může mít nežádoucí obsah. Signál s nežádoucím obsahem nazýváme rušení. Fyzikální 
veličina tvořící signál je zcela obecná; může to být např. elektrické napětí či proud, a pak jde 
o signály elektrické. Elektrické signály nejsou jedinými možnými signály - existují např. 
signály optické, akustické aj. - avšak v oblasti sdělovací techniky, radiotechniky a elektroniky 
vůbec jsou tak běžné, že pojem elektrický signál téměř splývá s pojmem obecného signálu. 
Signál je zpravidla definován jako funkce času, neboli v časové oblasti a taková definice 
přímo odpovídá pojmu signálu, jakožto časově proměnné veličiny. Často je však popis v 
časové oblasti nedostatečný, protože u reálných (složitějších) signálů je z něj obtížné určit 
potřebné parametry, tj. provést analýzu tohoto signálu. Velmi často je tato analýza usnadněna 
převodem tohoto signálu do kmitočtové oblasti. Popisu signálu v kmitočtové oblasti říkáme 
spektrum signálu. Tento spektrální rozbor časových průběhů se nazývá spektrální 
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harmonická) analýza. Potřebným základním matematickým aparátem pro spektrální analýzu 
je Fourierova transformace (FT), resp. rozvoj periodického průběhu ve Fourierovu řadu (FŘ). 
Mezi popisem signálu v časové a kmitočtové oblasti existuje navzájem jednoznačné přiřazení, 
nazývané Fourierova transformace. Pomocí něj lze získat popis signálu v požadované oblasti, 
známe-li popis v oblasti druhé. Převod z frekvenční oblasti do časové lze provést pomocí 
Inverzní Fourierovy transformace (IFT). Měřicí přístroj zobrazující signály v časové oblasti 
(pomocí obrazovky) se nazývá osciloskop, kdežto přístroj zobrazující signály ve frekvenční 
oblasti se nazývá spektrální analyzátor. Dnes existují i kombinované přístroje – nejčastěji 
digitální osciloskopy umožňující zobrazit spektrum. Fourierova transformace je vysvětlena 
také na internetových stránkách [10] a spektrální analyzátory jsou rozvedeny ve skriptech 
[11]. 
Při spektrální se lze setkat v zásadě se dvěma případy. Jedná se o analýzu jednotlivého 
konkrétního signálu, který si přejeme popsat ve spektrální oblasti zpravidla tak podrobně, aby 
jej bylo možno na základě získaného spektra úplně rekonstruovat, nebo jde o popis celé třídy 
signálů, který se ovšem vzájemně liší a úkolem analýzy pak je nalézt společné spektrální rysy, 
umožňující celou třídu jistým způsobem charakterizovat ve frekvenční oblasti. Koncepty 
spektrální analýzy v obou uvedených případech se mohou významně lišit.  
Při analýze konkrétního signálu, popsaného deterministickou funkci času, jde o to, 
nalézt s danými prostředky co nejpřesněji koeficienty Fourierovy řady nebo vzorky 
Fourierovy transformace, oboji komplexní, tedy včetně fázové informace tak, aby popis ve 
frekvenční oblasti by1 úplný - určoval jednoznačně daný konkrétní signál a v zásadě 
umožňoval jeho zpětnou rekonstrukci. Mimoto zpravidla máme při analýze zájem o spektrum 
signálu ve smyslu klasické teorie signálu se spojitým časem - tedy ve smyslu integrální 
Fourierovy transformace, poněvadž analyzovaným originálem bývá často, či dokonce 
převážně, analogovy signál. Získat toto spektrum přesně na základě vzorkovaného konečného 
úseku signálu je ovšem principielně nemožné; budeme proto analyzovat omezeni, které z teto 
reprezentace signálů a použití diskrétní Fourierovy transformace plynou, abychom mohli 
správně interpretovat výsledek a případně si byli vědomi, co dostupná analýza ukázat nemůže. 
Integrální Fourierova transformace popisuje signál harmonickými složkami neměnných 
parametrů na oboustranně nekonečném časovém intervalu. U signálů transientního charakteru, 
jejichž charakter se v čase mění (např. u řečového signálu), bývá účelně použit k analýze tzv. 
krátkodobých spekter, umožňujících sledovat vývoj frekvenčního obsahu signálů v čase.  
Vyjádření průměrných spektrálních vlastností celé třídy signálů pomoci průměru jejich 
spekter není možné, neboť takové průměry konverguji zpravidla k identicky nulovým 
funkcím. Je proto obvykle oželet při takové zobecňující analýze informaci o vzájemných 
časových vztazích jednotlivých harmonických složek signálů, obsaženou ve fázové složce 
spekter a zabývat se pouze spektry amplitudovými, resp. jejich kvadráty, jimiž jsou tzv. 
individuální výkonová spektra jednotlivých signálů, která již průměrovat lze. Zpracované 
signály pak můžeme považovat za členy rodiny funkcí, konstituující náhodný proces, čili 
jednotlivé signály chápat jako realizace náhodného procesu a odvozeni průměrné spektrum 
pak označit jako výkonové spektrum tohoto procesu.  
Poznamenejme, že spektrální analýzu lze založit ovšem i na jiných transformacích, např. 
kosinové, Walshově, Haarově [12] apod., praktická užitečnost se však v mnoha 
publikovaných pokusech zda nižší a interpretace výsledků je obtížnější, mimo jiné také v 
důsledku toho, že aparát Fourierových řad a transformací mají uživatele nejlépe zažit. 
Zejména v oblasti analýzy transientních signálů se v současnosti začíná široce uplatňovat tzv. 
časově-frekvenční analýza, jejíž nejjednodušší formou jsou zmíněné spektrogramy. Důležitou 
formou časově-frekvenční (obecněji časově-měřítkové) analýzy je třída vlnkových 
transformací. Vlnkové transformace prokázaly svou vysokou efektivitu v různých oblastech 
zpracování signálu; časově-frekvenční analýza založená na těchto transformacích může být 
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dokonalejší ve smyslu vyvážení přesnosti frekvenčních a časových údajů v celém rozsahu 
kmitočtů i na celé časové ose. 
 
2 ZÁKLADNÍ NEPERIODICKÉ FUNKCE 
2.1 Jednotkový skok: 
Základní impulsní signály a malé i velké impulsní signály jsou popsány na 
internetových stránkách [2] a [14] a v knize [13]. Jedním ze základních spojitých signálů je 












tσ         (9) 
Průběh jednotkového skoku je ukázán na obr. 6. Na obr. 7, je ukázán podobný signál σ(ε,t), 























  Obr. 6- Jednotkový skok   Obr. 7- Signál definovaný (10) 
 
Příkladem signálu typu jednotkový skok může být připojení stejnosměrného zdroje 
napětí 1 volt k nějakému spotřebiči v čase t = 0.  
 
2.2 Diracův impuls  
 
P.A.M.Dirac, 1902- 1984, anglický teoretický fyzik. 










tδ  a současně ∫+∞∞− = 1)( dttδ   (11) 
tj. jeho plocha je rovna 1. Jeho průběh je ukázán v levé části. V pravé části tohoto obrázku je 

















Na obr. 8 je vyobrazen Diracův impuls a na obr. 9 je vyobrazen impuls definovaný (12): 
 
 Obr. 8- Diracův impuls   Obr. 9- Impuls definovaný vztahem (12) 
 
Realizace Diracova impulsu není možná, nelze vytvořit impuls s maximální amplitudou 
v nulovém čase. Proto se snažíme tomuto ideálním případu, alespoň přiblížit. Lze ale 
realizovat signál δ(ε,t). Příkladem signálu tohoto typu by bylo připojení stejnosměrného 
zdroje vysokého napětí k nějakému spotřebiči na velmi krátkou dobu tak, aby plocha 
takového impulsu byla jednotková. 
 
2.3 Lineárně rostoucí signál 











tr         (13) 
Rychlost nárůstu tohoto signálu je jednotková. Signál bude mít rychlost nárůstu rovnu a. 














n       (14) 
Je zřejmé, že jak jednotkový skok tak lineárně rostoucí signál i kvadraticky rostoucí 
signál jsou zvláštními případy tohoto obecného signálu. Signál, jenž je definovaný dle (14) je 
na obr. 11. 
 
Obr. 10- Lineárně rostoucí signál    Obr. 11- Signál definovaný (14) 
 
2.4 Spektrum impulsního signálu 
 
Impulsní signál w(t) je definovaný na časovém intervalu );( +∞−∞ . Spektrum FRW nemá 
v obecném případě impulsního signálu w(t) definovanou hodnotu. 
Spektrum FRW můžeme určit pro zvláštní případy impulsního signálu, např. můžeme 
určit spektrum impulsního signálu vzniklého vzorkováním periodického signálu. Mnoho 





2.4.1 Spektrální hustota periodického signálu 
O periodických signálech více v knize [4]. Spektrální hustota signálu generovaného 
ideálním vzorkováním signálu je dána součtem spektrální hustoty W(ω) a jejích “kopií“ 
posunutých na úhlové kmitočty dané celými násobky kmitočtu ωs, z předchozí úvahy 




ww =0,  plus jejich 
kopiemi umístěnými na kmitočtech: 
 
 smkm kωωω +=,  kde k=…, -2, -1, (0), 1, 2,…     (15) 
 
 







mmA wW )(2)( ωωδπω        (16) 
 
 
Spektrální hustota signálu generovaného ideálním vzorkováním signálu je dána součtem 
spektrální hustoty W(ω) a jejích “kopií“ posunutých na úhlové kmitočty dané celými násobky 





ww =0, plus jejich kopiemi umístěnými na kmitočtech: 
 
 smkm kωωω +=,  kde k=…, -2, -1, (0), 1, 2,…     (17) 
 
2.4.2 Spektrum energie impulsního signálu 
 
Tento a následující parametry jsou také popsány v knize [3]. Impulsní signál w(t) je 
definovaný na časovém intervalu );( +∞−∞ . Energie signálu je nekonečná.  
 
2.4.3 Spektrum výkonu impulsního signálu 
 
Impulsní signál w(t) je definovaný na časovém intervalu );( +∞−∞ . Pro energetický 
signál není střední výkon PI signálu wI(t) na tomto intervalu definovaný. Pro výkonový signál 
má střední výkon PI signálu wI(t) na tomto intervalu nekonečnou hodnotu.  
 
2.4.4 Spektrální hustota impulsního signálu 
 
Impulsní signál w(t) je definovaný na časovém intervalu );( +∞−∞ . Je tvořený časovým 
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Zcela jiný princip má PCM. Při ní se vzorek analogového signálu převede na číslo a toto 
číslo se pošle po přenosovém kanálu ve formě nul a jedniček. Princip je obdobný přenosu 
grafu ve formě tabulky (graf představuje původní analogovou informaci, tabulka její převod 
na čísla), rozdíl je jen v tom, že tabulka grafu nemusí být obecně ekvidistantní na ose úseček; 
u PCM je to předpoklad, aby se údaje o ose úseček nemusely přenášet, jsou úplně dány 
frekvencí vzorkování signálu. Mezi maximální frekvencí signálu, fS a minimální frekvencí 
vzorkování, fv platí Nyquistův vztah, který říká, že minimální frekvence vzorkování musí být 
alespoň rovna dvojnásobku maximální frekvence obsažené v signálu, fS<fv/2, jinak nelze ani 
teoreticky signál ze vzorků zrekonstruovat. Prakticky je třeba tento koeficient zvýšit na 2,5 až 
3, tj. např. zvukový signál s kmitočtem do 15 kHz by se mohl teoreticky vzorkovat kmitočtem 
30 kHz, v praxi je třeba kmitočet vyšší, okolo 40-45 kHz. Vzorek signálu se pak kvantuje, tj. 
srovná se např. s jednou z 256 úrovní, a je tedy pak reprezentován 8bitovým číslem. Pro 
přenos signálu PCM pak potřebujeme přenosový kanál se šířkou pásma, která je teoreticky 
dána tzv. Shannonovou větou. (Shannonova věta se interpretuje jako počet rozlišitelných 
úrovní výkonu signálu). Ta dává do vztahu šířku pásma přenosového kanálu H, počet 
přenášených bitů za sekundu (označuje se bps - bits per second) a poměr signál-šum 





SHbps 1log2 2         (18) 
Po přenosovém vedení se šířkou pásma H a poměrem signál-šum S/N můžeme 
teoreticky přenést bps bitů za sekundu. Výsledek je překvapivý. Je-li odstup signálu od šumu 
na telefonním vedení se šířkou pásma 3 kHz cca 30dB, dostáváme teoretický limit přenosové 
rychlosti v bitech za sekundu bps = 30000. Tento teoretický limit je též nutné umět využít; 
nejnovější norma V34 pro přenos na telefonním vedení dosahuje 28800 bps, je tedy velice 
blízko teoretického limitu pro uvedený poměr signál-šum. I přes relativně velkou možnost 
přenosového vedení, danou Shannonovou větou, je počet bitů informace i pro jednoduchý 
signál, např. zvukový, velmi vysoký; abychom přenesli signál do kmitočtu 15 kHz, 
potřebujeme udělat cca 45000 vzorků za sekundu a každý vzorek reprezentuje 8 bitů, tj. 
dohromady 360kbps. Zde musí přijít na pomoc ještě před přenosem algoritmy umožňující tzv. 
kompresi dat. Jedním z takových algoritmů, vhodným právě pro data získaná digitalizací 
analogového signálu, je algoritmus využívající faktu, že následně po sobě jdoucí vzorky se 
málo liší a že tedy bude efektivnější popisovat data rozdíly mezi po sobě jdoucími vzorky (na 
rozdíly může stačit jeden nebo dva bity). Teoreticky bychom tak mohli dosáhnout až 
osminásobné komprese dat. 
PCM s následnou kompresí dat se používá např. při záznamu na CD DA disky (Compact Disc 










3 ZÁKLADNÍ METODY SPEKTRÁLNÍ ANALÝZY 
 
Obecné řešení uvedených metod je mimo jiné v knize [3], případně více metod pro 
řešení spektrální analýzy signálu je popsáno a matematicky řešeno na www stránkách [10]. 
 
3.1 Fourierova transformace 
 
Fourierova transformace je ideální nástroj na provádění konvolučních a korelačních 
operací. Nejen to, hraje důležitou roli při filtraci nežádoucího šumu zpracovávaného signálu. 
Fourierova transformace (FT) libovolné funkce úzce souvisí s aproximací této funkce siny a 
kosiny nebo (což je totéž) exponenciálními funkcemi s komplexním argumentem. Přibližně 
řečeno je Fourierova transformace Laplaceovou transformací pro komplexní hodnoty 
Laplaceovy proměnné. Na obr. 15 je zjednodušeně nakreslen převod signálu v časové oblasti 




Obr. 15- Převod popisu signálu mezi časovou a frekvenční oblastí 
 
Obr. 16- Odlišnost náhledů na tentýž signál 
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Princip Fourierovy transformace i Fourierovy řady spočívá v rozkladu časových 
průběhů na elementární harmonické průběhy. Jinak řečeno daný signál je rozložen na dílčí 




3.2 Rychlá Fourierova transformace (FFT)  
 
Rychlá Fourierova transformace (FFT) [3][10] je speciální algoritmus diskrétní 
Fourierovy transformace, která zpracovává data, vzorkovaná s konstantním časovým krokem. 
Jakkoliv jsou principy FFT složité, je její použití snadné. 
Rychlá Fourierova transformace slouží k převodu signálů z časové do frekvenční oblasti, 
inverzní (zpětná) Fourierova transformace (IFFT) slouží k opačnému převodu. Jedná se o 
rychlou verzi diskrétní Fourierovy transformace (DFT). FFT je převážně doménou PC a 
signálových procesorů (DSP), které jsou pro tento druh výpočtu patřičně výkonově vybavené. 
Výpočet koeficientů spektra A(n) v praxi vyžaduje vytvořit obvykle velmi velký počet 
součinů. Je to zvlášť obtížné, je-li nutné provádět analýzu v reálném čase. Účinnou metodou 
pro výpočet těchto koeficientů je rychlá Fourierova transformace (Fast Fourier 
Transformation - FFT), která představuje výpočetní algoritmus pro zkrácený výpočet 
koeficientů diskrétní Fourierovy transformace. Při výpočtu N hodnot DFT je třeba realizovat 
celkem (N2) komplexních součinů. Algoritmus FFT redukuje celkový počet komplexních 
součinů na počet (N*log2) N. Počet součinů se tedy sníží v poměru N/log2 N a toto snížení 
roste s rostoucí hodnotou N. Tato redukce se příznivě projeví nejen zkrácením doby potřebné 
pro výpočet, ale také zmenšením zaokrouhlovacích chyb (zaokrouhlování výsledků násobení). 
Největší efektivity výpočtu se dosáhne, zvolí-li se výchozí celkový počet vzorků N = 2n. 
Tento parametr, označovaný jako počet bodů FFT, je jeden z nejdůležitějších, které je třeba 
zvolit před výpočtem FFT. Většinou je třeba zvolit před výpočtem, ještě některé další 
parametry (např. vzorkovací frekvence, typ váhového okna), ale existují i programy, které 
tyto parametry nastavují automaticky (optimálně) jako např. program PSpice. 
 
Samozřejmě signál se může skládat z více vzorků, než kolik zvolíme jako počet bodů 
FFT, v tomto případě se počítají postupně jednotlivá spektra po sobě, např. 1. spektrum z 
prvních 512 vzorků, 2. spektrum z dalších 512 vzorků atd. 
FFT není dokonalá metoda, za určitých okolností nemusí vypočtené spektrum přesně 
odpovídat realitě. Např. bude-li rozteč počítaných bodů spektra 50Hz, tj. sousední počítané 
body budou na frekvencích např. 500 a 550Hz pak pro harmonický signál s frekvencí mezi 
(např. 530Hz) nebude spektrum „korektní“. 
Vyvstává tedy otázka, jak optimálně zvolit počet bodů FFT. Zvyšováním počtu bodů 
FFT roste frekvenční rozlišení (zjednodušeně řečeno přesnost FFT) při stejné vzorkovací 
frekvenci, ovšem roste náročnost výpočtu, tj. jeho doba. 
 
Pro praktické použití je diskrétní Fourierova transformace relativně výpočetně náročná, 
proto byly vytvořeny rychlé výpočetní algoritmy, jež výrazně snižují pracnost a celkový počet 
operací. Tyto algoritmy byly známy již na počátku století, ale nenašlo se pro ně praktického 
využití. Dnes existuje těchto algoritmů celá řada a využívají periodičnosti a různých symetrií. 
Jedním z nich je i algoritmus rychlé Fourierovy transformace (FFT) podle Cooleyho-
Tuckeyho (1965). Tento algoritmus provádí výpočet transformace nad počtem vzorků 
rovnému nějaké mocnině dvou. 
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3.3 Diskrétní Fourierova transformace (DFT) 
 
Matematické stanovení spektrální funkce podle předcházejících odstavců vyžaduje 
především znalost analytického výrazu, který popisuje uvažovaný časový průběh. To je 
možné v jednodušších, zejména teoretických případech. Při praktických výpočtech ale máme 
často k dispozici grafický záznam časové funkce x(t) nebo pouze její okamžité hodnoty 
(vzorky) x(kT), získané např. měřením v diskrétních časových okamžicích t=kT v nějakém 
konečném intervalu pozorování T0. V takových a podobných případech, kdy je časový průběh 
dán konečnou diskrétní posloupností hodnot x(kT), můžeme pro výpočet spektra použít 
diskrétní Fourierovu transformaci (DFT), která nám umožní realizovat numerické výpočty 
ručně nebo na počítači. DFT umožňuje v takových případech vypočítat z daných vzorků 
omezeného časového průběhu vzorky spektra a opačně z daných vzorků spektra vypočítat 
vzorky časového průběhu. Abychom mohli vyjádřit jak časový průběh, tak spektrum 
diskrétními hodnotami (vzorky), musíme uvažovaný časový průběh uvážit jako periodický a 
vzorkovaný průběh. Základní vztahy pro DFT potom již můžeme snadno odvodit pomocí 
poznatků o spektru periodického vzorkovaného průběhu. Dále uvedeme odvození základních 
vztahů diskrétní Fourierovy transformace. Uvažujme spojitý časový průběh x(t), vymezený 
časovým intervalem T0. Tento průběh nahradíme časovou posloupností vzorků x(kT) v 
diskrétních periodických okamžicích tk=kT. Celkový počet vzorků na intervalu T0 bude M. 
Získaná časová posloupnost vzorků {x(kT)} pro k = 0, 1, 2,… M-1 představuje diskrétní signál 
xv(t). Činitel k, zde můžeme chápat též jako pořadové číslo vzorků. Takovou posloupnost 
vzorků můžeme získat uvedeným vzorkováním nebo jako množinu čísel ve formě tabulky, 
např. tabulky naměřených hodnot, Zcela obecně to může být množina čísel xk. Bližší popis 
metody i následujících obrázků je v článku [16] a knize [17]. Na obr. 17,18,19, je zobrazen 
diskrétní periodický průběh, spojitý průběh a příslušné spektrum. 
 
 
Obr. 17- Diskrétní  periodický průběh 
 




Obr. 19- Diskrétní periodický průběh a jeho spektrum 
 
Vzorky odpovídajícího spektra (spektrální čáry) mají periodu: 
NTN
FF 10 ==         (19) 
 






1 ==         (20) 
 
3.4 Waveletová transformace (WT) 
 
Metoda je podrobněji popsána [10]. Waveletová tedy vlnková transformace je jedna z 
mnoha metod na dekompozici signálu, tj. na jeho rozklad na více komponent, ze kterých 
potom můžete složit časově-frekvenční reprezentaci daného signálu (tedy sledovat vývoj 
spektra signálu v závislosti na čase) 
 
Waveletová transformace poskytuje oproti Fourierové transformaci (FT) informaci o 
časové lokalizaci spektrálních složek. FT není vhodná pro analýzu nestacionárních signálů. 
FT využívá kosinové a sinové funkce pro rozklad signálů, a je nejlepší pro popis periodických 
signálů. WT nabízí nový přístup k analýze signálů použitím speciálního filtru nazvaného 
wavelet (vlnka). Každá waveletová funkce osciluje pouze v okolí bodu lokalizace, což 
poskytuje dobrou prostorovou lokalizaci. Cílem WT je rozložit vstupní signál do řady 
waveletových koeficientů. Toto je dosaženo filtrováním signálu párem ortogonálních filtrů. 
Jsou označeny jako otcovský wavelet a mateřský wavelet. Otcovský wavelet určuje celkový 
trend signálu - rozklad na škálové koeficienty, zatímco mateřský wavelet zachycuje 
doplňkovou informaci o „jemnostech“ na jednotlivých úrovních - waveletové koeficienty. 
Základní rozdíl mezi Fourierovou a WT je v tom, že wavelety nejsou periodické funkce: 
termíny v wavelet roztažení jsou stavět rozšířit a posunutí jednotlivé "mateřského waveletu," 
tak roztažení je lokalizovat jak ve frekvenci, tak v času. Toto dělá WT velmi výhodnou pro 
analýzu nestacionárních nebo aperiodických signálů. WT lze úspěšné použít v tak různých 
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3.6 Walshovy funkce 
 
Walshovy funkce, které byly poprvé popsány v roce 1923, jsou kompletní systém 
pravoúhlých ortogonálních funkcí, které lze využít ke generování signál°u za využití digitální 
techniky, kde jsou k dispozici pouze výstupní hodnoty -1, 0 a 1. Použitím Walshovy 
transformace získáváme průběhy jednotlivých bitů v paralelní podobě PCM, což je zajímavé 
právě pro simulaci DR. Mezi hlavní výhody Walshových funkcí patří rychlost a jednoduchost 
jejich generování. Pro generování Walshových funkcí jsou nejčastěji použity Rademacherovy 
funkce, představené o rok dříve. Jedná se o pravoúhlé průběhy se střídou 1:1 a v mocninách 
dvou. Jednotlivé Walshovy funkce lze vyjádřit pomocí součinu Rademacherových funkcí. 
Máme-li funkci wal(i, t), je i vyjádřeno binárně pomocí Grayova kódu, ze kterého se určí, 
které Rademacherovy funkce budou pro generování použity. Je zřejmé, že Rademacherovým 
funkcím odpovídají přímo funkce wal(1), wal(3), wal(7) a wal(15) a že produktem dvou 
Walshových funkcí je opět Walshova funkce. Podle lichosti nebo sudosti jejich průběhů je 
značíme cal resp. sal (cosine=sine wal(i; t)). Přečíst si lze více v odborné knize [3]. 
 
4 ČASOVÁ SPEKTRÁLNÍ DOMÉNA NEPERIODICKÉ 
FUNKCE 
 
Účinným nástrojem pro studium impulsních signálů je Fourierova a Laplaceova 
transformace. Protože však práce s reálnými průběhy by v důsledku složité funkční závislosti 
χ(t)=(t) byla obtížná, zavádíme idealizované impulsní tvary, které můžeme vytvářet na 
základě principu superpozice (tedy pouze pro lineární obvody) z idealizovaných impulsních 
funkcí. Na obr. 24 a 25 lze vidět signály dané funkcemi (26), (27). Více opět v knize [3] a na 
stránkách [2]. 
 
Metoda je popsána takto: 
 
 Obr. 24- Signál daný (26)    Obr. 25- Signál daný (27) 
)()()( 11 TtAtAt −−= δδχ  (26) a pTep
A
p
AtL −−=)}({χ  (27) 
Kde δ1 je funkce jednotkový skok. Podobně vytvoříme například symetrický pilový 
průběh z funkce klínové atd. Kromě těchto idealizovaných impulsů (jednotkový skok, diracův 
impuls) se můžeme setkat s impulsními tvary, které jsou vytvořeny některými funkčními 





  Obr. 26   Obr. 27   Obr. 28 
Obr. 26, 27, 28- Tvary impulsů tvořené funkčními závislostmi 
 
Každému impulsu bude odpovídat jiné spektrum, které je pro tento impuls 
charakteristické. Pokud se budou impulsy opakovat, půjde o diskrétní spektra a pokud 
budeme uvažovat pouze jediný průběh, bude se jednat o spektrum spojité. Spektrum impulsů 
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Jeho spektrum bude vypadat takto (obr. 30):  
 
 
Obr. 30- Spektrum obdélníkového impulsu 
 
Pokud bychom chtěli přenést takový impuls (bez ohledu na to že by vůbec šel vytvořit), 
museli bychom přenést všechny frekvence od nuly do nekonečna, tzn., že amplitudová 
charakteristika by musela vypadat takto: 
 
Obr. 31- Amplitudová charakteristika obdélníkového pulsu 
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Z tohoto případu je vidět, že počet harmonických frekvencí, které náleží do frekvenčního 
intervalu mezi nulovou frekvencí a frekvencí prvního průchodu nulou funkce α
αsin , stoupá. 
Z toho plyne to, že harmonické kmitočty jsou násobky základní frekvence, ale s klesající 
dobou trvání impulsů stoupají nároky na počet těchto harmonických, které musíme přenést, 
abychom alespoň přibližně přenesli impulsní tvar nějakým lineárním obvodem. Je tedy 
zřejmé, že nároky na pásmo přenášených kmitočtů stoupají se zkracováním doby trvání 
impulsů. 
 
5 HARDWAROVÁ PODPORA SPEKTRÁLNÍ ANALÝZY 
 
O spektrálních analyzátorech, ať už analogových, nebo číslicových, je více popsáno ve 
skriptech [11]. Tyto přístroje mají za úkol získat spektrum signálu (vyjádřeného napětím) ve 
frekvenční oblasti. Cílem je zjistit velikost složek diskrétního spektra nebo průběhu spektrální 
hustoty u spojitého spektra. Význam těchto přístrojů spočívá v tom, že sledování složitých 
signálů v časové oblasti je málo přehledné, některé jeho charakteristiky se např. na 
osciloskopu sledují obtížně. V kmitočtové oblasti je naopak sledování jednodušší.  
 
Můžeme je rozdělit do následujících kategorií: 
-analyzátory s indikací jedné složky (spektrometry) 
-analyzátory s grafickým zobrazením (indikací více složek) 
 




Analyzátory s indikací jedné složky jsou pro zdlouhavost měření při analýze více složek 
spektra nevýhodné a vyžadují, aby se spektrum neměnilo během měření. Analyzátory s 
grafickým zobrazením dovolují sledovat do jisté míry změny spektra v čase. Číslicové 
analyzátory využívají ke zjištění spektra DFT (nejčastěji FFT-rychlá Fourierova 
transformace), případně číslicovou filtraci. 
Jsou to přístroje náročné a komplikované a i tak nelze jedním principem pokrýt všechny 
požadavky. Analogové spektrální analyzátory jsou založeny na použití pásmových propustí a 
většinou poskytují jen amplitudové spektrum. 
 
5.1 Analyzátory signálu 
 
FFT analyzátory mají často dva vstupní kanály. V tomto případě lze s nimi měřit kromě 
komplexního spektra signálu také další speciální funkce, jak jsou vzájemná a autokorelační 
funkce, výkonová hustota spektra a další. Takové přístroje označujeme jako analyzátory 
signálu. Moderní analyzátory bývají vybaveny možností uložit naměřená data na disketu, 






5.2 Analogové spektrální analyzátory 
 
Základním analogovým SA je typ využívající laditelné pásmové propusti. Měřený signál 
je upraven (např. zesílen) v bloku vstupní úpravy, poté je veden na analogovou pásmovou 
propust, což je kmitočtově selektivní filtr s plynule přeladitelným středním kmitočtem fS. 
Střední kmitočet se nastavuje řídicím signálem ur(t). Filtr propustí pouze spektrální složky v 
blízkém okolí středního kmitočtu, ostatní složky potlačí. Na výstupu demodulátoru je napětí 
úměrné amplitudě příslušné spektrální složky. Tímto napětím se řídí poloha stopy ukazatele 
zobrazovače ve směru osy y, zatímco poloha ve směru osy x je řízena signálem ur a odpovídá 
tedy kmitočtu. Na zobrazovači (většinou obrazovce) se tedy vykreslí spektrum vstupního 
signálu x(t). Závislost fS(ur) pásmové propusti bývá nejčastěji exponenciální, zobrazená 
kmitočtová osa je pak logaritmická. Analogové SA měří pouze amplitudové, nikoliv fázové 
spektrum. 
 
Blokové schéma analogového spektrálního analyzátoru s laděnou pásmovou propustí je vidět 
na obr. 32. 
 
 
Obr. 32- Schéma analogového analyzátoru 
5.3 Číslicové spektrální analyzátory 
 
Vstupní signál je převeden na posloupnost vzorků, ty se dále zpracovávají v bloku 
číslicového zpracování BČZ. Podle způsobu číslicového zpracování rozlišujeme dvě základní 
skupiny číslicových SA: 
- Spektrální analyzátory využívající číslicových filtrů jsou obdobou analogových SA 
- FFT analyzátory využívají k výpočtu komplexního spektra DFT(diskrétní Fourierova 
transformace), respektive některou z variant FFT (Fast Fourier Transform). Jedině tyto 
spektrální analyzátory umožňují zobrazit kromě amplitudového spektra také spektrum fázové. 
 
6 VLASTNOSTI FUNKCÍ V ČASOVÉ DOMÉNĚ 
6.1 Spojité zpracování signálů 
 
[19] Spojité zpracování signálů (závislých na čase) spočívá v jejich zpracování ve 
fyzikálních (analogových) soustavách, které pracují v čase spojitě a mají definován jeden 
nebo několik vstupů a výstupů pro spojité (tzv. analogové) signály. Takové soustavy jsou 
matematicky charakterizovány diferenciálními rovnicemi, jejichž analýzou můžeme obdržet 
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informaci o vstupně-výstupním chování soustavy, které nás zajímá s hlediska zpracování 
signálů (např. impulsní nebo frekvenční charakteristiku). Příkladem takového systému je 
sériový RLC obvod, jehož vstupem je napětí na celé sériové kombinaci a výstupy jsou proud 
v obvodu a napětí na kombinaci LC. 
 
  Diskrétní zpracování signálů lze charakterizovat jako přepočet vstupní posloupnosti 
hodnot na posloupnost výstupní. Soustavy, které takový vypočet realizuji, označujeme jako 
diskrétní systémy; matematicky jsou popsány diferenčními rovnicemi, jejichž analýzou lze 
obdržet informace o vlastnostech soustavy vzhledem ke zpracování signálů. Výpočet může 
být realizován analogově (např. obvody se spínanými kapacitory) nebo číslicově pomocí 
vhodně: programovaného počítače. Pokud zpracováváme diskrétní spojitý signál x(t) se 
záměrem získat opět spojitý výstupní signál y(t), je prvým článkem zpracování vzorkovač, 
který v zadaných časových okamžicích t, získává vzorky vstupu xn tvořící vstupní posloupnost 
diskrétního systému. 
6.2 Spojitá funkce  
 
Je taková matematická funkce, jejíž hodnoty se mění plynule, tedy při dostatečně malé 
změně hodnoty x se hodnota f(x) změní libovolně málo. Intuitivní (ne zcela přesná) představa 
spojité funkce spočívá ve funkci, jejíž graf lze nakreslit jedním tahem, aniž by se tužka zvedla 
z papíru. Funkce, která není spojitá, se označuje jako nespojitá, znázornění spojitého a 
nespojitého průběhu je na obr. 33.  
 
Obr. 33- Znázornění spojitosti funkce 
Spojité funkce jsou v praxi mnohem častější než nespojité, např. v klasické fyzice jsou 
prakticky všechny používané funkce spojité. Spojitost je také jednou ze základních vlastností 
běžně požadovaných po „rozumných funkcích“, mnoho matematických konstrukcí vyžaduje 
spojitost funkce jako nutnou podmínku – např. derivace, integrál apod. 
Více je o spojitých funkcích, Cauchyho definici a bodech spojitosti je uvedeno např. na 
internetových stránkách [19]. 
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Pro reálné funkce reálné proměnné lze spojitost funkce f v bodě x0 definovat následujícími 
dvěma podmínkami: 
• Funkce je v bodě x0 definována (x0 patří do definičního oboru). 





=→         (30) 
Tato definice mluví o spojitosti v bodě; mimo to se také používá výraz funkce spojitá na 
množině či intervalu (pokud je funkce spojitá ve všech bodech této množiny), obecně o 
spojité funkci se hovoří v případě, že je spojitá na celém svém definičním oboru. 
6.3 Cauchyho definice 
O funkci f(x) řekneme, že je spojitá v bodě a, pokud ke každému (libovolně malému) 
číslu 0>ε  existuje takové číslo 0>δ  , že pro všechna x, pro něž platí δ<− ax  , platí také 
( ) ( ) ε<− afxf         (31) 
Velikost čísla δ může záviset na volbě čísla . 
Funkci f(x) označujeme jako spojitou zprava (resp. zleva), pokud k libovolnému ε>0 
existuje takové 0>δ , že pro všechna ax >  (resp. ax ≤ ), tzn. pro všechna x z pravého okolí 
(resp. levého okolí) bodu a je ( ) ( ) ε<− afxf . Funkce je spojitá tehdy, je-li spojitá zprava i 
zleva. 
Cauchyho definici lze formulovat také pro funkci n proměnných. O funkci ( )ixf , kde 
x1,x2,…,xn jsou proměnné funkce, řekneme, že je spojitá v bodě A=[a1,a2,...,an] , pokud ke 
každému (libovolně malému) číslu 0>ε  existuje takové číslo 0>δ , že pro všechny body X 
= [x1,x2,…,xn] z okolí bodu A, tzn. pro body, jejichž vzdálenost splňuje podmínku d(A,X) < δ, 
platí 
( ) ( ) ε<− nn aaafxxxf ,...,,..., 2121       (32) 
 
6.4 Bod nespojitosti 
Body, v nichž daná funkce není spojitá, označujeme jako body nespojitosti. V názorné funkci 
jsou vidět na obr. 34. 
Za bod nespojitosti prvního druhu označíme takový bod a, ve kterém má funkce f (x) limitu 
zprava i zleva, avšak tyto dvě limity mají rozdílné hodnoty, tzn. 
 ( ) ( )xfxf
axax −→+→ ≠ limlim        (33) 
Rozdíl mezi těmito čísly, tzn.  
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( ) ( )xfxf
axax −→+→ − limlim        (34) 
nazýváme skokem funkce v bodě a. 
Za bod nespojitosti druhého druhu označíme takový bod a, v němž neexistuje alespoň jedna z 
(konečných) jednostranných limit. 
Pokud v bodě a existuje konečná limita ( ) Axf
ax
=+→lim , avšak funkce f(x) není v bodě a 
definována, nebo je ( ) Aaf
ax
≠+→lim , pak bod a označujeme jako odstranitelnou nespojitost 
funkce f (x). 
 
 
Obr. 34- Body nespojitosti 
Druhy bodů nespojitosti 
Funkci, která je definována na intervalu ba, , označíme jako po částech spojitou na daném 
intervalu, je-li spojitá ve všech bodech intervalu s výjimkou konečného počtu bodů, v nichž 
má nespojitost prvního druhu. 
Na obrázku je bodem nespojitosti prvního druhu bod b. Bod e je bodem nespojitosti 
druhého druhu. Bod c je odstranitelnou nespojitostí funkce f(x). Funkce je po částech spojitá 
na intervalu. 
 
6.5 Vlastnosti spojitých a nespojitých funkcí 
• Má-li funkce f(x) v bodě a konečnou derivaci, pak je v bodě a také spojitá. 
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• Pokud je funkce f(x) spojitá v bodě a a funkce g(y) spojitá v bodě b=f(a), pak složená 
funkce g(f (x)) je spojitá v bodě a. 
Je-li funkce f(x) spojitá na ba, , pak na ba,  existuje alespoň jeden bod bax ,1 ∈  
takový, že ( ) ( )xfxf ≥1  pro všechna bax ,1 ∈ . Jedná se o maximum funkce f(x) na intervalu 
ba, . Současně také existuje alespoň jeden bod bax ,1 ∈ takový, že ( ) ( )xfxf ≤1 pro 
všechna bax ,1 ∈ . Jedná se o minimum funkce f(x) na intervalu ba, . Funkce spojitá na 
intervalu ba, je tedy na tomto intervalu také ohraničená. 
 
7 METODY ZPRACOVÁNÍ FUNKCÍ V ČASOVÉ DOMÉNĚ 
 
 
Již v úvodu je účelné zavést určité třídění popisovaných metod. Diskrétní metody 
zpracování signálů lze třídit podle více hledisek. Bližší dělení i popis lze najít ve skriptech 
[20]. 
 
7.1 Podle linearity  
- lineární, pro které platí princip superpozice 
 






ii nTsGanTsaG      (35) 
kde G je operátor, realizovaný systémem a {si(nT)} je konečná množina signá1ů, násobených 
odpovídajícími skalárními konstantami a, lineární systémy lze matematicky poměrně snadno 
modelovat a analyzovat, takže jsou k disposici vypracované rutinní postupy pro jejich návrh. 
V praxi užívané systémy jsou velkou většinou lineární. Příklady jsou: lineární filtrace, lineární 
unitární transformace včetně diskrétní Fourierovy transformace, kumulační techniky, 
 
- nelineární jsou všechny systémy, pro které princip superposice neplatí. Vzhledem k 
negativnímu vymezeni, je nelze jednotně matematicky charakterizovat ani analyzovat, proto 
jsou dosud propracovány do prakticky použitelné podoby jen určité třídy nelineárních 
systémů a jejich použiti je méně běžné. Jednou z takových tříd jsou homomorfické systémy, 
které jsou formulovány tak, že nelinearity jsou separovány do oddělených bloků a jádro 
systému je lineární. Příklady nelineárních systémů jsou: korektory nelinearit snímače, 
modulátory, demultiplikační filtry, neuronové procesory. 
 
7.2 Podle setrvačnosti  
 
- systémy bez paměti využívající k výpočtu výstupních hodnot pouze okamžité hodnoty 
vstupů; příkladem jsou funkční měniče nebo korektory nelinearit, 
 
- systémy s pamětí, které obsahují zpožďovací členy, tj. paměťové registry, se dále 
dělí na: 
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- nerekurzívní, které využívají pro výpočet výstupu jen vstupních hodnot (včetně 
zpožděných, tedy dřívějších), tj. systémy bez zpětných vazeb, např. tzv. filtry typu 
FIR 
 
- rekurzívní, využívající jak vstupních, tak i zpožděných výstupních hodnot; jde tedy 
o systémy se zpětnými vazbami, např. filtry typu IIR. 
 
7.3 Podle počtu proměnných 
 
- jednorozměrné, tj. pracující se signály, které závisí jen na jedné nezávislé 
proměnné, nejčastěji na čase, 
 
- vícerozměrné, které pracují se signály, závisejícími na dvou nebo více 
proměnných, např. obrazová data statického obrazu reprezentuji dvojrozměrný 
signál, závisející na dvou prostorových proměnných. Složitější zpracování 
vícerozměrných signálů jsou prakticky vyhrazena pouze číslicovým systémem. 
 
7.4 Podle proměnnosti realizovaného operátoru v čase 
 
- invariantní v čase (běžné typy zpracování) 
- proměnné v čase (např. adaptivní filtrace). 
 
7.5 Podle typu realizace 
 
- číslicové, v nichž jsou vzorky reprezentovány čísly, zpravidla binárně 
kódovanými, a vypočet je realizován pomoci číslicového procesoru. 
 
- diskrétní analogové s reprezentací vzorků analogovými veličinami (např. 
elektrickými náboji v soustavách se spínanými kapacitory). Výpočet v čase 
(diskrétní), je pak realizován pomoci analogových prostředků (zpravidla jde o 
vážené součty). 
 
8 ŠIROKOPÁSMOVÉ A ULTRAŠIROKOPÁSMOVÉ 
SIGNÁLY 
 
Měřené signály jsou v praxi většinou směsí užitečného signálu a šumu. Ve většině 
případu je tento šum k užitečnému signálu přičten, čili jde o tzv. aditivní šum. Muže jít o šum 
tepelný, generovaný v odporech, šum elektronických obvodu, kvantizační šum vznikající při 
digitalizaci signálu pomocí analogově - číslicových převodníku, nebo o rušivé signály 
indukované do měřicího obvodu elektromagnetickou nebo elektrostatickou vazbou. Šum je v 
obecném případě stochastický signál a jako takový je popsán jednak v amplitudové oblasti - 
rozložením amplitud (hustotou pravděpodobnosti nebo distribuční funkcí), jednak v oblasti 
časové (autokorelační funkcí) nebo frekvenční (výkonovou spektrální hustotou). Popisy v 
časové a frekvenční oblasti jsou ekvivalentní, protože autokorelační funkce a výkonová 
spektrální hustota jsou spolu vázány Fourierovou transformací [3][10] (tzv. Wienerovy-
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Chincinovy vztahy). Je-li výkonová spektrální hustota šumu konstantní, jde o tzv. bílý šum. 
Ten muže mít amplitudy rozložené různými způsoby. Nejběžněji se v odvozeních a 
experimentech používá bílý šum s normálním rozložením, který lze nejsnadněji matematicky 
zpracovávat. Důležitý je také bílý šum s rovnoměrným rozložením amplitud, který (za v praxi 
často splněných předpokladů, zejména nekorelovanosti šumu se signálem) aproximuje 
kvantizační šum ideálního kvantovače (analogově-číslicového převodníku). Pro zmenšení 
nejistoty měření je nutno šum co nejvíce potlačit, čili zvýšit poměr signálu k šumu (SNR – z 
angl. „signal to noise ratio“) často vyjadřovaný v dB. SNR je určován z poměru výkonu nebo 
z poměru efektivních hodnot známými vztahy (36) a (37) O šumech a jejich vlastnostech lze 

















USNR log20         (37) 
 
kde index „s“ označuje signál a index „n“ označuje šum (z angl. noise). Budeme porovnávat 
tři metody potlačování šumu (zvyšování SNR) [6], které aplikujeme na tři typy periodických 
signálu. Pro simulaci těchto metod lze využít prostředí MATLAB a jeho dva toolboxy.  
 
8.1 Tepelný a výstřelový šum 
 
Zdrojem tepelného šumu je chaotický pohyb elektronů ve vodiči. Intenzita pohybu 
elektronů závisí na teplotě (měrném odporu) a je přímo úměrná tomuto šumu. Výstřelový šum 
vzniká pohybem elektrických nábojů v polovodiči, elektronů v polovodiči typu N a děr 
v polovodiči typu P. Více lze najít na stránkách [22]. 
 
8.2 Kvantizační šum 
 
Kvantizační šum je dán principem digitálních modulací a je tedy charakteristický pro 
A/D převodníky. Je způsoben nedokonalostí digitálních systémů. Analogový signál může 
nabývat nekonečného počtu hodnot, kdežto digitální signál je omezen počtem kvantizačních 
hladin. Rozdíl mezi vstupním analogovým signálem a zakódovanými vzorky výstupního 
signálu, tvoří kvantizační šum. Úroveň kvantizačního šumu (zkreslení) je obvykle držena pod 
velikostí rozhodovacího kroku (rozdílu kvantizačních hladin) tak, aby zajišťovala 
odpovídající přesnost digitálního signálu vůči signálu analogovému. Složitost návrhu A/D 
převodníků je pak úměrná jejich přesnosti a požadované hodnotě kvantizačního zkreslení.[22] 
 
8.3 Zbytkový odrazový šum 
Zbytkový odrazový šum je částí odrazových interferencí a zůstává v signálu po echo 
kompenzaci. Echo kompenzace musí být provedena před kvantizací signálu, protože 
amplitudy odrazů mohou být několikrát vyšší než přijímaný signál a mohly by tak způsobit 
zkreslení. Zbytkový odrazový šumu je závislí na útlumu kanálu. 
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8.4 Wienerův proces 
 
Tento proces je pojmenován po matematikovi Norbertu Wienerovi [23].  
Norbert Wiener (26. listopad 1894 - 18. březen 1964) byl americký matematik, který je 
považován za zakladatele kybernetiky. Toto slovo použil ve své knize Kybernetika aneb 
Řízení a sdělování u organismů a strojů. 
Narodil se v Missouri v Kolumbii jako první dítě Lea a Berthy Wienerových. Leo byl 
učitelem Slovanských jazyků na Harvardu. Norberta učili doma. Když mu bylo sedm, tak 
krátkou dobu navštěvoval školu. V roce 1903 se vrátil do školy a v roce 1906 maturoval na 
Ayer High School. 
V září 1906, to mu bylo jedenáct let, nastoupil ke studiu matematiky na vysokou školu (Tufts 
College). V roce 1909 obdržel bakalářský titul a nastoupil na Harvard. Na Harvardu studoval 
zoologii, ale v roce 1910 se přesunul na Cornellovu Univerzitu, kde začal studovat filozofii, 
další rok se vrátil na Harvard, kde pokračoval ve studiu filozofie. Wiener obdržel titul Ph.D. 
na Harvardu v roce 1912 za disertaci související s matematickou logikou. 
Z Harvardu odešel do Anglie na Cambridge, England a jeho učiteli byli Bertrand Russell a G. 
H. Hardy. V roce 1914 studoval na Göttingen v Německu, kde jej vedli David Hilbert a 
Edmund Landau. Poté se vrátil na Cambridge a poté zpět do USA. 
V letech 1915 až 1916 učil kurzy filozofie na Harvardu, pracoval pro General Electric a poté 
pro Encyclopedii Americana a později pracoval v oblasti balistiky v Aberdeen Proving 
Ground v státě Maryland. V Marylandu zůstal až do konce války, do doby, než vzal místo 
jako učitel matematiky na MIT (poté co byl odmítnut na University of Melbourne). Wiener 
byl mezi studenty známý svým chabým způsobem přednášení, svými vtipy a svou roztržitostí. 
Během práce pro MIT často cestoval po Evropě. V roce 1926 se oženil s Margaret Engemann 
a vrátil do Evropy. Většinu času strávil v Göttingenu nebo s Hardym v Cambridge. Náplní 
jeho práce byl Brownův pohyb, Fourierův integrál, Dirichletovy problémy, harmonická 
analýza, Tauberianovy teorémy a další problémy. 
Během druhé světové války vybudoval teorii predikce stacionárních časových řad a použil ji 
pro řízení protiletadlového dělostřelectva. Zemřel v Stockholmu v roce 1964. 
O Wienerovém procesu, dalších stochastických signálech, nebo jejich jinému užití lze najít 
např. v pracích [24] a [25]. Jedná se o pravděpodobnostní model Brownova pohybu 
fluktuující částice, jeho trajektorie tvoří pouze funkce, které jsou spojité, ale nemají vůbec 
nikde derivaci. Wienerův proces hraje důležitou roli v teorii stochastických diferenciálních 
rovnic. Náhodnost v stochastických modelech je popsána Gaussovým bílým šumem a 
Wienerův proces představuje integrál bílého šumu. Průběh Wienerova procesu je zobrazen na 
obr. 35. 
 
W(t) – Brownuv pohyb (Wieneruv proces) na prostoru (A, P) je spojitý stochastický proces, 
pro který platí: 
 
1. vsW .0)0( = . 
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Obr. 35- Trajektorie Brownova pohybu 
 
Wienerův proces W(t) má kvadratickou variaci rovnou t a na každém intervalu má W(t) 




9 ZÁKLADNÍ METODY ZPRACOVÁNÍ ŠUMU 
 
9.1 Metoda frekvenční filtrace. 
 
Více k metodám na potlačení šumu lze najít v publikaci [21]. Metoda frekvenční filtrace 
spočívá v úpravě signálu smíchaného se šumem vhodným frekvenčně selektivním filtrem 
(dolní propust, pásmová propust, horní propust, pásmová zádrž), který má co nejvíce potlačit 
šum a co nejméně ovlivnit signál. Tato metoda je vhodná tam, kde se frekvenční spektra 
signálu a šumu nepřekrývají. Zvláště výhodná je pro harmonický (sinusový) signál. 
 
9.2 Metoda sumačního průměrování (sumační filtrace)  
 
Spočívá v opakovaném měření směsi signálu se šumem pro skupinu bodu rozložených 
stejně vzhledem k počátku jednotlivých period. Vypočtením aritmetického průměru pro každý 
z těchto bodu snížíme (v ideálním případě eliminujeme) šum, ale hodnota signálu zůstane 
nezměněna. 
9.3 Odstranění šumu za pomocí Vlnkové transformace 
 
(angl. signal denoising) používající vlnkové (waveletové) transformace spočívá ve výpočtu 
přímé vlnkové transformace, prahování koeficientu této transformace (čili zanedbání 
koeficientu s hodnotami pod zvoleným prahem) a provedení zpětné transformace. Tímto 
způsobem je možno zvyšovat SNR i v případech, kdy se frekvenční spektra signálu a šumu 
překrývají, přičemž skokové změny signálu nejsou výrazně zpomaleny. Více o vlnkové 
transformaci je napsáno v další kapitole. 
 
9.3.1 Vlnková transformace 
 
Taktéž vlnková transformace pro potlačení šumu je popsána v [21]. Podnětem pro 
vznik vlnkové transformace byla snaha získat časově – frekvenční popis signálu. Fourierova 
transformace poskytuje informaci o frekvenčních složkách signálu, ale nevypovídá o jejich 
poloze v čase. Vlnková transformace získání takového popisu umožňuje. Jak ale ukazuje tento 
příspěvek, použití této transformace je podstatně širší. Spojitá vlnková transformace (CWT – 
continuous wavelet transform) je definována pro signály s konečnou energií takto: 
 
( ) ( ) ( )∫∞
∞−
= dttpstfpsC ,,, ψ        (39) 
kde f (t) je analyzovaný signál a ψ(s,p,t) je vlnková funkce, s měřítkem (scale), p poloha 
umístění vlnky na časové ose (pozice, posuv) a t je čas. Výsledkem vlnkové transformace je 
soubor koeficientu C, které představují míru korelace použité mateřské funkce a příslušné 
části signálu. 










tps ψψ .1,,        (40) 
kde Rps ∈, , 0≠s . ψ je tzv. mateřská vlnka a člen 
s
1 slouží k normalizaci energie vlnky při změnách měřítka. Pro ψ musí platit: 
 
( )∫ = 0dxxφ          (41) 
Vlnková funkce ψ má charakter pásmové propusti a určuje detaily signálu. Od ní je odvozena 
tzv. měřítková funkce (scaling function) Φ, která se chová jako dolní propust, a pomocí ní se 
získává aproximace signálu. Funkce Φ musí splňovat podmínku: 
( )∫ = 1dxxφ  Malá hodnota měřítka s, odpovídající rychle se měnícím detailům a tedy vyšším 





 ( )[ ]( ) [ ]( ) [ ]( )psfbWpsfaWpsbfafW ,,, 2121 +=+     (42) 
 
2) invariance v čase 








sfWpsfW     (44) 
 
V diskrétní vlnkové transformaci DWT (discrete wavelet transform) probíhají parametry 
časově – prostorového měřítka po dvojkové mřížce: 
 





jk ZkNjkpsnnfpsC ,,2,2,, ψ   (45) 
Kde  











, ψψ        (46) 
 
Algoritmus potlačování šumu pomocí vlnkové transformace spočívá v dekompozici signálu 
na aproximace a detaily, v úpravě získaných koeficientu - tzv. prahování (thresholding) a ve 
zpětné rekonstrukci signálu IDWT (inverse discrete wavelet  ransform) z upravených 
koeficientu. K rozkladu slouží dvojice dekompozičních filtrů s komplementárními 
propustnými pásmy, které jsou odvozeny od vlnkové funkce. Aby celkový počet koeficientu 
zůstal nezměněn, následuje po filtraci podvzorkování s faktorem 2. Podobně před 
rekonstrukcí se počet vzorku zvyšuje na dvojnásobek proložením nulami a rekonstrukce se 
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provádí další dvojicí filtru. Čtveřici filtru se říká kvadraturní zrcadlové filtry a jejich tvar je 
přesně dán typem waveletu. 
 
 
10 ANALÝZA ZÁKLADNÍCH ŠIROKOPÁSMOVÝCH 
SIGNÁLŮ 
 
 Zpracováváno je několik základních signálů. Jedná se o signály sinusového průběhu, 
trojúhelníkového (pila) a obdélníkového signálu. Tyto základní funkce, jsou následně 





V programu MATLAB je generován signál sinusového průběhu o počtu vzorů N = 
1000. Dále je pomocí funkce RANDN() generován šum, který je navázán k původnímu 
signálu. Bylo nutné použít funkci RANDN, protože ta generuje hodnoty jdoucí od -1 do +1, 
na rozdíl od funkce RAND, která generuje hodnoty od 0 do +1. Pro další účely je vhodnější 
jiný rozsah náhodných hodnot. 
Pro kontrolu a detailní znalost navzorkování signálu, jsou uvedeny i detaily 
jednotlivých signálů, tj. základní  a změněný šumovou složkou (obr. 36). V něm je počet 
vzorků na ose vodorovné a amplituda  na ose svislé. 
 
Obr. 36 – Vygenerovaný sinus – ideální a zašuměné 
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 Dalším zajímavým parametrem je určit amplitudové a fázové spektrum zkoumaného 
signálu, opět u původního a změněného signálu. Pro analýzu je použita diskrétní Fourierova 
transformace. Na daném příkladu byl aplikován tzv. bílý šum.(RANDN). Průběhy příslušných 
funkcí i jejich detailů, jsou na obr. 37. U základních signálů jsou veličiny na osách shodné. 
Amplitudová charakteristika má na vodorovné ose frekvenci a amplitudu na svislé ose. 
Fázová charakteristika má vodorovnou osu shodnou, ale na svislé ose je v tomto případě fáze. 
To platí i pro následné vyšetřované funkce. 
 
 






Ve vyhodnocených spektrech signálu je zřejmé, jaký má přidaný šum vliv jak na původní 
signál, tak i na jeho spektrum, amplitudové či fázové. 
Stejné kroky pro výpočet a zobrazení jsou provedeny i u dalších základních tvarů signálů, tj. 
trojúhelník a obdélník. 
 
 
Harmonická funkce - Trojúhelník (pila) 
 
 U tohoto signálu je použita funkce SAWTOOTH. Zvolená funkce vyžaduje, aby se u 
ní nastavil i parametr w, který určuje sklon pily. Ten musí nabývat hodnot od nuly do jedné. 





Obr. 38 – Vygenerovaný trojúhelník – ideální a zašuměné 
 
- kde osa x je frekvence a osa y je amplituda 
 





Zde jsou vyobrazeny spočítané charakteristiky.  
 
 





Harmonická funkce - Obdélník 
 
 Vzhledem k tomu, že v programech je možnost nastavit více parametrů signálu, jsou 
signály pro výpočet zkráceny parametrem T, aby byla lépe vidět jejich fázová frekvenční 
charakteristika. Pokud bychom počítali s jakkoli dlouhým signálem, v tomto spektru by se 
nám objevily i vyšší harmonické a charakteristika by nebyla tak patrná. U obdélníkového 
signálu je nutné tento parametr nastavit jinak než u sinu a trojúhelníku (případně je nutné 









Obr. 40 – Vygenerovaný obdélník – ideální a zašuměné 
 
 





Výpočty jsou stejné, ale jak je uvedeno výše, došlo ke změně parametru T, případně ke 
změně počtu vzorků. Bližší popis hodnot parametru T je popsán přímo ve zdrojovém kódu 












Generování šumu pomocí RANDN 
 
 V této kapitole je úkolem generovat šum pomocí funkce RANDN a poté zjišťovat jeho 
střední hodnotu a následně spektrální hustotu výkonu tohoto šumu. K výpočtu střední hodnoty 
je použito průměrování jednotlivých vzorků šumu. Počítáno je opět s N = 1000. 
Pro zjištění spektrální hustoty pomocí integrálu (50) je nutno zjistit autokorelační 
funkci šumu. K té je použito také funkce MATLABU a t XCORR. Avšak pro vlastní výpočet 
spektrální hustoty je použito taktéž funkce MATLABU a to funkce PBURG. Vycházející 
z Burgova algoritmu. Popisky jednotlivých funkčních bloků jsou opět uvedeny ve zdrojovém 





















Pro přehled je vložen i detail programu, vyšetřující bílý šum a jeho spektrální hustotu 




Obr. 42- Detail programu pro bílý šum 
 
V detailu je vidět změna průběhu spektrální hustoty výkonu (průběh funkce je značně 
zvlněný). Důvodem je to, že pro zvýšení citlivosti je použita Burgova metoda 10. řádu. 









11 ROZDĚLENÍ ULTRAŠIROKOPÁSMOVÝCH SIGNÁLŮ 
“BARVY ŠUMU” 
  
Ultraširokopásmové signály (USP) se zkráceně rozdělují pomocí tzv. barev. Je to 
vyjádření vlastností teoreticky definovaných USP signálů. Vyjadřují se tím některé specifické 
vlastnosti. Těmito specifickými vlastnostmi, jsou funkce frekvenční spektrum, množství 
spektrálních složek a důsledkem toho i sklon těchto USP signálů. 
 
- Bílý šum 
- Růžový šum 
- Hnědý (červený) šum,  
- Modrý (azurový) šum,  
- Purpurový (fialový) šum,  
- Šedý šum,  
- Červený šum,  
- Oranžový šum,  
- Zelený šum,  
- Černý šum 
 
11.1 Bílý šum 
 
Bílý šum (white noise) je tvořen náhodnými vzorky s rovnoměrným rozložením, které 
jsou vzájemně nekorelované. V ideálním případě by v něm měli být obsažené všechny 
frekvence a spektrum by se mělo blížit konstantě. 
 
Je to náhodný signál s rovnoměrnou výkonovou spektrální hustotou. Signál má stejný výkon v 
jakémkoli pásmu shodné šířky. Například pásmo široké 20 Hz mezi 40 a 60 Hz má stejný 
výkon jako pásmo mezi 4000 a 4020 Hz. Bílý šum je tak nazýván jako analogie s bílým 
světlem, které obsahuje všechny frekvence. Nekonečný frekvenční rozsah signálu bílého 
šumu je pouze teoretický. Kdyby byl nenulový výkon na všech frekvencích, celkový výkon 
takového signálu by byl nekonečný. V praxi je signál „bílý“ pokud má ploché spektrum v 
definovaném rozsahu frekvencí. 
O šumech, jejich vlastnostech lze najít více v knize [21] a na interentovch stránkách [26] a 
[27]. 
11.1.1 Využití bílého šumu 
 
Jednou z aplikací bílého šumu je oblast architektonické akustiky. Zde je za účelem 
omezit rozptylující, nežádoucí zvuky (například konverzaci, atd.) ve vnitřních prostorách 
pouštěna nízká hladina šumu jako podkladový zvuk. Bílý šum je používán v některých 
sirénách pohotovostních vozidel pro jeho schopnost proniknout ostatními zvuky prostředí 
(např. zvukem městské dopravy) a nezpůsobovat ozvěnu, takže je snazší určit směr, odkud 
přichází. Bílý šum má také využití v elektronické hudbě, kde je používán buď přímo, nebo 
jako vstupní signál pro filtr k vytvoření ostatních typů šumových signálů. Je často užíván při 
syntéze zvuku, obyčejně k napodobení perkusních nástrojů jako činely, které mají ve svém 
spektru silnou šumovou složku. 
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Šum je také užíván k nastavení ekvalizéru při ozvučování koncertů nebo jiných představení. 
Do PA systému vyslán krátký impuls růžového šumu, který je monitorován z různých míst. 
Podle odezvy lze nastavit celkovou ekvalizaci k zajištění vyrovnaného přenosu. Některé 
systémy mohou toto nastavení provádět automaticky. Podobně je bílý šum používán pro 
testování přenosové charakteristiky zesilovačů a elektronických filtrů. Bílý šum je základem 
některých generátorů náhodných čísel. Bílý šum může být použit na zmatení jedinců před 
výslechem (brainwashing) a také jako součást techniky smyslové deprivace. Přístroje, které 
jej produkují, jsou prodávány pro ochranu soukromí při konverzaci, podporu spánku a k 
zamaskování hučení v uších. 
11.1.2 Vlastnosti bílého šumu 
 
- má konstantní výkonovou spektrální hustotu  GG =)(ω  
- šum w(n) má nulovou střední hodnotu a autokorelační posloupnost rww(τ) v podobě 
jediné nenulové hodnoty, rww(0)=σ
2 
a rww(τ)=0 pro τ≠0 (to ovšem platí jen pro 
nekonečně dlouhý signál) 
- bílý šum a užitečný signál nejsou vzájemně korelované, takže rxw(n)= rwx(n)=0, Vn  
(toto také platí jen pro nekonečně dlouhé signály) 
- V praxi je signál „bílý“ pokud má ploché spektrum v definovaném rozsahu frekvencí 
- Jeho suma je nulová v časovém intervalu pozorování 
- Má konstantní rozptyl 
- v jeho spektru jsou zastoupeny všechny frekvence 
- jeho amplitudy jsou rozloženy podle Gaussovy křivky pravděpodobnosti 
 
Zašumění signálu je dáno následujícím vztahem: 
 
)()()( nenfns σ+=         (47) 
 
kde čas n je stejně rozložený 
 
V nejjednodušším modelu předpokládáme, že e(n) je Gaussův bílý šum N(0,1) a 
hladina šumu bude rovna 1. 
 
11.1.3 Střední výkon a spektrální hustota výkonu 
Střední výkon P náhodného procesu připadající na pásmo úhlových kmitočtů  21,ωω   




















    (48) 





d mjmRG )´exp()(´)( ωω       (49) 
Kde ω´ je normovaný úhlový kmitočet a  
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=      (50) 
 
Kde R(m) je autokorelační funkce 
 
V programu “vzorky” a ”white_noise” jež jsou v příloze, je šum vyšetřován pomocí Burgovy 
metody. Jedná se o jeden z rychlých algoritmů pro výpočet parametru autoregresního modelu. 
Jeho výhodou je zaručená stabilita řešení. Burgova metoda odhaduje spektrální hustotu po 
částech, vycházející z AR modelu daného signálu. Další metodou je Yule-Walkerova metoda, 
případně metoda Walshových vzorců. V další kapitole je vytvořen program, který generuje 
šum a hledá jeho střední hodnotu. Jakmile nalezne šum, který bude mít střední hodnou rovnu 
nule a spektrální hustotu výkonu bude mít konstantní, lze tento šum prohlásit jako bílý šum. 
  
11.1.5 Střední hodnota náhodného diskrétního procesu 
 









ii nxPnxna        (51) 
 
Kde Q(n) je počet možných hodnot náhodné veličiny ζn 
           xi(n) jsou možné hodnoty náhodné veličiny ζn a   
       P{xi(n)} jsou pravděpodobnosti výskytu těchto hodnot 
 
 











)(1ˆ         (52) 
 
kde N je celé číslo 
 
 





Program pro vyšetření bílého šumu: 
 
clear all; close all; clc; 
N = 100000; 
sumeni2 = zeros(1,N); 
 
for k=1:N      %generovani nahodneho sumu 






title('Sum s nenulovou stredni hodnotou'); 
grid on; 
 
%hlavni program pro hledani nulove stredni hodnoty sumu 
for j=1:N 
    sumeni = zeros(1,N); 
 
    for i=1:N 
            sumeni(i) = randn(); 
    end 
 
            stredni = sum(sumeni)/N;      % stredni hodnota signalu 
            E = 1*10^-5;            % referencni střední hodnota 
             
        if (abs(stredni) <= abs(E))  
            
            stredni_hodnota = abs(stredni)   
            subplot(3,3,4:6)     
            plot(sumeni); 
            grid on; 
            title('Bíly sum jehoz stredni hodnota je nula') 
     
            subplot(3,3,7:9); 
            PSD = pburg(sumeni,4);          % číslo 4 je pro Burgovu metodu 
            plot(PSD); 
 
    grid on;    
    title('Spektrální hustota výkonu'); 
         
       return  
             
        end  













Pro dále vykreslený program je Střední hodnota = 6.4975e-006 
 
Po provedení programu bude výsledek obr. 44. Na vodorovné ose je počet vzorků a na svislé 
ose je amplituda USP signálu. Ve třetím obrázku je na svislé ose spektrální hustota výkonu. 
 
 
Obr. 44- Bílý šum 
 
První obrázek je jen náhodný šum, druhý je bílý šum a třetí obrázek znázorňuje průběh 
spektrální hustoty výkonu bílého šumu. 
11.2 Růžový šum 
Růžový šum také známý jako „1/f šum“ nebo „kmitající šum“ je signál nebo proces s 
takovým frekvenčním rozsahem, že výkonová frekvenční hustota je přímo úměrná převrácené 
hodnotě frekvence. To nastane v mnoha případech studie a získává tak svůj název jako 
přechod mezi bílým a červeným šumem. 
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11.6 Šedý šum 
Šedý šum je šum používaný v psychoakustice k měření křivky hladiny hlasitosti (křivka 
která znázorňuje vliv frekvence na hlasitost signálu, při kterém posluchač začne pociťovat 
konstantní hluk) do stanoveného rozsahu frekvencí, takže zní stejně hlasitě na všech 
frekvencích. Někteří lidé říkají, že toto může být lepší definice bílého šumu než definice 
„stejný výkon na všech frekvencích“, protože bílé světlo nikdy nemá stejný výkon spektra, ale 
spíše může mít rozsah spektra. 
11.7 Oranžový šum 
Oranžový šum je skoro-stálý šum s ohraničeným výkonovým spektrem s omezeným 
počtem malých skupin nul rozptýleným rovnoměrně po celém spektru. Tyto skupiny nulové 
energie jsou soustředěny okolo frekvencí muzikálních not v jakékoli stupnici. Protože 
všechny sladěné hudební noty jsou eliminovány, zbývající spektrum se zdá být složeno z 
trpkých, citrónových a „pomerančových (Orange) not. Oranžový šum je nejjednodušeji 
vyprodukovatelný místností, která je plná žáků první třídy vybavených plastickými 
audiorekordéry 
11.8 Zelený šum 
1. Zelený šum je pravděpodobně podkladový zvuk Země. Výkonové spektrum 
zprůměrované z několika míst. Spíše jako růžový šum navíc s hrbolem okolo 500 Hz  
2. Střední frekvence bílého šumu  
3. Ohraničený hnědý šum 
11.9 Černý šum 
1. Ticho  
2. Šum se spektrem (1/fx), kde x>2 . Používaný k modelování různých enviro-
nmentálních (týkající se životního prostředí) procesů. Říká se, že to je charakteristika 
„přírodních a nepřírodních katastrof jako povodně, sucho, stagnace, různé pobuřující 
výpadky, jako např. elektrického proudu. Dále kvůli jejich černému spektru 
podobnému katastrofám, které často přichází nakupeny.  
3. Šum, jehož spektrum frekvencí má převážně nulový výkon ve všech frekvencích 
kromě několika blízkých skupin špicí. Pozn.: Příklad černého šumu v přesné kopii 
převodního systému je spektrum, které může být získáno při skenování černého 
papíru, na kterém je několik náhodných bílých teček. Tak se v časové oblasti vyskytne 
několik náhodných pulsů během skenování.  
4. Cokoli vyjde z aktivního řídicího systému šumu a vyruší existující šum, zanechá svět 
bez šumu. Komiksová postava Iron man míval „paprsek černého světla“, který mohl 
stejně tak zatemnit místnost. Populární sci-fi má tendence vylíčit aktivní boj proti 
hluku v tomto světle.  
Je vidět v prodejní literatuře pro ultrazvukový hmyzí repelent, černý šum s výkonovou 
hustotou, která je konstantní pro omezený rozsah frekvencí nad 20 kHz. Přesněji ultrazvukový 
bílý šum. Tento černý šum je jako takzvané černé světlo s frekvencemi příliš vysokými na 
zaznamenání, ale pořád schopný ovlivnit okolí. 
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12 ANALÝZA PSEUDONÁHODNÝCH SIGNÁLŮ 
 
V ideálním případě, tj. při použití součástek s ideálními vlastnostmi, je signál čistý, 
nezašuměný, bez dalších vedlejších složek. Toho ale v reálných podmínkách nelze dosáhnout 
(neexistuje ideální součástka). Vždy je na uvažovaném signálu superponován šum.  
Pro analýzu šumů byl opět vytvořen nástroj pomocí programu MATLAB, který nám 
pomůže lépe pochopit vliv šumu, na zadaný signál a na jeho charakteristiky. Dále se 
v programu budeme zabývat vyhodnocováním jednotlivých typů šumů. Jednotlivé šumy jsou 
popsány v kapitole 11. Pro analýzu je vytvořeno i uživatelsky přívětivější prostředí. 
12.1 Základní okno vytvořeného programu 
 
Základní okno obslužného programu pro generování a úpravu šumu je na obr. 49.  
 
 
Obr. 49- Hlavní okno programu na zpracování vybraných signálů 
 
V liště nad celým pracovním oknem, lze využít více funkcí. Filtr, použije filtraci šumu 
z osciloskopu, pro získání požadované barvy šumu. Tlačítko nápověda zobrazí jednoduchý 
popis a návod programu. Tlačítko konec jej ukončí a tlačítko reset, zavře všechna okna, smaže 
všechny proměnné a zavře sebe sama a ihned se spustí do výchozího stavu. 
12.2 Základní signály 
12.2.1 Harmonická funkce - Sinus 
V menu Signál jsou uvedeny všechny signály, které jsou v programu zpracovávány. 
V poli parametrů si lze individuálně nastavit každý signál, nicméně výchozí hodnoty jsou 
optimálně nastaveny.  
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Nejprve v poli signál vybereme průběh, který bude zpracováván. S vybraným signálem se 
nám povolí nastavení vybraných parametrů. Programy pro sinus, trojúhelník, obdélník, 




Na obr. 50, můžeme vidět průběhy charakteristik vybraného signálu, v tomto případě se jedná 
o generovaný harmonický signál, sinus. Veličiny na osách jsou shodné s veličinami 
v předchozí části práce. 
 
 
Obr. 50- Program pro harmonický sinus 
 
Se zaškrtnutím políčka Pásma se zobrazí okno s vyznačenými pásmy, které 
vyhledávají maxima a minima zašuměného signálu a ta potom přičítají k původnímu signálu. 
Pro funkčnost je nutné toto políčko zaškrtnout až po vygenerování příslušného průběhu. 
 
 
12.2.2 Harmonická funkce - Trojúhelník 





Obr. 52- Program pro harmonický trojúhelník 
12.2.3 Harmonická funkce - Obdélník 
Generovaný obdélník (obr. 53) vypadá takto: 
 
 
Obr. 53- Program pro harmonický obdélník 
 
Fázové spektrum se liší, od teoretických předpokladů, ale to je dáno výpočtem a použitou 
konstantou krácení, nicméně rozdíl mezi nezašuměným signálem a zašuměným signálem je 
patrný na první pohled. 
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12.2.4 Pseudonáhodný signál - Bílý šum 
Generovaný bílý šum (obr. 54): 
 
 
Obr. 54- Bílý šum, generovaný programem 
 
 Na prvním obrázku je přímo vygenerovaný šum, na druhém je jeho autokorelační 
funkce, ze které se počítá spektrální hustota výkonu. Ta je opět řešena pomocí burgova 
algoritmu. 
  
12.3 Vlastní generování šumů 
  
Dále je v programu možno načítat data i z vnějšího zdroje, tj. z osciloskopu (generátoru). 
V poli Data z osciloskopu stiskneme tlačítko open. V okně se objeví složka na pevném disku 
počítače a do ní lze ukládat soubory dat z osciloskopu (v našem případě několik šumů). 
Vybereme zvolený šum a stiskneme poté tlačítko read. 
Tímto se nám šum načte do proměnné a dále s ním 
můžeme pracovat. Lze do pole dat z osciloskopu zobrazit 
i více signálů a přepínat mezi nimi.  
 
Data jsou generována generátorem Agilent 33220A. 
Generátor Agilent 33220A (obr. 55), je následovníkem 
generátoru 33120A. Frekvenční rozsah 20MHz, snadné 
ovládání, grafický display  patří mezi hlavní přednosti. 
Vybaven je rozhraním HP-IB, USB, LAN. 
 
Obr. 55- Použitý generátor 
12.3.1 Purpurový šum 
Zvolíme požadovaný šum, poté nastavíme potřebné parametry a stiskneme tlačítko Run. 
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Výsledek generování purpurového šumu je na obr. 56. Na vodorovné ose je v prvním obrázku 
frekvence, ve druhém je to prvních 1000 vzorků USP signálu a na třetím obrázku je to opět 
frekvence. Na svislých osách je u prvních dvou obrázků amplituda a u třetího obrázku je to 
intenzita v dB. Tyto veličiny platí i pro ostatní typy šumů. 
 
 
Obr. 56- Purpurový šum 
 
Princip filtrace na požadovaný šum je ten, že nejprve se vygeneruje šum pomocí MATLABU 
(opět je použita funkce RANDN) a ten je poté filtrován. A v závislosti na parametrech filtru 
se pak mění i šum. Pro lepší odlišení “barev” šumu, jsou i závislosti zabarveny. V prvním 
zobrazeném okně je vidět přímo generovaný šum o 40000 vzorcích. Ve druhém okně je 
zobrazen purpurový šum s amplitudovým měřítkem na ose y (abychom lépe viděli filtraci, je 
proto zobrazeno pouze 1000 vzorků). A nyní ve třetím okně, lze přímo vidět výsledný 
purpurový šum v logaritmickém měřítku. Šum by podle předpokládaného průběhu měl 
dosahovat sklonu +20db/dek. Jak se můžeme přesvědčit, předpokladům námi generovaný šum 
přesně vyhovuje. Vzhledem k tomu, že bylo obtížné nastavit filtry na požadované sklony, u 
některých filtrů jsou poupraveny příslušné kódy, aby se dosáhlo požadovaného sklonu. 
Program umožňuje i zobrazení kurzorů, takže se můžeme lépe přesvědčit o sklonu. 
Výchozím nastavením je funkce lupy, pro zobrazení detailu. Pro purpurový šum je využito 
Butterworthovy horní propusti. Funkce pro MATLAB je BUTTER(n,Wn,'type'). Kde n je řád 
filtru a type značí, zda se jedná o horní nebo dolní propust. Jak je uvedeno výše, tohle je 
pouze generování ‘uměle’ vytvořeného šumu programem.  
Nyní se zaměříme na přímé porovnání šumů z programu a z osciloskopu. Načteme si 
požadovaný signál z osciloskopu, vložíme do proměnné a poté v horní liště najedeme na 
záložku filtr a z ní potom vybereme filtr purpurového šumu a ihned se vykoná obslužný 
program.  
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Na obr. 57, je vidět výsledek programu, ve kterém lze přímo porovnat příslušný 
barevný šum, generovaný programem, se šumem, který je získán z generátoru a přefiltrován. 
 
 
Obr. 57 Purpurový šum z programu a z generátoru 
 
V okně, které se nám zobrazilo, je v první části zobrazen námi načtený šum z osciloskopu, ve 
druhém je jeho detail a ve třetím je už filtrovaný signál. Podle toho, jaký načteme šum 
z osciloskopu, závisí i výsledný filtrovaný šum. V nabídce jsou šumy, lišící se amplitudou, 
vzorkovací periodou a počtem vzorků. 
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12.3.2 Červený šum 





Obr. 58- Červený šum z programu a z generátoru 
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Pro filtrování bílého šumu, aby vznikl šum červený je nyní použito Chebyshevova filtru. Je 
vidět, že průběhy šumů se liší, je to dáno vlastnostmi onoho filtru. Ale opět po zobrazení 
detailu pomocí lupy, se lze přesvědčit, že vyhovuje předpokladům. Sklon červeného šumu by 
měl být -20db/dek. Aby filtr fungoval správně, je změněn parametr počtu vzorků, se kterým je 
pracováno. 
 
12.3.3 Růžový šum 






Obr. 59- Růžový šum z programu a z generátoru 
 
Zde je opět použit Chebyshevův filtr, který je upraven, aby vyhovoval požadavkům. Růžový 
šum by měl mít sklon -10db/dek, čehož je dosaženo, jak je možné vidět na třetí grafické 
závislosti. 






Obr. 60- Modrý šum z programu a z generátoru 
 
Tento šum je opět zpracováván Butterworthovým filtrem, typu horní propusti. Šum by měl 
dosahovat sklonu +10db/dek. Po jednoduchých úpravách funkce lupa vidíme, že pokles 
opravdu odpovídá. 
12.3.5 Černý šum 
 
Jak je uvedeno v kapitole 11. šum má spektrum 1/f x, kde x>2. Následující obr. 60 je s x =3 
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Obr. 61- Černý šum s x=3 
 
Po jednoduché změně v kódu, kde změníme x na hodnotu 4, zobrazí se nám signál takový: 
 
Obr. 62- Černý šum s x=4 
 
Tento šum není tvořen za použití filtrů, proto jej nelze najít v nabídce. Je tvořen přímo 
pomocí funkce, která tento šum popisuje. Funkce černého šumu vyžaduje podmínku ošetření 
maximálních hodnot, které vznikají důsledkem vzrůstajícího mocnitele ve funkci šumu.   
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12.4 ARMA MODEL 
 
ARMA modely jsou metoda na modelování invariantní časové řady. Tyto modely je 
vhodné použít k autoregresnímu/klouzavému průměrování v invariantních časových řadách.  
Metody ARMA, ARIMA, SARIMA a další lze najít v publikacích [28][29] 
12.4.1 Smíšený proces ARMA 
 
řádu p a q s označením ARMA(p, q) se definuje vztahem: 
 
qtqtttptpttt yyyy −−−−−− ++++++++= εϑεϑεϑεϕϕϕ ...... 22112211  (53) 
 
Nebo ekvivalentně s použitím operátoru zpětného posunutí 
 ( ) ( ) tt ByB εϑϕ =         (54) 
    
 
Kde ϕ ( )B  je autoregresní operátor a ( )Bϑ  operátor klouzavých součtů. 
 
Vlastnosti smíšeného procesu lze odvodit z vlastností procesů AR(p) a MA(q).  
 
1. Smíšený proces ARMA(p, q) je stacionární, když je stacionární proces AR(p). 
2. Střední hodnota stacionárního smíšeného procesu ARMA(p, q) je nulová. 
3. Autokorelační funkce ρk smíšeného procesu ARMA(p, q) vyhovuje soustavě 
diferenciálních rovnic pro k>q. Nemá identifikační bod a představuje (po prvních q-p 
hodnotách) lineární kombinaci klesajících geometrických posloupností a sinusoid 
různých frekvencí s geometricky klesajícími amplitudami. 
4. parciální autokorelační funkce ρkk smíšeného procesu ARMA(p, q) nemá rovněž 
identifikační bod a je omezena (po prvních  p-q hodnotách) geometricky klesající 
posloupností nebo sinusoidou s geometricky klesající amplitudou. 
5. Smíšený proces ARMA(p, q) je invertibilní, jestliže je invertibilní proces MA(q). 
 




12.4.2 Smíšené integrované modely ARIMA 
 
Smíšený integrovaný model (model ARIMA) je určen pro popis časových řad s náhodnými 
změnami trendu (úrovně a sklonu). Výchozí časová řada nemusí být stacionární, je však 
nutné, aby byla převoditelná na stacionární. Tento převod se uskutečňuje diferencováním 
výchozí časové řady.  
 
Smíšený integrovaný model ARIMA(p, d, q) se popisuje vztahem  
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t yw Δ=  
 
{wt} reprezentuje časovou řadu zkonstruovanou diferenciací výchozí řady {yt}, d je řád 




d yBy )1( −=Δ         (56) 
 
 




1 2, −−− +−=Δ−=Δ ttttttt yyyyyyy  atd.     (57) 
 
Model ARIMA (p, d, q) je možno také zapsat ve tvaru 
  
tt
d ByBB εϑϕ )()1)(( =−        (58) 
Konstrukce smíšeného integrovaného modelu se realizuje ve dvou krocích. 
 
1. Nejprve se výchozí nestacionární časová řada {yt} převede diferencováním, 
resp. vhodnou transformací, na stacionární řadu {wt}. Přitom je třeba si 
uvědomit, že diferencováním se výchozí časová řada zkracuje. 
2. Na stacionární časovou řadu se aplikuje smíšený model ARMA(p, q). Modely 
ARIMA zřejmě představují „rozumný“ kompromis při zeslabování 
předpokladu o stacionaritě ARMA modelů.  
Jak stanovit hodnotu parametru d?  
V podstatě existují tři přístupy: 
 
1. Vizuální posouzení stacionarity výchozí řady {yt} a diferencovaných řad. 
,....2,1,}{ =Δ dyy ttd  
2. Studium odhadů autokorelační funkce rk pro řady {yt} a ,....2,1,}{ =Δ dyy ttd
jestliže hodnoty rk klesají pomalu (přibližně lineárně), pak je nutno provést 
další diferenciaci. 
3. Studium odhadů rozptylů pro řady yt  a ,....2,1,}{ =Δ dyy ttd Za optimální se 
volí taková hodnota parametru d, která poskytuje nejmenší odhad rozptylu. 
 





















t        (59) 
Optimální hodnota parametru λ se určuje graficky. Daná časová řada se rozdělí na krátké 
úseky a v každém z těchto úseků se určí aritmetický průměr hodnot pozorování m a rozdíl 
mezi maximální a minimální hodnotu r. Sestrojí se graf závislosti r na m. 
Pro stanovení hodnoty λ platí následující pravidla. 
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• Je-li hodnota r prakticky konstantní, volí se λ=1 
• Pokud hodnota r roste přibližně lineárně s hodnotou m, volí se λ=0 
• Roste-li hodnota r rychleji než lineárně, volí se λ<0 
• Naopak, roste-li hodnota r pomaleji než lineárně, volí se 0< λ <1. 
 
12.4.3 Autokorelační funkce (ACF)  
 
Je korelační koeficient ρk veličin ktt XX +, . 
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.        (61) 
 




















Obr. 63 - Graf ACF 
 
Pro odhad parametrů modelů je nezbytný počítač se softwarem pro analýzu časových řad. 
Před odhadem parametrů je nutné určit řád modelu p.   
 
Testy nulovosti parametrů  
,0:0 =iiH β  i=0,…, p  ⇒ snížení řádu modelu. 
 
q = 0 -  autoregresní proces AR (p)  
 
tptptt eXXX +++= −− ββ ...11       (62) 
 
 p = 0: proces klouzavých součtů MA (q)  
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qtqttt eeeX −− −−−= αα ...11       (63) 
 
Parciální autokorelační funkce (PACF) 
je korelačním koeficientem Xt, Xt+k  očištěným od vlivu Xt+1, Xt+2,…, Xt+k-1.  
 
ACF nebo PACF je useknutá v bodě u, jsou-li její hodnoty v bodech k≤ u nenulové a hodnoty 
v bodech k>u jsou rovny nule.      
 
Verifikace modelu:  




-nulová střední hodnota v bodovém grafu reziduí 
-normalita 
-histogram či normální diagram reziduí, 
-test. 
 
Posouzení kvality předpokladů: aplikujeme model na zkrácenou řadu, porovnáme 




Pás spolehlivosti pro předpoklady  
vytvořený dolními a horními hranicemi intervalů spolehlivosti předpokládaných hodnot na 
hladině 1- α . Neměl by se s rostoucím časem příliš rozevírat.               
                        
                     
Identifikace modelu:  
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Obr. 64- Autokorelační část 
 
Výběrová ACF: tlumená sinusoida, výběrová PACF useknutá v bodě 2 ⇒ identifikujeme 




Práce je zaměřena především na teoretickou část problematiky analýzy 
širokopásmových signálů. Zabývá se od základních pojmů v dané oblasti, přes metody 
používané ve spektrální analýze až ke složitějším matematickým algoritmům. Mezi uvedené a 
často používané metody analýzy signálu patří fourierova transformace, rychlá fourierova 
transformace, moderní waveletová transformace a další.  
Pro systematickou analýzu signálů bylo použito postupu syntézy základního a 
ultraširokopásmového signálu s různými úrovněmi. Tím bylo možné si tvořit vhodné 
kombinace signálů a dopředně nebo zpětně je analyzovat, např. hledat jejich amplitudová a 
fázová spektra, atd. Algoritmy byly realizovány  v programu MATLAB a byly využity jeho 
knihovní  funkce (především diskrétní Fourierovy transformace). V Matlabu byl realizován 
modul pro generaci šumu (pseudonáhodný signál o N vzorcích) a ten je superponován 
k základnímu signálu. Pro vyhodnocování výsledků a jejich obrazového vyjádření je také 
použito programu MATLAB. Vyšetřován je i pseudonáhodný signál, tj. šum a jeho spektra či 
autokorelační funkce. Pro určení spektrální hustoty výkonu je použito Burgova algoritmu, ale 
je samozřejmě možné využít i řady jiných postupů, které nám knihovny MATLABu nabízí. 
Dále bylo vyšetřováno několik dalších parametrů předepsaných pro bílý šum, vyhodnocení 
jeho střední hodnoty a charakteristiky spektrální hustoty výkonu. Algoritmus je koncipován 
tak, aby se generoval pseudonáhodný signál (šum) a z něj se poté vyhodnocovala střední 
hodnota  iteračním způsobem.  
V další části práce jsou specifikovány a parametry popsány zvolené  druhy šumů a na 
základě jejich zjištěných parametrů byl vytvořen nástroj pro analýzu těchto druhů 
širokopásmových signálů. V navrženém nástroji, realizovaném v MATLABu, lze aplikovat 
jak uživatelem generovaný signál, tak i aplikovat reálná data z vnějšího zdroje signálů. 
Experimentálně byly ověřovány data z generátoru Agilent 33220A Data jsou vyhodnocována 
připraveným nástrojem a následně zpracována. 
Programy a jejich výpisy jsou uvedeny v příloze této práce. 
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V textu uvedené programy a jejich zdrojové kódy: 
 
15.1 Hlavní spouštěcí program s nastavením parametrů pro jednotlivé signály 
 
function [] = hlavni 
close all; 
clear all; 
global f x w T; 
    f = 1000;           %f : pocet vzorku 
    x = 400;            %x : parametr ovlivnujici, kolik bude mít 1 perioda vzorku 
    w = 0.6;            %w : sklon trojuhelnika ( hodnota musi byt v rozmeni 0 - 1 ) 
    T = 4;              %T : kolikrat se zmensi delka signalu se kterym budu pocitat 
                        % pro f=1000 a x=400 
                        % u sinu a trojuhelniku nejvhodnesi hodnota je 5-8, 









15.2 Vlastní program pro výpočet amplitudových a frekvenčních charakteristik 
 
function [] = vypocet(signal,signal_S,T) 
%funkce pro spektrum signalu puvodniho a zasumeneho 
%vstupni parametry funkce: 
    % signal : puvodni signal 
    % signal_S : zasumeny signal 
    % T : kolikrat se zmensi delka signalu se kterym budu pocitat 
   %-------------------------------------------------------------------------- 
figure(2); 
%deklarace promennych 
                      %kolikrat se zmensi delka signalu se kterym budu pocitat 
[m n] = size(signal);      %zjisti si velikost signalu, se kterým pak bude počítat 
m1 = -n/(2*T):n/(2*T)-1;    %vytvoreni meritka pro spektrum 
%zobrazeni puv. signalu 
subplot(3,2,1); 
plot(signal);                            %(1:n/T))-pro zobrazení detailu; 
%FFT puv. signalu 




%zobrazeni ampl. spektra 
subplot(3,2,3); 
stem(m1,spektrum); 
title('Amplitudové spektrum signálu'); 




title('Fázové spektrum signálu'); 
  
  
%deklarace promennych pro zasumeny signal 
[y x] = size(signal_S); 
m2 = -x/(2*T):x/(2*T)-1;    %vytvoreni meritka pro spektrum 
%zobrazeni zasumeneho signalu 
subplot(3,2,2); 
plot(signal_S)                              %(1:x/T))-pro zobrazení detailu; 
%vypocet a zobrazeni ampl. spektra 
subplot(3,2,4); 
fourier_S = fftshift(fft(signal_S(1:x/T)));         
spektrum_S = abs(fourier_S); 
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stem(m2,spektrum_S); 
title('Amplitudové spektrum zasumeneho signálu'); 
%vypocet a zobrazeni faz. spektra 
subplot(3,2,6); 
faze_S = angle(fourier_S); 
plot(m2,faze_S); 
title('Fázové spektrum zasumeneho signálu'); 
 
 
15.3 Program na zašumění signálů 
 
function[signal_S] = zasumeni(signal) 
%funkce na zasumeni signalu 
%vstupni parametr je signal, ktery chceme zasumet 
%vystupni parametr je zasumeny signal 
%-------------------------------------------------------------------------- 
%deklarace promennych 
[m n] = size(signal); 
signal_S = zeros(m,n); 
sum = zeros(m,n); 
t = 1:n; 
ampl = max(signal); 
%cyklus na vygenerovani sumu 
for i = 1:n; 
    sum(i) = (ampl/10)*randn(); 
end 
%cyklus na vytvoreni vysledneho signalu 
for i = 1:n; 





























%funkce pro generovani signalu sinus 
%vystupni parametr je vektor N hodnot signalu sinus 
%vstupni parametr: 
    %f : pocet vzorku 
    %x : parametr ovlivnujici, kolik bude mít 1 perioda vzorku 
    %T : kolikrat se zmensi delka signalu se kterym budu pocitat 
%-------------------------------------------------------------------------- 
%krok 
k = (1/x)*(2*pi); 
%deklarace vektoru pro POPIS osy x 
t = 1:f; 
%deklarace vektoru signal 
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signal = zeros(1,N); 
%sinus 
for i = 1:f; 
    %deklarace amplitudy 
    A=0.55; 














%funkce pro generovani signalu trojuhelnik 
%vystupni parametr je vektor N hodnot signalu sinus 
%vstupni parametr: 
    %f : pocet vzorku 
    %x : parametr ovlivnujici, kolik bude mít 1 perioda vzorku 
    %w : sklon trojuhelnika ( hodnota musi byt v rozmeni 0 - 1 ) 
    %T : kolikrat se zmensi delka signalu se kterym budu pocitat 
%-------------------------------------------------------------------------- 
%krok 
k = (1/x)*(2*pi); 
%deklarace vektoru pro POPIS osy x 
t = 1:f; 
%deklarace vektoru signal 
signal = zeros(1,f); 
%sinus 
for i = 1:f; 
    % deklarace amplitudy 
    A = 0.55; 















%funkce pro generovani signalu obdelnik 
%vystupni parametr je vektor N hodnot signalu sinus 
%vstupni parametr: 
    %f : pocet vzorku 
    %x : parametr ovlivnujici, kolik bude mít 1 perioda vzorku 
    %T : kolikrat se zmensi delka signalu se kterym budu pocitat 
%-------------------------------------------------------------------------- 
%krok 
k = (1/x)*(2*pi); 
%deklarace vektoru pro POPIS osy x 
t = 1:f; 
%deklarace vektoru signal 
signal = zeros(1,f); 
%sinus 
for i = 1:f; 
    % deklarace amplitudy 
    A = 0.55; 

















15.5 Generování šumu a řešení spektrální hustoty výkonu a střední hodnoty 
 
close all; clear all; clc; 
N = 1000; 
sumeni = zeros(1,N); 
for i=1:N 
    sumeni(i) = randn(); 
end 













title('Amplitudove spektrum generovaneho sumu'); 





title('Fazove spektrum generovaneho sumu'); 
  
% stredni hodnta sumu 
stredni_hodnota = sum(sumeni)/N 
% autokorelacni funkce pro vypocet spektralni hustoty 






% vypocet spektralni hustoty vykonu (PSD) 
PSD = pburg(sumeni,10); 
%PSD = pyulear(sumeni,4); 
%PSD = pmcov(sumeni,4); 
subplot(3,2,5:6); 
plot(PSD); 
title('Spektralni hustota vykonu'); 
 
 
15.6 GUI prostředí 
 





function varargout = prostredi(varargin) 
% PROSTREDI M-file for prostredi.fig 
%      PROSTREDI, by itself, creates a new PROSTREDI or raises the existing 
%      singleton*. 
% 
%      H = PROSTREDI returns the handle to a new PROSTREDI or the handle to 
%      the existing singleton*. 
% 
%      PROSTREDI('CALLBACK',hObject,eventData,handles,...) calls the local 
%      function named CALLBACK in PROSTREDI.M with the given input arguments. 
% 
%      PROSTREDI('Property','Value',...) creates a new PROSTREDI or raises the 
%      existing singleton*.  Starting from the left, property value pairs are 
%      applied to the GUI before prostredi_OpeningFunction gets called.  An 
%      unrecognized property name or invalid value makes property application 
%      stop.  All inputs are passed to prostredi_OpeningFcn via varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows only one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
 
% Edit the above text to modify the response to help prostredi 
 
% Last Modified by GUIDE v2.5 10-May-2008 20:32:34 
 
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @prostredi_OpeningFcn, ... 
                   'gui_OutputFcn',  @prostredi_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 




    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
 
 
% --- Executes just before prostredi is made visible. 
function prostredi_OpeningFcn(hObject, eventdata, handles, varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 






% Choose default command line output for prostredi 
handles.output = hObject; 
 
% Update handles structure 
guidata(hObject, handles); 
 
% UIWAIT makes prostredi wait for user response (see UIRESUME) 
% uiwait(handles.figure1); 
 
% --- Outputs from this function are returned to the command line. 
function varargout = prostredi_OutputFcn(hObject, eventdata, handles)  
% varargout  cell array for returning output args (see VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Get default command line output from handles structure 
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varargout{1} = handles.output; 
% --- Executes on selection change in popupmenu1. 
function popupmenu1_Callback(hObject, eventdata, handles) 
% hObject    handle to popupmenu1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Hints: contents = get(hObject,'String') returns popupmenu1 contents as cell array 
%        contents{get(hObject,'Value')} returns selected item from popupmenu1 
 
switch get(handles.popupmenu1,'Value')  
    case 1 
        set(handles.edit1,'Enable','On') 
        set(handles.edit2,'Enable','Off') 
        set(handles.edit3,'Enable','On') 
        set(handles.edit4,'Enable','On') 
        set(handles.edit5,'Enable','Off') 
        set(handles.checkbox2,'Enable','On') 
        set(handles.krokpasma, 'Enable','Off') 
    case 2 
        set(handles.edit1,'Enable','On') 
        set(handles.edit2,'Enable','On') 
        set(handles.edit3,'Enable','On') 
        set(handles.edit4,'Enable','On') 
        set(handles.edit5,'Enable','Off') 
        set(handles.checkbox2,'Enable','On') 
        set(handles.krokpasma, 'Enable','Off') 
    case 3 
        set(handles.edit1,'Enable','On') 
        set(handles.edit2,'Enable','Off') 
        set(handles.edit3,'Enable','On') 
        set(handles.edit4,'Enable','On') 
        set(handles.edit5,'Enable','Off') 
        set(handles.checkbox2,'Enable','On') 
        set(handles.krokpasma, 'Enable','Off') 
    case 4 
        set(handles.edit1,'Enable','Off') 
        set(handles.edit2,'Enable','Off') 
        set(handles.edit3,'Enable','Off') 
        set(handles.edit4,'Enable','Off') 
        set(handles.edit5,'Enable','On') 
        set(handles.checkbox2,'Enable','Off') 
        set(handles.krokpasma, 'Enable','Off') 
    case 5 
        set(handles.edit1,'Enable','Off') 
        set(handles.edit2,'Enable','Off') 
        set(handles.edit3,'Enable','Off') 
        set(handles.edit4,'Enable','Off') 
        set(handles.edit5,'Enable','On') 
        set(handles.checkbox2,'Enable','Off') 
        set(handles.krokpasma, 'Enable','On') 
    case 6 
        set(handles.edit1,'Enable','Off') 
        set(handles.edit2,'Enable','Off') 
        set(handles.edit3,'Enable','Off') 
        set(handles.edit4,'Enable','Off') 
        set(handles.edit5,'Enable','On') 
        set(handles.checkbox2,'Enable','Off') 
        set(handles.krokpasma, 'Enable','On') 
    case 7 
        set(handles.edit1,'Enable','Off') 
        set(handles.edit2,'Enable','Off') 
        set(handles.edit3,'Enable','Off') 
        set(handles.edit4,'Enable','Off') 
        set(handles.edit5,'Enable','On') 
        set(handles.checkbox2,'Enable','Off') 
        set(handles.krokpasma, 'Enable','On') 
    case 8 
        set(handles.edit1,'Enable','Off') 
        set(handles.edit2,'Enable','Off') 
        set(handles.edit3,'Enable','Off') 
        set(handles.edit4,'Enable','Off') 
        set(handles.edit5,'Enable','On') 
        set(handles.checkbox2,'Enable','Off') 
        set(handles.krokpasma, 'Enable','On') 
    case 9 
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        set(handles.edit1,'Enable','Off') 
        set(handles.edit2,'Enable','Off') 
        set(handles.edit3,'Enable','Off') 
        set(handles.edit4,'Enable','Off') 
        set(handles.edit5,'Enable','On') 
        set(handles.checkbox2,'Enable','Off') 
        set(handles.krokpasma, 'Enable','On') 
end 
 
% --- Executes during object creation, after setting all properties. 
function popupmenu1_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to popupmenu1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
 
% Hint: popupmenu controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc 
        set(hObject,'BackgroundColor','white'); 
    else 
        set(hObject,'BackgroundColor',get(0,'defaultUicontrolBackgroundColor')); 
    end 
 
% --- Executes on button press in pushbutton1. 
function pushbutton1_Callback(hObject, eventdata, handles) 
% hObject    handle to pushbutton1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 












set(handles.axes1, 'Visible', 'Off'); 
set(handles.axes3, 'Visible', 'Off'); 
set(handles.axes4, 'Visible', 'Off'); 
set(handles.axes5, 'Visible', 'Off'); 
set(handles.axes6, 'Visible', 'Off'); 
set(handles.axes7, 'Visible', 'Off'); 
set(handles.axes8, 'Visible', 'Off'); 
set(handles.axes9, 'Visible', 'Off'); 
set(handles.axes10, 'Visible', 'Off'); 
set(handles.axes11, 'Visible', 'Off'); 
%set(handles.axes12, 'Visible', 'Off'); 
 
f = str2num(get(handles.edit1,'String')); 
w = str2num(get(handles.edit2,'String')); 
x = str2num(get(handles.edit3,'String')); 
T = str2num(get(handles.edit4,'String')); 
krok = str2num(get(handles.krokpasma,'String')); 
switch get(handles.popupmenu1,'Value')  
    case 1  
         
        signal = sinus(f,x,T); 
        [signal_S,a,b,c] = zasumeni(signal); 
        set(handles.axes11,'UserData',signal) 
        [faze,faze_S,spektrum_S,spektrum,m1,m2] = vypocet(signal,signal_S,T); 
        set(handles.axes1, 'Visible', 'On'); 
        axes(handles.axes1); 
        plot(signal); 
        title('SIGNAL'); 
        xlabel('Vzorky'); 
        ylabel('Amplituda'); 
        set(handles.axes3, 'Visible', 'On'); 
        axes(handles.axes3); 
        plot(signal_S); 
        title('ZASUMENY SIGNAL') 
        xlabel('Vzorky'); 
        ylabel('Amplituda'); 
        set(handles.axes4, 'Visible', 'On'); 
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        axes(handles.axes4); 
        stem(m1,spektrum,'Markersize',4); 
        title('AMPLITUDOVE SPEKTRUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda');  
        set(handles.axes5, 'Visible', 'On'); 
        axes(handles.axes5); 
        stem(m2,spektrum_S,'Markersize',4) 
        title('AMPLITUDOVE SPEKTRUM ZASUMENEHO SIGNALU'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
         set(handles.axes6, 'Visible', 'On'); 
        axes(handles.axes6); 
        plot(m1,faze); 
        title('FAZOVE SPEKTRUM SIGNALU'); 
        xlabel('Frekvence'); 
        ylabel('Faze'); 
         set(handles.axes7, 'Visible', 'On'); 
        axes(handles.axes7); 
        plot(m2,faze_S); 
        title('FAZOVE SPEKTRUM ZASUMENEHO SIGNALU'); 
        xlabel('Frekvence'); 
        ylabel('Faze'); 
    case 2 
         signal = trojuhelnik(f,x,w,T); 
         signal_S = zasumeni(signal); 
         set(handles.axes11,'UserData',signal) 
        [faze,faze_S,spektrum_S,spektrum,m1,m2] = vypocet(signal,signal_S,T); 
        set(handles.axes1, 'Visible', 'On'); 
        axes(handles.axes1); 
        plot(signal); 
        title('SIGNAL'); 
        xlabel('Vzorky'); 
        ylabel('Amplituda'); 
        set(handles.axes3, 'Visible', 'On'); 
        axes(handles.axes3); 
        plot(signal_S); 
        title('ZASUMENY SIGNAL') 
        xlabel('Vzorky'); 
        ylabel('Amplituda'); 
        set(handles.axes4, 'Visible', 'On'); 
        axes(handles.axes4); 
        stem(m1,spektrum,'Markersize',6); 
        title('AMPLITUDOVE SPEKTRUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda');  
         set(handles.axes5, 'Visible', 'On'); 
        axes(handles.axes5); 
        stem(m2,spektrum_S,'Markersize',6); 
        title('AMPLITUDOVE SPEKTRUM ZASUMENEHO SIGNALU'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
         set(handles.axes6, 'Visible', 'On'); 
        axes(handles.axes6); 
        plot(m1,faze); 
        title('FAZOVE SPEKTRUM SIGNALU'); 
        xlabel('Frekvence'); 
        ylabel('Faze'); 
         set(handles.axes7, 'Visible', 'On'); 
        axes(handles.axes7); 
        plot(m2,faze_S); 
        title('FAZOVE SPEKTRUM ZASUMENEHO SIGNALU'); 
        xlabel('Frekvence'); 
        ylabel('Faze'); 
    case 3 
         signal = obdelnik(f,x,T); 
         signal_S = zasumeni(signal); 
         set(handles.axes11,'UserData',signal)       %  ulozeni dat pro dalsi fce 
        [faze,faze_S,spektrum_S,spektrum,m1,m2] = vypocet(signal,signal_S,T); 
        set(handles.axes1, 'Visible', 'On'); 
        axes(handles.axes1); 
        plot(signal); 
        title('SIGNAL'); 
        xlabel('Vzorky'); 
        ylabel('Amplituda'); 
        set(handles.axes3, 'Visible', 'On'); 
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        axes(handles.axes3); 
        plot(signal_S); 
        title('ZASUMENY SIGNAL') 
        xlabel('Vzorky'); 
        ylabel('Amplituda'); 
        set(handles.axes4, 'Visible', 'On'); 
        axes(handles.axes4); 
        stem(m1,spektrum,'Markersize',6); 
        title('AMPLITUDOVE SPEKTRUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda');  
         set(handles.axes5, 'Visible', 'On'); 
        axes(handles.axes5); 
        stem(m2,spektrum_S,'Markersize',6); 
        title('AMPLITUDOVE SPEKTRUM ZASUMENEHO SIGNALU'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
         set(handles.axes6, 'Visible', 'On'); 
        axes(handles.axes6); 
        plot(m1,faze); 
        title('FAZOVE SPEKTRUM SIGNALU'); 
        xlabel('Frekvence'); 
        ylabel('Faze'); 
         set(handles.axes7, 'Visible', 'On'); 
        axes(handles.axes7); 
        plot(m2,faze_S); 
        title('FAZOVE SPEKTRUM ZASUMENEHO SIGNALU'); 
        xlabel('Frekvence'); 
        ylabel('Faze'); 
    case 4 
         
        N = get(handles.edit5,'String'); 
        N = str2num(N); 
        [stredni_hodnota,sumeni,sumeni2,PSD] = white_noise(N); 
        stredni_hodnota = num2str(stredni_hodnota); 
        set(handles.uipanel3,'Visible','On'); 
        set(handles.text8,'Visible','On'); 
        set(handles.str,'Visible','On'); 
        set(handles.str, 'Visible', 'On'); 
        set(handles.text8, 'Visible', 'On'); 
        set(handles.str, 'String', stredni_hodnota); 
        set(handles.axes8, 'Visible', 'On'); 
        axes(handles.axes8); 
        plot(sumeni2); 
        title('BILY SUM O n VZORCICH'); 
        xlabel('Vzorky'); 
        ylabel('Amplituda'); 
        grid on; 
        set(handles.axes9, 'Visible', 'On'); 
        axes(handles.axes9); 
        % autokorelacni funkce pro vypocet spektralni hustoty 
        Rxx = xcorr(sumeni); 
        stem(Rxx); 
        grid on; 
        title('AUTOKORELACNI FUNKCE'); 
        grid on 
        set(handles.axes10, 'Visible', 'On'); 
        axes(handles.axes10); 
        plot(PSD); 
        title('SPEKTRALNI HUSTOTA VYKONU (PSD)'); 
        ylabel('PSD'); 
        grid on; 
    case 5 
        fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
        %krok = str2num(get(handles.krokpasma,'String')); 
        [filtr,noise,f,modul,maxima2,minima2] = purplenoise(fs,krok); 
         
        set(handles.str, 'Visible', 'On'); 
        set(handles.axes8, 'Visible', 'On'); 
        axes(handles.axes8); 
        plot(noise); 
        title('BILY SUM'); 
        grid on; 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
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        set(handles.axes9, 'Visible', 'On'); 
        axes(handles.axes9); 
        plot(filtr(1:1000),'m'); 
        title('PURPUROVY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
        grid on; 
        set(handles.axes10, 'Visible', 'On'); 
        axes(handles.axes10); 
        hold on 
        semilogx(f,modul,'m'); 
        semilogx(f,maxima2, 'r'); 
        semilogx(f,minima2, 'g'); 
        title('PURPUROVY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Decibely'); 
        grid on; 
        
       
    case 6 
        fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
        [noise,filtr,modul,f,maxima2,minima2] = red_noise(fs,krok); 
        set(handles.str, 'Visible', 'On'); 
        set(handles.axes8, 'Visible', 'On'); 
        axes(handles.axes8); 
        plot(noise); 
        title('BILY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
        grid on; 
 
        set(handles.axes9, 'Visible', 'On'); 
        axes(handles.axes9); 
        plot(filtr(1:1000),'r'); 
        title('CERVENY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
        grid on; 
        set(handles.axes10, 'Visible', 'On'); 
        axes(handles.axes10); 
        hold on; 
        semilogx(f,modul,'r'); 
        semilogx(f,maxima2, 'm'); 
        semilogx(f,minima2, 'g'); 
        title('CERVENY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Decibely'); 
        grid on; 
    case 7 
        fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
         
        [noise,blnoise,modul,f,maxima2,minima2] = black_noise(fs,krok); 
        set(handles.str, 'Visible', 'On'); 
        set(handles.axes8, 'Visible', 'On'); 
        axes(handles.axes8); 
        plot(noise); 
        title('BILY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
        grid on; 
 
        set(handles.axes9, 'Visible', 'On'); 
        axes(handles.axes9); 
        plot(blnoise(1:1000),'k'); 
        title('CERNY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
        grid on; 
        set(handles.axes10, 'Visible', 'On'); 
        axes(handles.axes10); 
        hold on; 
        semilogx(f,modul,'k'); 
        semilogx(f,maxima2, 'r'); 
        semilogx(f,minima2, 'g'); 
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        hold off; 
        title('CERNY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Decibely'); 
        grid on; 
    case 8 
        fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
        [filtr,f,noise,modul,maxima2,minima2] = pinknoise(fs,krok); 
         
        set(handles.str, 'Visible', 'On'); 
        set(handles.axes8, 'Visible', 'On'); 
        axes(handles.axes8); 
        plot(noise); 
        title('BILY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
        grid on; 
         
        set(handles.axes9, 'Visible', 'On'); 
        axes(handles.axes9); 
        plot(filtr(1:1000),'m'); 
        title('RUZOVY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
        grid on; 
        set(handles.axes10, 'Visible', 'On'); 
        axes(handles.axes10); 
        hold on 
        semilogx(f,modul,'m'); 
        semilogx(f,maxima2, 'r'); 
        semilogx(f,minima2, 'g'); 
        title('RUZOVY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Decibely'); 
        grid on; 
    case 9 
        fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
        [filtr,noise,f,modul,maxima2,minima2] = bluenoise(fs,krok); 
        set(handles.str, 'Visible', 'On'); 
        set(handles.axes8, 'Visible', 'On'); 
        axes(handles.axes8); 
        plot(noise); 
        title('BILY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
        grid on; 
         
        set(handles.axes9, 'Visible', 'On'); 
        axes(handles.axes9); 
        plot(filtr(1:1000)); 
        title('MODRY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Amplituda'); 
        grid on; 
        set(handles.axes10, 'Visible', 'On'); 
        axes(handles.axes10); 
        hold on 
        semilogx(f,modul); 
        semilogx(f,maxima2, 'r'); 
        semilogx(f,minima2, 'g'); 
        title('MODRY SUM'); 
        xlabel('Frekvence'); 
        ylabel('Decibely'); 
        grid on; 
end 
 
if get(handles.popupmenu1,'Value') ~= 7 
%vypocet(signal,signal_S,T) 
end 
         
function edit1_Callback(hObject, eventdata, handles) 
% hObject    handle to edit1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
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% Hints: get(hObject,'String') returns contents of edit1 as text 
%        str2double(get(hObject,'String')) returns contents of edit1 as a double 
 
% --- Executes during object creation, after setting all properties. 
function edit1_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
 
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
 
function edit2_Callback(hObject, eventdata, handles) 
% hObject    handle to edit2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Hints: get(hObject,'String') returns contents of edit2 as text 
%        str2double(get(hObject,'String')) returns contents of edit2 as a double 
 
 
% --- Executes during object creation, after setting all properties. 
function edit2_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
 
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
 
function edit3_Callback(hObject, eventdata, handles) 
% hObject    handle to edit3 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Hints: get(hObject,'String') returns contents of edit3 as text 
%        str2double(get(hObject,'String')) returns contents of edit3 as a double 
 
 
% --- Executes during object creation, after setting all properties. 
function edit3_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit3 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
 
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
 
function edit4_Callback(hObject, eventdata, handles) 
% hObject    handle to edit4 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Hints: get(hObject,'String') returns contents of edit4 as text 
%        str2double(get(hObject,'String')) returns contents of edit4 as a double 
 
% --- Executes during object creation, after setting all properties. 
function edit4_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit4 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
 
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
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end 
function edit5_Callback(hObject, eventdata, handles) 
% hObject    handle to edit5 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Hints: get(hObject,'String') returns contents of edit5 as text 
%        str2double(get(hObject,'String')) returns contents of edit5 as a double 
 
% --- Executes during object creation, after setting all properties. 
function edit5_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit5 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
 
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
 
% --- Executes on button press in checkbox2. 
function checkbox2_Callback(hObject, eventdata, handles) 
% hObject    handle to checkbox2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Hint: get(hObject,'Value') returns toggle state of checkbox2 
 
if get(handles.checkbox2,'Value') ~= 0 
 
signal = get(handles.axes11,'UserData');      %% ulozeny data 




plot(t,pasmo1, ' : r'); 
plot(t,signal, 'g'); 
plot(t,pasmo2, ': b'); 
hold off 




    cla(handles.axes11) 




function Untitled_2_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 




function Untitled_3_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_3 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
 
function krok_Callback(hObject, eventdata, handles) 
% hObject    handle to krok (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Hints: get(hObject,'String') returns contents of krok as text 
%        str2double(get(hObject,'String')) returns contents of krok as a double 
 
 
% --- Executes during object creation, after setting all properties. 
function krok_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to krok (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
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% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor')) 




function pink_Callback(hObject, eventdata, handles) 
% hObject    handle to pink (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
        fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
        krok = str2num(get(handles.krokpasma,'String')); 
        
inputFileNames = get(handles.inputFiles_listbox,'String'); 
 
for qq=1:length(inputFileNames); 
    inputFileNames{qq}; 





function red_Callback(hObject, eventdata, handles) 
% hObject    handle to red (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 ms = 5000; 
        fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
        krok = str2num(get(handles.krokpasma,'String')); 
        
inputFileNames = get(handles.inputFiles_listbox,'String'); 
 
for qq=1:length(inputFileNames); 
    inputFileNames{qq}; 















function black_Callback(hObject, eventdata, handles) 
% hObject    handle to black (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
        fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
        krok = str2num(get(handles.krokpasma,'String')); 
        
inputFileNames = get(handles.inputFiles_listbox,'String'); 
 
for qq=1:length(inputFileNames); 
    inputFileNames{qq}; 














function Untitled_6_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_6 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 




function Untitled_5_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_5 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% --- Executes on selection change in listbox1. 
function listbox1_Callback(hObject, eventdata, handles) 
% hObject    handle to listbox1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Hints: contents = get(hObject,'String') returns listbox1 contents as cell array 
%        contents{get(hObject,'Value')} returns selected item from listbox1 
 
 
% --- Executes during object creation, after setting all properties. 
function listbox1_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to listbox1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
 
% Hint: listbox controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
 
% --- Executes on button press in addfile. 
function addfile_Callback(hObject, eventdata, handles) 
% hObject    handle to addfile (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
[input_file,pathname] = uigetfile( ... 
       {'*.csv', 'Excel (*.csv)';... 
       '*.xls', 'Excel (*.xls)';... 
        '*.*', 'All Files (*.*)'}, ... 
        'Select files', ...  
        'MultiSelect', 'on'); 
 
%if file selection is cancelled, pathname should be zero 
%and nothing should happen 
 
if pathname == 0 
    return 
end 
 
%gets the current data file names inside the listbox 
inputFileNames = get(handles.inputFiles_listbox,'String'); 
 
%if they only select one file, then the data will not be a cell 
%if more than one file selected at once, 
%then the data is stored inside a cell 
if iscell(input_file) == 0 
     
    %add the most recent data file selected to the cell containing 
    %all the data file names 
    inputFileNames{end+1} = fullfile(pathname,input_file); 
 
%else, data will be in cell format 
 
else 
    %stores full file path into inputFileNames 
   for n = 1:length(input_file) 
        %notice the use of {}, because we are dealing with a cell here! 




     
%updates the gui to display all filenames in the listbox 
set(handles.inputFiles_listbox,'String',inputFileNames); 
 
%make sure first file is always selected so it doesn't go out of range 
%the GUI will break if this value is out of range 
set(handles.inputFiles_listbox,'Value',1); 
 
% Update handles structure 
guidata(hObject, handles); 
 
% --- Executes on button press in readdata. 
function readdata_Callback(hObject, eventdata, handles) 
% hObject    handle to readdata (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
inputFileNames = get(handles.inputFiles_listbox,'String'); 
 
for qq=1:length(inputFileNames); 
    inputFileNames{qq}; 







% --- Executes on button press in delete_button. 
function delete_button_Callback(hObject, eventdata, handles) 
% hObject    handle to delete_button (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
inputFileNames = get(handles.inputFiles_listbox,'String'); 
 
%get the values for the selected file names 
option = get(handles.inputFiles_listbox,'Value'); 
 
%is there is nothing to delete, nothing happens 
if (isempty(option) == 1 || option(1) == 0 || isempty(inputFileNames)) 
    return 
end 
 
%erases the contents of highlighted item in data array 
inputFileNames(option) = []; 
 
%updates the gui, erasing the selected item from the listbox 
set(handles.inputFiles_listbox,'String',inputFileNames); 
 
%moves the highlighted item to an appropiate value or else will get error 
if option(end) > length(inputFileNames) 
    set(handles.inputFiles_listbox,'Value',length(inputFileNames)); 
end 
 
% Update handles structure 
guidata(hObject, handles); 
 
% --- Executes on button press in kurzory. 
 
% --- Executes on button press in kurzory. 
function kurzory_Callback(hObject, eventdata, handles) 
% hObject    handle to kurzory (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% Hint: get(hObject,'Value') returns toggle state of kurzory 
 





   zoom on 
   datacursormode off 




function purplen_Callback(hObject, eventdata, handles) 
% hObject    handle to purplen (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
        fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
        krok = str2num(get(handles.krokpasma,'String')); 
        
inputFileNames = get(handles.inputFiles_listbox,'String'); 
 
for qq=1:length(inputFileNames); 
    inputFileNames{qq}; 
    data = csvread(inputFileNames{qq}) ;    
end 
       purple(fs,krok,data); 
        %figure(1); 
        %hold on 
        %semilogx(f,modul,'m'); 
        %semilogx(f,maxima2, 'r'); 
        %semilogx(f,minima2, 'g'); 
        %title('Purple noise'); 
        %grid on; 
 
% -------------------------------------------------------------------- 
function bluenn_Callback(hObject, eventdata, handles) 
% hObject    handle to bluenn (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
       fs = get(handles.edit5,'String'); 
        fs = str2num(fs); 
        krok = str2num(get(handles.krokpasma,'String')); 
        
inputFileNames = get(handles.inputFiles_listbox,'String'); 
 
for qq=1:length(inputFileNames); 
    inputFileNames{qq}; 






function help_Callback(hObject, eventdata, handles) 
% hObject    handle to help (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% -------------------------------------------------------------------- 
function Untitled_7_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_7 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% -------------------------------------------------------------------- 
function Untitled_8_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_8 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
% -------------------------------------------------------------------- 
function Untitled_9_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_9 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 




function Untitled_10_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_10 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 







function Untitled_11_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_11 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 





function Untitled_12_Callback(hObject, eventdata, handles) 
% hObject    handle to Untitled_12 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 




15.6.2 Generování purpurového šumu 
 
function   [filtr,noise,f,modul,maxima2,minima2] = purplenoise(fs,krok) 
clc; 
%signal 




%numerator = [-0.059862 -0.072775 -0.083976 -0.092644 -0.098125 0.9 -0.098125 -0.092644 -0.083976 -0.072775 -
0.059862]; 
%denumerator = 1; 
[B,A] = BUTTER(1,0.7,'high'); 
filtr = filter (B,A,noise); 




spekt = fft(filtr); 
modul = abs(spekt); 
f = 1:fs; 
modul = 20*log10(modul); 
a = length(f)/4; 
f = f(1:a); 
modul = modul(1:a); 
 
n = length(modul); 
%krok = 100; 
p = n/krok; 
c = 1; 
maximum = 0; 
minimum = 0; 
 
for i=1:p 
    maximum(i) =  max(modul(c:(c+krok-1))); 
    minimum(i) =  min(modul(c:(c+krok-1))); 
    c = c+krok; 
end 
 
maximum_p = 1:krok:n; 
minimum_p = 1:krok:n; 
maxima = interp1(maximum_p,maximum,f, 'spline'); 
minima = interp1(minimum_p,minimum,f, 'spline'); 
 
maxima2 = 0; 
minima2 = 0; 
c = 1; 
a = 0; 
b = 0; 
d = 1; 
pozice = 0; 
 
krok2 = 2000; 
p =n/krok2; 
for i=1:p    
    for j=1:krok2 
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        a = maxima(j+c-1)+a; 
        b = minima(j+c-1)+b;   
    end 
    a = a/j; 
    b = b/j; 
     
    pozice(d) = round((c+c+krok2)/2); 
    maximum2(d)=  a; 
    minimum2(d)=  b; 
    c = c+krok2; 
    d = d+1; 
end 
 
maxima2 = interp1(pozice,maximum2,f, 'spline'); 













15.6.3 Generování růžového šumu 
 
function   [filtr,f,noise,modul,maxima2,minima2] = pinknoise(fs,krok) 
clc; 
%signal 
%krok = 200; 
noise = white(fs); 
 
%filtr 
%numerator = [7.86768198087e-005, 0.002144193441519,  0.01000627503449, 0.02763969589599,    0.05873176059202,  
0.09946726700044,   0.1383820845906,   0.1635500466251,    0.1635500466251,   0.1383820845906,  0.09946726700044,  
0.05873176059202,    0.02763969589599,  0.01000627503449, 0.002144193441519,7.86768198087e-005]; 
%numerator = [0.0007968383125538, 0.002921740479364,  -0.0181697595493,  0.05546812540469,    -0.1497726760907,   
0.6087557314434,   0.6087557314434,  -0.1497726760907,    0.05546812540469,  -0.0181697595493, 
0.002921740479364,0.0007968383125538]; 
%denumerator = 16; 
[B,A] = CHEBY1(1,9,0.1); 
%[B,A] = CHEBY1(1,20,0.7); 
filtr = filter (B,A, noise);  % za DATA dosad ten vstupni signal 
 
%figure(); 
spekt = fft(filtr); 
modul = abs(spekt); 
f = 1:fs; 
modul = 20*log10(modul)/2; 
a = length(f)/4; 
f = f(1:a); 
modul = modul(1:a); 
 
n = length(modul); 
%krok = 100; 
p = n/krok; 
c = 1; 
maximum = 0; 
minimum = 0; 
 
for i=1:p 
    maximum(i) =  max(modul(c:(c+krok-1))); 
    minimum(i) =  min(modul(c:(c+krok-1))); 
    c = c+krok; 
end 
 
maximum_p = 1:krok:n; 
minimum_p = 1:krok:n; 
maxima = interp1(maximum_p,maximum,f, 'spline'); 
minima = interp1(minimum_p,minimum,f, 'spline'); 
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maxima2 = 0; 
minima2 = 0; 
c = 1; 
a = 0; 
b = 0; 
d = 1; 
pozice = 0; 
 
krok2 = 2000; 
p =n/krok2; 
for i=1:p    
    for j=1:krok2 
        a = maxima(j+c-1)+a; 
        b = minima(j+c-1)+b;   
    end 
    a = a/j; 
    b = b/j; 
     
    pozice(d) = round((c+c+krok2)/2); 
    maximum2(d)=  a; 
    minimum2(d)=  b; 
    c = c+krok2; 
    d = d+1; 
end 
 
maxima2 = interp1(pozice,maximum2,f, 'spline'); 













15.6.4 Generování modrého šumu 
 
function   [filtr,noise,f,modul,maxima2,minima2] = bluenoise(fs,krok) 
clc; 
%signal 




%numerator = [-0.0003551213398411, -0.01346351296277,   -0.100759780404,  -0.5876513887811,   0.5876513887811,    
0.100759780404,  0.01346351296277,0.0003551213398411]; 
%denumerator = 1; 
[B,A] = BUTTER(1,0.95,'high'); 




spekt = fft(filtr); 
modul = abs(spekt); 
f = 1:fs; 
modul = 20*log10(modul)/2; 
a = length(f)/2; 
f = f(1:a); 
modul = modul(1:a); 
 
n = length(modul); 
%krok = 100; 
p = n/krok; 
c = 1; 
maximum = 0; 




    maximum(i) =  max(modul(c:(c+krok-1))); 
    minimum(i) =  min(modul(c:(c+krok-1))); 
    c = c+krok; 
end 
 
maximum_p = 1:krok:n; 
minimum_p = 1:krok:n; 
maxima = interp1(maximum_p,maximum,f, 'spline'); 
minima = interp1(minimum_p,minimum,f, 'spline'); 
 
maxima2 = 0; 
minima2 = 0; 
c = 1; 
a = 0; 
b = 0; 
d = 1; 
pozice = 0; 
 
krok2 = 2000; 
p =n/krok2; 
for i=1:p    
    for j=1:krok2 
        a = maxima(j+c-1)+a; 
        b = minima(j+c-1)+b;   
    end 
    a = a/j; 
    b = b/j; 
     
    pozice(d) = round((c+c+krok2)/2); 
    maximum2(d)=  a; 
    minimum2(d)=  b; 
    c = c+krok2; 
    d = d+1; 
end 
 
maxima2 = interp1(pozice,maximum2,f, 'spline'); 













15.6.5 Generování červeného šumu 
 
function [noise,filtr,modul,f,maxima2,minima2] = red_noise(fs,krok); 
 
noise = white(fs); 
 
%filtr 
%numerator = [0.11624 0.23248 0.2906 0.23248 0.11624]; 
%denumerator = 1; 
%[B,A] = CHEBY1(1,17,0.1); 
%[B,A] = CHEBY1(1,1,0.1); 
[B,A] = CHEBY2(1,15,0.3); 








spekt = fft(filtr); 
modul = abs(spekt); 
f = 1:fs; 
modul = 20*log10(modul); 
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a = length(f)/2; 
f = f(1:a); 




n = length(modul); 
%krok = 500; 
p = n/krok; 
c = 1; 
maximum = 0; 
minimum = 0; 
 
for i=1:p 
    maximum(i) =  max(modul(c:(c+krok-1))); 
    minimum(i) =  min(modul(c:(c+krok-1))); 
    c = c+krok; 
end 
 
maximum_p = 1:krok:n; 
minimum_p = 1:krok:n; 
maxima = interp1(maximum_p,maximum,f, 'spline'); 
minima = interp1(minimum_p,minimum,f, 'spline'); 
 
maxima2 = 0; 
minima2 = 0; 
c = 1; 
a = 0; 
b = 0; 
d = 1; 
pozice = 0; 
 
krok2 = 2000; 
p =n/krok2; 
for i=1:p    
    for j=1:krok2 
        a = maxima(j+c-1)+a; 
        b = minima(j+c-1)+b;   
    end 
    a = a/j; 
    b = b/j; 
     
    pozice(d) = round((c+c+krok2)/2); 
    maximum2(d)=  a; 
    minimum2(d)=  b; 
    c = c+krok2; 
    d = d+1; 
end 
 
maxima2 = interp1(pozice,maximum2,f, 'spline'); 













15.6.6 Generování černého šumu 





noise = white(fs); 
for i=1:fs                              %uprava bileho sumu 
if noise(i)>=0, 
    noise(i)=noise(i)+0.5; 
  100
else 










n=3;                            % obecne n musí byt vetsi nez 2 
blnoise=1./((noise.^n));       % funkce pro cerny sum 
 




%    sumeni(i)=5; 
%    blnoise(i) = 1/((sumeni(i)^n)); 
%else 










spekt = fft(blnoise); 
modul = abs(spekt); 
f = 1:fs; 
modul = 20*log10(modul); 
a = length(f)/2; 
f = f(1:a); 




n = length(modul); 
%krok = 500; 
p = n/krok; 
c = 1; 
maximum = 0; 
minimum = 0; 
 
for i=1:p 
    maximum(i) =  max(modul(c:(c+krok-1))); 
    minimum(i) =  min(modul(c:(c+krok-1))); 
    c = c+krok; 
end 
 
maximum_p = 1:krok:n; 
minimum_p = 1:krok:n; 
maxima = interp1(maximum_p,maximum,f, 'spline'); 
minima = interp1(minimum_p,minimum,f, 'spline'); 
 
maxima2 = 0; 
minima2 = 0; 
c = 1; 
a = 0; 
b = 0; 
d = 1; 
pozice = 0; 
 
krok2 = 2000; 
p =n/krok2; 
for i=1:p    
    for j=1:krok2 
        a = maxima(j+c-1)+a; 
        b = minima(j+c-1)+b;   
    end 
    a = a/j; 
    b = b/j; 
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    pozice(d) = round((c+c+krok2)/2); 
    maximum2(d)=  a; 
    minimum2(d)=  b; 
    c = c+krok2; 
    d = d+1; 
end 
 
maxima2 = interp1(pozice,maximum2,f, 'spline'); 












15.7 Další přílohy 
 






%deklarace casoveho vektoru 
t=0:2*pi/100:4*pi; 
tt = 1:201; 


































%cykly na zasumeni signalu 
figure(5); 
N = 201; 
fi = pi; 
A = zeros(1,N); 
for i=1:N 
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    A(i) = 0.1*randn(); 
end 
B = zeros(1,N); 
for i=1:N; 
    %B(i) = sin(t(i)+fi);  
    B(i) = signal(i); 
end 
vysl = zeros(1,N); 

























tt = 1:201; 







































%cykly na zasumeni signalu 
figure(5); 
N = 201; 
fi = pi; 
A = zeros(1,N); 
for i=1:N 
    A(i) = 0.1*randn(); 
end 
B = zeros(1,N); 
for i=1:N 
    B(i) = sawtooth(t(i)+fi,width);  
end 
vysl = zeros(1,N); 























tt = 1:201; 






































%cykly na zasumeni signalu 
figure(5); 
N = 201; 
fi = pi; 
A = zeros(1,N); 
for i=1:N 
    A(i) = 0.1*randn(); 
end 
B = zeros(1,N); 
for i=1:N 
    B(i) = square(t(i)+fi);  
end 
vysl = zeros(1,N); 
vysl = A+B; 
plot(tt,vysl); 
grid on; 
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Zašuměný signál 
 
 
