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gorithme de   classiﬁcation  ainsi  proposé   est  de   type  non dirigé,   tant  au niveau de 
















tion),  séparabilité  des classes  (capacité  à  différencier des textures similaires),   com­
plexité (durée de calcul), nombre de paramètres à régler manuellement.














































loppement  d’algorithmes  d’analyse  de   texture   très  variés,  que   l’on  peut   classer  en 





































faible nombre de classes   (souvent  huit)  par partition de  l’histogramme. De plus,   il 
existe autant de matrices de co­occurrence que de directions analysées; on se contente 
donc habituellement d’utiliser quelques directions « standard », sauf cas particulier.
2 1 2 0 1
0 2 1 1 2
0 1 2 2 0
1 2 2 0 1
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dans   la  prochaine partie,  elle  permet  de  calculer   la  densité   spectrale  de puissance 
d’une image, qui est un outil important.















































où  ,   et  ,  ,  ,   et   sont des paramètres.
Ces ﬁltres ont été exploités pour la première fois par Bovik et al. (1990) dans le cadre 
de   l’analyse  de   textures.  L’utilisation de  tels  ﬁltres  se  base  sur  la  vision humaine 




















































De nombreuses textures possèdent des propriétés d’auto­similarité   interne,  on peut 
donc les qualiﬁer de fractales. Pentland (1984) a d’ailleurs démontré que la plupart des 





































































































































































































d’éviter le calcul direct des valeurs propres  (Tr  et  Det  représentent respective­
ment la trace et le déterminant) :
(2.12)






































































































































































































de   l’incertitude.  Bloch   (2003)  en   ajoute   d’autres :   l’incomplétude,   l’ambiguïté   et   le 
conﬂit.
• Imprécision et incertitude :  ces deux notions sont étroitement liées et sont 




































• Complémentarité :  la   complémentarité   est   la   propriété   des   sources   qui 













images étudiées.  Les objets  extraits  peuvent alors  être  fusionnés à  partir  de 






















































































































































Appriou  (1993)  a  proposé   d’autres  modèles  d’initialisation  de  masses  basés   sur   la 






















































naison conjonctive,   cette  méthode  attribue   le  produit  des  masses  de  deux sous­en­



























Plusieurs  autres  méthodes de  combinaison existent,  souvent dérivées  de   l’approche 






























































































































































alors  que les  deux suivantes ont  lieu au niveau des multiples  voisinages  (ou  sous­
55




Invariant Feature Transform)  et  SURF (Speeded Up Robust Features).  Le choix du 
détecteur SIFT a été guidé par ses performances (Mikolajczyk et Schmid, 2005). SURF 
a été   testé   en  raison de  sa  rapidité  d’exécution,  bien  que  ses  performances  soient 
souvent inférieures à SIFT (Wu et al., 2013).
Les implémentations choisies sont les suivantes :  SIFT++  0.8.1 d’Andrea Vedaldi3  et 
OpenCV 2.4.5 pour SURF4. Bien que la librairie OpenCV contienne une implémenta­
tion de SIFT, cette dernière n’a pas été retenue à cause de limitations concernant son 
paramétrage.  À   l’inverse,  SIFT++ a  des  performances   très  proches  de   l’algorithme 
SIFT original de David Lowe (Bauer et al., 2007).










Paramètre Symbole Description Valeur
NumOctaves O Nombre d’octaves 5
FirstOctave ­ Index de la première octave 0
NumLevels S Nombre de niveaux dans une octave 3
Sigma0 ­ Lissage de base










Paramètre Symbole Description Valeur
hessianThreshold ­ Seuillage de l’intensité des extrema locaux 0,01
nOctaves O Nombre d’octaves 4





































































Rappelons que les points­clés  ont préalablement été  divisés en 20 classes (cf.  para­
graphe c). Grâce à cette classiﬁcation, il est possible de calculer K(r) pour chaque classe 
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Les descripteurs texturaux  ont été  classiﬁés par  deux méthodes de  partitionnement 





























































































































d’un vecteur  descripteur  de dimensionnalité  variable, pouvant aller d’une dizaine à 
plus de mille éléments. Ces vecteurs, regroupés sous forme de partitions, permettent à 
66

















































































































































































































ser  le rôle  des divers paramètres  liés à  cet  algorithme, en l’appliquant sur l’image 



































































































































































Taille de   voisinage    ( w   )  





































































131 141 151 161
[8, 16, 24, 32, 40] 77 76 78 77
[14, 28, 42, 56, 70] 79 78 78 78
[16, 32, 48, 64, 80] 77 76 78 78
[18, 36, 54, 72, 90] 77 77 77 78
Nombre de composantes principales (   n   PCA)
Il est possible d’effectuer une analyse en composantes principales (ACP) pour réduire 























mosaïque IKONOS, à l’aide de l’algorithme de  partitionnement  k­means.  L’initialisa­
tion (seeding) de k­means étant aléatoire, chaque classiﬁcation peut mener à un résul­
tat légèrement différent. Pour cette raison, les taux de bonne classiﬁcation (TBC) et co­
efﬁcients  kappa afﬁchés  sont  des  moyennes   issues  de  plusieurs  classiﬁcations.  Les 
écarts­types de TBC sont également listés aﬁn de donner une idée de la variabilité des 
résultats.
       








TBC (%) σTBC (%) κ Durée moy. (s)
KPC
SIFT 79 0,0 0,73 210
SURF 82 0,2 0,78 925
GLCM 48 2,4 0,34 600
Spectre de texture 72 0,0 0,65 370
Filtres de Gabor 58 0,0 0,48 1 080
SFTA 57 0,2 0,46 ­








































commissionRégion 1 Région 2 Région 3 Région 4 Région 5
Classe 1 12 561 0 1 952 928 426 3 306 (21 %)
Classe 2 154 11 669 580 0 0 734 (6 %)
Classe 3 566 484 14 739 1 259 2 883 5 192 (26 %)
Classe 4 393 0 957 11 487 0 1 350 (11 %)

































































79,8 % 84,1 % 60,6 % 83,3 % 62,7 % 70,1 %78,7 % 83,4 % 49,8 % 77,1 % 58,8 % 58,7 %

















SIFT 80 0,75 172
SURF 84 0,80 695
GLCM 61 0,50 695
Spectre de texture 83 0,79 102
Filtres de Gabor 63 0,53 1 107












       








texturaux  de l’algorithme KPC :  ces descripteurs étant plus dispersés  que ceux des 
autres algorithmes (en raison de la dimensionnalité de l’espace textural), il est possible 






Enﬁn, on peut également se demander pourquoi  l’algorithme  k­NN  produit de bien 











































Détection et classification des points-clés Calcul des descripteurs













































TBC (%) σTBC (%) κ (%) Durée moy. (s)
KPC
SIFT 86 0,1 0,83 9 940
SURF 85 1,3 0,82 36 180
GLCM 72 0,7 0,67 530
Spectre de texture 74 0,0 0,68 3 420
Filtres de Gabor 64 0,0 0,57 19 060




























































Classe 1 16 348 1 280 0 4 084 0 0 5 364 (25 %)
Classe 2 3 282 20 843 0 5 0 0 3 287 (14 %)
Classe 3 2 570 77 20 999 2 907 147 0 5 701 (21 %)
Classe 4 0 0 0 14 690 0 900 900 (6 %)
Classe 5 0 0 1 501 81 22 203 1 906 3 488 (14 %)












































TBC (%) σTBC (%) κ (%) Durée moy. (s)
KPC
SIFT 39 3,0 0,22 538
SURF 38 2,0 0,24 2 959
GLCM 37 0,4 0,21 338
Spectre de texture 36 3,9 0,18 1 230
Filtres de Gabor 38 1,4 0,24 743













       


















































Conjonctive −2 −2 −2
Robuste −2 −3 −3
Disjonctive −2 −3 −3
Modèle de 
distance composé
Conjonctive −2 −2 −2
Robuste −2 −2 −2
Disjonctive −2 −3 −3
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Conjonctive −10 −10 −10
Robuste −10 −8 −8
Disjonctive −10 −8 −8
Modèle de 
distance composé
Conjonctive −10 −10 −10
Robuste −10 −9 −9
Disjonctive −10 −11 −10












Conjonctive +7 +6 +6
Robuste +7 −1 −3
Disjonctive +7 −1 −3
Modèle de 
distance composé
Conjonctive +7 +7 +7
Robuste +7 −0 +1








• Combinaison : dans la majorité  des cas, la  combinaison  conjonctive mène aux 
meilleurs résultats. Contrairement à  ce qui était  attendu, la  combinaison  ro­
buste   ne   constitue   pas   systématiquement   un   bon   compromis   entre   fusions 


































































⬜ θ1 ⬛ θ4 ⬛ θ1∪θ2 ⬛ θ1∪θ5 ⬛ θ2∪θ4 ⬛ θ3∪θ4 ⬛ θ4∪θ5
⬛ θ2 ⬛ θ5 ⬛ θ1∪θ3 ⬛ θ1∪θ6 ⬛ θ2∪θ5 ⬛ θ3∪θ5 ⬛ θ4∪θ6
⬛ θ3 ⬛ θ6 ⬛ θ1∪θ4 ⬛ θ2∪θ3 ⬛ θ2∪θ6 ⬛ θ3∪θ6 ⬛ θ5∪θ6
Figure 4.15 : légende des hypothèses simples et composées
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maximum de crédibilité)  avec hypothèses simples  (b)  et composées  (c),  répartition du 
conﬂit (d)
La ﬁgure 4.16, qui représente la mosaïque IKONOS, ne présente pas de résultats sur­





















































































































































































Aucun (α=1) −2 (­) −8 (­) +7 (­)
αME (δ=0,2) −1 (+2) +1 (+9) +5 (−2)






























































































partitionnement   différents   (k­means  et  k­NN).   Deux   résultats   ressortent   de   cette 
étude : l’approche supervisée apporte un gain mineur à l’algorithme KPC (comparative­
ment aux autres algorithmes),  et   l’algorithme  k­NN  permet un gain substantiel  de 





































































pour   l’analyse   des   images  fines  de   télédétection   et   font   l’objet   de  nombreuses   re­
cherches.

































































































on pourrait  néanmoins  espérer  que  l’algorithme KPC ait  une  complexité  du même 














siﬁcation   texturale  à   faible   voisinage,   comme  les  matrices  de   co­occurrence  ou   les 
ﬁltres de Gabor. La difﬁculté  serait alors de fusionner cette information de contour 






























































connus,   citons   notamment   C­SIFT   d’Abdel­Hakim   et   Farag   (2006),  HSV­SIFT   de 
(Bosch et al., 2008) ou RGB­SIFT (Burghouts et Geusebroek, 2009).
5.4.3.  Images à plus haute résolution spatiale





































































































































































Image 100 % 50 % 25 %
Mosaïque IKONOS 79 (0,73) 71 (0,64) 74 (0,68)
Mosaïque WorldView­2 86 (0,84) 67 (0,61) 52 (0,42)














Conjonctive 76 (0,70) 76 (0,70) 76 (0,70)
Robuste 76 (0,70) 76 (0,70) 76 (0,70)
Disjonctive 76 (0,70) 76 (0,70) 76 (0,70)
Modèle de 
distance composé
Conjonctive 76 (0,70) 76 (0,70) 76 (0,70)
Robuste 76 (0,70) 76 (0,70) 76 (0,70)















Conjonctive 77 (0,72) 77 (0,72) 77 (0,72)
Robuste 77 (0,72) 78 (0,74) 79 (0,74)
Disjonctive 77 (0,72) 78 (0,73) 79 (0,74)
Modèle de 
distance composé
Conjonctive 77 (0,72) 77 (0,72) 77 (0,72)
Robuste 77 (0,72) 78 (0,73) 77 (0,73)














Conjonctive 48 (0,33) 48 (0,33) 48 (0,33)
Robuste 48 (0,33) 40 (0,25) 38 (0,23)
Disjonctive 48 (0,33) 40 (0,25) 38 (0,23)
Modèle de 
distance composé
Conjonctive 48 (0,33) 48 (0,33) 48 (0,33)
Robuste 48 (0,33) 41 (0,26) 42 (0,27)
Disjonctive 48 (0,33) 39 (0,24) 39 (0,24)
134
   
     
     
Figure 6.2 : Classiﬁcations des images source multi­échelle (colonne de gauche : réso­
lution = 100 %, colonne centrale : résolution = 50 %, colonne de droite : résolution = 
25 %).
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