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i':.~...:-,~;:.ncn: Desde que el Profesor LconarJ Klcinrockl, al inicio de la décaJa dc los
60. propone la técnica de conmutación por paquetes dando inicio de 10 que más tarde
sería la red de redes Internet. a la fecha nuevas aplicaciones han surgido. creando el
desafío de c6mo adaptar la Internet a estos nuevos cambios y necesidades. Dc allí. que
en la actualidad. todos los esfuerzos de investigación están centrados en mejorar la
calidad de su servicio (QoS, Quality of Scrvicc). Aquí surgen dos enfoques de solución.
Una que plantea un nuevo modelo de Internet, donde los routers decidirán las reservas de
recursos, Internet de Servicios Integrados lntScrv, y otra que asigna a cada datagrama
diferentes prioridades para que sean tratadas adecuadamente en los routers de la red,
Internet de Servicios Diferenciados DiffScrv. Es en la IntServ. donde se define el
protocolo RSVP (Resource ReSerVation Protoco!) para solucionar y reservar recursos
en cada uno de los nodos de la red. En este artículo, se analiza el funcionamiento del
protocolo RSVP, su estado actual. principales inconvenientes de su utilización en la
Internet y las recientes investigaciones para solucionarlos.
Abstraet : Since the early 1960s when the proffesor Leonard Klcinrock. introduced
the ne\\' technique 01' packet switching thus creating \I,:hal would cventually be the
w.w.w .. to date new applications have appeared; resulting in a new challenge: Ho\\' mal'
these new internet tcchnologies be adaptable to those ne\\' changcs and requircments?
Accordingly, currently all the rescarch efforts are focused on the goal 01' improving the
internet's Quality 01' Service (QoS). One approach proposes a ncw model of internet
where the routers will rule resource rcservation, integrated services internet (IntScrv),
and another (Approach) by means of which diffcrent priorities mal' be assigned to each
datagram so that sueh priorities mal' be suitably handled by nelwork's routers.
differentcd scrviccs internet (DifTScr,,). In intserv the RSVP (Rcsourcce Rcscrvation
Protoeol) is defined with the goal of requesting and reservating resources iin each node
01' the network. [n this paper, the RSVP Protocol Performance is discussed; similar
analysis holds for the present protocol state, majar troubles regarding its use in internet
and rccent rescarchs oricntcd towards its solution.
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1EliJe L.:onard Kkinrock en la proPUCSIade su tesis doctoral "f¡~l(/""/(/li/l1l F/1Il1' in 1.1lIXe C(JIIlIllIllJi{'lIlitm Ner.r" lid J I de mayo de 1961.
plantea l:l conmulación de paquctes como alternativa a la conmutación dc circuitos. Tesis en
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2I. INTRODUCCION
La Internet actual, es una red que ofrece un servicio no confiable (la entrega no se garantiza), sin conexión (cada
datagrama es tralado de manera independiente) y de entrega con el mejor esfuerzo o bes( eflon (la red trata a
todos los datos de igual manera y hace todo lo posible en entregar los datos. al menos que los recursos estén
agotados. o el enlace falle). Con la aparición de nuevas aplicaciones sobre la Internet como voz e imagen en
tiempo real. trabajo compaTlido en directo. repone dc diagnósticos médicos en vivo, telefonía. comando y control
de sistemas remotos, entre otros. la Internel actual se ve inadecuada y es necesario que ofrezca una mejor
Calidad de Sen'icio (QoS). El concepto de QoS está relacionado con la planificación dc los elemeOlos de la red
de acuerdo con la demanda de las aplicaciones. par<l ofrecer un mínimo nivcl de garantía que satisfaga los
requerimientos de trálico: mínimo retraso de envío de los dalas. mínima variación de los retrasos. ancho de
banda adecuado para el envío satisfactorio de los datos, entre alros. Dicho de olra manera, QoS se refiere a la
manera en que se clasillcan los p<lquetcs de datos con el único propósito d~ que sean tratados adecuadamente
respecto a otros.
Además del servicio besf efforr que la Internct acLual ofrece, existen otros cnfoques para mejorar la QoS. La
primera. utilizando Reserva de Recursos (Serricios /lI1egrados. IntSen), donde las reservas de recursos son
requeridas por las aplicaciones receptoras (receh'er) de acuerdo a ciertas políticas. aquí se define el Protocolo de
Reserva de Recursos RSVP (Resource ReSerVation ProLocoI) para suminislrar la señalización requerida.
ofreciendo dos tipos de servicios: Se11'icios Garantizados y Servicios de Carga COll1rolada. La segunda.
utilizando Prioridad (Sen'icios Diferenciados, Dif/Sen) donde el trállco que circula por la red es clasificado de
acuerdo a niveles de prioridad. Para ello se suministran marcas dentro de las cabeceras de los datagramas IP para
dellnir prioridades dc ldfico. Decidir cual de los dos enfoques anteriores es el m~ís adecuado para la Internet
dependerá de muchos factores. Por ejemplo. una aplicación que requiere determinada QoS puede obtcncrla
incluso con el servicio convencional best ejJor1. La di~ponibilidad de contar con la tccnología quc soporte
reserva de recursos o prioridades es otro aspecto a considcrar. Finalmente, otra consideración relacionado con la
QoS, es la seguridad y autenlicación para los usuarios que soliciten de la red mejor QoS, ya que esta estará
asociado con un mayor costo. Es decir. a mejor calidad. mayor costo.
JI. FACTORES RELACIONADOS EN LA CALJOAD DE SERVICIO
Las aplicaciones tradicionales, como correo electrónico, web, ftp, etc, son Lransportadas por la Internet actual con
una clase de servicio muy pobre y plano denominado best effort. Con la aparición de nuevas aplicaciones de
tiempo real es necesario mejorar la calidad de servicio. Una primera forma de enfocar la QoS es desde el punto
de visla cualitatit'o; saber como un usuario final de una aplicación percibe la red. Dicho de. otra manera. por la
satisfacción que siente un usuario al finalizar una sesión en la red. El otro enfoque es dcsde el punto de vista
CllQ111iwtú'o, de aquellos parámetros que están relacionados directamcnte con la mejora de la calidad de servicio
y que al ser mejorados la red puede ofrecer una mejor calidad de servicio para aplicaciones que hoy en día son de
gran importancia; videoconferencia, telefonía. control. Estos parámctros son: cl ancho de banda. el retardo, la
variación de retardo o jil1er y la sensibilidad.
2./ Ancho de handa
Es la capacidad de transmisi6n de una línea de comunicación expresada en bits por segundos (bps). Indica la
capacidad máxima teórica de una conexión. pero debido a diversos factores C0l110 la prescncia de var.ios !lujos
compartiendo uno o varios enlaccs causa su disminución.
2.2 Retardo
Es el tiempo que un dato tarda en atravesar la red desde el transmisor al receplOr. En aplic<lciones en tiempo real.
como voz. retardos muy elevados degradarán el sen'icio, haciendo prácticamentc inservible. Olro
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3concepto relacionado con el retardo es la latencia, que se refiere a la cantidad de tiempo en que permanece un
dato dentro de un router o conmutador.
2.3 Variacióll de retardo o jitter
Representa la distorsión de una señal cuando es propagado a través de la red. donde la señal varía desde su
referencia original. Una variación de flujo o jiller de 2 milisegundos significa que los datos podrán llegar hasta I
milisegundos antes o después respecto a su retardo promedio. Algunas aplicaciones de tiempo real pueden ser
sensibles al retardo y variación de retardo.
2.4 Sensibilidad
Este parámetro indica la cantidad de paquetes perdidos de manera consecutiva que se puede tolerar
111. SERVICIOS INTEGRADOS
En la actualidad, la tecnología permite disponer de estaciones de trabajo equipados con los últimos procesadores.
técnicas de codificación para señales de audio y vídeo, programas de aplicación multimedia y transmisión
multicast en la Internet. Aplicaciones en tiempo real es hoy en día uno de mayor demanda. A partir de 1994, la
comunidad de Internet inicia los estudios para proponer una nueva arquitectura que modifique a la actual Intcrne.l
y que satisfaga a las nuevas aplicaciones de tiempo real. En esta arquitectura. tanto los usuarios como los
administradores de la red, deherán de disponer del ancho de banda de los enlaces para asignar adecuadamente a
las dife.rentes aplicaciones tanto convencional como de tiempo real. Es aquí donde de define en [BRA941 el
término Servicios Integrados (lS) para un modelo de servicio de la Internet que incluye tanto servicio de mejor
esfuerzo o best elfort y servicio de tiempo real. El modelo de servicio fundamental de la actual Internet. el
servicio de envío con el mejor esfuerzo, ha ido camhiando desde sus inicios; ahora con los servicios integrados lo
que se pretende es extender la arquitectura original, ya que proponer una nueva arquitectura sería una meta casi
imposible. La arquitectura extendida está constituida por dos partes: el modelo de servicios entendidos (extended
sen;ice //lodel) llamado modelo IS y la referencia de la estructura de implantación (reference implementa/ion
frallleu'ork). La razón principal de estas dos partcs, es separar el comportamiento del servicio integrado de la
manera como se implanta este servicio, ya que éste último puede ir cambiando según se estabilice el modelo.
3. J Modelo Serl'icios Jll1egrados
El modelo de servicios integrados está diseñado para trabajar tanto en entornos unicast como multicast e incluye
dos tipos de clases de tráfico: carga garantizado que soporta flujo dc tráficos de tiempo real que requiere un
límite cuantificable de retraso y carga colltrolada que es una aproximación a un servicio del mejor esfuerzo
sobre una red no congestionada. Un aspecto básico de este modelo es que los recursos deben 'ser explícitamente
gestionados a fin de satisfacer los requerimientos de las aplicaciones; de esta manera la resena de recursos y el
co//trol de admisión son los elementos claves del servicio. Los servicios en tiempo real se sustentan en la garantía
de los servicios, y la garantía muy difícilmente se consigue sin reservar recursos, Un aspecto que debe ser
resaltado, es el de la prioridad. Asignar un nivel de prioridad alta a los tráficos de tiempo real podría ser
adecuado. Pero se debe de tener en cuenta que prioridad es un mecanismo de implantación. no es un modelo de
servicio. El éxito de la reserva de recursos reside en que los router se encuentren disponibles para reservar
recursos, Esto representa un camhio fundamental en el modelo de la Internet ya que en su inicio ésta fue
estahlecida bajo el concepto de potenciar a los sistemas finales.
El modelo de servicio integrado propugna una red única tanto para aplicaciones de tiempo real como aquellas
que no requieren tiempo real. descartando el uso de una red exclusiva para tráfico de tiempo real. Más aun,
establece el uso del protocolo IP para los datos de tiempo real. El uso de reserva de recursos, permitirá acceder a
los servicios de la Internet de manera privilegiada. siendo necesario .imponer políticas y c~nlroles
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administrativos, originando requerimientos de autenticación lanto de los usuarios, quien hace las reservas d~
recursos, corno de los datagramas que usan los recursos reservados. Respecto al modelo de reserva, la
arquitectura de servicios integrados esta~lece la creaci6n de un protocolo que reserve recursos, para crear y
mantener el estado de reserva en los hosts extremos y en los routers a lo largo de la trayectoria del flujo. Una
aplicación debe especificar la QoS deseada usando una lista de parámetros denominado flowspec. A la fecha se
ha defino el protocolo RSVP (Resource Reservation Protocoi) como parte integrante de la arquitectura de
servicios integrados. El funcionamiento del protocolo RSVP se puede resumir indicando que cada una de las
aplicaciones en el receptor cnvÍa un requerimiento dc rescrva de recursos a la red y ésta podría o bien aceptar o
rechazar el pedido. En realidad el proceso de requerimiento de reserva es más complejo; ya que es válido tanto
para entornos unicast corno multicast y las aplicaciones puedcn requerir diferentes niveles de QoS.
3.2 Implamacióll de Sen'icios Imegrados
En la Inlernet actual, el prolOcolo IP (/memel Proroco!) trata a todos los datagramas de manera igual, de tal
manera que cada datagrama recibe la misma QoS y son típicamente enviados usando una cola FIFO (primero cn
entrar primero en salir). En gcneral, ante la llegada dc un datagrama. un routcr debe aceptar o rechazar. En caso
de aceptar al datagT:Jma, debe seleccionar una rUla adecuada por donde enviará este datagrama hacia su deslino
final. Adicionalmcnte un router debe reordenar el dalagrama con respecto a otros datagramas que eSI<:Í.n
esperando ser enviados. Para los sistemas integrados. los roulers deben de asignar una adecuada QoS para cada
!lujo y su implantación requiere de tres componentes: planificador de paqueles (packel scheduler). clasificador
de paquetes (packel schedlller) y conlrol de adl1~isión (admissioJl comrol). En la figura I se ilustra estos
componentes.
• Planificador de l)a(ltlctcs (packet scheduler).- De una manera sencilla. un planificador reordena la cola de
salida para la transmisión. Es decir, gestiona el envío de diferentes l1ujos de datagramas usando un grup<.?de
colas y temporizadores.
• Clasificador de paquctcs.- Cada datagrama debe ser relacionado con alguna clase de tal manera que todos
los datagramas de la misma clase lendrán el mismo tralamienlo por parte del planificador de paquelcs. Esta
relación es realizada por el clasificador de paqueles.
• Control de Admisión .• Ejecuta los algoriullos de decisi6n que un rouler (o un host) usa para dClem'¡nar si a
un nuevo l1l:ljose puede otorgar un requerimiento dc QoS sin alterar los requerimientos ya existentes.
Agente de
enrutamiento
Agente de
establecimiento
de reserva
Agente de
gesti6n
Base de datos de
enrutamiento
Driver de
entrada
Clasificador
Control de
admisión
Base de datos de control de tráfico
E9llIJJ~=>:tIrn1
Driver de salida
IV. PROTOCOLO DE RESERVA DE RECURSOSRSVP
Figura l. Implantución del Modelo de Referencia para routers
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5IV. PROTOCOLO DE RESERVA DE RECURSOS RSVP
El Protocolo de Reserva de Recurso. RSVP (Resmu'ce ReSerVmioll Protoco!). fue desarrollado en el Instituto de
Ciencias de la Información (lSJ. Informarlo11 Sciellce Illstilllte) de la Universidad del Sur de California (USe,
Unh"ersity of SOlllher eail/omia) y en el centro de investigación de Xcrox Palo Alto. RSVP permite que los
hosts receptores reserven recursos de la red, tanto para aplicaciones uoicast como I11uhicast. RSVP opera con el
protocolo IP\'4 como con IPv6 y se encuentra situado encima de la capa de Internet. dentro de la estructura del
prolOcolo TCP/lP, ocupando el lugar de los protocolos de transporte; pero RSVP no transporta datos ni realiza
enrulamiento de los datagramas, solo reserva recursos de la red. Adcnuís. RSVP reserva recursos para flujo de
datos simplcx, es decir. reserva en una sola dirección .
.J.] Visión del protocolo RSVP
El protocolo RSVP, definido en la RFC 2205 (BRA97]. se encuentra implantado lanlo en los hosts como en los
routers. a lo largo de la trayectoria de un datagrama. El prolocolo RSVP es usado por un hosl receptor pam
requerir calidad de servicio (QoS) específico de la red en nomhre de una aplicación para un llujo de datos en
particular. de allí que se dice que el protocolo RSVP usa requerimiento de reserva orientndo a receptor. Los
routers utilizan RSVP para enviar los requerimientos de calidad dc servicio a todos los nodos a lo largo de la
trayectoria del flujo y para estnblcccr y mantener el estado que suministre el servicio requerido. RSVP lIe\'a el
requerimiento de reserva de recursos solicitado por cada host receptor a través de la red visitando cada nodo de
la red. transportando mensajes de requerimiento de resernl o simplcmente mensajes de rescn3 (resl!r\'tuiofl
messages). Antes de que el protocolo RSVP envíe los mensajes de reserm. el host Iransmisor debe de enviar al
host receptor mensajes de trayectoria (pat/¡ messages) con la misma dirección IP dc origen y dcstino que la
aplicación misma. Los mensajes de trayectoria idn almacenando en cada router. durante su trayectoria al host
receptor, la dirección IP del routcr antcrior, de tal mancríl que cada uno de los roulcrs que forman la trayectoria
del flujo de datos contiene la dirccción IP del router previo. De esta manera. el host receptor, conoce el camino
por donde la aplicación llegará y los mensajes de resen'a podrán ir de host a host, en el sentido invcrso de la
trayectoria del flujo de datos. realizando las reservas de recursos correspondicnte. En la figura 2 se ilustra el uso
de estos mensajes.
t-.1ensajes de trayecto
Path messages
o~
APIica~
Paquetes
de datos
Figura 2. ~1ensajes de trayecto y de reserva
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6Por otro lado. es común definir que los mensajes d(' trayectoria son enviados
mensajes de reserm flujo arriba o upstream.
llujo abajo o dowllstream y los
I!IJ Has! transmisor
'--¡Ti
~.£--~~
riJ~~
•.:...--- ~--- ..--
Figura 3. Flujos dml'lJsrream y upstream
Hosts receptores
La calidad de servicio es implanlada por un conjunlo de mecanismos denominado ('ontro! ele tráfico (Traffie
Control). Estos mecanismos son el clasificador de P;Uluctcs (packet c!assifier), control de admisión (admiSJioll
co1ltrol) y el planificador de paquetes (packet scheduler). La figura 4 ilustra el protocolo RSVP en los h051S y
en los routees. Para realizar una reserva en un host o muter, el proceso RSVP (llamado también demonio RSVP)
se comunica con los módulos COJ1lrol de admisión y con/rol de política (polie." COlltrol). Control de admisión
determina si el !losLo routcr ticne los suficiénLes recursos disponibles para suministrar la calidad de servicio
requerida. Control de políLica deLermina si el usuario tiene los permisos administraLivos pam realizar la reserva.
Si el nodo tiene los recursos disponibles para enLregar la QoS adecuada y el usuario tiene los permisos para
solicitar la reserva, el proceso RSVP establece los parámetros en un clasificador de paquetes y planificador de
paquetes para oblener la QoS deseada. El clasificador de paquetes determina la clase de QoS para cada paquete
y el planificador de paquetes ordena la transmisión de los paquetes para conseguir la QoS prometida para cada
uno de los flujos. En caso de no satisfacer los requerimientos en el control de admisión o control de política. el
proceso RSVP retorna una notificación de error a la aplicación que originó el requerimiento.
1I0ST ROUTER
RSVP -...• •..
~ •.
Aplica- ...• ~ ~~ . Procesoción Proceso Proceso~ •. RSVP • Control dL' ~ •. RSVP • Control ded,política ~nruta- polílica(Policy mi••nln (Polky !
('nnfr0TI ("•..•nlmll
+ •.. ' ~, , •. Control de , ,r Ir •. Control deadmisión admisión
Clasificador Planificador (Admission Clasificador Planificador (Admhsion
de paqu~tc lk paquete ('nnfr011 de paquete de paqu~tc
rnnlro!l
~ •..- (PaCkCI (Packct (Paekct (Packcl
c1assifter) I sehcdul~r)
~
c1assificr) schcJulcr)
lATO'
Figura 4. RSVP en hoslS y l'Oulcrs
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7RSVP es escalablelll a grandes grupos mullicast debido a que es un protocolo que utiliza requerimiento de
reserva orientado a receptor. En entornos rnulticasts, las reservas para un solo receptor no necesitan viajar hasta
alcanzar el origen de la transmisión mullicasl, en su lugar solo basta que viaje hasta que alcance una reserva
adecuada dentro de la estructura multicast.
4.2 50ft state
Desde que la red Internet es una red dinámica. Pl!cdc suceder que un muter en la trayectoria del flujo de datos
salga fuera de servicio, el protocolo RSVP deherá de conocer la nueva trayectoria para realizar la reserva de
recursos. O puede suceder que un nuevo y más eficiente muter en la red sea puesto en funcionamiento: en este
caso también se establecerá una nueva ruta para la trayectoria de los flujos de datos a su destino. Aquí, el
protocolo RSVP también deberá conocer este nucvo routcr y la nueva lrayectoria para actualizar el requerimicnlO
de una QoS adecuada. Para solucionar estos cambios en la red. RSVP establece el 50ft state.
Un 50ft .Hale se refiere a un estado en los routers y los hosts extremos que pueden ser actualizados por ciertos
mensajes RSVP. Ante la ausencia de mensajes de refresco. el estado es automáticamente borrado después de
transcurrir un tiempo de haher sido establecido (time out). Dicho de otra manera. RSVP utiliza el soft state para
gestionar el estado de reserva en los routers y hosts y es creado y periódicamente refrescado por los mensajes de
trayectoria y de rese,,-a.
El cstado en cada nodo de la rcd puede scr horrado si no llega ningún mensaje de refresco anles que expire el
tiempo establecido de borrado (cleallup timeout) o cuando dircctamente llega a cada nodo un mensaje de
borrado (teardowll message). Cuando un routcr cambia, el siguiente mensaje de. trayectoria iniciará el estado de
trayectoria en la nucva ruta, y futuros mensajes de resena establecerán reservas para esta nueva ruta. y los
estados en los segmentos no usados de la ruta serán horrados automáticamentc después de un tiempo adecuado
(time out).
4.3 Característica de RS\'P
El protocolo RSVP presenta las siguientes características:
• RSVP está diseñado para funcionar tanto con el protocolo IPv4 como con IPv6.
• RSVP realiza reserva de recursos tanto para aplicaciones unicast como mullicast, adaptándose
dinámicamente a los cambios de usuarios en el grupo multicast (algunos usuarios dejan y otros se unen a la
aplicación multicast), así como a los cambios de routers en la red (algunos routers serán desconectados de la
red y otros con mejores características adicionados a la red).
• RSVP es un protocolo simplex, es decir solo se establece reserva de recursos en una sola dirección de los
flujos de datos. Para una comunicación full dúplex, se deberá establecer reserva de recursos para cada
dirccción del flujo de datos. De esta manera un host puede ser transmisor (sender) y receptor (receiver) en
una determinada comunicación. .
• RSVP es orientado a receptor, es decir son los receptores los que establecen y mantienen las reservas de los
recursos de la red para una QoS deseada.
• RSVP introduce el concepto de soft stare en los routers y hosts para soportar cambios dinámicos y
adaptabilidad automática a los cambios de cnrutamiento ..
• RSVP no es un protocolo de transporte de datos ni de enrutamiento.
• RSVP suministra varios estilos o modelos de reserva para una variedad de aplicaciones.
• RSVP es transparente para routers que no soportan RSVP.
(1) RSVP prest'OIa Olro problema dt' escalabilidad relacionado con la c:mliJaJ de lIlens::ljcs generados para H.'servar recursos. sobrecargando
la rt'd. Esto hace difícil. pord mOlncnto, que se utilice en grandes redes COI••..•l'ltelTlt'l.
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84..+ Estilos de resen:a
En la actualidad se han definido 03 eSlilos de reserva: lVildcard.Fi/ter (WF). Fixed.Filter (FF) y Shared-Explicit
(SE).
4.4./ Estilo lVilacard-Filter. lVF
El estilo \VF reserva recursos para un tipo general de llujo. sin especificar los llujos precisamente. Por ejemplo.
se puede desear que todo llujo que va hacia el puerto 1234 utilice el recurso reservado Q. Una reserva de estilo
\VF se puede representar como: \VF ( * IQ) ). Donde el carácter * representa a todos los flujos y Q representa al
j7oH'spec(lista de parámetros).
4.4.2 Estilo Fixed.Filter. FF
El estilo FF reserva recurso para un flujo en particular y no los comparte con ningún otro flujo de la misma
scsi6n. Por ejemplo, una aplicaci6n de videoconferencia que requiere un mínimo dc ancho de banda dehed
utilizar una reserva FF. Simbólicamente, reservas del estilo FF se pueden representar como: FF ( S{Q 1 )
Donde S es el transmisor seleccionado y Q es su correspondiente jl()l¡,spec. RSVP permite múltiples reservas de
estilo FF en un mismo tiempo, usando una lista de !lujos con su correspondiente jlml'spec, siguiendo la notación:
FF ( SI {Q I } • S2 {Q2} • .. )
4.4.3 Estilo S/wl'ed-Explicit. SE
El estilo SE reserva recurso para varios !lujos especificados. Es decir. reservas SE crean una simple reserva que
es compartida por un grupo de !lujos seleccionados. A diferencia de la reserva de eSlilo \VF. el estilo SE permite
a los recepLores explícitamente especificar el grupo de flujos a ser incluidos en la reserva de recursos. Por
ejemplo. 05 personas pueden participar en una audio conferencia, pero sólo una llamada a la vez puede
producirse. En lugar de realizar 5 reservas de 64Kb51-es cada uno. una simple reserva de 64Kbytcs puede ser
hecha para ser compartida por los 5 usuarios. Se puede representar un requerimiento de reserva estilo SE
indicando. una liSia de los flujos (5 1, 52, ) que soportarán una calidad de servicio especificado por jlo\l'spec
en Q. de la manera siguiente: SE ( (SI. S2 •..... ) (Q) )
4.5 Mensajes generados en el Protocolo RSVP
Receiver
Receiver
¡.I•..••....
::::::>=~-~
Router
Res\'
Rcs\'Tcar
PathErr
Sender
Para el funcionamiento del protocolo RSVP. exislen un conjunlO de tipos de mensajes definidos: mensaje de
requerimiento de reserva (Res\'), mensaje de trayectoria (Patli), mensaje de borraJo (PathTear y Res\'Tear),
mensaje de error (ParlzErr y ResrErr) y mensaje de confimlación de reserva (ReS\'Conj). De estos. los dos
primeros son indispensables para el funcionamiento del protocolo R5VP. En la figura 5 se ilustra la dirección de
transmisión de cada uno de ellos. Actualmente. se está definiendo un grupo de mensajes para solucionar algunos
problemas que presenta RSVP allllnm~nl() dt~ ,,~r:mlicado a redes como InLernet.
Path
PathTear
ResvErr
ResvConf
Figura 5. Dirección dc los mcnsajes RSVP
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9.J.5. J. Mensajes de ret¡uerimiellIo de reselTa (Resl') y de trayecTOria (PatlI)
Cada uno de los hOS1S receptores envía mensajes de requerimiento dc reserva (Resl') flujo arriba o IlpsTream
hacia los transmisores. Los mensajes Res\' deben de seguir exactamente la traycclUria inversa que seguirán los
llujos dc JaLOs. Estos mensajes Resl' crean y mantienen el estado de re.H!rl'a (resen'atioll S((lre) en cada uno de
los nodos que dclinc la trayectoria del flujo de datos y deben de ser enviados a todos los host transmisores.
Al inicio. ead3 uno de los hosts transmisores enviará mensajes de trayectoria (Pa/h) Ilujo abajo o dml'1lsTream
hacia los hosts receptores a lo largo de rutas uoicast o mullicast definido por los protocolos de enrulamiento,
atravesando routers y siguiendo la trayectoria que usará el flujo de datos. Los mensajes Parh almacenarán el
estado de trayectoria (parh .Hale) en cada uno de los nodos de la trayectoria que seguirá el flujo de datos. El
esrat!o de TrayeCToriadebe de incluir por lo menos la dirección unicast IP del nodo del salto previo (prel'iolls
hop), el cual sení usado para enrular mensajes Resv en la dirección inversa, Es de esta manera como los
reccptores cOllocedn 1<. Lrayectoria futura del !lujo de datos necesario para realizar las reservas de recursos. a
través del envío de los mensajes Res\'.
4.5.2. Mensajes de borrado (reardOlnll1lessage)
Los IIIcll.mj£'.'ide borrado (teardowlJ mes.'iage) eliminan los eSllldo de reserl'{l y c.'llado de rrayeclOria, en el nodo
donde es recibido, de manera inmediata. Existen dos tipos de mensajes de borrado: PathTear y ReSl'Tear. Los
mensajes PlI1hTear viajan hacia todos los receptores flujo abajo desde su punto de inicio y borra todos los
eSllldos de rrayeclOria así como los esrados de reserra dependientes, a lo largo del trayecto. Los mensajes
Re.n-Tear borran los esrados de reserva y viajan hacia todos los transmisores. flujo arriba desde su punto de
inicio. Los mensajes de borrado pueden ser iniciados en el host transmisor o host receptor como en los routers.
En los routers C0l110 consecuencia de haber transcurrido un tiempo establecido (timc out) sin que lleguen los
mcnsajes de refrcsco (solr srate). Si un mensaje de requerimiento de borrado es perdido. no causará falla en el
protocolo debido a que el estado no usado después de un tiempo estimado (time out) scrá horrado .
.J..5.3 Afellsajes dc' error
Existcn dos tipos dc mensajes de ClTor,PathErr y ResvErr. Los mensajes Par/¡Err son simples, ya que si un error
es encontrado mientras se procesa un mensaje Pat/¡ para crear Ull esrat!o de trayectoria (parh srate) en algún
nodo. un mensaje Pat/¡Err será enviado a los transmisores que originaron este mensaje Path. Los mensajes Par/¡
sólo dan un reporte a las aplicaciones en el transmisor del tipo de error sucedido y la direcci6n IP del nodo donde
sucedió el error (especificado en el objeto ERROR_SPEC). Por otro lado. un mensaje ReslEn' reporta errores en
el proccsamiento de un mensaje Resl' o cuando existe una ruptura espontánea de una reserva y el manejo de los
mensajes Re.\TErr es algo más complejo, Ya que el requerimiento de falla puede ser el resultado de la unión de
un número de requcrimientos. el mensaje Res~'En' debe ser reportado a todos los receptores responsables. La
unión de requerimientos diferentes puede crear un problema denominado "killer resenatioll", en el cual un
requerimiento puede negar servicio a otro.
';.5.'; Mensaje de Reqllerimiemo de COI¡firmaciólI, Re5\'Cm¡f
Mensajes Retil'e",,! son en\"iados a los receptores corno un indicador de que ha sido aceptado un requerimiento
de reserva. Cuando un receptor Ri desea confirmar su requerimiento dc reserva, debe de incluir en su mensaje
Re.H' un objeto de requerimiento de confirmación (RESV _CONFIRtvl) conteniendo la dirección unicast IP del
receptor Ri, Se debed notar que la recepción de un mensaje ResrColllno garantiza que la reserva se ha realizado
adecuadamcnte, solo indica una gran probabilidad que esto ha)'a sucedido.
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-1.6 Formato del proroc% RSVP
Como es conocido, un datagrama IPv6 dispone de una cabecera básica de 40 bytes, caheceras opcionales de
longitud variable y un campo de carga útil donde se aloja el protocolo de la capa superior. Es en este último
lugar, dentro del datagrama IPv6, donde Jos mensajes RSVP son alojados para ser transportados por la red de
redes. Además, tanto la cabecera básica IP\'6 como las cabeceras opcionales. en el caso de estar presentes.
disponen de un campo de 8 bits denominado cabecera siguiente. que indica el tipo de cahecera que sigue. Si este
campo loma el valor de 46, indica que la siguiente cahecera es en realidad un mensaje RSVP y está localizado en
la parte final del datagrama IP\'6. En la figura 6 se indica la ubicación de un mensaje RSVP dentro de un
datagrama IPv6. asumiendo la presencia de cabeceras opcionales.
Cabecera Cabecera opcional ••• 46 Cabecera Mens.lje RSVP
IPv6 opcional
Cabecera Cabeceras opcionales PDU del nivel de transporte
básica
Figura 6. Ubicación de un mensajc RSVP
Un mensaje RSVP presenta una cabecera RSVP común, seguido por un conjunlo de objetos RSVP. cada uno de
longitud variable. En los objclOs RSVP se especifica por ejemplo. la sesión tanto en IPv4 como IPv6. la
dirección IP del routcr previo. frecuencia de refresco de los mensajes Parh y Resv. estilo de reserva (\VE FF ()
SE), entre otros. En la figura 7 se ilustra con uetallc el formato de un mensaje RSVP dentro de un dalagrama
IPv6, sin ninguna cabecera opcional.
4.6./ Cabecera RSVP
Cada mensaje RSVP presenta una cabecera común conformado por campos definidos y por definir o en reserva.
• El campo Versión. de 4 bits, indica la versión del protocolo RSVP; actualmente en l.
• El campo Indicador oflags, de 4 bits, aun no está definido y está reservado 'para futuros USOS!l].
• El campo Tipo de mensaje o IUsg Type, de 8 bits, identifica el lipa de mensaje RSVP que es enviado en el
datagrama IPv6. estos pueden ser: mensaje de trayectoria Path. mensaje de requerimiento de reserva Re.H'.
mensaje de error de trayectoria ParhErr, mensaje de error de reserva ResrErr. mensaje de borrado de
trayectoria ParhTellr. mensaje de borrado de ,reserva Res\'Tear y mensaje oc confirmación de reserva
Re!JTConj Los valores que toma este campo son inoicados en la Tabla 1.
[11 Al momento de escrihir es le anículo se eslá proponiendo algunos indicadort's t'n este eampo para solucionar el probh:ma dt' l<l
cscalabilidad. l.k tal manera que RSVP st'a posible en redes comO la Interne!.
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Tabla I Campo Tipo RSVP (*)
Campo Tipú RSVP rTipo denlCnsaje
Path
Resv
Path.Err
Path Tear
ResvTear
ResvConf
2
3
4
5
6
7
(*) Existen otros campos en plena definición
• El campo Chequeo de suma RSVP o RSVP Checksulll, de 16 bits, representa el complemento a uno de la
sUllla del mensaje, con el campo Chequeo de suma RSVP colocado inicialmente a cero para el propósito del
cómputo de este campo. Si este campo es colocado a cero, significa que ningún chequeo de suma fue
calculado y enviado.
o 4 8 12 6 4 31
Versión Clase de Etiqueta de flujo
l~ngitudde la carga útil
Dirección origen
limite de
4
O
Dirección destino
Longitud dol objeto (bytes)
Longitud RSVP
B
Y
1
e
te-Tipo
Chequeo de suma RSVP
Clase.Num
ReselVadoSend_TTL
Cabecera
IP
Cabecera
RS P
Contenido del objeto Objeto 1
•
J\1ensaje
R,VP Objetos
RSVP Longitud del objeto (bytes)
•
Clase-Num e-Tipo t
Contenióo del objeto
Longitud del objeto (bytes] Clase-Num e-Tipo
bjela 0.1
Contenido del objeto
¡Objeto n
Figura 7. Formato de un mensaje RSVP
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• El campo Selld_TTL, de 8 bits, es el valor IP lTL con el cual el mensaje fue enviado, El protocolo RSVP
puede detectar saltos que no soportan RSVP comparando el valor IP ITL con el cual un mensaje PllIh fue
enviado con el valor ITL recibido.
• Campo Resen'ado. de 8 bits. será utilizado para futuras aplicaciones.
• El campo Longitud RSl'P {}RSVP Lellgtlr, de 16 bits, conrienc la longitud total, expresada en bytes. del
mensaje RSVP; es decir. incluyendo tanto la cabc(:cra RSVP como los objetos de longitud variable que
siguen a esta cabecera.
Los siguientes bytes del mensaje RSVP corresponden a los objetos. quienes llevarán los requerimientos
necesarios para estahlcccr la reserva de recursos deseada. Para cada uno de los tipos de mensajes definidos en
RSVP. existe un conjunto dc objetos asociados .
.1,6,2 Objetos RSVI'
Cada uno de los objetos presenta una cabecera de 32 hits de longitud. con 3 campus definidos: Lol/giwd del
objeto o Lel/gth. NÚlIIl'rO de clase o elaH-NI/1/l y Tipo de clase o C~r.'pe. y una región de longitud variable que
contienc el objeto en sí. El campo Longitud del objeto o Length. de 16 bits. indica la longitud total del objcto
expresado en bytes y debe ser un múltiplo de 4. El mínimo valor asignado a este campo es 4 (sólo la cabecera del
objelO) y el máximo valor es de 65532 bytcs (m.íxima longitud del contenido del objcw dc 65528 bytes). Los
campos Número de c1mieo Class.Nul1J y Tipo de e/lIse o C-Type. ambos de 8 bits, identifican los diferentes tipos
de objetos. Estos dos campos debcn de ser usados en forma conjunta para identificar a cada uno de los ohjetos.
Cada uno de los objetos tiene un nombre y actualmente se tiene definido los siguientes tipos de objetos: NULL.
SESSION, RSVP_HOP, INTEGRITY, T1ME_VALUES, ERROR_SPEC, SCOPE, STYLE, FLOWSPEC,
PILTER_SPEC, SENDER_ TEMPLATE, SENDER_ TSPEC, ADSPEC, POLlCY _DATA y RSV_CONFIRM,
El análisis de cada uno de estos objetos escapa al presente artículo. Como referencia se muestra sólo los objetos
STYLE y T1ME_VALUES,
• STYLE.- El campo Class.NufIl estará siempre en 8 y el campo C_T.rpe en 1. En este objeto se deline el
estilo de rcserva. En la figura 8 se ilustra este objeto. El campo Indicadores. de 8 hits, está aun por definir.
El campo vector de opción, de 24 bits, define el estilo de reserva. Los valores de éste vcctor de detallan en
la figura 9. El ohjeto STYLE es requerido por el mensaje Res\'.
Figura 8 Objeto STYLE
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Scndcr
Sclcc(ion
Sharing
ControlReservado para futuros usos
_____________ A~____________ 1_~{ y--.-----.
Sharing Control Sender Selet.:lion Control
00 Reservado
01' Reserva diferente (distincI)
10 Reserva compartida (s!Jared)
11 Reservado
000 Reservado
001 Indiferente (ll'Utlcard)
OIO Explíciro (Explicir)
O11 Reservado
100 Reservado
101 Reservado
110 Reservado
111 Rcservadu
Figura 9. Vector de opci6n
• TI:'\IE_ VALUES.- El campo C/oss-Nulll estará siempre en 5 yel campo C_T..'"pe en J. como se iluslra en la
figura 10. Contiene el valor para el periodo de refresco R usado por el que crea el mensaje Palh o Res\', El
valor del periodo de refresco ,está expresado en milisegundos.
longitud del objeto =8 bytes I Class.Num= 5 I C-Type= 1
Periodo de refresco R
Figura 10 Objeto TIME_ VALUES
V. OBSERVACIONES DEL PROTOCOLO RSVP
Aunque del protocolo RSVP es presentado para ohtener una mejor reserva de recursos en la Internet. su uso en
gran escala presenta algunas ohservaciones. Existen tres factores, indicados en la RFC 2208 (rvIAN97]. que
hacen que RSVP todavía se encuentre en fase de consolidación: escalabilidad, seguridad y políticas de control.
5./ Escalabilidad
Por cada sesión (grupo de !lujos de dalos con un destino en particular) establecida en la red. en cada uno de los
roulers que soportan RSVP se dchcr::ín crear y mantener el estado de reserva (resermtiml .Hlue) y el estado de
trayectoria (par/¡ srme), a través del envío de los mensajes Res\' y Par/¡ respectivamente. En una red. cuando m::Ís
sesiones se establezcan. Ill•.ls mensajes se irán generando y transmitiendo; cs decir. cuando m;:ls aplicacioncs
solicitcn reservar recursos dc la red más mensajes propios del protocolo RSVP se irán generandn. sobrecargando
la rcd. Más aun. cn aplicacioncs bidireccionalcs. como \'OZ sohre IP (VoIP). se deherán rcscr"ar recursos para
cada uno de los sentidos de Cll\'ío de los datos. ya que RSVP sólo rcscr"a recursos en UIl sólo sentido. Por
ejemplo, si un Pro\'t~edor de Ser"icios de Internet (l5P) ofrece telefonía sohre IP y en un momento determinado
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existen 1000 llamadas cursadas (2000 flujos) circulando a través de los mutees, se debed mantener el estado en
cada uno de los mutees para los 2000 Hujas, a parte de los flujos correspondiente a los datos de voz.
5.2 Seguridad
El RSVP establece estados distribuidos a lo largo de los mutees y hOSls 'en una red, para reservar recursos e
implementar la Internet de servicios integrados. Esto origina, que diferentes usuarios puedan accesar a la red de
manera preferencial para solicitar reservas de recursos. Un requisito que se impone en RSVP es que cualquier
tipo de modificación en la solicitud de reserva dcha ser evitada y de suceder. detectada inmcdialamentc. Esto cs.
la reserva de recursos en la red no sólo dcpcndcr~í de los recursos disponibles dc la red. sino también del
cumplimiento satisfactorio de todos los mecanismos de protección en la transmisión de los mensajes RSVP entre
nodos vecinos; evitando de esta manera el robo de servicios en la red. Aunque el requisilO de seguridad no es
exclusivo de RSVP, aquí se hace muy necesario ya que la calidad solicitada por los diferentes usuarios estará
relacionado a un costo. Una solución propuesta a este problema es la definición del objeto INTEGRITyllJ que
serán transportados por los mensajes RSVP. Este objeto es utilizado para encriptar los JalOs que sirven de
autcnticación el nodo origen y para vcrificar el contenido de los mensajes RSVP.
5.3 Polflicns de C01l1rol
Una vez establecido el protocolo de reserva de recursos para establecer diferentes servicios. el problema de
política de control está relacionado en quien puede o no realizar las reservas. A la fecha. la especificación del
prolOcolo RSVP define mecanismos para el transporte de información de políticas a lo largo de las reservas. Pero
estas especificaciones no delincn las políticas en sí. Para abordar este tema. se ha definido el objeto
POLlCY _DATA para decidir si una reserva es administrativamente permitida. Lo que se trata es de evitar que
cada empresa tenga que definir y usar sus propios mecanismos de políticas.
VI. ASI'ECTOS RECIENTES DEL PROTOCOLO RSVI'
El problema de escalabilidad de RSVP en los routers es hoy en día un aspecto muy crítico ya que RSVP
establece un estado por cada Hujo en cada uno de los routers de una red. Obviamente, el problema es aun más
crítico en el centro de una gran red. como es el caso de la Internet, donde la densidad de flujo es muy alta.
Actualmente. se propone agrupar los mcnsajes RSVP en dos tipos: mensajes Trigger () de disparo (triggcr
messages) y mensajes Refresh () de refresco (refresh messages). Los mensajes Trigger son generados por un
hos( o router debido a un cambio de estado; es decir establecen estados () IIcvan cualquier tipo de información
que no han sido transmitidas previamcnte. Estos mensajes Trigger incluyen mensajes de aviso de nuevos estados.
un cambio de rula que alteró la trayectoria de reserva () una modificación de reserva por un router flujo abajo.
Los mensajes Refresh actualizan estados previamente establecidos y contienen casi los mismos objetos y la
misma información como el mensaje que fue previamente transmitido, la excepción está relacionado con la
seguridad e indicadores que permitcn diferenciar los mensajes Refresh. Por ejemplo, si el demonio RSVP de un
router cae y re-inicia, este router perderá toda la información de estado RSVP. Sin embargo, desde que sus
routcrs vecinos envían copias de la información de los estados periódicamente, el routcr puede recuperar los
estados perdidos dentro de un intervalo de refresco. Sólo los mensajes Parh y Resl' pueden formar los mensajes
Re/resil.
En [BER99-2] se proponen algunas solul.:iones al problema de la sobrecarga y eonl1abilidad de la red. que
presenta el Protocolo RSVP en la generación de mensajes de refrescos. En primer lugar. es necesario agrupar los
diferentes mens ajes en uno nuevo denominado mensaje de paqueles RSVP (RSVP lJwuJle MCJ5nge) para reducir
los mcnsaJes de refrescos. Tres nuc\'os ohjetos son definidos: r-..tESSAGES_ para reducir el
[11 En hllp://www.ietf.orglimemet-drJftsltlrah-il:tf-rwp.1I1t15-0S.lxt S~ encuentra los primcro:'>aspt:CIOS de-se-~urid;}d
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procesamiento de los mensajes de refrescos y permitir a los reccplOres una fácil identificación de un mensaje que
no cambia, MESSAGE_ID ACK para soportar acuse de recibo y confiabilidad en el envío de mensajes RSVP y
MESSAGE_ID NACK para delectar los mensajes perdidos. Además, se define un mensaje resumen de refresco
para habilitar el estado de: refresco sin lransmitir el mensaje de refresco íntegramente, mienIras se manrenga la
disponibilidad de RSVP de indicar cuando un estado es perdido o cuando los siguientes saltos cambian. A la
fecha. todas estas soluciones están en pleno análisis y se espera que con las pruebas que se realicen en los
laboratorios. se consoliden este nuevo enfoque para mejorar la escalabilidad del protocolo RSVP.
a(ro aspecto a solucionar es el uso del protocolo RSVP con IPv6 haciendo uso del concepto de etiqueta de Ilujo.
En IPv6, se define [D6E98} un campo de 20 bits denominado etiqueta de flujo que permite asignar a cada
datagrama una etiqueta para que los diferentes routers dc la red puedan (ratarlos adecuadamente. El protocolo
RSVP puede utilizar esta etiqueta de nujo para ofrecer mayor calidad de servicio bajo redes IPv6. A la fecha
existe una incongrucncia entre el campo definido en el protocolo IPv6 (20 hits) y el campo definido en uno de los
objetos que maneja la etiqueta de nujo (de 24 hits). En el draft [BER99-1] se plantea una soluci6n.
VII. CONCLUSIONES
La Internet actual es una red de "mejor esfuerzo" (best ejfort) y la presencia Je nucvas aplicaciones en tiempo
real como vidcoconfcrencia y telefonía en IP está ohligando a la Internet actual que ofrezca un servicio más
optimo que el bes! ejJo/"t. La IETF tiene C0l110 meta mejorar la arquitectura de servicios de la In(ernet. desde una
red de bes! eJJo/"ta una red de sen'icios inlegrados (lmServ). En esta úhima arquitectura. las aplicaciones
deberán ser capaces de requerir diferentes clases de servicios y reservar recursos tanto en los routers como en los
hosts, utilizando reserva de recursos entre los extremos. En la IntServ, se ha definido dos clases de servicios:
Senicios Garantizados (GS. Guaranteed Sen'ice) y Sen'icios de Carga Controlada (CLS, COJl1ro//ed Load
Sen-ice ).
El protocolo encargado 'de transmitir los requerimientos de reserva desde las aplicaciones hacia los routers, es
RSVP. En RSVP se define un conjunto de mensajes que transportan objetos donde se especifica tanto la calidad
de servicio que una aplicación en el transmisor desea esperar. C0l110 los requerimientos solicitados por las'
aplicaciones en los receptores. El proceso de reserva de recursos se inicia cuando una aplicación en el transmisor
envía un mens¡~e Par!I a los receptores. llevando información del tráfico que el transmisor desea e información
de los diferentes routers, Cuando los mensajes Par!I llegan al receptor, la aplicación en los receptores los
interpreta y genera los mensajes ReSl' que son enviados hacia los transmisores y en cada uno de los routers, en el
trayecto hacia el destino, reservará los recursos con la QoS deseada. Todo el proceso de reserva termina cuando
el mensaje ReSl' llega a las aplicaciones en los transmisores,
Los problcmas de escalabilidad. seguridad y control de políticas que presenta RSVP están siendo abordadas en la
actualidadll1. Estos inconvenientes, y otros que puedan surgir, son más manejables en redes Intranet o en
limitados Proveedores de Servicio de Intcrnet (lSP) con aplicaciones de tiempo real. El siguiente sallo será. con
todos estos prohlemas resueltos. el uso de RSVP en la Internet.
Se espera, en un futuro cercano, con la puesta en funcionamiento del protocolo RSVP. se logre mejorar la calidad
de servicio de la Internet tanto para entornos unicast como mullicast. Permitiendo que aplicaciones. como
videoconferencias y voz sobre IP, sean transmitidas con la calidad necesaria. haciendo posible el uso masivo de
la Internet en áreas como la medicina (tele-medicina) y la educación (tcle-educación).
(1] Las nue\'as propueSI:lS en pkn:l discusión sobre el prolocolo RSVP. :lsí como de olros lem:lS lekmátícos, se encucnlran disponibles en
dr:lft. EslOs pueden ser ohlenidos en hllp:llw,,"w.ietf.orglinlemel-draftsl
L••1S propuest:ls ya aceptadas por consenso. sc encuenlran disponibles en RFC (Requesl For COIllIHcnt). Los RFC pueden ser oblení¡Jos
en ftp:/lftp.dil.uPIll.es/ttlirrors/ftp.ri~.nel!rfc/ o en ftp:/lflp.isi.edu/in-nolcs/ .
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