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A SEMIDEFINITE PROGRAMMING APPROACH TO
A CROSS-INTERSECTION PROBLEM WITH MEASURES
SHO SUDA, HAJIME TANAKA, AND NORIHIDE TOKUSHIGE
Abstract. We present a semidefinite programming approach to bound the measures
of cross-independent pairs in a bipartite graph. This can be viewed as a far-reaching
extension of Hoffman’s ratio bound on the independence number of a graph. As an
application, we solve a problem on the maximum measures of cross-intersecting families
of subsets with two different product measures, which is a generalized measure version of
the Erdo˝s–Ko–Rado theorem for cross-intersecting families with different uniformities.
1. Introduction
The Erdo˝s–Ko–Rado (EKR) theorem [4] has many generalizations and extensions; see,
e.g., [3, 6, 7, 17, 10]. In this paper, we focus on the following measure version due to
Fishburn, Frankl, Freed, Lagarias, and Odlyzko [5] concerning intersecting families of
subsets. Let n be a positive integer, and let Ω := 2[n], where [n] := {1, 2, . . . , n}. We call
p = (p(1), . . . , p(n)) a probability vector if 0 < p(ℓ) < 1 for all ℓ ∈ [n]. Let µp be the product
measure on Ω with respect to p defined by
µp(U) :=
∑
x∈U
∏
ℓ∈x
p(ℓ)
∏
k∈[n]\x
(1− p(k)) (U ⊂ Ω).
Note that µp is a probability measure on Ω, i.e., µp(Ω) = 1. We say that a family of
subsets U ⊂ Ω is intersecting if x ∩ y 6= ∅ for all x, y ∈ U .
Theorem 1 (Fishburn et al. [5]). Let µp be the product measure defined above, and assume
that p(1) = max{p(ℓ) : ℓ ∈ [n]}, and that p(ℓ) 6 1/2 for ℓ > 2. If U ⊂ Ω is intersecting,
then µp(U) 6 p
(1). Moreover, if p(1) > p(ℓ) for ℓ > 2, then equality holds if and only if
U = {x ∈ Ω : 1 ∈ x}.
We extend Theorem 1 to cross-intersecting families. Throughout the paper (except in
Section 2), we use the following notation. Let Ω1,Ω2 be distinct copies of Ω. For i = 1, 2,
let pi = (p
(1)
i , . . . , p
(n)
i ) be a probability vector. For notational convenience, we set
pi := p
(1)
i .
Let µi := µpi be the product measure on Ωi with respect to pi. We say that U1 ⊂ Ω1, U2 ⊂
Ω2 are cross-intersecting if x ∩ y 6= ∅ for all x ∈ U1, y ∈ U2. For i = 1, 2, and ℓ ∈ [n], let
U
(ℓ)
i := {x ∈ Ωi : ℓ ∈ x},
which is an intersecting family with µi(U
(ℓ)
i ) = p
(ℓ)
i .
Our main result is as follows:
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Theorem 2. Let µ1, µ2 be the product measures defined above, and assume that
(1) pi = max{p(ℓ)i : ℓ ∈ [n]} (i = 1, 2),
and that p
(ℓ)
1 , p
(ℓ)
2 6 1/2 for ℓ > 2. If U1 ⊂ Ω1, U2 ⊂ Ω2 are cross-intersecting, then
(2) µ1(U1)µ2(U2) 6 p1p2.
Moreover, unless p1 = p2 = 1/2 and |w| > 3, equality holds if and only if U1 = U (ℓ)1 , U2 =
U
(ℓ)
2 for some ℓ ∈ w, where
(3) w = wp1,p2 :=
{
ℓ ∈ [n] : (p(ℓ)1 , p(ℓ)2 ) = (p1, p2)
}
.
EKR theorems for cross-intersecting families were previously studied, e.g., by Pyber
[13] and Matsumoto and Tokushige [12] for uniform families of subsets, and by Suda and
Tanaka [15] for uniform families of subspaces. It should be remarked that if we apply
Theorem 2 to the situation of Theorem 1 with p1 = p2 = p and U1 = U2 = U , then the
result is in fact stronger than Theorem 1, especially when p(1) < 1/2. Theorem 2 also
generalizes several known results. For example, Tokushige [18] obtained the bound (2)
under the following additional assumption:
1
2
> p
(1)
1 = · · · = p(n)1 ,
1
2
> p
(1)
2 = · · · = p(n)2 .
Recently, Borg [1] proved Theorem 2 in the following two cases:
(i) p
(ℓ)
1 = p
(ℓ)
2 = 1/mℓ for some integers mℓ (ℓ ∈ [n]) with 2 6 m1 6 m2 6 · · · 6 mn;
(ii) p
(ℓ)
1 = 1/mℓ, p
(ℓ)
2 = 1/m
′
ℓ for some integers mℓ, m
′
ℓ (ℓ ∈ [n]) with 3 6 m1 6 m2 6
· · · 6 mn and 3 6 m′1 6 m′2 6 · · · 6 m′n.
His proof is based on the shifting technique, and assuming that p1,p2 are decreasing
sequences, as in (i) and (ii) above, seems inevitable to ensure that measures do not
decrease while shifting.
We now comment on the exceptional cases in Theorem 2. Indeed, when p1 = p2 = 1/2
and |w| > 3, the pairs U (ℓ)1 , U (ℓ)2 with ℓ ∈ w are not necessarily the only cross-intersecting
families having p1p2 = 1/4 as the product of measures. The following two examples
illustrate some other structures with this property:
Example 1. Assume that n > 3. For i = 1, 2, let Ui = {x ∈ Ωi : |x ∩ [3]| > 2}. Then,
U1, U2 are cross-intersecting. If p
(ℓ)
1 = p
(ℓ)
2 = 1/2 for ℓ ∈ [3], then µ1(U1)µ2(U2) = 1/4.
Example 2. Assume that n > 4. For i = 1, 2, let Ui = {x ∈ Ωi : x ∩ [4] ∈ Ci}, where
C1 :=
{{1, 2}, {3, 4}, {1, 3}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4}},
C2 :=
{{1, 4}, {2, 3}, {1, 3}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4}}.
Then, U1, U2 are cross-intersecting, but neither U1 nor U2 is intersecting. If p
(ℓ)
1 = p
(ℓ)
2 =
1/2 for ℓ ∈ [4], then µ1(U1)µ2(U2) = 1/4.
There might be several directions to extend Theorem 2. The following conjecture would
be one of the most interesting possible extensions in the sense that, if true, each family
in the optimal case is intersecting, but not necessarily measure maximal.
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Conjecture 1. Theorem 2 still holds if we replace the condition (1) with
(4) p1p2 = max
{
p
(ℓ)
1 p
(ℓ)
2 : ℓ ∈ [n]
}
,
where we understand in this case that w =
{
ℓ ∈ [n] : p(ℓ)1 p(ℓ)2 = p1p2
}
.
The following result supports Conjecture 1:
Theorem 3. Let µ1, µ2 be the product measures defined above, and assume that (4) holds
(instead of (1)), and that p
(ℓ)
1 , p
(ℓ)
2 6 1/3 for ℓ ∈ [n]. If U1 ⊂ Ω1, U2 ⊂ Ω2 are cross-
intersecting, then (2) holds. Moreover, equality holds in (2) if and only if U1 = U
(ℓ)
1 ,
U2 = U
(ℓ)
2 for some ℓ ∈ w, where w is as in Conjecture 1.
We also conjecture that the optimal structure in Theorem 2 has a stability, namely, if
U1 ⊂ Ω1, U2 ⊂ Ω2 are cross-intersecting and µ1(U1)µ2(U2) is close to p1p2, then they are
‘close’ to the pair U
(ℓ)
1 , U
(ℓ)
2 for some ℓ ∈ [n] in the following sense:
Conjecture 2. Let µ1, µ2 be the product measures as above, and assume that (1) holds. If
p1, p2 < 1/2, then there exists a constant c = c(p1, p2) such that, for any cross-intersecting
families U1 ⊂ Ω1, U2 ⊂ Ω2 with
µ1(U1)µ2(U2) > (1− ε) p1p2,
there is an ℓ ∈ [n] such that
max
{
µ1(U1△U (ℓ)1 ), µ2(U2△U (ℓ)2 )
}
< c
√
ε.
See [8] for more about stability. Conjecture 2 is true if all the p
(ℓ)
i are the same; see [20].
Our proofs of Theorem 2 and Theorem 3 are algebraic in nature, and are based on
semidefinite programming (SDP). Algebraic/spectral techniques have been quite success-
ful in proving EKR type results; see [10]. Let G be a regular graph. (All the graphs we
consider in this paper are finite and simple.) Let λmax and λmin be the largest and the
smallest eigenvalues of the adjacency matrix of G. Recall that U ⊂ V (G) is independent
if no two vertices in U are adjacent. Hoffman’s famous ratio bound states that
|U |
|V (G)| 6
−λmin
λmax − λmin
provided U is independent. The ratio bound is derived easily by giving a feasible solution
to (the dual of) an SDP problem defining Lova´sz’s theta function [11]; see also [2, 14, 9].
Wilson [21] used the theta function to refine the original EKR theorem [4].
Now, let G be a biregular bipartite graph with bipartition V (G) = Ω1⊔Ω2 (where Ω1,Ω2
are arbitrary finite sets), so the degrees are assumed to be constant on each of Ω1,Ω2. We
say that U1 ⊂ Ω1, U2 ⊂ Ω2 are cross-independent if there are no edges between U1 and
U2. Using the largest two singular values σ1 > σ2 of the bipartite adjacency matrix (i.e.,
one of the off-diagonal blocks of the adjacency matrix) of G, we have√
|U1||U2|
|Ω1||Ω2| 6
σ2
σ1 + σ2
provided U1, U2 are cross-independent. There are several cases where this upper bound is
sharp; see [19, 20]. This bound can again be strengthened via SDP, and Suda and Tanaka
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[15] used this approach to obtain a sharp EKR type bound for cross-intersecting families
of subspaces mentioned earlier.
In this paper, the graph we shall consider is the bipartite disjointness graph G with
bipartition V (G) = Ω1 ⊔ Ω2, where Ω1 = Ω2 = 2[n] as in Theorem 2, and x ∈ Ω1, y ∈ Ω2
are adjacent if and only if x ∩ y = ∅. Thus, that U1 ⊂ Ω1, U2 ⊂ Ω2 are cross-intersecting
is equivalent to saying that they are cross-independent in G. In Section 2, we present
a general scheme to bound the measures of cross-independent pairs in a bipartite graph
using SDP; see Theorem 4. In Section 3, we apply the scheme to the bipartite disjointness
graph, and prove Theorem 2 by constructing an appropriate feasible solution to the dual
of the corresponding SDP problem. To be more precise, it follows that this approach is
applicable to the case where p1, p2 6 1/2, and when p1 > 1/2 or p2 > 1/2, we employ some
combinatorial arguments to reduce to the former case. In Section 4, we include a proof of
Theorem 3, which is a slight modification of the proof of Lemma 1 from Subsection 3.1.
We end Introduction with some comments about the assumption in Theorem 1 that
p(ℓ) 6 1/2 for ℓ > 2. Indeed, we were unable to verify whether or not the condition ℓ > 2
is best possible. Here, we bravely conjecture the following:
Conjecture 3. Let µp be the product measure as in Theorem 1, and assume that p
(1) =
max{p(ℓ) : ℓ ∈ [n]}, and that p(ℓ) 6 1/2 for ℓ > 3. If U ⊂ Ω is intersecting, then
µp(U) 6 p
(1). Moreover, if p(1) > p(ℓ) for ℓ > 3, or if p(1) < 1/2, then equality holds if
and only if U = {x ∈ Ω : ℓ ∈ x} for some ℓ ∈ [n] with p(ℓ) = p(1).
If this conjecture is true, then the assumption that p(ℓ) 6 1/2 for ℓ > 3 is best possible,
as the following example shows:
Example 3. Let p = (p(1), . . . , p(n)) be such that p := p(1) = p(2) = p(3) > 1/2, and let
U = {x ∈ Ω : |x ∩ [3]| > 2}. Then U is intersecting, and µp(U) = p3 + 3p2(1− p) > p.
2. An SDP problem for a general cross-intersection problem
We restate our problem of bounding the measures of cross-independent pairs in a bi-
partite graph as an SDP problem. See, e.g., [16, 9] for more about SDP in general.
We list some notation we will use. Let Ω1,Ω2 be non-empty finite sets, and let Ω̂ :=
Ω1 ⊔ Ω2. Let G be a (not necessarily biregular) bipartite graph with bipartition V (G) =
Ω̂ = Ω1 ⊔ Ω2. For two vertices x, y ∈ Ω̂, we write x ∼ y if and only if x, y are adjacent.
For i = 1, 2, let µi be a probability measure on Ωi.
Let RΩ̂×Ω̂ be the set of real matrices with rows and columns indexed by Ω̂, and let RΩ̂
be the set of real column vectors with coordinates indexed by Ω̂. The sets RΩi×Ωj and
R
Ωi are similarly defined. Let Ji,j ∈ RΩi×Ωj be the all ones matrix. For x ∈ Ωi, y ∈ Ωj , let
Ex,y ∈ RΩi×Ωj be the matrix with a 1 in the (x, y)-entry and 0 elsewhere. Let ∆i ∈ RΩi×Ωi
be the diagonal matrix whose (x, x)-entry is µi({x}) for x ∈ Ωi. Let SRΩ̂×Ω̂ be the set of
symmetric matrices in RΩ̂×Ω̂. We write Y • Z := trace(Y TZ) for Y, Z ∈ RΩ̂×Ω̂.
Now, suppose that U1 ⊂ Ω1, U2 ⊂ Ω2 are cross-independent in G. We are looking for
an upper bound on µ1(U1)µ2(U2), so that we may assume that µ1(U1) > 0 and µ2(U2) > 0
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without loss of generality. Let xi ∈ RΩi be the characteristic vector of Ui, and let
X = XU1,U2 :=
 1√µ1(U1)x1
1√
µ2(U2)
x2
 1√µ1(U1)x1
1√
µ2(U2)
x2
T ∈ SRΩ̂×Ω̂.
Note that X is a feasible solution to the following SDP problem with objective value√
µ1(U1)µ2(U2):
(P): maximize
[
0 1
2
∆1J1,2∆2
1
2
∆2J2,1∆1 0
]
•X
subject to
[
∆1 0
0 0
]
•X =
[
0 0
0 ∆2
]
•X = 1,[
0 Ex,y
Ey,x 0
]
•X = 0 for x ∈ Ω1, y ∈ Ω2, x ∼ y,
X < 0, X > 0,
where X ∈ SRΩ̂×Ω̂ is the variable, and X < 0 (resp. X > 0) means that X is positive
semidefinite (resp. nonnegative). The dual problem is then given by
(D): minimize α+ β
subject to S :=
[
α∆1 −12∆1J1,2∆2−1
2
∆2J2,1∆1 β∆2
]
+
∑
x∼y
γx,y
[
0 Ex,y
Ey,x 0
]
− Z < 0,
Z > 0,
where α, β, γx,y ∈ R, and Z ∈ SRΩ̂×Ω̂ are the variables, and the sum is over x ∈ Ω1,
y ∈ Ω2 with x ∼ y. Indeed, for any feasible solutions to (P) and (D), we have
α + β −
[
0 1
2
∆1J1,2∆2
1
2
∆2J2,1∆1 0
]
•X =
[
α∆1 −12∆1J1,2∆2−1
2
∆2J2,1∆1 β∆2
]
•X
>
(
−
∑
x∼y
γx,y
[
0 Ex,y
Ey,x 0
]
+ Z
)
•X
= Z •X
> 0.
In particular, α + β is an upper bound on
√
µ1(U1)µ2(U2). We also note that feasible
solutions to (P) and (D) are both optimal if and only if S • X = Z • X = 0. (By [16,
Theorem 4.1], there is no duality gap in this case.) In summary, we have the following:
Theorem 4. Let G be a bipartite graph with bipartition V (G) = Ω̂ = Ω1 ⊔ Ω2, and
let µi be a probability measure on Ωi for i = 1, 2. Suppose that U1 ⊂ Ω1, U2 ⊂ Ω2 are
cross-independent in G. If (α, β, γx,y, Z) is feasible in (D), then
µ1(U1)µ2(U2) 6 (α + β)
2.
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3. Proof of Theorem 2
Let q
(ℓ)
i := 1− p(ℓ)i for i = 1, 2, and ℓ ∈ [n]. We also set qi := q(1)i = 1− pi. Throughout
the proof, we shall always assume without loss of generality that
p1 > p2.
The proof of Theorem 2 consists of four parts. First, we prove the bound (2) when
p1 6 1/2, based on the SDP method developed in Section 2. Second, we exploit the duality
of SDP further to prove a lemma which enables us to reduce the proof of Theorem 2 when
p1 6 1/2 to the case where w = [n]. Third, we complete the proof of the theorem when
p1 6 1/2. Finally, we prove Theorem 2 when p1 > 1/2.
3.1. Proof of the bound (2) when p1 6 1/2. Recall that the bipartite disjointness
graph G has bipartition V (G) = Ω1 ⊔Ω2 with Ωi = 2[n] (i = 1, 2), and x ∈ Ω1, y ∈ Ω2 are
adjacent if and only if x∩y = ∅. We apply Theorem 4 to this graph with α = β = √p1p2/2
to prove the following:
Lemma 1. If p1 6 1/2, then (2) holds.
The rest of this subsection is devoted to the proof of Lemma 1, so we assume from now
on that p1 6 1/2. We will find appropriate γx,y and Z in two steps: the case n = 1 and
the general case n > 2. It is somewhat surprising that the initial case is more essential,
and the general case follows easily from a tensor product construction.
We start with the case n = 1. In this case, we can quickly verify that the following is
a feasible solution to (D) with objective value
√
p1p2:
α = β =
√
p1p2
2
, γ∅,∅ =
q1q2
2
, γ∅,{1} =
q1p2
2
, γ{1},∅ =
p1q2
2
, Z = 0.
This solution is obtained by simply letting the positive semidefinite matrix S in (D) have
as less nonzero entries as possible. However, in order to construct feasible solutions for
general n, we incorporate an idea of Friedgut [8].
Let ci :=
√
pi/qi, and define
Ai,j :=
[
1− pj
qi
pj
qi
1 0
]
, Di,j :=
[
1 0
0 −cicj
]
, Vi :=
[
1 ci
1 − 1
ci
]
, ∆i :=
[
qi 0
0 pi
]
,
where the rows and columns are indexed in the order ∅, {1}. Then, it follows that
(5) Ai,jVj = ViDi,j, V
T
i ∆iVi = I (the identity matrix), (∆iAi,j)
T = ∆jAj,i,
from which it follows that
(6) V Ti (∆iAi,j)Vj = Di,j.
Note also that
(7) V Ti (∆iJi,j∆j)Vj = E∅,∅.
Now, we consider a symmetric matrix of the form
(8) S =
[ √
p1p2
2
∆1 − ε1∆1A1,1 η∆1A1,2 − 12∆1J1,2∆2
η∆2A2,1 − 12∆2J2,1∆1
√
p1p2
2
∆2 − ε2∆2A2,2
]
,
A CROSS-INTERSECTION PROBLEM WITH MEASURES 7
where ε1, ε2, η ∈ R and ε1, ε2 > 0. In other words, we take
(9) α = β =
√
p1p2
2
,
∑
x∼y
γx,yEx,y = η∆1A1,2, Z =
[
ε1∆1A1,1 0
0 ε2∆2A2,2
]
.
Since p1 6 1/2 and ε1, ε2 > 0, we have Z > 0. Moreover, by (5), (6), and (7),
[
V T1 0
0 V T2
]
S
[
V1 0
0 V2
]
=

√
p1p2
2
− ε1 0 η − 12 0
0
√
p1p2
2
+ ε1c
2
1 0 −ηc1c2
η − 1
2
0
√
p1p2
2
− ε2 0
0 −ηc1c2 0
√
p1p2
2
+ ε2c
2
2
 .
Thus, S < 0 if and only if[√
p1p2
2
− ε1 η − 12
η − 1
2
√
p1p2
2
− ε2
]
< 0,
[√
p1p2
2
+ ε1c
2
1 −ηc1c2
−ηc1c2
√
p1p2
2
+ ε2c
2
2
]
< 0,
if and only if
0 6 ε1, ε2 6
√
p1p2
2
,(10) (√
p1p2
2
− ε1
)(√
p1p2
2
− ε2
)
>
(
η − 1
2
)2
,(11) (√
p1p2
2
+ ε1c
2
1
)(√
p1p2
2
+ ε2c
2
2
)
> η2c21c
2
2.(12)
Observe that the following form a one-parameter family of solutions to (10), (11), and
(12), which therefore provide feasible solutions to (D) with objective value
√
p1p2 :
(13) ε1 =
p2
p1
ε2 +
(p1 − p2)p2
2
√
p1p2
, η =
p2√
p1p2
ε2 +
q2
2
, 0 6 ε2 6
√
p1p2
2
.
(Recall that we are assuming that p1 > p2.) This proves the bound (2) for the (trivial)
case n = 1. We note that, for the solutions (13), equality is attained in each of (11) and
(12). We also note that just one solution from (13) is enough to prove (2). However,
we will make full use of the one-parameter family of solutions to determine the extremal
structure.
Next, we consider the general case n > 2. Let c
(ℓ)
i :=
√
p
(ℓ)
i /q
(ℓ)
i , and let
A
(ℓ)
i,j :=
[
1− p
(ℓ)
j
q
(ℓ)
i
p
(ℓ)
j
q
(ℓ)
i
1 0
]
,
where the rows and columns are indexed in the order ∅, {ℓ}. We define
Ai,j = A
[n]
i,j := A
(n)
i,j ⊗ A(n−1)i,j ⊗ · · · ⊗ A(1)i,j .
We naturally identify 2{1}×· · ·×2{n} with 2[n], and thus we view the rows (resp. columns)
of Ai,j as indexed by Ωi (resp. Ωj). We also define Di,j = D
[n]
i,j , Vi = V
[n]
i , and ∆i = ∆
[n]
i
in the same manner. Note in particular that ∆i is the diagonal matrix whose (x, x)-entry
is µi({x}) for x ∈ Ωi. With these new matrices we have (5), (6), and (7). Observe also
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that the (x, y)-entry of Ai,j is 0 if x ∩ y 6= ∅ (x ∈ Ωi, y ∈ Ωj). Moreover, if p1 < 1/2 then
the (x, y)-entry is positive whenever x ∩ y = ∅.
Again, we consider the symmetric matrix S defined by (8) where ε1, ε2, and η are given
by (13). Namely, we choose the variables by (9) with the new matrices. Then,[
V T1 0
0 V T2
]
S
[
V1 0
0 V2
]
=
[√
p1p2
2
I1 − ε1D1,1 ηD1,2 − 12E∅,∅
ηD2,1 − 12E∅,∅
√
p1p2
2
I2 − ε2D2,2
]
∼=
⊕
z∈2[n]
S(z),
where Ii ∈ RΩi×Ωi denotes the identity matrix, and we define
S(∅) :=
[√
p1p2
2
− ε1 η − 12
η − 1
2
√
p1p2
2
− ε2
]
, S(z) :=
[√
p1p2
2
− ε1c(z)1,1 ηc(z)1,2
ηc
(z)
2,1
√
p1p2
2
− ε2c(z)2,2
]
(z 6= ∅),
where we are using the following notation:
c
(z)
i,j :=
∏
ℓ∈z
(− c(ℓ)i c(ℓ)j ).
We have already verified that S(∅), S({1}) < 0, so that we now consider S(z) with z 6= ∅, {1}.
By (10), and since
∣∣c(z)1,1∣∣, ∣∣c(z)2,2∣∣ 6 1, the diagonal entries of S(z) are nonnegative. Thus,
S(z) < 0 if and only if
(14)
(√
p1p2
2
− ε1c(z)1,1
)(√
p1p2
2
− ε2c(z)2,2
)
>
(
ηc
(z)
1,2
)2
.
To prove the bound (2), we set ε2 = 0. In this case, using (13) with ε2 = 0, together with
c
(z)
1,1 = (−1)|z|
∣∣c(z)1,1∣∣, (c(z)1,2)2 = ∣∣c(z)1,1∣∣∣∣c(z)2,2∣∣, we rewrite (14) as follows:
p1p2 >
∣∣c(z)1,1∣∣ (q22 ∣∣c(z)2,2∣∣+ (−1)|z|(p1 − p2)p2) .
We note that p/(1 − p) is increasing in p ∈ (0, 1/2], so that p(ℓ)i /q(ℓ)i 6 pi/qi 6 1 for all
ℓ ∈ [n] and i = 1, 2. Thus, if |z| is odd then
(15)
∣∣c(z)1,1∣∣ (q22 ∣∣c(z)2,2∣∣− (p1 − p2)p2) 6 p1q1
(
q22 ·
p2
q2
− (p1 − p2)p2
)
= p1p2,
and if |z| is even then
(16)
∣∣c(z)1,1∣∣ (q22 ∣∣c(z)2,2∣∣+ (p1 − p2)p2) 6 p21q21
(
q22 ·
p22
q22
+ (p1 − p2)p2
)
=
p31p2
q21
6 p1p2.
It follows that S < 0, so that (9) (where ε2 = 0 and ε1, η are given by (13)) provides a
feasible solution to (D) with objective value
√
p1p2. The proof of Lemma 1 is complete.
3.2. Reduction to kernels when p1 6 1/2. For i = 1, 2, E ⊂ Ωi, and z ∈ 2[n], let
E|z := {x ∩ z ∈ Ωi : x ∈ E}. Note that Ωi|z is a copy of 2z in Ωi. Recall w = wp1,p2 from
(3). This subsection is devoted to the proof of the following result:
Lemma 2. Suppose that µ1(U1)µ2(U2) = p1p2. If p1 6 1/2, then
(17) Ui = {x ⊔ y : x ∈ Ui|w, y ∈ Ωi|[n]\w} = Ui|w × Ωi|[n]\w (i = 1, 2).
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(Here, we identify Ωi|w×Ωi|[n]\w with Ωi.) In particular, U1|w, U2|w are cross-intersecting.
Moreover, if p1 = p2 = 1/2, then
∣∣U1|w∣∣ = ∣∣U2|w∣∣ = 2|w|−1.
The cross-intersecting families U1|w, U2|w are called the kernels of U1, U2. We shall
prove the uniqueness of the optimal configuration for U1, U2 as a consequence of the
corresponding result for the kernels; see Subsection 3.3. For the rest of this subsection,
we continue to assume that p1 6 1/2, and retain the notation of Subsection 3.1.
For i = 1, 2, let xi ∈ RΩi be the characteristic vector of Ui, and let v(z)i ∈ RΩi (z ∈ 2[n])
be the column vectors of Vi. The v
(z)
i form a basis of R
Ωi, so that we can write
(18)
1√
µi(Ui)
xi =
∑
z∈2[n]
θ
(z)
i v
(z)
i = ViΘi,
where Θi :=
[
θ
(z)
i
]
z∈2[n] denotes the column vector indexed by 2
[n] whose z-entry is θ
(z)
i
for z ∈ 2[n]. Assume from now on that µ1(U1)µ2(U2) = p1p2, and let X = XU1,U2 be as in
Section 2. Consider the symmetric matrix S with ε2 = 0, and recall that S corresponds
to a feasible solution to (D). Then, we must have S • X = 0 (see the comment before
Theorem 4). Thus, it follows from (18) that
0 = S •X(19)
= S •
([
V1 0
0 V2
][
Θ1
Θ2
][
Θ1
Θ2
]T[
V1 0
0 V2
]T)
=
([
V1 0
0 V2
]
T
S
[
V1 0
0 V2
])
•
([
Θ1
Θ2
][
Θ1
Θ2
]
T
)
=
∑
z∈2[n]
S(z) •
[θ(z)1
θ
(z)
2
][
θ
(z)
1
θ
(z)
2
]
T
 .
Observe that either p
(ℓ)
1 /q
(ℓ)
1 < p1/q1 or p
(ℓ)
2 /q
(ℓ)
2 < p2/q2 if ℓ 6∈ w. Thus, if z 6∈ 2w then
(15), (16) are strict inequalities, i.e., S(z) ≻ 0 (positive definite). It follows from (19) that
θ
(z)
1 = θ
(z)
2 = 0 whenever z 6∈ 2w. Next, let z ∈ 2w. Note that c(ℓ)i = ci := c(1)i for all
ℓ ∈ w. Thus, by definition, the x-entry of v(z)i is given by
∏
ℓ∈z\x c
(ℓ)
i
∏
k∈x∩z(−1/c(k)i ) =
c
|z\x|
i (−1/ci)|x∩z| for x ∈ Ωi. Thus, for x, y ∈ Ωi, the x-entry and the y-entry of v(z)i are
identical whenever x ∩ z = y ∩ z. By these comments, it follows that, for x, y ∈ Ωi, the
x-entry and the y-entry of xi are identical whenever x ∩ w = y ∩ w. Thus, for x ∈ Ωi,
we have x ∈ Ui if and only if x ∩ w ∈ Ui. This proves (17). In particular, we have
Ui|w = Ui ∩ (Ωi|w), so that U1|w, U2|w are cross-intersecting.
Finally, suppose that p1 = p2 = 1/2, and let E := {w\x : x ∈ U1|w}, viewed as a subset
of Ω2|w. Then, U2|w ∩ E = ∅ since U1|w, U2|w are cross-intersecting, and therefore∣∣U1|w∣∣ · ∣∣U2|w∣∣ 6 ∣∣U1|w∣∣ · ∣∣(Ω2|w)\E∣∣ = ∣∣U1|w∣∣ · (2|w| − ∣∣U1|w∣∣) 6 (2|w|−1)2,
with equality if and only if
∣∣U1|w∣∣ = ∣∣U2|w∣∣ = 2|w|−1. On the other hand, it follows from
(17) that µi(Ui) = (1/2)
|w|∣∣Ui|w∣∣ for i = 1, 2. Thus, we have ∣∣U1|w∣∣ · ∣∣U2|w∣∣ = (2|w|−1)2
since µ1(U1)µ2(U2) = (1/2)
2, and this completes the proof of Lemma 2.
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3.3. Proof of Theorem 2 when p1 6 1/2. In this subsection, we prove Theorem 2
under the assumption that p1 6 1/2. To this end, we use Lemma 2 as follows. For the
rest of this subsection, assume that µ1(U1)µ2(U2) = p1p2, and recall (17). For i = 1, 2,
let p′i := (p
(ℓ)
i : ℓ ∈ w). Observe that µi(Ui) = µp′i(Ui|w) for i = 1, 2, so that U1|w, U2|w
(which are cross-intersecting) are optimal with respect to µp′1, µp′2. Thus, we may further
assume in the following that
w = [n],
i.e., p
(1)
i = · · · = p(n)i = pi for each of i = 1, 2. In particular, we now have c(z)i,j = (−cicj)|z|
for z ∈ 2[n], where we recall ci =
√
pi/qi for i = 1, 2.
3.3.1. The case when p1 = p2 = 1/2. Here, we also exclude the case where n = |w| > 3
(cf. Examples 1 and 2). By Lemma 2 (with w = [n]), we have |U1| = |U2| = 2n−1. If
n 6 2 then this is possible only when U1 = U
(ℓ)
1 , U2 = U
(ℓ)
2 for some ℓ ∈ w.
3.3.2. The case when 1/2 = p1 > p2. We carefully look at the proof of Lemma 2 in more
detail (with w = [n]). Recall the matrix S from Subsection 3.1 with ε2 = 0, and note that
ε1 > 0 in this case (cf. (13)). If z ∈
(
[n]
1
)
, then equality holds in (15) and thus in (14), so
that S(z) 6≻ 0 (but S(z) < 0). Similarly, if z ∈ ([n]
2
)
then equality holds in (16) and thus in
(14). On the other hand, if |z| > 3, then since ∣∣c(z)2,2∣∣ = (p2/q2)|z| and p2/q2 < 1, we have∣∣c(z)2,2∣∣ < p2/q2 in (15) if |z| is odd, and ∣∣c(z)2,2∣∣ < p22/q22 in (16) if |z| is even, so that (14) is a
strict inequality, i.e., S(z) ≻ 0. It follows that S(z) ≻ 0 precisely when |z| > 3.
Now, recall the matrix X = XU1,U2. We have S •X = 0, so that it follows from (19)
and the above comments that θ
(z)
1 = θ
(z)
2 = 0 in (18) whenever |z| > 3. In particular,
x1 is a linear combination of the v
(z)
1 with |z| 6 2. For z ∈ 2[n], let y(z) ∈ RΩ1 be the
characteristic vector of the family U
(z)
1 := {x ∈ Ω1 : z ⊂ x}. Observe that the y(z) are
the column vectors of [
1 0
1 1
]
⊗ · · · ⊗
[
1 0
1 1
]
(n copies).
Moreover, since the v
(z)
1 are the column vectors of[
1 c1
1 − 1
c1
]
⊗ · · · ⊗
[
1 c1
1 − 1
c1
]
(n copies)
in this case, and since [
c1
− 1
c1
]
= c1
[
1
1
]
−
(
c1 +
1
c1
)[
0
1
]
,
it follows that v
(z)
1 is a linear combination of the y
(z′) with z′ ⊂ z; more specifically,
v
(z)
1 =
∑
z′⊂z
c
|z\z′|
1
(
−c1 − 1
c1
)|z′|
y
(z′) (z ∈ 2[n]).
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(In fact, c1 = 1 here, but the discussions in this subsection will be used again in later
(sub)sections, where we have c1 < 1.) Thus, x1 can now be written as
(20) x1 =
∑
z∈2[n]
|z|62
λ(z)y(z).
We claim that U1 is intersecting. Suppose the contrary, and pick x, y ∈ U1 such that
x ∩ y = ∅. Since y ⊂ [n]\x, it follows from the optimality that [n]\x ∈ U1. Moreover,
observe that the (x, [n]\x)-entry of A1,1 is 1 in this case. Since ε1 > 0, this implies that
Z •X > 0 (cf. (9)). On the other hand, since equality holds in (2), we must have Z •X = 0
(see the comment before Theorem 4). This is a contradiction. Thus, U1 is intersecting.
Let Λj :=
{
z ∈ ([n]
j
)
: λ(z) 6= 0} for j = 1, 2, and recall that the vectors appearing
in (20) are 0-1 vectors. Since U1 is intersecting, the ∅-entry of x1 is 0, so that λ(∅) = 0.
Similarly, by looking at the {ℓ}-entry of x1 for ℓ ∈ [n], we find that |Λ1| 6 1. We now
have the following four cases: (i) |Λ1| = 0, |Λ2| > 2; (ii) |Λ1| = 0, |Λ2| = 1; (iii) |Λ1| = 1,
|Λ2| > 2; (iv) |Λ1| = 1, |Λ2| 6 1. For (i), there are distinct ℓ, ℓ′, ℓ′′ ∈ [n] such that
{ℓ, ℓ′}, {ℓ, ℓ′′} ∈ Λ2, and we have λ({ℓ,ℓ′}) = λ({ℓ,ℓ′′}) = 1. We also have λ({ℓ′,ℓ′′}) ∈ {0, 1},
but then the {ℓ, ℓ′, ℓ′′}-entry of x1 is 2 or 3, a contradiction. For (iii), there are distinct
ℓ, ℓ′, ℓ′′ ∈ [n] such that Λ1 =
{{ℓ}} and {ℓ, ℓ′}, {ℓ, ℓ′′} ∈ Λ2. We have λ({ℓ}) = 1 and
λ({ℓ,ℓ
′}) = λ({ℓ,ℓ
′′}) = −1, but then the {ℓ, ℓ′, ℓ′′}-entry of x1 is −1, a contradiction. For
(ii), there are ℓ, ℓ′ ∈ [n] such that Λ2 =
{{ℓ, ℓ′}}, so that λ({ℓ,ℓ′}) = 1, i.e., U1 = U ({ℓ,ℓ′})1 ,
and we have U2 = {x ∈ Ω2 : x∩{ℓ, ℓ′} 6= ∅} by the optimality. In this case, since p1 = 1/2
and q2 < 1, it follows that
µ1(U1)µ2(U2) = p
2
1(1− q22) = p1p2 · p1(1 + q2) < p1p2,
a contradiction. Thus, we are left with (iv). Let Λ1 =
{{ℓ}}, so that λ({ℓ}) = 1. If |Λ2| = 1,
then there is an ℓ′ ∈ [n] such that Λ2 =
{{ℓ, ℓ′}} and λ({ℓ,ℓ′}) = −1, i.e., U1 = U (ℓ)1 \U ({ℓ,ℓ′})1 ,
but this is impossible, since [n] ∈ U1 by the optimality. Thus, we have |Λ2| = 0 and
therefore U1 = U
(ℓ)
1 , from which it follows that U2 = U
(ℓ)
2 as well.
3.3.3. The case when 1/2 > p1. In this case, we consider the matrix S with ε2 > 0.
Recall again that we are assuming that w = [n]. If z ∈ ([n]
1
)
, then equality holds in
(14) for all 0 6 ε2 6
√
p1p2/2 (see (12) and the comment after (13)). If |z| > 2, then
since p1/q1, p2/q2 < 1, we have
∣∣c(z)1,1∣∣ < p1/q1 and ∣∣c(z)2,2∣∣ < p2/q2 in (15) if |z| is odd, and
p31p2/q
2
1 < p1p2 in (16) if |z| is even, from which it follows that we can choose a sufficiently
small ε2 > 0 so that (14) is a strict inequality whenever |z| > 2. Thus, for such an ε2, (9)
(together with (13)) provides a feasible solution to (D) with objective value
√
p1p2, and
we have S(z) ≻ 0 precisely when |z| > 2.
Note that the (x, y)-entry of Ai,i (x, y ∈ Ωi, i = 1, 2) is positive whenever x ∩ y = ∅.
Thus, since ε1, ε2 > 0, it follows from Z •X = 0 (cf. (9)) that U1, U2 are intersecting. We
again have (20), but the sum is over z ∈ 2[n] with |z| 6 1, i.e., λ(z) = 0 for all z ∈ ([n]
2
)
.
Since U1 is intersecting, it follows that there is an ℓ ∈ [n] such that U1 = U (ℓ)1 , and then
we have U2 = U
(ℓ)
2 as well.
The proof of Theorem 2 is complete when p1 6 1/2.
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3.4. Proof of Theorem 2 when p1 > 1/2. In this subsection, we deal with the case
when p1 > 1/2. The matrix A1,1 now has negative entries, so that the SDP method from
Section 2 does not work in this case. Instead, we invoke a combinatorial lemma due to
Fishburn et al. [5]. For convenience, we include a proof here. Let Ω := 2[n] be as in
Theorem 1. We call U ⊂ Ω a co-complex if x ∈ U and x ⊂ y ∈ Ω imply y ∈ U .
Lemma 3 ([5]). Let p = (p(1), . . . , p(n)), p˜ = (p˜(1), . . . , p˜(n)) be probability vectors, and
assume that p(1) > p˜(1), and that p(ℓ) = p˜(ℓ) for ℓ > 2. If U ⊂ Ω is a co-complex, then
µp(U) 6 (p
(1)/p˜(1))µp˜(U). Moreover, if equality holds, then 1 ∈ x for all x ∈ U .
Proof. We have U = U ′ ⊔ U ′′ ⊔ U ′′′, where
U ′ := {x ∈ U : 1 6∈ x}, U ′′ := {{1} ⊔ x : x ∈ U ′}, U ′′′ := U\(U ′ ⊔ U ′′).
There is a bijection from U ′ to U ′′ which sends x ∈ U ′ to y := {1} ⊔ x ∈ U ′′. Then,
letting µp({x}) = (1 − p(1))πx, we have µp({y}) = p(1)πx, µp˜({x}) = (1 − p˜(1))πx, and
µp˜({y}) = p˜(1)πx, from which it follows that µp({x, y}) = µp˜({x, y}) = πx. Thus, we
have µp(U
′ ⊔ U ′′) = µp˜(U ′ ⊔ U ′′). Next, observe that 1 ∈ z for all z ∈ U ′′′. Thus, letting
µp˜(U
′′′) = p˜(1)σ, we have µp(U ′′′) = p(1)σ = (p(1)/p˜(1))µp˜(U ′′′). It follows that
µp(U) = µp(U
′ ⊔ U ′′) + µp(U ′′′) = µp˜(U ′ ⊔ U ′′) + p
(1)
p˜(1)
· µp˜(U ′′′) 6 p
(1)
p˜(1)
· µp˜(U).
If equality holds, then µp˜(U
′ ⊔ U ′′) = 0, so that U ′ = ∅, as desired. 
We now return to the proof of Theorem 2 when p1 > 1/2. Let p˜i := max{p(ℓ)i : ℓ > 2}
for i = 1, 2. Recall that we are assuming (besides (1)) that p
(ℓ)
1 , p
(ℓ)
2 6 1/2 for ℓ > 2, so
that we have p˜1, p˜2 6 1/2. For i = 1, 2, let
p˜i = (p˜
(1)
i , . . . , p˜
(n)
i ) := (p˜i, p
(2)
i , p
(3)
i , . . . , p
(n)
i ).
Note that p˜1, p˜2 also satisfy (1). We also let w˜ := wp˜1,p˜2 =
{
ℓ ∈ [n] : (p˜(ℓ)1 , p˜(ℓ)2 ) = (p˜1, p˜2)
}
.
Since p˜1, p˜2 6 1/2, it follows from Lemma 1 that
(21) µp˜1(U1)µp˜2(U2) 6 p˜1p˜2.
Without loss of generality, we may assume that each of U1, U2 is a co-complex. Then, by
Lemma 3, we have
(22) µi(Ui) 6
pi
p˜i
· µp˜i(Ui) (i = 1, 2).
Combining (21) and (22), we have
(23) µ1(U1)µ2(U2) 6
p1p2
p˜1p˜2
· µp˜1(U1)µp˜2(U2) 6 p1p2,
i.e., the bound (2) holds.
For the rest of this subsection, assume that equality holds in (23). Then, equality also
holds in (22) for i = 1, 2. Since p1 > 1/2 > p˜1, it follows from Lemma 3 that U1 ⊂ U (1)1 .
3.4.1. The case when p2 > 1/2. By Lemma 3, and since p2 > 1/2 > p˜2, we have U2 ⊂ U (1)2
as well. Thus, U1 = U
(1)
1 , U2 = U
(1)
2 by the optimality.
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3.4.2. The case when p˜1 < 1/2 or p˜2 < 1/2. By the results of Subsection 3.3 (applied
to p˜1, p˜2), and since equality holds in (21), it follows that U1 = U
(ℓ)
1 , U2 = U
(ℓ)
2 for some
ℓ ∈ w˜. Since U1 ⊂ U (1)1 , we conclude that ℓ = 1, as desired.
3.4.3. The case when 1/2 = p˜1 = p2 = p˜2. We first prove the uniqueness of the optimal
configuration for the kernels:
Claim. If p1 = (p, 1/2, . . . , 1/2), p2 = (1/2, . . . , 1/2) where p = p1 > 1/2, then U1 =
U
(1)
1 , U2 = U
(1)
2 .
Proof. Recall again that U1 ⊂ U (1)1 . Then, U (1)2 ⊂ U2 by the optimality, and therefore we
can write U2 = U
(1)
2 ⊔ E, where E ⊂ Ω2|[n]\{1}. Let F := {[n]\x : x ∈ E}, viewed as a
subset of U
(1)
1 . Then, U1 ∩ F = ∅ since U1, E are cross-intersecting, so that
µ1(U1) 6 µ1(U
(1)
1 )− µ1(F ) = p−
p|E|
2n−1
.
On the other hand,
µ2(U2) = µ2(U
(1)
2 ) + µ2(E) =
1
2
+
|E|
2n
.
Thus, we have
µ1(U1)µ2(U2) 6 p
(
1− |E|
2n−1
)
· 1
2
(
1 +
|E|
2n−1
)
=
p
2
(
1− |E|
2
22n−2
)
6
p
2
,
and then equality implies that U2 = U
(1)
2 (i.e., E = ∅) and also U1 = U (1)1 , as desired. 
We now consider the general case. Since equality holds in (21), it follows from Lemma 2
(applied to p˜1, p˜2) that Ui = Ui|w˜ × Ωi|[n]\w˜ for i = 1, 2. Thus, U1|w˜, U2|w˜ are cross-
intersecting, and moreover we have µi(Ui) = µp′′i (Ui|w˜) for i = 1, 2, where p′′i := (p
(ℓ)
i : ℓ ∈
w˜). By Claim above (applied to p′′1,p
′′
2), it follows that U1|w˜ = U (1)1 |w˜, U2|w˜ = U (1)2 |w˜, and
therefore we have U1 = U
(1)
1 , U2 = U
(1)
2 .
This completes the proof of Theorem 2.
4. Proof of Theorem 3
We proceed as in the proof of Lemma 1. Recall the symmetric matrix S defined by (8)
and (13), and set ε2 =
√
p1p2/2. Note that ε1 =
√
p1p2/2 and η = 1/2 in this case. Using
(c
(z)
1,2)
2 =
∣∣c(z)1,1∣∣∣∣c(z)2,2∣∣, we can rewrite (14) as follows:
(24) p1p2
(
1− c(z)1,1∣∣c(z)1,1∣∣
)(
1− c(z)2,2∣∣c(z)2,2∣∣
)
> 1.
We note that (1− t)/|t| is decreasing (resp. increasing) in t for t > 0 (resp. t < 0). Thus,
in order to show that S < 0, it suffices to verify (24) for z ∈ 2[n] with |z| = 1, 2.
First, suppose that |z| = 1, and let z = {ℓ}. In this case, we have
1− c(z)i,i∣∣c(z)i,i ∣∣ = q
(ℓ)
i
p
(ℓ)
i
+ 1 =
1
p
(ℓ)
i
.
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Thus, (24) is equivalent to p1p2 > p
(ℓ)
1 p
(ℓ)
2 , and this is just (4). Next, suppose that |z| = 2,
and let z = {ℓ, ℓ′}. Then, we have
1− c(z)i,i∣∣c(z)i,i ∣∣ = 1∣∣c(z)i,i ∣∣ − 1 = q
(ℓ)
i q
(ℓ′)
i − p(ℓ)i p(ℓ
′)
i
p
(ℓ)
i p
(ℓ′)
i
=
1− p(ℓ)i − p(ℓ
′)
i
p
(ℓ)
i p
(ℓ′)
i
,
so that (24) is equivalent to
p1p2
(
1− p(ℓ)1 − p(ℓ
′)
1
)(
1− p(ℓ)2 − p(ℓ
′)
2
)
> p
(ℓ)
1 p
(ℓ′)
1 p
(ℓ)
2 p
(ℓ′)
2 .
This is certainly true since p1p2 > p
(ℓ)
1 p
(ℓ)
2 and 1−p(ℓ)i −p(ℓ
′)
i > 1/3 > p
(ℓ′)
i . Thus, it follows
that S < 0. Moreover, it is clear that Z > 0 in this case, and therefore (9) provides a
feasible solution to (D) with objective value
√
p1p2. This proves the bound (2).
Now, assume that µ1(U1)µ2(U2) = p1p2, and recall the matrix X = XU1,U2. We note
that the (x, y)-entry of Ai,i (x, y ∈ Ωi) is positive whenever x ∩ y = ∅. Thus, it follows
from Z •X = 0 that U1, U2 are intersecting. Moreover, observe that (24) and thus (14)
are strict inequalities unless z ∈ (w
1
)
or (p1 = p2 = 1/3 and) z ∈
(
w
2
)
, where w is as in
Conjecture 1. We again have (20), but the sum is over z ∈ 2w with |z| 6 2. We can now
argue exactly as in Subsection 3.3.2 to conclude that U1 = U
(ℓ)
1 , U2 = U
(ℓ)
2 for some ℓ ∈ w.
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