The solar-wind-driven magnetosphere-ionosphere exhibits a variety of dynamical states including low-level steady plasma convection, episodic releases of geotail stored plasma energy into the ionospheric known broadly as substorms, and states of continuous strong unloading. The WINDMI model ͓J. P. Smith et al., J. Geophys. Res. 105, 12 983 ͑2000͔͒ is a six-dimensional substorm model that uses a set of ordinary differential equations to describe the energy flow through the solar wind-magnetosphere-ionosphere system. This model has six major energy components, with conservation of energy and charge described by the coupling coefficients. The six-dimensional model is investigated by introducing reductions to derive a new minimal three-dimensional model for deterministic chaos. The reduced model is of the class of chaotic equations studied earlier ͓J. C. Sprott, Am. J. Phys. 68, 758 ͑2000͔͒. The bifurcation diagram remains similar, and the limited prediction time, which is in the range of three to five hours, occurs in the chaotic regime for both models. Determining all three Lyapunov exponents for the three-dimensional model allows one to determine the dimension of the chaotic attractor for the system.
I. INTRODUCTION
The solar-wind-driven magnetosphere-ionosphere is a complex driven-damped dynamical system. The system exhibits a variety of dynamical states that include low-level steady plasma convection, episodic ͑quasiperiodic͒ releases of geotail stored plasma energy into the ionosphere known broadly as substorms, and states of continuous strong unloading provisionally identified as magnetic storms. As in tropospheric weather modeling the lack of predictability can arise from ͑i͒ errors in the initial values of the input data, ͑ii͒ chaotic fluctuations in the forcing functions, and ͑iii͒ internal chaotic dynamics from nonlinearity and feedback loops in the deterministic system. Separating the internal chaos from the externally driven chaos is a well-known difficult problem addressed in Ref. 1 . In a recent work, 2 we analyze the effect of a chaotic solar wind input signal of known fractal dimension on the internal deterministic chaos of a simple model for the nonlinear convection in the magnetosphere ͑namely, the three-dimensional Lorenz system of equations͒.
Here, in the present work, we take the solar wind as regular and typically constant, and we ask about the nature of the internal deterministic chaos due to the lack of predictability. The model used for the magnetosphere is the WINDMI model, which is a well-accepted mathematical-physics model for the solar-wind-driven magnetospheric-ionospheric system. The properties of the WINDMI model have been developed in earlier works, with the most recent being Smith et al. 3 concerning the bifurcation sequences in the system. The physics of the model and its relation with earlier models is given in the review papers of Klimas et al. 4 and Baker et al. 5 Here we examine the lack of predictability that is intrinsic to this model for a certain range of the system parameters. Other ranges of parameters may show different details in the behavior but are thought to be similar in nature to those used here. For more details on the full range of dynamical behavior see Ref. 3 . In Sec. II we describe the WINDMI model. In Sec. III we give the WINDMI state S3 and briefly discuss the bifurcation properties of the system comparing the physics model with nonlinear filter models. In Sec. IV we derive the reduced three-dimensional ͑3-D͒ system and give its properties. In Sec. V we compare some properties of the full and reduced systems, and in Sec. VI we present our conclusions.
II. THE WINDMI SUBSTORM MODEL
The considerable variety of observational forms in the substorm category of events suggests that the appropriate behavior is that of a chaotic system. Within this complex variety of temporal wave forms there is a global spatial coherence described in Ref. 5 that suggests that the appropriate behavior may be that of a low-dimensional dynamical system. Vassiliadis et al. 6 analyzed the auroral AE time series and concluded that the signal is consistent with a lowdimensional chaotic system.
Briefly stated, the global spatial coherence emphasized by Ref. 5 is found in the correlated measurements from ͑1͒ the ground-based auroral latitude chain of magnetometers whose wave forms are used to give the classic definition of a substorm event; and ͑2͒ the satellite measurements of particle distributions and electromagnetic fields in the geotail plasma containing the large cross-tail current loop I(t) that provides confinement of the high-mean plasma pressure p(t) plasma. High pressure here means that the volume-averaged plasma pressure ͗p͘ is comparable to the lobe field magnetic pressure B l 2 /2 0 produced by the large (у2ϫ10 7 A) geotail current loop. The solar wind voltage V sw driving the system arises from the solar wind-Earth magnetic dipole dynamo electric field that maps into the geotail plasmas as the potential V(t) producing the EÃB plasma convection. Satellites measure large parallel plasma ion flow velocities, which are described by the energy variable K(t). The final pair of dynamical variables are the parallel field-aligned plasma current, I 1 (t), also inferred by satellites from ␦B Ќ , and the ionospheric-voltage imprint V 1 (t) of the geotail voltage V(t) onto the ionosphere. The physics of the model is given in Refs. 7 and 8, where diagrams of the somewhat complicated three-dimensional magnetospheric-ionospheric geometry are given. The model is called WINDMI for the solar-winddriven magnetosphere-ionosphere coupled systems.
The WINDMI model is a six-dimensional ͑6-D͒ physics model that describes quantitatively the distribution of the energy flux through the system, through a set of ordinary differential equations derived from basic plasma physics properties of the system. There are six major energy components of the system, with the conservation of energy and charge described by the coupling coefficients in the nonlinear system of differential equations. A variational derivation of the WINDMI model is given in Ref. 8 , and the mathematical properties of the states described by the WINDMI model are given in Ref. 3 . Here we focus on the system described as S3 in Smith et al.: 3 a state that characterizes many features of the substorm dynamics as the solar wind dynamo voltage, V sw , increases from low to high values.
We will investigate two questions concerning the WINDMI description of the substorm dynamics. First, we ask whether the six-dimensional energy system can be reduced to the minimal order three-dimensional system of a deterministic chaotic system described by ordinary differential equations. In particular, we also examine what is lost by this series of reductions. In making the reduction to a threedimensional system, the faster-evolving energy components are taken analytically to be given by their local fixed point or ''equilibrium'' values. In making this replacement, the energy and charge conserving features of the full ODE system are lost during rapid transients. The only practical method of judging how much fidelity is lost by these reductions is by comparing the dynamics of the full and reduced system. While there are differences in the solutions, we show that the minimal three-dimensional system dynamics parallels that of the full system in many ways.
Second, we ask what the minimal model tells us about the intrinsic limits of predictability in the system. In the process of making the reduction to the three-dimensional system we isolate the essential nonlinearity in the system. We show that the unloading function in the pressure equation is the intrinsic origin of the chaotic dynamics. The other nonlinearities, such as that of the increasing ionosphere conductivity with the increasing power deposited through the ionospheric current system, modify the dynamics in ways consistent with the changes described by Ref. 9 . While important, this ionospheric nonlinearity is not the origin of the complex series of bifurcations and inverse bifurcations contained in the WINDMI model.
A valuable property of low-order dynamical models is the relative precision with which the Lyapunov exponents for the tangent flows can be calculated. 10 The largest Lyapunov exponent, designated as LE, determines the rate of divergence of neighboring trajectories. For a positive LE the reciprocal is then for one e-folding of neighboring orbits and sets the limit of predictability. For typical solar wind conditions we will show that the intrinsic time limit is of order three hours for moderately strong solar wind driving voltages.
Determining all three Lyapunov exponents for the minimal model also allows us to determine the Lyapunov dimension 11 of the chaotic attractor for the system as D L Х2.12. We compare this result with that calculated from the correlation dimension of 2.14 and with that given earlier for a very simple analog model made up of a Rössler chaotic solar wind driving a Lorenz magnetosphere-ionosphere model system in Refs. 12 and 13.
A benchmark for modeling the nearly constant solar wind input voltage is the 30 h long passage of a magnetic cloud event on January 14/15, 1988 in which a coherent, slowly rotating, large ͑10-20 nT͒ interplanetary magnetic field ͑IMF͒ passed over the Earth. The Farrugia et al.
14 synopsis of the magnetosphere-ionosphere activity during this event showed that 22 substorms occurred during the 18 h period of B z ͑IMF͒Ͻ0 during which V sw is substantial. This magnetic cloud event was modeled in Ref. 13 , where the lobe inductance was calculated as a function of the IMF magnetic field. The baseline values of the physics parameter vector P were calculated in Refs. 7, 8 with the use of standard magnetospheric physics models.
III. THE WINDMI STATE S3
The WINDMI dynamical model of the Earth's magnetosphere is a set of six first-order ordinary differential equations whose solutions are chaotic for values of the parameter vector P of interest. Smith et al. 3 expressed these equations in dimensionless form as
where the coupled current loop equations (İ,İ 1 ) have been diagonalized. The ten dimensionless parameters define a parameter vector P that characterizes the global state of the magnetosphere-ionosphere system. General properties of the four magnetosphere-ionosphere states S1, S2, S3, S4 are discussed in Ref. The system of Eqs. ͑1͒-͑6͒ provides a mathematicalphysics prediction system that takes solar wind input data and yields six major energy components of the magnetosphere-ionosphere system. A recent work 15 pursues the use of the system as a network for the prediction of substorms by optimizing the values of P over a substorm database. The optimization is carried out by setting the acceptable physical range of each parameter and then using a minimization of the average relative variance of the difference between the prediction and the data. A more direct method for the construction of prediction filters is to use local linear ARMA filters 16, 17 or neural networks. 18 These network methods contain many adjustable weightstypically more than 100 weights. Thus, they will generally produce a lower error in a metric, such as the average relative variance, than the physics models. The nonlinear filters require extensive training on a substorm database to derive the value of the weights. Issues such as the origin of the chaotic behavior from either the solar wind or the internal nonlinear dynamics, however, cannot be resolved by these nonlinear black box methods.
The bifurcation sequence for the S3 state as the solar wind voltage increases from V sw ϭ0 to 10 ͑Ӎ200 kV͒ is shown in Fig. 1 . Briefly described, at V sw ϭ2.6, there is a bifurcation from a stable fixed point ͑ground state magnetosphere͒ to a limit cycle. At V sw Ӎ3.6, a period doubling bifurcation sequence begins culminating in chaotic bands. Then for V sw Ͼ5.5 a sequence of inverse bifurcations occurs, taking the system to a steady state with high-level convection.
IV. REDUCTION TO A MINIMAL 3-D DYNAMICAL MODEL
A reduced form of Eqs. ͑1͒-͑6͒ results from setting the last two time derivatives ͓in Eqs. ͑5͒ and ͑6͔͒ to zero and solving for I 1 and V i , giving
.
͑8͒
The full solution relaxes to these fixed points in the ͑nonlin-ear͒ R 1 C 1 time scale of 1/͓g 2 ϩg 3 (I 1 V 1 ) 1/2 ͔, which for the S3 state is short, Շ10 Ϫ1 , corresponding to a few minutes. Substituting Eqs. ͑7͒ and ͑8͒ into Eqs. ͑1͒-͑4͒ yields the first reduced system. ͓The negative branch of the square root function in Eq. ͑8͒ is not physically accessible.͔
The reduced four-dimensional system obtained by using Eqs. ͑7͒ and ͑8͒ to eliminate Eqs. ͑5͒ and ͑6͒ was solved numerically. The results are very similar to the bifurcation diagram shown in Fig. 1 for the full system, Eqs. ͑1͒-͑6͒, shown in Fig. 1 . Figure 2 shows the largest Lyapunov exponent for the reduced system plotted versus V sw .
Negative values of the largest Lyapunov exponents imply stable fixed point solutions, zero values imply limit cycles or perhaps toruses, and positive values imply chaos. The attractors in the various regions resemble those for the full 6-D system. In the chaotic region, the Lyapunov exponent is typically about 0.1, implying a growth time of errors in the initial conditions of about 3 h. The calculation uses a fourth-order Runge-Kutta integrator with a step size of 0.1 and 200 000 iterations for each V sw value.
From numerical experiments, it turns out that a 2 can be set to zero and the ionospheric voltage V i taken equal to the cross-tail convection voltage V i ϭV(t) eliminating Eq. ͑6͒ without destroying the chaos, which gives a plot similar to that of Fig. 2. This last reduction eliminates g 1 , g 2 , and g 3 
FIG. 1. Bifurcation diagram for the full WINDMI model given in Eqs.
͑1͒-͑6͒. The local maxima and minima found from the cross-tail voltage V(t) are plotted vertically for each fixed V sw value on the horizontal axis. The system goes from a stable fixed point (V sw ϽV 1 Ӎ2.7) to a limit cycle (2.7ϽV sw Ͻ3.6), though a period doubling sequence of bifurcations to chaos, and then through the inverse bifurcations to a state of steady unloading.
FIG. 2. Largest Lyapunov exponent for the four-dimensional model given in
Eqs. ͑1͒-͑4͒, using Eqs. ͑7͒ and ͑8͒.
from the dynamics, which is a strong reduction that deserves further investigation in a future work. Furthermore, Eq. ͑4͒ can apparently be eliminated as well, giving K ʈ ϭ P 1/2 V, for which chaos still occurs. Finally, the cross-tail voltage V in Eq. ͑3͒ can be replaced with its equilibrium value of V sw . Putting in all these simplifications gives the following 3-D system:
͑11͒
A further simplification results from replacing the dimensionless pressure P in Eq. ͑11͒ with its equilibrium value,
2 . Now define new variables,
in terms of which the 3-D system above can be written as
where
and c 3 ϭ
The condition that b 3 V sw Ͻb 1 is that there be a finite part of the cross-tail current driven by the magnetohydrodynamic ͑MHD͒ pressure gradient jϫBϭ" p condition at the point where I hits the critical current I c . Here c 3 Ͼc 2 Ͼ0, and a 1 ,b 1 ,b 3 are positive for the physical regimes. The system has thus been reduced to one with six terms, four parameters, and a single nonlinearity. To verify that the approximations are reasonable, the largest Lyapunov exponent for this system is plotted versus V sw in Fig. 3͑a͒ . Figure  3͑b͒ shows the Lyapunov dimension D L , and Fig. 3͑c͒ shows the bifurcation diagram for the reduced system. The dimension of the attractor in the chaotic regime is only slightly greater than 2.0 and is consistent with calculations of the correlation dimension ͑not shown͒.
There should be little doubt that the hyperbolic tangent is the important nonlinearity in producing the chaos. The 3-D system has a fixed point at x*ϭϪtanh Ϫ1 (c 2 /c 3 ), y*ϭ0, z* ϭc 1 x* with eigenvalues that satisfy 3 ϩb 3 2 ϩc 1 ϩc 3 Ϫc 2 2 /c 3 ϭ0.
A Hopf bifurcation occurs at c 1 b 3 ϭc 3 Ϫc 2 2 /c 3 , followed by a period doubling route to chaos. For this system, the sum of the Lyapunov exponents is Ϫb 3 . From the calculated value for the largest exponent and the fact that one exponent must be zero, the entire spectrum can be obtained for the above parameters with V sw ϭ4.8 as ͑0.145, 0, Ϫ1.205͒. The Lyapunov dimension is 2 ϩ0.145/1.205ϭ2.12, in good agreement with the calculated correlation dimension of 2.14. A phase-space plot of the attractor projected onto the x ͑vertical͒-y ͑horizontal͒ plane for these parameters is shown in Fig. 4 .
The 3-D system in Eqs. ͑12͒-͑14͒ is equivalent to a jerk form:
for a third-order explicit ordinary differential system with a scalar variable. This is a special case of a damped harmonic oscillator driven by a nonlinear memory term, whose solutions have been studied and are known to be chaotic. The period of the dominant frequency of oscillation is 2/c 1 1/2 ϭ3.85, corresponding to a real time of about 1 h. In Eq. ͑18͒, t can be rescaled by c 1 1/2 to eliminate one of the four coefficients. The dynamical behavior is thus determined by only three parameters. The regions of various dynamical behaviors are plotted in the b 3 ϪV sw plane in Fig. 5 , with the other parameters, as listed above.
This reduced system ͑18͒ could be implemented electronically since a saturating operational amplifier produces a good approximation to the tanh(x) function, although the behavior is somewhat sensitive to the exact nature of the nonlinearity. A circuit for analog solutions of the 3-D system is shown in Fig. 6 . More information on the use of circuits with operational amplifiers and diodes to represent such physical systems is given in Ref. 20 .
V. COMPARISON OF THE FULL AND REDUCED SYSTEMS
The internal deterministic chaos of the two models for the chosen reference parameters appears similar from the chaotic system measures calculated in Sec. III. Here we show how the differences appear in the time series of the independent variables that determine the global energy components. We start the two systems from the same initial values and with the same parameters and show the results in Fig. 7 for the cross-tail lobe current and the cross-tail convection electric field or voltage. The pressure and other variables can be computed readily. We see that the two signals, while similar in shape and having the same number of large ͑three͒ and small ͑five͒ events, shift phase with respect to one another. In preparing Fig. 7 we make one time shift to bring the first major energy event into phase agreement for comparable to the full width at half-maximum of the substorm event time. For the full run of tϭ80 ͑approximately 27 h͒ there are three strong events and five moderate strength events. The strengths of the moderate level events are comparable between the two substorm models: the timing of three of the five agree within five minutes or so, while two events have a substantial timing difference. Thus, there is broad agreement between the predictions of the two systems, but the arrival times of the energetic events contains a large uncertainty. This uncertainty in arrival times suggests that we look at the probability distributions of the substorm recurrence times for a long run with many large events.
In Fig. 8 we show the probability distributions of the time between similar energetic events, as calculated from taking a surface of section plot for xϭx c . We run the two systems for long times ͑10 5 dimensionless time steps͒ and record the time intervals between the crossing of the surface of the threshold set by the surface of section. Figure 8 shows the resulting distributions of these time intervals. The recurrence time distributions are seen to be exponential to a good approximation: the difference in timing shows up here as a difference in the mean time for the substorm recurrence rate. Both models predict a Poisson ͑or exponential͒ distribution of the recurrence times for the case of constant solar wind driving.
Probability distributions for the convection electric field and the mean plasma pressure at the time of crossing x c show non-normal distributions. The distributions are skewed toward large events with an exponential-like decay rather than a Gaussian decay for large events. Thus, the models predict an excess of large substorm events over that which would be obtained for adding Gaussian noise to the system. This is one signature of the internal storage and release mechanism contained in these models used to describe the substorm dynamics. Large MHD simulations with constant solar input drivings also show the storage and release mechanism operating in the solar-wind-driven magnetosphere.
VI. CONCLUSIONS AND DISCUSSION
Starting from the six-dimensional nightside magnetosphere-ionosphere WINDMI model with ten dimensionless physics parameters, we eliminate the fast-evolving fields to derive a new minimal 3-D model of the wind-driven magnetosphere-ionosphere system. Comparisons of the bifurcation properties and the nature of the attractors shows the preservation of the essential features of the full model. Both models make a complex transition from stable fixed points to chaos and back to a high-level fixed point, with the complex boundary shown in detail with a two-parameter subspace shown in Fig. 5 . In the chaotic regime of parameter space there is an intrinsic limit to the prediction time, found to be in the range of 3-5 h for the wind-driven Earth magnetosphere-ionosphere system. Viewed as a space weather problem, other effects that limit the predictability of the system arise from uncertainties in initial data, possible errors in the physical parameters, and the external stochasticity of the solar wind.
Including the external stochasticity does not change the character until a threshold is reached, where the excursions induced in the cross-tail convection field become comparable to the oscillations of the field from the substorm cycles. mally distributed solar wind fluctuations, we would expect to see quasinormal output distributions with small kurtosis and skewness in the internal magnetosphere-ionosphere variables. These statements need to be modified, of course, when the internal system is near the critical point for unloading or when there is a sufficiently fast drop in the solar wind driving voltage. In these cases the external driver can act as the triggering agent for the substorm event, Refs. 21, 15. Thus, this analysis of the internal deterministic chaos and modeling with WINDMI makes clear the importance of assembling large substorm databases with a large range of event sizes. Such a new substorm database would also be useful for comparing the predictions from self-organized criticality models, as recently reported by Uritsky et al., 22 using two-dimensional-driven resistive MHD equations with an internal trigger for plasma unloading-not unlike the one used in the WINDMI model.
