The Erlang-Truncated Exponential distribution is modified and the new lifetime distribution is called the Extended Erlang-Truncated Exponential distribution. Some statistical and reliability properties of the new distribution are given and the method of maximum likelihood estimate was proposed for estimating the model parameters. The usefulness and flexibility of the distribution was illustrated with an uncensored data set and its fit was compared with that of the and three other three-parameter distributions. Results based on the minimized log-likelihood (−̂), Akaike information criterion (AIC), Bayesian information criterion (BIC) and the generalized Cramér-von Mises ⋆ statistics shows that the distribution provides a more reasonable fit than the one based on the other competing distributions.
Introduction
Erlang-Truncated Exponential ( ) distribution was originally introduced by El-Alosey [1] as an extension of the standard one parameter exponential distribution.
The distribution results from the mixture of Erlang distribution and the left truncated one-parameter exponential distribution. The cumulative distribution function (cdf) G(x), and probability density function (pdf) g(x) of the distribution are given by;
and
respectively, where is the shape parameter and is the scale parameter. The distribution collapses to the classical one-parameter exponential distribution with parameter when → ∞.
Unfortunately, the distribution share the same limitation of constant failure rate property with the exponential distribution which makes it unsuitable for modelling many complex lifetime data sets that have nonconstant failure rate characteristics.
Generally speaking, research has shown that the standard probability distributions are largely inadequate for modelling complex lifetime data sets and various excellent ways of overcoming this shortcoming have been proposed in the literature; for instance: Beta exponential G distributions, due to Alzaatreh et al. [2] ; Beta extended G distributions, due to Cordeiro et al. [3] ; Beta G distributions, due to Eugene et al. [4] ; Exponentiated exponential Poisson G distributions, due to Ristić and Nadarajah [5] ; Exponentiated generalized G distributions, due to Cordeiro et al. [6] ;
Marshall-Olkin G distributions, due to Marshall and Olkin [7] ; Transmuted family of distributions, due to Shaw and Buckley [8] ; and so on.
Mainly, by introducing extra shape parameter(s) to standard distribution a robust and more flexible distribution is derived. For a comprehensive list of methods of generating new distributions readers are encouraged to see Nadarajah and Rocha [9] , AL-Hussaini, Ahsanullah [10] , Ali et al. [11] , Cordeiro et al. [12] , Alzaatreh et al. [13] and Pescim et al. [14] .
To motivate our new distribution, we consider the time to failure of a component in series arrangement of a certain device, denoted by where 1 , 2 , ⋯ , are independent and identically distributed random variables. The device fails (stops functioning) if one of its component fails. Hence, the probability that the device will stop functioning before or exactly at a specified time say x is given by;
this formulation fits exactly into the framework of Gupta and Kundu [15] (Exponentiated family of distributions). the generalized Erlang-Truncated Exponential distribution, due to Nasiru et al. [18] .
The remaining part of this paper is organized as follows. In Section 2, we present the closed form mathematical expression for the pdf and cdf of the new probability distribution and its statistical and reliability properties. In Section 3, the parameters of the distribution are estimated through the method of maximum likelihood estimation. In Section 4, we perform a Monte-Carlo simulation study to assess the stability of the maximum likelihood estimates of the parameters of the distribution. And we introduce a real data set, methods of model selection, application of the distribution to the data and the results are also presented.
In Section 5, we present the discussion of results, and lastly, in Section 6, we give the concluding remarks.
Model
The cdf F(x) and pdf f(x) of the distribution are given by;
where and are the shape parameters and is the scale parameter. 
Reliability characteristics
The reliability function ( ) is an important tool for characterizing life phenomenon.
( ) is analytically expressed as ( ) = 1 − ( ). Under certain predefined conditions, the reliability function ( ) gives the probability that a system will operate without failure until a specified time . The reliability function of the distribution is given by;
Another important reliability characteristics is the failure rate function. The frf gives the probability of failure for a system that has survived up to time . The frf h(x) is mathematically expressed as ℎ( ) = ( )∕ ( ). The frf of the distribution is given by;
The plots of the reliability function and frf are shown in Figure 2 . 
Asymptotics and shapes
In this section we present the asymptotics and shape characteristics of the pdf and frf of the distribution. The following asymptotic behaviors are observed (5) then the distribution could take either of the two shapes
Proof. Taking the log of the pdf in Equation (5) and differentiating w.r.t x gives log ( ) = log( ) + log(
From Equation (8) it is clear that the pdf of the distribution is decreasing as → ∞ when < 1 and ′ ( ) has a single root, denoted by 0 when > 1 and the root is located at
this implies that there exist some < 0 such that ( ) is increasing and > 0 such that ( ) is decreasing, then 0 is said to be the critical point at which the pdf is maximized (i.e.; the mode). The second derivative
, completes the proof. □ Theorem 2.2. If X follows the distribution with frf in Equation (7) then the shape of the frf h(x) are
Proof. The first case is satisfied when Equation (7) is evaluated at = 1. The first derivative of the log of ℎ( ) is
It is clear from Equation (10) that the failure rate of the distribution is decreasing when < 1 and increasing when > 1 and Equation (10) has no unique root. □
The quantile function
The ℎ quantile function of the distribution is given by;
; ∈ (0, 1).
Random samples from the distribution can be simulated through the inversion of cdf method by simply substituting with a uniform (0, 1) variates. It is easy to obtain the median of the distribution by substituting = 1∕2 in Equation (11) .
For any given values of , and , the median of the distribution is given by;
. 
The crude moment
Proof. Using Equation (5) and the definition of ′ we have
substituting = (1 − − ) into Equation (12) we have
the series expansion of (1 − ) −1 for | | < 1 and ∈ + (non-integer) could be expressed as
(−1)
If ( > 1) ∈ + (integer) then the sum terminates at − 1; thus, the series representation of Equation (13) is given by;
and by substituting = ( + + 1) into Equation (14) we have
The mean is a very important characteristics of a distribution not only in statistics but also in reliability engineering as it is referred to as the mean time to failure ( ). Under some predefined conditions could be interpreted as the expected length of time a non-repairable item can operate before it fails. The mean of the distribution is given by;
and the variance ( ) could be obtained by
The coefficient of variation ( ), skewness ( 1 ) and kurtosis ( 2 ) statistics of the distribution could be obtained by evaluating
, and respectively.
Comparing the results in Table 1 with those in Table 2 we observe that ∀ and ,
The following code was used to produce the results in Table 1 , and the results in Table 2 can be reproduced on slight modification of this code.
moments<-function(n,k,alpha,beta,lambda) { Q<-runif(n) x<--log(1-Q**(1/alpha))/(beta*(1-exp(-lambda))) x f<-function(x,k,alpha,beta,lambda) { y<-x**k*alpha*dexp(x,beta*(1-exp(-lambda)))* (pexp(x,beta*(1-exp(-lambda))))**(alpha-1) y } 
It is clear that we can obtain the of the distribution by substituting
Equation (15) into (16) as
] .
The rth incomplete moment Theorem 2.4. If a random variable is distributed according to the distribution then its rth incomplete moment denoted by ( ; ) is given by;
where (⋅, ⋅) is the Beta function.
Proof. Using Equation (5) and the definition of ( ; ) = ∫ −∞ ( ) we have
setting = (1 − − ) into Equation (17) we have
setting = − into Equation (18) Proof. Using Equation (5) and the definition of (( − ) ) we have
substituting = (1 − − ) into Equation (19) we have
the series expansion of Equation (20) is given by;
and by substituting = ( + + 1) into Equation (22) we obtain 
Hence, if is distributed according to the distribution its Rényi entropy measure will be given by;
Proof. Using Equation (5) we first evaluate the integral part of Equation (23) as
substituting = (1 − − ) into Equation (24) gives
and the series expansion of Equation (25) is given by; . □
Order statistics
Order statistics is an essential tool in reliability and life testing analysis. Suppose the following -sized random sample 1 , 2 , … , was drawn from the distribution with pdf and cdf corresponding to Equation (5) and (4). Let 1, < 2, < … < , represent the ℎ order statistics denoted by , then, , could be interpreted as the lifetime of the ( − + 1) ℎ item of the total ℎ independent and identical components. The density of , could be expressed as
The series representation of the pdf in Equation (5) is given by;
which simplifies to
the ( + − 1)th power of the cdf in Equation (4) in series representation is given by;
Substituting Equation (28) and (29) into Equation (26) we have the density of the ith order statistics in Equation (30)
, ( ) = (1 − − ) , ,
while Equation (31) and Equation (32) correspond to the density of the smallest and largest order statistics respectively, where 
Calculation
In this section, we shall discuss the maximum likelihood estimation procedure for estimating the parameters of the distribution.
Suppose the random sample 1 , 2 , 3 , … , of size is drawn from the distribution with pdf ( ) in Equation (5) then the maximum likelihood estimates ( ) of its parameters could be obtained as follows:
The likelihood () equation is given by;
and the log-likelihood function is given by;
Taking the partial derivatives of Equation (35) with respect to , and and setting resulting equations to zero, we obtain a system of three equations in three unknowns given as follows;
At this point, it is important to highlight that the analytical solutions of the system of nonlinear equations in Equations (36), (37) and (38) The observed information matrix of the distribution is given by;
The corresponding entries of the observed information matrix (̂) are:
,
Given that √ (̂− ) ∼ ( , − (̂)) statistical inference for functions of can now be performed. For example, the approximate 100(1 − )% two-sided confidence interval of the model parameters ̂c ould be calculated as: 
Results
In this section, we shall investigate the stability of the mle estimates of the parameters of the distribution with different sample size (n) through a Monte-Carlo study, followed by a real-life example of possible application of the new distribution.
The simulation procedure as outlined below was performed in R (Statistical software):
1. simulate a random sample of size n from the distribution with parameters = 5, = 5 and = 5 using the inversion of the cdf method with Equation (11). 3. compute the mle of the parameters of the distribution.
4. repeat steps 1-3 5000 ( ) times.
5. compute the mean, standard deviation (standard error), bias and mean square error (MSE) of the 5000 estimates of each parameter ( , and ). Here, we illustrate the applicability of the distribution with a real data set.
The goodness of fit of the new lifetime distribution would be assessed by means of comparing its fitting performance with those of
• Exponentiated Lomax distribution
• Exponentiated Burr XII distribution
, , , , > 0 and
Comparison of the fitted models would be based on the following goodness of fit measures: the Akaike information criterion (AIC), Akaike [20] , the Bayesian information criterion (BIC), Schwarz [21] and the generalized Cramér-von Mises ⋆ statistics; due to Chen and Balakrishnan [22] and Pakyari and Balakrishnan [23] . The smaller the criterion statistics the better the model. A graphical technique via a Probability-Probability (P-P) plot is also considered to visually compare the empirical distribution against the theoretical distribution.
The real data set in Table 5 shows the annual maximum daily precipitation in millimeter that was recorded in Basan, Korea, from 1904 to 2011. The data have been analyzed by Jeong et al. [24] and were recently reported in Mansoor et al. [25] .
Results obtained from fitting the distributions are presented in Table 6 . 
Discussion
The is suitable for analyzing decreasing and unimodal data sets and the failure rate function could be increasing, decreasing, or constant depending on the shape parameter ( ). This characteristics makes it more sophisticated for modelling data sets from various complex lifetime phenomena especially those with early time failure characteristics. The Monte-Carlo simulation results in Tables 3 and 4 show a reasonable consistency of the mle estimates. The results in Table 6 show that the distribution with smaller minimized log-likelihood, AIC, BIC and ⋆ statistics provides a better fit to the data set than the competing distributions. Also, it is clear from the plots in Figure 3 that the cdf of the distribution fits the empirical cdf better than the , Exponentiated Lomax, Exponentiated Burr XII, Exponentiated Fréchet and distributions. Table 6 .
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