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Abstract Mountains are natural dams that impede atmospheric moisture transport and water towers
that cool, condense, and store precipitation. They are essential in the western United States where precipita-
tion is seasonal, and snowpack is needed to meet water demand. With anthropogenic climate change
increasingly threatening mountain snowpack, there is a pressing need to better understand the driving cli-
matological processes. However, the coarse resolution typical of modern global climate models renders
them largely insufﬁcient for this task, and signals a need for an advanced strategy. This paper continues the
assessment of variable-resolution in the Community Earth System Model (VR-CESM) in modeling mountain
hydroclimatology to understand the role of grid-spacing at 55, 28, 14, and 7 km and microphysics, speciﬁ-
cally the Morrison and Gettelman (2008, MG1, https://doi.org/10.1175/2008JCLI2105.1) scheme versus the
Gettelman and Morrison (2015, MG2, https://doi.org/10.1175/JCLI-D-14-00102.1) scheme. Eight VR-CESM
simulations were performed from 1999 to 2015 with the F_AMIP_CAM5 component set, which couples the
atmosphere-land models and prescribes ocean data. Reﬁning horizontal grid-spacing from 28 to 7 km with
the MG1 scheme did not improve the simulated mountain hydroclimatology. Substantial improvements
occurred with the use of MG2 at grid-spacings 28 km compared to MG1 as shown with subsequent statis-
tics. Average SWE bias diminished by 9.4X, 4.9X, and 3.5X from 55 to 7 km. The range in minimum (maxi-
mum) DJF spatial correlations increased by 0.1–0.2 in both precipitation and SWE. Mountain windward/
leeward distributions and elevation proﬁles improved across hydroclimate variables, however not always
with model resolution alone. Disconcertingly, all VR-CESM simulations exhibited a systemic mountain cold
bias that worsened with elevation and will require further examination.
1. Introduction
Mountains act as both natural dams that impede atmospheric moisture transport and water towers that
cool, condense, and store precipitation that is then released as streamﬂow during seasonally dry periods.
Consequently, mountains are crucial in the western United States (U.S.-west) where precipitation is largely
seasonal. Snowpack is essential to the management of U.S.-west water resources (Huss et al., 2017), provid-
ing the equivalent to 70% of existing man-made reservoir storage (or 35% of the total storage) (Dettinger &
Anderson, 2015). However, anthropogenic climate change is expected to have dire consequences for Sierra
Nevada mean snowpack stores, which are projected to diminish by 30%–60% (Rhoades et al., 2017) by mid-
century and the peak accumulation date could shift earlier by 6–21 days (Kapnick & Hall, 2010).
Understanding the physical processes that affect precipitation and snowpack accumulation in U.S.-west
mountainous regions and how they may be altered with anthropogenic climate change necessitates the
use of climate models that can properly characterize land surface heterogeneity and synoptic-scale storm
systems (Huning & Margulis, 2018). An accurate representation of U.S.-west orography is particularly impor-
tant to realistically simulate the capture and storage of available precipitable water from the atmosphere
(Ashfaq et al., 2013; Chen et al., 2014; Hughes et al., 2012; Ikeda et al., 2010; Liu et al., 2011; Musselman
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et al., 2017; Pierce et al., 2014; Rasmussen et al., 2011; Walton et al., 2017). This is due to the importance of
mountain range orientation, the mountain slope variation impacts on orographic uplift, the corresponding
alterations in the precipitation phase, the resultant transport and location of surface precipitation, the
snow-albedo feedback, and the life cycle of stored mountain snowpack. High resolution is also required to
accurately represent synoptic-scale storms, particularly atmospheric rivers (ARs), as a majority of annual total
snowpack (37%) accumulates in 5–15 days per year via nine AR events (Dettinger et al., 2011; Guan et al.,
2013). The importance of ARs is further conﬁrmed by Huning and Margulis (2017) and Huning et al. (2017),
using the Sierra Nevada Snow Reanalysis (Margulis et al., 2016a) highlighted in this study, across a mixture
of AR detection algorithms. Finally, the accurate representation of storm tracks and the synoptic-scale pro-
cesses that alter them necessitates the use of a global climate model (GCM), as teleconnections account for
20–45% of annual precipitation variability in the U.S.-west (Dettinger et al., 1998).
Due to computational constraints, even today’s most state-of-the-art GCMs are rarely employed with horizon-
tal grid-spacing ﬁner than 55 km. This results in an inaccurate representation of topography, greater uncer-
tainty in atmosphere-orography interactions, and regional climate data with less utility for resource managers
(Leung et al., 2013). To address this problem, downscaling techniques have been developed, such as dynami-
cal downscaling with regional climate models (RCMs) (Giorgi et al., 2009; Mearns et al., 2012), statistical down-
scaling (Gutzler & Robbins, 2011; Pierce et al., 2013), and/or combinations of the two (Li et al., 2016; Sun et al.,
2016). These approaches are certainly more computationally efﬁcient than global uniform-resolution GCMs,
but other issues persist. Of particular relevance for the U.S.-west, AR frequency and character are poor at the
coarse grid-spacings used by typical GCMs (Dettinger, 2011), which in turn leads to inadequate boundary con-
ditions to the RCM. Further, upscaling effects such as the topographic inﬂuence on atmospheric blocking can-
not be captured by dynamically downscaled models. Inconsistencies between the forcing model and RCM,
including physical parameterizations and the underlying topography, can also drive unphysical noise in the
resolved region. Some care must also be taken when applying conventional statistical downscaling strategies,
as these techniques assume stationarity and are typically unable to capture non-linear behaviors in mountain-
ous regions (e.g., snow-albedo and longwave water vapor feedbacks).
The relative roles of model grid-spacing and parameterized sub-grid-scale processes have been debated
extensively since the inception of climate models (Arakawa, 2004; Arakawa & Schubert, 1974). One proposal
to alleviate this issue is to push climate models to the highest grid-spacings possible, typically utilizing mod-
ern exascale computing systems (Reed & Dongarra, 2015). This has resulted in a recent surge in research
and development addressing multi-scale modeling (Iorio et al., 2004; O’Brien et al., 2016; Tao et al., 2009),
scale-aware physics (Fan et al., 2015; Gross et al., 2016, 2017; Herrington & Reed, 2017; Randall et al., 2003),
and atmospheric models that span hydrostatic and nonhydrostatic scales (Ferguson et al., 2016; Heinzeller
et al., 2016; Herrington & Reed, 2018; Park et al., 2014).
With the advent of regional reﬁnement capabilities within select climate models, such as variable-resolution
in the Community Earth System Model (VR-CESM) (Zarzycki et al., 2014b, 2015) and the Model for Prediction
Across Scales (MPAS) (Rauscher et al., 2013; Skamarock et al., 2012), climate modelers have gained the abil-
ity to glimpse into the future of extremely-high-resolution global-scale climate modeling for a fraction of
the cost of equivalent resolution global climate models (Leung et al., 2013; Sakaguchi et al., 2015). Over the
last ﬁve years, VR-CESM has gone from an experimental model to a proven applied research tool for use in
regional climate assessment (Gettelman et al., 2018; Huang et al., 2016; Huang & Ullrich, 2016; Rauscher
et al., 2013; Rhoades et al., 2016; Wu et al., 2017; Zarzycki et al., 2014b), modeling synoptic-scale weather
systems (Rauscher & Ringler, 2014) and tropical cyclones (Zarzycki, 2016; Zarzycki & Jablonowski, 2014; Zar-
zycki et al., 2014a, 2015, 2016), and most recently in regional climate change assessments (Huang & Ullrich,
2017; Rhoades et al., 2017).
The growing interest in utilizing VR-CESM to simulate mountain hydroclimatologies demands further efforts
to understand and assess model biases and errors. As pointed out in earlier work in Rhoades et al. (2016),
although VR-CESM was able to simulate mountain snowpack with comparable ﬁdelity to RCMs, a key bias in
the windward/leeward distribution of precipitation persisted. Given the critical role of parameterized micro-
physics in determining the amount and distribution of precipitation in models, particularly for mountainous
terrain at high resolution (e.g., Liu et al., 2011), it is reasonable to explore how the representation of micro-
physics may have contributed to these biases. The VR-CESM simulations of Rhoades et al. (2016) utilized the
scheme of Morrison and Gettelman (2008) (MG1), which was the default in CESM at that time. Most relevant
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for the current study, MG1 treats rain and snow in the atmosphere diagnostically similar to most schemes
in GCMs prior to the last few years (with a few exceptions, such as Fowler et al., 1996). In the diagnostic
treatment of precipitation, within each time step the rain and snow mass and number mixing ratios are cal-
culated by assuming a steady state balance of the microphysical process rate source/sink terms and
removal by sedimentation. The corresponding set of ordinary differential equations is solved by vertical
integration from the cloud top downward (see Morrison & Gettelman, 2008).
A key point is that the diagnostic treatment of precipitation in MG1 neglects horizontal advection of rain
and snow in the atmosphere, and hence is simple and computationally efﬁcient. This is appropriate when
the timescale for fallout of precipitation through the column is less than the timescale for horizontal trans-
port across grids, but is questionable otherwise. Thus, diagnostic precipitation may be problematic at highly
reﬁned grid-spacings because the timescale for horizontal transport across grids is relatively small (Gettel-
man & Morrison, 2015). This may be especially important for orographically forced precipitation cases in
which horizontal transport of precipitating ice is critical for determining the spatial distribution of surface
precipitation, particularly windward versus leeward, at highly reﬁned grid-spacings (e.g. Morrison et al.,
2015). Nonetheless, few studies have assessed in practice how simulations may be degraded using diagnos-
tic precipitation as horizontal grid-spacings are reﬁned. With the increasing use of high-resolution global
models, especially those with regional grid reﬁning capabilities, it is important to understand this behavior
across scales. Gettelman and Morrison (2015) recently modiﬁed MG1 to include a prognostic treatment of
precipitation (MG2). Thus, MG2 includes rain and snow mass and number mixing ratios as prognostic varia-
bles, retaining their history across time steps and including horizontal advection. MG2 is otherwise nearly
identical to MG1, allowing us to isolate and assess the sensitivity to diagnostic versus prognostic treatments
of precipitation.
The goal of this study is to explore sensitivities of the VR-CESM simulated U.S.-west mountain hydroclimatol-
ogy using MG1 versus MG2 microphysics and increasingly reﬁned grid-spacings to those comparable with
current regional downscaling methodologies. We investigate these sensitivities in the context of the bias
identiﬁed by Rhoades et al. (2016) in the spatial distribution of U.S.-west precipitation accumulation and
snowpack using VR-CESM. Our simulation results are compared against observation/reanalysis products in
order to isolate a recommended conﬁguration for mountain snowpack studies. This study focuses on the
hydroclimatology of model simulations at 55, 28, 14, and 7 km. Although Gettelman et al. (2015) tested
MG2 in single-column within the Community Atmosphere Model (CAM) and global CAM at 222 km and
28 km grid-spacings, it was noted by the authors that future work was needed to understand the resolution
dependence of diagnostic versus prognostic precipitation at 28 km. This paper aims to address this knowl-
edge gap, by assessing CESM behavior at resolutions typical of RCMs.
2. Experimental Design
2.1. CESM Overview
CESM is comprised of stand-alone atmospheric, land-surface, oceanic, sea-ice, and land-ice components
that can be fully coupled and/or have data prescribed. A detailed description of the beneﬁts of VR-CESM,
scalability in the Community Atmospheric Model version 5 (CAM5-SE, Dennis et al., 2012) and more details
on the Community Land Model version 4.0 (CLM4-SP) are given in Zarzycki et al. (2015) and Rhoades et al.
(2016, 2017).
The eight VR-CESM simulations conducted for this study utilized MG1 microphysics (version 1.2.2) and the
recently developed MG2 microphysics enabled (version 1.5.5) with full atmospheric-land coupling and pre-
scribed sea ice and data ocean, i.e., the FAMIPC5 conﬁguration (Gates, 1992; Neale et al., 2010; Oleson et al.,
2010). Prescribed sea ice and sea surface temperatures (SST) were developed by Hurrell et al. (2008) and
consist of a combination of two bias-corrected data sets—the Hadley Centre sea ice and SST data set ver-
sion 1 and version 2 of the National Oceanic and Atmospheric Administration weekly optimal interpolation
SST analysis. This blended SST data set provides monthly mean estimates of both SST and sea-ice extent at
111 km grid-spacings. The VR-CESM simulations further utilized prescribed chemistry, and years after 2005
utilized prescription ﬁles from a ‘‘middle-of-the-road’’ RCP4.5 emission scenario, due to observed prescrip-
tion ﬁles ending in year 2005.
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Our VR-CESM simulations differed only in horizontal grid-spacing over California (CAL_VR) and/or MG1 ver-
sus MG2 microphysics. To ensure model stability, the CAM5-SE dynamics time step was 46 s with 55 km
grid-spacing, 18 s at 28 km, 9 s at 14 km, and 4 s at 7 km. The physics time step within the eight CAL_VR
simulations was ﬁxed to 7.5 min (four times as frequent as CESM’s default) to reduce errors from using lon-
ger time steps (>10 min) that were highlighted in Gettelman and Morrison (2015). All simulations are con-
ducted over the 1999–2015 time frame plus 9 months of spin-up to ensure that CLM4-SP is equilibrated
with CAM5-SE. All CAL_VR simulations were conducted on the National Energy Research Scientiﬁc Comput-
ing Center (NERSC) Cori supercomputing system with 75 nodes (2,400 processors) resulting in simulated
years per actual day (SYPD) for CAL_VR55 at 8.18, CAL_VR28 at 5.05, CAL_VR14 at 3.88, and CAL_VR7 at
1.96.
Currently, the use of VR-CESM beyond hydrostatic scales (10 km) is not advised. Being a hydrostatic
model, VR-CESM uses the hydrostatic approximation to replace the prognostic vertical velocity equation
with a diagnostic equation. Consequently, terms controlling horizontal and vertical transport of vertical
momentum are neglected, even though these terms are needed for the representation of gravity waves,
mountain lee waves, and mesoscale convective systems at scales below 10 km. However, it is worth not-
ing that the resolved scale for atmospheric features is actually several times larger than the grid truncation
scale, and so executing climate models (even hydrostatic models) at grid-spacings ﬁner than 10 km should
beneﬁt simulation ﬁdelity. Nonetheless, at increasingly ﬁner grid-spacing, hydrostatic models have been
shown to exhibit divergent growth in the vertical velocity compared with nonhydrostatic models (Jeevan-
jee, 2017; Morrison, 2016; Weisman et al., 1997). Recent analyses by Yang et al. (2017) using both hydrostatic
and nonhydrostatic formulations of the Weather Research and Forecasting (WRF) model at 36, 12, and 4 km
showed statistically signiﬁcant differences in simulated total precipitation in the tropics (largely due to
latent heat release). However, differences within the midlatitudes were negligible between nonhydrostatic
and hydrostatic simulations.
Wintertime precipitation in California is generally dominated by large-scale condensation, which is less sen-
sitive to grid resolution. However, although convection is a small contributor to overall winter precipitation
in California, it should be noted that CAL_VR simulations were run across entirely parameterized (55 km) to
partially resolved (7 km) scales. An average of 6%–13% of 1999–2015 DJF precipitation over California came
from convection across the CAL_VR simulations, with the remainder being produced by the large-scale
scheme. Of note, the Zhang-McFarlane convective parameterization (Zhang & McFarlane, 1995; Zhang &
Mu, 2005) is not inherently scale selective, however, CAM5 efﬁcacy for convective precipitation has been
proven in previous variable-resolution studies (Zarzycki et al., 2014b, 2015). These aspects provide conﬁ-
dence for running CAL_VR simulations at grid-spacings 28 km.
MG1 and MG2 microphysics in CAM are almost identical in all aspects, except for their treatment of precipi-
tation (as described in the introduction). Both MG1 and MG2 use two moments (i.e., mass and number mix-
ing ratios) to determine particle-size distributions for each hydrometeor class (i.e., cloud ice, cloud liquid,
rain, snow). This affords greater ﬂexibility in determining process rates compared to one-moment schemes
predicting mass mixing ratios only (Igel et al., 2015). Both schemes include several liquid, mixed-phase, and
ice microphysical processes. However, MG1 diagnoses the mass and number mixing ratios of rain and snow
mass, whereas they are prognosed in MG2 (Gettelman et al., 2015; Gettelman & Morrison, 2015; Morrison &
Gettelman, 2008). Importantly, this means that horizontal advection of precipitating species is neglected in
MG1, but included in MG2. Prognostic precipitation in MG2 results in an order of magnitude higher cloud
water accretion-to-autoconversion ratio than using MG1, a more realistic presence of mixed-phase clouds in
global CESM simulations, and was shown to be reasonably insensitive to changes in horizontal grid reﬁne-
ment from 222 to 28 km (Gettelman et al., 2015). Note that there is an increased computational cost of
prognostic precipitation compared to diagnostic mainly due to advecting the additional hydrometeor spe-
cies. Currently, the main limitation of MG2 is that rimed ice (e.g., graupel or hail) is not explicitly repre-
sented. This is important at convection-permitting scales (5–10 km), mainly for deep convection, but also
potentially for some orographic/frontal cases where there is signiﬁcant riming. Otherwise, the overall design
of MG2 is broadly similar to other two-moment schemes used in regional mesoscale models (e.g., Milbrandt
& Yau, 2005; Morrison et al., 2009; Thompson & Eidhammer, 2014).
As discussed in the introduction, the use of diagnostic precipitation in MG1 may become problematic at
increasingly reﬁned grid-spacing (i.e., to 28 km) because it neglects horizontal advection of rain and snow.
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However, the speciﬁc biases this introduces by going to higher resolution within a land-atmosphere cou-
pled model framework (i.e., AMIP), particularly for regions such as the mountainous U.S.-west where small-
scale changes to spatial precipitation distributions are critical, has not yet been assessed. This topic is thus
the focus of this manuscript.
2.2. VR-CESM Model Grid, Topographical Fields, and Surface Data Sets
A set of four VR grids were generated for this study using SQuadGen (Ullrich, 2014). Identical grids were
employed in CAM5-SE and CLM4-SP (Figure 1a). These grids were developed by ﬁrst reﬁning from a global
111 km grid-spacing to a regional reﬁnement of 55 km (CAL_VR55 MG1 and MG2) and 28 km
(CAL_VR28 MG1 and MG2) over the U.S.-west and eastern Paciﬁc, to resolve AR landfall locations. Further
variable-resolution grid reﬁnement was then targeted over the California mountainous regions down to
grid-spacings of 14 km (CAL_VR14 MG1 and MG2), and 7 km (CAL_VR7 MG1 and MG2) using an outline of
the Klamath and Sierra Nevada mountainous regions from the EPA’s Ecoregion Level III classiﬁcation system
(dashed dark blue outline in Figure 1b). The ability of the CAM5-SE dynamical core to handle abrupt transi-
tions between grid-resolutions was outlined in Zarzycki et al. (2014a) and Zarzycki et al. (2015) where
numerical artifacts were not observed in the average simulated climatologies. Speciﬁcally, Ullrich and Jablo-
nowski (2011) explains how the combination of colocated higher-order numerical methods and hypervis-
cosity similar to those used in CAM5-SE effectively mitigate ﬁne-to-coarse grid cell wave distortion and
reﬂection.
The VR-CESM topographic data sets were derived from a 1 km digital elevation product known as the
Global 30 Arc-Second Elevation (GTOPO30). Smoothing was applied to dampen high-frequency model
noise that could arise from topographic forcing near the grid scale in accordance with Zarzycki et al. (2015)
and tested to ensure that any potential spurious model noise in vertical pressure velocity is negligible and
does not imprint onto the precipitation ﬁelds (i.e., grid-point storms). More information on the technical
details of the topography smoothing operator can be found in Zarzycki et al. (2015). The resultant
Figure 1. The VR-CESM grids used for this study with a quasi-uniform 111 km (1.008) base grid-spacing on a cubed-sphere grid. In Figure 1a, VR reﬁnement is
shown via the convex polygons with the highest grid reﬁnements focused over California’s mountainous regions at 55 km (0.58), 28 km (0.258), 14 km (0.1258), and
7 km (0.06258). The three analysis regions for this study are depicted in Figure 1b, with the California mountain region (focus of VR reﬁnement) highlighted in dark
blue and via a dashed dark blue line when overlapping with the other regions. Last, Figure 1c highlights the topographical difference between the VR-CESM four
CAL_VR topographies to the USGS GTOPO 30 arc-second topography data set over California.
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topographies are shown and differenced from the original GTOPO30 data set in Figure 1c. The topographic
mean and variability is improved with increased grid reﬁnement, especially when compared to CAL_VR55
at 55 km grid-spacing. This is further apparent in Figure 2a where the elevation classes are signiﬁcantly
more realistic with increasing CAL_VR grid reﬁnement compared to the GTOPO30 data set.
In CLM4-SP, the year 2000 surface data set from Ke et al. (2012) is available in CLM4-SP and used for all sim-
ulations. The Ke et al. (2012) provides 5 to 9 km characterizations of plant functional types (PFTs), soils, lakes,
wetlands, crops, and urban areas (standard CLM4-SP utilizes 55 km surface data sets). This is apparent in Fig-
ures 2b and 2c, which depicts the percent change in forest cover between CAL_VR55 and CAL_VR7 for the
two major PFT tree species in California, Temperate Needleaf Evergreen and Boreal Needleleaf Evergreen.
Therefore, for all simulations, surface characteristics are static for the year 2000, assumed to be a reasonable
approximation for our near-term simulation period of 1999–2015. Therefore, underlying land-surface cover
and topography are exactly the same at common VR grid reﬁnement.
2.3. Mountain Climate Reference Data Sets for Model Evaluation
The spatial grid reﬁnement and temporal resolution for the eight CAL_VR simulations and the reference
data sets for model evaluation used in this study are given in Table 1. The reference data sets to evaluate
model performance were chosen on their merit to characterize speciﬁc hydroclimate variables of interest.
Additionally, each of the data sets were standardized from December 1999 to February 2015 to climate
daily average, DJF average, and DJF climate average using the netCDF Operators (NCO—Zender, 2008) and
the Climate Data Operators (CDO—Schulzweida et al., 2007). Although California’s winter season spans
November–March, DJF was used as it accounts for 50% of the annual total precipitation (California Data
Exchange Center (CDEC), 2017) and minimizes errors associated with snow related feedbacks at the start of
Figure 2. Surface characteristics in CAL_VR with (a) representing the difference in model surface topography over the Cal-
ifornia Mountainous Region compared to a DEM product (GTOPO30) and (b and c) showing differences in forest cover dis-
tributions between CAL_VR55 and CAL_VR7 for the two most abundant tree species in CLM4-SP within the California
Mountainous Region in the static year 2,000 3 min surface data set.
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the accumulation period and end of the ablation period (Raleigh et al., 2013). Elevation thresholds and
USGS hydrologic units were used to generate analysis regions for the entire California mountainous region
(dark blue) as well as the windward (green) and leeward (light blue) sides of the Sierra Nevada, which accu-
rately tracks the mountain ridgeline (Figure 1b). To fairly compare model simulations and the reference
data sets for model evaluation each were regridded to an equal grid reﬁnement of 4 km (or 0.031258) via
bilinear interpolation and then masked by region. If a data set had grid-spacing <4 km, it was upscaled to
4 km using a coarsening procedure available in the open-source TempestRemap suite (Ullrich & Taylor,
2015; Ullrich et al., 2016). The upscaling procedure uses an area-weighted average that sums over the mass
content of all overlapping grid cells.
The remainder of this section describes the reference data sets for model evaluation used in our study:
1. The Parameter-elevation Relationships on Independent Slopes Model (PRISM) data set utilizes over
10,000 quality controlled observational station data sets along with a climate-elevation regression for
each DEM grid-cell to create a daily 4 km total precipitation and 2 m surface temperature spatially con-
tinuous CONUS product (Daly et al., 2008). PRISM total precipitation and surface temperature products at
4 km were utilized for comparison to our eight VR-CESM simulations, as PRISM is a high-quality and
widely used product with minimal statistically signiﬁcant differences compared with other major precipi-
tation products (Huang et al., 2016). However, we note that Henn et al. (2016) has shown that gridded
total precipitation products, such as PRISM, have shown a systemic underestimation of total precipitation
maxima due to interpolation at higher elevations when a complete water balance is assessed via stream-
ﬂow gauges and ET measurement constraints. Additionally, Rasmussen et al. (2012) discusses the sys-
temic issue of under-catchment of snowfall from surface observations (especially in high winds) which
may further diminish estimates of total precipitation.
2. The Moderate Resolution Imaging Spectroradiometer (MODIS) satellite product (MOD10CM V005) pro-
vides global monthly 5 km snow cover (Hall & Riggs, accessed 2017). The product is quality-assured for
cloud cover by using visible and short-wave near-IR spectral bands and a snow mapping algorithm with
a Normalized Difference Snow Index (NDSI). The authors have chosen to use the MODIS 5 km snow cover
product for comparison to our eight VR-CESM simulation set based on its use in prior studies (Rhoades
et al., 2016) and its close agreements with ground based measurements (Hall & Riggs, 2007).
3. The Landsat-Era Sierra Nevada Snow Reanalysis (SNSR) data set by Margulis et al. (2016a) characterizes
SWE for 20 watersheds within the California Sierra Nevada at 90 m resolution from 1985 to 2015. The
reanalysis estimates for SWE are derived from a Bayesian data assimilation technique that utilizes 30 m
elevation estimates from the ASTER and the National Land Cover Database, hourly 14 km meteorological
inputs from the North American Land and Data Assimilation Database phase 2 (NLDAS-2), and snow
cover area and vegetation cover fractions derived from the NASA Landsat 5, 7, and 8 satellite data. The
data set was validated against 108 snow pillows and 202 snow course in situ SWE measurements from
the California Data Exchange Center, which were not incorporated into the assimilation technique, and
Table 1
California Hydroclimate Data Sets
Climate data set
Grid
elements Hydroclimate variable
Spatial grid –
refinement
Max
elevation
Temporal
resolution
Analysis time –
series
VR-CESM
CAL_VR55 – MG1 and MG2 6264 Total precipitation, snowfall, snow
cover, SWE, surface temperature
55 km 2,160 m Daily 1999–2015
CAL_VR28 – MG1 and MG2 7452 Total precipitation, snowfall, snow
cover, SWE, surface temperature
28 km 2,600 m Daily 1999–2015
CAL_VR14 – MG1 and MG2 7757 Total precipitation, snowfall, snow
cover, SWE, surface temperature
14 km 3,110 m Daily 1999–2015
CAL_VR7 – MG1 and MG2 9517 Total precipitation, snowfall, snow
cover, SWE, surface temperature
7 km 3,400 m Daily 1999–2015
Reference data sets for model evaluation
SNSR SWE 90 m 3,830 m Daily 1999–2015
MODIS Snow cover 5 km 3,810 m Monthly 2000–2015
PRISM Total precipitation, surface temperature 4 km 3,810 m Daily 1999–2015
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found to correlate at r5 0.97 across all sites with mean and root-mean-square errors less than 3 and
13 cm, respectively (Margulis et al., 2016a, 2016b). Margulis et al. (2015) discusses how forest cover and
cloud interference on the snow cover estimates from Landsat are quality assessed across various forest
cover percentage and water year types and, eventually scaled to those found in bare ground measure-
ments. This data set is a high-quality SWE product that was sorely lacking in previous VR-CESM validation
studies (Rhoades et al., 2016, 2017).
3. Results and Discussion
The results of this study are structured as follows: In the ﬁrst subsection, we calculate the horizontal grid-
spacing at which MG1 and MG2 should be used to model mountain hydroclimatologies using simulated
VR-CESM winds and theoretical rainfall/snowfall drop velocities and distances. Next, we examine the large-
scale drivers of precipitation across the VR-CESM cases over the eastern Paciﬁc. Last, we evaluate how the
eight VR-CESM simulations respond to resolution, microphysics, and large-scale drivers at climatological,
seasonal, and daily timescales within California’s Sierra Nevada, spatially and with elevation.
3.1. Resolution Dependence in a Diagnostic Versus Prognostic Precipitation Scheme
We ﬁrst elucidate the theoretical calculations made in Gettelman and Morrison (2015) regarding when it is
most optimal to use diagnostic vs prognostic precipitation in a microphysics scheme. Figure 3 depicts the hor-
izontal distance at which a hydrometeor travels over before falling to the surface for the DJF climate average
of the CAL_VR simulations for rain (a, dx_RAIN) and snow (b, dx_SNOW). If the model grid spacing is smaller
than dx_RAIN or dx_SNOW, then horizontal advection of precipitation hydrometeors across the model grid is
important, which implies that a diagnostic treatment of precipitation, as in MG1, will be problematic.
This was calculated as follows:
Lateral transport time of rain (Ltr ) and snow (Lts ):
Ltr5
dx RAIN
U
; Lts5
dx SNOW
U
: (1)
Drop time of rain (Dtr ) and snow (Dts ):
Figure 3. Estimates of the horizontal grid spacing (dx) at which the timescale for lateral transport of precipitation hydrometeors across grids is similar to the time-
scale for sedimentation through the column for the DJF climate average of the CAL_VR (a) simulated rainfall (dx_RAIN) and (b) snowfall (dx_SNOW) assuming con-
stant rain and snow fall speeds. Black shading indicates the locations for which a speciﬁc CAL_VR maximum horizontal reﬁnement is potentially problematic using
MG1 with diagnostic precipitation.
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Dtr5
Z
Vr
;Dts5
Z
Vs
: (2)
Horizontal distance at which a raindrop (dx_RAIN) and snowﬂake (dx_SNOW) travel prior to reaching the
land-surface, or when Ltr (Lts ) equals Dtr (Dts ):
dx RAIN5
Z
Vr
 
3U; dx SNOW5
Z
Vs
 
3U: (3)
In this equations, Z is drop distance, assumed to be 1.9 km; Vr (Vs) is drop velocity of rain (snow), assumed
to be a median drop velocity from Neale et al. (2010) for rainfall (4.5 m/s) and snowfall (0.6 m/s); U is verti-
cally averaged total horizontal wind (m/s) simulated by CAL_VR simulations. Vertical averaging of U was per-
formed through Z to encapsulate all potential pressure levels at which precipitating hydrometeors may fall
through the planetary boundary layer Neale et al. (2010) note that the MG scheme assumes a maximum ter-
minal drop velocity of 9.1 m/s for rainfall and 1.2 m/s for snowfall.
To highlight where the diagnostic treatment of precipitation in the MG1 scheme would theoretically break
down given the aforementioned assumptions and simulated total winds, black shading was added for each
CAL_VR simulation where dx_RAIN and dx_SNOW are larger than the horizontal grid-spacing (i.e., 55 km for
CAL_VR55 and 7 km for CAL_VR7). As seen in Figure 3 the MG1 scheme is valid for rainfall calculations from
55 to 7 km horizontal grid-spacing as the median drop velocity is signiﬁcantly higher than the lateral trans-
port. dx_RAIN estimates ranged from 0.2 to 4.0 km within the CAL_VR simulations. Conversely, snowfall esti-
mates using MG1 are valid at 55 km, however, these estimates may begin to break down at <28 km,
especially in mountainous regions. Speciﬁcally, dx_SNOW estimates ranged from 1.8 to 30 km. Based on
these assumptions, at grid spacings typical of today’s most cutting-edge regional downscaling tools a
microphysics scheme with prognostic precipitation is essential, particularly in the context of mountain
hydroclimatology.
3.2. Large-Scale Transport Influences on Mountain Hydroclimatology
Integrated vapor transport (IVT, kg/m/s) is a major large-scale dynamical inﬂuence that shapes regional
hydroclimatologies in Mediterranean-type climate regions throughout the world (Gimeno et al., 2014). Pre-
cipitation magnitude and timing are often dictated by the ebb-and-ﬂow of IVT over a given winter season.
This is especially true in California where ARs (i.e., sustained IVT  250 kg/m/s over subdaily to multiday
timescales) often dictate if the state faces drought or ﬂoods in a given water year(s) (Dettinger, 2011, 2013;
Ralph et al., 2004). The DJF climate-average IVT, average surface-700 mb winds (white arrows), and 500 m
topographic intervals (black contours) for the eastern Paciﬁc across the eight CAL_VR simulations is given in
Figure 4. All simulations exhibit a similar large-scale signature in IVT with higher IVT between 35–408N
Figure 4. DJF climate average integrated water vapor transport (IVT) with vector winds overlaid (white arrows) and state boundaries and 500 m topographic con-
tours (black lines). Results are shown for the eight CAL_VR simulations at various reﬁned horizontal grid-spacings (55–7 km) using (a) MG1 versus (b) MG2
microphysics.
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latitude and 140–1508W longitude and a consistent semipermanent high-pressure system off the southern
coast of California.
Minimum and maximum IVT values within the simulation domain were effectively indistinguishable across
all grid-reﬁnements and/or MG1 versus MG2 schemes with values ranging from 11.8 (CAL_VR7 MG1) to
(CAL_VR55 MG2) 19.9 kg/m/s and 139 (CAL_VR28 MG1) to 179 (CAL_VR55 MG2) kg/m/s. A key difference in
IVT across CAL_VR cases was the direction and magnitude of low level column integrated wind vectors near
topography, especially near the central-to-southern California coastal topography and Sierra Nevada moun-
tains. This is most certainly driven by improved representation of topography at higher resolution. Interest-
ingly, the CAL_VR14 MG2 simulation had a more consistent southward onshore wind along the central-to-
southern California Central Valley and Sierra Nevada when compared with the other CAL_VR simulations
(Figure 4). This led to a reduced IVT intrusion into the central-to-southern Sierra Nevada which as some of
the tallest portions of the mountain range and the highest potential for snowfall and long-term snowpack
storage. For example, the average difference in IVT intrusion on the windward portion of the Sierra Nevada
was 6.4 kg/m/s smaller than any other CAL_VR simulation. This likely shaped the CAL_VR14 MG2 California
mountain hydroclimatology compared with the other CAL_VR simulations (discussed in more detail below).
3.3. Mountain Hydroclimatology at Climate and Seasonal Timescales
The CAL_VR simulated DJF climate average differences from reference are presented in Figures 5–8 for total
precipitation, snow cover, SWE, and surface temperature, respectively. In each plot, horizontal grid-spacing
(55, 28, 14, and 7 km) varies across columns. Rows indicate diagnostic (MG1, top) versus prognostic (MG2,
bottom) treatment of precipitation in the microphysics scheme. The DJF seasonal summary statistics are
given in Table 2. Figure 5 indicates that precipitation in the two CAL_VR55 simulations is similar in character.
At this resolution, the horizontal grid-reﬁnement supersedes the need for prognostic precipitation and the
topographic resolution is too coarse to resolve the peaks of the California mountainous region, shown via
the localized dry biases near mountain peaks. As the CAL_VR simulations are pushed to 28 km total pre-
cipitation in the MG1 simulations are biased high in the windward region of the Sierra Nevada, driving a lee-
ward dry bias. We attribute this error to the absence of horizontal transport of snowfall in MG1. The DJF
climate average total precipitation difference across CAL_VR MG1 simulations within the California moun-
tain region are positively biased (10.88 to 11.08 mm/d) when compared with PRISM. The high bias in total
precipitation is maintained in the CAL_VR MG2 simulations as well, however more resolution dependence is
also apparent. For instance, CAL_VR14 MG2 is closest to PRISM (10.13 mm/d), yet CAL_VR7 MG2 produced
the highest total precipitation bias (12.59 mm/d). As discussed previously, part of this disagreement is a
result of a lack of IVT gradient throughout the northern/southern Sierra Nevada and Central Valley and the
Figure 5. Difference in modeled and PRISM-observed DJF climate average total precipitation rates. Results are shown for the eight CAL_VR simulations at various
reﬁned horizontal grid-spacings (55–7 km) using (a) MG1 versus (b) MG2 microphysics.
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large interannual variability in precipitation in California. On the other hand, DJF climate average total pre-
cipitation in the CAL_VR MG1 simulations at 28 km within the California mountainous region appears to
converge to 7.0 60.1 mm/d. The MG2 simulations at 28 km do not exhibit clear convergence with 7.5
61.2 mm/d (Table 2).
There is nonetheless a clear improvement in both spatial correlations and windward/leeward ratios is
observed with MG2 microphysics (Table 3). Spatial similarities were assessed using Pearson pattern correla-
tion coefﬁcients. CAL_VR MG1 simulations at 28 km generally have a lower range in minimum (0.13–0.58),
mean (0.61–0.69), and maximum (0.77–0.82) DJF seasonal Pearson pattern correlation coefﬁcients when
compared with the CAL_VR MG2 simulations range in minimum (0.40–0.60), mean (0.67–0.78), and maxi-
mum (0.85–0.91) seasonal values. The CAL_VR MG2 at 28 km simulations’ range in spatial correlation
match from season-to-season with PRISM increased by 0.1–0.2 when compared with the CAL_VR MG1 simu-
lations. Similarly the mountain windward/leeward total precipitation ratios in CAL_VR MG1 (9.92–7.78) are
grossly overestimated (3X higher) when compared with PRISM (2.92) at 28 km, and worsen with horizontal
Figure 6. Same as Figure 5, but for snow cover against MODIS.
Figure 7. Same as Figure 5, but for snow water equivalent (SWE) against SNSR.
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reﬁnement. Conversely, the mountain windward/leeward total precipitation ratios across the CAL_VR MG2
simulations (2.58–3.07) are nearly identical to PRISM.
The distribution of precipitation and partitioning of rain/snow on the windward and leeward side of the
Sierra Nevada is critical when climate data are used for the assessment of watershed scale basins, particu-
larly for ecosystem maintenance and reservoir operations. To assess the efﬁcacy of CAL_VR simulations in
their representation of mountain snowpack (i.e., rain and snow partitioning), Figures 6 and7 highlight the
DJF climate average differences in snow cover and SWE against MODIS and SNSR, respectively. Unlike total
Figure 8. Same as Figure 5, but for 2 m surface temperature against PRISM.
Table 2
Summary Statistics for Winter Season (DJF) Hydroclimate Variables by the CAL_VR Simulations and Reference Data Sets for Model Evaluation Within the California
Mountain Region
Climate data set Mean Standard deviation Min Lower quartile Median Upper quartile Interquartile range Max
Total precipitation (mm/d)
CAL_VR55 MG1 (MG2) 6.71 (6.40) 1.60 (1.51) 2.90 (3.51) 4.82 (5.23) 6.11 (5.83) 7.90 (5.97) 3.08 (0.73) 11.1 (12.7)
CAL_VR28 MG1 (MG2) 6.95 (7.81) 1.68 (1.87) 1.72 (3.70) 4.40 (4.81) 7.63 (6.81) 8.38 (9.77) 3.98 (4.97) 12.5 (14.7)
CAL_VR14 MG1 (MG2) 7.01 (6.20) 1.28 (1.67) 4.21 (3.47) 5.76 (4.01) 6.76 (4.78) 7.88 (8.35) 2.12 (4.34) 9.88 (12.1)
CAL_VR7 MG1 (MG2) 7.15 (8.66) 1.83 (2.07) 2.68 (2.26) 3.88 (5.79) 6.04 (8.05) 9.22 (10.4) 5.34 (4.61) 12.8 (19.3)
PRISM 6.07 1.35 3.04 4.97 6.00 7.08 2.11 9.81
Snow water equivalent (mm)
CAL_VR55 MG1 (MG2) 30.0 (19.0) 5.02 (3.81) 2.78 (1.19) 10.3 (10.8) 22.3 (15.2) 37.6 (24.6) 27.3 (13.8) 78.2 (59.0)
CAL_VR28 MG1 (MG2)) 57.0 (62.4) 6.75 (5.24) 10.3 (19.5) 26.8 (35.5) 36.3 (61.6) 72.2 (73.2) 45.4 (37.7) 166 (115)
CAL_VR14 MG1 (MG2)) 111 (80.9) 8.38 (8.94) 28.1 (13.6) 49.2 (25.6) 103 (38.4) 136 (109) 87.1 (83.4) 279 (242)
CAL_VR7 MG1 (MG2)) 109 (111) 8.52 (7.72) 16.0 (27.4) 48.8 (64.4) 88.1 (89.3) 190 (149) 142 (84.6) 216 (211)
SNSR 84.4 6.44 20.0 41.1 86.7 109 68.2 152
Snow cover (%)
CAL_VR55 MG1 (MG2)) 31.8 (27.4) 4.03 (3.25) 8.13 (8.64) 19.9 (21.2) 26.6 (29.1) 40.3 (34.8) 20.4 (13.6) 62.8 (44.1)
CAL_VR28 MG1 (MG2)) 40.3 (44.2) 3.91 (2.80) 13.2 (27.4) 28.5 (40.5) 38.9 (42.9) 47.2 (49.2) 18.8 (8.71) 75.1 (58.6)
CAL_VR14 MG1 (MG2)) 52.2 (46.3) 3.38 (4.33) 31.5 (21.6) 44.8 (32.6) 53.6 (41.7) 58.6 (53.2) 13.8 (20.6) 72.9 (82.1)
CAL_VR7 MG1 (MG2)) 50.2 (50.5) 3.73 (3.65) 28.3 (26.7) 40.4 (39.4) 49.4 (50.2) 60.7 (60.1) 20.3 (21.4) 70.2 (73.9)
MODIS 40.8 3.61 14.7 25.2 44.0 47.9 22.7 56.4
Two-meter surface temperature (K)
CAL_VR55 MG1 (MG2)) 275 (276) 1.21 (1.05) 272 (274) 273 (275) 276 (276) 276 (276) 2.48 (1.55) 278 (277)
CAL_VR28 MG1 (MG2)) 274 (274) 1.18 (1.00) 270 (272) 273 (273) 274 (274) 275 (275) 1.54 (1.62) 277 (276)
CAL_VR14 MG1 (MG2)) 273 (273) 0.94 (1.29) 272 (270) 272 (272) 273 (274) 274 (274) 1.30 (1.61) 275 (276)
CAL_VR7 MG1 (MG2)) 273 (273) 1.12 (1.13) 271 (271) 272 (273) 273 (274) 273 (274) 1.34 (2.09) 276 (276)
PRISM 276 1.04 275 276 276 277 1.06 279
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precipitation, clearer beneﬁts in representing mountain snowpack can be associated with horizontal grid-
reﬁnement and microphysics across the CAL_VR simulations. The CAL_VR55 MG1 and MG2 simulations
both underestimate DJF climate average snow cover (SWE) by 29.00% to 213.3% (–54.4 to 265.4 mm) in
the California mountain region as precipitation failed to transition from liquid to ice due to unrealistic
topography and a smaller orographic uplift (Table 3). For the CAL_VR simulations that were 28 km, it is
clear that the windward/leeward precipitation bias in MG1 shaped the windward/leeward snow cover bias
(Figure 6). The DJF climate average difference with MODIS in the California mountain region was 20.5% to
11.5% in the CAL_VR MG1 simulations and 3.4%–9.8% in the CAL_VR MG2 simulations (Table 3). Similarly,
the DJF climate average SWE was 227.4 to 24.2 mm in the CAL_VR MG1 simulations and 222.0 to 26.1 mm
in the CAL_VR MG2 simulations within the California mountain region. The average absolute difference for
snow cover (SWE) was 7.12% (26.0 mm) for CAL_VR MG1 at horizontal grid-reﬁnement 28 km and
improved to 6.22% (17.2 mm) for CAL_VR MG2 at horizontal grid-spacings 28 km, although beneﬁts were
largely seen at 14 km (Figures 6 and 7). In terms of the DJF seasonal Pearson pattern correlation coefﬁcients
for snow cover (SWE), the CAL_VR MG1 simulations ranged between 0.48–0.76 (0.28–0.68) when compared
with MODIS (SNSR) (Table 3). The CAL_VR MG2 simulations generally improved upon the CAL_VR MG1 sim-
ulations’ DJF seasonal spatial correlations for snow cover (SWE) by 10.12 to 10.15 (10.17 to 10.18) with
values as high as 0.93 (0.87), both of which were for CAL_VR7 MG2 (Table 3). As shown in total precipitation,
the windward/leeward ratios of CAL_VR MG1 simulations highlight the poor distribution of snow cover
Table 3
Summary Statistics for the Difference of Winter Season (DJF) Hydroclimate Variables Between the CAL_VR Simulations and the Reference Data Sets for Model
Evaluation Within the California Mountain Region
Difference Pearson – pattern correlation
Climate data set
Mean
difference
Interquartile range
difference Minimum Mean Maximum
Windward /
leeward ratio
Total precipitation (mm/d)
CAL_VR55 MG1 (MG2) 0.64 (0.33) 0.97 (–1.38) 0.38 (0.16) 0.60 (0.52) 0.76 (0.69) 2.90 (1.81)
CAL_VR28 MG1 (MG2) 0.88 (1.74) 1.87 (2.85) 0.26 (0.40) 0.65 (0.67) 0.82 (0.85) 7.78 (2.58)
CAL_VR14 MG1 (MG2) 0.94 (0.13) 0.01 (2.23) 0.58 (0.60) 0.69 (0.77) 0.77 (0.88) 9.60 (2.98)
CAL_VR7 MG1 (MG2) 1.08 (2.59) 3.23 (2.50) 0.13 (0.48) 0.61 (0.78) 0.77 (0.91) 9.22 (3.07)
Average CAL_VR MG1 at 28 km 0.97 1.70 0.32 0.65 0.78 8.87
Average CAL_VR MG2 at 28 km 1.49 2.53 0.49 0.74 0.89 2.88
PRISM 0.00 0.00 1.00 1.00 1.00 2.92
Snow water equivalent (mm)
CAL_VR55 MG1 (MG2) 254.4 (–65.4) 240.9 (–54.4) 20.01 (–0.02) 0.45 (0.45) 0.64 (0.65) 1.67 (0.60)
CAL_VR28 MG1 (MG2) 227.4 (–22.0) 222.8 (–30.5) 0.34 (0.38) 0.51 (0.65) 0.66 (0.81) 6.24 (1.27)
CAL_VR14 MG1 (MG2) 26.3 (–3.53) 18.9 (15.2) 0.28 (0.57) 0.51 (0.69) 0.63 (0.84) 12.3 (1.96)
CAL_VR7 MG1 (MG2) 24.2 (26.1) 73.5 (16.4 0.39 (0.57) 0.55 (0.77) 0.68 (0.88) 12.4 (1.92)
Average CAL_VR MG1 at 28 km 26.0 38.4 0.34 0.52 0.66 10.3
Average CAL_VR MG2 at 28 km 17.2 20.7 0.51 0.70 0.84 1.72
SNSR 0.00 0.00 1.00 1.00 1.00 2.22
Snow cover (%)
CAL_VR55 MG1 (MG2) 29.00 (–13.3) 22.29 (–9.05) 0.46 (0.38) 0.62 (0.63) 0.76 (0.75) 1.22 (0.67)
CAL_VR28 MG1 (MG2) 20.52 (3.40) 23.90 (–13.9) 0.54 (0.60) 0.63 (0.78) 0.72 (0.86) 2.34 (0.92)
CAL_VR14 MG1 (MG2) 11.5 (5.50) 28.83 (–2.03) 0.48 (0.64) 0.66 (0.80) 0.76 (0.90) 2.84 (1.12)
CAL_VR7 MG1 (MG2) 9.38 (97.7) 22.38 (–19.5) 0.52 (0.64) 0.68 (0.86) 0.76 (0.93) 2.66 (1.10)
Average CAL_VR MG1 at 28 km 7.12 5.04 0.52 0.67 0.75 2.61
Average CAL_VR MG2 at 28 km 6.23 5.98 0.63 0.81 0.94 1.05
MODIS 0.00 0.00 1.00 1.00 1.00 1.21
Two-meter surface temperature (K)
CAL_VR55 MG1 (MG2) 21.21 (–0.74) 1.42 (0.49) 0.46 (0.50) 0.60 (0.62) 0.67 (0.68) 1.01 (1.01)
CAL_VR28 MG1 (MG2) 22.31 (–2.28) 0.47 (0.55) 0.86 (0.89) 0.89 (0.90) 0.92 (0.92) 1.01 (1.01)
CAL_VR14 MG1 (MG2) 23.32 (–2.89) 0.24 (0.55) 0.89 (0.88) 0.92 (0.93) 0.94 (0.95) 1.00 (1.01)
CAL_VR7 MG1 (MG2) 23.57 (–2.87) 0.28 (2.39) 0.91 (0.91) 0.94 (0.95) 0.96 (0.97) 1.00 (1.01)
Average CAL_VR MG1 at 28 km 3.07 0.33 0.88 0.92 0.94 1.00
Average CAL_VR MG2 at 28 km 2.68 0.45 0.89 0.93 0.94 1.00
PRISM 0.00 0.00 1.00 1.00 1.00 1.01
Note. Emboldened values indicate a closer match between CAL_VR MG2 simulations and the reference data sets for model evaluation.
Journal of Advances in Modeling Earth Systems 10.1029/2018MS001326
RHOADES ET AL. 1369
(SWE) in the California mountain region with average windward/leeward ratios 2.2X (4.6X) higher than
MODIS (SNSR). In contrast, the CAL_VR MG2 simulations generally matched the mountain windward/lee-
ward ratios of MODIS snow cover (1.21) and SNSR SWE (2.22) with ratios ranging between 0.92 to 1.12 for
snow cover and 1.27 to 1.96 for SWE (Table 3).
Across all the CAL_VR simulations, surface temperature seasonal DJF Pearson pattern correlations were
>0.86 at horizontal grid-spacings 28 km. However, it is apparent in Figure 8 that a clear systematic cold
bias persists with CAL_VR MG1 (MG2) surface temperatures between 22.3 and 23.6 K (–2.3 to 22.9 K) in
the California mountainous region (Table 3). This cold bias was especially pronounced in the mountainous
regions regardless of grid resolution, and worsened and localized with increased reﬁnement. Several
hypotheses as to why this might have occurred are discussed in the conclusions.
3.4. Mountain Daily Accumulation and Melt Phases
Model efﬁcacy in accumulated precipitation, SWE, and daily climate surface temperature within the Califor-
nia mountainous region over an average water year is depicted in Figure 9 and quantiﬁed in Table 4. Each
of the plotted lines represents a given CAL_VR simulation day averaged across the 16 simulated years and
differenced from that of the reference data set for model evaluation in total precipitation, SWE, and surface
temperature. Colors highlight each of the four grid-spacings of the CAL_VR simulations and solid (dashed)
lines indicate the set of simulations using the MG1 (MG2) microphysics scheme. The vertical black line delin-
eates the accumulation period and the melt period at the oft-assumed historical peak snowpack accumula-
tion date of 1 April. A 30 day running average ﬁlter was applied to surface temperature to better visualize
differences. In each case, an accurate simulation would be expected to deviate little from the zero line and
any perturbation away from the line indicates simulation bias.
In general, through 1 April all CAL_VR simulations produced a high precipitation bias compared with PRISM,
save for the CAL_VR MG1 simulations on the leeward side of the Sierra Nevada which were dry biased
throughout (Figure 9). The CAL_VR MG1 absolute daily climate accumulated average (range) difference in
precipitation compared with PRISM is 78–297 mm (120–455 mm) for CAL_VR MG1 simulations 28 km on
the windward and leeward side of the Sierra Nevada. These results are improved somewhat on the wind-
ward side of the Sierra Nevada in the CAL_VR MG2 simulations, primarily in the CAL_VR14 MG2 simulation
with an average (range) difference of 89 mm (178 mm) (Table 4).
If precipitation were assessed in isolation it would appear that the CAL_VR55 simulations have a superior
representation of daily precipitation. However, when juxtaposed with SWE it becomes apparent that too
much of the precipitation fell as rain and very little as snow. This results in the highest daily climate differ-
ence in average (range) simulated SWE accumulation for the windward,261.5 to 269.1 mm (183–196 mm),
and leeward, 237.0 to 239.9 mm (118–120 mm), side of the Sierra Nevada when compared with SNSR
(Table 4). At 28 km a clear SWE improvement is apparent with the average (range) improved by 4.2X
(1.4X) in MG1 and 3.7X (2.0X) in MG2 along the windward side of the Sierra Nevada. Further improvement
arises in MG2 simulations on the leeward side of the Sierra Nevada by 3.5X (1.8X). Regardless of the resolu-
tion improvement beyond 28 km grid-spacing, a clear bias is present in most of the MG1 simulations with
too much (too little) SWE accumulating prior to 1 April on the windward (leeward) side of the Sierra Nevada.
This results in an average (range) difference in the CAL_VR MG1 simulations at 28 km of 15.4 mm (131
mm) on the windward side of the Sierra Nevada and 40.0 mm (113 mm) on the leeward side of the Sierra
Nevada (Table 4). The CAL_VR MG2 simulations at 28 km show a steady improvement in SWE from 28 to
7 km with the closest match to SNSR from October–March in the windward side of the Sierra Nevada. How-
ever, factors that inﬂuence the spring melt season led to a large undershoot of SWE (Figure 9). Although
biased throughout the water year, the CAL_VR7 MG2 simulation represents the closest approximation to
SNSR in both the windward (–0.55 mm) and leeward (–1.69 mm) side of the Sierra Nevada (Table 4). This
point is made obvious when assessing the average bias in CAL_VR7 MG2 against other MG2 simulations.
CAL_VR7 MG2 average bias improved by 9.4X, 4.9X, and 3.5X when compared with CAL_VR55 MG2,
CAL_VR28 MG2, and CAL_VR14 MG2, respectively, over the entire California mountainous region. Thus,
increased grid-reﬁnement coupled with prognostic treatment of precipitation in the microphysics scheme
did create major beneﬁts in the daily life cycles of mountain SWE over a given simulated water year. Several
hypotheses as to why the mountain SWE in the CAL_VR simulations did not converge toward SNSR are pre-
sented in the conclusions and will be analyzed in more detail in a follow-up sensitivity study.
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Disconcertingly, the persistent cold bias in DJF climate and seasonal surface temperature discussed in the
previous section is persistent throughout much of the water year and is similarly unaffected by horizontal
grid-reﬁnement and/or microphysics scheme used (Figure 9). The cold bias is less persistent in the
CAL_VR55 simulations throughout the water year, likely due to a lack of erroneous topographic temperature
adjustment on surface temperature that impacts the other CAL_VR simulations at 28 km. Within the
Figure 9.Water year daily climate average differences between the CAL_VR MG1 (solid line) and CAL_VR MG2 (dotted
line) simulations at a maximum VR grid-spacing of 55 km (blue), 28 km (orange), 14 km (green), and 7 km (maroon). Simu-
lations were compared against PRISM (total precipitation and surface temperature) and SNSR (SWE) for (left column) the
California Mountain Region, (middle column) windward side of the Sierra Nevada, and (right column) leeward side of the
Sierra Nevada. A 30 day running average ﬁlter was applied to the surface temperature ﬁelds for clarity. The vertical black
line represents the historical peak accumulation date of 1 April which delineates the snowpack accumulation period from
the melt period.
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CAL_VR MG1 and MG2 simulations that are at 28 km, a clear systemic cold bias persists throughout much
of the fall, winter, and spring seasons with a general increase in the cold bias with increased horizontal grid-
reﬁnement, likely a result of incorrect lapse rates that are made more apparent with stronger topographic
gradients. The average (range) of cold bias in the CAL_VR MG1 and MG2 simulations at 28 km was
between 21.48 and 22.58 K (2.62 K–3.78 K) throughout the entire California mountain region (Table 4). The
cold bias in surface temperature undoubtedly inﬂuenced the accumulation and melt phases of the accumu-
lated SWE. The linkage between these two variables will need to be analyzed further in the follow-up sensi-
tivity study as they have large ramiﬁcations in the projection of future winter season snowpack loss and
time of peak SWE due to climate change.
3.5. Mountain Elevation Dependencies
As important as the representation of mountain hydroclimatological spatial patterns, windward/leeward
distributions, and the daily accumulation and melt phases are the ability to characterize elevation proﬁles of
quantities. This is because elevation proﬁles in mountains help to describe features such as the snow and
freezing line which are crucial for mountain snowpack accumulation. Figure 10 depicts the ability of the
CAL_VR simulations to represent the DJF climate average within similar 150 m elevation bands between
300 and 3,750 m. Each color represents a difference from the reference as a function of changing horizontal
grid-spacing and a solid (dashed) line represents the MG1 (MG2) microphysics scheme used. Vertical black
lines indicate the DJF seasonal spread (i.e., 95% conﬁdence intervals) for the reference data sets for model
evaluation at each 150 m elevation interval. The maximum elevation for each CAL_VR simulation (2,150–
3,400 m) and reference data set for model evaluation (3,810–3,830 m) is given in Table 1.
The CAL_VR MG1 simulations at 28 km have a general high (low) precipitation bias at lower (higher) eleva-
tions compared with PRISM. Further, they are almost always outside of the DJF seasonal spread from PRISM
over the windward side of the Sierra Nevada across all elevations. This is because the CAL_VR MG1
Table 4
Summary Statistics for the Difference of Daily Climate Hydroclimate Variables Between CAL_VR Simulations and the Reference Data Sets for Model Evaluation for
Precipitation (PRISM), SWE (SNSR), and Surface Temperature (PRISM) Within the California Mountain Region, Windward side of the Sierra Nevada, and Leeward Side of
the Sierra Nevada
California mountain region
Windward side of
the Sierra Nevada
Leeward side of
the Sierra Nevada
Climate data set
Mean daily
climate
difference
Range daily
climate
difference
Mean daily
climate
difference
Range daily
climate
difference
Mean daily
climate
difference
Range daily
climate
difference
Total precipitation (mm/d)
CAL_VR55 MG1 (MG2) 8.11 (20.3) 140 (92.6) 83.5 (32.8) 239 (102) 54.6 (144) 107 (232)
CAL_VR28 MG1 (MG2) 86.5 (158) 197 (278) 279 (220) 445 (383) 254.6 (125) 86.5 (222)
CAL_VR14 MG1 (MG2) 115 (47.7) 209 (122) 285 (88.9) 419 (178) 287.2 (44.3) 134 (98.0)
CAL_VR7 MG1 (MG2) 133 (293) 222 (414) 326 (332) 501 (497) 290.8 (120) 139 (199)
Average CAL_VR MG1 at 28 km 111 209 297 455 77.5 120
Average CAL_VR MG2 at 28 km 166 271 214 353 96.6 173
Snow water equivalent (mm)
CAL_VR55 MG1 (MG2) 256.5 (–60.6) 167 (173) 261.5 (–69.1) 183 (196) 239.9 (–37.0) 120 (118)
CAL_VR28 MG1 (MG2) 236.9 (–31.4) 111 (99.9) 229.5 (–31.0) 121 (97.8) 240.3 (–13.6) 110 (63.2)
CAL_VR14 MG1 (MG2) 211.4 (–22.8) 114 (92.8) 8.21 (–21.9) 136 (95.4) 239.4 (–17.8) 114 (67.6)
CAL_VR7 MG1 (MG2) 29.01 (–6.46) 97.5 (85.9) 8.38 (–0.55) 135 (93.0) 240.2 (–1.69) 114 (62.4)
Average CAL_VR MG1 at 28 km 19.1 107 15.4 131 40.0 113
Average CAL_VR MG2 at 28 km 20.2 92.8 17.8 95.4 11.0 64.4
Two-meter surface temperature (K)
CAL_VR55 MG1 (MG2) 20.64 (–0.30) 3.95 (2.49) 20.05 (0.35) 4.54 (3.44) 20.42 (–0.42) 4.75 (4.35)
CAL_VR28 MG1 (MG2) 21.48 (–1.59) 3.27 (3.71) 21.33 (–1.26) 4.32 (4.31) 21.04 (–1.70) 4.62 (5.96)
CAL_VR14 MG1 (MG2) 22.33 (–2.18) 3.78 (2.62) 22.30 (–2.01) 3.94 (3.66) 21.18 (–1.63) 4.24 (5.02)
CAL_VR7 MG1 (MG2) 22.58 (–2.28) 2.94 (3.03) 22.51 (–2.05) 3.90 (3.93) 20.93 (–1.31) 4.18 (5.40)
Average CAL_VR MG1 at 28 km 2.13 3.33 2.05 4.06 1.05 4.35
Average CAL_VR MG2 at 28 km 2.02 3.12 1.77 3.96 1.55 5.46
Note. Emboldened values indicate a closer match between CAL_VR MG2 simulations and the reference data sets for model evaluation.
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Figure 10. DJF climate average 150 m elevational proﬁles for CAL_VR MG1 (solid line) and CAL_VR MG2 (dotted line) simulations at a maximum VR grid-spacing
of 55 km (blue), 28 km (orange), 14 km (green), and 7 km (maroon). Simulations were differenced from PRISM (total precipitation and surface temperature), SNSR
(SWE), and MODIS for (left column) the California Mountain Region, (middle column) windward side of the Sierra Nevada, and (right column) leeward side of the
Sierra Nevada. Vertical black lines indicate the DJF seasonal spread in the reference data sets for model evaluation at a given elevation interval.
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simulations at 28 km precipitate out too fast due to erroneous constraints in transport between grid cells
as storms are orographically uplifted in the windward side of the Sierra Nevada (Figure 10b) and too little
precipitation falls on the leeward side of the Sierra Nevada (Figure 10c). Conversely, the CAL_VR MG2 simu-
lations at 28 km distribute precipitation more uniformly across elevations over both the windward and
leeward sides of the Sierra Nevada. This more uniform distribution leads to an over precipitation bias across
all elevations, however the CAL_VR14 MG2 simulation falls well within the range of the seasonal variability
in PRISM. Although an average precipitation bias across all elevations was found in the CAL_VR MG2 simula-
tions at 28 km in the windward (range of 10.55 to 13.26 mm/d) and leeward (10.30 to 11.22 mm/d)
side of the Sierra Nevada, known errors in how PRISM is spatially interpolated, especially with elevation,
may contribute to some of this bias (Henn et al., 2016, 2018).
Mountain snowpack elevation dependencies are shown for the CAL_VR simulations at 28 km in Figures
10d–10i. The precipitation biases that were found on the windward/leeward sides of the Sierra Nevada in the
CAL_VR MG1 simulations at 28 km continue to hold. High (Low) bias in both snow cover and SWE are found
in the windward (leeward) side of the Sierra Nevada and generally fall outside of the DJF seasonal spread in
MODIS and SNSR. For CAL_VR MG2 simulations at 28 km more agreement (i.e., simulations fall within the
DJF seasonal spread) is seen in the representation of snow cover compared with MODIS (Figures 10d–10f)
than there is with the representation of SWE compared with SNSR (Figures 10g–10i). Within the CAL_VR MG2
simulations at 28 km an average elevation bias in the windward (leeward) side of the Sierra Nevada ranged
from 15.68 to 17.30% (16.95 to 19.59%) for snow cover and 222.8 to 140.1 mm (–1.95 to 138.0 mm) for
SWE. Thus, CAL_VR MG2 simulations at 28 km more skillfully model the areal extent of mountain snowpack
and accumulation dynamics across elevations than the CAL_VR MG1 simulations, especially on the leeward
side of the Sierra Nevada. This is likely because mountain snowpack trends are determined by the skill in the
representation of the precipitation phase, accumulation location and the energy-mass balance interactions
that shape the lifecycle of snowpack at the land-surface. Interestingly, CAL_VR14 MG2 showed the highest skill
in the representation of SWE across middle-to-high elevations in both the windward and leeward side of the
Sierra Nevada, however CAL_VR7 MG2 had a high bias in SWE that worsens with an increase in elevation. This
is likely attributable to the high bias in total precipitation and the erroneously cold surface temperature lapse
rates discussed in previous sections. Both of these biases likely shape the high bias in accumulated SWE as
the freezing isotherm is maintained over too great of an area for too much time which allows for longer snow-
fall accumulation. These interactions will be further analyzed in the sensitivity study alluded to earlier to
understand the physical drivers that shape the surface and snowpack temperature proﬁle such as the com-
paction/density thresholds and shortwave/longwave radiation interactions.
Although some of the aforementioned hydroclimate biases were partly improved by the combination of reﬁne-
ment of horizontal grid-spacing and the use of MG2 rather than MG1 microphysics, the persistent cold bias
found throughout all eight of the CAL_VR simulations generally ampliﬁed with increasing elevation. Interest-
ingly, the cold bias was even found for both of the CAL_VR55 simulations even though they did not properly
represent the Sierra Nevada topography. Throughout the CAL_VR simulations, at an elevation between 0 and
500 m the average cold bias in the windward (leeward) side of the Sierra Nevada was between 20.73 and
21.69 K (this elevation gradient was not available for the leeward side) and at the maximum shared elevation
between 1,500 and 2,000 m the average cold bias ampliﬁed to 23.42 to 25.19 K (–1.83 to 24.10 K), with an
average increment of bias up to 1,500–2,000 m of 20.62 K per 500 m elevation gain in the windward side of
the Sierra Nevada. As discussed earlier, part of the error can be attributed to interpolation bias in PRISM. How-
ever, there are known issues with the sole reliance of temperature for precipitation phase-partitioning (Jennings
et al., 2018) and boundary layer turbulence scheme issues in land-surface models over snow-covered areas that
limit important feedbacks from speciﬁc humidity and wind on snowpack (Slater et al., 2001). Speciﬁcally, Slater
et al. (2001) showed that under much colder surface temperatures and in which net radiation is negative, land-
surface model parameterizations of the boundary layer can shut-off turbulent heat ﬂuxes which leads to a more
decoupled atmosphere-land interface and increases sensitivities to long-wave radiation feedbacks.
4. Conclusions
The overarching goal of this paper was to assess the ability of variable-resolution in the Community Earth
System Model (VR-CESM) to represent key hydroclimatic processes in complex terrain and identify future
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development needs. This study represents the ﬁrst systematic assessment of VR-CESM performance across
conventional regional downscaling grid-spacings (55–14 km), with extreme reﬁnement (7 km), and using
two different microphysics schemes (MG1 and MG2). The simulations were conducted over a near-term his-
torical time-frame 1999–2015 to leverage a number of high-quality snow, precipitation, and temperature
products that have emerged in recent years (Daly et al., 2008; Hall & Riggs, accessed 2017; Margulis et al.,
2016a). The following conclusions were made:
1. Horizontal grid-spacing 28 km did not improve modeled mountain hydroclimate statistics at climate,
seasonal, and/or daily timescales if diagnostic precipitation (MG1) was used. CAL_VR MG1 simulations at
28 km had a high bias of precipitation in the California mountain region (range between 10.88 and
11.08 mm/d) which led to excessively high average windward/leeward ratios in total precipitation of 8.9
(3X greater), snow cover of 2.6 (2X greater), and SWE of 10 (5X greater) when compared to the wind-
ward/leeward ratios for PRISM (2.9), MODIS (1.2), and SNSR (2.2). Average seasonal DJF Pearson pattern
correlations in CAL_VR MG1 simulations at 28 km ranged between 0.52 and 0.66 for total precipitation,
snow cover, and SWE, with snow cover the most highly correlated and total precipitation the lowest.
Average DJF seasonal correlations for surface temperature were highest across all hydroclimate variables
at r5 0.92, although a general DJF climate cold bias between 21.48 and 22.58 K was found in all
CAL_VR simulations.
2. The development of MG2 microphysics with prognostic precipitation by Gettelman et al. (2015) coupled
with a more realistic representation of orography and land-surface cover were keys in more properly rep-
resenting the DJF climate and seasonal averages for total precipitation, snow cover, and SWE throughout
the California mountainous region. Consistent with Caldwell (2010), Ikeda et al. (2010), Pavelsky et al.
(2011, 2012), and Rasmussen et al. (2011), model simulations at horizontal grid-reﬁnement of >28 km
failed to accurately represent snowpack variables due to a lack of orographic forcing. A high bias in total
precipitation was pervasive in both CAL_VR MG1 (MG2) simulations at 10.97 mm/d (11.49 mm/d) which
led to a high bias in snow cover, 17.12% (16.23%), and SWE, 126.0 mm (117.2 mm). However, the
CAL_VR MG2 simulations at 28 km more closely represented the suite of hydroclimate variables spa-
tially than the CAL_VR MG1 simulations at the same grid-spacing. Minimum (Maximum) DJF seasonal
Pearson pattern correlations were increased by 10.17 (10.10) for total precipitation, 10.11 (10.15) for
snow cover, and 10.17 (10.18) for SWE when compared with PRISM, MODIS, and SNSR, respectively.
This was primarily due to improvement in windward/leeward distributions of total precipitation (2.9),
snow cover (1.1) and SWE (1.7) in the Sierra Nevada which matched more closely with PRISM, MODIS,
and SNSR. Further, CAL_VR7 MG2 had the highest seasonal DJF Pearson pattern correlations across all
the hydroclimate variables with a maximum (minimum) correlation of 0.48 (0.91) for precipitation, 0.64
(0.93) for snow cover, 0.57 (0.87) for SWE, and 0.91 (0.96) for surface temperature. Although a positive
total precipitation bias was shown across most of the CAL_VR simulations at 28 km, this could also be
partially attributed to interpolation uncertainties in the reference data sets for model comparison (Henn
et al., 2016) and systematic undercatchment of precipitation in in-situ observations (Rasmussen et al.,
2012).
3. Further beneﬁts of using the prognostic (MG2) treatment of precipitation arose when comparing the
daily climate average accumulation and melt phases of the California mountainous region. The small-
est average (range of) bias in accumulated total precipitation within the CAL_VR simulations at
28 km was in the CAL_VR14 MG2 simulation at 189 mm (1178 mm), compared to PRISM values.
Interestingly, although the CAL_VR MG2 simulations generally showed better skill in the representation
of the magnitude and distribution of total precipitation when compared to CAL_VR MG1 simulations,
the CAL_VR7 MG2 simulation had the highest accumulated total precipitation bias among all of the
CAL_VR simulations, possibly indicative of a precipitation scale-incognizance and/or excessively high
lapse rates. This is an important implication for the oft-assumed notion that horizontal grid-reﬁnement
will inevitably lead to improved simulation quality. Although total precipitation biases were found
within the CAL_VR MG2 simulations, mainly in magnitude and not in spatial distribution, a substantially
improved representation of SWE that steadily improved with increased horizontal reﬁnement was
found. Daily climate SWE biases were steadily improved up to the CAL_VR7 MG2 simulation by 9.4X,
4.9X, and 3.5X when compared with the CAL_VR55 MG2, CAL_VR28 MG2, and CAL_VR14 MG2 simula-
tions, respectively, over the entire California mountainous region. Throughout all CAL_VR MG1 and
MG2 simulations a systemic cold bias is evident in the California mountainous region. The average
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(range of) cold bias in the CAL_VR simulations at 28 km was between 21.48 and 22.58 K (2.62 K–
3.78 K), persists throughout much of the fall and winter seasons, and generally becomes worse with
reﬁnement of model horizontal grid-spacing.
4. Solely reﬁning horizontal grid-spacing did not result in more realistic elevation proﬁles of hydrocli-
mate variables, but rather highlighted a problem with the use of MG1 with a general wet (dry) bias
in windward (leeward) total precipitation. CAL_VR MG1 simulations at 28 km produce too much
orographically driven precipitation in the windward region because they lack horizontal advection of
precipitation hydrometeors owed to the diagnostic treatment of precipitation. Horizontal grid scales
at which this error in MG1 becomes important were estimated from the mean particle fall speed and
horizontal transport speed. These calculations showed errors become important at horizontal grid
scales smaller than 0.2–4.0 km for rainfall and 1.8–30 km for snowfall. The inclusion of horizontal
advection with the prognostic treatment of precipitation in MG2 led to a windward Sierra Nevada
bias reduction of 1.23 mm/d in total precipitation, 6.80% in snow cover, and 23.2 mm in SWE across
all elevations for CAL_VR MG2 simulations at 28 km grid-spacing when compared with PRISM,
MODIS, and SNSR. Unfortunately, MG2 did not alleviate the systematic cold bias found in all of the
CAL_VR MG1 and MG2 simulations. In fact, the cold bias worsened as higher elevations were
resolved across the CAL_VR MG1 and MG2 simulations which led to an average cold bias in the wind-
ward side of the Sierra Nevada of 20.73 to 21.69 K at zero to 500 m elevation and ampliﬁed to
23.42 to 25.19 K at 1,500–2,000 m elevation, with an average increment of bias of 20.62 K per
500 m of elevation gain. Thus, although surface temperature had a clear cold bias which was ampli-
ﬁed at higher elevations, the improvements to windward/leeward distributions and spatial patterns
of snow cover and SWE highlight the beneﬁts of using MG2 in the CAL_VR MG2 simulations relative
to MG1.
Overall, the CAL_VR MG1 and MG2 simulations highlight the beneﬁt of the MG2 microphysics scheme cou-
pled with the use of variable-resolution to improve the representation of mountain hydroclimatologies in
CESM. This undoubtedly will be important to water managers and hydrological modelers alike who care
about future climate model projections of the magnitude, phase, and location of precipitation accumula-
tion. However, this study also identiﬁed a systemic cold bias in mountainous environments regardless of
reﬁnement of horizontal grid-spacing from 55 to 7 km or use of diagnostic (MG1) versus prognostic (MG2)
treatment of precipitation in the microphysics scheme. This cold bias worsens with elevation and is indica-
tive that the amalgamation of processes that drive lapse rates in CESM may not be sufﬁciently character-
ized. This is understandable as CESM has not been developed at the grid-spacings that are more accessible
via the variable-resolution technique (i.e., 28 km).
Nonintuitively, a high-bias in precipitation and cold-bias in surface temperature led to a low bias in SWE
across the CAL_VR simulations and mountain regions assessed. Although this can be partly attributed to
the use of two different comparative data sets (i.e., PRISM for surface temperature and precipitation and
SNSR for SWE), it likely does not explain the whole story which may include the role of conﬂicting parame-
terizations and compensating bias in the land-surface model. For example, Jennings et al. (2018) highlights
that most land-surface models rely on surface temperature alone to determine precipitation phase parti-
tioning at the land-surface. Not including other important variables that determine the precipitation phase
at the land-surface, such as relative-humidity, can lead to a systemic underrepresentation of snowfall. This is
because of the hydrometeor energy balance theory where low ambient relative-humidity promotes evapo-
rative cooling via exchanges in latent heat which enables snowﬂakes to remain frozen in above-freezing
environments.
Further work is needed with VR-CESM to understand and isolate the systemic cold bias found in this
study. VR-CESM simulations that aim to isolate known boundary layer turbulence scheme stability
issues over snowpack (Slater et al., 2001), the regional inﬂuence of snow cover parameterization
choices (Swenson & Lawrence, 2012), precipitation phase partitioning at the land-surface (Jennings
et al., 2018), and the elevation dependent feedbacks of speciﬁc humidity, wind (van Kampenhout
et al., 2017) and shortwave/longwave radiation (Anderson, 1976; Kuo et al., 2018) on SWE will be
explored. The ramiﬁcations of this systemic cold bias are disconcerting, especially within the context
of projecting climate change impacts on snowpack timing and elevation-dependent warming in
mountainous regions.
Journal of Advances in Modeling Earth Systems 10.1029/2018MS001326
RHOADES ET AL. 1376
References
Anderson, E. A. (1976). A point of energy and mass balance model of snow cover (NOAA Tech. Rep. NWS, 19, pp. 1–150).
Arakawa, A. (2004). The cumulus parameterization problem: Past, present, and future. Journal of Climate, 17(13), 2493–2525. https://doi.
org/10.1175/1520-0442(2004)017<2493:RATCPP>2.0.CO;2
Arakawa, A., & Schubert, W. H. (1974). Interaction of a cumulus cloud ensemble with the large-scale environment, part I. Journal of the
Atmospheric Sciences, 31(3), 674–701. https://doi.org/10.1175/1520-0469(1974)031<0674:IOACCE>2.0.CO;2
Ashfaq, M., Ghosh, S., Kao, S.-C., Bowling, L. C., Mote, P., Touma, D., et al. (2013). Near-term acceleration of hydroclimatic change in the
western U.S. Journal of Geophysical Research: Atmospheres, 118, 10676–10693. https://doi.org/10.1002/jgrd.50816
Caldwell, P. (2010). California wintertime precipitation bias in regional and global climate models. Journal of Applied Meteorology and Cli-
matology, 49, 2147–2158. https://doi.org/10.1175/2010JAMC2388.1
California Data Exchange Center (CDEC) (2017). California Department of Water Resources Northern Sierra 8 Station Index. Available online at
http://cdec.water.ca.gov/cgi-progs/precip1/8STATIONHIST], Accessed August 2017
Chen, F., Barlage, M., Tewari, M., Rasmussen, R., Jin, J., Lettenmaier, D., et al. (2014). Modeling seasonal snowpack evolution in the complex
terrain and forested Colorado Headwaters region: A model intercomparison study. Journal of Geophysical Research: Atmospheres, 119,
13795–13819. https://doi.org/10.1002/2014JD022167
Daly, C., Halbleib, M., Smith, J. I., Gibson, W. P., Doggett, M. K., Taylor, G. H., et al. (2008). Physiographically sensitive mapping of climatologi-
cal temperature and precipitation across the conterminous United States. International Journal of Climatology, 28(15), 2031–2064.
https://doi.org/10.1002/joc.1688
Dennis, J. M., Edwards, J., Evans, K. J., Guba, O., Lauritzen, P. H., Mirin, A. A., etal. (2012). Cam-se: A scalable spectral element dynamical core
for the community atmosphere model. The International Journal of High Performance Computing Applications, 26(1), 74–89. https://doi.
org/10.1177/1094342011428142
Dettinger, M. (2011). Climate change, atmospheric rivers, and ﬂoods in California: A multimodel analysis of storm frequency and magni-
tude changes. Journal of the American Water Resources Association, 47(3), 514–523. https://doi.org/10.1111/j.1752-1688.2011.00546.x
Dettinger, M. D. (2013). Atmospheric rivers as drought busters on the U.S. west coast. Journal of Hydrometeorology, 14(6), 1721–1732.
https://doi.org/10.1175/JHM-D-13-02.1
Dettinger, M. D., & Anderson, M. L. (2015). Storage in California’s reservoirs and snowpack in this time of drought. San Francisco Estuary
and Watershed Science, 13(2), 1–5. http://escholarship.org/uc/item/8m26d692
Dettinger, M. D., Cayan, D. R., Diaz, H. F., & Meko, D. M. (1998). North/south precipitation patterns in western north America on interannual-
to-decadal timescales. Journal of Climate, 11(12), 3095–3111. https://doi.org/10.1175/1520-0442(1998)011<3095:NSPPIW>2.0.CO;2
Dettinger, M. D., Ralph, F. M., Das, T., Neiman, P. J., & Cayan, D. R. (2011). Atmospheric rivers, ﬂoods and the water resources of California.
Water, 3(2), 445–478. https://doi.org/10.3390/w3020445
Fan, J., Liu, Y.-C., Xu, K.-M., North, K., Collis, S., Dong, X., et al. (2015). Improving representation of convective transport for scale-aware
parameterization: 1. Convection and cloud properties simulated with spectral bin and bulk microphysics. Journal of Geophysical
Research: Atmospheres, 120, 3485–3509. https://doi.org/10.1002/2014JD022142
Ferguson, J. O., Jablonowski, C., Johansen, H., McCorquodale, P., Colella, P., & Ullrich, P. A. (2016). Analyzing the Adaptive Mesh Reﬁnement
(AMR) characteristics of a high-order 2D cubed-sphere shallow-water model. Monthly Weather Review, 144, 4641–4666. https://doi.org/
10.1175/MWR-D-16-0197.1
Fowler, L. D., Randall, D. A., & Rutledge, S. A. (1996). Liquid and ice cloud microphysics in the CSU general circulation model. Part 1: Model
description and simulated microphysical processes. Journal of Climate, 9(3), 489–529. https://doi.org/10.1175/1520-
0442(1996)009<0489:LAICMI>2.0.CO;2
Gates, W. L. (1992). AMIP: The atmospheric model intercomparison project. Bulletin of the American Meteorological Society, 73(12), 1962–
1970. https://doi.org/10.1175/1520-0477(1992)073<1962:ATAMIP>2.0.CO;2
Gettelman, A., Callaghan, P., Larson, V. E., Zarzycki, C. M., Bacmeister, J., Lauritzen, P. H., et al. (2018). Regional climate simulations with the
community earth system model, Journal of Advances in Modeling Earth Systems. https://doi.org/10.1002/2017MS001227
Gettelman, A., & Morrison, H. (2015). Advanced two-moment bulk microphysics for global models. Part i: Off-line tests and comparison
with other schemes. Journal of Climate, 28(3), 1268–1287. https://doi.org/10.1175/JCLI-D-14-00102.1
Gettelman, A., Morrison, H., Santos, S., Bogenschutz, P., & Caldwell, P. M. (2015). Advanced two-moment bulk microphysics for global mod-
els. Part II: Global model solutions and aerosol cloud interactions. Journal of Climate, 28(3), 1288–1307. https://doi.org/10.1175/JCLI-D-
14-00103.1
Gimeno, L., Nieto, R., Vazquez, M., & Lavers, D. (2014). Atmospheric rivers: A mini-review. Frontiers in Earth Science, 2, 2. https://doi.org/10.
3389/feart.2014.00002
Giorgi, F., Jones, C., & Asrar, G. R. (2009). Addressing climate information needs at the regional level: The CORDEX framework. World Meteo-
rological Organization (WMO) Bulletin, 58(3), 175–183. https://doi.org/www.cordex.org/images/pdf/cordex_giorgi_wmo.pdf
Gross, M., Malardel, S., Jablonowski, C., & Wood, N. (2016). Bridging the (Knowledge) gap between physics and dynamics. Bulletin of the
American Meteorological Society, 97(1), 137–142. https://doi.org/10.1175/BAMS-D-15-00103.1
Gross, M., Wan, H., Rasch, P. J., Caldwell, P. M., Williamson, D. L., Klocke, D., et al. (2017). Recent progress and review of issues related to Physics
Dynamics Coupling in geophysical models. Atmospheric and Oceanic Physics, arXiv:1605.06480. https://arxiv.org/abs/1605.06480.
Guan, B., Molotch, N. P., Waliser, D. E., Fetzer, E. J., & Neiman, P. J. (2013). The 2010/2011 snow season in California’s Sierra Nevada: Role of
atmospheric rivers and modes of large-scale variability. Water Resources Research, 49, 6731–6743. https://doi.org/10.1002/wrcr.20537
Gutzler, D. S., & Robbins, T. O. (2011). Climate variability and projected change in the western united states: regional downscaling and
drought statistics. Climate Dynamics, 37(5), 835–849. https://doi.org/10.1007/s00382-010-0838-7
Hall, D. K., & Riggs, G. A. (2007). Accuracy assessment of the MODIS snow products. Hydrological Processes, 21(12), 1534–1547. https://doi.
org/10.1002/hyp.6715
Hall, D. K., & Riggs, G. A. (2017). MODIS/Terra Snow Cover Monthly L3 Global 0.05Deg CMG, Version 6. . Boulder, CO: NASA National Snow and
Ice Data Center Distributed Active Archive Center. https://doi.org/10.5067/MODIS/MOD10CM.006
Heinzeller, D., Duda, M. G., & Kunstmann, H. (2016). Towards convection-resolving, global atmospheric simulations with the model for pre-
diction across scales (MPAS) v3.1: An extreme scaling experiment. Geoscientiﬁc Model Development, 9(1), 77–110. https://doi.org/10.
5194/gmd-9-77-2016
Henn, B., Clark, M. P., Kavetski, D., Newman, A. J., Hughes, M., McGurk, B., et al. (2016). Spatiotemporal patterns of precipitation inferred
from streamﬂow observations across the Sierra Nevada mountain range. Journal of Hydrology, 556, 993–1012. https://doi.org/10.1016/j.
jhydrol.2016.08.009
Acknowledgments
The IT support provided by staff from
the DoE NERSC (Helen He), NCAR
Yellowstone, and UC, Davis Farm (Bill
Broadley and Terri Knight) clusters and
Mary Haley’s guidance with NCL
related troubleshoots were invaluable.
Further, we would like to acknowledge
the work of the scientists and
organizations who were instrumental
in generating the PRISM, MODIS, and
SNSR products utilized in this study to
evaluate the VR-CESM model
performance. This research was
funded by the National Science
Foundation (NSF) via the Climate
Change, Water, and Society IGERT
program at the University of California,
Davis (NSF Award 1069333), the
Leland Roy Saxon and Georgia Wood
Saxon Fellowship, and the Lawrence
Berkeley National Laboratory (LBNL)
Lab Directed Research and
Development (LDRD) Program,
‘‘Modeling the Earth’s Hydrological
Cycle from Watershed to Global
Scales’’ project. Support also comes
from the Department of Energy, Ofﬁce
of Science ‘‘Multiscale Methods for
Accurate, Efﬁcient, and Scale-Aware
Models of the Earth System’’ project
(contract DE-AC02–05CH11231), ‘‘An
Integrated Evaluation of the Simulated
Hydroclimate System of the
Continental US’’ project (award DE-
SC0016605), and from the U.S. and
China Clean Energy Research Center
for Water-Energy Technologies/
California Energy Commission grant
300-15-006 (to S.A.M.). The reference
data sets for model evaluation used in
this study are publicly available at their
source repositories. The VR-CESM
simulations are made available at the
following Department of Energy
National Energy Research Scientiﬁc
Computing Center Science Gateway—
http://portal.nersc.gov/archive/home/
a/arhoades/Shared/www/JAMES_2018.
Please notify arhoades@lbl.gov if you
access and use any of the data sets.
Journal of Advances in Modeling Earth Systems 10.1029/2018MS001326
RHOADES ET AL. 1377
Henn, B., Newman, A. J., Livneh, B., Daly, C., & Lundquist, J. D. (2018). An assessment of differences in gridded precipitation datasets in com-
plex terrain. Journal of Hydrology, 556, 1205–1219. https://doi.org/10.1016/j.jhydrol.2017.03.008
Herrington, A. R., & Reed, K. A. (2017). An explanation for the sensitivity of the mean state of the community atmosphere model to horizon-
tal resolution on aquaplanets. Journal of Climate, 30(13), 4781–4797. https://doi.org/10.1175/JCLI-D-16-0069.1
Herrington, A. R., & Reed, K. A. (2018). An idealized test of the response of the community atmosphere model to near-grid-scale forcing
across hydrostatic resolutions, Journal of Advances in Modeling Earth Systems, 10, 560–575. https://doi.org/10.1002/2017MS001078
Huang, X., Rhoades, A. M., Ullrich, P. A., & Zarzycki, C. M. (2016). An evaluation of the variable-resolution CESM for modeling California’s cli-
mate, Journal of Advances in Modeling Earth Systems, 8, 345–369. https://doi.org/10.1002/2015MS000559
Huang, X., & Ullrich, P. A. (2016). Irrigation impacts on California’s climate with the variable-resolution CESM. Journal of Advances in Model-
ing Earth Systems, 8, 1151–1163. https://doi.org/10.1002/2016MS000656.
Huang, X., & Ullrich, P. A. (2017). The changing character of 21st century precipitation over the western United States in the variable-
resolution CESM. Journal of Climate, 30, 7555–7575. https://doi.org/10.1175/JCLI-D-16-0673.1
Hughes, M., Neiman, P. J., Sukovich, E., & Ralph, M. (2012). Representation of the sierra barrier jet in 11 years of a high-resolution dynamical
reanalysis downscaling compared with long-term wind proﬁler observations. Journal of Geophysical Research, 117, D18116. https://doi.
org/10.1029/2012JD017869
Huning, L. S., & Margulis, S. A. (2017). Climatology of seasonal snowfall accumulation across the Sierra Nevada (USA): Accumulation rates,
distributions, and variability. Water Resources Research, 53, 6033–6049. https://doi.org/https://doi.org/10.1002/2017WR020915
Huning, L. S., & Margulis, S. A. (2018). Investigating the variability of high-elevation seasonal orographic snowfall enhancement and its driv-
ers across Sierra Nevada, California. Journal of Hydrometeorology, 19(1), 47–67. https://doi.org/10.1175/JHM-D-16-0254.1
Huning, L. S., Margulis, S. A., Guan, B., Waliser, D. E., & Neiman, P. J. (2017). Implications of detection methods on characterizing atmo-
spheric river contribution to seasonal snowfall across Sierra Nevada, USA. Geophysical Research Letters, 44, 10445–10453. https://doi.
org/10.1002/2017GL075201
Hurrell, J. W., Hack, J. J., Shea, D., Caron, J. M., & Rosinski, J. (2008). A new sea surface temperature and sea ice boundary dataset for the
community atmosphere model. Journal of Climate, 21(19), 5145–5153. https://doi.org/10.1175/2008JCLI2292.1
Huss, M., Bookhagen, B., Huggel, C., Jacobsen, D., Bradley, R., Clague, J., et al. (2017). Toward mountains without permanent snow and ice,
Earth’s Future, 5, 418–435. https://doi.org/10.1002/2016EF000514
Igel, A. L., Igel, M. R., & van den Heever, S. C. (2015). Make it a double? sobering results from simulations using single-moment microphysics
schemes. Journal of the Atmospheric Sciences, 72(2), 910–925
Ikeda, K., Rasmussen, R., Liu, C., Gochis, D., Yates, D., Chen, F., et al (2010). Simulation of seasonal snowfall over Colorado. Atmospheric
Research, 97(4), 462–477. https://doi.org/10.1016/j.atmosres.2010.04.010
Iorio, J. P., Duffy, P. B., Govindasamy, B., Thompson, S. L., Khairoutdinov, M., & Randall, D. (2004). Effects of model resolution and subgrid-
scale physics on the simulation of precipitation in the continental United States. Climate Dynamics, 23(3), 243–258. https://doi.org/10.
1007/s00382-004-0440-y
Jeevanjee, N. (2017). Vertical velocity in the gray zone. Journal of Advances in Modeling Earth Systems, 9(6), 2304–2316. https://doi.org/10.
1002/2017MS001059
Jennings, K., Winchell, T. S., Livneh, B., & Molotch, N. P. (2018). Spatial variation of the rainsnow temperature threshold across the Northern
Hemisphere. Nature Communications, 9(1), 1148. https://doi.org/10.1038/s41467-018-03629-7
Kapnick, S., & Hall, A. (2010). Observed climate snowpack relationships in california and their implications for the future. Journal of Climate,
23, 3446–3456. https://doi.org/10.1175/2010JCLI2903.1
Ke, Y., Leung, L. R., Huang, M., Coleman, A. M., Li, H., & Wigmosta, M. S. (2012). Development of high resolution land surface parameters for
the Community Land Model. Geoscientiﬁc Model Development, 5(6), 1341–1362. https://doi.org/10.5194/gmd-5-1341-2012
Kuo, C., Feldman, D. R., Huang, X., Flanner, M., Yang, P., & Chen, X. (2018). Time-dependent cryospheric longwave surface emissivity feed-
back in the community earth system model. Journal of Geophysical Research: Atmospheres, 123, 788–813. https://doi.org/https://doi.org/
10.1002/2017JD027595
Leung, L. R., Ringler, T., Collins, W. D., Taylor, M., & Ashfaq, M. (2013). A hierarchical evaluation of regional climate simulations. Eos, Transac-
tions American Geophysical Union, 94(34), 297–298. https://doi.org/10.1002/2013EO340001
Li, R., Wang, S.-Y., & Gillies, R. R. (2016). A combined dynamical and statistical downscaling technique to reduce biases in climate projec-
tions: An example for winter precipitation and snowpack in the western united states. Theoretical and Applied Climatology, 124(1), 281–
289. https://doi.org/10.1007/s00704-015-1415-0
Liu, C., Ikeda, K., Thompson, G., Rasmussen, R., & Dudhia, J. (2011). High-resolution simulations of wintertime precipitation in the Colorado
headwaters region: Sensitivity to physics parameterizations. Monthly Weather Review, 139(11), 3533–3553. https://doi.org/10.1175/
MWR-D-11-00009.1
Margulis, S. A., Cortes, G., Girotto, M., & Durand, M. (2016a). A Landsat-Era Sierra Nevada Snow Reanalysis (1985–2015). Journal of Hydrome-
teorology, 17(4), 1203–1221. https://doi.org/10.1175/JHM-D-15-0177.1
Margulis, S. A., Cortes, G., Girotto, M., Huning, L. S., Li, D., & Durand, M. (2016b). Characterizing the extreme 2015 snowpack deﬁcit in the
Sierra Nevada (USA) and the implications for drought recovery. Geophysical Research Letters, 43, 6341–6349. https://doi.org/10.1002/
2016GL068520, 2016GL068520
Margulis, S. A., Girotto, M., Cortes, G., & Durand, M. (2015). A particle batch smoother approach to snow water equivalent estimation. Jour-
nal of Hydrometeorology, 16(4), 1752–1772. https://doi.org/10.1175/JHM-D-14-0177.1
Mearns, L. O., Arritt, R., Biner, S., Bukovsky, M. S., McGinnis, S., Sain, S., et al. (2012). The North American regional climate change assessment
program: Overview of phase I results. Bulletin of the American Meteorological Society, 93(9), 1337–1362. https://doi.org/10.1175/BAMS-D-
11-00223.1
Milbrandt, J. A., & Yau, M. K. (2005). A multimoment bulk microphysics parameterization. Part i: Analysis of the role of the spectral shape
parameter. Journal of the Atmospheric Sciences, 62(9), 3051–3064. https://doi.org/10.1175/JAS3534.1
Morrison, H. (2016). Impacts of updraft size and dimensionality on the perturbation pressure and vertical velocity in cumulus convection.
Part I: Simple, generalized analytic solutions. Journal of the Atmospheric Sciences, 73(4), 1441–1454. https://doi.org/10.1175/JAS-D-15-
0040.1
Morrison, H., & Gettelman, A. (2008). A new two-moment bulk stratiform cloud microphysics scheme in the community atmosphere model,
version 3 (CAM3). Part I: Description and numerical tests. Journal of Climate, 21(15), 3642–3659. https://doi.org/10.1175/2008JCLI2105.1
Morrison, H., Milbrandt, J. A., Bryan, G. H., Ikeda, K., Tessendorf, S. A., & Thompson, G. (2015). Parameterization of cloud microphysics based
on the prediction of bulk ice particle properties. Part II: Case study comparisons with observations and other schemes. Journal of the
Atmospheric Sciences, 72(1), 312–339. https://doi.org/10.1175/JAS-D-14-0066.1
Journal of Advances in Modeling Earth Systems 10.1029/2018MS001326
RHOADES ET AL. 1378
Morrison, H., Thompson, G., & Tatarskii, V. (2009). Impact of cloud microphysics on the development of trailing stratiform precipitation in a
simulated squall line: Comparison of one- and two-moment schemes. Monthly Weather Review, 137(3), 991–1007. https://doi.org/10.
1175/2008MWR2556.1
Musselman, K., M., Clark, C., Liu, I. K., R. & Rasmussen, (2017). Slower snowmelt in a warmer world. Nature Climate Change, 7, 214–219.
https://doi.org/10.1038/nclimate3225
Neale, R. B., Chen, C.-C., Gettelman, A., Lauritzen, P. H., Park, S., Williamson, D. L., et al. (2010). Description of the NCAR Community Atmo-
sphere Model (CAM 5.0) (NCAR Technical Note NCAR/TN-4861STR). Boulder, CO: National Center for Atmospheric Research.
O’Brien, T. A., Collins, W. D., Kashinath, K., R€ubel, O., Byna, S., Gu, J., et al. (2016). Resolution dependence of precipitation statistical ﬁdelity in
hindcast simulations. Journal of Advances in Modeling Earth Systems, 8, 976–990. https://doi.org/10.1002/2016MS000671
Oleson, K., Lawrence, D., Bonan, G., Flanner, M., Kluzek, E., Lawrence, P., et al. (2010). Technical description of version 4.0 of the Community
Land Model (CLM) (NCAR Technical Note NCAR/TN-4781STR). Boulder, CO: National Center for Atmospheric Research. https://doi.org/
10.5065/D6FB50WZ
Park, S.-H., Klemp, J. B., & Skamarock, W. C. (2014). A comparison of mesh reﬁnement in the global MPAS-A and WRF models using an
idealized normal-mode baroclinic wave simulation. Monthly Weather Review, 142(10), 3614–3634. https://doi.org/10.1175/MWR-D-
14-00004.1
Pavelsky, T. M., Kapnick, S., & Hall, A. (2011). Accumulation and melt dynamics of snowpack from a multiresolution regional climate model
in the central Sierra Nevada, California. Journal of Geophysical Research, 116, D16115. https://doi.org/10.1029/2010JD015479
Pavelsky, T. M., Sobolowski, S., Kapnick, S. B., & Barnes, J. B. (2012). Changes in orographic precipitation patterns caused by a shift from
snow to rain. Geophysical Research Letters, 39, L18706. https://doi.org/10.1029/2012GL052741
Pierce, D. W., Cayan, D. R., & Thrasher, B. L. (2014). Statistical downscaling using localized constructed analogs (LOCA). Journal of Hydrome-
teorology, 15(6), 2558–2585. https://doi.org/10.1175/JHM-D-14-0082.1
Pierce, D. W., Das, T., Cayan, D. R., Maurer, E. P., Miller, N. L., Bao, Y., et al. (2013). Probabilistic estimates of future changes in California tem-
perature and precipitation using statistical and dynamical downscaling. Climate Dynamics, 40(3), 839–856. https://doi.org/10.1007/
s00382-012-1337-9
Raleigh, M. S., Rittger, K., Moore, C. E., Henn, B., Lutz, J. A., & Lundquist, J. D. (2013). Ground-based testing of {MODIS} fractional snow cover
in subalpine meadows and forests of the Sierra Nevada. Remote Sensing of Environment, 128, 44–57. https://doi.org/https://doi.org/10.
1016/j.rse.2012.09.016
Ralph, F. M., Neiman, P. J., & Wick, G. A. (2004). Satellite and CALJET aircraft observations of atmospheric rivers over the eastern North
Paciﬁc Ocean during the winter of 1997/98. Monthly Weather Review, 132(7), 1721–1745. https://doi.org/https://doi.org/10.1175/1520-
0493(2004)132<1721:SACAOO>2.0.CO;2
Randall, D., Khairoutdinov, M., Arakawa, A., & Grabowski, W. (2003). Breaking the cloud parameterization deadlock. Bulletin of the American
Meteorological Society, 84(11), 1547–1564. https://doi.org/10.1175/BAMS-84-11-1547
Rasmussen, R., Baker, B., Kochendorfer, J., Meyers, T., Landolt, S., Fischer, A. P., et al. (2012). How well are we measuring snow: The NOAA/
FAA/NCAR winter precipitation test bed. Bulletin of the American Meteorological Society, 93(6), 811–829. https://doi.org/10.1175/BAMS-
D-11-00052.1
Rasmussen, R., Liu, C., Ikeda, K., Gochis, D., Yates, D., Chen, F., et al. (2011). High-resolution coupled climate runoff simulations of seasonal
snowfall over Colorado: A process study of current and warmer climate. Journal of Climate, 24(12), 3015–3048. https://doi.org/10.1175/
2010JCLI3985.1
Rauscher, S. A., & Ringler, T. D. (2014). Impact of variable-resolution meshes on midlatitude baroclinic eddies using CAM-MPAS-A. Monthly
Weather Review, 142(11), 4256–4268. https://doi.org/10.1175/MWR-D-13-00366.1
Rauscher, S. A., Ringler, T. D., Skamarock, W. C., & Mirin, A. A. (2013). Exploring a global multiresolution modeling approach using aquapla-
net simulations. Journal of Climate, 26(8), 2432–2452. https://doi.org/10.1175/JCLI-D-12-00154.1
Reed, D. A., & Dongarra, J. (2015). Exascale computing and big data. Communications of the ACM, 58(7), 56–68. https://doi.org/10.1145/
2699414
Rhoades, A. M., Huang, X., Ullrich, P. A., & Zarzycki, C. M. (2016). Characterizing Sierra Nevada snowpack using variable-resolution CESM.
Journal of Applied Meteorology and Climatology, 55(1), 173–196. https://doi.org/10.1175/JAMC-D-15-0156.1
Rhoades, A. M., Ullrich, P. A., & Zarzycki, C. M. (2017). Projecting 21st century snowpack trends in Western USA mountains using variable-
resolution CESM. Climate Dynamics, 50, 261–288. https://doi.org/10.1007/s00382-017-3606-0
Sakaguchi, K., Leung, L. R., Zhao, C., Yang, Q., Lu, J., Hagos, S., et al. (2015). Exploring a multiresolution approach using AMIP simulations.
Journal of Climate, 28(14), 5549–5574. https://doi.org/10.1175/JCLI-D-14-00729.1
Schulzweida, U., Kornblueh, L., & Quast, R. (2007). CDO user’s guide: Climate data operators, version 1.0.7 (technical report). Munich, Ger-
many: Max Planck Institute. Retrieved from www.mpimet.mpg.de/ﬁleadmin/software/cdo
Skamarock, W. C., Klemp, J. B., Duda, M. G., Fowler, L. D., Park, S.-H., & Ringler, T. D. (2012). A multiscale nonhydrostatic atmospheric model
using centroidal Voronoi tesselations and C-grid staggering. Monthly Weather Review, 140(9), 3090–3105. https://doi.org/10.1175/MWR-
D-11-00215.1
Slater, A. G., Schlosser, C. A., Desborough, C. E., Pitman, A. J., Henderson-Sellers, A., Robock, A., et al. (2001). The representation of snow in
land surface schemes: Results from PILPS 2(d). Journal of Hydrometeorology, 2(1), 7–25. https://doi.org/10.1175/1525-
7541(2001)002<0007:TROSIL>2.0.CO;2
Sun, F., Hall, A., Schwartz, M., Walton, D. B., & Berg, N. (2016). Twenty-ﬁrst-century snowfall and snowpack changes over the southern Cali-
fornia mountains. Journal of Climate, 29(1), 91–110. https://doi.org/10.1175/JCLI-D-15-0199.1
Swenson, S. C., & Lawrence, D. M. (2012). A new fractional snow-covered area parameterization for the Community Land Model and its
effect on the surface energy balance. Journal of Geophysical Research, 117, D21107. https://doi.org/10.1029/2012JD018178
Tao, W.-K., Lau, W., Simpson, J., Chern, J.-D., Atlas, R., Randall, D., et al. (2009). A multiscale modeling system: Developments, applications,
and critical issues. Bulletin of the American Meteorological Society, 90(4), 515–534. https://doi.org/10.1175/2008BAMS2542.1
Thompson, G., & Eidhammer, T. (2014). A study of aerosol impacts on clouds and precipitation development in a large winter cyclone. Jour-
nal of the Atmospheric Sciences, 71(10), 3636–3658. https://doi.org/10.1175/JAS-D-13-0305.1
Ullrich, P. A. (2014). SQuadGen: Spherical quadrilateral grid generator. Climate and Global Change Group software. Davis, CA: University of
California. Retrieved from http://climate.ucdavis.edu/squadgen.php
Ullrich, P. A., Devendran, D., & Johansen, H. (2016). Arbitrary-order conservative and consistent remapping and a theory of linear maps:
Part II. Monthly Weather Review, 144(4), 1529–1549. https://doi.org/10.1175/MWR-D-15-0301.1
Ullrich, P. A., & Jablonowski, C. (2011). An analysis of 1-D ﬁnite-volume methods for geophysical problems on reﬁned grids. Journal of Com-
putational Physics, 230(3), 706–725. https://doi.org/https://doi.org/10.1016/j.jcp.2010.10.014
Journal of Advances in Modeling Earth Systems 10.1029/2018MS001326
RHOADES ET AL. 1379
Ullrich, P. A., & Taylor, M. A. (2015). Arbitrary-order conservative and consistent remapping and a theory of linear maps: Part I. Monthly
Weather Review, 143(6), 2419–2440. https://doi.org/10.1175/MWR-D-14-00343.1
van Kampenhout, L., Lenaerts, J. T. M., Lipscomb, W. H., Sacks, W. J., Lawrence, D. M., Slater, A. G., et al. (2017). Improving the representation
of polar snow and FIRN in the community earth system model. Journal of Advances in Modeling Earth Systems, 9, 2583–2600. https://doi.
org/10.1002/2017MS000988
Walton, D. B., Hall, A., Berg, N., Schwartz, M., & Sun, F. (2017). Incorporating snow albedo feedback into downscaled temperature and snow
cover projections for California’s Sierra Nevada. Journal of Climate, 30(4), 1417–1438. https://doi.org/10.1175/JCLI-D-16-0168.1
Weisman, M. L., Skamarock, W. C., & Klemp, J. B. (1997). The resolution dependence of explicitly modeled convective systems. Monthly
Weather Review, 125(4), 527–548. https://doi.org/10.1175/1520-0493(1997)125<0527:TRDOEM>2.0.CO;2
Wu, C., Liu, X., Lin, Z., Rhoades, A. M., Ullrich, P. A., Zarzycki, C. M., et al. (2017). Exploring a variable-resolution approach for simulating
regional climate in the rocky mountain region using the VR-CESM. Journal of Geophysical Research: Atmospheres, 122, 10,939–10,965.
https://doi.org/10.1002/2017JD027008, 2017JD027008
Yang, Q., Ruby Leung, L., Lu, J., Lin, Y.-L., Hagos, S., Sakaguchi, K., et al. (2017). Exploring the effects of a nonhydrostatic dynamical core in
high-resolution aquaplanet simulations, Journal of Geophysical Research: Atmospheres, 122, 3245–3265. https://doi.org/10.1002/
2016JD025287, 2016JD025287
Zarzycki, C. M. (2016). Tropical cyclone intensity errors associated with lack of two-way ocean coupling in high-resolution global simula-
tions. Journal of Climate, 29, 8589–8610. https://doi.org/10.1175/JCLI-D-16-0273.1
Zarzycki, C. M., & Jablonowski, C. (2014). A multidecadal simulation of Atlantic tropical cyclones using a variable-resolution global atmo-
spheric general circulation model. Journal of Advances in Modeling Earth Systems, 6, 805–828. https://doi.org/10.1002/2014MS000352
Zarzycki, C. M., Jablonowski, C., & Taylor, M. A. (2014a). Using variable resolution meshes to model tropical cyclones in the community
atmosphere model. Monthly Weather Review, 142(3), 1221–1239. https://doi.org/10.1175/MWR-D-13-00179.1
Zarzycki, C. M., Jablonowski, C., Thatcher, D. R., & Taylor, M. A. (2015). Effects of localized grid reﬁnement on the general circulation and cli-
matology in the community atmosphere model. Journal of Climate, 28(7), 2777–2803. https://doi.org/10.1175/JCLI-D-14-00599.1
Zarzycki, C. M., Levy, M. N., Jablonowski, C., Overfelt, J. R., Taylor, M. A., & Ullrich, P. A. (2014b). Aquaplanet experiments using CAM’s
variable-resolution dynamical core. Journal of Climate, 27, 5481–5503. https://doi.org/10.1175/JCLI-D-14-00004.1
Zarzycki, C. M., Reed, K. A., Bacmeister, J. T., Craig, A. P., Bates, S. C., & Rosenbloom, N. A. (2016). Impact of surface coupling grids on tropical
cyclone extremes in high-resolution atmospheric simulations. Geoscientiﬁc Model Development, 9(2), 779–788. https://doi.org/10.5194/
gmd-9-779-2016
Zender, C. S. (2008). Analysis of self-describing gridded geoscience data with netCDF Operators (NCO). Environmental Modelling & Software,
23(10), 1338–1342. https://doi.org/10.1016/j.envsoft.2008.03.004
Zhang, G., & McFarlane, N. A. (1995). Sensitivity of climate simulations to the parameterization of cumulus convection in the Canadian cli-
mate centre general circulation model. Atmosphere-Ocean, 33(3), 407–446. https://doi.org/10.1080/07055900.1995.9649539
Zhang, G., & Mu, M. (2005). Simulation of the madden-Julian oscillation in the NCAR CCM3 using a revised Zhang-McFarlane convection
parameterization scheme. Journal of Climate, 18(19), 4046–4064. https://doi.org/10.1175/JCLI3508.1
Journal of Advances in Modeling Earth Systems 10.1029/2018MS001326
RHOADES ET AL. 1380
