The data of complex product digital prototype with complex relationships have massive, high-dimensional features. Its relevance mining and performance evaluation is a difficult problem. Data mining algorithms can be used to solve the data feature association problem of complex performance. This paper presents an improved FPGrowth algorithm. Improved algorithm adds the weight setting of each dimension attribute to avoid generating redundant false rules due to the uneven distribution of attributes. It constructs the function to map the attribute name and the weighted support count, and reduces the number of times of traversing the frequent item list. It divides the subset of each dimension attribute and constructed the conditional pattern tree of each dimension subset to improve the efficiency of the original algorithm. Based on the improved FP-Growth algorithm, taking the digital prototype data of the bag filter as an example, the parameter combination model was analyzed from the multidimensional angle. It generated the best parameter combination association rule of the bag filter wind performance. It is proved that the improved FP-Growth algorithm is effective and efficient.
INTRODUCTION
Digital prototype is the main part of the process for complex product innovation and development. It is computer mathematical model of simulation which based on geometric model [1] , and it can accurately and comprehensively reflect the characteristics of product appearance, function and behavior. Therefore, in recent years, digital prototype has gradually replaced the physical prototype to test product performance. Depending on the function, the digital prototypes contain structural prototypes, functional prototypes, structural and functional prototypes [2] . The largescale and high-complexity features in the design process make the digital prototyping system produce massive, high-dimensional and complex data. Therefore, the analysis of complex product digital prototype is still a difficult problem. At present, the research of digital prototype data of complex product is mainly based on engineering experience or independent qualitative analysis of single discipline, which lacks practical guidance significance. _________________________________________ In this paper, the data mining association rule technology is used to analyze the data correlation of the digital prototype of the bag filter, and the optimal control reference range of the digital prototype process parameters is explored.
Agrawal first proposed the concept of data mining association rules in 1993 [3] . Apriori algorithm as the most classic algorithm of association rules, needs to repeatedly scan the database and generates a large number of candidate items. The algorithm is inefficient. Han et al. proposed the frequent pattern mining algorithm FPGrowth [4] , which only scans the database twice and does not produce the candidate set. It is an order of magnitude faster than the Apriority algorithm. At present, FPGrowth algorithm has been applied in the data association research in power, aviation, railway, chemical industry [5] [6] [7] [8] . However, when faced with massive data, the efficiency of the algorithm is still not high. Therefore, the researchers have proposed a number of FP-Growth improved algorithms: frequent pattern mining based on factorization [9] , frequent pattern mining algorithm based on hash table [10] , an improved algorithm based on B transaction clustering [11] , batch incremental mining algorithm [12] , an improved FP-Growth algorithm based on MapReduce [13] and so on. However, when the database attributes are too many, how to reduce the number of frequent item lists, and to avoid the depth and width of the FP tree construction to be too complex and huge, remains to be studied. In addition, the FP-Growth algorithm is relatively few studied in the field of digital prototype, and how to improve the algorithm so that it could produce valuable combination of parameters from a large number of simulation samples is also a difficult problem to be studied.
Based on the above FP-Growth algorithm disadvantages and the characteristics of digital prototype data, this paper proposes an improved FP-Growth algorithm. The multi-dimensional attributes in the database are introduced into different attribute weights to avoid a large number of misleading frequent patterns due to the differences of attribute importance and uneven distribution in the database. Then, calculating the weight support count of each attribute and constructing the hash function to realize the mapping between each dimension attribute and the weight support. So, it can avoid the effect of the algorithm by repeatedly traversing the frequent item list. Third, the subset of each dimension attribute is divided, and the conditional model tree of the subset is constructed to improve the efficiency. Finally, this paper used the improved FPGrowth algorithm to analyze the data correlation of the large-scale environmental protection equipment bag filter digital prototype as an example, and obtained the parameter combination which affected the wind performance. At the same time, the feasibility and superiority of the improved algorithm is improved.
THE IMPROVED FP-GROWTH ALGORITHM

Fp-growth algorithm basic theory
Han et al. proposed the association rule algorithm FP-Growth in 2000, which uses the strategy of "dividing the rule": first compresses the database containing the frequent items into the frequent pattern tree (FP-tree) and preserves the association information of the item set. Secondly, the FP-tree is divided into a set of conditional FP-trees. Each condition FP-tree is associated with a frequent term. Finally, each condition tree is used to get frequent item sets. The algorithm only scans the transaction database twice, and all the information would be compressed in the FP-tree. The mining of the database becomes the mining of the FP-tree. After that, the calculation of the frequent itemsets support count is only needed in the FP-tree. And the algorithm no longer needs to scan the entire database.
Fp-growth algorithm improvement ideas
First, the classical FP-Growth algorithm considers the importance of each dimension attribute uniform and ignores the difference of the frequency of each attribute in the database. However, the scale of digital prototype system is large, modeling, simulation time costs are high; the number of samples is limited. In limited samples, the distribution of attributes and the frequency of occurrence are uneven. Therefore, when the traditional algorithm defaults to the same distribution and importance of attributes, it will ignore the low frequency occurrence but important attributes, resulting in redundancy and false rules. Meanwhile the combination of the attribute explosion will reduce the efficiency of the algorithm.
The improved FP-Growth algorithm considers the frequency and importance of each dimension attribute, and introduces the concept of attribute weight. Assuming D is the sample database, the database properties collection is as follows: 
The weighted support of" XY  "is
The weight of each attribute is determined by the support vector machine prediction method and the sample frequency statistics method. If the attribute X satisfies the condition wsupport(X) minwsupport  , it is a frequent item set. Therefore, the algorithm can increase the weighting of the attributes and calculate the weight support of each attribute. By comparing the support degree with the threshold, it can get the frequent item sets considering the influence factors of each attribute, so as to avoid the uneven distribution of the database attributes.
Secondly, the traditional FP-Growth algorithm needs to repeatedly scan the frequent items list, get the attribute and the corresponding support count, which would undoubtedly reduce the efficiency of the implementation of the algorithm. The improved FP-Growth algorithm introduces the hash table technique to construct a hash function. The independent variable is the name of a property whose dependent variable is the memory address corresponding to the independent variable. When a property is given, the function is substituted into the function to get the address of the independent variable in the hash table. When reading the data, you can get the weight of the corresponding support, which will greatly improve the efficiency of the 408 algorithm. The following Table I and Table II show the storage structure of the traditional algorithm and improved algorithm.
Finally, in the traditional FP-Growth algorithm, the FP-tree construction process uses "null" as the root node, and the whole FP-tree is constructed directly from the original database. If the database contains a large number of multi-dimensional attributes, each transaction attribute dimension is much, the overall FP-tree depth and width will be too complex and large. The efficiency of the algorithm will be seriously affected. The improved FP-Growth algorithm divides each dimension in the multidimensional attribute into several subsets, and constructs the conditional pattern tree of each dimension subset directly. This will greatly improve the tree's structural efficiency. All of the generated frequent patterns are still merged into a frequent pattern set for the entire database.
The improved fp-growth algorithm implementation
The implementation process of the improved FP-Growth algorithm is: 1）Data preprocessing. Enter the preprocessed sample database, each dimension attribute weight and weighted support threshold.
2）Scan the database, calculate the weighted support count of attributes and record.
3）Construct a hash function. The independent variable is the attribute name, and the dependent variable is the storage address of the attribute. The weighted support of the independent variable is read by the storage address. The mapping of independent variable and its weighted support is done by a hash function.
4）Scan the database again, delete the property whose weighted support is less than the threshold. Then sort the database transactions in descending order according to the weighted support count.
5）In the new database, we use the recursive way to create the conditional FP-tree with the dimension attribute as the root node. 6）Merge all the frequent itemsets. 7）Set the best confidence threshold to get the association rules. 
Algorithm analysis and discussion
The improved algorithm was compared with the traditional algorithm as shown below in order to prove the feasibility of the improved algorithm. Test environment was Intel i5, 2GHz frequency, 2GB memory, Windows 7 operating system. Used C ++ for programming.
The experiment used Accident and Mushroom data sets as test data and tested two algorithms from both the running time and the number of frequent patterns. Table III  and Table IV show the algorithm comparison of the running results under different support thresholds.
It is found from Table III and Table IV that the improved FP-Growth algorithm has less running time than the traditional FP-Growth algorithm under the same support degree. And when the support degree is kept constant, the number of frequent item sets of the improved algorithm is obviously less than that of classical FP-Growth algorithm. Thus, the effectiveness of the improved algorithm is proved. 
APPLICATION OF THE IMPROVED FP-GROWTH ALGORITHM IN DIGITAL PROTOTYPE
Digital prototype data analysis
In this paper, the digital prototype data of large-scale environmental protection equipment bag filter are selected as the research object.
The bag filter digital prototype contains three types of data: process parameters, simulation data, performance index, as shown in Table V .
This paper chooses the data of the wind performance of bag filter digital prototype as an example to conduct correlation analysis. The wind performance of bag filter [14] refers to the air volume distribution uniformity. The merits of wind performance directly affect the work and safety of bag filter. When the air volume of each bag room is uneven, the bag room with large air volume would get more ash. So that the frequency of blowing increases, the filter bag is easy to be destroyed. On the contrary, the small air bag room, which cannot fully play a role in the filter bag, would result in waste of resources and affect work efficiency. So, it can be seen that the data analysis of the digital prototype wind performance is significant, and it is necessary to find the potential association rules between the parameters. Usually when the digital prototype simulation is completed, one would have the wind performance index. According to the different values of index, the wind performance level can be divided into several categories: Excellent, general and unqualified according to the previous experience of the research group [15] . In this paper, the data association of the bag filter digital prototype is analyzed. First of all, this paper selected the bag length, bag diameter, bag number, filtration speed, filter bag thickness, net air chamber height as the main research parameters according to the research results. These parameters are preprocessed, and then a subset of the multidimensional attributes are obtained, and the attribute symbols are as follows: Set the filtration speed "1m / min" to "D1" as a separate study object; "D2" means the filtration speed range is (1,1.3) m / min; "D3" is (1.3, 1.6) m / min; "D4" is (1.6, 1.9) m/min. 5）The thickness of the filter bag E(1-4): "E1" means that the thickness is [0.5,1) mm; "E2" means that the thickness is [1,1.5) mm； "E3" is [1.5,2) mm； "E4" is [2,2.5) mm. 6）Net air chamber height F(1-3): "F1" means the net chamber height is (3500,4000)mm; "F2" means the net room height 4000mm; "F3" means the height is (4000,4500) mm; 7）Level G (1-3): "G1" means that the wind performance index is excellent; "G2" means that the index is general; "G3" is unqualified.
As shown in Table VI is a kind of bag filter digital prototype wind performance test database. After data processing, database is as shown in Table VII . 
Experimental result analysis
The association rule mining based on the improved FP-Growth algorithm is carried out for the digital prototype wind performance database of the bag filter shown in Table VII . Set the weight support threshold to 30% and the confidence threshold to 80%. According to the number of sub-distribution of each dimension attribute and the importance of attribute in the sample database, the weights of dimension attributes are assigned as shown in Table VIII below. Run the improved FP-Growth algorithm to get effective association rules, as shown in Table IX for some examples. 1) According to rules 2 and 3 in Table IX : when the filter bag length is 7.35 m, the filter bag diameter is 0.16m, the bag thickness is 0.8mm, and the height of net air chamber is 4000mm, regardless of the bag number 6 or 8, as long as the filtration speed is between 1m/min and 2m/min, the wind performance would be worse and worse until unqualified.
2) According to rule 4:when the filter bag length is between 7.35m-10.35m, the diameter is 0.16m-0.2m, the bag number is 6, the thickness of filter bag is 0.8mm, the net chamber height is 4000mm, and when the filtration velocity is in the range of 1m/min-2m/min, only in the 1m/min, the wind performance would be perfect.
3) According to rule 5: when the bag length is 8.35m, diameter is 0.16m, the bag number is 6, the filtration speed is 1m/min, if the filter thickness is between 0.5mm to 1mm range, the net chamber height is between 3500mm to 4500mm range, except for 4000mm, the wind performance would be general.
At the same time, in order to prove the superiority of the improved FP-Growth algorithm, the FP-Growth algorithm was tested under the same conditions. The running time and the number of effective association rules are compared as shown in Table X below.
The comparison results show that the improved FP-Growth algorithm is superior to the traditional FP-Growth algorithm in running efficiency. And the improved FPGrowth algorithm generates fewer efficient rules than the traditional FP-Growth algorithm, and reduces the false redundant output. Thus, the improved FP-Growth algorithm has certain advantages compared with the original algorithm in efficiency and accuracy. 
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CONCLUSION
Based on the traditional FP-growth algorithm, this paper proposes an improved FP-Growth algorithm. The difference between the improved algorithm and the traditional algorithm is that:
1) The weights of attributes are introduced to avoid the redundant information generated by the uneven distribution of attributes in the database, so as to ensure the validity of the generation rules.
2) The hash function is constructed to realize the mapping between attributes and their weighted support. It is used to reduce the number of traversal frequent items and improve the efficiency of algorithm execution.
3) Multidimensional attribute block is to respectively construct FP-tree, generate frequent item subsets and merge them, so as to improve the efficiency of the structure of the tree.
Next, taking the digital prototype of bag filter as an example, the improved FPGrowth algorithm is used for data mining. And the characteristic relationship between the wind performance and the combinations of parameters is obtained. Under the same conditions, the traditional FP-Growth algorithm is used to compare experiments, which proves the superiority of the improved algorithm. However, since the sample data is limited, it is necessary to further apply and test the engineering practicability of the method from a large sample point of view. At the same time, when facing a huge database of digital prototype, the weight measurement is still insufficient. How to fast and reasonably consider the weight of each attribute is worthy of further study.
