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We find an exact series solution for the steady-state probability distribution of a harmonically
trapped active Brownian particle in two dimensions, in the presence of translational diffusion. This
series solution allows us to efficiently explore the behavior of the system in different parameter
regimes. Identifying “active” and “passive” regimes, we predict a surprising re-entrant active-to-
passive transition with increasing trap stiffness. Our numerical simulations validate this finding.
We discuss various interesting limiting cases wherein closed form expressions for the distributions
can be obtained.
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I. INTRODUCTION
The study of active particles has seen an upsurge of in-
terest in recent years for its relevance in describing many
non-equilibrium processes [1, 2]. Active Brownian par-
ticles (ABPs) and run-and-tumble particles (RTPs) are
minimal models for self-propelled active particles [3]. The
dynamics of such active particles breaks detailed balance
at the microscopic level, and is characterized by proper-
ties which are remarkably different from equilibrium sys-
tems. Systems composed of interacting active particles
are known to exhibit a plethora of exotic phenomenon
including flocking [4, 5], clustering [6, 7], motility in-
duced phase separation and segregation [8–11], ratchet
effects [12] etc.
While there exists a considerable body of work on the
hydrodynamic description of active matter [13], the num-
ber of exactly solvable models that illuminate the novel
statistical physics of active particles are few. A number
of recent studies, both experimental [14–18] and theo-
retical [19–26], show that even a single active particle
can exhibit rich and counter-intuitive physics such as
non-Boltzmann distributions peaked away from poten-
tial minima [16, 18, 27] and clustering [28]. For exam-
ple, a recent experimental study of active Janus particles,
in a two dimensional effectively harmonic trap, surpris-
ingly observed that, in the dilute limit, the trap stiff-
ness can be tuned to induce a crossover in the particle
distribution from a Boltzmann-like distribution peaked
at the trap center to a strongly active non-Boltzmann
distribution with off-centered peaks [16]. At first sight,
the dynamics of a single active particle appears to be a
small variation of passive Brownian motion. However,
one finds that calculating even the steady state probabil-
ity distribution is highly non-trivial. Some exact results
obtained in [19, 22–27, 29–33] indicate the qualitatively
rich physics that even single particle active systems can
exhibit. Exactly solvable models of isolated active parti-
cles are thus important not only for understanding labo-
ratory experiments of self-propelled particles in confined
geometries, but they also provide a good starting point
to study systems of weakly interacting active particles.
In this paper, we consider the stochastic dynamics of
an active Brownian particle (ABP) confined to move in
an isotropic potential. Our main result is an exact series
solution of the corresponding Fokker-Planck equation in
the steady-state. From this exact solution, we find that
the radial probability distribution of the ABP has two
“phases”: a “passive phase” described by a Boltzmann-
like distribution with a peak at the trap center, and an
“active phase” described by a non-Boltzmann distribu-
tion where the probability distribution is peaked away
from the trap center. We find that increasing the trap
stiffness induces a transition from the passive phase to
the active phase as experimentally observed in [16]. Our
exact solution reveals a surprising prediction of a re-
entrant transition to the passive phase upon stiffening the
harmonic trap further. Note that these “transitions” are
not thermodynamics phase-transitions, but are crossover
behaviors in the probability distribution for the ABP. We
estimate typical parameter values where such a re-entrant
transition can be experimentally observed. Furthermore,
the exact solution in our study unifies the various asymp-
totic limits of the steady-state distribution considered in
earlier studies. Our numerical analysis is in good agree-
ment with the analytical results.
The plan of the paper is as follows:- In Sec. (II) we de-
fine the precise model and then present a summary of our
main analytical results for the steady state distribution,
along with their numerical verification. The details of
the analytical computations are presented in the appen-
dices. In Sec. (III) we discuss some special limiting cases
and finally we conclude with a discussion of our results
in Sec. (IV).
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2II. TRAPPED NONINTERACTING ABPS:
STEADY STATE SOLUTION
The two-dimensional motion of an ABP in an isotropic
harmonic potential (kρ2/2), with position coordinate ρ =
(ρ cosϕ, ρ sinϕ) and internal angular degree of freedom θ
at time τ , are governed by the Langevin equations:
dρ
dτ
= u0eˆ(θ)− µkρ+
√
2Dt ξr(τ),
dθ
dτ
=
√
2Dθ ξθ(τ),
(1)
where µ is the translational mobility. The ABP self-
propels along the direction eˆ(θ) = (cos θ, sin θ) with
speed u0. The Gaussian random variables ξr(τ) and
ξθ(τ), with zero mean and unit variance, are uncorrelated
in time, and represent translational and rotational noise
terms. Defining dimensionless variables r = ρ
√
Dθ/Dt
and t = τDθ, the Langevin equations take the form
dr
dt
= λeˆ(θ)− βr +
√
2 ξr(t),
dθ
dt
=
√
2 ξθ(t),
(2)
where λ = u0/
√
DθDt and β = µk/Dθ. Note that
λ is a Pe´clet number that indicates the relative im-
portance of persistent motion compared to diffusion.
Our aim is to calculate the steady state distribution of
the trapped ABP. The Fokker-Planck equation for the
probability distribution P(r, ϕ, θ, t), corresponding to the
above Langevin equation, can be obtained using stan-
dard methods [34]. For the case of a free ABP in two
dimension this was obtained in [35]. In our case the cor-
responding Fokker-Planck equation is
∂P
∂t
= −∇ · [(λ eˆ(θ)− β r−∇)P] + ∂
2P
∂θ2
. (3)
Note that the the radial symmetry of the problem im-
plies that the steady state joint probability distribution
P(r, ϕ, θ) ≡ P(r, χ) depends only on the combination
χ = θ − ϕ. In the steady state (∂tP = 0), the Fokker-
Planck equation can be recast in the following form
L0P = λL1P, (4)
where L0 is an operator which is second-order in r and χ
and contains the terms arising from the confining poten-
tial. On the other hand L1 is a first-order operator that
arises from the drift-terms in (3). Their explicit forms
are given by
L0 = 1
r
∂
∂r
[
r
(
∂
∂r
+ βr
)]
+
1
r2
∂2
∂χ2
+
∂2
∂χ2
, (5)
L1 = cosχ ∂
∂r
− sinχ
r
∂
∂χ
. (6)
We propose to solve Eq. (4) in the form of a power-
series expansion in λ:
P(r, χ) =
∞∑
m=0
λmP(m)(r, χ). (7)
Using this ansatz in (4) and equating powers of λ on
both sides, we get L0P(0) = 0 and L0P(m) = L1P(m−1)
for m ≥ 1. The zeroth-order solution is P(0)(r, χ) =
e−βr
2/2/Z, where Z = 2pi
∫∞
0
dr re−βr
2/2. Note that this
is identical to the equilibrium distribution corresponding
to the potential V (r) = r2/2, if Dt = µkBT . The solu-
tion at the next order satisfies L0P(1) = L1P(0). Thus,
if the eigensystem of L0 is explicitly known, then the
source term L1P (0) (obtained from the previous order)
can be expanded in the eigenbasis of L0. This allows one
to solve for P(1). Following this strategy at every order
m, we find (see App. A) that the solutions P(m) can be
written as
P(m)(r, χ) =
∑
n,l
C
(m)
n,l φn,l(r, χ). (8)
where the summation on n and l is constrained by m =
2n+ |l| and
φn,l(r, χ) =
[
n!(β2 )
|l|+1
piΓ(n+ |l|+ 1)
] 1
2
r|l|e−
βr2
2 L|l|n
(
βr2
2
)
eilχ ,
is the right eigenfunction of L0 corresponding to the
eigenvalue νn,l = −β(2n + |l|) − l2 with n ≥ 0, l being
integers, Γ is the gamma function, and L
|l|
n (x) is the gen-
eralized Laguerre polynomial. The expansion coefficients
C
(m)
n,l satisfy the following recursion relations
C
(m)
n,l =
C
(m−1)
n,l−1
√
(n+ |l|)β2 − C(m−1)n−1,l+1
√
nβ2
β(2n+ |l|) + l2 , l > 0
C
(m)
n,0 = −C(m−1)n−1,1 /
√
2βn . (9)
with C
(0)
0,0 = 1/
√
2β. Solving the above recursion rela-
tions, one can, in principle, evaluate P(m) at any order
m. For instance, the explicit form of P(m) for the first
few orders are,
P(0) = β
2pi
e−
βr2
2 , P(1) = β
2r cosχ
2pi(β + 1)
e−
βr2
2
P(2) = β
3r2 cos(2χ) + β(β + 2)(βr2 − 2)
8pi(β + 1)(β + 2)
e−
βr2
2 .
(10)
Expressions for few more orders are given in App. B. The
analytical evaluation of C
(m)
n,l becomes tedious with in-
creasing order of m. However, they are easily computed
numerically. Thus one can evaluate the joint distribu-
tion P(r, χ) up to any power of λ. Integrating (7) over
the angular variable χ, only l = 0 terms contribute and
3FIG. 1. (a) Comparison of the exact solution (solid lines) Eq.
(11) with direct numerical simulations (disks) of the Langevin
equations for the ABP. Notice the shift in the peak of the
distribution with increasing λ = u0/
√
DtDθ. The inset shows
the convergence of the exact solution (for λ = 2) as more
terms (M) are included in Eq. (11) to evaluate P (r). (b) The
conditional distribution p(χ|r) at various r compared with
simulations for λ = 1. The peaks at χ = 0 indicate a radial
orientation of the ABPs far away from the trap center.
we find that the marginal radial distribution function is
given by,
P (r) =
∞∑
n=0
λ2n
√
2piβ C
(2n)
n,0 e
− βr22 Ln(βr2/2), (11)
where Ln(z) is n
th Laguerre polynomial and the coeffi-
cients C
(2n)
n,0 can be computed numerically easily from the
recursion relations in (9). From numerics, we found that
the ratio of two consecutive C
(2n)
n,0 decreases as ∼ n−1
for large n, which ensures that the series in Eq. (11) is
convergent.
We numerically solved Eqs. (1) using the Euler-
Maruyama method [36] using a time-step ∆t = 10−4 and
averaged over 106 realizations. Our analytical solution
of the Fokker-Planck equation is in good agreement with
direct numerical simulation results of Eqs. (1). This is
shown in Fig. (1a) where we compare the analytical re-
sult for P (r) in Eq. (11) (summed over a finite number
of terms, N) with those from the simulations. The inset
of Fig. (1a) shows the convergence of the series with in-
creasing M . We find excellent agreement even for M = 5.
The distribution p(χ), of the relative orientation χ,
can be obtained by integrating r from the joint dis-
tribution P(r, χ) (given in Eq. (7)). However, it is
more interesting to look at the conditional distribution
p(χ|r) = P(r, χ)/P (r) of the orientation χ at a given
r. We observe from Fig. (1b) that p(χ|r) is peaked at
χ = 0. With increasing r, the width of this peak de-
creases while its height increases. This indicates that
the particles which successfully climb the potential must
have their orientation eˆ(θ) preferentially directed along
the radial direction rˆ.
In Fig. (1a), we observe that as u0 is increased (at fixed
Dθ and Dt), the position of the peak of P (r) shifts away
from the center (r = 0) of the potential, while P (r)|r=0
FIG. 2. (a) Active and passive regions of the ABP distribu-
tion Eq.(11) in the λ − β plane. The solid line demarcating
the active and passive regions is given by P ′′(r)|r=0 = 0. In
the passive region, the distribution peak coincides with the
trap center (r = 0), while in the active region the peak of
P (r) is away from r = 0. Notice that for a high-enough activ-
ity (large λ), increasing the trap-stiffness (proportional to β)
first drives a passive-to-active transition and then a reentrant
active-to-passive transition. (b) This reentrant transition pre-
dicted by the analytical result Eq. (11) (solid lines), summed
upto a M = 150 terms, is confirmed by our numerical simula-
tions (disks) at increasing values of β at fixed λ = 4. In (c-e),
we show the steady-state probability distribution P (r, θ) as
a cloud of points each colored by its values of θ at a fixed
value of λ = 4. In the passive phase, β = 0.2, we observe that
the probability is peaked at the center of the trap while θ is
randomly distributed. In the active phase, β = 1, P (r, θ) is
peaked away from the trap-center while the distribution of θ
is correlated with the polar angle φ. Finally, in the re-entrant
passive phase, β = 10, although the distribution of points is
peaked at the trap-center, we observe a clear pattern in the
distribution of θ similar to the active phase in (d).
becomes a minima. We refer to this shift as the passive-
to-active transition. The same transition can also be ob-
served by changingDθ at fixed u0 andDt. This transition
is described by the curve given by
P ′′|r=0 ≡
∞∑
n=0
(n+ 1)λ2nC
(2n)
n,0 (β) = 0. (12)
In Fig. (2a), we plot this curve in the λ−β plane. We see
that at fixed β, increasing λ induces a passive-to-active
transition. However, for fixed λ greater than a critical
λ∗, on increasing β from a small value, we first see a
passive-to-active transition. Remarkably, upon further
increasing β, we observe a re-entrant active-to-passive
transition, as shown in Fig. (2b). The first transition
was observed in a recent experiment [16], where β was
varied by changing the trap stiffness k. We here pre-
dict a re-entrant transition on increasing k further. In
4Fig. (2c-e), we plot the steady-state distribution of par-
ticle positions r and angles θ at fixed λ = 4 and varying
β to represent the three different regions of the phase-
diagram in Fig. (2a). We observe that while the distri-
bution is peaked at the center of the trap both in the
passive phase (c) and the re-entrant phase (e), the distri-
bution of θ in (e) is akin to that in the active phase (d).
Note that the distribution is not peaked at the center of
the trap in (d).
Below we provide a heuristic physical explanation of
the two crossovers that we observe.
(i) Passive-to-active crossover — For a small stiffness
k we expect that the particle will effectively behave as
a passive particle since it undergoes many orientation
changes in the time scale (τeq = (µk)
−1) required to reach
the passive (Gaussian) steady state. The typical extent of
this steady state distribution is `th ∼
√
Deff/(µk), where
Deff = Dt + u
2
0/(2Dθ). We note that the time taken by
particles to reorder their orientation is given by τrot ∼
D−1θ , in which time they travel a distance `act = u0τrot.
As we increase k, the length scale `th decreases. We then
expect that the passive-like steady state will be stable
provided `act . `th. Otherwise the particles tend to move
out and the distribution starts having peaks away from
the centre. This gives the passive-to-active crossover and
the condition `act & `th for this gives
β & 2 + λ
2
2λ2
. (13)
Interestingly we note that even for large λ one needs
a finite value of β ≈ 1/2 to see the passive-to-active
crossover.
(ii) Active-to-passive crossover — this crossover is ob-
served on further increasing k (or equilvalentsly β). Note
that this ‘reentrant passive phase’ is markedly differ-
ent from the usual passive phase in that, the distribu-
tion of the orientation of the particle captures a notriv-
ial signature of activity as explained in Figs. (2)(c)-(e).
In this case we propose the following physical explana-
tion. The activity pushes out the particle radially so that
peaks appear at a distance given by rpeak ∼ u0/µk. If
this distance is small compared to the thermal length
scale `′th ∼
√
Dt/(µk) (in this case the particles angu-
lar motion is restricted and does not contribute to Deff),
then we will not see any off-centre peak, even though
the particles do mainitain a strong radial orientation.
This then leads to the re-entrant crossover occuring when
`′th & rpeak which reduces to
β & λ2. (14)
These two estimates, Eqs. (13,14), also indicate that
there exists a critical λ ≈ 1.13 below which one does
not see any of the crossovers. These heuristic estimates
for the crossovers are consistent with our numerical ob-
servations in Fig. (2)a, though a precise quantitative ver-
ification would require more work.
Moreover, in the limits Dθ → 0 and Dθ →∞, we find
closed form analytical expressions for this probability dis-
FIG. 3. (a) Our analytical result for the radial distribution
P˜ (ρ) = (Dθ/Dt)P (r) with P (r) given by Eq. (11) compares
well with numerical simulations (u0 = 1, Dθ = 1) even for
small values of the translational diffusion Dt. (b) The closed
form expressions Eq.(15) and Eq.(16), obtained in the limits
Dθ → ∞ and Dθ → 0 respectively, compare very well both
with the exact results and the numerical simulations. For
Dθ = 18, we used u0 = 6 and Dt = 1, while for Dθ = 0.01 we
used u0 = 1 and Dt = 0.1. In both cases, µ = 1 and k = 1.
tribution. In particular, our approach offers a perturba-
tive solution for the limit Dt → 0, which is non-trivial to
obtain for a problem without any translational diffusion
(Dt = 0) [25]. We discuss these limits in the next section.
III. SPECIAL LIMITS
We now discuss certain limiting cases of the radial
probability distribution P˜ (ρ) = (Dθ/Dt)P (r). We first
consider the case with zero translational noise, i.e., Dt =
0. Figure (3a) shows a plot of P˜ (ρ) for Dt = 0 obtained
from our simulations. We observe that P˜ (ρ) has a finite
support with a peak around r = 1, in sharp contrast to
the usual Boltzmann distribution. The singular nature
of P˜ (ρ) for Dt = 0 does not allow us to readily obtain an
analytical expression in this case. However, we numeri-
cally evaluate our general series expression from Eq. (11)
and compare P˜ (ρ) with numerical simulation results for
smallDt. As shown in Fig. (3a), our approach thus allows
a systematic way to attain the Dt → 0 limit, although
the computational cost of evaluating Eq. (11) escalates
quickly for small values of Dt.
We next consider the limit Dθ → ∞, u0 → ∞ such
that β → 0 with u20/Dθ = λ2Dt held constant. In this
limit, the stochasticity in u0eˆ(θ) arising from the rota-
tional diffusion in Eq. (1) approaches the limit of a zero-
mean Gaussian white noise of strength u20/(2Dθ) [25].
This adds to the translational white noise ξr(t). As a
result, we expect a Gaussian distribution of the form
P (ρ) ' (µk)/Deff exp
[ − µkρ2/(2Deff)] with an effec-
tive diffusion constant Deff = Dt + u
2
0/(2Dθ), as shown
in [25] for the case Dt = 0. One can, however, find cor-
rections to this result systematically at different orders
in 1/Dθ. To accomplish this, we first solve the recursion
relations in Eq. (9) perturbatively in powers of β to get
5C
(2m)
m,0 ' (−1/2)m
√
β/2pi[1−β(7m2+m)/8+O(β2)]. Us-
ing this in Eq. (11) and performing some straightforward
calculations we get P˜ (ρ) that takes the form,
P˜ (ρ) ' µk
Deff
e
− µk2Deff ρ
2
[
1− µk
Dθ
(
3
4
− 5
4
µk
Deff
ρ2
+
7
32
µ2k2
D2eff
ρ4
)
+O
(
1
D2θ
)]
.
(15)
in the Dt → 0 limit (calculation steps and the expression
for finite Dt are in App. C). Figure (3b) validates this
asymptotic result with numerical simulations. Note that
in the above expression one can take Dt → 0 limit which
would correspond to the case of an active Brownian par-
ticle without any translational noise.
Finally, we consider the opposite limit Dθ → 0, i.e.,
β → ∞, in which the timescale for rotational diffusion
of the orientation of θ diverges as ∼ D−1θ . The β → ∞
limit can also be obtained by taking k → ∞ limit. In
this limit, the radial distribution, as shown in [23], is
approximately
P˜ (ρ) ' 1
Z
exp
(
− µkρ
2
2Dt
)
I0
(
u0ρ
Dt
)
, (16)
where Z is a normalization constant and I0(y) is
the modified Bessel function of zeroth order. In
order to arrive at this result from our general ex-
pression in Eq. (11), we look at the asymptotic be-
havour of the coefficients C
(m)
n,l for large β. Note that
for large β, Eq. (9) simplifies to the form C
(m)
n,l =
[C
(m−1)
n,l−1
√
(n+ |l|)−C(m−1)n−1,l+1
√
n]/[
√
2β(2n+ |l|)]. It can
be easily checked that this equation is satisfied by
C
(2n+l)
n,l = (−1)n
√
β/(2pi)[n!(n+ l)!β2n+l22n+l]−1/2 for
n ≥ 0 and l ≥ 0. Using this result in Eq. (11) leads to
Eq. (16) (see App. C for details).
IV. SUMMARY AND CONCLUSION
To conclude, we have obtained an exact series solution
for the non-equilibrium steady state of an ABP, with
translational diffusion, confined to a two dimensional
harmonic trap. Our analytical results are in good agree-
ment with explicit numerical simulations. We explain a
recently observed passive-to-active transition of a har-
monically confined ABP with increasing trap-stiffness.
Furthermore, we predict a surprising active-to-passive
reentrant transition upon a further increase in the
confinement strength. The prediction of this reentrant
transition is amenable to experimental validation. In
fact, using the values from the experimental setup of
[16], Dt ≈ 0.1µm2/s, D−1θ ≈ 25s, u0 ≈ 0.25µm/s,
i.e. Pe´clet number λ ≈ 4, we expect to observe the
passive-to-active transition around β1 ≈ 0.35, i.e.,
µk1 ≈ 0.01s−1 and the re-entrant active-to-passive
transition around β2 ≈ 6.8, i.e., µk1 ≈ 0.27s−1. These
are plausible parameter values that could be accessed
experimentally.
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Appendix A: Details of calculational of the steady
state distribution
The dimensionless Langevin equation for the active
Brownian particle in a two dimensional harmonic trap
is given by,
dr
dt
= λ eˆ(θ)− βr +
√
2ξr(t),
dθ
dt
=
√
2ξθ(t),
(A1)
where the dimensionless parameters λ and β are de-
fined as λ = u0√
DθDt
, β = µkDθ . The corresponding Fokker-
Planck equation is
∂P
∂t
= −∇ · (λeˆ− βr−∇)P + ∂
2P
∂θ2
. (A2)
In the two dimensional polar coordinates the above equa-
tion takes the form
∂P
∂t
= λ
[
cosχ
∂P
∂r
+
sinχ
r
∂P
∂ϕ
]
+
1
r
∂
∂r
[
r
(
∂
∂r
+ βr
)
P
]
+
1
r2
∂2P
∂ϕ2
+
∂2P
∂θ2
,
where χ = θ − ϕ. As discussed in the main text, in
the steady state given by ∂P/∂t = 0, we expect the so-
lution to have azimuthal symmetry, P(r, ϕ, θ) = P(r, χ).
Hence, in the steady state, after making the replacements
∂
∂θ =
∂
∂χ ,
∂
∂ϕ = − ∂∂χ , we find that the equation satisfied
by the steady state probability distribution P(r, χ) can
be written in the form (Eq. (4) of main text)
L0P = λL1P, (A3)
where
L0 = 1
r
∂
∂r
[
r
(
∂
∂r
+ βr
)]
+
1
r2
∂2
∂χ2
+
∂2
∂χ2
, (A4)
L1 = cosχ ∂
∂r
− sinχ
r
∂
∂χ
. (A5)
We try a series solution of the form
P(r, χ) =
∞∑
m=0
λmP(m)(r, χ). (A6)
Inserting this in Eq. (A3) and equating powers of λ on
both sides, we get
L0P(0) = 0, L0P(m) = L1P(m−1) , m = 1, 2, . . .(A7)
The first equation (m = 0) above can be solved to give
P(0)(r, χ) = e−βr2/2/Z, where Z = 2pi ∫∞
0
dr re−βr
2/2.
As mentioned in the main text, if the eigenfunctions and
eigenvalues of L0 are known explicitly and if they form
a complete basis, then at any order m, the term on the
right-hand-side of Eq. (A7) calculated from the previous
7order (m− 1) solution can be expanded in the eigenbasis
of L0 and one obtains P(m)(r, χ). The procedure is
detailed in the following.
Eigensystem of L0: Let φ(r, χ) be the eigenvector of L0
corresponding to the eigenvalue ν satisfying the equation
L0φ = νφ. With the transformation φ = e−βV (r)/2 ψ, we
find that ψ satisfies the equation Hψ = νψ where H =
e−βV (r)/2L0eβV (r)/2 is a Hermitian Schro¨dinger operator.
Explicitly, the eigenvalue equation is[
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂χ2
+ β − β
2r2
4
+
∂2
∂χ2
]
ψ = νψ.(A8)
The above equation without the last ∂2/∂χ2 term corre-
sponds to the Schro¨dinger equation of an isotropic two-
dimensional harmonic oscillator, for which the eigenfunc-
tions (ψn,l) and eigenvalues (Λn,l) are known exactly [37]:
ψn,l(r, χ) =
[
n!(β2 )
|l|+1
piΓ(n+ |l|+ 1)
] 1
2
r|l|e−
βr2
4 L|l|n
(
βr2
2
)
eilχ ,
with Λn,l = −β(2n + |l|) where n ≥ 0, l are integers,
Γ is the gamma function, and L
|l|
n (x) is the generalized
Laguerre polynomial. Note that the presence of the last
∂2/∂χ2 term in Eq. (A8) does not change the eigenfunc-
tions while the eigenvalues get modified to
νn,l = Λn,l − l2 = −β(2n+ |l|)− l2 . (A9)
The ψn,l form a set of basis functions. Since the Fokker-
Planck operator L0 is not a Hermitian operator, its right
and left eigenfunctions are different. The right eigenfunc-
tions are given by
φn,l = e
−βr2/4ψn,l.
It can be shown that the left eigenfunctions are given by
φ˜n,l = e
βr2/4ψ∗n,l,
and these satisfy the orthogonality condition
∫ ∞
0
dr r
∫ 2pi
0
dχ φ˜n,lφn′,l′ = δn,n′δl,l′ .
Next, we expand the solutions, at different order, in the
L0-basis:
P(m)(r, χ) =
∑
n,l
C
(m)
n,l φn,l(r, χ). (A10)
Inserting this in Eq. (A7), and using the or-
thogonality of the basis states, we find C
(m)
n,l =
(1/νn,l)
∫∞
0
dr r
∫ 2pi
0
dχ L1P(m−1)φ˜n,l. Using the specific
form of L1 given in Eq. (A5), we expand L1P(m−1) ≡
f (m)(r, χ) in the same basis set and, on using the above
mentioned orthonormality, we find that the coefficients
satisfy the recursion relations ( Eqs. (9) in the main text)
C
(m)
n,l =
C
(m−1)
n,l−1
√
(n+ |l|)β2 − C(m−1)n−1,l+1
√
nβ2
β(2n+ |l|) + l2 , l > 0
C
(m)
n,0 = −C(m−1)n−1,1 /
√
2βn . (A11)
with C
(0)
0,0 = 1/
√
2β. Thus we have
P(m)(r, χ) =
∑
n,l
C
(m)
n,l e
− βr24 ψn,l(r, χ), m = 2n+ |l|, n ≥ 0,
(A12)
f (m)(r, χ) =
∑
B
(m)
n,l e
− βr24 ψn,l . (A13)
Inserting these expansions into Eq. (A7) and using the
orthonormality of ψn,l, we get
C
(m)
n,l =
B
(m)
n,l
νn,l
=
B
(m)
n,l
−β(2n+ l)− l2 , (A14)
where B
(m)
n,l =
∫ ∫
rdrdχ f (m)(r, χ)eβr
2/4ψn,l .
Now, using the explicit forms of the eigenfunctions
ψn,l(r, χ) =
[
n!(β2 )
|l|+1
piΓ(n+ |l|+ 1)
] 1
2
r|l|e−
βr2
4 L|l|n
(
βr2
2
)
eilχ ,
and defining N
(m)
n,l = C
(m)
n,l
√
2n!
(
β
2
)|l|+1
2pi(n+|l|)! , we get
P(m) =
∑
n,l
C
(m)
n,l e
− βr24 ψn,l =
∑
n,l
N
(m)
n,l r
|l|eilχe−
βr2
2 L|l|n
(
βr2
2
)
,
and the source term
f (m)(r, χ) = L1P(m) = cosχ∂P
(m)
∂r
− sinχ
r
∂P(m)
∂χ
=
∑
n,l
N
(m)
n,l
2
[
r|l|−1Lln(x)
(
|l|[ei(l+1)χ + ei(l−1)χ]− l[ei(l+1)χ − ei(l−1)χ])− βr|l|+1L|l|+1n (x)(ei(l+1)χ + ei(l−1)χ)]e− βr22 ,
where x = βr2/2. Using the orthonormality of the La- guerre polynomials and the azimuthal eigenfunctions, we
8FIG. 4. Schematic illustrating the structure of the recursion
relations in Eqs. (A11) in the main text. Each C
(m)
n,l gets
contributions from the coefficient at the previous order m− 1
both from (n−1, l+ 1) and (n, l−1). The order m (= 2n+ l)
is constant on the dashed lines.
finally obtain the following recursion relation
C
(m)
n,l =
C
(m−1)
n,l−1
√
(n+ l)β2 − C(m−1)n−1,l+1
√
nβ2
β(2n+ l) + l2
, n > 0, l > 0
(A15)
and from radial symmetry,
C
(m)
n,−l = C
(m)
n,l . (A16)
The ‘boundary’ recursion equations are given by
C
(m)
0,l =
C
(m−1)
0,l−1
√
l β2
βl + l2
, l > 0, (A17)
C
(m)
n,0 = −
C
(m−1)
n−1,1
√
nβ2
βn
, n > 0 . (A18)
The recursion relations can be solved iteratively, starting
from the “initial” condition
C
(0)
0,0 =
√
β
2pi
, (A19)
and the boundary condition, C
(m)
−1,l = 0, l ≥ 0. The struc-
ture of the recursion relations is illustrated in Fig. (4).
Here the red filled discs represent C
(m)
n,l with the horizon-
tal and the vertical axes representing l and n respectively,
while the dashed lines correspond to constant m = 2n+l.
The coefficients C
(m)
n,l , at a given m, can be obtained from
the coefficients C
(m−1)
n,l−1 and C
(m−1)
n−1,l+1 on the (m−1) line,
as indicated by the two arrows meeting at the point (n, l).
One can think of the index m as a time index and n, l as
spatial indices. Thus, starting from the initial condition
localized at n = 0, l = 0, these recursions prescribe a
time evolution in the m direction. Following this pro-
cedure, we can in principle find all the coefficients for
arbitrary n, l, and hence P(m) at any order m. So, start-
ing with C
(0)
0,0 , all other C
(m)
n,l can be obtained using the
above recursion relations, and hence we get an explicit
series solution for P(r, χ) given by Eqs. (A6, A12). In
the following we list first few coefficients,
C
(0)
0,0 =
√
β
2pi
, C
(1)
0,1 =
β√
pi(2β + 2)
, C
(2)
0,2 =
(β)3/2
4
√
pi(β + 1)(β + 2)
,
C
(2)
1,0 = −
√
β√
2pi(2β + 2)
, C
(3)
0,3 =
β2
4
√
6pi(β + 1)(β + 2)(β + 3)
,
C
(3)
1,1 = −
β(3β + 4)
4
√
2pi(β + 1)(β + 2)(3β + 1)
and so on. Integrating over χ we can obtain the radial
distribution P (r). It is easy to see that only the l = 0
terms contribute to the radial distribution which gives,
P (r) =
∫
dχ
∞∑
n=0
λ2nC
(2n)
n,0 e
− βr24 ψn,0
=
∫
dχ
∞∑
n=0
λ2nC
(2n)
n,0 e
− βr22
[
β
2pi
] 1
2
Ln
(
βr2
2
)
,(A20)
where Ln is Laguerre polynomial of order n. Simplifying
the above, we get,
P (r) =
∞∑
n=0
λ2n
√
2piβC
(2n)
n,0 e
− βr22 Ln
(
βr2
2
)
which is Eq. (11) of the main article. In the next sec-
tion we demonstrate the results for first few P(m)(r, χ)
calculated in this method.
Appendix B: Explicit expressions for P(m)(r, χ) for
m = 1, 2, 3, 4
a. Zeroth order (P(0)):
P(0)(r, χ) = β
2pi
e−
βr2
2 (B1)
This is the equilibrium distribution (for λ = 0).
b. First order (P(1)):
f (1)(r, χ) = L1P(0) = −β
2r cos(χ)e−
1
2βr
2
2pi
,
P(1)(r, χ) = β
2r cos(χ)e−
1
2βr
2
2pi(β + 1)
. (B2)
9c. Second order (P(2)):
f (2)(r, χ) = L1P(1) = −β
2e−
1
2βr
2
(βr2 cos(2χ) + βr2 − 2)
4pi(β + 1)
,
P(2)(r, χ) = βe
− 12βr2
(
β2r2 cos(2χ) + (β + 2)(βr2 − 2))
8pi(β + 1)(β + 2)
(B3)
d. Third order (P(3)):
f (3)(r, χ) = L1P(2) = −
β2r cos(χ)e−
1
2βr
2(
β2r2 cos(2χ) + β(r2(β + 2)− 6)− 8)
8pi(β + 1)(β + 2)
,
P(3)(r, χ) = β
2re−
1
2βr
2(
β2r2(3β + 1) cos(3χ) + 3(β + 3)(3β + 4) cos(χ)(βr2 − 4))
48pi(β + 1)(β + 2)(β + 3)(3β + 1)
(B4)
e. Fourth order (P(4)):
P(4)(r, χ) = βe
− 12βr2
768pi(β + 1)2(β + 2)(β + 3)(β + 4)(3β + 1)
(
β4r4(β + 1)(3β + 1) cos(4χ)
+4β2r2(β + 4)(3β2 + 10β + 9) cos(2χ)(βr2 − 6)
+6(β + 1)(β + 3)(β + 4)(3β + 4)
(
βr2(βr2 − 8) + 8)) . (B5)
Appendix C: Special limiting cases
With the replacements, β = µkDθ , r = ρ
√
Dθ
Dt
, λ =
u0√
DθDt
, t = τDθ, the probability distribution P˜ (ρ) in
the dimensionful variables will be,
P˜ (ρ) = P (r)
r
ρ
∣∣∣∣∂r∂ρ
∣∣∣∣ = P (r)DθDt ,
i.e., in equilibrium when activity is absent, P˜ (0)(ρ) =
µk
Dt
e−
µk
2Dt
ρ2 , and in the non-equilibrium steady state in
presence of nonzero activity,
P˜ (ρ)=
Dθ
Dt
∞∑
m=0
(
u0√
DθDt
)2m√
2piµk
Dθ
C
(2m)
m,0
× e−µkρ
2
2Dt Lm
(
µkρ2
2Dt
)
(C1)
1. Limit Dθ →∞, u0 →∞, i.e. β → 0 and λ = finite
In the limit β → 0, the coefficients C(m)n,l (see Fig. (4))
take the form :
n \ l 0 1 2 3 4
0
√
β
2pi
β
2
√
pi
β3/2
8
√
pi
β2
24
√
6pi
β5/2
384
√
3pi
1 − 12
√
β
2pi − β2√2pi
3β3/2
16
√
3pi
2 14
√
β
2pi
to leading order in β. It is evident from the table that
the l = 0 terms are proportional to
√
β, and the higher l
terms come with higher powers of β. Our aim is to eval-
uate C
(2m)
m,0 , which, from Eq. (A11) in the main text, de-
pends on C
(2m−1)
m−1,l , that in turn depends on other n and l
terms. However since the terms with l=2 and above ap-
pears with higher powers in β, to obtain the leading con-
tribution in β → 0 limit, we truncate the recursion equa-
tion at l = 1,
C
(m)
n,1 ≈
√
β(n+ 1)√
2
C
(m−1)
n,0 , and (C2)
C
(2m)
m,0 = −
C
(2m−1)
m−1,1√
2βm
(C3)
Combining these two, we obtain,
C
(2m)
m,0 =
(
− 1
2
)m√
β
2pi
. (C4)
Using the above in the series solution in dimensionful
quantities, the steady state probability distribution takes
the form,
P˜ (ρ) =
Dθ
Dt
∞∑
m=0
λ2m
√
2piβC
(2m)
m,0 e
− µk2Dt ρ
2
Lm
(
µk
2Dt
ρ2
)
=
µk
Dt
e−
µk
2Dt
ρ2
∞∑
m=0
(
− λ
2
2
)m
Lm
(
µk
2Dt
ρ2
)
=
µk
Dt +
u20
2Dθ
exp
[
− 1
2
µkρ2
Dt +
u20
2Dθ
]
(C5)
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where we have replaced the sum using generating
function of Laguerre polynomials,
∑∞
n=0 Ln(x)t
n =
1
1−t exp[− tx1−t ], with t = −λ
2
2 and x =
µkρ2
2Dt
.
For Dt → 0 , this reduces to the expression,
P˜ (ρ) = 2µkDθ
u20
exp[− 2µkDθρ2
u20
] obtained in [25].
Solution to O(β): To find the leading correction to
O(β), we keep one more order in the recursion for the
C
(m)
n,l . The relevant recursion relations truncated at l = 2
are,
C
(2n)
n,0 = −
1√
2βn
C
(2n−1)
n−1,1 (boundary condition) (C6)
C
(2n+1)
n,1 =
√
β
2
C
(2n)
n,0
√
n+ 1− C(2n)n−1,2
√
n
1 + β(2n+ 1)
(C7)
C
(2n+2)
n,2 ≈
1
2
√
β
2
√
n+ 2
2 + β(n+ 1)
C
(2n+1)
n,1 (C8)
The above set of equations can be simplified as follows.
Replacing n by n − 1 in Eq.(C7), we get, C(2n−1)n−1,1 =√
β
2
C
(2n−2)
n−1,0
√
n−C(2n−2)n−2,2
√
n−1
1+β(2n−1) . C
(2n−2)
n−2,2 is obtained from
Eq.(C8) as, C
(2n−2)
n−2,2 =
1
2
√
β
2
√
n
2+β(n−1)C
(2n−3)
n−2,1 , which,
using Eq.(C6), gives, C
(2n−2)
n−2,2 =
β
2
√
n(n−1)
2+β(n−1)C
(2n−2)
n−1,0 . In-
serting the last expression in the equation for C
(2n−1)
n−1,1
and applying Eq.(C6) once again, we finally obtain a
simplified relation between the coefficients in the radial
distribution function,
C
(2n)
n,0 = −
1
4
4 + 3β(n− 1)
(2 + β(n− 1))(1 + β(2n− 1))C
(2n−2)
n−1,0
≈
[
−
(
1
2
+
3β
8
)
+
7β
8
n
]
C
(2n−2)
n−1,0 , n ≥ 1.(C9)
Its solution correct to O(β) is,
C
(2n)
n,0 ≈
(
− 1
2
)n[
1− β
8
(7n2 + n)
]
C
(0)
0,0 , (C10)
with C
(0)
0,0 =
√
β
2pi . Therefore, the radial distribution
function takes the form,
P (r) = βe−βr
2/2
∞∑
n=0
(
−λ
2
2
)n[
1−β
8
(7n2+n)
]
Ln(βr
2/2)
In the limit Dθ →∞, i.e., β → 0, the quantity y2 = βr2
remains finite. So the correct radial distribution to O(β)
in terms of the dimensionless quantities is,
P (y) = e−y
2/2
∞∑
n=0
(
− λ
2
2
)n[
1− β
8
(7n2 + n)
]
Ln(y
2/2).
(C11)
Using again the generating function of Laguerre poly-
nomials, Gx(t) =
∑∞
n=0 t
nLn(x) =
1
1−t exp(− tx1−t ), we
evaluate the terms in the sum above to get:
∞∑
n=0
ntnLn(x) = t
dG
dt
= t
( 1
1− t −
x
(1− t)2
)
G,
and
∞∑
n=0
n2tnLn(x) = t
2 d
2G
dt2
+ t
dG
dt
=
[
t2
( 2
(1− t)2 −
4x
(1− t)3 +
x2
(1− t)4
)
+ t
( 1
1− t −
x
(1− t)2
)]
G.
Inserting these in Eq.(C11), we get
P (y) =
e
− y2/2
1+λ2/2
1 + λ2/2
[{
1 + β
λ2
2 + λ2
− 7β
4
(
λ2
2 + λ2
)2}
+
βλ2
(2 + λ2)2
{
− 1 + 7λ
2
2(2 + λ2)
}
y2 − 7βλ
4
8(2 + λ2)4
y4
]
. (C12)
Reverting to dimensionful quantities,
P˜ (ρ) =
µk
Deff
e
− µk2Deff ρ
2
[
1 +
µk
Dθ
(
1− Dt
Deff
){(
1− 7
4
(
1− Dt
Deff
))
+
1
2
(
− 1 + 7
2
(
1− Dt
Deff
))
µk
Deff
ρ2 − 7
32
(
1− Dt
Deff
)
µ2k2
D2eff
ρ4
}]
, (C13)
where Deff = Dt +
v2
2Dθ
. In the limit Dt → 0 (i.e. λ→∞), the radial distribution function takes the form,
P˜ (ρ)=
µk
Deff
e
− µk2Deff ρ
2
[
1 +
µk
Dθ
(
− 3
4
+
5
4
µk
Deff
ρ2 − 7
32
µ2k2
D2eff
ρ4
)]
(C14)
which is Eq. (15) of the main text.
2. Limit Dθ → 0 (β →∞)
In this limit, the recursion relation takes the form C
(m)
n,l
β→∞−−−−→
√
n+ lC
(m−1)
n,l−1 −
√
nC
(m−1)
n−1,l+1
(2n+ 1)
√
2β
, (C15)
11
solving which we get the following table for the coefficients
n \ l 0 1 2 3 4 5 6
0
√
β
2pi
1
2
√
pi
1
4
√
piβ
1
4
√
6piβ
1
16
√
3piβ3/2
1
16
√
30piβ2
1
96
√
10piβ5/2
1 − 1
2
√
2piβ
− 1
4
√
2piβ
− 1
8
√
3piβ3/2
1
16
√
6piβ2
1
32
√
15piβ5/2
2 1
8
√
2piβ3/2
1
16
√
3piβ2
1
32
√
6piβ5/2
3 − 1
48
√
2piβ5/2
This leads us to make an ansatz for the coefficients C
(m)
n,l
C
(m)
n,l
β→∞−−−−→ (−1)
n√
n!(n+ l)!β2n+l22n+l
√
β
2pi
(C16)
which indeed satisfies the recursion relation (C15).
Therefore the coefficients corresponding to l = 0 are
given by
C
(2m)
m,0
β→∞−−−−→
√
β
2pi
(
− 1
2β
)m
1
m!
. (C17)
Using Eq. (C17) in the series solution of P˜ (ρ) we obtain
P˜ (ρ) =
Dθ
Dt
e−µkρ
2/2Dt
√
2piβ
∑
m
λ2m
√
β
2pi
(
− 1
2β
)m
1
m!
Lm
(
µkρ2
2Dt
)m
=
µ
Dt
e−µkρ
2/2Dt
∑
m
(
− λ
2
2β
)m
1
(m!)
m∑
k=0
(
m
k
)
(−1)k
k!
(
µkρ2
2Dt
)k
. (C18)
Evaluating the double sum after the following rearrange-
ment
∑∞
m=0
∑m
i=0 amb
m
i x
i =
∑∞
m=0
(∑∞
i=m aib
i
m)x
m
and using Iα(x) =
∑∞
m=0
1
m! Γ(m+α+1)
(
x
2
)2m+α
, the
probability distribution in the limit Dθ → 0 becomes,
P˜ (ρ) =
µk
Dt
exp
(
− u
2
0
2Dtkµ
)
I0
(
u0ρ
Dt
)
e−µkρ
2/2Dt(C19)
which is Eq. (16). This is in accordance with Eq. (8) of
[23].
