Abstract This paper investigates a non-traditional sensing trade-off in swarm robotics: one in which each robot has a relatively long sensing range, but processes a minimal amount of information. Aggregation is used as a case study, where randomly-placed robots are required to meet at a common location without using environmental cues. The binary sensor used only lets a robot know whether or not there is another robot in its direct line of sight. Simulation results with both a memoryless controller (reactive) and a controller with memory (recurrent) prove that this sensor is enough to achieve error-free aggregation, as long as a sufficient sensing range is provided. The recurrent controller gave better results in simulation, and a post-evaluation with it shows that it is able to aggregate at least 1000 robots into a single cluster consistently. Simulation results also show that, with the recurrent controller, false negative noise on the sensor can speed up the aggregation process. The system has been implemented on 20 physical e-puck robots, and systematic experiments have been performed with both controllers: on average, 86-89% of the robots aggregated into a single cluster within 10 minutes.
Introduction
Many studies in swarm robotics have investigated systems where each robot only makes use of localized information. As one may expect, such a restriction often comes at the cost that each robot is required to extract and process a considerable amount of information about its immediate surroundings. For example, each robot may be required to estimate the relative positions of all other robots within some radius. This study aims to investigate an alternative sensing trade-off, which is believed to be potentially useful in a number of ways. In this trade-off, a longer sensing range is allowed than is normally assumed in swarm robotics; however, each robot only extracts and processes a minimal amount of information per control cycle. One advantage of such a sensing scheme is that, as long as a suitable technology can be used to provide the necessary sensing range, the system is truly scalable, because the amount of information that each robot needs to extract and process does not increase with the number of robots in the swarm. Furthermore, simpler sensing requirements are more likely to be implementable on smaller scale robots, paving the way for nano-scale systems. Finally, using a simple sensing method increases the chance that a controller that performs well in simulation also performs well on the physical system.
The task of aggregation is used as a case study here. Trianni (2008) argues that "aggregation is of particular interest since it stands as a prerequisite for other forms of cooperation." Self-organized aggregation is a widely-observed phenomenon in nature. It occurs in a range of organisms, including bacteria, arthropods, fish and mammals (Camazine et al, 2001; Parrish and Edelstein-Keshet, 1999 ). In some cases, self-organized aggregation is aided by environmental heterogeneities, such as areas providing shelter or thermal energy (see Halloy et al, 2007; Kernbach et al, 2009 , and references therein) However, aggregation can also occur in homogeneous environments (Deneubourg et al, 1990) . Jeanson et al (2005) investigated aggregation in cockroach larvae, and developed a model of their behavior. The cockroaches were reported to join and leave clusters with probabilities correlated to the sizes of the clusters. Garnier et al (2008) implemented this model as a probabilistic finite-state automaton on 20 Alice robots to achieve aggregation in homogeneous environments. Correll and Martinoli (2011) analyzed a similar model and showed that "robots need a minimum combination of communication range and locomotion speed in order to aggregate into a single cluster when using probabilistic aggregation rules". These probabilistic models of aggregation require the agents to obtain estimates of the cluster size or the robot density. For example, Garnier et al (2008) used local infra-red communication to estimate the number of nearby robots. Ando et al (1999) introduced a deterministic algorithm for achieving aggregation in a group of mobile agents with limited perception in homogeneous environments. Cortés et al (2006) adapted this algorithm and showed that it can be used to achieve aggregation in arbitrarily high dimensions. These algorithms require that the robots initially form a connected visibility graph, and are based on maintaining this graph in every time step. The robots are essentially required to measure the relative positions (distances and angles) to all their neighbors. Gordon et al (2004) relaxed this requirement, such that the robots need only to measure the angles to their neighbors, and not the distances. Although the algorithm was theoretically proven to work, simulation results revealed that "the merging process [was] generally agonizingly slow" (Gordon et al, 2004) . Gennaro and Jadbabie (2006) developed a connectivitymaintaining algorithm based on every robot computing the Laplacian matrix of its neighbors. Similar to the work of Ando et al (1999) , the algorithm requires the robots to measure the distances and angles to their neighbors. Dorigo et al (2004) addressed the problem of robotic aggregation by using an evolutionary robotics approach (Nolfi and Floreano, 2000) . In their system, the robots can emit a sound and can sense each other using proximity sensors and directional microphones. A neural network controller was evolved and validated in simulation with up to 40 robots. Bahceci and Ş ahin (2005) used a similar setup and investigated the effects of several parameters, such as the number of robots, arena size, and run time.
The problem of aggregating robots with limited information is challenging, because the robots, if not properly controlled, may end up forming separate clusters. This work investigates whether a single bit of information is sufficient to achieve error-free aggregation, and whether memory in the controller is a fundamental requirement.
Experimental Setup

Problem Formulation
N robots are placed in an unbounded, obstacle-free, homogeneous environment, with random positions and orientations. The objective is to bring the robots together at some location in the environment (i.e. aggregate them) via decentralized control. Each robot is equipped with a single binary sensor on some point of its body, which allows it to know whether or not there is another robot in the direct line of sight of the sensor. Formally, the binary sensor gives a positive reading at time t, I (t) = 1, if there is a robot in its direct line of sight, and a negative reading, I (t) = 0, otherwise. The binary sensor does not provide the distance to the robot being perceived.
Robotic and Simulation Platforms
The robotic platform that has been used in this study is the e-puck robot (Mondada et al, 2009) , shown in Fig. 1(a) , which is a miniature, differential wheeled mobile robot that was developed for educational and research purposes. The e-puck is equipped with (among other sensors) a directional camera located at its front. The camera has been used in this study to realize the binary sensor in the physical implementation (see Section 5). The simulations presented here were performed using the open-source Enki library (Magnenat et al, 2011) , which is used by Webots TM in 2D mode. Enki is capable of modeling the kinematics and the dynamics of rigid bodies in two dimensions, and has a built-in model of the e-puck. In Enki, the body of an e-puck is modeled as a smooth disk of diameter 7.4 cm and mass 152 g. The speeds of the left and the right wheels can be set independently, and the maximum speed of the e-puck is set to 12.8 cm/s, in both the forward and the reverse directions. In simulation, the binary sensor was realized by projecting a line from the robot's front and checking whether it intersects with another robot's body. The length of the control cycle was set to ∆ = 0.1 s, both in simulation and in the physical system. In simulation, the physics was updated at a rate of 10 times per control cycle.
Controllers
Two controllers have been investigated: a reactive controller that does not have any memory, and a recurrent controller with memory. A reactive controller maps all possible sensor readings onto actuation values. For a differential-wheeled robot with a single binary sensor, a reactive controller simply maps each of the two possible sensor readings onto a pair of speeds for the wheels of the robot. Thus, any reactive controller can be represented by 4 parameters (see Fig. 1 
, where s 0 l is the speed of the left wheel when I (t) = 0, and so on, and −1.0 and 1.0 correspond to the maximum backward and forward speeds of a wheel, respectively. The recurrent controller is a fully-recurrent neural network (Williams and Zipser, 1989) with only two nodes, whose outputs determine the speeds of the left and the right wheels. A schematic diagram of the network is shown in Fig. 1 (c) . The network is defined by 8 unbounded real-valued parameters:
The internal states of the neurons, γ 1 and γ 2 , are initialized to 0, and are updated according to:
where sig (·) is the standard sigmoidal function, given by sig
The speeds of the left and the right wheels are calculated from the states as s
r ∈ (−1.0, 1.0).
Evolutionary Algorithm
The aim of the evolutionary algorithm is to synthesize controllers of the forms described in Section 2.3 that give a high aggregation performance. The algorithm used here is based on Classical Evolutionary Programming (Yao et al, 1999) , and is suitable for optimization in continuous, real-valued parameter spaces, S ⊆ R n . Its main features are (i) self-adaptation of mutation strengths, and (ii) a stochastic selection method known as q-tournament selection. In this algorithm, an individual can be considered as a 2-tuple: a = (x, σ ), where x ∈ S is a candidate solution (i.e. here, a set of parameters for a controller) and σ ∈ (0, ∞) n is a vector of mutation strengths.
The i-th mutation strength in σ corresponds to the i-th element in x. Each generation g comprises a population of µ individuals,
In generation g = 0, all objective parameters and mutation strengths in P (0) are initialized according to some distribution. Thereafter, in every generation g, every individual in P (g) generates a new individual by mutation, to create a mutated population P (g) (see Eqs. (1) and (2) in Yao et al (1999) ). The population for the next generation, P (g+1) , is selected by q-tournament selection from the combined population
are evaluated using an identical, randomly-generated seed ψ (hence, an identical initial configuration). If a (g) k achieves a better fitness than its opponent, its score is increased by one. Therefore, after q tournaments, each individual in P (g) ∪ P (g) obtains a score from the set {0, 1, . . . , q}. The µ individuals with the highest scores are selected to constitute the new population, P (g+1) (individuals with an identical score have an equal chance of being selected).
Fitness Evaluation
The aggregation performance, or fitness, of a controller, defined by a vector of parameters, x, is measured by running a simulation with a number of robots employing that controller, and computing their performance as follows: Let p (t) i , i ∈ {1, 2, . . . , N} represent the positions of the robots at time step t. The average distance to their centroid is given by:
wherep (t) is the centroid of the robots' positions at time step t, computed asp
i , and · denotes the Euclidean norm. Based on this metric, the fitness of a controller is computed as:
where T is the number of time steps for which the simulation is run. Since d (t) is placed in the denominator, a larger value of F signifies a better fitness. This function rewards not only the aggregation metric at the end of the simulation, but also the speed of the aggregation. Through the t/T exponent applied to d (t) , a large value of d (t) is increasingly penalized as the simulation progresses. Note that the fitness F is the outcome of a stochastic process using the seed ψ, which determines the initial placement of the robots and the actuation noise.
Controller Synthesis and Selection
Two sets of 100 independent evolutionary runs were performed: one set with a reactive controller and one with a recurrent controller. The evolutions were run for 1000 generations, with all object parameters (x) initialized to 0.0 and all mutation strengths (σ ) initialized to 1.0. The population size was set to µ = 15 and the tournament selection parameter was set to q = 5 (settings as used in Chellapilla and Fogel (2001) ). N = 10 robots were used for the fitness evaluations of the controllers. Their positions were initialized randomly with a uniform distribution within a square of sides 316.23 cm, for an area of 10000 cm 2 per robot (on average), and their orientations were initialized randomly with a uniform distribution in the range (−π, π]. Additionally, a grid search was carried out for the reactive controller. A resolution of 21 settings per parameter was used with values between −1.0 and 1.0 in increments of 0.1. Therefore, 21 4 = 194481 controllers were evaluated. Each controller was evaluated 100 times using Eq. 2 with different initial configurations of robots, with the set of configurations being identical for each controller. The evaluations were done with N = 10 robots, and the initialization method was identical to that used in the evolutionary runs, described above. The fitness of each controller was recorded as the mean fitness of the 100 evaluations. Such a search was not possible to perform with the recurrent controller, because this has 8 unbounded parameters, which makes the search space prohibitively large.
Each evolution produced µ = 15 controllers after 1000 generations. In order to extract the best controller found by each evolution, each controller in the final generation was evaluated 100 times with different initial configurations of robots, and the controller with the highest average fitness over the 100 evaluations was selected as the resultant controller of the evolution. Each of the 100 runs for each of the 200 controllers was inspected visually, and it turns out that two distinct behaviors emerged, as shown in Fig. 2(a) . The first behavior leads to a compact cluster, while the second behavior leads the robots to form a circle and maintain it. With the reactive controller, 81 evolutionary runs produced controllers leading to a circle formation, while 19 runs produced controllers leading to a compact cluster formation. With the recurrent controller, only one evolutionary run out of 100 produced a circle-forming The maximum 'possible' value of F is 417.514 cm −1 , corresponding to robots that are in the most compact configuration possible (see Graham and Sloane, 1990 ) from start to finish.
controller. The best reactive controller found by the grid search leads to a compact cluster formation. Fig. 2(b) shows a box plot 1 with the average fitnessesF of the 200 evolved controllers, grouped according to (i) the type of controller (reactive or recurrent) and (ii) the type of formation that the controller leads to. The circle-forming controllers achieved a significantly lower fitness than the compact cluster-forming controllers. This is because the fitness function in Eq. 2 was specifically designed to reward compactness. The circle-forming recurrent controller has a worse fitness than the worst circle-forming reactive controller, as the circle forms over a longer time. In terms of compact-cluster-forming controllers, it is clear from Fig. 2(b) that the recurrent controllers lead to significantly higher fitnesses than the reactive controllers. In fact, the worst compact cluster-forming recurrent controller evolved has a higher fitness than the best reactive controller evolved. The fitness of the best re-1 The boxplots presented here are all as follows. The line inside the box represents the median of the data. The edges of the box represent the lower and the upper quartiles (25-th and 75-th percentiles) of the data, while the whiskers represent the lowest and the highest data points that are within 1.5 times the inter-quartile range from the lower and the upper quartiles, respectively. Circles represent outliers.
active controller located by the grid search (green line in Fig. 2(b) ) is lower than the fitness of the best reactive controller found by an evolution. This is because of the limited resolution that had to be used in the grid search, whereas the evolutionary algorithm has a practically infinite resolution. The circle forming controllers yield an interesting behavior. Preliminary experiments show that they scale well with the number of robots (as tested with 100 robots in simulation), and are in principle also implementable on real robots. However, the next sections will investigate the cluster-forming controllers, which outperform the circle-forming controllers in terms of compactness. An investigation of the circle forming controllers will be left as future work.
Post-Evaluations with the Best Controller
During the controller synthesis stage, the controller evaluations were limited to N = 10 robots, in order to keep the computation time within reasonable limits. The best synthesized (recurrent) controller was chosen for post-evaluations with 100 robots. In the following, 100 robots were initialized within a virtual square of sides 1000 cm, such that the area per robot (on average) is 10000 cm 2 , identical to that used for controller synthesis.
The effect of the sensing range: As the robots are initialized within a virtual square of sides 1000 cm, a sensing range of √ 1000 2 + 1000 2 = 1414 cm can be considered as practically unlimited. This will be denoted by δ ∞ . In order to investigate the effect of the sensing range on aggregation performance, simulations with different proportions of the sensing range δ to δ ∞ were performed; 100 simulations for each δ /δ ∞ = {0.0, 0.1, . . . , 1.0}. For each simulation, the value of 1/d (t) (see Eq. 1) after 1800 s was recorded (hence a higher value signifies more compactness). Fig. 3(a) shows a box plot for all the simulations. The performance is virtually unaffected as δ /δ ∞ is reduced from 1.0 to 0.3. As δ /δ ∞ is reduced to 0.2, the median performance drops instantly, almost to the value of robots that do not move during the simulation (lower magenta line in Fig. 3(a) ).
The effect of sensing noise: Two types of noise on the binary sensor were considered. With false positive noise, the binary sensor erroneously gives the wrong reading with probability p when no robot should be observed, while it always gives the correct reading when a robot should be observed. Conversely, with false negative noise, the binary sensor never indicates the presence of a robot when there is none, but when there is a robot, it fails to detect it with probability p. False positive noise was found to be detrimental to aggregation performance. However, false negative noise was found to speed up the aggregation process. In order to investigate this, 100 simulations were run for each of 10 values of p: {0.0, 0.1, . . . , 0.9}. Each simulation was stopped when all the robots were aggregated in a single cluster 2 , and the time taken was recorded. Fig. 3 (b) shows a box plot of these times for false negative noise. The plot shows a clear 'bowl' shape, and it is striking that the optimum (fastest aggregation) occurs somewhere between p = 0.6 and 0.7.
Scalability: In order to investigate the scalability of aggregation with binary sensors, the best synthesized controller was tested with increasing numbers of robots. 100 simulations with different initial configurations of robots were performed for each value of N ∈ {100, 200, . . . , 1000}. In each trial, the robots formed a single cluster, meaning that the controller is capable of achieving consistent, error free aggregation with at least 1000 robots. a cluster is defined as a set of robots that form a connected graph (i.e. every two robots within the set are either neighbors, or connected by a chain of neighboring robots).
Physical Implementation and Experiments
A square arena of sides 250 cm was used, having a white floor and enclosed by white walls. Its floor was marked with a grid of 9 × 9 points, spaced 25 cm from each other and from the walls. For each experiment, 20 out of these 81 points where chosen randomly as the initial positions of the robots. Additionally, a random orientation from {North, South, East, West} was chosen for each robot.
The binary sensor has been implemented using the e-puck's directional camera. The robots were fitted with black 'skirts' in order to make them distinguishable against the white arena. The middle column of pixels from the camera's image is sub-sampled so as to obtain 15 equally-spaced pixels from the bottom of the image to its half-way height. The gray value of these 15 pixels is compared against a threshold, which was empirically set to 2/3 of the maximum possible value (pure white). If one or more of the pixels has a gray value below this threshold, the sensor gives a positive reading. The implemented sensor has been found to provide reliable readings up to a range of around 150 cm.
Two sets of 30 trials each were performed with N = 20 robots; one set with the best-found reactive controller, and one set with the best-found recurrent controller. The robots were started by issuing an infra-red signal from a remote control, and stopped automatically after 10 minutes. Each trial was recorded by an overhead camera, and all of the videos can be found in the online supplementary material (Gauci et al, 2012) . Throughout the 60 trials, 9 robots had a mechanical or electrical problem, and stopped moving. Whenever this happened, an infra-red signal was re-issued to the robot in case it might start again (normally-operating robots ignored this signal). Otherwise, the stationary robot was left in the arena for the rest of the trial. No other mechanical or electrical problems were observed. The cluster configuration (see Footnote 2 for a definition) of the robots at the end of each trial was examined. In the trials with the recurrent controller, the mean size (over the 30 trials) of the largest cluster in the final configuration was 17.10, meaning that 85.50% of the robots were aggregated in a single cluster. In the trials with the reactive controller, this value was 17.77, or 88.83%. These results are not significantly different (Mann-Whitney test performed with a p = 0.05 threshold). However, with the recurrent controller, substantially more robots became stuck at the arena walls than with the reactive controller (49 times against 15 times, out of a possible total of 600 each). Fig. 4 shows the cluster sizes in the final configurations of the 30 trials with the reactive controller.
Conclusion
This paper has investigated the usefulness of an alternative sensing trade-off for swarm robotic systems: one in which the robots have a longer sensing range than is normally assumed, but process only a minimal amount of information. This idea has been implemented to solve the problem of decentralized robot aggregation in The bar at the back shows the number of robots in the largest cluster, the bar in front of it shows the number of robots in the second-largest cluster, and so on. A robot that is not within 7.4 cm of any other robot is considered as a cluster in itself. Across all the trials, there were at most 4 clusters in the final configuration.
a homogeneous environment using a sensor that provides each robot with a single bit of information per control cycle. The simplicity of the sensor does not come at the cost of a complex controller: in fact, even the simplest possible memoryless controller has been shown to be effective. To the best of the authors' knowledge, this is the simplest sensor/controller combination capable of aggregating robots in a single location. The system was implemented on 20 physical e-puck robots, and two sets of 30 trials were conducted, one set with a memoryless controller, and one set with a recurrent controller. Both controllers led to a good aggregation performance within 10 minutes. In the future, it is intended to extend the work performed to more complex environments (e.g. with obstacles), and to test the proposed sensing trade-off on other, more challenging swarming tasks.
