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Abstract  
We present a fast forward calculation method of gravity and magnetic anomalies for 3D arbitrary bodies based on 
GPU. The surface is subdivided into a large number of regular voxels. For any 3D arbitrary body, the total volume 
can be combined by these voxels with fixed size and unknown physical properties (density or susceptibility). The 
gravity (magnetic) anomaly of these voxels at the surface points can be computed by analytical method. The sum of 
the above gravity (magnetic) anomaly of each voxel can represent the anomaly of the whole arbitrary body. In order 
to improve the approximation, the subsurface should be divided into a larger number of voxels. We adopt GPU 
parallel method for forward calculation because the traditional CPU program is time-consuming. The result shows 
that the forward calculation by GPU has correct results and an improved efficiency. The idea can provide the basis 
for 3D inversion of gravity and magnetic anomaly. 
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1. Introduction 
The forward calculation of gravity (magnetic) anomaly has a very significant role in geophysical 
exploration, and is the best way for people to understand the response of the potential field. To determine 
whether the presence of blind ore bodies in the exploration phase, people should compare the measured 
anomaly with the anomaly using forward calculation of known ore bodies[1]. Forward problems are that 
we calculate anomaly values by known physical properties or geometrical models, whereas inverse 
problems are that we use anomaly values to estimate physical properties or geometric models. Thus, 
forward problems are the basis of inverse problems. In general, 3D arbitrary bodies can be subdivided 
into a number of regular geometrical cells (such as point elements, area elements and line elements). The 
anomaly value of each cell can be calculated by an analytic method. Then the anomaly value of 3D 
arbitrary bodies can be obtained through the numerical integration of each cell. These methods were 
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initially formed in the space domain, and later developed into the frequency domain. With the 
development of computer hardware and computing capacity, gravity and magnetic inversion has 
gradually developed into 3D inversion stage. 3D inversion based on physical properties has become a 
major direction of gravity and magnetic inversion because of easy operation, complex geological body 
simulation and less restriction. The linear or nonlinear inversion scheme for physical properties involves 
no derivative calculation and only the forward calculation for regular voxels. However, in this case, once 
the physical property of each voxel changes, we need to calculate the gravity and magnetic anomaly of 
each voxel again, which has a large amount of forward calculation. Therefore, to speed up the forward 
calculation can improve objective function calculation and evaluation in the inversion, thereby enhancing 
the inversion speed. Based on the correspondence between model and data grid, Chang-Li Yao presented 
an equivalent storage geometric framework strategy to save large computation and storage capacity, 
which provides the basis for 3D gravity and magnetic inversion based on genetic algorithm and stochastic 
subspaces[2,3].  
Graphics processing unit, due to its powerful parallel processing capabilities and high memory 
bandwidth, is abstracted as a stream processor and can be used for those applications that require a lot of 
duplicate data sets of memory-intensive computing and access such as data analysis, linear algebra, fluid 
simulation[4]. CUDA is a NVIDIA general GPU product launched in 2007. It is the first development 
environment and software system for general purpose computing that you can use C programmed without 
the help of graphics API. With significant advantages in performance, cost and consuming time, CUDA 
has widely been applied in finance, seismic exploration, fluid mechanics, signal processing, pattern 
recognition and has obtained good results[5,6]. In this paper, we adopt GPU to calculate gravity and 
magnetic anomaly. Related tests show that the results in GPU are consistent with those in CPU and 
greatly shorten the computing time. This can lay the foundation for the 3D rapid inversion of gravity and 
magnetic inversion.  
2. Theoretical formula of the forward calculation for gravity and magnetic anomaly 
Based on the idea of 3D property inversion, the subsurface is subdivided into a large number of 
regular voxels. For any 3D arbitrary body, the total volume can be combined by these voxels with fixed 
size and unknown physical properties (density or susceptibility). The gravity (magnetic) anomaly of these 
voxels at the surface points can be computed by analytical method. The sum of the above gravity 
(magnetic) anomaly of each voxel can represent the anomaly of the whole arbitrary body. Figure 1(a) is a 
perspective map which shows the subsurface space and 3D arbitrary bodies. Taken magnetic anomaly as 
an example, the singularity–free expression of the forward calculation for a voxel (shown in Fig1(b)) at 
the observation point p(x,y,z) is given by[7] 
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,where
1k mN nM  , 2k lN nL  , 3k lM mL  , 4k lL , 5k mM , 6k nN  , 0 0cos cosl I A , 0 0cos sinm I A , 0sinn I 
, cos cosL I A , cos sinM I A  and sinN I . 0I , 0A , I and A are the inclination and declination angle in 
magnetic direction and x-axis direction respectively. 
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Fig1(a) The Perspective Map of 3D Arbitrary Bodies  
     
                        Fig1(b) The Distribution Map of A Voxel 
3. GPU-based fast calculation of gravity and magnetic anomalies 
3.1  What is GPU? 
 In recent years, much has been made of the computing industry’s widespread shift to parallel 
computing. In comparison to the central processor’s traditional data processing pipeline, performing 
general-purpose computations on a graphics processing unit (GPU) is a new concept. GPU has obvious 
advantages over CPU in processing capacity and memory bandwidth, which can provide new solution for 
general computing due to lower cost and fast consuming time. Figure 2 shows the comparison of the 
performance between GPU and CPU. The mainstream GPU has 10 times better performance than the 
mainstream CPU. Architecturally, the current mainstream GPU adopts a unified device unit (CUDA), 
which has fine-grain thread communication and greatly expand the scope of application. CUDA includes 
a hardware driver and an application programming interface (API), and also offers two math libraries 
(CUFFT and CUBLAS). This allows programmers to easily use C-language function to access memory 
and execute commands.  
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Fig 2 The Performance Comparison between GPU and CPU 
 
 
Fig 3 GPU Programming Mode 
In the CUDA model, the GPU is regarded as a coprocessor capable of executing a great number of 
threads in parallel. A single source program consists of the host code to be executed on the CPU and the 
kernel code to be executed on the GPU (shown in Fig 3). The kernel code is usually computational-
intensive and data-parallel, and it is executed on the GPU in the Single-Process Multiple-Data fasion. 
Intuitively, the kernel code is naturally muti-threaded. In CUDA, threads are organized into thread 
blocks, where each block is associated with on SM. A thread block can have at most 512 threads, and 
threads belong to the same thread block can share data through shared memory and can perform barrier 
synchronization. 
3.2. Massively Parallel forward calculation 
 Our objective is to conduct a large scale forward calculation for gravity (magnetic) anomaly. For area 
data, we need five loops to calculate gravity (magnetic) anomaly, which are x and y direction in data 
domain and x,y and z direction in model domain. The related pseudo-code is shown below. 
For i=1:nx_obs      //the number of observation points in x direction              
For j=1:ny_obs      //the number of observation points in x direction    
For l=1:nz_model    //the number of voxels in z direction 
For m=1:nx_model   //the number of voxels in x direction 
For n=1:ny_model    //the number of voxels in y direction 
Anomaly(i,j)=anomaly(i,j)+forward(i,j,l,m,n)  
The parallel pseudo-codes are as fllows. 
For i=1:nx_obs    // the number of observation points in x direction 
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For j=1:ny_obs    // the number of observation points in x direction  
For each (l,m,n) in parallel threads 
Do Inner Loop Work(); 
In GPU thread structure, 2D blocks (blockIdx.x and blockIdx.y) are used to calculate the anomalies 
in y and z direction in model domain, whereas every thread in 2D blocks manages to calculate the 
anomalies in x direction. Finally the anomaly at each observation point can be conducted by reduction 
optimization algorithm.  Note that threads and blocks have restrictions of the largest numbers. When the 
data is larger than the thread or block dimensions, the data should be subdivided and be calculated in 
CPU loops. 
4.  Applications 
 The GPU hardware is NVIDIA NVS920 and CPU computing device has Intel quad CPU Q9550 and 
3 RAM. The figure 5 illustrates the speed comparison between GPU and CPU. With the increase of voxel 
numbers and observation points, the computation speed by GPU is significantly faster than CPU.  
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Fig 4 The Computation Speed Comparison of GPU and CPU 
5. Conclusions 
We have proposed a new method to calculate gravity (magnetic) anomaly for 3D arbitrary bodies, 
which can greatly improve the computation speed. This may lay the foundation for 3D property inversion 
of gravity and magnetic anomalies. It is notable that other methods for calculating gravity and magnetic 
anomalies of 3D arbitrary body can also be accelerated by GPU. 
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