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1 INTRODUCTION 
We consider the Dirichlet problem 
-Av=f(u”)+au+t~, in B, v = 0 on i3B, (11, 
whereI, t~R,v+(x):=max{v(x),O) and B=B,(O)istheunitopenballin 
RN, N 2 2. Here d1 denotes a positive eigenfunction corresponding to the 
first eigenvalue pi of the problem 
N-l -A,vs -,,‘1-- v1 = pv, O<r< 1, u’(O)=v(l)=O; (2) r 
let 0 < pL1 < . . < pLk < . . denote the eigenvalues of this problem, i.e., the 
eigenvalues of -A acting on the radial functions of HA(B). We shall 
assume that the function f: R + -+ R is locally Lipschtizian, j(O) = 0 and 
that satisfies the following condition 
(3) 
In addition, when t = 0 in problem (I), we also assume that f = o(s) near 
s = 0. 
Our main results are as follows: 
THEOREM 1. Suppose that f satisfies condition (3). Zf 2~ (pk, P*+~), 
k 2 1, then problem (I), has at least k + 1 distinct radial solutions for each 
t 2 0. In addition, if il < p1 then (l), has at least one radial solution for each 
t <o. 
* Partially supported by CNPq, Brazil. 
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For the next result we assume that f satisfies also the following condi- 
tions: 
lim sup’* = 0 0 ’ whereo=(N+2)/(N-2)ifN>3and 
s-+m s 
o< +co ifN=2; (4) 
(only for NT 3) 1;: s”mp s2Cf(s)12,N 50 for some 
0 I 8 < 2N/(N- 2), where F(s) := l:f(t) dr. (5) 
THEOREM 2. Suppose that f satisfies conditions (3), (4), and (5). Zf 
3, E (&, uk + ,), k 2 1, then problem (1 ), has at least 2k + 2 distinct radial 
solutions for each t 2 0. In addition, tf 1~ ,ul then (l), has at least two 
distinct ridial solutions for each t I 0. 
Now we state a result in the case when N= 1. We consider the problem 
Lu=f(x, u+)+Iu+te,, O<x<l, u(O)=u(l)=O, (61, 
where Lu = -(pu’)’ + qu, p, p’, and q are continuous functions on [0, 11, 
p >O and I, t E R. The function e, =e,(x) > 0 is an eigenfunction corre- 
sponding to the first eigenvalue of the problem Lo = vu, 0 <x < 1, 
u(o)=u(l)=o; let v1 < “. <vk< ... denote the eigenvalues of this 
problem. For convenience we suppose v, > 0. Now, as forf, we assume that 
f E C( [0, l] x R,, R), f (x, 0) = 0 and that satisfies the following condi- 
tions: 
f(x, s) = O(s) (resp. f (x, s) = o(s)) near s = 0 when 
t # 0 (resp. t = 0), uniformly in x. (7) 
lim f(x,S)= +m 
s-+a: s 
uniformly in x. (3)’ 
THEOREM 3. Suppose that f satisfies (3)’ and (7). Zf 1 E (vk, vk+ ,), k 2 1, 
then problem (6), has at least 2k + 2 distinct solutions for each t 2 0. In add- 
tion, cf 2 < v, then (6), has at least two solutions for each t I 0. 
A multiplicity result for a similar problem to (1 ), in an annulus follows 
at once from Theorem 3. Consider the problem 
--du=f(x,u+)+~u+t$, in A, u=O on 8A, @h 
where A is the set of x’s in RN such that a < 1x1 <b, for some b > a > 0. 
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Here f is a continuous function from 2 x Iw + into [w, f(x, s) =f( 1x1, s) and 
f(x,O)-0. Let pi< . . . <pk< . . . denote the eigenvalues of the problem 
-d,.u = pu, a < r < b, v(a) = u(b) = 0, and let Ic/1 > 0 denote an eigenfunc- 
tion corresponding to pl. Making a change of variable (cf. the proof of 
Lemma 4), one obtains the following 
COROLLARY. Suppose thatfsatisfies (3)’ and (7). Zfn E (pk, pk+ ,), k 2 1, 
then problem (8), has at least 2k + 2 distinct radial solutions for each t 2 0. 
In addition, if 1, < pI then (8), has at least two distinct radial solutions for 
each t < 0. 
Theorem 2 extends to the PDE case (in a ball) a result by Ruf and 
Srikanth [12], who treated a special case of problem (6), in which 
Lo = -u” and f (x, s) = f (s) is supposed to satisfy f(s) 2 cd’, where p > 1 
and c > 0. Their result was improved by the present author [S] to the case 
where Lu = -v” and f is supposed to satisfy condition (3). 
Let us recall that the nonlinearity f (s + ) + 1s satisfies 
lim, _ --oo s -‘(f(s’)+h)=l and lim,, +co s-‘(f(s’)+h)= +co. Thus, 
when A-C ,u, problem (l), is a special case of so-called Ambrosetti-Prodi 
problem and the corresponding assertion of Theorem 2 is well known in a 
greater generality [3, 51. 
It would be interesting to know if problem (1 ), has at least one solution 
for t large and negative in the case where ,? > pi. When I < pi it is known 
[3] that (l), has no solution for t large and positive. 
In [13], Ruf and Srikanth showed that a similar problem to (l), in a 
general bounded domain 52 and for nonlinearity (s+)~ + As, p > 1, has at 
least two solutions for t sufficiently large and positive in the case where 2 
is greater than the first eigenvalue of (-A, HA(Q)). Their result was 
extended for a large class of nonlinearities by Figueiredo [4]. These results 
were obtained by using variational methods. 
In order to prove our results, we combine global bifurcation theorems 
([lo], [l]) with a priori estimates for certain classes of solutions of 
problems (l), and (6),. To obtain such a priori estimates we use arguments 
from Figueiredo, Lions, and Nussbaum [6] and Rabinowitz [ll]. 
This paper is organized as follows. In Section 2 we assume the results of 
Propositions 2 and 3 and prove Theorems 1 and 2; Section 3 contains the 
proofs of these Propositions. In Section 4 we show briefly how some 
arguments in the proof of Theorem 2 can be used to prove Theorem 3. 
2. PROOFS OF THEOREMS 1 AND 2 
We first observe that problem (l), possesses a trivial negative solution 
when I > p, and t > 0 (or when A < pL1 and t -C 0), namely - a4,(x), where 
A SUPERLINEAR DIRICHLET PROBLEM 359 
IX := t(A --p,)-l> 0. Then, under the change of variables u = u--b,, 
problem ( 1 ), becomes 
-Au=f((u-aqs,)+)+lu in B, u= 0 on 8B. (9) 
We can apply to problem (9) bifurcation techniques since (A, 0) is solution 
for all 1 E R. 
Problem (6), possesses a trivial negative solution too, which will be 
considered in Section 4. 
Let E be the subspace of C’(B) of the radial functions u (i.e., 
U(X) = u( [xl) for all x E B) such that u( 1) = 0; the same letter u will denote 
the radial function of x E B and the one of r E [0, 11. (E, lI.Il r) is a Banach 
space, where llu/l i := maxB [u(x)1 + maxB(&, =, IDpu(x)12)“‘. For a closed 
subinterval I of [0, l] we set llull,,, :=max, [u(r)1 +max,lu’(r)l and 
1141 , [O, I] = Ilull I 
Here we are interested only in the existence of pairs (A, U) in IF! x C*(8) 
with u radial and satisfying 
-A,u=f((u-ad,)+)+Lu, O<r<l, u’(O)=u(l)=O. (10) 
In order to use bifurcation arguments, we fix a 2 0 and consider problem 
( 10) in a equivalent form 
u = &4 + H(u), u E E, (10)’ 
where the maps S and H are defined through the Green’s function for the 
operator -A, with the boundary conditions given in (2). We observe that 
S and H are compact maps from E into E, S is linear and H = o( 11 u11, ) near 
u = 0. 
For each k 2 1, ,!?&YL will denote the set of the functions u in E having 
exactly k - 1 zeroes in the interval (0, I), all the zeroes of u in (0, 1 ] are 
simple and u(0) > 0. Let .$@; := {UE E: -uE&?~} and !J&:= a: u 9;. 
The sets ?8:, Bk are open in E. 
Now we state a result, which can be proved in a similar way to that of 
[lo, Th. 2.31, using [ 10, Th. 1.31 and [ 1, Th. 23. 
PROPOSITION 1. For each k 2 1, there exist two unbounded continua of 
solutions of problem (lo)‘, C: and CT, such that (,uk, 0) EC:, Cc c 
(~x~:)u{hO)) andC;c([Wxa,)u{(~,,O)}. 
In order to complete the proof of Theorem 2, we assume the results of 
the two following propositions, which will be proved in the next section. 
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PROPOSITION 2. Suppose that f satisfies assumption (3) and let k 2 1. 
(i) If k is even and pk,2 <AILS, then C; n({l}xE)#@; 
(ii) If k 2 3 is odd and uck + 1 j,z <A<pFLp, then CL n({A} x E)#@; 
(iii) Ifk= 1 then C; = {(,u,, ~4,): SE OK}. 
PROPOSITION 3. Suppose that f satisfies assumptions (3), (4) and (5); let 
k> 1. 
(i) If k is even and t+ <I<pk, then C:n({A.}xE)#@; 
(ii) Ifk23 isoddand~(,~,,,,<~~~~, then C:n({A}xE)#@; 
(iii) Zfk=l andI<p,, then C:n({A}xE)#@. 
Now the proofs of Theorems 1 and 2 can be completed as follows. Let 
~~(~k,~Uk+l)andt~0;weconsiderproblem(10)’witha:=t(l-~~)~‘.It 
follows from Proposition 2 that C; n ({A> x E) # 0 for each integer m, 
k + 1 I m I 2k, so there exist k solutions of (lo)‘, namely (A, u,) with 
U,E9 ;. Therefore, problem (1), has k distinct solutions, (A, urn), where 
v,=u, - I$~ and k + 1 I m I 2k, for each t 2 0. Moreover, Proposition 3 
implies that C,‘n({A}xE)#@ for each integer m, k+l<msSk+l. 
This yields k + 1 additional solutions of ( 1 ),, (A, v”,), where v”, = ii, - aq5, 
and &,,~a,+, for each t 20. Taking into account the trivial solution 
(A, - c$i) we obtain altogether 2k + 2 distinct solutions of (1 ),, for each 
t 2 0. 
For 1 <p,, problem (l), has one solution obtained from C[ and the tri- 
vial one (A, - a#,), for each t I 0. This completes the proofs of Theorems 
1 and 2. i 
3. PROOFS OF PROPOSITIONS 2 AND 3 
We first state an elementary result, which can be easily proved by induc- 
tion on k [8]. 
LEMMA 1. Let k 2 1 be an integer. Let c0 < c, < .-. < ck and 
do I d, 5 . . . I dk be real numbers with c0 2 do and ck I dk. Then there ex&s 
an integer i, with 0s ilk- 1, such that (ci, cifl)c (di, di+,). 
The next lemma determines the regions of BB x 9& which contain the con- 
tinua Cl and CL, k21. For O<a<b we set B,={x~@‘:]x]<a) and 
A(a; b) = {xc RN: a < 1x1 <b). 
LEMMA 2. Let (A, u) be a solution of problem (10) with u E &, k 2 1. 
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Then: 
(i) There exists a constant A= n(k) 2 pk, independent of u, such that 
nr;2. 
(ii) If k is even, then I>pu,,,. 
(iii) Zf k 2 3 is odd and u E 9: (resp. u E s%‘; ), then A > pckp 1J,2 (resp. 
l>/J ). (k + 1 l/2 
Proof (i) Let (1, U) be a solution of (10) with UIS%?~. Then ,I is the kth 
eigenvalue and u a corresponding eigenfunction of the linear problem 
-d,w - q(r, u(r)) w = pw, 0 <r < 1, w’(0) = w(l) = 0, where q(r, s) = 
s-‘f((s-cujI(r))+)2 - f c or some constant c> 0 and all SE R. Thus, it 
follows from the variational characterization of 1 and ,uk that il IX and 
~~52, where 3, is the kth eigenvalue of (-d,+c)v=pv, O<r<l, 
v’(0) = v( 1) = 0. This proves assertion (i). 
To prove (ii), set k= 2p, p 2 1; let zr, . . . . zzP (resp. a,, . . . . ap) denote the 
zeroes of u (resp. of an eigenfunction of (2) corresponding to pu,) in the 
interval (0, 11; z0 = a,, := 0. By Lemma 1, there exists i, 0 I i<p - 1, such 
that (zziy z2(;+ I)1 is contained in (a,, ai+ r). Let D denote the subset of B,, 
(when i=O) or of A(zzi; zzti+ ,,) ( w  h en i 2 1) where u < 0. Hence, since 
Eq. (9) reduces to -du = lu in D, a comparison of eigenvalues shows that 
,I > pp. Assertion (ii) is proved. 
To prove (iii), set k = 2p + 1, p 2 1. When u E 92 the proof is similar to 
the one of (ii). Then suppose that UE~;. Let zr, . . . . zZP+ r (resp. 
al, . . . . ap+ r) denote the zeroes of u (resp. of an eigenfunction of (2) corre- 
sponding to pup + r ) in the interval (0, 11; ~~=a, :=O. Now we apply 
Lemma 1 to the numbers ci< c~+~ and ai < ai+ 1 for 0 I i<p, where 
ci:=z2iifOIiIp-11,c,:=(z~-z+z~-,)/2andc,+,:=z~. Weproceedas 
(ii) to conclude that 2 > pP + 1. This completes the proof of Lemma 2. 1 
Next we will establish a technical lemma, which is essential in our proofs 
of the a priori estimates. Consider the problem 
-u” + qu = g(x, u), d<x< 1, u(l)=O. (11) 
where 0 5 d< 1 and q is a continuous function on [d, 11. The function 
g: [d, l] x R + R is supposed to be continuous and to satisfy the following 
condition 
lim g(x,s)= +a 
s-too s 
uniformly in x E [d, 11. (12) 
For each k 2 1, D, will denote the set of the functions u in C’[d, l] having 
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exactly k zeroes in (d, 11, all the zeroes of u are simple and u( 1) = 0. Let 
IAl denote the Lebesgue measure of a measurable subset A of [w and 
P,:= {XE [d, l]:u(x)>O}. 
Here we use arguments from Rabinowitz [ 11, Lemma 2.221. 
LEMMA 3. Let d> 0, y > 0 and k 2 1. Suppose that g satisfies condition 
(12), g(x, s) = O(s) near s = 0 uniformZy in x and g(x, s) < 0 for all suf 
jiciently large negative s and x in [d, 11. rf u E D, is a solution of problem 
(11) and lP,l >y, then Ilull ,, c4 ,, I c, where c is a constant independent of u. 
Proof: Assume that the assertion of the lemma is false. Then there exists 
a sequence {u, } of solutions of (1 1 ), where u, E Dk, I P,” I 2 y for all n E N 
and lb, II l,cd, 11 --t + cc as n + +co. Let z’j”), . . . . zf’ denote the zeroes of u, 
in (d, 11; zg’: = d. By condition (P,” ( 2 y there exist an integer i, 
Oli<k-1, and a subsequence of ([z~‘,z$),]}, to be denoted by {m}, 
such that u, 20 on 1, and IZ,l ky^ for some O<y l^y and all nE N. Next 
we prove that: (i) max,z u, + +cc as n + +co; (ii) there exists a subinter- 
val J,, of I, such that IJ,, I 2 y^/4 and min, u, + +cc as n -+ +co; (iii) U, 
vanish at some point in J, for all sufficiently large n. Since assertions (ii) 
and (iii) are incompatible, the lemma will be proved. 
Suppose assertion (i) is false. Then there exists a constant c and a sub- 
sequence of {un}, still denoted by (u,,}, such that u,(x) I c for all x in Z,, 
and n E N (from now on the same c will denote several constants which are 
independent of n). There exists x, in Z, = [a,, b,] such that 
u,(a,) = uk(x,)(a, - b,); hence -(c/f)< uL(x,)<O for all n. Next we 
integrate Eq. (11) from x, to x to conclude that l&,(x)/ I c for all x in Z, 
and nE N. 
Now we use the estimate 1~:) I c on 1, to show that )lunj( i, Cd 1, I c for 
all n, which is a contradiction. For simplicity let us remove the indices n. 
When k = 1, there is nothing to prove. Suppose k 2 2 and let 1 denote a 
contiguous interval to Z, say i= [b, zi+*]. Let y in i be a point at which 
u achieves its minimum on 1 To prove that I(ulI i,~< c it suffices to show 
that 
u’(x) 2 -c for all x in [b, y], (13) 
where c ~0. Indeed, the mean value theorem and (13) imply that 
u(y) 2 -c; then, one integrates Eq. (11) from b to x to infer that [u’(x)1 I c 
for all x in t 
To prove (13), choose x1 as the supremum of the x’s in [b, y] such that 
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/[q[j(x-b)’ I $, where /[q/1 denotes the supremum of (qj on Cd, 11; we set 
J= [b, x,]. Integrating Eq. (11) from b to x E J, we obtain 
u’(x) - u’(b) 2 c, - g( s, u(s)) ds + jx q(s) u(s) ds 
b 
2 -c + Ilqll(x, -b) min.+, (14) 
where A denotes the subset of J in which -M 5 U(X) I 0 and M 2 0 is a 
constant satisfying g(x, s) I 0 for all s I -M and x in [d, 11. We apply the 
mean value theorem to u on [b, x] to infer that min,u 2 (x, -b) min,u’. 
Thus, from (14) one has 
min,u’( 1 - llqll(x, - b)*) 2 -c, 
which implies that u’(x) 2 -c for XE J. If x1 =y, (13) is proved; thus 
assume that x, <y and let xz be the supremum of the x’s in [x,, y] such 
that (lq[( (x - x1)’ < f. Suppose u’(x) < 0 for some x in [x,, x2] (otherwise, 
we already know that U’ 2 -c on [x1, x2]). Similar bound from below for 
U’ is obtained again. This reasoning repeated a finite number of times will 
give (13) and so the desired estimate for llull i,~. Applying this argument to 
the other k - 2 subintervals of Cd, 11, we conclude that /I U, 1) ,, c4 1I I c for 
all n, which is a contradiction and assertion (i) is proved. 
Now we prove assertion (ii). Let r,, in 1, be such that max,” U, = u,(r,). 
Assume that there exists a subsequence of (rn>, still denoted by {r,}, such 
that r, - a, 2 f/2 for all n (the case b, - r, 2 j7/2 can be treated similarly). 
We remove the indices n again and define v, - v as a solution of the 
problem 
--of1 + qv = 0, a <x < r, u(a) = 0, v(r) = u(r). (15) 
We assume in Eq. (1 1 ), without loss of generality, that q 2 0 on [d, 1 ] and 
that g(x,s)>s for x in Cd, l] and $20. Let w=u-vu; thus -w”+qw20 
in (a, r). It follows from the maximum principle that u 2 v in (a, r), v 20 
in (a, r) and v achieves its maximum at r. We set v(x) = U(Y) C(x), where B 
is a solution of the problem -u” + qv = 0, a <x < r, v(u) = 0, u(r) = 1; using 
the continuous dependence on initial data we infer that B’(u) 2 c, > 0, 
where c1 is a constant independent of u and [a, r]. By Eq. (15) we have 
v” 2 0; thus, v’(x) 2 u(r) C’(u) for all x in [a, r]. Hence the line 
y = u(r) t?‘(u) (x-u) lies below U(X) for x in (a, r). Let J, be the interval 
[(a, + r,)/2, r,]. Therefore it follows that u,(x) 2 (q/4) c1 u,(r,) for all x in 
J,,, which implies that minJn U, + +co as n -+ +co. Assertion (ii) is proved. 
To prove assertion (iii), let pi”’ denote the first eigenvalue of the problem 
- v” + qu = pv in J,, u = 0 on c3J,. Since 1 J,I 2 $4, we have ,u?) I c for all 
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n, in virtue of its variational characterization. In view of (ii) and (12), one 
has k(x, u,(x))/ u, x ( 1) > c for all x E J, and all sufficiently large n. By the 
Sturm comparison theorem we conclude that U, vanish at some point in J, 
for those n’s, which proves assertion (iii). 
As we have already observed, assertions (ii) and (iii) are imcompatible, 
so Lemma 3 is proved. m 
Now we can obtain the estimate which will be used in the proof of 
Proposition 2. 
LEMMA 4. Let K be a compact subset of R, y > 0 and k 2 2. Suppose that 
f satisfies condition (3). If (A, u) E K x 9; is a solution of problem (10) and 
1 P, ( 2 y, then llull, I c, where c is a constant independent of u. 
Proof Let zi, . . . . zk denote the zeroes (simple) of u in the interval 
(0, 11. We claim that z, 2 d > 0, for some constant d independent of u. 
Indeed, since -d,u= AU in (0, zi), u’(0) = u(z,)=O, then A= (P~/z~)~, 
where p1 is the smallest positive zero of the Bessel function JCN-2)j,2; 
Lemma 2 implies that 1 I 2 and thus the claim follows. Making the 
substitution w  = PM, with m = (N - 1)/2, in Eq. (lo), yields 
-w”+qw=h(r, w), O<r<l, where q(r) = (N- l)(N- 3)/4r2 and 
h(r,s)=r”f((r-“s-ad,(r))+)+As, SER. Since s-‘h(r,s)+ +oo as 
s + +co uniformly in r E [d, l] and i E K, we apply Lemma 3 to the 
problem -w” + qw = h(r, w), d < r < 1, w(1) = 0, to conclude that 
llwll i,tz,,i, I c (from now on the same c will denote several constants which 
are independent of u). Hence, llull i,rrl i, 5 c. 
It remains to estimate u on [0, z,]: Now we remark that - A,u = Au in 
(0, z,), u’(0) = u(zi) = 0, so we can solve it to obtain 
u(r) = c”r (2-N)‘2 J~N~2U2(p1r/z1)~~(~II~1)‘N-22)‘2 $(p,r/s,), 
where $ satisfies the problem -A,+ = II/, 0 < r <p,, tj’(0) = $(p,) = 0; note 
that $ is independent of u. By strong maximum principle one sees that 
$‘(p,) # 0; hence, since I u’(zl)) I c, one has that c” is uniformly bounded. 
Therefore, 11 u I( ,, c0, zl, I c and this completes the proof of Lemma 4. 1 
We next establish the a priori estimate which will be used to prove 
Proposition 3. In this case Eq. (10) is nonlinear near r = 0 (unlike the case 
of Lemma 4) since UE 8:. Here we combine the method due to 
Figueiredo, Lions, and Nussbaum [6, Th. 1.11 with Lemma 3 to prove the 
following 
LEMMA 5. Let K be a compact subset of R, y > 0, and k 2 1. Suppose 
thatfsatisfies conditions (3), (4) and (5). If (A, u) E Kx ~8: is a solution of 
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problem (10) and IP, 1 2 y, then /lull 1 I c, where c is a constant independent 
ofu. 
ProoJ Let zl, . . . . zk denote the zeroes (simple) of u in the interval 
(0, ll;zo.- .- 0. For k 2 3 we claim that z2 2 d> 0 for some constant d which 
is independent of U. Indeed, let d > 0 be such that (p, /d)* = 1, where p1 is 
the smallest positive zero of the Bessel function JCN-2j12 and X is given by 
Lemma 2. To show that z,>d, assume the contrary; then, since 
A(zl; z2) c Bd and Eq. (9) reduces to -du=k in A(z,; z,), we have 
A> (p,/d)* = X, a contradiction and the claim is established. 
By condition lPUl L y, there exists at least one interval (zj, zi+ 1) with i 
even, 0 I is k - 1, having length at least 2y/(k + 1). From now on we 
divide the proof in two cases: (I) i2 2 and z1 < d/2; (II) i = 0 or z, 2 d/2. 
Case I. As in Lemma 4, we apply Lemma 3 to the problem 
-w”+qw=h(r,w),d~r<l,w(l)=O,toconcludethat II~I(i,~~~,~,~c(the 
same c will denote several constants which are independent of u). Hence, 
II4 l,[r2 115 c. 
The next step is to show that IJuJI 1, Cr,,rll I c. Let y be a point in (zl, z2) 
at which u achieves its minimum on the annulus A(z,; ZJ =b. We set 
A(y; z2) = D, and consider the problem 
-du=llu in D,, Vu = 0 on S,, u=O on S;,, (16) 
where S, denotes the set of x E RN such that 1x1 = a, a > 0. We follow [2] 
to show that l/Vull L~CD,J< c; multiplying Eq. (16) by Cr. 1 x;u,, and 
integrating by parts as was done in Lemma 1.1 of [6], we obtain 
where v = v(x) is the unit outward normal to aD, at x. Then, since 12 ,ul, 
x . v(x) = -y if x E S, and (Vu1 = Iu’(zJI I c on S,, we have IlVull L2CD,) I c. 
For N> 3, a bootstrap argument shows that ll~ll~~(~,) 5 c (We can choose 
a constant c independent of D, since z2 - y 2 d/4 by Theorem 2 of [7] 
applied to the problem -du = Au in 8, u = 0 on ad.); hence Uu(l LmCbj I c. 
Then, the Lp estimates and Sobolev imbedding imply that /lull I,rZ,,Z2, I c. 
Similarly we treat the case in which N = 2. 
It remains to show that (lu(I l,C,,rl, I c. Set DEB,, and g(x, s) = 
f ((s - ati,( + ) + Is. We claim that IIg(x, u)ll L1CDj I c. Indeed, using polar 
coordinates in D and the equation which u satisfies, yields 
JD g(x, u) dx = c* 1:’ - (#--I u’(r))’ dr = -c* z;“~ ’ u’(z,) I c. 
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Hence, in virtue of condition (3), the claim follows. Therefore, since 
II4 1, cz,,ll s c, we have 
II& u)ll L](B) s c. (17) 
Now we follow [6, Th. 1, step 31 to prove that ~~V’UII~Z(~) I c. Suppose 
N2 3 (see [6] for the case N = 2) and let us recall the following identity 
E9,61 
(G(x, U) + h t xiG,xl(x, u,,) dx 
1=1 
= 
s 
x.v(Vul’da, (18) 
aD 
where v = v(x) denotes the outward unit normal to cYD at x and G(x, s) is 
the integral of g(x, .) from zero to s, i.e., G(x, s) = F((s - adi(x) + As2/2. 
Multiplying Eq. (9) by u and integrating by parts, we get 
5 
B 
IW2dx=[ ug(x,4dxsc+~Dug(x,u)dx, (19) 
B 
since II4 i rZ, i, IC. Let 05/l < 1 be such that /?2* = 8, where 
2* := 2N/(i--‘2) and 8 is given by condition (5). For simplicity, let 
&(x, U) denote the expression under the integral sign on the left side in 
(18) (when 0 replaces 2* in such expression, one has the one of B&x, u)). 
Thus, 
s 
1 
ug(xl u) dx = - 
s 1-p D 
B,(x, u) dx - - B,.(x, u) dx; 
D 
then, since [Vu1 = Iu’(zl)l I c on aD, we use (18) and (19) to obtain 
JB lvul* dx 5 c + c i, B&x, u) dx. (20) 
We claim that 
lim sup se2 g(x, ,))2’N B,(x, s) IO 
s- +m 
(21) 
uniformly in x E D and A E K. Indeed, if s is sufficiently large, we see at once 
that 
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where Pb(s) =y(.~)~/s~[l + (h/f (y(s)))12’“, y(s) = s - cqbI(x) for x fixed 
and Q(s) denotes the quotient under the lim sup sign of condition (5). 
Using conditions (3) and (5) for the first term of the sum, (3) and (4) for 
the second, and (3) for the third, we obtain the claim. Then, in view of (20) 
and (21) one has 
s lW2 dx 5 c, + EC u2 Ig(x, u)I”N dx, B s B 
for E > 0. We next estimate the integral on the right by using the 
Holder inequality, the Sobolev imbedding theorem and (17) to yield 
(1 -&C)llVUl12* L (Bj I c,; choosing E > 0 so that EC < 1, one obtains the bound 
for Vu in L*(B). 
Next we use the bound for Vu in L*(B) and condition (4) to complete 
the estimate for u in ,C’(B). Here we follow [6, Th. 1.1, step 43. Assume 
that N2 3 (for N= 2 see [6]). Multiplying Eq. (9) by u JuIP- ‘, p 2 2, and 
integrating by parts, we obtain 
hence, since (I #(I l,cz,,,l<c and limsup,, +aosPbg(x,.s)=O uniformly in 
XED and AEK, we have 
s E ~v(uIup-1)'2)~2dxIc+c Dululp-'g(x,u)dx I 
I c, + EC 
s 
B lul-’ (uIp+’ dx, 
for E > 0. Then we use (as in [6]) the Holder inequality, the Sobolev 
imbedding theorem and llVul/ L~cBI < c to infer that (1 -EC) (lull &$, I cE, 
where q := N(p + l)/(N- 2) and E is chosen so that EC < 1; thus 
Il&e~ UNI L+cBj < c. Now we choose p so that q > Na and use elliptic 
estimates in Lq’“(B) and Sobolev imbedding theorem to conclude that 
(lull 1 B < c. This proves Lemma 5 in the first case. 
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Case II. Let 0~ 6 <min(d/2, 2y/(k + l)}. We apply Lemma 3 to the 
problem -w”+qw=h(r, w), 6<r< 1, w(l)=O, to infer that J(~lli,r~,~,<c. 
Therefore, (1 u1) i cs i3 I c. Finally, since lu’(z,)l <c, we follow the first case 
to show that llull;, s I c. This completes the proof of Lemma 5. i 
Now we will prove a last auxiliary Lemma. Let u,(a, b), 0 s a < 6, 
denote the first eigenvalue of the problem - A,u = uu, a < r < b, u(a) = 0 if 
a>0 (u’(a)=0 if a=O), u(b)=O. 
LEMMA 2. Let O<a< b be given. Assume that (a,} and (6,) are 
sequences satisfying O<a, < b, for all nE N, a, + a (rap. b, + b) as 
n-t +oo and there is a 6>0 so that 
h(anv b,) 2 pL,(a, b) + 6 for all nEN. (22) 
Then there exist numbers /? > 0 and n, such that b, 5 b - j3 (resp. a,, 2 a + fl) 
for all n 2 n,. 
Before proving Lemma 6 we prove 
LEMMA 7. Let b > 0 and suppose that {c,} is a sequence satisfying 
O<c,<b and c,,+~ < c, for all n E N. Zf c, + 0 then uI(c,, b) -+ ~~(0, b) as 
n+ +oo. 
Proof Without loss of generality we may assume b = 1. For brevity we 
set p,(c,, 1) - di, d,, > 0. For each n, d, is the smallest positive solution of 
the following equation (A as unknown) 
J&G CJ yqcJi4 -J&J;;) y,c& 4 = 0, (23) 
where q = (N - 2)/2, J, and Y, are linearly independent Bessel functions of 
order q. Since d, is uniformly bounded away from zero (e.g., di > ~~(0, 1)) 
and Y,(d,c,)+ -co, it follows from (23) that J&d,) +O as n + +co. 
Thus, d, --f p/, where pi is a positive zero of J,. It remains to show that 
j= 1, i.e., di =pi(c,, 1) converges to pi =u,(O, 1) as n + +a~. Let a denote 
the unique zero in the interval (0, 1) of an arbitrary eigenfunction of (2) 
corresponding to pLz. There exists n, such that c, < 6 for all n 2 n,. Thus, 
since di < ~~(2, 1) = pZ = pi for all n 2 n, and since the sequence {d,} is 
strictly decreasing, we find that di -+pi as n + +co. This completes*the 
proof of Lemma 7. 1 
Proof of Lemma 6. Suppose that a,, + a as n + +GO and that the asser- 
tion of the lemma is false; let 0 < /3 < b - a be given. Then there exists a 
subsequence of {b,} (again denoted by (6,)) such that b, > b - /I for all 
n E N. In virtue of (22), we have ul(a, b) + 6 I pI(an, b,) I u,(a,, b - /?) for 
all n. When a = 0, we choose a strictly decreasing subsequence of {a,,} and 
use Lemma 7 to infer that ~(0, b) + 6 I ~~(0, b - /I); when a > 0 it follows 
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from the continuity of the eigenvalues with respect to the domain (e.g., [ 14, 
Th. 11.91) that ~,(a, b) + 6 I ~~(a, b-/I). Since /I can be arbitrarily small 
we obtain a contradiction. The case in which b, -+ b as n -+ +co can be 
treated similarly. This completes the proof of Lemma 6. m 
We are now prepared to prove Propositions 2 and 3. We will treat 
Proposition 3. Using the same arguments and Lemma 4 (instead of Lemma 
5) we can prove Proposition 2; for brevity we omit its proof. 
Proof of Proposilion 3. (i) We set k = 2p,p 2 1. Since the continuum 
Cl is unbounded (in R x E), there exists a sequence {(A,, un)} in Cl such 
that (&I + IIu, II I + +cc as n -+ +co. It follows from Lemma 2 that 
pp < A,1 < 2 for all n E N; hence, from Lemma 5 we obtain JP, 1 + 0 as 
n -+ +co. Next we show, by contradiction, that A,, -+ p’p as n -+ + co. Then 
there exists a subsequence of { 2, } (again denoted by (A,,}) such that 
2,2p,+S for all n E N (24) 
and some 6 > 0. Let z(ln), . . . . zz)- 1 (resp. a,, . . . . up- 1) denote the zeroes of u, 
(resp. of an eigenfunction of (2) corresponding to p,) in the interval (0, 1). 
Suppose p 2 3; the cases p = 1,2 follows at once from Lemma 6. Passing to 
subsequences if necessary, we may assume that z$“’ + 6,; thus, since 
IPJ +O as n-+ +a, one has z3 (n) + b, as n -+ +co. Likewise, we choose 
successively subsequences from the ones already chosen (maintaining the 
same indices), to yield zg’, z&j+, -*bk as n-t +co for l<k<p-1. In 
view of (24) we use Lemma 6 twice to conclude that z?’ I a, and 
(n) z+ ,Z up- 1 for all sufficiently large n; thus b, I a, and b,- , r up- , . 
Lemma 1 applied to the numbers u;s and b;s implies that there exists an 
integer i, 15 i<p - 1, such that (a;, ui+ 1) lies in (bi, b,, ,), thus ai bi and 
a,, 1 I bj+, . We claim that a, > bi. Indeed, suppose a, = bi and let {z$), ,} 
and {zg’, 2} denote subsequences which converge to bi and b,, , , respec- 
tively. Since Eq. (10) reduces to -A,u, = &u, in (zt;), i, zg!,,) and 
&,>,u,+6 for all n, Lemma 6 implies that {z$)+~} does not converge to 
b;,, and the claim follows. Similarly we show that ai+, <b;+ 1. Therefore 
A(ui; a;+ ,) lies in A(zgl, ,; zg’,, ) for all sufficiently large n; but this implies 
that 2,s~~ for those n’s, which contradicts (24). Thus we have proved 
assertion (i). 
The proof of assertion (ii) follows in the same way. 
To prove (iii), let {(A,, u,)) be a sequence in CT such that 
l&+Ilu,II,++coasn-++oo.Nowweshowthat1,+-coasn-,+co. 
Assume the contrary. Then there exist a constant c,, > 0 and a subsequence 
of (A,} (again denoted by {A,,}) such that Iz,, 2 -c,, for all n E N. Since 
IPun I = 1, it follows, using Lemma 5 with K := [-co, A], that IIu, 11, 5 c 
for all n E N, which is a contradiction. This completes the proof of 
Proposition 3. 1 
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4. PROOF OF THEOREM 3 
We first make the change of variables u = u - ae,, where 
c1= t(A - vl))’ > 0, in problem (6), to obtain 
Lu =f(x, (u - ael)+) + Au, o<x< 1, u(O)=u(l)=O. (25) 
Then we rewrite this problem in the equivalent form 
u = x34 + H(u), u E E. (25)’ 
Here E denotes the Banach space of the functions u in C’[O, l] such that 
u(0) = u( 1) = 0 under the usual Cl-norm. The maps S and If are defined 
through the Green’s function for the operator L with Dirichlet boundary 
conditions. We recall that S and H are compact maps from E into E, S is 
linear, and H = o( I(u/~,) near u = 0. 
For each k 2 1, S: will denote the set of the function u in E having 
exactly k - 1 zeroes in the interval (0, 1 ), all zeroes of u in [0, 1 ] are simple 
and u’+ (0) > 0. Let S; := {u E E: - u E S: } and Sk := St u S; . The sets 
S.$ and Sk are open in E. 
The proof of Theorem 3 depends on the two following results: 
PROPOSITION 4. For each k 2 1, there exist two unbounded continua of 
solutions of (25)‘, %l and V;, such that: (vk, 0) E%?:, GfJc c (R x S:) u 
{(v,, 0)) and q; = @ x s;) u {(v,, O)}. 
PROPOSITION 5. Suppose that f satisfies assumptions (3)’ and (8); let 
ky 1. 
(i) Zf k. is even and v~,~ <3L<vk, then %‘:n({A}xE)#@ and 
U; n({A} xE)#@. 
(ii) Zf k>3 is odd and v~,-,~,~<~Iv~ (resp. v~,+,),,<~Iv~), then 
%:n({A)xE)#@ (resp.V/,n({l}xE)#(a). 
(iii) Ifk=l andA<v,, then%?~n({l}xE)#@. Also, 
%cl, = {(v,, se,): SE: IK}. 
Proposition 4 is proved in exactly the same way as Proposition 1. 
To prove Proposition 5 we need the following a priori estimate. 
LEMMA 8. Let K be a compact subset of R, y > 0 and k 2 1. Suppose that 
f satisfies conditions (3)’ and (8). Zf (A, u) E K x S, is a solution of problem 
(25) and (P,I ry, then llulll I c, where c is a constant independent of u. 
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By introducing a standard change of variables in Eq. (25), we may 
assume, without loss of generality, that p(x) = 1 in Lu. Then we use Lemma 
3 to obtain the estimate of Lemma 8. 
The argument used to prove Proposition 3 works to prove Proposition 
5, since Lemma 2 holds (with a similar proof) for the solutions of Eq. (25) 
and since the results of Lemma 6, in this case, follow at once from the 
continuity of the eigenvalues with respect to the domain. 
Now the proof of Theorem 3 can be completed in a similar way to that 
in the proof of Theorem 2. 
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