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Abstract
Let X be a finite set. Let ϕ be a function from X to the set of positive integers N. A pair (X, ϕ) is called a
colored set. Two colored sets (X1, ϕ1) and (X2, ϕ2) are called equivalent if there exists a permutation σ of
N such that |ϕ−11 (y)| = |ϕ−12 (σ (y))| for any y ∈ N. We say that a colored set (X, ϕ) has a (k; l)-partition
if there exists a partition X = X0 ∪ X1 ∪ · · · ∪ Xl such that |Xi | = k for 1 ≤ i ≤ l, and (Xi , ϕ|Xi )
and (X j , ϕ|X j ) are equivalent for 1 ≤ i < j ≤ l. Let f (k, l) be the smallest integer n such that any
colored set (X, ϕ) with |X | ≥ n has a (k; l)-partition. It is shown that if k, l ≥ 2 with l ≥ k − 2, then
f (k, l) = (k + 1)l − 1.
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction
Let X be a finite set. If |X | = n, X is called an n-set. Let ϕ be a function from X to the set
of positive integers N. We regard N as a given set of colors and call a pair (X, ϕ) a colored set.
For a colored set (X, ϕ), we call |X | its order. For Y ⊆ X , we denote an induced colored set
(Y, ϕ|Y ) by (Y, ϕ). We consider the problem of finding some regularity in a large colored set. By
using the pigeonhole principle, we have a simple result.
Fact A. Let (X, ϕ) be a colored set with |X | ≥ (k − 1)2 + 1. Then there is a subset Y of X of
size k such that ϕ is either constant or one-to-one on Y .
Our aim is to decompose a given colored set such that each part has a similar structure to
each other. We say that two colored sets (X1, ϕ1) and (X2, ϕ2) are equivalent if there exists a
permutation σ of N such that |ϕ−11 (y)| = |ϕ−12 (σ (y))| for any y ∈ N. Let (X, ϕ) be a colored set
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and let k and l be positive integers. A partition X = X0∪ X1∪· · ·∪ Xl is called a (k; l)-partition
with an exceptional set X0, if |X i | = k for 1 ≤ i ≤ l and any pairs (X i , ϕ) and (X j , ϕ) are
equivalent for 1 ≤ i < j ≤ l. Throughout the paper, whenever a partition X = X0∪X1∪· · ·∪Xl
denotes a (k; l)-partition with |X | > kl, the first subset X0 denotes an exceptional set.
Let us define f (k, l) as the smallest integer n such that any colored set (X, ϕ) of order n
has a (k; l)-partition. Note that f (k, l) is well defined. Indeed, by Fact A, we have f (k, l) ≤
(kl − 1)2 + 1. We study f (k, l) in this paper.
Let us denote a colored set (X, ϕ) by a sequence of positive integers (a1, a2, . . . , ar ), if
there is a bijection f from {1, 2, . . . , r} to ϕ(X) such that ai = |ϕ−1( f (i))| for 1 ≤ i ≤ r .
Furthermore, if the same number a repeats t times in the sequence, we write (. . . , at , . . .) instead
of (. . . , a, . . . , a, . . .).
By definition of f (k, l), it follows that f (1, l) = l and f (k, 1) = k. First we give a lower
bound of f (k, l) for k, l ≥ 2.
Proposition 1. Let k, l ≥ 2. Then f (k, l) ≥ (k + 1)l − 1.
Proof. Let us take a colored set (X, ϕ) = (kl − 1, 1l−1). Suppose that (X, ϕ) has a (k; l)-
partition X = X0 ∪ X1 ∪ · · · ∪ Xl . We have |X0| = |X | − kl = l − 2. On the other hand, since
each X i with 1 ≤ i ≤ l can contain at most k − 1 elements of the first color class, we have
|X0| ≥ kl − 1 − (k − 1)l = l − 1, a contradiction. Therefore, (X, ϕ) has no (k; l)-partition. It
follows that f (k, l) > |X | = (k + 1)l − 2, as required. 
Our main result is as follows. If l is large enough with respect to k, the bound given in
Proposition 1 turns out to be the exact value for f (k, l).
Theorem 2. Let k, l ≥ 2 with l ≥ k − 2. Then f (k, l) = (k + 1)l − 1.
Remark. In Theorem 2, the assumption l ≥ k − 2 is necessary. Indeed, suppose that l < k − 2.
Let us take a colored set (X, ϕ) = ((k − 1)l − 1, l + 1, 1l−1) of order (k + 1)l − 1. It suffices to
show that (X, ϕ) has no (k; l)-partition. Suppose that X = X0∪X1∪· · ·∪Xl is a (k; l)-partition.
Then |X0| = |X | − kl = l − 1 holds. Let us denote the i th color class by Ai ⊆ X for each i .
Since |A2| = l + 1 ≤ k − 2, each X i with 1 ≤ i ≤ l can contain at most k − 2 elements of A1.
Therefore, X0 contains at least (k − 1)l − 1 − (k − 2)l = l − 1 elements of A1. It follows that
X0 ⊆ A1 and |X i ∩ A1| = k − 2 for 1 ≤ i ≤ l. Hence, the colored set (X \ A1, ϕ) has a (2; l)-
partition. However, it is easily checked that there exists no such partition. Therefore, (X, ϕ) has
no (k; l)-partition, as claimed.
Theorem 2 can be rewritten in terms of graph theory. Let a graph be undirected and finite
without loops or multiple edges. For a graph G, let V (G) denote the set of vertices of G. For
U ⊆ V (G), the subgraph of G induced byU is denoted by 〈U 〉G . LetKn be the family of graphs
with n vertices consisting of the disjoint union of complete graphs. For a graph G ∈ Kn , there
is a partition V (G) = U1 ∪ U2 ∪ · · · ∪ Us , where 〈Ui 〉G is a complete graph for 1 ≤ i ≤ s. Let
us define a function ϕ from V (G) to N such that ϕ(x) = i for x ∈ Ui . Then Theorem 2 can be
restated as follows.
Corollary 3. Let k, l ≥ 2 with l ≥ k − 2. If n ≥ (k + 1)l − 1 then for any graph G ∈ Kn there
exists a partition of vertices V (G) = V0 ∪ V1 ∪ · · · ∪ Vl such that |Vi | = k for 1 ≤ i ≤ l and
〈Vi 〉G ' 〈V j 〉G for 1 ≤ i < j ≤ l.
For l < k − 2, f (k, l) is not known in general. However, f (k, 2) is determined as follows.
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Theorem 4. Let k ≥ 2. Then f (k, 2) = 2k + min{r : k ≤ cr }, where c0 = 1, c1 = 4, and
cr = cr−1 + cr−2 + 2r + 1 for r ≥ 2.
The paper is arranged as follows. In Section 2 we introduce the concept of l-goodness for a
colored set, and prove basic lemmas in connection with the notion. We also state Proposition 7,
which will imply Theorem 2. In Sections 3 and 4, we show some lemmas, which deal with l-
goodness of a colored set with 2 or 3 colors. Finally in Section 5 we prove Proposition 7 by using
previous lemmas. In Section 6 we study f (k, l) in the case l = 2, and prove Theorem 4.
2. l-goodness of a colored set
Let (X, ϕ) be a colored set. We call (X, ϕ) l-good if there exists a partition X = X1∪· · ·∪ Xl
such that (X i , ϕ) is one of the two types (a1, . . . , ap, 1) or (a1, . . . , ap) for 1 ≤ i ≤ l for some
integers p ≥ 0, a1, . . . , ap not depending on i . If p = 0, then (a1, . . . , ap) is regarded as an
empty set. Hence, the definition implies that a colored set of order at most l is always l-good
with p = 0. The following lemma has a key role in the proof of our main result.
Lemma 5. Let l be a positive integer. Let (X, ϕ) and (Y, ϕ) be a pair of colored sets such that
X ∩Y = ∅ and ϕ(X)∩ϕ(Y ) = ∅. If both (X, ϕ) and (Y, ϕ) are l-good, then (X ∪Y, ϕ) is l-good.
Proof. There exist integers p, a1, . . . , ap, u, q , b1, . . . , bq , v satisfying X = X1 ∪ · · · ∪ Xl
with (X i , ϕ) = (a1, . . . , ap, 1) for 1 ≤ i ≤ u, (X i , ϕ) = (a1, . . . , ap) for u < i ≤ l and
Y = Y1 ∪ · · · ∪ Yl with (Yi , ϕ) = (b1, . . . , bq , 1) for 1 ≤ i ≤ v, (Yi , ϕ) = (b1, . . . , bq) for
v < i ≤ l. Let Zi = X i ∪ Yl+1−i for 1 ≤ i ≤ l. Then we have X ∪ Y = Z1 ∪ · · · ∪ Zl and we
can easily check that (X ∪ Y, ϕ) is l-good. 
Lemma 6. Let (X, ϕ) be a colored set with |X | ≥ kl. If (X, ϕ) is l-good then (X, ϕ) has a
(k; l)-partition.
Proof. Suppose that X has a partition X = X1 ∪ · · · ∪ Xl such that (X i , ϕ) = (a1, . . . , ap, 1)
for 1 ≤ i ≤ u and (X i , ϕ) = (a1, . . . , ap) for u < i ≤ l. If u = l, then the partition
is an (s; l)-partition with no exceptional set such that s ≥ k. Hence, we may assume that
u < l. For 1 ≤ i ≤ u, by removing an element from X i , we can make X ′i ⊂ X i such that
(X ′i , ϕ) = (a1, . . . , ap). For u < i ≤ l, let X ′i = X i . Let X ′0 = X \ (∪li=1 X ′i ). Then the
resulting partition X = X ′0 ∪ X ′1 ∪ · · · ∪ X ′l is an (s; l)-partition with s = |X ′1|. We have
s > (kl − l)/ l = k − 1. Therefore we have a (k; l)-partition, as required. 
We say that a color class is small if the number of its elements is at most l. Let (X, ϕ) be a
colored set of order (k+1)l−1. Let us define X1 as the set of elements of all small color classes
in X . Since each small color class is l-good, by Lemma 5, (X1, ϕ) is l-good. We set X2 = X \X1.
By Lemma 5, if there exists a subset X0 ⊆ X2 with |X0| ≤ l−1 such that (X2 \ X0, ϕ) is l-good,
then (X \ X0, ϕ) is l-good. Since |X \ X0| ≥ kl, by Lemma 6, (X \ X0, ϕ) has a (k; l)-partition.
Hence, it suffices to show the following proposition in order to prove Theorem 2.
Proposition 7. Let k, l ≥ 2 with l ≥ k − 2. Let n ≤ (k + 1)l − 1. Let (X, ϕ) = (a1, . . . , as)
be a colored set of order n with ai ≥ l + 1 for all i . Then there exists a subset X0 of X with
|X0| ≤ l − 1 such that (X \ X0, ϕ) is l-good.
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There is a remark concerning Proposition 7. Suppose that 2 ≤ k ≤ l+2 and n ≤ (k+1)l−1.
Then setting k′ = l + 2, we have 2 ≤ k′ ≤ l + 2 and n ≤ (k′ + 1)l − 1. So Proposition 7 follows
from its special case k = l + 2 and really depends on only one parameter.
Before closing the section, we note some simple facts. Let a and b be a pair of positive
integers. Then we have










The fact will be frequently used throughout the paper. The following lemma will be also used in
the subsequent sections.
Lemma 8. Let l, s ≥ 1. Let (Y, ϕ) = (b1, . . . , bs) be a colored set of order b. Let m =
b(b + s − 1)/(l + s − 1)c. Then there exists a family of l mutually disjoint monochromatic
m-sets in (Y, ϕ).














(b − s(m − 1))
≥ 1
m
(m(l + s − 1)− (s − 1)− s(m − 1))
> l − 1,
as required. 
3. A colored set with 2 colors
The following lemma guarantees a good partition for a colored set with two colors.
Lemma 9. Let l ≥ 1. Let (Y, ϕ) = (b1, b2) be a colored set with b1 + b2 ≥ 2l + 1. Let
b = |Y | and m = b(b + 1)/(l + 1)c. If l + 1 ≤ b1 ≤ ml + m − 2 then there exists a partition
Y = Y0 ∪ Y1 ∪ · · · ∪ Yl such that |Y0| ≤ m − 1 and (Yi , ϕ) = (m) or (m, 1) for each i with
1 ≤ i ≤ l. Furthermore, if b ≤ (m + 1)l + m − 2 then Y0 can be chosen with |Y0| ≤ m − 2.
Proof. Let Bi be the i th color class with |Bi | = bi for i = 1, 2. We note that m ≥ 2 and
ml +m− 1 ≤ b ≤ (m+ 1)l +m− 1 holds. By Lemma 8, there is a family of l mutually disjoint
monochromatic m-sets in (Y, ϕ). We choose a partition Y = Y0 ∪ Y1 ∪ · · · ∪ Yl such that (i)
(Yi , ϕ) = (m) or (m, 1) for 1 ≤ i ≤ l, and (ii) |Y0| is minimal with respect to (i).
Case 1. (Yi , ϕ) = (m, 1) for all i with 1 ≤ i ≤ l.
In this case, we have




≤ (m + 1)l + m − 1− (m + 1)l
= m − 1,
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as required. Moreover, if b < (m + 1)l + m − 1, then clearly |Y0| < m − 1.
Case 2. (Yi , ϕ) = (m) for some i with 1 ≤ i ≤ l.
We may assume that (Y1, ϕ) = (m). Let us fix j such that |Y1∩B j | = m and |Y1∩B3− j | = 0.
By the minimum condition of Y0, we have Y0 ∩ B3− j = ∅. Indeed, otherwise pick an element
y ∈ Y0∩ B3− j . By shifting y from Y0 to Y1, we have (Y1, ϕ) = (m, 1). This implies an improved
partition, a contradiction.
Case 2.1. |Yi ∩ B3− j | 6= m for all i with 1 < i ≤ l.
In this case, we have |Yi ∩B j | = m and |Yi ∩B3− j | ≤ 1 for all i with 1 ≤ i ≤ l. If j = 2, then
we have b1 ≤ l, a contradiction. Hence, we have j = 1. It follows that |Y0| ≤ b1 −ml ≤ m − 2,
as required.
Case 2.2. |Yi ∩ B3− j | = m for some i with 1 < i ≤ l.
We may assume that |Y2 ∩ B3− j | = m. Suppose that |Y0| ≥ m − 1. Again by the minimum
condition of Y0, we have |Y2 ∩ B j | = 1. Now by shifting m − 1 elements of B j from Y0 to Y2,
one element of B3− j from Y2 to Y1 and m − 2 elements of B3− j from Y2 to Y0, we can complete
an improved partition, a contradiction. Therefore, |Y0| ≤ m − 2 holds, as required. 
In the assumption of Lemma 9, if bi ≥ l + 1 for i = 1, 2, then we have b1 + b2 ≥ 2l + 2 and
b1 = b− b2 ≤ (m+ 1)l +m− 1− (l + 1) = ml +m− 2. Hence, we have the following lemma.
Lemma 10. Let l ≥ 1. Let (Y, ϕ) = (b1, b2) be a colored set with bi ≥ l + 1 for i = 1, 2.
Let b = |Y | and m = b(b + 1)/(l + 1)c. Then there exists a partition Y = Y0 ∪ Y1 ∪ · · · ∪ Yl
such that |Y0| ≤ m − 1 and (Yi , ϕ) = (m) or (m, 1) for each i with 1 ≤ i ≤ l. Furthermore, if
b ≤ (m + 1)l + m − 2 then Y0 can be chosen with |Y0| ≤ m − 2.
4. A colored set with 3 colors
In this section, we deal with a colored set with three colors.
Lemma 11. Let k, l ≥ 2 with l ≥ k − 2. Let (Y, ϕ) = (b1, b2, b3) be a colored set of order b
with b ≤ (k+ 1)l− 1 and bi ≥ l+ 1 for 1 ≤ i ≤ 3. Let m = b(b+ 2)/(l+ 2)c. If 2m− 3 ≤ l or
max{b1, b2, b3} ≤ b/2, then there exists a subset Z of Y with |Z | ≤ m − 1 such that (Y \ Z , ϕ)
is l-good.
In order to show Lemma 11, we shall need the marriage theorem of Hall [1]. Let G be a
bipartite graph with bipartition P and T . For S ⊆ P , let N (S) be the set of neighbours of
vertices in S. If |N (S)| ≥ |S| for all S ⊆ P , we say that G satisfies the marriage condition.
Marriage Theorem ([1]). Let G be a bipartite graph with bipartition P and T . If G satisfies
the marriage condition, then G contains a matching of P into T .
Proof of Lemma 11. Let Bi be the i th color class with |Bi | = bi for 1 ≤ i ≤ 3. Note that m ≥ 2
and ml + 2m − 2 ≤ b ≤ (m + 1)l + 2m − 1. Furthermore, we have m ≤ l. Indeed, if m ≥ l + 1,
we have
(k + 1)l − 1 ≥ b
≥ ml + 2m − 2
≥ (l + 3)l,
contradicting that k − 2 ≤ l, as required. By Lemma 8, there is a family of l mutually disjoint
monochromatic m-sets in (Y, ϕ). We choose a partition Y = Y0 ∪ Y1 ∪ · · · ∪ Yl such that (i)
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(Yi , ϕ) = (m) or (m, 1) for 1 ≤ i ≤ l, or (Yi , ϕ) = (m, 1) or (m, 1, 1) for 1 ≤ i ≤ l, and
(ii) |Y0| is minimal with respect to (i). Note that (Y \ Y0, ϕ) is l-good. It suffices to show that
|Y0| ≤ m − 1.
Case 1. (Yi , ϕ) = (m) for some i with 1 ≤ i ≤ l.
We may assume that |Y1∩ B1| = m and Y1∩ B2 = Y1∩ B3 = ∅. We have Y0∩ (B2∪ B3) = ∅.
Indeed, if there exists an element y ∈ Y0∩(B2∪B3), then by shifting y from Y0 to Y1, we complete
an improved partition, a contradiction. Suppose toward a contradiction that |Y0| ≥ m − 1.




|Yi ∩ B2| ≤ l, which contradicts that b2 ≥ l + 1. Therefore, we may assume that
|Y2 ∩ B2| = m. We have |Y2 ∩ B1| = 0 or 1.
Case 1.1. |Y2 ∩ B1| = 0.
Let y ∈ Y0. First we shift y from Y0 to Y2. Furthermore, if there exists an element z ∈ Y2∩B3,
we shift z from Y2 to Y1. We have completed an improved partition, a contradiction.
Case 1.2. |Y2 ∩ B1| = 1.
In this case, |Y2 ∩ B3| = 0. We shift m − 1 elements of B1 from Y0 to Y2, one element of B2
from Y2 to Y1 and m − 2 elements of B2 from Y2 to Y0. The resulting partition is an improved
one, a contradiction.
Therefore, in Case 1, we have |Y0| ≤ m − 2, so we can take Z = Y0.
Case 2. (Yi , ϕ) = (m, 1, 1) for all i with 1 ≤ i ≤ l.
Since m ≤ l holds, we have




≤ (m + 1)l + 2m − 1− (m + 2)l
≤ m − 1,
so Z = Y0 is as desired.
Case 3. (Yi , ϕ) = (m, 1) or (m, 1, 1) for 1 ≤ i ≤ l and (Yi , ϕ) = (m, 1) for some i .
We may assume that (Y1, ϕ) = (m, 1) and |Y1 ∩ B3| = 0. Then we have |Y0 ∩ B3| = 0. Let
ri = |Y0 ∩ Bi | for i = 1, 2. If r1 + r2 < m, we are done since then Z = Y0 is as desired. Now
suppose that r1 + r2 ≥ m.
Claim 1. 2 ≤ ri ≤ m − 2 for i = 1, 2.
Suppose that r1 ≥ m − 1. Since b3 ≥ l + 1, there exists an index i such that |Yi ∩ B3| = m
with 1 ≤ i ≤ l. We may assume that |Y2 ∩ B3| = m. Since r1 > 0, we have |Y2 ∩ B1| = 1. We
shift m−1 elements of B1 from Y0 to Y2, one element of B3 from Y2 to Y1 and m−2 elements of
B3 from Y2 to Y0. The resulting partition is an improved one, a contradiction. Hence, r1 ≤ m− 2
holds. We can prove that r2 ≤ m − 2 in the same way. Since r1 + r2 ≥ m, it follows that 2 ≤ r1
and 2 ≤ r2.
Since r1, r2 > 0, we have Yi ∩ B j 6= ∅ for 1 ≤ i ≤ l and j = 1, 2. Let us define subsets of
indices. For 1 ≤ j ≤ 3, let
Pj = {i : 1 ≤ i ≤ l with |Yi ∩ B j | = m},
and set p j = |Pj |. By definition, p1 + p2 + p3 = l holds. Furthermore, since b3 ≥ l + 1 and
Y0 ∩ B3 = ∅, we have P3 6= ∅.
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Claim 2. r j + l − p j ≥ m for some j = 1, 2.
Otherwise, since m ≤ l, we have
r1 + r2 ≤ m − 1− l + p1 + m − 1− l + p2
= 2(m − 1)− l − p3
≤ 2(m − 1)− m − 1
= m − 3,
contradicting that r1 + r2 ≥ m.
Let
Q = {i : 1 ≤ i ≤ l with Yi ∩ B3 = ∅},
and set q = |Q|.
Claim 3. Let j = 1, 2. If r j + l − p j ≥ m, then r j ≤ m − q − 1.
We will show the claim for j = 1. The assertion for j = 2 can be proved in the same manner.
By the hypothesis, m−r1 ≤ p2+ p3 holds. Since P3 6= ∅, we may assume that l ∈ P3. It follows
that |Yl ∩ B1| = |Yl ∩ B2| = 1 and |Yl ∩ B3| = m. Let us define w = min{m − 1, q}. We shift
r1 elements of B1 from Y0 to Yl , the unique element of Yi ∩ B1 to Yl for m − r1 − 1 values of i
in (P2 ∪ P3) \ {l} to Yl , one element of B3 from Yl to Yi for w values of i in Q, and m − w − 1
elements of B3 from Yl to Y0. Let us denote the resulting partition by Y = Y ′0 ∪ Y ′1 ∪ · · · ∪ Y ′l .
We have (Y ′i , ϕ) = (m) or (m, 1) or (m, 1, 1) for 1 ≤ i ≤ l. There is a possibility that there
exists a pair of indices u, v with 1 ≤ u, v ≤ l such that (Y ′u, ϕ) = (m) and (Y ′v, ϕ) = (m, 1, 1).
However, in this case, we can shift a suitable element from Y ′v to Y ′u such that both colored sets
become (m, 1). By repeating the operation if necessary, we finally build a partition satisfying the
condition (i) with the exceptional set Y ′0. Moreover, by the minimum condition of Y0, we have
0 ≤ |Y ′0| − |Y0|
= m − w − 1− r1.
In particular, we have w < m − 1. It follows that w = q. Hence, we have r1 ≤ m − q − 1, as
required.
Claim 4. q ≤ m − 3.
By Claim 2 and Claim 3, we have r j ≤ m − q − 1 for some j with j = 1, 2. Furthermore, by
Claim 1, it follows that 2 ≤ m − q − 1. Hence, q ≤ m − 3 holds, as required.
There are two subcases depending on the assumption of the lemma.
Case 3.1. 2m − 3 ≤ l.
We have (m + 2)l − q + r1 + r2 = b ≤ (m + 1)l + 2m − 1. By Claim 4, we have
r1 + r2 ≤ q − l + 2m − 1
≤ (m − 3)− (2m − 3)+ 2m − 1
= m − 1,
a contradiction.
Case 3.2. max{b1, b2, b3} ≤ b/2.
Claim 5. r2 ≥ q − l + p1 + 4 or r1 ≥ q − l + p2 + 4 holds.
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Otherwise, we have
r1 + r2 ≤ 2q − 2l + p1 + p2 + 6
= 2q − l − p3 + 6
≤ 2(m − 3)− m − 1+ 6
= m − 1,
a contradiction.
In Case 3, we have so far dealt with B1 and B2 with no partiality. Hence, by Claim 5, we may
assume that
r2 ≥ q − l + p1 + 4 (1)
without loss of generality.
Case 3.2.1. r1 ≤ q − l + p2.
Claim 6. r2 + l − p2 ≤ m − 1.
Suppose that r2 + l − p2 ≥ m. Then by Claim 3, we have r2 ≤ m − q − 1. It follows that
r1 + r2 ≤ (q − l + p2)+ (m − q − 1)
= p2 + m − l − 1
≤ m − 1,
a contradiction.
Claim 7. r2 ≥ l − p2 + 1.
Otherwise, we have
r1 + r2 ≤ (q − l + p2)+ (l − p2)
= q
≤ m − 3,
a contradiction.
By Claim 6 and Claim 7, we have
p2 ≥ 12 (r2 + l − m + 1)+
1
2
(l − r2 + 1)







b2 = (m − 1)p2 + l + r2
≥ m + 1
2
l + m − 1+ r2.
Hence, we have
2b2 − b ≥ 2(m + 12 l + m − 1+ r2)− ((m + 1)l + 2m − 1)
= 2r2 − 1
> 0,
which contradicts the fact that b2 ≤ b/2.
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Case 3.2.2. r1 ≥ q − l + p2 + 1.
In the following, we say that an element y ∈ Y is a singleton, if y ∈ Y0 or {y} = Yi ∩ B j with
some 1 ≤ i ≤ l and 1 ≤ j ≤ 3. Our aim is to make an (m+2; l)-partition Y = X0∪X1∪· · ·∪Xl
such that (X i , ϕ) = (m, 2) for 1 ≤ i ≤ l, by shifting singletons of the current partition. In order
to complete a desired partition, we consider a bipartite graph G as follows.
For 1 ≤ j ≤ 3, select a maximal (with respect to inclusion) family T j of pairwise disjoint
2-sets consisting of singletons of B j . Let T = T1 ∪ T2 ∪ T3. Put t = |T | and t j = |T j | for
1 ≤ j ≤ 3. Then we have
t1 = b(p2 + p3 + r1)/2c,
t2 = b(p1 + p3 + r2)/2c,
t3 = b(p1 + p2 − q)/2c.
Let P = {1, . . . , l}. Let us define G as a bipartite graph with bipartition P and T . We define
uv ∈ P × T is an edge of G if and only if u ∈ Pi and v ∈ T j with i 6= j .
Given a matching M of P into T , we can make an (m + 2; l)-partition having l pieces of
the form (Yu ∩ Bi ) ∪ v, where u ∈ Pi and uv ∈ M . It is left for us to check that G satisfies
the marriage condition for the existence of a matching M . In our situation, it suffices to check
p j ≤ t − t j for 1 ≤ j ≤ 3, and l ≤ t . Indeed, we have
t2 + t3 − p1 ≥ 12 (p1 + p3 + r2 − 1)+
1
2
(p1 + p2 − q − 1)− p1
= 1
2
(p2 + p3 − q − 2+ r2)
≥ 1
2
(p2 + p3 − q − 2+ q − l + p1 + 4) (from (1))
= 1,
t3 + t1 − p2 ≥ 12 (p1 + p2 − q − 1)+
1
2
(p2 + p3 + r1 − 1)− p2
= 1
2
(p1 + p3 − q − 2+ r1)
≥ 1
2




t1 + t2 − p3 ≥ 12 (p2 + p3 + r1 − 1)+
1
2
(p1 + p3 + r2 − 1)− p3
= 1
2
(p1 + p2 − 2+ r1 + r2)
≥ 0,
and finally,
t − l ≥ 1
2
(p2 + p3 + r1 − 1)+ 12 (p1 + p3 + r2 − 1)+
1
2
(p1 + p2 − q − 1)− l
= 1
2
(r1 + r2 − q − 3)
≥ 0,
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since r1 + r2 ≥ m and q ≤ m − 3. Therefore, we have an (m + 2; l)-partition of (Y, ϕ). The
number of remaining elements is b− (m + 2)l ≤ (m + 1)l + 2m − 1− (m + 2)l ≤ m − 1, since
m ≤ l. 
5. Proof of Proposition 7
First, let us deal with the case when X consists of one color class.
Lemma 12. Let l ≥ 1, and let (X, ϕ) = (a1) be a colored set. Then there exists a subset X0 of
X with |X0| ≤ l − 1 such that (X \ X0, ϕ) is l-good.
Proof. We have a partition X = X0 ∪ X1 ∪ · · · ∪ Xl with |X i | = bn/ lc for 1 ≤ i ≤ l. It follows
that |X0| ≤ l − 1 and (X \ X0, ϕ) is l-good, as required. 
Now let us prove the result in the case when n ≥ kl.
Lemma 13. Let k, l ≥ 2 with l ≥ k − 2. Let n with kl ≤ n ≤ (k + 1)l − 1. Let
(X, ϕ) = (a1, . . . , as) be a colored set of order n with ai ≥ l + 1 for all i . Then there exists a
subset X0 of X with |X0| ≤ l − 1 such that (X \ X0, ϕ) is l-good.
Applying Lemma 13, we can deal with the case when n ≤ kl−1. Indeed, let q be the smallest
integer such that n ≤ ql − 1. If q = 2, we are done by Lemma 12, since X consists of one color
class. Otherwise, we have q − 1 ≥ 2, l ≥ (q − 1)− 2 and (q − 1)l ≤ n ≤ ((q − 1)+ 1)l − 1, so
Lemma 13 applies. Hence, it suffices to prove Lemma 13 in order to prove Proposition 7.
Proof of Lemma 13. Let Ai be the i th color class of X with |Ai | = ai for 1 ≤ i ≤ s. Without
loss of generality, we may assume that a1 ≥ a2 ≥ · · · ≥ as . We consider three cases depending
on whether s = 2, s ≥ 4 or s = 3.
Case 1. s = 2.
Put m = b(n + 1)/(l + 1)c. First, we have
m ≤ n + 1
l + 1
≤ (k + 1)l
l + 1
< k + 1.
On the other hand, since l ≥ k − 2, we have
m ≥ n + 1− l
l + 1
≥ kl + 1− l
l + 1
> k − 2.
Therefore, we have m = k or k−1. By Lemma 10, (X, ϕ) has a partition X = X0∪ X1∪· · ·∪ Xl
such that (a) |X0| ≤ m − 1, (b) |X0| ≤ m − 2 in case n ≤ (m + 1)l + m − 2, (c) |X i | = m
or m + 1 for 1 ≤ i ≤ l, and (d) (X \ X0, ϕ) is l-good. It suffices to show that |X0| ≤ l − 1. If
m = k, then |X0| ≤ n − ml ≤ (k + 1)l − 1− kl = l − 1, as required. Suppose that m = k − 1.
If n ≤ (m + 1)l + m − 2, then we have |X0| ≤ m − 2 = k − 3 ≤ l − 1, as required. If
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n = (m + 1)l +m − 1 = kl + k − 2, then since n ≤ (k + 1)l − 1, we have k − 1 ≤ l. Hence, we
have |X0| ≤ m − 1 = k − 2 ≤ l − 1, as required.
Case 2. s ≥ 4.
Put t = bs/2c. Set Di = A2i−1 ∪ A2i for 1 ≤ i ≤ t − 1 and Dt = A2t−1 ∪ A2t or
A2t−1 ∪ A2t ∪ A2t+1 depending on the parity of s. Put di = |Di | for each i . We decompose
(X, ϕ) into t colored sets (Di , ϕ) for 1 ≤ i ≤ t . Let mi = b(di + 1)/(l + 1)c for 1 ≤ i ≤ t − 1.
Let mt = b(dt + 1)/(l + 1)c if s is even, and let mt = b(dt + 2)/(l + 2)c if s is odd. If s is odd,
we claim that the last colored set (Dt , ϕ) satisfies a2t−1 ≤ dt/2 or 2mt − 3 ≤ l, the assumption
of Lemma 11. Indeed, suppose that a2t−1 > dt/2. Since dt ≥ mt l + 2mt − 2, we have
(k + 1− 2mt )l > (k + 1)l − 1− 2(mt l + 2mt − 2)
≥ n − 2dt
≥ (a1 + a2)− dt
> a1 + a2 − 2a2t−1
≥ 0.
Therefore, we have 2mt < k + 1 ≤ l + 3. It follows that 2mt − 3 < l, as claimed.
By Lemmas 10 and 11, each (Di , ϕ) is l-good after the removal of ni elements, where (a)
ni ≤ mi−1, and (b) ni ≤ mi−2 in case (Di , ϕ) has two color classes and di < (mi+1)l+mi−1.
Claim 1. mi l ≤ di for 1 ≤ i ≤ t .
If (Di , ϕ) has 2 color classes, then we have mi l ≤ mi (l + 1)− 1 ≤ di . If (Di , ϕ) has 3 color























ni ≤ k − t − 1.
Note that d1 ≤ (m1+ 1)l +m1− 1. We show the claim under the two subcases depending on
d1.
Case 2.1. d1 < (m1 + 1)l + m1 − 1.
In this case, we have n1 ≤ m1 − 2. Therefore we have
t∑
i=1







mi − t − 1
≤ k − t − 1,
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as claimed.
Case 2.2. d1 = (m1 + 1)l + m1 − 1.











≤ k − t − 1,
as claimed.
Since t ≥ 2 and l ≥ k − 2, Claim 3 implies that
t∑
i=1
ni ≤ k − 3 ≤ l − 1. By Lemma 5, (X, ϕ)
is l-good after the removal of at most l − 1 elements, as required.
Case 3. s = 3.
Suppose toward a contradiction that for each subset X0 of X with |X0| ≤ l − 1, (X \ X0, ϕ)
is not l-good. For 1 ≤ i ≤ 3, we define ci and di such that ai = ci l + di , where 0 ≤ di < l. In
the following, if some color class Ai is partitioned into l ci -sets and one di -set, we say that the
partition is simple.
Claim 4. d1 ≥ c1.
Suppose that d1 ≤ c1 − 1. We decompose (X, ϕ) into two colored sets (A1, ϕ) and
(A2 ∪ A3, ϕ). (A1, ϕ) is l-good after the removal of d1 elements. On the other hand, let
m = b(a2 + a3 + 1)/(l + 1)c. By Lemma 10, (A2 ∪ A3, ϕ) is l-good after the removal of at
most m − 1 elements. Hence, (X, ϕ) becomes l-good with the number of removed elements at
most d1 + m − 1. Since m ≤ (a2 + a3 + 1)/(l + 1), a2 + a3 = n − a1 = n − c1l − d1,
n ≤ (k + 1)l − 1, d1 − c1 ≤ −1 and k − 1 ≤ l + 1, we have
d1 + m − 1 ≤ d1(l + 1)+ (k + 1)l − 1− c1l − d1 + 1− (l + 1)l + 1
= (k − 1)l − 1
l + 1




Let us define α = c1 + 1.
Claim 5. α ≤ k − 2.
Suppose that α ≥ k − 1. Since a1 ≥ (k − 2)l, a2 ≥ l and a3 ≥ l, by using simple partitions
for each (Ai , ϕ), we complete a (k; l)-partition of (X, ϕ), which yields a contradiction.
Case 3.1. α = k − 2.
In this case, we have (k − 3)l ≤ a1 < (k − 2)l. By using a simple partition for (A1, ϕ), we
have a family of l (k − 3)-sets and a set of remaining d1 elements of color class A1. We want to
decompose (A2 ∪ A3, ϕ) by using Lemma 10. Let m = b(a2 + a3 + 1)/(l + 1)c.
Case 3.1.1. d1 ≤ l − 3.
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We have
a2 + a3 = n − a1
≤ (k + 1)l − 1− (k − 3)l








By Lemma 10, (A2 ∪ A3, ϕ) is l-good after the removal of at most 2 elements. The total number
of removed elements is at most d1 + 2 ≤ l − 1, a contradiction.
Case 3.1.2. d1 ≥ l − 2.
Since a1 ≥ (k − 3)l + l − 2, we have
a2 + a3 = n − a1
≤ (k + 1)l − 1− ((k − 3)l + l − 2)








Therefore, we have m = 2. By Lemma 10, (A2 ∪ A3, ϕ) is l-good after the removal of at most r
elements with r ≤ m − 1 = 1. Since d1 + r ≥ l, we have d1 = l − 1 and r = 1. If (A2 ∪ A3, ϕ)
satisfies the additional condition of Lemma 10, we have r ≤ m − 2 = 0, a contradiction. Hence,
we have a2 + a3 = (m + 1)l + m − 1 = 3l + 1. Then we have
a1 = n − (a2 + a3)
≤ (k + 1)l − 1− (3l + 1)
= (k − 3)l + l − 2,
which contradicts d1 = l − 1.
Case 3.2. α ≤ k − 3.
Let us define β = k − 1− α. In this case, we have β ≥ 2 and α − β ≤ k − 5.
Case 3.2.1. α − β ≤ 1.
Since α + β = k − 1, we have α ≤ k/2. Hence, we have a1 ≤ αl ≤ kl/2 ≤ n/2. Let
m′ = b(n + 2)/(l + 2)c. Then we have
m′ ≤ n + 2
l + 2
≤ (k + 1)l + 1
l + 2
< l + 1,
since k − 2 ≤ l. By Lemma 11, (X, ϕ) is l-good after the removal of at most m′ − 1 ≤ l − 1
elements, a contradiction.
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Case 3.2.2. α − β ≥ 2.
First, note that a1 ≥ (α − 1)l ≥ βl. Let us define t as the largest integer x such that
xα + (l − x)β ≤ a1. Note that 0 ≤ t ≤ l − 1. We choose mutually disjoint t α-sets and
l − t β-sets from A1. Let r1 be the number of remaining elements in A1. By the definition of t ,
we have r1 ≤ α − β − 1. Hence, we have a1 ≤ (t + 1)α + (l − t − 1)β − 1. On the other hand,
by Claim 4, we have a1 = c1l + d1 ≥ (α − 1)(l + 1). Hence, we have
t ≥ l − l − β
α − β . (2)
Claim 6. (A2 ∪ A3, ϕ) contains a family of l − t monochromatic α-sets and t monochromatic
β-sets, in which these sets are mutually disjoint.
Let t1 = min{l − t, ba2/αc}. We have 0 ≤ t1 ≤ l − t . Let t2 = min{t, b(a2 − t1α)/βc}.
We have 0 ≤ t2 ≤ t . Because t1α + t2β ≤ a2, we can take t1 α-sets and t2 β-sets from A2. If
t1 = l − t and t2 = t , then (A2, ϕ) contains a family of subsets satisfying the requirements. Now
assume that t1 < l − t or t2 < t . We claim that the following inequality holds:
a2 − (t1α + t2β) ≤ β − 1. (3)
Indeed, if t2 = b(a2 − t1α)/βc, then we have




as claimed. If t2 = t (and so t1 = ba2/αc), from (2), we have
β − 1− a2 + t1α + t2β ≥ β − 1− a2 + a2 − (α − 1)
α
α + tβ
= tβ + β − α
≥
(




Put w = (l + 1− l−β
α−β )β − α. If α − β ≤ l/2, then we have
w >
(












since β ≥ 2, as required. Suppose that l/2 < α − β. Since α − β ≤ k − 5 ≤ l − 3, we have
w > (l + 1− 2)β − (l − 3+ β)
= (l − 2)(β − 1)+ 1
≥ 0,
as required. Hence, it follows (3).
We can take mutually disjoint l − t − t1 α-sets and t − t2 β-sets from A3. Indeed, by (3), we
have
a3 − (l − t − t1)α − (t − t2)β
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= n − (α + β)l − (a1 − tα − (l − t)β)− (a2 − t1α − t2β)
≥ kl − (k − 1)l − (α − β − 1)− (β − 1)
= l − α + 2
≥ 0,
since α ≤ k − 3 ≤ l − 1. This completes the proof of Claim 6.
Let us choose a partition X = X0 ∪ X1 ∪ · · · ∪ Xl such that (i) (X i , ϕ) = (α, β) or (α, β, 1)
for 1 ≤ i ≤ l, and (ii) |X i ∩ A1| = α for 1 ≤ i ≤ t and |X i ∩ A1| = β for t + 1 ≤ i ≤ l, and
(iii) |X0| is minimal with respect to (i) and (ii).
Note that r1 = |X0 ∩ A1|. Let r j = |X0 ∩ A j | for 2 ≤ j ≤ 3. Note that if r j > 0 with j = 2
or 3, then X i ∩ A j 6= ∅ for 1 ≤ i ≤ l by the minimal condition of X0.
Case 3.2.2.1. r2 > 0 and r3 > 0.
In this case, X i∩A j 6= ∅ holds for 1 ≤ i ≤ l and 1 ≤ j ≤ 3. It follows that (X i , ϕ) = (α, β, 1)
for all i with 1 ≤ i ≤ l. Then the partition is a (k; l)-partition of (X, ϕ), which yields a
contradiction.
Case 3.2.2.2. r2 = 0 or r3 = 0.
If r2 = r3 = 0, then we have |X0| = r1 ≤ α − β − 1 ≤ k − 6 ≤ l − 4, a contradiction. Now
assume that r2 > 0 or r3 > 0.
Claim 7. r1 ≥ l − α + 2.
We assume that r2 > 0 and r3 = 0. For the case r3 > 0 and r2 = 0, we can show the claim
in the same manner. We have X i ∩ A3 = ∅ for some i with 1 ≤ i ≤ l. Indeed, otherwise we
have a (k; l)-partition as in Case 3.2.2.1. Pick u so that Xu ∩ A3 = ∅. Since a3 ≥ l + 1, there
exists an index v with 1 ≤ v ≤ l such that |Xv ∩ A3| ≥ 2. Hence, we have |Xv ∩ A3| = α
or β, and |Xv ∩ A2| = 1 holds. We claim that r2 ≤ α − 2. Indeed, suppose that r2 ≥ α − 1.
Let w = |Xv ∩ A3|. We shift w − 1 elements of A2 from X0 to Xv , one element of A3 from
Xv to Xu and w − 2 elements of A3 from Xv to X0, respectively. The resulting partition is an
improved one, a contradiction. Hence, we have r2 ≤ α − 2. With the fact r1 + r2 ≥ l, we have
r1 ≥ l − α + 2.
Claim 8. t = l − 1.
Since r1 ≤ α − β − 1, by Claim 7, it follows that l ≤ 2α − β − 3. By (2), we have
t ≥ l − 2+ 3
α − β .
Since t ≤ l − 1, we have t = l − 1, as required.
By Claim 8, it follows that A1 contains mutually disjoint l−1 α-sets Z1, . . . , Zl−1 and a β-set
Zl . Let Z0 be the set formed by the remaining r1 elements of A1. Note that a1 = α(l−1)+β+r1.
Now we will construct a new partition for (A2 ∪ A3, ϕ) by using Lemma 9. Since α ≤ k − 3 ≤
l−1 ≤ a2, we can take α elements from A2 and an element from A3. We define X ′l as these α+1
elements together with Zl . It follows that (X ′l , ϕ) = (α, β, 1). Let us denote the set of remaining
elements of A2 and A3 by A′2 and A′3. Let a′i = |A′i | for i = 2, 3 and m′′ = b(a′2 + a′3 + 1)/ lc.
Since r1 ≥ l − α + 2 and α − β ≤ k − 5 ≤ l − 3, we have
a′2 + a′3 = n − a1 − (α + 1)
≤ (k + 1)l − 1− α(l − 1)− β − r1 − α − 1
≤ (k − α)l + α − β − 4
≤ (k − α + 1)l − 7
= (β + 2)l − 7.
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Therefore, we have m′′ ≤ β+1. On the other hand, since r1 ≤ α−β−1 and α ≤ k−3 ≤ l−1,
we have
a′2 + a′3 = n − a1 − (α + 1)
≥ kl − α(l − 1)− β − r1 − α − 1
≥ (k − α)l − α
≥ βl + 1.
Therefore, we have m′′ = β or β + 1. Let us check the assumption of Lemma 9 with l − 1. First,
since β ≥ 2, we have a′2 + a′3 ≥ 2(l − 1)+ 1. We also have a′3 = a3 − 1 ≥ l. It is left for us to
check that a′3 ≤ m′′(l − 1)+ m′′ − 2 = m′′l − 2. Suppose that a′3 ≥ m′′l − 1. Then we have
a3 = a′3 + 1
≥ m′′l
≥ 2l.
Since a2 ≥ a3 and α ≤ l − 1, we have
a′2 = a2 − α
≥ 2l − α
≥ l + 1.
Hence we have a′2 + a′3 ≥ (m′′ + 1)l, which contradicts that m′′ = b(a′2 + a′3 + 1)/ lc.
By using Lemma 9 for (A′2 ∪ A′3, ϕ) with l − 1, we have a partition A′2 ∪ A′3 = W0 ∪ W1 ∪· · · ∪ Wl−1 such that |W0| ≤ m′′ − 1 and (Wi , ϕ) = (m′′) or (m′′, 1) for 1 ≤ i ≤ l − 1. Let us
define X ′i = Zi ∪ Wi for 0 ≤ i ≤ l − 1. If m′′ = β + 1, we can shift an element of A1 from Z0
to Zl , since r1 ≥ l − α + 2 > 0. It follows that (X ′i , ϕ) = (α,m′′) or (α,m′′, 1) for 1 ≤ i ≤ l.
Furthermore, since α ≤ l − 1, we have
|X ′0| ≤ r1 + m′′ − 1
≤ α − β − 1+ β
≤ l − 2,
a contradiction. This completes the proof. 
6. The case l = 2
In this section we focus on the case l = 2, and give a proof of Theorem 4. Results in this
section are based on [2, Theorem 1]. Define a sequence of positive integers by d1 = 1, d2 = 3
and dr = dr−1 + dr−2 + 3 for r ≥ 3. Set sr = d1 + · · · + dr .
Theorem B. Let r , n be positive integers with n < sr . Then any colored set of order n has a
(k; 2)-partition for some k such that n−2k < r . Furthermore, the colored set (dr , dr−1, . . . , d1)
is up to isomorphism the only colored set of order sr having no (k; 2)-partition satisfying
sr − 2k < r .
Corollary C. Let r ≥ 1. Let (X, ϕ) be a colored set of order n with (X, ϕ) =
(m, dr , dr−1, . . . , d1), where m is an odd integer at least dr+1. Let k be an integer with
n − 2k ≤ r . Then (X, ϕ) has no (k; 2)-partition.
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Proof. Let t = (m−dr+1)/2. Since both m and dr+1 are odd integers with m ≥ dr+1, t is a non-
negative integer. We proceed by induction on t . For t = 0, we have n = sr+1. By Theorem B, it
follows that (X, ϕ) has no (k; 2)-partition with n − 2k < r + 1, as required. Now suppose that
t > 0 and the assertion holds for every t ′ < t . Suppose toward a contradiction that (X, ϕ) has a
(k; 2)-partition X = X0 ∪ X1 ∪ X2 with |X1| = |X2| = k and |X0| ≤ r . For 1 ≤ i ≤ r + 1,
let Di be a color class of (X, ϕ) such that |Di | = di for 1 ≤ i ≤ r and |Dr+1| = m. Let
mi = |Dr+1 ∩ X i | for 0 ≤ i ≤ 2.
Claim 1. m0 ≤ 1.
Suppose that there is a subset T ⊆ Dr+1 ∩ X0 with |T | = 2. Then (X \ T, ϕ) =
(m − 2, dr , . . . , d1) has a (k; 2)-partition. This contradicts the inductive hypothesis.
Claim 2. m1 = m2.
Suppose that m1 6= m2. First we assume that m1 = 0 or m2 = 0. Without loss of generality,
we may assume that m1 > 0 and m2 = 0. There exists an index i with 1 ≤ i ≤ r such that
m1 = |Di ∩ X2|. Then we have m = m0+m1 ≤ 1+ di < dr+1, a contradiction. Hence, we may
assume that m1 > 0 and m2 > 0. Since m1 6= m2, there exist indices i , j with 1 ≤ i, j ≤ r such
that m1 = |Di ∩ X2| and m2 = |D j ∩ X1|. If i = j , we have m1+m2 ≤ dr . Otherwise, we have
m1 + m2 ≤ dr + dr−1. In any case, we have
m = m0 + m1 + m2
≤ 1+ dr + dr−1
< dr+1,
a contradiction.
Since m is an odd integer, by Claim 1 and Claim 2, we have m0 = 1. On the other
hand, by Claim 2, (X1 \ Dr+1, ϕ) and (X2 \ Dr+1, ϕ) are equivalent to each other. Since
(X \ Dr+1, ϕ) = (dr , dr−1, . . . , d1), by Theorem B, we have |(X \ Dr+1) ∩ X0| ≥ r . It follows
that |X0| ≥ r + 1, a contradiction. 
Proof of Theorem 4. We claim that cr = (sr+2−r−2)/2 for r ≥ 0. Indeed, let tr = 2cr +r+2
for r ≥ 0. Then we have t0 = 4, t1 = 11 and tr = tr−1 + tr−2 + 3r + 3 for r ≥ 2. On the other
hand, by taking the sum of the recurrence di = di−1 + di−2 + 3 over 3 ≤ i ≤ r + 2, we have
sr+2 = sr+1 + sr + 3r + 3 for r ≥ 1. With the fact s2 = 4 and s3 = 11, we have tr = sr+2 for
r ≥ 0, as claimed.
Let r be the minimum non-negative integer such that k ≤ cr . Note that r ≥ 1, since k ≥ 2.
First we show that f (k, 2) ≤ 2k + r . Let n = 2k + r . Then n ≤ 2cr + r < sr+2. Hence, by
Theorem B, any colored set of order n has a (k′; 2)-partition for some k′ such that n−2k′ < r+2.
Since k ≤ k′, there exists a (k; 2)-partition. Therefore, we have f (k, 2) ≤ 2k + r , as required.
In order to show that f (k, 2) ≥ 2k + r , let n = 2k + r − 1 and m = n − sr . We claim that
m ≥ dr+1. Indeed, since cr−1 < k, we have
m − dr+1 = 2k + r − 1− sr − dr+1
≥ 2(cr−1 + 1)+ r − 1− sr+1
= 0.
Furthermore, m is odd, because n ≡ r − 1 and sr ≡ r modulo 2. Now pick a colored set
(X, ϕ) = (m, dr , dr−1, . . . , d1). By Corollary C, (X, ϕ) has no (k; 2)-partition. Therefore, we
have f (k, 2) > n, as required. 
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Finally we give an asymptotic formula for f (k, 2).




Proof. Put fr = cr+2r+7 for r ≥ 0. It is easily checked that fr satisfies the recurrence relation
fr = fr−1+ fr−2 for r ≥ 2, which is the recurrence defining the Fibonacci numbers. By solving
the recurrence with f0 = 8 and f1 = 13, we have fr = (λr+6 − (−λ−1)r+6)/
√
5. It follows that
cr = ((λr+6 − (−λ−1)r+6)/
√
5)− 2r − 7. Let r be the minimum non-negative integer such that
k ≤ cr . Since λ > 1, there exist positive constants q1 and q2 such that q1λr < k < q2λr for
sufficiently large k. By taking logarithm, we have r log λ + log q1 < log k < r log λ + log q2.
Therefore we have f (k, 2) = 2k + r = 2k + (log k)/ log λ+ O(1), as required. 
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