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ABSTRACT 
Let al ,..., a= be distinct non-zero residue classes modulo a prime p. In this paper 
we estimate the number of residue classes represented by qa~ -4- "'" q- E=a= where the E~ 
are restricted to the values 0 and 1. In particular, we verify a conjecture of P. Erd6s and 
H. Heilbronn: every residue class is represented if s > 2p 1/2. 
1. INTRODUCTION 
Let al ,..., a= be distinct non-zero residue classes modu lo  the pr ime p 
and let r be the number  o f  residue classes x o f  the form 
Jr = eial -q- --" Jc e=as, (1) 
where the Ei are restr icted to the values 0 and 1 and are not  all 0. P. ErdSs 
and H. He i lb ronn  [1] showed that r = p i f  s > 3(6p) 1/2 and conjectured 
that r =p i f s>2p ~/2. 
In this paper  we prove 
THEOREM 1. I f  S > (4p - -  3)1/2, then r = p. 
As shown in [1], this is near ly best possible: I f  
= = ( 1 s -11S  al 1, a2 - -1 ..... a= = - -  )" [~( + I)] 
and s < (4p + 5) 1/2 - -  2, then (for p > 3) the residue 89 + 1) cannot  
be expressed in the form (1). 
We shall obta in  Theorem 1 as an easy consequence o f  
THEOREM 2. Let ai ,..., a= be non-zero residue classes modulo p such 
that ai :;& • for  i J= j ,  and let p be the number o f  residue classes 
(including O) o f  the form qal + "'" + %a= , Ei = 0 or 1. 
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/f 
l 
s2+s<~p+ l ,  
2;" + 3s ~ 2p + 5, 
s ~ 0 (mod 2) 
s ~- 1 (mod 2), 
(2) 
then 
o>~l+- -  
s(s -I- 1) (3) 
And in any case 
I l -+-3 s(s + 1) I min ~ 1 + ~'s~-O(mod2)  
P >/ 2 ' 2 (4) 
tmin l  p+32 ' s (s+l )  I2  ~ 's~ l (mod2).  
The proof of Theorem 2 is elementary and is based on ideas contained 
in [1]. 
2. PROOF OF THEOREM 1 
Let G denote the additive group of residue classes modulo p. For 
subsets A, B of G, let A § B be the set of all sums a + b, aeA,  b EB, 
let L A I be the number of elements in A, and let A be the complement of A 
in G. 
We give the proof of Theorem 1 in the case s = 3 (mod 4); the proofs for 
the other three cases, where we obtain slightly smaller lower estimates for s, 
are similar. Put 
s - -1  s+l  
u - -  2 ,v= 2 ' 
and arrange the notation so that as =/= --aj if either 1 ~< i < j  ~< u or 
u+l  ~<i<j~<s.  Let 
S = {0, at} + "'" + {0, au}, T = {0, au+l} + "'" + {0, a~}. 
By Theorem 2 
SI /> min IP 
TI >/min I p 
/ 
+2 3., u(u 2 + 1) t >/z'----w---P + 1 
1 
+32 ,1+ v(v-{-1) 1= P + 2
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Let T '  be the set T with zero removed. It follows that I S + T'  I = P, 
since IS ]  +1 T ' [  ~>p+ 1. 
3. PROOF OF THEOREM 2 
We first prove three lemmas. Let B be a non-empty subset of G. Define 
a mapping AB from G into the non-negative integers by 
AB(x) = I(x q- B) n /?  l, x ~ a. 
Thus AB(x) is the number of  representations o fx  as a difference x = b -- b, 
b ~ B, l) ~.B. 
LEMMA 2.1. 
(i) 
(ii) 
(iii) 
(iv) 
Let A = AB , where B is a set of  size I B I = k. 
;t(O) = O. 
A( -x )  = A(x), x ~ G. 
A(x + y) <~ A(x) + A(y), x, y E G. 
I f  C is a subset of  G of  size ] C I = t and O ~ C, then 
~" A(c) >~ k(t --  k § 1). 
e~C 
PROOF: 
(i) Clear. 
(ii) A ( - -x )= 
(iii) A(x + y) 
(iv) 
l ( -x  + B) n B I 
k- - [ ( - -x+B)AB]  
k- -  I gn  (g + x) l 
a(x). 
= [ (x+y+B)  n /2r  
= [(y + B) n ( - -x  +/?) l  
= [(y q- B) n ( - -x  q-/2) n B [ 
+ I(y + B) n (--x + B) n B I 
~< [ ( - -x+/ ] )nBt  +[ (y+B)  n /~]  
= I B n (x q- B)f + I(Y § B) n/~ 1 
= a(x) -5 A(y). 
[(c + B) nB[  <~ ~[ (x -+ B)nB]  =k(k .  1). 
c~C c~G 
x=/=o 
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Thus 
h(c) = ~ [k -- [(c + B) ~ B I] >/ kt - -k (k - -  1) = k( t - -k4 -  1). 
ccC ceC 
LEMMA 2.2. Let A 1 ..... A~ be subsets o f  G o f  the same size [ Ai [ = 
m > 1, none o f  which is in arithmetic progression, and such that 
Then 
0 ~ Ai and - -A i=Ai .  
] A1 + "'" + Ar I ~> min{p,r(m + 1) -- 1}. 
Pnoov: The lemma is a simple consequence of a theorem of 
A. G. Vosper [2, Th. 1.3, p. 3]. The lemma is clear for r = 1. Assume 
r > 1 and that the lemma holds for r - -  1. Set C =AI+. . .  +At .  
Vosper's theorem gives 
I C[ ~> min(p --  1, i AI + "" 4- At_ 1 [ @ ] A r l} 
~> min(p --  1, r(m + 1) -- 2}. 
But m is odd and, since 0 ~ C and - -C  = C, [ C [ is odd. Thus 
/ C[ ~> min{p,r(m + 1) -- 1}. 
LEMMA 2.3. Let A and B be subsets o f  G o f  sizes [ A [ = n, [ B [ = k. 
Assume 0 (~ A, - -A  = A, and A w {0} is not in arithmetic progression. Let 
t be an integer, 1 <~ t <~ p -- 1, and set 
Set )t = An and 
Then 
t =r (n4-2)  +q (--1 <~ q <~ n). 
c~ = max A(a), a ~ A. 
and 
2(n 4- 2)k(t  --  k Jr- 1) 
c~ ~ t ( t4 -n4-6)+q(n- -q - -2 ) '  (5) 
8(n4-2) k ( t - -k+ 1) 
>~ 4t ( t4 -n+6)+(n- -2 )  2 " (6) 
PROOF: Equation (6) follows from (5) since q(n q -- 2) has maximal 
value k(n --  2) 2. 
AN ADDITION THEOREM MODULO 19 49 
We construct a subset C of G with 0 r C of  size I C [ = t such that 
I t ( t+n+6)+q(n- -q - -2 )  I 
A(c) ~ c~ 2(n + 2) " 
c~C 
(7) 
Equation (5) then follows f rom (7) and statement (iv) of  Lemma 2.1. 
I f  t ~ n and therefore r = 0, q = t, let C consist of  t of  the elements 
in A. Thus ~],~c A(e) ~ at and (7) holds. Assume that t ~ n + 1 and 
therefore that r i~ 1. Let A * = A u {0}, and let 
Cj = A* +.." + A*. 
j t imes 
By Lemma 2.2, Cj contains at least min{p --  1,j(n + 2) - -  2} non-zero 
elements. Thus we may form a set C of non-zero elements of size t which 
contains at least j(n + 2) -- 2 elements f rom each C~ (1 ~< j ~< r) and at 
most q + 2 elements f rom Cr+~ c~ Cr.  Now if c E C~-, c :?6 0, then 
' a '  
c : a l+" '+ v 
where a~ ..... a'~ are (not necessarily distinct) elements of A and 1 ~< v ~< j. 
Hence 
h(c) ~ ~ A(a~) ~ vo~ ~ j~, 
by Lemma 2.1. It follows that 
A(c) ~<na+(n+2)  2a+'"+(n+2)ra+(q+2) ( r+ 1)o~ 
c~C 
~ {r(r + 1)(n + 2)+ 2(q + 2)(r + 1) -- 4} 
2{( r+ 1) ( t+q+4) - -4}  
t t(t+ n +6)  + g(n q-- 2) 
2(n + 2) ~" 
This proves (7), and hence (5). 
We now use Lemma 2.3 and  statement (ii) of Lemma 2.1 to prove 
Theorem 2. Let al .... , as be non-zero elements of G such that ai ~ ~a~ 
for i ~- j .  Set 
B = B(al ..... a3  = {0, al) + ... + {0, as}, 
and let A be the set of 2s elements •  .... , •  
582/5/~-4 
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CASE 1: A U {0} is in arithmetic progression. 
We may assume without loss of generality that A u {0} is in progression 
with difference. 1 Therefore, rearranging subscripts, 
ai ~ +1 (modp), i = 1 ..... s. 
I fxa ,  x2 ..... x, is any sequence of elements in G, then clearly 
f B(al . . . . .  a~)[ = {x1, a I + x1} dr_ ... 27 {xs ,  as q- x~)l. (8) 
Let 
l 0 if a i~ i (modp)  xi = --ai  if ai ~ - - i  (mod p). 
Equation (8) becomes 
I B J = I{0, 1} + ... + {0, s}l. 
Clearly 
[B ] :  rain lp, 1 -}-s(s q-2 l)t 
which proves Theorem 2 in this ease. 
CASE 2: A W {0} is not in arithmetic progression. 
Set A :AB ,  and ~ =max)~(ai) :maxA(a) ,  a~A.  Arrange the 
notation so that A(a~) = ~. If ~ 1, put B* = B(al ..... a~-O. We show 
first that 
IB >~ I B* I -{-~. (9) 
If b ~ B and a, + b ~ B, then clearly b q~ B*. Hence 
]B I~>IB* I  + l (a~+B)  nB I  : lB* lq -c~.  
We prove the first part of Theorem 2 by induction on s. Assume s > 1, 
s satisfies (2), and 
]B*I >~ 1 -k (s- -  1)s (10) 
2 
We show next that 
[ B[ >~ s(s q- 1) (11) 
2 
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Set n = I A ] = 2s, k = I B I, and t = 2k - -  2 in (6). We may assume that 
s(s + 1) 
IB I~ 2 ' 
and hence t ~< p - -  1 by (2). By (6) and  the inequal i ty 
k>~ 1 +(s - -  1)s 
2 
we have ~ > s - -  2. Therefore ~ ~ s - -  1. Equat ion  (11) now follows 
f rom (9) and (10). To prove (3) it suffices to show that ~ > s - -  1. We 
obta in  this f rom (5) by setting 
n =2s ,  k - -S (S+ 1) 
2 ' 
I 
s -t- s - -  2 if  s ~ 0 (mod 2) 
t ~ 3s - -  7 
s2+ 2 i f s~ l (mod2) ,  
and therefore 
2s 
q = 3s - -  5 
9 
i f  s ~ 0 (mod 2) 
i f s  ~ 1 (mod 2). 
Statement (4) holds if  s satisfies (2). Let So be the smallest posit ive 
integer which fails to satisfy (2). We are done if 
F B(al a,o)t >! p + 3 
' ""  2 
Put  s = s o and assume [ B]  ~ (p -]- 1)/2. By (3) we have 
]B* [  >/ 1 q- (S~ 1)So 
2 
Set n ~ 2s, t = 2k - -  2 in (6). Us ing 
k >/1  q- (So- -  1)So 
2 ' 
we have o~ > So - -  2. Therefore o~/> So - -  1 and 
I B(al a,o) I ~ So(So -+- 1) 
' "  2 
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I f  so ~ 0 (mod 2), we have So(So q-1)~<p q-1 ,  contradict ing the 
significance of So 9 Hence we must  have 
] B(ax ..... a,%)l ~ p + 3 
2 ' 
which proves (4), 
I f  s0 ~ 1 (mod 2), we have shown that (4) holds for s = So. In this case 
it suffices to show 
B(aa as)[ ~ p § 3 where s = So + 1. (12) 
' "  2 ' 
Deny  (12). Thus 
k=fB i  ~P  +1 k~S(s--l_____~) 
9 2 ' 2 
By setting t = 2k - -  2, n = 2s in (6) we get ~ > s - -  3. Hence 
B(al , . . . ,  as)l >is(s--2 1) q -s - -2  F------f--P-}- 3 
This completes the proo f  of  Theorem 2. 
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