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A LENS RIGIDITY THEOREM IN ALEXANDROV GEOMETRY
KARSTEN GROVE AND PETER PETERSEN
Abstract. We show that an Alexandrov space with curvature ≥ 1 and bound-
ary isometric to a sphere is isometric to the intersection of two hemispheres.
Introduction
A number of profound and interesting rigidity phenomena under the general
heading of “positive mass conjectures” have been posed and resolved over the last
40 years. We refer to [1] for a more detailed account and simply mention two
beautiful theorems that are analogous to our own result:
Theorem (Hang-Wang [6]). Let (Mn, g) be a Riemannian n-manifold with convex
boundary and Ric ≥ n− 1. If ∂M = Sn−1 (1), then M ⊂ Sn (1) is a hemisphere.
This result was motivated by the Min-Oo conjecture which was settled in the
negative in [1]:
Theorem (Brendle-Marques-Neves). For n ≥ 3, there exist Riemannian n-manifolds
with scal ≥ n (n− 1) and totally geodesic boundary isometric to Sn−1 (1) that do
not have constant curvature.
While these types of questions seem very natural in the context of Comparison
Geometry there does not appear to be any geometric proofs of these rigidity ques-
tions. Nor do there appear to have been any generalizations to spaces more general
than Riemannian manifolds. In this note we make an attempt to change that.
Alexandrov spaces form a natural class of spaces to consider in this context even
though this also means that we make stronger curvature assumptions. Nevertheless,
one quickly realizes that there are counter-examples, specifically, the Alexandrov
lenses Lnα ⊂ S
n (1), 0 < α ≤ π, defined as the intersection of two hemispheres whose
boundaries form an angle α ≤ π with each other. Note that L1α = [0, α] and when
n ≥ 2 such a space can also be described as the spherical join Lnα = S
n−2 (1)∗ [0, α],
where α ≤ π. Note that when α = π the Alexandrov lens is a hemisphere.
To further motivate the result we mention an important property of Alexandrov
spaces known as Lytchak’s problem. It was solved by Petrunin in [7, 3.3.5].
Theorem. If X is an n-dimensional Alexandrov space with curv ≥ 1, then vol∂X ≤
volSn−1 (1).
Therefore, it is natural to ask what happens in the case where the boundary has
maximal volume. In [5] the following important special case played a crucial role
in establishing the “boundary conjecture” for leaf spaces of singular Riemannian
foliations.
Theorem. Let X be an n-dimensional Alexandrov space with curv ≥ 1 and vol∂X =
volSn−1 (1). If, in addition, X is the leaf space of a singular Riemannian foliation,
then X = Lnpi
k
for some positive integer k.
1
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We partially extend this result here to the class of all Alexandrov spaces.
Theorem. Let X be an n-dimensional Alexandrov space with curv ≥ 1 and nonempty
boundary. If ∂X is isometric to Sn−1 (1), then X is isometric to Lnα for some α ≤ π.
The proof uses several techniques from the theory of Alexandrov spaces that are
explained in section 1. It is interesting to note that some of these concepts appear
to be necessary even in the case of Riemannian manifolds. However, for two-
dimensional Alexandrov spaces there is a more elementary proof. This is explained
in section 2. Section 3 deals with the general proof. The proof is by induction on
dimension. Specifically, it uses that at suitable points on the boundary the space
of directions is an (n− 1)-dimensional Alexandrov space of the same type. It is
also worth pointing out that it is unknown whether the boundary is a priori an
Alexandrov space, so some care must be taken when working with conditions that
pertain to the boundary.
1. Preliminary Facts about Alexandrov Spaces
In this section we explain the important constructions from Alexandrov geometry
that are needed. The book [2] explains all of the basic notions and the survey article
[7] has a number of more advanced topics including the gradient exponential map.
The distance between points p, q in a metric space X is denoted |pq|. In our case
this will always be an intrinsic or inner distance that measures the length of the
shortest path joining the points. For an Alexandrov space TpX denotes the tangent
cone at p ∈ X and SpX ⊂ TpX the space of (unit) directions. Our geodesics and
quasi-geodesics are always parametrized by arclength. The notation
−→
pq ∈ SpX
refers to the direction of a minimal geodesic from p to q and
=⇒
pq ⊂ SpX is the space
of all such directions.
Let X be a compact Alexandrov space with curv ≥ 1. The (spherical) gradient
exponential map at p ∈ X
gexpp (1; ·) : B¯
(
op,
π
2
)
→ X
is defined on the closed ball B¯
(
op,
pi
2
)
⊂ TpX in the tangent cone at p. The metric on
B¯
(
op,
pi
2
)
is chosen to be spherical, i.e., B¯
(
op,
pi
2
)
is the spherical cone that can also
be described as the spherical join op ∗SpX of the origin with the space of directions
SpX ⊂ TpX . This spherical join is naturally extended to the spherical suspension
ΣsinSpX . Thus, metrically, ∂B¯
(
op,
pi
2
)
= SpX . Note that while this makes unit
directions have distance pi
2
from op in the spherical metric, it does not change the
metric structure on SpX . Along a radial curve in TpX the gradient exponential
map follows the direction of maximal increase for the distance to p. Thus, it follows
minimal geodesics until they hit cut points. In general, it moves in the direction of
a point in SqX that is at maximal distance from
=⇒
qp and at a rate that is specified
by both |pq| and how far
=⇒
qp spreads out. Flow lines terminate at critical points q,
i.e., when
=⇒
qp forms a pi
2
-net at q. Finally, gexpp (1; ·) : B¯
(
op,
pi
2
)
→ X is distance
non-increasing and for each r ≤ pi
2
:
gexpp
(
1; B¯ (op, r)
)
= B¯ (p, r) .
We assume below that X is an n-dimensional Alexandrov space with curv ≥ 1
and nonempty boundary ∂X 6= ∅. Let s ∈ X be the soul of X , i.e., the unique
point in X at maximal distance to ∂X .
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Proposition 1.1. If voln−1 ∂X = voln−1 S
n−1 (1), then X = B¯
(
s, pi
2
)
,
gexps (1;SsX) = ∂X = ∂B¯
(
s,
π
2
)
,
and SsX is isometric to S
n−1 (1).
Proof. It follows from Petrunin’s solution to Lytchak’s problem [7, 3.3.5] that
radX ≤ pi
2
. Similarly, if r ≤ pi
2
and X = B¯ (p, r) for some p ∈ M , then ∂X ⊂
gexpp
(
1; ∂B¯ (p, r)
)
. In particular, as gexpp (1; ·) is distance nonincreasing:
voln−1 (∂X) ≤ voln−1
(
gexpp
(
1; ∂B¯ (op, r)
))
≤ voln−1
(
∂B¯ (op, r)
)
≤ voln−1 S
n−1 (1) .
Here equality can only hold when r = pi
2
and in that case we can use X = B¯
(
s, pi
2
)
.
Moreover, ∂X = gexps
(
1; ∂B¯
(
s, pi
2
))
as otherwise ∂B¯
(
os,
pi
2
)
∩ gexp−1s (intX) is a
nonempty open set and that forces voln−1 (∂X) < voln−1
(
gexps
(
1; ∂B¯
(
os,
pi
2
)))
.
Finally, we know that SsX = ∂B¯
(
os,
pi
2
)
must also has maximal volume, showing
that SsX is isometric to S
n−1 (1). 
2. The Two Dimensional Case
This section is devoted to a special proof of the main result in dimension 2.
This proof is more elementary than the general proof in that it doesn’t use more
advanced topics from the theory of Alexandrov spaces such as gradient exponential
maps and quasi-geodesics.
Theorem 2.1. Let X be a two-dimensional Alexandrov space with curvX ≥ 1 and
boundary ∂X. The length ℓ(∂X) ≤ 2π with equality if and only if X = Σsin [0, α],
the spherical suspension of [0, α], where α ≤ π.
Proof. Let s ∈ X be the soul of X , i.e., the unique point at maximal distance to
∂X . We claim that any point of X has distance at most π/2 to s. To see this,
we begin by showing that the distance from the boundary ∂X to s is at most π/2.
In fact, note that on the one hand the boundary is convex and on the other that
the distance function from s is a support function from below at any point on ∂X
closest to s. If such a point was at distance > π/2 from s, then the boundary would
be concave rather than convex. Now, let x ∈ X be any point of X and c a minimal
geodesic from s to x. Since, s is a critical point for the distance function to ∂X
there is a minimal geodesic, d from s to a closest point y ∈ ∂X that makes an angle
at most π/2 to c. By the choice of y any minimal geodesic e from y to x will make
an angle at most π/2 to d at y. By the Toponogov’s comparison theorem both e
and c have lengths at most π/2. Note that if |s∂X | = π/2, then every x ∈ ∂X has
distance π/2 to s, and it follows that X is the spherical cone on ∂X , which in turn
is isometric to the space of directions SsX at s. Thus, when ∂X is isometric to
Sn−1(1), then X = Lpi.
If |s∂X | < π/2 we use that dimX = 2. By definition, the length ℓ(∂X) is the
limit of lengths of geodesic polygons with vertices on ∂X . Consider such a geodesic
polygon P . Join any vertex of P to the soul point s, by a minimal geodesic. In
S2(1) draw all the corresponding comparison triangles adjacent to one another as
in X with common vertex s0 ∈ S
2(1) say at the south pole corresponding to s.
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Note that unless all comparison angles at s0 are equal to the actual angles at
s and s is not a singular point, this configuration of geodesic triangles will not
close up, in which case the gap is joined by a circular arc of radius the length of
the corresponding geodesics. From Toponogov’s triangle comparison theorem, the
region described in S2(1) is convex, and thus has length at most 2π. Since this is
the case for any chosen geodesic polygon P , the inequality is established.
Now assume ℓ(∂X) = 2π, and note that a convex region C ⊂ S2(1) has boundary
of length 2π if an only if C is the intersection of two closed hemispheres, (possibly
identical), i.e., a bi-angle, or lens in our terminology. From our discussion, it is clear
that s must be a regular point, i.e., a point whose tangent cone is R2. Moreover, it is
also clear that there can be at most two points on ∂X , where the space of directions
of X is an interval of length strictly smaller than π, and such points must have
distance π/2 to s. When present, such points will always be chosen among vertices
of the geodesic polygons considered. By comparison, we see that any such convex
polygon is contained in a bi-angle with angle the space of directions of shortest
space of directions on ∂X . Moreover, when ℓ(∂X) = 2π, a limit argument shows
that X is isometric to this bi-angle. 
3. Points Farthest from the Soul
We assume that X is an n-dimensional Alexandrov space with curv ≥ 1 and
nonempty boundary. Let E ⊂ X be the set of points at maximal distance pi
2
from
s. The first proposition does not rely on the assumption that vol∂X = volSn−1 (1).
A set C ⊂ Y in an Alexandrov space is r-convex if any geodesic of length < r
and whose end points lie in C is entirely contained in C.
Lemma 3.1. If E 6= ∅, then
(1) E ⊂ X is closed and π-convex in both X and ∂X, in particular, diamE ≤
diamX,
(2) the gradients curves for r (x) = |x∂X | that start in E are minimal geodesics
from E to s,
(3) radE ≥ pi
2
.
Proof. Clearly E is closed. Consider two points x, y ∈ E with |xy|X < π and join
them by a minimal geodesic c (t) in X . It follows that |s c (t)| ≤ pi
2
and that the
distance is pi
2
at both end points. So it follows from Toponogov comparison that
|s c (t)| ≥ pi
2
as the same distance in the comparison triangle s¯, x¯, y¯ ∈ S2 (1) is always
pi
2
. This shows that E ⊂ X is π-convex. We can repeat the same argument inside
∂X . The minimal geodesic in ∂X between x, y ∈ E is a quasi-geodesic in X . This
allows us to use the same comparison and conclude that the geodesic is contained
in E. This proves (1)
Let c : [0, L] → X be a reparametrized unit speed gradient curve for r with
c (0) ∈ ∂X and c (L) = s. We will use comparison along this curve as in [7, lemma
2.1.3]. To that end, consider f (t) = sin (r ◦ c) and note that c is clearly also a
reparametrixed gradient curve for f . This implies
f¨ + f ≤ 0.
Since f (0) = 0 this shows that f (t) ≤ f˙ (0) sin t. As f ≥ 0, this implies that L ≤ π.
If instead we do comparison backwards from t = L, then
f (t) ≤ f (L) cos (L− t) + f˙ (L) sin (L− t) .
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At t = 0 this becomes
0 ≤ f (L) cos (L) + f˙ (L) sin (L) ,
where f (L) > 0 and f˙ (L) ≤ 0 as r and f are maximal at s. Since L ≤ π, this
forces L ≤ pi
2
. On the other hand we always have L ≥ |sc (0)| so when c (0) = e this
shows that L = pi
2
and the gradient curve must be the minimal geodesic from e to
s. This proves (2).
For (iii) observe that E consists of all points at distance pi
2
from s. Assume that
B (E, ǫ) ⊂ B
(
e, pi
2
)
. In (ii) we saw that there is a minimal geodesic c :
[
0, pi
2
]
→ X
from e to s such that −→es = c˙+ (0) ∈ SsX is the soul. Thus, ∠ (w,
−→es) ≤ pi
2
for all
w ∈ SeX and by comparison B (E, ǫ) ⊂ B
(
c (t) , pi
2
)
for all t < pi
2
. However, also
X−B (E, ǫ) ⊂ B
(
c (t) , pi
2
)
for t sufficiently close to pi
2
. This implies that radX < pi
2
and thus violates that E 6= ∅. 
Proposition 3.2. If A ⊂ Sn−1 (1) is π-convex and has radA ≥ pi
2
, then diamA =
π.
Proof. In case ∂A = ∅, the radius condition is redundant and A is either a totally
geodesic unit sphere or two antipodal points. In case ∂A 6= ∅ we can use induction
on dimA. When dimA = 1, the radius condition forces A to be isometric to an
interval of length π. In general consider, as above, the set E ⊂ A of points at
distance pi
2
from the soul. Clearly dimE < dimA. Also we showed that radE ≥ pi
2
and that E ⊂ A is π-convex. As A ⊂ Sn−1 (1) is π-convex it follows that E ⊂
Sn−1 (1) satisfies all the conditions of the proposition. Thus we can assume that
diamE = π, showing that also diamA = π. 
Corollary 3.3. When ∂X is isometric to Sn−1 (1), then diamE = π.
Proof. This follows directly from the previous proposition and the above lemma. 
We are now ready to finish the proof of our theorem using induction on dimen-
sion. Note that the result is trivially true in dimension one as the only examples
are intervals of length ≤ π. The induction step is taken care of next.
Lemma 3.4. When ∂X is isometric to Sn−1 (1) and n > 1, then X = ΣsinSpX
for some p ∈ ∂X. Moreover, for this p we have that ∂SpX is isometric to Sn−2 (1)
Proof. We know that diamX = π so it follows that X = ΣsinSpX for some p ∈ X .
As X has boundary, also SpX must have boundary and consequently p ∈ ∂X . Since
∂SpX = Sp∂X = SpS
n−1 (1) = Sn−2 (1)
we have established the induction step. 
References
[1] S. Brendle, F. Marques, and A. Neves, Deformations of the hemisphere that increase scalar
curvature. Invent. Math. 185 (2011), no. 1, 175–197.
[2] D. Burago, Yu. Burago, and S. Ivanov, A Course in Metric Geometry, Graduate Studies in
Math. Vol 33. AMS, 2001.
[3] Yu. Burago, M. Gromov, and G. Perel’man, Aleksandrov Spaces with Curvatures Bounded
from Below. Russian Math. Surveys 47 (1992), no. 2, 1-58.
[4] K. Grove and S. Markvorsen, New extremal problems for the Riemannian recognition program
via Alexandrov geometry. J. Amer. Math. Soc. 8 (1995), no. 1, 1–28.
[5] K. Grove, A Moreno, and P. Petersen, The Boundary Conjecture for Leaf Spaces, preprint
arXiv 1804.01656
A LENS RIGIDITY THEOREM IN ALEXANDROV GEOMETRY 6
[6] F. Hang and X. Wang, Rigidity theorems for compact manifolds with boundary and positive
Ricci curvature. J. Geom. Anal. 19 (2009), no. 3, 628–642.
[7] A. Petrunin, Semiconcave Functions in Alexandrov’s Geometry, arXiv:1304.0292 and Surveys
in Differential Geometry. Vol. XI, 137-201, Int. Press, Somerville, MA, 2007.
Department of Mathematics, University of Notre Dame, Notre Dame, IN 46556
E-mail address: kgrove2@nd.edu
520 Portola Plaza, Dept of Math UCLA, Los Angeles, CA 90095
E-mail address: petersen@math.ucla.edu
