Abstract. In this paper, a new SMS phishing detection method using oversampling and feature optimization technology is proposed to improve SMS phishing detection accuracy. Three types features are presented including token features, topic features and Linguistic Inquiry and Word Count (LIWC) features. One of the existing oversampling methods called Adaptive Synthetic Sampling Approach is applied in this paper since it has good performance. Then, Binary Particle Swarm Optimization(BPSO) algorithm is used to analyze the three types features and select the optimal combination of all the features. Finally, the detection results are achieved by Random Forest classification algorithm. Experimental results show oversampling method and feature optimization method improve the accuracy of SMS phishing detection. The best accuracy of the proposed method is 99.01% with an average of 86.6 features. The results demonstrate that the proposed method has a promising performance for SMS phishing detection.
Introduction
Phishing is a criminal mechanism employing both social engineering and technical subterfuge to steal consumers' personal identity data and financial account credentials. According to the latest reports of Anti-Phishing Working Group (APWG), the total number of phish detected in 1Q 2018 was 263,538 which was up 46 percent from the 180,577 observed in 4Q 2017 [1] . In the last few years, phishing attack grows rapidly and has become one of the most serious threats to global Internet security [2] . Phishing detection with high validity and robustness has already been an important task to protect Internet security.
The development of mobile network leads to an increasing trend of launching new phishing attacks through emerging technologies such as mobile and social media [3, 4, 5] . The prevalent use of social media provides fertile ground for phishing attacks due to increasing sharing of personal information but little awareness and action of protecting the information [6] . Phishing attacks increasingly focus on mobile users because of its large numbers and high probability of success [7] . The large numbers of mobile users are not matched with high levels of security awareness, and it is a matter of time before online threats such as phishing become a reality on mobile devices [8] .
Many different approaches for fighting SMS phishing have been proposed, such as blacklist approach, content-based approach, etc. Blacklist approach sets a blacklist on mobile phone based on user experience which lacks inflexible to handle new phishing. Content-based approach is a promising approach for its ability of discerning phishing messages automatically [9] . The success of machine learning techniques in text categorization provides feasibility for content-based phishing detection methods. SMS phishing detection is a typical classification problem [10] in which the goal is to assign a test data one of the predefined classes (phishing, legitimate). Machine learning algorithms make use of the features extracted from phishing and legitimate messages to find patterns among them [11, 12] . The detection process becomes reliable because the decisions are made based on rules discovered from historical data by learning algorithm [13] .
From the state-of-art of existing studies, most researchers focus on improving SMS phishing detection accuracy using various traditional machine learning algorithms. Few of them consider the characteristics of SMS phishing detection. For instance, most SMS messages in real environment are normal text without harm information and few phishing messages exist in our daily life. The phenomenon leads to imbalanced data problem, which means that there are lots of legitimate messages but few phishing messages to be learned using machine learning methods. On the other hand, SMS phishing messages are short text and common text modeling methods in Natural Language Processing (NLP) cannot interpret short messages primely. It is limited to improve SMS phishing detection accuracy without dealing with the existing problems.
In this paper, a new SMS phishing detection system is presented considering an approach for imbalanced data problem, a new feature framework and a feature optimization method. The approach for imbalanced data problem is aimed at handling with the huge quantity difference between normal SMS messages and phishing messages in real environment. Adaptive Synthetic Sampling Approach (ADASYN) is used in this paper for its good performance. New features framework is proposed through combining optimal features in previous researches including token features, topic features and LIWC features. And then, Binary Particle Swarm Optimization (BPSO) algorithm is applied for feature optimization combining with Random Forest (RF) classification algorithm. The SMS phishing detection system proposed in this paper completes SMS phishing detection on the basis of previous studies. Finally, the system improves the SMS phishing detection accuracy considering the characteristics of SMS phishing detection.
Related Work
There are two types of researches for SMS phishing detection in recent years, one is study of detection algorithm and the other is development of detection system. The study of detection algorithm is aimed at improving detection accuracy through various statistical learning methods and machine learning algorithms. The detection system is designed to apply in mobile phone so as to defense SMS phishing. Two types of features are generally used in previous researches including non-content features and content features. Non-content features refer to elements such as message size, time stamp and so on [14] . Content feature is a research hotspot for its promising accuracy such as special characters, function words and etc.
Most of extant researches focus on the study of detection algorithm. Several studies [15, 16, 17, 18, 19] compare various well-known algorithms such as Naive Bayes (NB), Decision Tree, Support Vector Machines (SVM), Random Forest (RF), etc. According to their experimental results, SVM and RF show the best performance in SMS phishing detection. In addition, some other researches work on developing SMS phishing detection applications. For example, Reference [20] , [21] and [22] prove their proposed solution using Android platform.
The majority of existing studies apply content features in their researches, for instance, character and word features [23, 24] , Natural Language Processing(NLP) features [25, 26, 27] , etc. Hidalgo et al. [15] use four types of word-based attributes including sequences of alpha-numeric characters, lowercased words, character bi-grams and tri-grams and word bi-grams in their study. Karami and Zhou [17] propose three types features including SMS Specific Features, Linguistic Inquiry and Word Count features and LDA topic features. Non-content features are also widely used in SMS phishing detection. For example, Jae Woong Joo et al. [28] distinguishes normal text message and phishing message through monitoring log, time stamp, URL and etc. Xu et al. [14] propose three types non-content features including static features, temporal features and network features using statistical method.
Methodology
Considering SMS phishing messages are mainly short text and have a relatively low number compared with legitimate messages, new features for short text and oversampling method for imbalanced data are applied to SMS phishing detection. In this section, a new framework is presented as Figure 1 for SMS phishing detection combining of feature extraction, oversampling, feature optimization and classification. words and sentences in SMS messages from the point of view of natural language processing [32] .
In this paper, structure features are comprised of the number of characters [22] , the number of up characters [22] , the number of '!', and the number of words. Function word features are selected through presenting the top 50 one-gram, two-gram and three-gram word lists of all the phishing messages in the datasets. Some chosen words and phrases such as 'to', 'a', 'you have', 'this is' and so on have no significance for SMS phishing detection. For this reason, the noun, verb, adjective words and phrases containing the words are selected as the initial elements of function words. On the other side, URL features are also selected such as 'www', 'ur', 'uk' because these are important features for phishing detection according to previous researches [16, 22] . Table 1 shows the initial elements of the one-gram, two-gram and three-gram. Finally, function words list is defined through choosing words that appear most frequently in the initial elements lists. There are 32 token features in total including 4 structure features and 28 function word features in this paper shown as Table 2 . (2)Topic features. A topic model is a statistical model used to find the latent semantic structure in a series of documents which is widely used in natural language processing. Conventional topic models (e.g. LDA and PLSA) are used in Email phishing detection most frequently [3] . As a kind of short text, SMS messages differ from Emails and the other types of long texts. Directly applying those topic models on SMS phishing detection does not work well on account of the severe data sparsity in short documents [31] . Biterm topic model(BTM) models the word co-occurrence patterns and uses the aggregated patterns in the whole corpus for learning topics to solve the problem of sparse word co-occurrence patterns at document-level [31] . The topic probability distribution of each message obtained by BTM is used as topic features in this paper. Ten-fold cross validation method is adopted to determine the most appropriate number of topic and finally, 50 topics is selected through experiments using Random Forest algorithm.
(3)LIWC features. LIWC features are acquired through Linguistic Inquiry and Word Count (LIWC) tool which is a transparent text analysis program that counts words in psychologically meaningful categories [33] . LIWC can analyze text content quantitatively and calculate the percentage of different words categories in the text such as causal words, emotional words, cognitive words and the other psychological parts. LIWC is widely used in the field of natural language processing and psychology. Literature [17] firstly uses LIWC features in SMS phishing detection and achieves encouraging performance. Ninety-three LIWC features are used in this paper.
Oversampling method for imbalanced data. Mobile security reports in China indicates there are nearly 159.53 billion SMS messages in the first quarter of 2017, among which 0.18 billion messages are phishing messages. There are very few phishing samples compared to normal text messages. The huge discrepancy in the data suggests that SMS phishing detection is an imbalanced sample problem. Imbalanced samples can lead to a series of problems. The information contained in minority class is very limited and it is difficult to excavate rules internally. Many classification algorithms use the divide and conquer method, and few rules of minority class result in low classification accuracy. On the other side, improper induction bias systems tend to classify samples as the majority class when uncertainty exists. Therefore, SMS phishing detection rate will be relatively low using traditional method without dealing with the problem of imbalanced samples.
There are many methods for handling class imbalance, such as weighted loss function method, under sampling method, oversampling method, etc. [34] . Weighted loss function method is to set a weight for the loss function so that the loss of discriminant errors for minority class is greater than that of the majority class. Under sampling method is to improve the classification performance of the minority class by reducing the majority class samples. The disadvantage of under sampling method is that some important information of the majority class is lost. Oversampling method is to eliminate or reduce the imbalance of data by adding some samples of the minority class. Oversampling method leads to overfitting sometimes. Synthetic minority oversampling technique (SMOTE) is the most common used oversampling method for handling class imbalance. This paper uses Adaptive Synthetic Sampling Approach(ADASYN) which is an extension of SMOTE for its good performance.
ADASYN algorithm is proposed to overcome the limitation of SMOTE algorithm which is SMOTE increases the occurrence of overlapping between classes because it generates the same number of synthetic data samples for each original minority example without considering neighbor examples [35] . The key idea of the ADASYN algorithm is to use a density distribution as a criterion to automatically decide the number of synthetic samples that need to be generated for each minority example by adaptively changing the weights of different minority examples to compensate for the skewed distributions [29, 30] . Figure 2 shows the samples distribution before and after using ADASYN oversampling method through random sampling analysis. Before using ADASYN method, a big difference exists between the numbers of two classes samples. ADASYN method generates several samples belonging to the minority class so as to balance the number of two classes. The synthetic phishing messages are in accordance with the distribution of existing phishing samples. The two scatter grams present oversampling method solves the problem of imbalanced data. More minority samples improve the availability of training model for minority class which contribute to enhance the accuracy for phishing detection.
Feature optimization method based on BPSO algorithm. The particle swarm optimization algorithm (PSO), originally is proposed by Kennedy and Eberhart in 1995 [36] , which has been used increasingly as an important algorithm among these population based search algorithms on solving problems in many fields, especially engineering and computer science. PSO is a bio-inspired algorithm enlightened by crowd behaviors, such as the birds in a flock and the fishes in a school cooperate while searching for food. The development of PSO is the mechanism by which each particle adjust their position by interacting information from particle's past best position (pbest) and the global best position in all populations or neighbors (gbest). At each iteration, the pbest and gbest are updated if a better or more dominating solution is found. This process continues iteratively, until some specific termination criteria are met and a final candidate solution is obtained. However, initially PSO is designed for continuous optimization problems, the discrete optimization problem is challenge in field of engineering and scientific applications.
The binary version of PSO (BPSO) is proposed by Kennedy and Eberhart in 1997 [37] for discrete optimization problems. Suppose that the search space is S = {0,1} for D dimension, and the objective function f is to be maximized, i.e., max f(x), then the i-th particle of the swarm can be described as vector = ( 1 , . The position and velocity of particle i are updated using the following equations: (3) and (4).
Experiments and Results Analysis
In this section, several experiments are developed and experimental results are listed. Three types feature in this paper are analyzed through BPSO feature optimization method. In addition, the SMS phishing detection results are compared with previous researches. Experimental results. Three experiments are designed to demonstrate the effectiveness and feasibility of the method proposed in this paper. Firstly, random forest algorithm is used to classify phishing and legitimate messages for its good performance [37] . Then, ADASYN data preprocessing method for imbalanced data is adopted to SMS phishing detection method. Finally, BPSO algorithm is taken for feature optimization in order to increase the rapidity and validity of the proposed system. The dataset introduced previously is used in the experiments. Seven measurements including accuracy (ACC), True Positives Rate(TPR), False Positives Rate(FPR), precision, recall, F1-measure and Matthews Correlation Coefficient (MCC) are listed for evaluating the performance of SMS phishing detection. In order to compare detection results with previous studies, different splits between training and testing datasets are applied in this paper such as 3:7, 5:1, 4:1, and 3:1 as well as 10-fold cross validation. The experimental parameters are assigned as follows: the trees number of random forest algorithm is t=50; the initial population number of BPSO algorithm is s=20; the maximum iteration number is I=100. The termination condition of the BPSO algorithm is that the evolution generation is equal to the maximum iteration number. All the results are the average of 10 times repeated experiments. All experiments in this paper are conducted in Matlab 2015b. Table 3 illustrates that ADASYN method and BPSO method improve the SMS phishing detection accuracy in different degrees regardless of different splits between training and testing datasets. For the first part results obtained by RF algorithm, the best accuracy 98.47% is achieved with the splits of 4:1. For the second part with ADASYN method, the best accuracy 98.73% is achieved with the splits of 5:1. For the third part with BPSO method, the best accuracy 99.01% is also achieved with the splits of 5:1. In general, the method proposed in this paper increases phishing detection accuracy compared with previous research [16] as the baseline which is 97.64% with the splits of 3:7. Specifically, the proposed method significantly improves TPR and Recall values which indicates the number of well-classified messages detected by the proposed method increase by a large margin. The F1-Measure becomes closer to 1 which is a unified value of Precision and Recall. MCC is generally regarded as a balanced measure of the quality of binary classifications and +1 represents a perfect prediction. The method in this paper improves MCC value which makes the detection system close to a perfect prediction system. In order to show the effect of the proposed method on phishing messages detection, Table 4 presents the classfication results of phishing messages. According to the listed data, the proposed method improves TPR and Recall values and balances the detection of minority and majority class. The method solves the problem of imbalanced data and enhances the performance of SMS phishing detection. At the same time, the changes of FPR and Precision illustrate the increase of the number of misclassified legitimate messages. However, F1-Measure and MCC rise closer to 1 which shows the effectiveness of the proposed method. In order to indicate different performance of three types of features, the results for different types are shown in Table 5 using ADASYN-PSO-RF method with 10-fold cross validation. The three types of features present promising performance for SMS phishing detection. LIWC features display the best accuracy of 98.13% following by the accuracy of Topic features. However, the best Recall and F1 value are obtained by Topic features. This indicates that the hidden topic probability distribution of messages has a good effect on SMS phishing detection. Feature optimization results analysis. BPSO feature optimization algorithm is used to reduce feature dimension and improve computational efficiency in this paper. Table 6 shows the feature optimization results with 10-fold cross validation method. The original features number is 175 and the average selected features number is 86.6 which is nearly half of the original number. The final SMS phishing detection accuracy has some improvement with half of the original features according to Table 3 . For the three types features, the average selected features number is 13.4, 25.9 and 47.3. Thinking about the performance of different types features, each type of features is chosen in a different proportion. The highest chosen proportion 51.8% is presented by topic features and the second is LIWC features. This is consistent with the classification results in Table 5 . Topic features and LIWC features have better performance, therefore, more associated features are chosen by features optimization algorithm. In comparison, Token features get relatively low accuracy so that a small number of features are selected. In general, BPSO feature optimization algorithm selects the optimal combination of features and show promising performance for SMS phishing detection. Method comparsion. In order to illustrate the effectiveness of the proposed method, three related studies with the same dataset are listed in Table 7 for comparison. Almeida et al. [16] firstly propose the dataset and they finally achieve an accuracy of 97.64% with 30% samples for training and 70% for testing through comparing different classification methods. With the same number of training and testing samples, the proposed method in this paper achieves an accuracy of 98.15% which is higher than 97.64%. Karami and Zhou [17] obtain an accuracy of 99.21% with 480 features. This paper focuses on new token features and new topic features for short text in conjunction with oversampling method and feature optimization method. Finally, the proposed method achieves 99.01% accuracy only using an average of 86.6 features. And the new proposed token features and new topic features have better performance of 97.36% and 98.10% than the same type features in [17] which are 94.69% and 97.99%. Enaitz et al. [38] combine personality recognition and sentiment analysis techniques to analyze Short Message Services (SMS) texts and the best result reaches to a 99.01% which is as same as the best result in this paper. By comparison, the method proposed in this paper is effective and well performing. Table 7 . Results of three previous study.
Reference
Results Details [16] 97.64% With 30% samples for training [17] 99.21% Using 480 features [38] 99.01% Combine personality recognition and sentiment analysis
Conclusion
In this paper, a SMS phishing detection framework using oversampling and feature optimization method is presented through handling with imbalanced data problem and analyzing different types features. 
