Ira this paper I present a parser based on Description Logics (I)I.) for a German lll'SG-slyle fragment. The specilied parser relies mainly on the inferential capabilities of the nnderlying DL system. Given a preferential default extension for DL disamhiguation is achieved by choosing the parse containing a qualitatively minimal number of exceptions.
Introduction
Ira tiffs paper I present a parser for IIP'SO based on Description Logics (1)1.). "l)m main mntiwrtion for specifying such it parser relies on considerations concerning the disambiguation of NL expressions. In ISchmitz, Quantz 931 it is shown how different types of ambigtfity can be handled will) a homogeneous approach based on lhe notion of preference rules lJackendoff 83]. A major reqnirement for such a t,nified approach is that information usually represented rather differently (e.g. syntactic, semantic, and encyclopedic information) is homogeneously represented in it tin;fern1 and declarative formalism in order to express and evaluate the complex l)references stemming from the different kinds of information.
Description Imgics have been developed ira the field of Knowledge Representation (see, for example, [Brachman et al. 91] ). qtrey have already been used for the representation of semantic and encyclopedic information, e.g. IAllgayer et al. 89, Stock 91, Preuss el al. 921 . Due 1(5 their similarity to typcd feature formalisms [Carpenler 921, syntactic infonnation is in principle also expressible in DI,, as already sketched in [Quanlz 93, Quantz, Sehmilz 941 . Furlhermore, Preferential Defaull Description Logics (H)DL) based on weighted defaults [Quuntz, Ryan 931 can be used to represent the preference rules in a declarative and formally well-founded way. ht the following I will mainly show how IIl,'SG-slyle syntactic information can be represented in 1)I., atrld bow a simple parser can be build by using tim inference capabilities of a DL system. Note that when specifying the parser I will kee t) the presentation as simple as possible, thereby deliberately ignoring efficiency aspects. I will also refrain from model;riga//aspccts of relevant knowledge in DL, i.e. there are still pieces of information which are not explicitly encoded in the DL modeling, but tire rather ;nil;licitly cnntained in lhe parser (e.g. information related to linear precedence and to traces}.
The main objective of this paper it thus neilher to contribute to research in efficient parsing tectmology, nor to "The project KIT-VM11 is suppo21ed by lhe German leedcral Minister of Research and Technology (BMFF) under conh'ac101 IV 101Q8. develop a declarative formalism ira which all aspects relevant for NI.P can be represented. It is rather to prnvide the b'ilsis for an implementation of the exception minimizalion aplsroach to interpretation proposed in IQuantz 931. In Section 6 I will hriefly sketch how the l)L-based parser l)resenled in Section 5 can be exleuded to realize this approach.
ilasie Ideas
An important distinction made in DI., but missing in traditionaI fealure formafisms, is the one between objects ;rod /)7)es. I)I. formulae eilher express that a type 1~ is more specific than (or subsumed by) a type t2 (tl :< t2) or that an object o is an instance of a type or, using I)I, terminology, a conce U (o :: c).
Applying Ibis schema to the task (5t" NI,P, we can say that the objects in this donaain are wnrds or phrases, and that the types are syntactic categories. I:urthermore, given a phrase el we have addiliomll relations between lhis l)hrase and its constitnents 02, 03, ..., nsually expressed as "02 is a daughter of ol". In DL this ix modeled as '(or, 02):: dtrs', or equivalently as '01 :: dlrs:02'. 'dtrs' llltlS acts as a binary predicate or, using I)l. terminology, as a role. Nile thai roles can have more Ihan one value in contrast I(i fealures, which are funclional. We can thus write 'el :: dlrs:02 & dtrs:03'.
Note further Ih;lt the objects stand for occtJrrences of words or phrases, and thal different occtwrenees nf the slime word will be represenled by different objects. This is represented by writing 'o2 :: 15hen:or ', for example, It) express thai 02 is tin ocetlrrenee of Ihe form 'er'. This is all rather similar R) standard Ill ,.~(; nil;ilion, and the main difference is Ihat in addition to the feature structures used in IIIHG, we add ;ill additional level of objects, which we see as instances nf the feature strueha'es. FeaItlre structures Ihus correspond Io types or more precisely Io l)I. concepts. In a way, IJle objects ill 1)L are used to make the lIPS(] feature slr (lchu'es]~cr, v[slcnt, i.e. 1(5 have pointers or names to refer to them.
The additional level of objects allows a slraighlforward description of the parsing task. We start with a nttmber of objects, namely words, whose phonological value amd position ix known. We want to end up with a single object containing till these words as (not necessarily immediate) consthuents. Now the immediate dominance schemata in ill/ IIPSG loll us how 1(5 eonstHlct phrases from words or other phrases. Thus the main operation for building a phrase is to create a new object being an instance of an ID schema (note thilt it) schemata are feature slrtlctures and therefore concepts) and I(5 fill in the required daughters by us; W the objects available as building mate,'ial. This is achiewxt by choosing the 'functor'-daughter' and filling the required argumenls. "lhe foraulhl 'extend sil(sl,s;0' exprc.sses lhe (act thai siltlali(m se is ~lri extensicm of siltiali(in sl. This mean:-; Iha[ 'o :: C in sl' implies 'o :: c in ~;7.' for all objeels tl and colicopls e.
It(1 order to dislitiguish belwcen tcllilly, and quelying itfformaiioli I will llSO 'o ~: (; ill s' l:or tolls and 'o '?: ill s' for qilOi+[e~. I ftirlhoHnore aSstlnie lhlit ii toll only suceeds if it is consistent with lhe previously enlered informal)on;
otherwise it ill)Is. When the object used in a query is a variable, the syslem will relrieve all known instances of a concel)l, i.e. 'Object +?: in s' will reltirrl the objects known lo be inslances of 'e' in 's' by backtracking. Note |ha| the epislemie operator k will ()lily be used in queries. It can thereR)re be straightforwardly integrated into exisling I)1. syslems. Since this is also true for situated descripliorls, lhe parse," presented in Seelion 5 is largely b~lsed Oil stil[ldilrd inference capabilities of DI, systems.
4 A Snlall l:ragment ll'~ lhis section }[ will present examples from an In .'S(;-slyle fragment for German modeled in DL. Due to space limilalions I will nol specify all the information contained ill Ihis modeling but only lhe one needed 1o illustrale the main characterislies of file formalization and lhe example sentence 'Die sch6ne l:rau sieht sic' discussed in Ihe nexl seclion.
The fragment is based on Ihe presenlalion in [PcJlhtrd, Sag871 and ils applicalion to German in [llill191L A main difference between lny I)I. modelillg and slandard Ill>S(} modeling is lh;l| ][ ;IVOi(l fealure imthes which would inlroduce st;i)erfluous ITll+ objects. There is thus tit) feature 'head' in my modeling since it would yield the im,+oduelion of head objects whose ontological status seems controversial. Consequently, my IIead Fealure Principle specifies cqtdwdence not for a shigle fealure 'head', but rather for each head feature separately. Phrase slrtlcltlre is represented by roles as Ihe I'ollowiIig:
till.'-:
The fealut'e ' funcior, dl r' will be used by lhe parser it) st)coify Iho sib, n aclin{ ~, as funelor of a now phrase, lls wihle will be idenlical to Iho vahio of 'head. dlr', 'adj.dh", ()t 'filler dh", dependilit; I)ll Ihe p',lrlietllar/##tnlc'(l/{lle Z,)on/-/)la,'sc(: (It)) sehemli ilSOd. Note the bierardfieal nature of the modeling--the subcategorization information is specified for common nouns and pronouns in general, and is then inherited by each specific common noun and pror~oun. Information shared by all forms of a lexeme is specified as a property of Ihe lexeme, whereas information specilic to a parlicuhw form is specified for Ibis form only. Adjectives require non-saturated noun phrases as arguments and agree with them wrt ease . ' In Ibis section 1 will present the basic structure of a l)Lbased parser for tile above fragment. The parser is realized by five main predicates. I assume that tile initial informalion given In the parser consisls of descriptions of the words occurring in tile expression to be parsed. Consider the ambiguous sentence (1) Die sch/3ne Frau sieht sie.
(2) "llle pretty woman sees her. Note that tile epistemic. ¢'oncepl 'no(k(inv(dtrs)))' is used to determine whether a sign is still available for phrase buiMing. An object is an instance of this concept if it is nol a liller of some 'dtrs' role at any other object. Tim basic idea of building a new phrase is to look for a sign which can act as a funelor, to choose an ID schema in which lifts sign is a functor, and to find the required ;trguments of tile functor. Finally, the linear precedence rules are checked and, if necessary, traces are introduced. 1 new@hrase(SiI.FinSit) :-Sign ?: funelor & no(k(inv(dl~,'s))) in Sit, selecLid_schem a (S ign,S it,Piu-ase,NewS it), eomplete~lrguments (S i gn,NewS it,Nextgit), check J ps_and_continuity (Phrase,Sit,NextSit,FinSit).
Seleetkm of an II) schema is realized in a rather naive and simple way---we just take an ID schema and try to create a new phrase its an instance of lit is schema, where the feature 'ft,nctorxllr' is filled by tile funclor.
IDue to space limitations I do not specify Ihe predieale 'checkdps_and_continuily' in this paper Information about existing II) schem;fla thus has to be encoded as facts of the form 'kt_sclmma(idl)', elc. Tile predicate 'extend_sit(Sit,NewS]t)' ix used to tell tile DI+ system to create a new situation which is an extension of tile current situation. Note that no further knowledge al)out tile ,'tctual roodcling of It) schemata is uscxl in tile parser except for tile fact that each ID schema has a 'funclor_dtr'. Note furlher that the DL tell will fail if tile information known about the ftmetor cannot be unilied wilh the information required by tile ID schema for the filler of 'funetc, r_dtr'.
In order to complete tile arguments of the functor, tile parser cheeks for each argument feature ArgFeat whclhcr an argument is required (somc(ArgFeat)) but not yet specified (no(k(ArgFeat))). If so, 'lind_arg' looks for such an argument and enters it as filler for ArgFeal. Then tile remaining arguments are completed. Again we need to introduce facts sl)ecifying tile arglnnents used in tile fragment, e.g. 'arg_fealu re(comp_arg I ) '.
If an argument is rc*qt, ired it has lo be filled, therefore tile Cut, Thus tile recurs]on lean]nares successfully only when all required arguments are actually tilled. Nol0 thai the only information about argument structure needed t)y the parser are facts of tim form 'arg_feature(comp_argl)' for all argument features.
To find an argument the parse," looks for a sign which
has not yet been used for phrase building and ,asserts it as filler for Ihe argument feature. Again, if unification is not possible due to conflicting constraints (e.g. agreemenl), the DL tell will fail. (Funclot;Sil,Argl:eat,FinSit) :.. new_ ph rase(Sit.NewSi,), find_a~g (l"unctcw,Sil.ArI,Feat,lqnSil) .
The second clause is needed Io create a required ,'lrgument which has not yet been build Ul). Ill this case 'new. phrase' is called It) Creale a new potential ;,rgumellt.
For the sentence 'Die sch6nc Frau sieht sic' we obtain two different parses, since bolh 'die schoene frau' and 'sic' are ambiguotls between nolni/lalive ;ilia accusative ease. "llle reading according t() which 'die schoene frm,' is subject is shown in Figure I as a t)hrase slructure tree. Some of the eorresporvJing infomullion conlained in Ihe I)I. situation represenling this reading is given below: In the second purse tit and P9 swap places, i.e. l)9 is the 'comp.dtrl' of ])12 and Ill is the 'comp.Atr2'.
The rest,It of the parsing process illustrates tile objectcenteredness of D]. representations. The constituents of tile ulterance are explicitly modeled and can be used for extracting or specifying further information. Thus we can choose to introduce at feature 'subject' and add tile fact '1)1.1 :: subjecl:ps', or we can retrieve all tile salurated noun l)hrases (Phrase 2: n t> & no(args)). "It,is object-cenleredness is useful fo," disambigualion, for example for a,laphor [i resolution, as (8))--the higher the weight, the more relevant tire default. For lhis PDI)L a formally well-behaved preferential entailment relation o ~>2 is presented, which is based on an ordering on DL models °[5~:. The basic idea of this preferential semantics is to compute a score far each model by summing up the exceptions to the defaults. Models with lower score are then preferred because they qualilatively minimize the exceptions. It is straighlforward to carry the idea of scoring and ordering over from models to situation. To do so, we compute for each situation s and each default 6 tile exceptions--those objects for which 'Object ?: 6~, in s' sncceeds and 'Object ?: /5~ in s' fails. If there are several possible interprelations for an expression we choose the interpretation given by lhe situation with the lowest score. (Note that there may be Iruely ambiguous expressions which yield situations with identical scores.) Thus taking the above example, we might use a preference for topical ization of subjects to prefer Ihe parse shown in Figure 1 . This can be achieved by simply introducing a defat, lt np& top:+ ~5 case:nora Obviously, this default is a rather weak one and can be overwritten by information stemming from selectional restrictions [Schmitz, Quantz 93] . In principle, it is possible to use preferences stemming from weighted defaults already in tile parsing process---situations whose score is higher than a specilied threshold are not processed any further. Thus instead of producing all parses in tile first step and ordering them in a second step, the parser would Ihen only produce tire preferred reading.
Conclusion
I have presented a DL-bnsed parser for a small Ill,(l-style fragment of German. Most aspects of tile grammar and the parser have been modeled in a highly declarative way. Since the main motivalion for my tlresentation has been in show how an III"SG parser can be implemented in principle by using the inference functionality of a DE system, I have deliberately ignored any efficiency issues. It should be obvious, however, thai the parser can be further optimized to increase its perfornmnce, for example by integrating chart parsing techniques. We are currently testing tile performance of alternative implememalions of both the parser and the underlying DL system.
One advantage of using DL as underlying formiflism is that in addition to the syntactic information modeled ill this paper, semantic and encyclopedic informalion can be easily integrated inlo tile presenled framework. Furlhermore, Preferential Default Description Logics can be used to model preference rules as weighted defaults, thereby obtaining intcq)relation as exception minimization. The l)arser presented in this llaper thus provides lhe basis for an homogeneous and formally well-founded approach to disambiguatltm based on Preferential Default Description Logics.
