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Statistical methods for haplotype inference from multi-site genotypes of unrelated individuals have important application
in association studies and population genetics. Understanding the factors that affect the accuracy of this inference is
important, but their assessment has been restricted by the limited availability of biological data with known phase. We
created hybrid cell lines monosomic for human chromosome 19 and produced single-chromosome complete sequences of a
48 kb genomic region in 39 individuals of African American (AA) and European American (EA) origin. We employ these
phase-known genotypes and coalescent simulations to assess the accuracy of statistical haplotype reconstruction by several
algorithms. Accuracy of phase inference was considerably low in our biological data even for regions as short as 25–50 kb,
suggesting that caution is needed when analyzing reconstructed haplotypes. Moreover, the reliability of estimated
confidence in phase inference is not high enough to allow for a reliable incorporation of site-specific uncertainty
information in subsequent analyses. We show that, in samples of certain mixed ancestry (AA and EA populations), the most
accurate haplotypes are probably obtained when increasing sample size by considering the largest, pooled sample, despite
the hypothetical problems associated with pooling across those heterogeneous samples. Strategies to improve confidence
in reconstructed haplotypes, and realistic alternatives to the analysis of inferred haplotypes, are discussed. Genet. Epidemiol.
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INTRODUCTION
There are compelling biological and statistical
reasons to examine polymorphism at the level of
groups of linked SNPs whose collective states
comprise a haplotype. In studies that seek evolu-
tionary inferences from DNA polymorphism data,
extending the analysis from the polymorphic site
to the haplotype may reveal the latent genealogi-
cal history of mutation and recombination events
and present a richer picture of the structure of
genetic variation. Haplotypes have thus become a
common component of population genetic studies
to understand mutational, recombinational, selec-
tive, and demographic dynamics of genomic
regions [Tishkoff et al., 1996; Clark et al., 1998;
Mateu et al., 2001; Sabeti et al., 2002; Kidd KK
et al., 2004]. Moreover, haplotype data may be
valuable for association studies, where the hope
is that information captured by haplotypes
will facilitate the recognition of genetic bases of
phenotypic traits, including common diseases
[Johnson et al., 2001; Clark, 2004].
Standard methods of surveying DNA variation
are usually based on genomic amplification by
PCR and provide multi-site genotypic information
with unknown gametic phase. Unambiguous
haplotypes can be determined experimentally
by a number of methods, including single-cell
amplification [Stephens et al., 1990], cloning of a
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genomic region or PCR product [Martinez-Arias
et al., 2001], allele-specific amplification [Clark
et al., 1998], or somatic hybrid cell construction
[Yan et al., 2000]. All these approaches are
complicated and tedious, and are not suitable for
large-scale studies of diversity. The one exception
are hydatidiform moles, which can provide
genome-wide haplotype information [Kukita
et al., 2005], but this technique is limited to the
exceptional samples presented by the moles
themselves. Alternatively, haplotypes can be
inferred from family data, and the use of father-
mother-offspring trios is probably the most
efficient strategy [Myers et al., 2005; The Interna-
tional HapMap Consortium, 2005; Marchini et al.,
2006]. Family-based approaches, however, drama-
tically increase the number of assays and the cost
of the study.
Statistical inference of haplotype phase from
population data was first formally developed for
pairs of loci by Hill [1974] using an EM algorithm.
Clark [1990] recognized that multiple-site haplo-
types could be inferred from unphased population
samples using an ad hoc parsimony algorithm.
This inference is possible primarily due to two
attributes of genetic data: linkage disequilibrium
(LD) and the surprisingly simple structured
composition of haplotypes in populations as a
result of the coalescent properties of allelic
lineages [Patil et al., 2001; Gabriel et al., 2002].
Other algorithms were subsequently developed
to infer (by maximum likelihood, ML) relative
population haplotype frequencies based on geno-
type frequencies [Excoffier and Slatkin, 1995;
Hawley and Kidd, 1995; Long et al., 1995].
Recently a new generation of methods has been
developed based on similar principles and
implemented as ML [Kimmel and Shamir, 2005],
Bayesian [Stephens et al., 2001; Lin et al., 2002;
Niu et al., 2002; Excoffier et al., 2003], or Perfect
and Imperfect Phylogeny algorithms [Chung and
Gusfield, 2003; Halperin and Eskin, 2004], among
others [see reviews from Niu et al., 2004; Salem
et al., 2005]. As applicability and accuracy of the
methods have improved and experience in their
application has accumulated, statistical inference
of haplotypes has become the strategy of choice
to obtain haplotype information from unrelated
diploid individuals.
Although haplotype reconstruction may have
important practical application, thorough testing
of its accuracy has been limited by a scarcity of
data with known phase. This limitation has been
partially overcome by the use of coalescent
simulations, where haplotype reconstruction per-
forms well [Stephens et al., 2001; Niu et al., 2002].
Nevertheless, the inference can be a more challen-
ging problem in biological data, as shown by
results on the limited available data with known
phase. For example, a recent study by Stephens
and Scheet [2005] compared several phasing
methods on eight X-linked loci and showed large
error rates for all algorithms. Kukita et al. [2005]
showed that one particular measure of error [the
switch error] can vary substantially among genomic
regions. The HapMap data showed a high accu-
racy of several methods when family trios are
used [Marchini et al., 2006], but the accuracy of
reconstruction was substantially lower in unre-
lated individuals (as assessed using family-recon-
structed haplotypes). These and additional studies
have helped measure and compare performance
of different methods of haplotype reconstruction.
But they are based on long genomic regions with
sparse SNP coverage and, in many cases, small
sample sizes, all factors expected to negatively
affect phasing accuracy. Little is known about
the accuracy of the inference for specific genomic
regions with large number of SNPs of diverse
frequencies, in samples of individuals from several
populations. That is, for most candidate-gene
studies.
To help assess the accuracy of phasing methods
and further understand long-range haplotype
patterns in humans, we produced a dataset of
experimentally determined haplotype sequences
of a 48 kb genomic region in 39 unrelated control
individuals from two populations. The experi-
mental design resembles most candidate-gene
epidemiological studies: a single locus extensively
screened for variants in several populations.
Coalescent simulations were also used to assess
phasing performance, in an attempt to better
understand the factors primarily affecting the
accuracy of statistical haplotype inference.
MATERIALS AND METHODS
SUBJECTS AND SEQUENCES
The sample for our study included 20 African
Americans (AA) from Atlanta, Georgia, and 19
European Americans (EA) from Rochester,
Minnesota, who provided written informed con-
sent. In order to obtain haploid sequences, we
produced hybrid somatic cell lines, each contain-
ing a single human chromosome 19. Briefly, the
hybrid cell lines were generated by electrofusion
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of a mouse embryonic fibroblast host cell line with
human lymphoblastoid cell lines. The fusion cell
products randomly lose human chromosomes,
yielding hybrid cell lines with a human X
chromosome and random retention of 0, 1, or
2 copies of other chromosomes [Yan et al., 2000;
Douglas et al., 2001]. For every individual, cell
lines monosomic for each homolog of chromo-
some 19 were selected by genotyping one short
tandem repeat (STR) on both arms of the chromo-
some, known to be heterozygous by previous
genotyping of the original lymphoblastoid sample
[Shimmin et al., in preparation].
We obtained haploid sequences of known phase
for a 48 kb region of chromosome 19 containing
two genes of the Kallikrein family: Kallikrein 14
(KLK14 [OMIM 606135]) and Kallikrein 13
(KLK13 [OMIM 605505]). This region was chosen
as part of a survey of long-range sequence variation
on chromosome 19 that includes Kallikrein family
members involved in physiological pathways
related to cancer and cardiovascular disease. The
region was amplified by PCR of overlapping
fragments (1–3 kb) in the hybrid cell lines, and
haploid sequences were obtained by direct nucleo-
tide sequencing of both strands with internal
primers (spaced 400–500 bp) using an ABI Prism
3730XL DNA Analyzer. DNA variants were identi-
fied by assembly and alignment of these sequences.
We recorded STRs, SNPs, and insertion/deletion
polymorphisms (indels), but only diallelic segregat-
ing sites (referred as SS throughout this paper)
were considered for further analysis.
PHASING
Several overlapping datasets were considered:
the whole region (KLK) and the two genes
separately (regions KLK14 and KLK13), each
considering all individuals together or splitting
the sample by population of origin (AA and EA).
The original dataset (‘‘all SS’’) contains all diallelic
SS found in our sample. To assess the influence of
low-frequency alleles in phasing, rare SS were
removed in the ‘‘common SS’’ datasets (frequency
in the sample o0.1). To evaluate the performance
of phasing tagSNPs, the pairwise method was
used to select tagSNPs from the common SS
datasets (equivalent to ldSelect [Carlson et al.,
2004]) with a threshold of 0.8, as implemented in
Haploview [Barrett et al., 2005]. Table I sum-
marizes the characteristics of each dataset.
Each dataset was analyzed as follows. The two
known haplotypes from each individual were
paired and phase information was erased by
shuffling the two haplotypes of every individual,
producing a dataset that mimics unphased geno-
types. Phase was inferred using fastPHASE 1.1
[Scheet and Stephens, 2006], GERBIL 1.1 [Kimmel
and Shamir, 2005], HAP 3.0 [Halperin and Eskin,
2004], and PHASE 2.1 [Stephens and Donnelly,
2003]. Haplotyper 1.0 [Niu et al., 2002] was not
considered as it failed to produce results on our
datasets. HAP 3.0 was run via the web server,
the only access to the software available at
present. For fastPHASE 1.1, GERBIL 1.1, and
PHASE 2.1, we report the results of running
programs at their default parameters, which were
considered adequate for the authors to test
performance [Kimmel and Shamir, 2005; Stephens
and Scheet, 2005; Scheet and Stephens, 2006].
PHASE 2.1 was run three times with different
randomization seeds for each dataset. To ensure
that accuracy was not limited by running time,
longer runs were allowed, with no improvement
in performance observed (data not shown). For
fastPHASE, the output that tries to maximize
switch accuracy (switch.out) was chosen due to its
general higher accuracy.
SAMPLE SIZE
A series of subsamples were created from KLK,
KLK14, and KLK13 datasets to test for the poorly
understood influence of sample size and popula-
tion structure in phasing. For datasets from just
one population (_AA and _EA datasets), subsam-
ples contained 5–15 individuals from AA or EA
origin, and the ‘‘Mixed ancestry’’ subsamples had
TABLE I. Description of real data datasets of the study
Length(kb) N allSS comSS tagSS
KLK 48 39 401 197 110
KLK_AA 48 20 370 205 122
KLK_EA 48 19 233 169 72
KLK14 25 39 181 87 47
KLK14_AA 25 20 169 88 51
KLK14_EA 25 19 96 65 26
KLK13 23 39 220 110 62
KLK13_AA 23 20 201 117 69
KLK13_EA 23 19 137 104 45
N: number of individuals in the sample; allSS: number of SS in the
complete dataset; comSS: number of SS in the common SS dataset
(frequency45 0.1); tagSS: number of SS in the tag SS dataset.
KLK is the complete region containing both KLK14 and KLK13
genes. The complete datasets (KLK, KLK14, and KLK13) have
both AA and EA individuals; _AA: datasets have only African-
American individuals; and _EA: only European-Americans.
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sizes ranging from 5 to 35, with half AA and half
EA individuals (subsamples of uneven size con-
tain, randomly, one additional AA or EA indivi-
dual). Fifty subsamples were generated for each
condition (each size and population combination),
and haplotypes were reconstructed using PHASE
2.1 with default parameters (number of interac-
tions 5 100, thinning interval 5 1, burn-in 5 100,
see PHASE 2.1 documentation for details), given
the general better performance of this method in
our biological dataset.
COALESCENT SIMULATIONS
We used coalescent simulations to assess
the influence of different genetic factors on the
performance of haplotype reconstruction. Datasets
of 100 haplotypes were generated with MS
[Hudson, 2002], a program that simulates sample
data under the neutral coalescent with a given
neutral mutation rate, effective size, recombina-
tion rate, and specified demographic history.
We attempted to employ parameters that yielded
datasets comparable in size and complexity to the
KLK data. Two different demographic scenarios
were simulated: demographic equilibrium and the
non-equilibrium demographic best fit from Marth
et al. [2004]. For AA, we assumed an increase in
population size for 7,500 generations, from
N 5 10,000 to 18,000, and for EA, we assumed a
split from the original African population 3,500
generations ago, coincident with a reduction in
size from N 5 10,000 to 2,000, followed by a
constant population size of 2,000 for 500 genera-
tions, and finally an increase in size for 3,000
generations, from N 5 2,000 to 20,000.
In both cases, we simulated three sequence
lengths (L 5 12.5, 25, and 50 kb) and four recom-
bination rates (r5 0, 1.1, 3, 6 for equilibrium;
r5 0, 0.5, 1.5, 3 for demography). r was scaled for
the equilibrium and demographic models to avoid
an extreme effect of recombination in the demo-
graphic model, given the differences in effective
population size (Ne) between the two methods (Ne
is larger for the demographic model than for the
equilibrium case for most of the simulated time).
A difference between biological and simulated
data is the presence (in the former) of missing
data, in this case due to a failure to obtain high-
quality sequence in some bases of the region. To
mimic experimentally obtained data, missing data
were randomly introduced with the same amount
of missing SS per haplotype as the ‘‘per haplo-
type’’ average in the KLK data. A filter for allele
frequency was also applied to produce data sets
containing only common alleles (frequency
> 5 0.1).
The parameter conditions of the simulated data
can be summarized as: Demographic model:
equilibrium, bottleneck. Length of the region:
12.5 kb (100 SS), 25 kb (200 SS), 50 kb (400 SS).
Recombination: r5 0, 1.1, 3, 6 (equilibrium) and
r5 0, 0.5, 1.5, 3 (demography). Segregating sites:
‘‘all SS’’, ‘‘common SS’’. Missing data: absent,
present.
For every parameter combination, 50 indepen-
dent samples were obtained. Haplotypes were
paired, shuffled, and phased with PHASE 2.1
under default parameters in all cases except for
the longest sequences (400 SS, 50 kb), run for
shorter runs (burn-in time of 50 instead of 100,
see PHASE 2.1 documentations for details). These
running parameters were enough to stabilize
the algorithm for a dataset of these characteristics,
as shown from the biological data. In simulated
data, PHASE 2.1 was run just once per dataset.
PERFORMANCE METRICS
Performance of all methods was evaluated by
several metrics that summarize diverse attributes
of the accuracy of the process:
* The Haplotype error rate (HE): average propor-
tion of haplotypes incorrectly inferred (percen-
tage of reconstructed haplotypes with, at least,
one site erroneously assigned).
* The single-site error rate (SSE): average propor-
tion of ambiguous SS (that is, heterozygote SS
in the individual) whose phase is incorrectly
inferred.
* The global single-site error rate (gSSE): average
proportion of all SS whose phase is incorrectly
inferred. Note that the denominator here is the
total number of sites, regardless of them being
ambiguous or not.
* The Switch error (SwE), as defined by Stephens
and Donnelly [2003], corresponds to 1 minus
Switch accuracy in Lin et al. [2002]: average
proportion of heterozygous positions mis-
assigned relative to the previous heterozygous
position. It shows whether errors in haplotype
reconstruction are mainly due to the mis-
assignment of isolated SS (high error), or of
blocks of neighboring SS (low error).
Performance was computed for each real-data
dataset. When a program was run several times,
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the best result (lowest error) is reported. Perfor-
mance was also computed for every sample size
pseudo-dataset and every simulated dataset;
we report the average performance among the
50 datasets simulated under identical conditions.
In all cases, only non-missing SSs in a given
individual are tested for correctness in that
individual.
RESULTS
The comparison of haploid sequences in
monosomic hybrid cell lines from 39 individuals
of AA and EA origin showed 411 polymorphisms
in the targeted 48 kb region of chromosome 19.
These polymorphisms include nine repetitive
regions (STRs), 55 indels, 346 diallelic SNPs, and
one triallelic SNP. Only the 401 diallelic SS were
considered for further analyses (indels and dia-
llelic SNPs). The sequence is accessible under
accession number EU091477, SNPs in dbSNPs,




The objective of this study is to assess the
general accuracy of haplotype reconstruction in
real datasets rather than to compare all available
software. We focus on most widely used methods
or most accurate algorithms according to available
assessments. Readers interested in a more ex-
haustive comparison of programs, on a (X-linked)
smaller dataset, are referred to Stephens and
Scheet [2005].
The complete matrix of methods and error
measures is presented in Table II, but the most
general error measures, HE and SSE, are shown in
Figure 1A for the different algorithms. PHASE
generally shows the lowest error rates, although
the advantages of PHASE are not absolute, as
some cases find HAP or, more often, fastPHASE
and GERBIL reconstructions to be more accurate.
When all SS are considered (Fig. 1A and panel A
of Table I)], the haplotype error rate (HE) is high
for all methods: close to 1 for the longest region
(KLK) and between 0.6 and 0.9 for the shorter
regions (KLK13 and KLK14). However, this is a
very stringent error measure since the mis-call of
a single site makes an incorrect haplotype. The
actual proportion of sites miss-assigned, the
single-site error rate (SSE), ranges from 0.086 to
0.367. The low value of switch error rate (SwE)
indicates that errors tend to be clustered, and
haplotypes are composed by ‘blocks’ of adjacent
SS correctly assigned to the same haplotype but
incorrectly combined with the rest of ‘blocks’
(switch blocks). Still, the average number of SwE
events per haplotype are high enough that such
‘‘switch blocks’’ are on average small compared
with the total number of SSs, and inferred
haplotypes consist of many, short, switch blocks
(results not shown).
An important factor limiting the accuracy of
haplotype inference is the presence of rare SS.
Indeed, their removal in the common SS dataset
(frequency45 0.1) increases accuracy based
on the various error metrics (dotted lines in
Figs. 1B–E, and panel B in Table II). These results
suggest that haplotype reconstruction of common
SS genotypes (like those genotyped from pre-
viously ascertained SNPs) will be more accurate
than that of datasets containing rare SS (e.g.
resequencing studies).
A common strategy in association testing to
maximize information while reducing redun-
dancy is the selection, among all SNPs in the
sample, of tagSNPs that minimize the pairs of
SNPs in high LD. The effects of this criterion of
site selection are shown in Figures 1B–E, dashed
lines, and in Table II, panel C. In general, HE is
similar or lower for tag SS than for common SS
datasets (consistent with the reduction in number
of SS), but SSE is in fact slightly higher. Further-
more, SwE increases as a consequence of tag SNP
selection compared with common SS dataset
(Fig. 1F). This suggests that site errors will be
more frequent and less clustered in tagSNPs than
in non-selected SNPs. By specifically selecting
SNPs in lower LD, it is not surprising that the
confidence in phase of the remaining low-LD
SNPs would be reduced.
It is important to point out that one of the most
evident differences between methods is their
relative speed. For example, for a short region
(KLK13), considering only common SS, HAP
webserver returned results within few minutes,
fastPHASE ran for 349 s, GERBIL ran for 491 s,
and PHASE ran for 1,018 s in an Intel Pentium 4
CPU 2.40 GHz Linux computer. As the region
grows in SS, the speed differences escalate.
SAMPLE SIZE AND POPULATION
STRATIFICATION
Results above show that accuracy of haplotype
inference is not negatively influenced by pooling AA
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and EA samples. The pooling combines disparate
population samples but increases sample size, and
the effects of these two factors may be acting in
different directions and canceling one another. The
effects of sample size are slight once samples reach
intermediate sizes (Fig. 2A), but the influence of
population structure is more dramatic, with haplo-
types in AA samples being harder to infer than in
EA samples. Interestingly, accuracy in the combined
sample (AA plus EA) is similar or slightly poorer
than for the EA sample but clearly better than for the
AA sample (Fig. 2A). Therefore, in this kind of
structured sample, with AA and EA individuals and
a relatively small sample size, the best global
phasing strategy is probably to pool all individuals
as a single sample, regardless of their origin.
TABLE II. Accuracy of haplotype reconstruction algorithms on real data datasets
Data Method
panel A all SS panel B common SS panel C tag SS
HE SSE gSSE SwE HE SSE gSSE SwE HE SSE gSSE SwE
KLK
fastPHASE 0.923 0.294 0.059 0.076 0.949 0.273 0.093 0.057 0.949 0.213 0.070 0.092
GERBIL 1 0.299 0.060 0.096 0.974 0.236 0.081 0.076 1 0.274 0.089 0.147
HAP 0.949 0.266 0.090 0.079 0.949 0.305 0.107 0.128
PHASE 0.974 0.264 0.053 0.102 0.897 0.203 0.067 0.068 0.846 0.228 0.078 0.093
KLK_AA
fastPHASE 1 0.360 0.083 0.119 1 0.259 0.095 0.066 1 0.289 0.106 0.118
GERBIL 1 0.317 0.071 0.108 1 0.284 0.104 0.087 1 0.318 0.118 0.150
HAP 1 0.340 0.129 0.150 1 0.392 0.146 0.265
PHASE 1 0.320 0.074 0.131 1 0.192 0.073 0.072 0.950 0.214 0.079 0.101
KLK_EA
fastPHASE 1 0.301 0.050 0.070 0.947 0.283 0.106 0.055 0.947 0.272 0.100 0.113
GERBIL 1 0.283 0.047 0.087 0.947 0.220 0.092 0.061 0.895 0.235 0.089 0.147
HAP 0.947 0.274 0.105 0.086 1 0.254 0.098 0.229
PHASE 0.947 0.249 0.041 0.098 0.947 0.245 0.086 0.063 0.947 0.305 0.111 0.166
KLK13
fastPHASE 0.897 0.185 0.039 0.079 0.821 0.229 0.090 0.063 0.769 0.211 0.072 0.138
GERBIL 0.872 0.220 0.048 0.092 0.795 0.188 0.074 0.072 0.923 0.249 0.083 0.179
HAP 0.923 0.302 0.067 0.132 0.846 0.239 0.092 0.078 0.718 0.205 0.079 0.107
PHASE 0.872 0.202 0.041 0.097 0.744 0.154 0.058 0.060 0.795 0.179 0.053 0.108
KLK13_AA
fastPHASE 1 0.276 0.063 0.127 0.850 0.270 0.106 0.081 0.750 0.233 0.087 0.134
GERBIL 0.900 0.276 0.064 0.091 0.850 0.212 0.080 0.078 0.850 0.224 0.084 0.123
HAP 1 0.367 0.087 0.197 1 0.286 0.114 0.131 1 0.330 0.132 0.233
PHASE 1 0.228 0.051 0.115 0.950 0.216 0.079 0.097 0.750 0.189 0.070 0.126
KLK13_EA
fastPHASE 0.895 0.254 0.049 0.088 0.632 0.156 0.061 0.040 0.737 0.167 0.055 0.129
GERBIL 0.684 0.173 0.034 0.074 0.737 0.181 0.074 0.064 0.737 0.211 0.075 0.139
HAP 0.842 0.256 0.049 0.105 0.789 0.174 0.071 0.056 0.737 0.200 0.071 0.157
PHASE 0.842 0.149 0.024 0.075 0.684 0.190 0.067 0.055 0.579 0.162 0.054 0.107
KLK14
fastPHASE 0.769 0.129 0.024 0.092 0.769 0.120 0.035 0.084 0.641 0.119 0.042 0.113
GERBIL 0.923 0.170 0.032 0.109 0.821 0.129 0.044 0.087 0.667 0.160 0.062 0.143
HAP 0.949 0.260 0.048 0.186 0.744 0.156 0.051 0.077 0.744 0.168 0.056 0.122
PHASE 0.641 0.102 0.016 0.107 0.564 0.089 0.026 0.061 0.667 0.093 0.028 0.096
KLK14_AA
fastPHASE 0.900 0.145 0.029 0.147 0.750 0.143 0.050 0.069 0.800 0.169 0.054 0.119
GERBIL 0.950 0.277 0.058 0.143 0.950 0.264 0.097 0.122 0.900 0.221 0.086 0.128
HAP 1 0.312 0.066 0.256 0.950 0.240 0.091 0.167 1 0.282 0.104 0.304
PHASE 0.750 0.106 0.022 0.120 0.700 0.087 0.031 0.065 0.650 0.125 0.042 0.101
KLK14_EA
fastPHASE 0.737 0.083 0.014 0.051 0.737 0.113 0.036 0.082 0.789 0.167 0.069 0.178
GERBIL 0.789 0.153 0.024 0.071 0.684 0.082 0.030 0.046 0.632 0.146 0.062 0.101
HAP 0.895 0.227 0.035 0.180 0.737 0.189 0.065 0.114 0.895 0.216 0.085 0.190
PHASE 0.789 0.167 0.028 0.089 0.632 0.108 0.047 0.040 0.474 0.086 0.042 0.071
HE: Haplotype error rate; SSE: SS error rate; gSSE: global SS error rate; SwE: Switch error rate (for a full explanation of error rates, see
Materials and Methods section). Empty cells correspond to failures of the software to correctly run and return results on that dataset.
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Fig. 1. (A) Comparison of the Haplotype error rate (upper) and SS error rate (lower) of datasets containing all SS, for the four programs.
X-axis: dataset; Y-axis: error rate. Similar plots are obtained when considering common SS or tag SS datasets. (B, C, D, E) Haplotype
error rate (upper lines) and SS error rate (lower lines) of datasets containing all SS, common SS, or tag SS, for the three programs
(fastPHASE [B], GERBIL [C], HAP [D], PHASE [E]). Axes as in (A). (F) Switch Error Rate of datasets containing common SS or tagSS,
for the four different programs. Axes as in (A).
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HAPLOTYPE RECONSTRUCTION
OF SIMULATED DATA
Phasing performance may be influenced by a
number of attributes of the data, including
segment length, number of SS, missing data, allele
and haplotype frequencies, and mutation, recom-
bination, and gene conversion rates. The relative
influence of some of those factors was assessed
using coalescent simulations. PHASE was the
method of choice given its generally higher
accuracy in the KLK region, but we expect
comparable results with all methods.
HE is plotted by recombination rate and length
of the fragment in Figures 2B and C. Figure 2B
shows accuracy of haplotype reconstruction in an
Fig. 2. (A) Haplotype error rate (upper) and SS error rate (lower) of haplotype reconstruction with PHASE 2.1 for simulated datasets of
different sample sizes and population structure. X-axis: number of individuals in the sample; Y-axis: error rate. KLK13_AA: sample
containing X individuals from African-American (AA) origin; KLK13_EA: sample containing X individuals from European-American
(EA) origin; KLK13: sample containing X individuals from both populations (X/2 (AA)1X/2 (EA)); KLK13comb: sample containing 2X
individuals, X(AA)1X(EA). The contrast of this last category with KLK13_AA and KLK13_EA illustrates the effect of phasing all
individuals as a single sample, as opposed to reconstructing haplotypes separately by population. Note that points with white
background (size 39 for KLK13, and size 20 for _AA and _EA) correspond to the error of the single best PHASE run on the original
dataset. The rest of points correspond to the average error when phasing 50 pseudodatasets of the corresponding size. (B and C)
Haplotype error (Y-axis) for coalescent simulations performed under the equilibrium (B) or demographic (C) models with different
recombination rates (X-axis). Results are shown for different lengths of the segment (here indicated as number of SS), considering all
SS or common SS. All haplotype reconstruction was performed with PHASE 2.1. The two graphs are not directly comparable due to
inequality of population structure, long-range Ne, and r differences (see Materials and Methods).
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equilibrium population, and Figure 2C in samples
simulated under a more realistic demographic
model for humans. The Figures are not directly
comparable due to intrinsic differences in popula-
tion structure, Ne and r, but their inspection
reveals some interesting features. The most strik-
ing observation is that haplotype inference is more
accurate for simulated than for biological data of
similar characteristics (note that, in length and SS
density, the 25 kb dataset (200 SS) mimics KLK13/
KK14, and the 50 kb region (400 SS) the complete
KLK). This difference indicates that additional
demographic or biological factors not accounted
for in the simulations (like recurrent mutation,
heterogeneous recombination, or gene conversion)
interfere with haplotype reconstruction.
Demographic history has a large impact in
phasing: introducing in the simulations a complex
demographic scenario substantially erodes accu-
racy, even in the absence of recombination. This
demographic effect is mainly due to the influence
of low-frequency alleles (see dotted lines in
Figs. 2B and C), as expected by the nature of the
demographic scenario simulated (population ex-
pansions for both AA and EA, that increase the
proportion of rare SS).
Missing data is an additional factor affecting
haplotype inference, expected to reduce accuracy
simply by adding to the uncertainty. According
to the simulations, the effect of missing data is not
dramatic, at least for PHASE and when missing
sites appear at random (results not shown).
Moreover, our experience analyzing the biological
KLK data during the genotyping finishing process
(that basically reduced missing data) suggests that
this is not a critical variable for the phasing
methods considered here.
PHASING CONFIDENCE
Having a good estimator of the confidence of
phase calls would be useful in order to incorpo-
rate uncertainty information in subsequent hap-
lotype analysis. PHASE attempts to assess
confidence by reporting the posterior probability
of each phased site, and here we examine the
extent to which this information reflects actual
performance. The use of confidence to predict site
accuracy seems impractical at this point: most SS
(correct or erroneous) have a probability of 1, and
the distribution of probability frequencies over-
laps enough to complicate simple inferences of
accuracy based on reported probability (Fig. 3).
DISCUSSION
Statistical inference of haplotypes from multi-
locus genotypes is the most common method to
retrieve haplotype information lost during multi-
site genotyping. By testing the ability of inference
methods to reconstruct true haplotypes from
shuffled phase-known data, we find some sober-
ing messages for those seeking to use inferred
haplotypes for subsequent analysis. For example,
in the KLK region (48 kb long and 400 SS), inferred
haplotypes contain an average of 25–30% mis-
assigned ambiguous SS. Errors are typically
clustered and performance can be improved by
Fig. 3. Frequency of PHASE estimated confidence for a given site (probability of the site, see PHASE 2.1 documentation) for correctly
and incorrectly assigned sites. X-axis: estimated confidence of the algorithm to individual sites (the probability of the site). Probability
ranges from 0.5 to 1. Y-axes: relative frequency. Dark gray represents sites correctly assigned to haplotype (performance 5 1) and light
gray represents sites incorrectly assigned to haplotype (performance 5 0). All values were calculated considering the information of
three runs of the program for every dataset.
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removing rare SS or considering shorter regions,
but even then the accuracy is considerably low.
Very recently, Marchini et al. [2006] assessed the
accuracy of statistical haplotype inference of
unrelated individuals using haplotypes inferred
from HapMap family data. That study concludes
that phasing accuracy is high even for unrelated
individuals. Several facets of that dataset
differ from ours, including the origin of phase
information (since family-reconstructed haplo-
types contain some sites of unresolved phase),
ascertainment of polymorphisms (HapMap SNPs
are ascertained 1 SNP every 5 kb), sample size,
and origin (Marchini et al. [2006] considered a
single, larger, European sample), and number of
regions (that study considered 100 regions).
Despite those differences, the two studies reveal
similar results. gSSE (Incorrect genotype percentage
in Marchini et al. [2006]), is very similar between
the two studies, and SwE, in this study matches
Marchini et al. [2006] for the common SS datasets
and it is up only by a factor of 2 when considering
all SS. Nevertheless, conclusions differ mainly due
to differential use of error measures. We use SSE
as a measure of single site error, which represents
the percentage of ambiguous sites incorrectly
assigned to haplotype. In contrast, Marchini
et al. [2006] chose gSSE, which represents the
percentage of incorrectly assigned sites among all
sites, ambiguous or not. Given the large number of
homozygote sites at a given individual, gSSE is
necessarily lower than SSE (see Table II). In our
opinion, SSE is a better measure of accuracy (since
it is independent of site frequency) and it better
reflects the uncertainty in subsequent analysis
introduced by haplotype reconstruction (since
heterozygote sites in individuals are the ones that
discriminate among their haplotypes).
Besides the origin of phase information and
ascertainment of SNPs, our data differ from recent
assessments [Stephens and Scheet, 2005; Marchini
et al., 2006; Scheet and Stephens, 2006] in that our
sample contains both AA and EA individuals,
exactly as one finds in association tests in the US.
According to our results, this mixed ancestry does
not negatively affect the phasing process. In fact,
our results suggest that in such a mixed ancestry
(AA and EA) sample probably the best phasing
results are obtained by reconstructing haplotypes
on the combined sample, at least for small
samples. Such pooling increases sample size,
especially beneficial in small samples. In addition,
the presence of EA chromosomes in the sample
may help in the reconstruction of AA haplotypes,
as variability outside of Africa is mostly a subset
of African variation [Tishkoff et al., 1996; Reich
et al., 2001; Gabriel et al., 2002; Kidd, 2004].
Moreover, pooling of populations may result in
deviations from Hardy-Weinberg equilibrium to-
ward excess of homozygosity. Even if deviations
from equilibrium violate the assumptions of the
methods, the algorithms seems robust to such
deviations [Stephens et al., 2001] and, in cases of
increased homozygosity, such deviations may
improve haplotype inference by reducing the per-
centage of heterozygote sites and increasing LD.
Demographic history influences accuracy of
haplotype inference not only by stratifying popu-
lations, but also because recent expansion has
resulted in a high proportion of rare SNPs and
haplotypes, which hamper the reconstruction.
This issue can be overcome by simply not
considering rare SS, but such data truncation is
not desirable in many re-sequencing efforts where
discovery of all variation may be a key assump-
tion of statistical models to be applied to the data.
Past action of natural selection can also negatively
affect haplotype reconstruction, either by increas-
ing the coalescence time of chromosomes (by
balancing selection) or by creating local genealo-
gies similar to those of population expansions (by
positive selection).
It is important to note that our study is centered
on a single genomic region and two specific
human populations, and the generality of these
results is unclear. Nevertheless, LD and haplotype
structure do not seem unusual for this regions
[Shimmin et al., in preparation]. Moreover, accu-
racy in the KLK region is similar to the average
of 100 regions from Marchini et al. [2006] and the
134 regions from Kukita et al. [2005], suggesting
that this region is probably representative of the
genome. Note that both of these studies consid-
ered ascertained SNPs, at intermediate frequen-
cies and low densities. The concordance of that
accuracy with our data, very dense in SS, suggests
that, contrary to previous expectations, increasing
the density of the SNPs will not drastically
improve haplotype reconstruction.
Unfortunately, simulation results show that the
most important factors affecting haplotype recon-
struction are, besides length of the region, those
over which the investigator has little control
(including the number of sites, demographic
history of the population, or recombination rate),
while elements that researchers can easily mod-
ulate (sample size or stratification of that sample)
are somewhat less influential. Moreover, the
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reconstruction is considerably less accurate in real
data than in simulations, revealing that additional
factors not accounted for in our simulations may
be hampering the inference. These include hetero-
geneity in mutation and recombination rates,
gene conversion, and recurrent mutation, or a
more complex demographic history than that
considered here. The observation that haplotype
inference could be even more difficult for studies
based on tagSNPs is especially troublesome, given
the extensive anticipated use of tagSNPs in
association studies.
In principle, reconstruction of haplotypes can be
considerably improved by the addition of extrin-
sic evidence that facilitates the statistical inference.
Experimental determination of ambiguous phase
by allele-specific amplification can dramatically
improve phasing, even when limited to a small
number of SNP pairs and individuals [Clark et al.,
1998]. Unfortunately, this method is not suitable
for large-scale studies because experiments are
individually designed along the phasing process,
the technique is methodologically complex, and
careful interpretation of agarose gels post-PCR is
required. An alternative is to obtain haplotype
information from pedigree data [Schaid, 2002;
Schouten et al., 2005]. For example, by genotyping
mother-father-child trios, the HapMap project
considerably improved many of its haplotype
inferences [The International HapMap consor-
tium, 2005; Marchini et al., 2006]. The disadvan-
tage of this strategy is that the use of trios triples
the study sample size (increasing costs) and
requires access to family members, which may
be unavailable. An additional possibility would
be to use a set of ‘‘known’’ haplotypes as ‘pre-
defined haplotypes’ to help phasing genotype
population data. These could be obtained from
HapMap data (for CEPH and Yoruban), from
sequence or genotyping of monosomic cell lines
for candidate loci, or from the application of novel
techniques to obtain phase information of long
genomic regions [Kukita et al., 2005; Raymond
et al., 2005].
Regardless of the method employed for phasing,
uncertainty of the reconstruction should ideally be
incorporated in subsequent analysis, especially in
association testing. This does not seem a straight-
forward solution even if analyses were to integrate
the uncertainty information provided by phasing
software, given the complex relation between
accuracy of phase inference and confidence
reported by the algorithm. This relationship may
be improved by new methods like fastPHASE, but
at the price of lower accuracy [Scheet and
Stephens, 2006 and this study].
In association studies, probably the simplest
solution would be to treat the phase information
as implicit in unphased genotypes, avoiding
explicit haplotype phase inferences. The use of
unphased genotype data has been proposed for
LD analyses [Weir and Cockerham, 1989; Schaid,
2004] and for disease association mapping [Clay-
ton et al., 2004; Morris et al., 2004], and these
studies demonstrate that using unphased geno-
type data may have similar power and less error-
associated problems than haplotype-based meth-
ods. In other cases, like in population-genetic
studies where the structure of haplotypes is the
object of interest, showing that results are not
dependent on the phasing method could support
their robustness. In all cases, if haplotypes must be
reconstructed, it would be wise to focus exclu-
sively on regions of high LD (where phasing
is more accurate) and to avoid reconstructing
haplotypes across very long regions unless only
extremely close SS are to be considered (e.g. in
sliding window approaches).
Haplotype reconstruction is a valuable statistical
tool that plays an essential role in a wide variety
of genetic studies. It is important to recognize
the extraordinary improvement of the methods
over the last 15 years, to the point where
highly complex inferences provide useful results.
It is equally important, though, to face their
limitations. Haplotype reconstruction based solely
on genotype data remains a challenge, and in
many cases the underlying biology is just
too complex to be completely predicted by
statistical algorithms. In order to reduce the effect
of haplotype inaccuracies in subsequent analysis,
some possible strategies include the introduction
of external haplotype information, the restriction
of inferences to specific regions of high LD, or
the explicit accommodation of a distribution of
admissible haplotypes to test robustness of
subsequent inferences that use haplotype infor-
mation.
NOTE ADDED IN PROOF
The publication of this manuscript was delayed
over the typical span of the journal’s publication
time due to difficulties in the submission of data to
public databases. Due to difficulties in submitting
the complete data, sequence is accessible through
GenBank, SNPs through dbSNPs, and haplotype
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information through our website, http://superc.
hg.med.umich.edu/micortex/publications.
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