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The s t a t e - v a r ia b le  approach , because o f  i t s  in herent 
im portance, has aroused c o n s id e r a b le  in t e r e s t  in the study o f  
systems and networks during the past decade . This t h e s is  i s ,  
p r im a r i ly ,  concorned  with the  problem o f  s t a t e - v a r i a b l e  r e a l i z ­
a t ion  o f  l i n e a r  t im e - in v a r ia n t  dynamical systems and i t s  a p p l i ­
c a t io n  t o  lumped netw orks, with a v iew  t o  e v o lv e  new sy n th es is  
procedu res  s u i t a b le  f o r  in te g r a te d  c i r c u i t  f a b r i c a t i o n .
The problem  o f  minimal r e c i p r o c a l  r e a l i z a t i o n  o f  l in e a r ,  
time in v a r ia n t  dynamical systems is  in v e s t ig a t e d .  Two s im p l i ­
f i e d  a lgor ith m s f o r  c o n s t r u c t in g  minimal r e c i p r o c a l  r e a l i z a t i o n  
from a g iven  symmetric t r a n s fe r  fu n c t io n  m atrix  and symmetric
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impulse response  m atrix have been p roposed . Both the methods 
e x p l o i t  the symmetry o f  the  g iv en  t r a n s f e r - fu n c t i o n  m atrix  and 
im pulse response  m atrix  and re q u ir e  determ in in g  the Hankel 
m atrix , the f i r s t  from the Markov-parameters and the  second 
from the moments o f  the im pulse response  m atrix , the l a t t e r  
being p r e fe r a b le  in  the presence  o f  n o i s e .  The o rd e r  o f
the Hankel m a tr ices  req u ired  in  the procedure o f  both  the 
a lgorith m s i s  much sm a ller  than the e x i s t in g  methods, th ereb y  
red u cin g  s i g n i f i c a n t l y  the computing time and memory s to ra g e  
r e q u ir e d .  The r e a l i z a t i o n s  ob ta in ed  by the p roposed  a lgorithm s 
r e s u l t  in r e c i p r o c a l  netw orks. Further, u t i l i z i n g  th ese  r e s u l t s ,  
a p a ss iv e  r e c i p r o c a l  ( g y r a t o r l e s s ) s y n th e s is  o f  symmetric p o s i ­
t i v e  r e a l  im m ittance m atrices  i s  g iv e n .
S ince  the c l a s s i c a l  s y n th e s is  m ethods f o r  l i n e a r ,  t im e -  
in v a r ia n t  networks are w ell-known, i t  i s  q u ite  important t o  
e s t a b l i s h  a communication l i n k  between the s t a t e - v a r ia b le  
c h a r a c t e r iz a t io n  and the in p u t -o u tp u t  d e s c r ip t i o n .  Some endeav­
ours have a lre a d y  been i n i t i a t e d  in  th is  d i r e c t i o n .  Here, a 
s t a te -s p a c e  in t e r p r e t a t io n  o f  c l a s s i c a l  F o s te r  s y n th e s is  o f  
m u lt ip or t  l o s s l e s s  network has been d is cu sse d .  Well-known 
Cauer d r iv in g  p o in t  sy n th es is  and a c t iv e  RC f i l t e r  des ign  using  
c o e f f i c i e n t  matching technique are a ls o  r e v i s i t e d  in  s t a t e -  
space terms usin g  o b s e r v a b i l i t y  m atrix  as a ca n o n ic a l  t ra n s ­
fo rm a tion .
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Various sy n th e s is  t e c h n iq u e s , which r e a l i z e  an a r b it r a r y  
r a t i o n a l  fu n c t io n  m atrix o f  a m u lt ip o r t  a c t iv e  RC netw ork, have 
been developed  during  re ce n t  y e a r s .  But, the upper bound on the 
number o f  a c t iv e  elem ents req u ired  in  these  methods i s  q u ite  
la r g e  and in  some c a s e s ,  th e  number o f  r e s i s t o r s  used in the 
r e a l i z a t i o n  i s  a ls o  more. In t h is  t h e s i s ,  a simple and s y s t e ­
m atic s y n th e s is  proced u re , based on a s t a t e - v a r ia b le  approach 
and the re a cta n ce  e x t r a c t io n  p r i n c i p l e ,  has been presented  
whereby any a r b i t r a r y  r a t io n a l  fu n c t io n  m atrix  can be r e a l iz e d
as an immittance m atrix  o f  an a c t iv e  RC m u lt ip or t  network 
w ith  a minimum number o f  grounded c a p a c i t o r s  having u n ity  
ca p a c ita n ce  sp read . The proposed  technique redu ces  the upper- 
bound on the number o f  a c t iv e  elem ents and can be reason ably  
expected  to  r e q u ir e  few er r e s i s t o r s .  B es ides , the  s t ru c tu re  
o f  t h e  r e a l i z e d  c i r c u i t s  in  terms o f  th e  minimum number o f  
elem ents and grounded p o r t s  make i t  p a r t i c u l a r l y  d e s ira b le  
f o r  in t e g r a t e d - c i r c u i t  f a b r i c a t i o n .
F in a l ly ,  some su gg est ion s  f o r  fu r th e r  in v e s t ig a t io n s  
in  t h i s  area are a ls o  in c lu d e d .
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INTRODUCTION AND STATEMENT OF THE PROBLEM
CHAPTER I
1 .1  INTRODUCTION
During recen t  y e a rs ,  there  has been a growing in t e r e s t  
in  the a p p l i c a t i o n  o f  s t a t e - v a r ia b l e  te ch n iq u e s  f o r  the 
study o f  dynamical systems and netw orks . This may be a t t r i ­
buted to  the f a c t  that th e  s t a t e - v a r ia b le  approach i s  compu­
t a t i o n a l l y  more a t t r a c t i v e ,  e s p e c i a l l y  in  terms o f  computer 
a ided  des ign  (CAD) [7 .M oreover, the  approach i s  more gen­
e r a l  than the c l a s s i c a l  Laplace and F o u r ie r  transform  
th eory  and hence i s  a p p l i c a b le  t o  many systems f o r  which 
transform  th e ory  breaks downp-5|] • Since t h e  approach i s  in 
tim e-dom ain, i t  i s  e q u a l ly  a p p l i c a b le  to  both n o n - l in e a r  
and t im e -v a r y in g  systems in  a d d it io n  to  th e  time in v a r ia n t  
l i n e a r  system s[77] . Apart from  p ro v id in g  a more gen era l 
r e p re s e n ta t io n  o f  a p h y s i c a l  p r o c e s s ,  a very  im portant 
advantage o f  t h i s  techn ique  l i e s  in  i t s  f l e x i b i l i t y  in  
g en era t in g  " e q u iv a le n t 11 c a n o n ic a l  r e p r e s e n ta t io n s  which are 
very  u s e f u l  in  system a n a l y s i s .  Another im portant c o n t r i ­
bu tion  o f  t h i s  approach i s  th a t  i t  perm its problem s in  n e t ­
works and systems to  be t r e a te d  in  an u n i f ie d  manner[_1<3 . 
B es id es , the techn ique i s  p a r t i c u l a r l y  u s e f u l  in  m u lt ip o r t  
network s y n t h e s i s [104] and con se q u en t ly  new sy n th es is  p r o ce ­
dures u s in g  t h is  approach are b e in g  d e v e lo p e d \ jf] , |_8U “ D-S »
D -S J 3 a C T l fC 6 £ I»D f l ,C ? a »1353. 0 -o s ] , [12 g , q.39] , 0-4*0, Q 50I ,
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Q .50  , [ l5 § ]  —0-58] , [160] .
This th e s is  i s  con cern ed  w ith  the s t a t e - v a r ia b le  
r e a l i z a t i o n  o f  dynam ical systems and i t s  a p p l i c a t io n  to  
the sy n th e s is  o f  f i n i t e ,  lumped, l i n e a r ,  t im e - in v a r ia n t , 
p a ss iv e  and a c t iv e  m u lt ip or t  netw orks .
I t  i s  well-known that  a s t a t e -v a r ia b le  c h a r a c t e r i ­
z a t io n  o f  f i n i t e ,  lumped, l in e a r ,  t im e - in v a r ia n t ,  p a ss iv e  
p -p o r t  network i s  g iven by the  dynamical equ ation s  or  
s ta te  equations
where X i s  n - v e c t o r ,  the s t a t e ,  having i t s  components 
as c a p a c i t o r  v o l ta g e s  and in d u c to r  c u r r e n t s ,  U i s  p - v e c t o r ,  
the in p u t , and Y i s  q - v e c t o r ,  the o u tp u t .  The m a tr ices  
A, B,C, and D are r e a l  con sta n t  m atr ices  o f  dimensions 
n x n ,  n x p ,  q x n  and q x p, r e s p e c t i v e l y .
In network s y n t h e s is ,  we are m ain ly  concerned  w ith  
the  r e a l i z a t i o n  o f  a p a s s iv e  o r  a c t iv e  network that has 
a p r e s c r ib e d  immittance or t r a n s f e r  fu n c t io n  m atrix  G (s ) ;  
whereas the system r e a l i z a t i o n  problem i s  to  pass from an 
in p u t-ou tp u t  d e s c r ip t io n  of a system in  the form o f  an impute 
response m atr ix  G(t). or  a t r a n s f e r  fu n c t io n  m atrix, G ( s ) , 
t o  a s t a t e - s p a c e  d e s c r ip t i o n  o f  the type ( 1 . 1 ) .  Thus, 
system r e a l i z a t i o n  problem is  in t im a t e ly  r e la t e d  t o  modern 
network s y n th e s is
X = AX + BU,
Y = CX + DU,
. . .  (1 . 1)
Once the dynam ical equation  (1 .1 )  i s  known f o r  a 
system, the system can be e a s i l y  s im ulated  on an analog 
com puter. Further, t r a n s f e r  fu n c t io n  i s  an in pu t-ou tpu t 
d e s c r ip t i o n  o f  a system, whereas a dynamical equation  
d e s c r ib e s  not on ly  the in p u t-ou tp u t  r e l a t i o n  but a lso  
the in t e r n a l  s t ru c tu re  o f  a system . Thus, the r e a l i z a t i o n  
problem may a ls o  be c o n s id e re d  as an " i d e n t i f i c a t i o n  
prob lem ", a problem of id e n t i f y in g  the in t e r n a l  s tru c tu re  
o f  a system from the knowledge obta ined  through d i r e c t  
measurements at the input and output term in a ls [2 8 ]  .Because 
o f  i t s  wide a p p l i c a t i o n s ,  the r e a l i z a t i o n  problem has been 
a c t i v e l y  c o n s id e re d  over  the past decade by s e v e r a l  i n v e s t i ­
g a to r s  and co n se q u e n t ly ,  a w e l l  d eve lop ed  th eory  o f  r e a l i z a ­
t io n  i s  now a v a i la b le  in  the t e c h n ic a l  litera tu re ( j5 ^ J  , {JdT] ,
c ^  CL27: ,[1371 •
In the f i e l d  o f  network s y n th e s is ,  the f i r s t - s t e p  is  
to  determine a minimal r e a l i z a t i o n  | A, B, G, D } o f  a given 
in p u t-ou tp u t  d e s c r ip t i o n .  S ince the r e a l i z a t i o n  i s  minimal, 
the  number o f dynamic .or r e a c t iv e  elem ents and in te g r a to r s  
needed t o  sy n th e s iz e  a network w i l l  be minimum, which i s  
d e s ir a b le  f o r  reasons o f  economy and s e n s i t i v i t y .  I f  a g iven 
s ta te -m o d e l j A, B, C, D(- s a t i s f i e s  A nderson 's  p o s i t i v e  rea l 
lemma[5] , a sy n th es is  o f  the network u s in g  on ly  p a ss iv e  
elem ents i s  p o s s ib l e .  F u rth er , the r e a l i z a t i o n  set 
( a , B, C, d)- s a t i s f y in g  r e c i p r o c i t y  c r i t e r i o n  due t o  
Yarlagadda[_156] w i l l  lead  to  r e c i p r o c a l  network r e a l i z a t i o n s .
Modern system th eory  co n ce p ts  have a ls o  been e x p lo i t e d
- 3 -
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t o  g iv e  s t a te -s p a c e  in t e r p r e t a t io n  of some o f  the  w e l l -  
known c l a s s i c a l  sy n th e s is  p ro ce d u res ,  and p r o p e r t ie s  o f  
network f u n c t i o n s .  R ecen tly ,  the  s t a t e - v a r ia b l e  techn ique 
has a ls o  found a p p l i c a t io n  in  e v o lv in g  n ov e l  a c t iv e  RC 
m u lt ip or t  network sy n th e s is  methods s u i t a b le  f o r  in t e g r a -  
f '- te d  c i r c u i t  f a b r i c a t i o n  D-§3 » » C?2 » Q f l  > D d  » D§3 »
^ [ 1 2 ; 0 . & 2 2 , Q . 5 S J .
Thus, the problem o f  r e a l i z a t i o n  o f  dynam ical systems 
assumes great s i g n i f i c a n c e  because o f  i t s  m an ifo ld  a p p l i c a ­
t io n s  in  stu d yin g  problem s o f  var iou s  e n g in e e r in g  d i s c i p l i n e s  
such as op tim al c o n t r o l ,  system th e o ry  and network th e o r y .
Having in trod u ced  the problem  of s t a t e - v a r ia b le  
r e a l i z a t i o n  f o r  l i n e a r ,  t im e - in v a r ia n t  dynam ical systems 
and d is cu sse d  i t s  im p l i c a t io n s ,  the s p e c i f i c  problems c o n s i ­
dered in  the present t h e s i s  are s ta te d  in  the next s e c t i o n .
1 .2  STATEMENT OF THE PROBLEM
The work embodied in  t h i s  t h e s i s  can be b roa d ly  
c l a s s i f i e d  in  three  s e c t io n s *
1 . S t a t e -v a r ia b le  r e a l i z a t i o n  o f  l i n e a r ,  t im e -  
in v a r ia n t  dynam ical systems,
2 . S ta te -s p a ce  in t e r p r e t a t io n  o f  some c l a s s i c a l  syn­
t h e s is  p ro ce d u re s ,  and
3. M u lt ip ort  a c t iv e  RO network sy n th e s is  w ith : a 
minimum number o f  c a p a c i t o r s .
S p e c i f i c a l l y ,  the f o l l o w in g  problem s are con s id ered  
in  t h i s  t h e s i s !
(1) New a lgorith m s are developed  f o r  ob ta in in g  minimal 
r e c i p r o c a l  r e a l i z a t i o n  from a given symmetric t r a n s f e r -  
fu n c t io n  m atrix  and symmetric impulse response m atrix .The 
a lgorithm  f o r  symmetric t r a n s f e r - fu n c t i o n  m atrix  uses 
M arkov-parameters and g iv e s  a s im pler  p roced u re , whereas, 
moments o f the impulse response are used f o r  the r e c ip r o c a l  
r e a l i z a t i o n  o f  impulse response m a tr ix .  The minimal r e c i ­
p r o c a l  r e a l i z a t i o n  i s  u s e f u l  f o r  p a ss iv e  r e c i p r o c a l  n e t ­
work s y n th e s is  o f  symmetric p o s i t i v e  r e a l  (SpR) immittance 
m a t r i c e s .
(2 )  In o rd e r  to  e s t a b l i s h  a l i n k  between s t a t e -v a r ia b le  
c h a r a c t e r i z a t io n  and s p e c i f i c a t i o n s  in  s domain, a s t a t e -  
space in t e r p r e t a t io n  o f  F os te r  m u lt ip o r t  LC network 
s y n th e s is ,  Cauer d r iv in g  p o in t  (dp) s y n th e s is ,  and w e l l -  
known c o e f f i c i e n t  matching techn ique o f  a c t iv e  RC f i l t e r  
d e s ig n ,  i s  p re se n te d .
(3) An a c t iv e  RG m u lt ip o r t  network s y n t h e s is  p roced u re , 
s u i t a b le  f o r  in te g ra te d  c i r c u i t  f a b r i c a t i o n ,  i s  e v o lv e d .  
S p e c i f i c a l l y ,  the proposed  procedure  i s  a p p lie d  t o  the 
s y n th e s is  o f  s h o r t - c i r c u i t  adm ittance m atrix , o p e n -c i r c u i t  
impedance m atrix , and tra n s fer - im p ed a n ce  m atrix  using 
o p e r a t io n a l  a m p l i f i e r s .
(4) Given a symmetric p o s i t i v e  r e a l  (SpR) immittance 
m atrix , a sy n th e s is  procedu re , based on the preced in g
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r e s u l t s ,  i s  s ta te d  f o r  p a s s iv e - r e c ip r o c a l  m u lt i -p o r t  
r e a l i z a t i o n  u s in g  R C T (re s is to r ,  c a p a c i t o r  and Id e a l  
Transform er) netw ork.
I t  i s  worthwhile to  mention th at  some a sp ects  o f  
th ese  problems have been stu d ied  by many authors £89] ,
E n d . Q . i 2  - D 2 . D U  > E 9§], D -s iJ , Q .5 5 ] , Q.65] and some 
r e s u l t s  are a v a i la b le .  The work re p or te d  in  Jj3^ | and 
B i g  i s  concerned  w ith  the f i r s t  problem where the m ini­
mal r e a l i z a t i o n  o f  a symmetric m atrix  i s  obta ined  by 
m od ify in g  the well-known Ho-Kalman a lg or ith m  [5 6 ] .  The 
procedu res  proposed in th e  presen t  t h e s i s  reduces the 
com putations c o n s id e r a b ly  by r e q u ir in g  Hankel m atr ices  
o f  low er o r d e r .
The second problem i . e .  s t a te -s p a c e  in t e r p r e t a t io n  
has been co n s id e re d  in
[ 1 1 3  , D -32  where the c l a s s i c a l  sy n th e s is  p roced u res  and 
network p r o p e r t ie s  have been r e v i s i t e d  v ia  s ta te -s p a c e  
c h a r a c t e r i z a t io n  with a view  t o  b r id g e  the gap between 
the s y n th e s is  procedu res  in  s domain and s t a t e - s p a c e .
As regards the th ir d  problem , the proced u res  due t o  
B ick a rt  and M e lv in [ l8],[95] ,Mann and P ik e [ 9 0  , and Huang{57i 
are a v a i la b l e .  But the upper bound on the number o f  a c t iv e  
elem ents requ ired  in  these  methods i s  q u ite  la r g e .  In some 
c a s e s ,  the number o f  r e s i s t o r s  req u ired  in  the r e a l i z a t i o n  
is  a ls o  m ore.
The fo u r th  problem i . e .  p a ss iv e  r e c i p r o c a l  m u lt i -  
p ort  sy n th e s is  has been in v e s t ig a te d  by Youla and 
T is s i[ l6 (J ]  , V on gpan itlerd  and Anderson [ l 5 0 j  , D-51] and 
Yarlagadda D -sg  us in g  RIGT network. The proposed  p ro ce d ­
ure in  t h is  t h e s is  i s  f o r  p a ss iv e  r e c i p r o c a l  m u lt ip o r t  
RCT network and re q u ire s  a minimum number o f  c a p a c i t o r s .
1 .3  ORGANISATION OF THE THBSIS
Having s ta te d  the problem in the p reced in g  s e c t io n ,  
the o rg a n iz a t io n  o f  the  rem aining part o f  the  t h e s i s  i s  
g iven  below .
In Chapter I I ,  the problem o f  s t a t e - v a r ia b le  r e a l i ­
z a t io n  o f  l i n e a r ,  t im e - in v a r ia n t  dynam ical systems i s
in tr o d u c e d .  Having g iv en  some system th e ory  p r e l im in a r ie s ,  
a h i s t o r i c a l  rev iew  o f  some s e l e c t i v e  l i t e r a t u r e  on minimal
r e a l i z a t i o n  methods o f  l i n e a r  dynam ical system s, s t a t e -  
space in te r p r e t a t io n  o f  some w ell-know n network p r o p e r t ie s  
and s y n th e s is  p ro ced u re s ,  g e n e ra l  s t a t e - s p a c e  p a ss iv e  
network sy n th es is  based on reacta n ce  e x t r a c t io n  te ch n iq u e , 
and m u lt ip o r t  a c t iv e  RC network sy n th es is  p roced u res , i s  
p re s e n te d .  The well-known Ho-Kalman algorithmQjCl a lso  
d is c u sse d  because o f  i t s  im portance and use in  the subse­
quent work in  t h i s  t h e s i s .
The minimal r e c i p r o c a l  r e a l i z a t i o n  a lgor ith m s, f o r  
symmetric t r a n s f e r - fu n c t i o n  m a tr ix ,  and symmetric 
impulse response  m atrix  us in g  moments, are developed  in  
Chapter I I I .  The use o f  moments o f  the impulse response
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i s  advantageous in  the presence  o f  n o i s e .  The proposed  
proced u res  are s im p le r  and com putations are c o n s id e r a b ly  
reduced as they  re q u ire  Hankel m a tr ices  o f  low er dimen­
s i o n s .  S u p e r io r i t y  of the r e a l i z a t i o n  te ch n iq u e s  evo lved  
here in  regard t o  s i m p l i c i t y  and e leg a n ce  i s  amply 
i l l u s t r a t e d  w ith the help  o f  s u i t a b le  exam ples.
Chapter IV i s  devoted  to  seek in g  s t a te -s p a c e  i n t e r ­
p r e t a t io n  o f  F os te r  m u lt ip o r t  LC network s y n th e s is ,
Cauer d r iv in g  p o in t  s y n th e s is ,  and c o e f f i c i e n t  matching 
techn ique  f o r  a c t iv e  RC second ord er  f i l t e r  d e s ig n .
f
In Chapter V, new a c t iv e  RC m u lt ip o r t  network 
sy n th es is  p roced u re , w ith  a minimum number o f  c a p a c i t o r s  
and s u it a b le  f o r  in te g ra te d  c i r c u i t  f a b r i c a t i o n ,  is  
d is c u s s e d .  The proposed  approach o f  a c t iv e  RC m u lt ip or t  
network sy n th es is  is  f i r s t  o u t l in e d .  S ubsequently , the 
sy n th e s is  o f  s h o r t - c i r c u i t  adm ittance m atrix , o p e n -c i r c u i t  
impedance m atrix , and tra n sfer -im p ed a n ce  m atrix  us in g  
o p e r a t io n a l  a m p l i f ie r s  i s  c o n s id e r e d .  The proposed method 
i s  i l l u s t r a t e d  with the  help  o f  s u i t a b le  examples. A lso , 
based on the above approach, a p a ss iv e  r e c i p r o c a l  m u lt ip or t  
sy n th e s is  procedure u s in g  RCT network f o r  SpR immittance 
m atr ices  i s  b r i e f l y  d e s c r ib e d .  Examples are g iven to  i l l u s ­
t r a t e  the p ro ce d u re .
Chapter VI c o n ta in s  a summary o f  the r e s u l t s  presented  
in  t h i s  t h e s i s ,  Some s u g g e s t io n s ,  f o r  fu r t h e r  in v e s t i g a t ­
ion s  in  t h is  f i e l d  which m ight lea d  t o  some in t e r e s t in g  
r e s u l t s ,  have been in c lu d ed  at the end o f  t h i s  ch apter .
- 8 -
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CHAPTER I I  
REVIEW AND GENERAL CONSIDERATIONS
2 .1  INTRODUCTION
The c h a r a c t e r i z a t io n  of a r e a l  dynamical system 
by a s u i t a b le  m athem atical model us c o n s id e re d  t o  be 
one o f  the most im portant and in t e r e s t i n g  problems in  
th e  study  o f  systems and netw orks . Once a mathematical 
d e s c r ip t io n  i s  ob ta in ed , i t  can be used to  o p t im ize ,  
c o n t r o l  or p r e d ic t  fu tu r e  behav iou r o f  a p h y s ic a l  p r o c e s s .
The problem of d e te im in in g  a minimal sta te -m od e l 
from in p u t -o u t  o r  e x te r n a l  d e s c r ip t io n  has r e ce iv e d  
c o n s id e r a b le  a t t e n t io n  in  the  re cen t  years  as i s  ev id en ­
ced by the abundance o f t e c h n ic a l  papers C 2 H . M . G U .  
M  - B 2  • E*S - B S  , B 2 , Q.17] , and con se q u en tly  a f a i r l y  
com plete  r e a l i z a t i o n  th e o r y  has been e v o lv e d .S ta te -m o d e l  
r e a l i z a t i o n  has assumed grea t  importance in  network th e ­
ory  a ls o  because o f  the  modem trend  o f  c a r r y in g  out n e t ­
work s y n th e s is  v ia  s t a te - s p a c e
□ . o s ] , [13  g , [15 s . As the fre q u e n cy  domain methods may 
s t i l l  be p re fe r r e d  f o r  l i n e a r ,  t im e - in v a r ia n t  systems 
f o r  many design  problem s, th e  in t e r p r e t a t io n  o f  one d es­
c r i p t i o n  from the o th er  has a ls o  a t t r a c t e d  the a t te n t io n  
o f  s e v e r a l  authors and some well-known c l a s s i c a l  sy n th es is  
methods have been re-exam ined in  s t a te -s p a c e  terms £  5 3  » 
£913  ,.[?<g , e g  , Q<g , PS , CefJ , [85] , [ 133] . R ecen tly ,
-lo­
s t  a t e -v a r ia b le  te ch n iq u es  have been e x p lo i t e d  t o  develop  
new a c t iv e  RC m u lt ip o r t  network sy n th e s is  procedu res  
s u ita b le  f o r  in te g r a te d  c i r c u i t  f a b r i c a t i o n  d §  . m .
D 3 . 1 5 3 .  D U . D - o f l , D-2d  • 0 -22 . C ^ f ]  • A lso , s t a t e -  
v a r ia b le  r e p re s e n ta t io n  i s  most con ven ien t  f o r  t im e -  
v a ry in g  and n o n - l in e a r  systems and networks Jj7|] , [85] ,
Q o g , Q.og, Cl2x| , D-3d  * D-42].
This ch a p te r  su rveys  some s e l e c t i v e  l i t e r a t u r e  on 
minimal r e a l i z a t i o n  o f  l i n e a r ,  t im e - in v a r ia n t  dynamical 
system s, and p a ss iv e  and a c t iv e  network sy n th e s is  p ro ce ­
d u re s .  The r e a l i z a t i o n  a lgorithm  due t o  Ho-KalmanQjS] 
i s  d iscu sse d  in  some d e t a i l  because o f  i t s  im portance in  
the subsequent work in t h is  t h e s i s .
2 .2  STATE-VARIABLE DESCRIPTION OF LINEAR DYNAMICAL 
SYSTEMS AND NETWORKS
A l i n e a r ,  t im e - in v a r ia n t , m u l t i - v a r ia b le ,  f i n i t e ­
d im en sion a l dynam ical system may be d e s c r ib e d  in many 
d i f f e r e n t  ways. However, th ere  are two standard forms in 
which a p r e c i s e  d e f i n i t i o n  can be g iven  t o  the  system .
The f i r s t  is  by means o f  in p u t-ou tp u t  o r  e x te rn a l  d e s c ­
r i p t i o n  and the second i s  by means o f  in t e r n a l  or  s t a t e -  
v a r ia b le  d e s c r ip t i o n .  In the f i r s t  ca s e ,  th e  system is  
c h a r a c te r iz e d  by a qxp r a t i o n a l  t r a n s fe r - fu n c t io n  m atrix , 
G( s ) ,  which r e la t e s  th e  Laplace tran sform  o f  the input 
p - v e c t o r  U(s)  t o  the Laplace tran sform  o f  the  output
q - v e c t o r  Y(s )  through
Y( s )  = G(s)  U(s)  . . .  ( 2 . 1 )
Another in p u t-ou tp u t  d e s c r ip t io n  o f  the dynamical system 
i s  by means o f  a qxp impulse response m atrix
G( t )  = » i = l , 2 , . . . , q ,  j = l , 2 , . . . , p ,
where i s  ’the im pulse response between the j t h
input te rm in a l and the i t h  output te rm in a l .
Thus G(s)  or G( t )  y i e ld  an e x te r n a l  d e s c r ip t io n  
( in p u t -o u tp u t  mapping) o f  a dynam ical system .
In the case  o f  s t a t e - v a r ia b le  r e p r e s e n ta t io n ,  
the system i s  governed by the c a n o n ic a l  s t a te -s p a c e  
eq u a tion s  o f  the form
x ( t )  = A x ( t )  + B u ( t )
. . .  (2 .2 )
y ( t ) = C x ( t ) + D u ( t )
where the output q - v e c t o r  y ( t )  and the input p -v e c t o r  
u ( t )  are r e la t e d  v ia  an a b s tra c t  in term ed iate  v e c t o r  
v a r ia b le ,  the s ta te  n v e c t o r  x ( t ) ,  which i s  a v e c t o r  
fu n c t io n  o f  t i n e .  The m a tr ices  A, B, G, and D are r e a l  
con sta n t  m atr ices  o f  d im ensions nxn, nxp, qxn and qxp 
r e s p e c t i v e l y .
I t  i s  easy  t o  see th a t  t h e  t r a n s f e r  fu n c t io n  
m atrix  G(s)  i s  r e la te d  t o  th e  s t a t e - v a r ia b le  d e s c r ip t ­
ion  ( 2 . 2 ) ,  by
G(s)  = D + G ( s i  -  A )"1 B . . .  ( 2 . 3 )
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I t  may be n oted  that w h ile  c h a r a c t e r i z in g  a system by 
the equ a tion  ( 2 . 2 ) ,  we have assumed that G(s)  has no 
p o le  at i n f i n i t y ,  i . e .  G(oo) i s  f i n i t e .  In f a c t  i f  
G(s)  p o s se ss e s  a p o le  at i n f i n i t y ,  the  .a sso c ia te d  ; 
s t a te -s p a c e  eq u a tion s  ( 2 . 2 )  have e x tr a  terms in v o lv in g  
the f i r s t  d e r iv a t iv e  o f  the  sou rces  ( i . e .  u ( t )  terms 
are p re s e n t )  £99] , D-44] « As w i l l  be seen l a t e r ,  i t  i s  
s u f f i c i ent in  our work_ t o  assume t hat the  ^ c a n o n ic a l  s t a t e -  
space equat io n s  ( 2 . 2 )  a p p l i e s .
I t  i s  c l e a r  th at any quadruple { a ,B ,C ,d}  d e te r ­
mines a G (s) w ith G(oo) f i n i t e .  The c o n v e r s e , how ever, i s  
not obviou s im m ed ia te ly . I t  i s  known, however, p a .
£23  » £5*E3 , £63] , [137] , £160] , th a t  any G(s)  does d e t e r ­
mine an i n f i n i t y  o f  t r i p l e s  \ A, B, C} such th at  ( 2 . 3 )  
h o ld s  w ith  D = G(oo) . The methods o f c o n s t r u c t in g  the 
t r i p l e s  are d iscu ssed  in th e se  r e f e r e n c e s ,  th e  most 
s i g n i f i c a n t  ones being  the a lgor ith m  due t o  Ho-Kalman£> 
which w i l l  be d is cu sse d  l a t e r .
D e fin it io n  2 .1
.Any quadruple |A,B,C,D} s a t i s f y i n g  ( 2 . 3 )  i s  c a l l e d  
a r e a l i z a t i o n  o f  G( s ) ;  a r e a l i z a t i o n  f o r  which A has 
the sm a lle s t  dim ension i s  termed an i r r e d u c ib le  o r  a 
minimal r e a l i z a t i o n .
The minimal dim ension o f  A i s  the s m a lle s t  dimen­
s io n  o f  a s ta te  v e c t o r  which i s  s u f f i c i e n t  t o  d e s c r ib e  
the dynamics o f  the system , and t h i s  dim ension i s  c a l l e d  
the degree  o f  G( s ) ,  denoted  by 6£G(s[] .
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The con cept  o f  degree  has appeared in  many p u b l ic a ­
t i o n s  in  the f i e l d  o f  network and c o n t r o l  th eory  and 
v a r iou s  d e f i n i t i o n s  t o  i t  have been g iven  from time t o  
time Q . O , p . l l 0  » C Q jT e l le g e n  d e f in e s  the o rd er  o f  a n e t ­
work as the maximum number o f  n a tu ra l f r e q u e n c ie s  obta ined  
by embedding the g iven netw ork in  an a r b i t r a r y  p a ss iv e  
netw ork . His o rd e r  d e f i n i t i o n  agrees w ith M cM illan 's  
d e f i n i t i o n  o f  the degree  which d en otes  th e  minimum number 
o f  r e a c t iv e  elements re q u ired  in  any p a s s iv e  sy n th e s is  
o f  a p o s i t i v e  r e a l  impedance m atrix  Z( s )  . KalmanjjSf] has 
shown that th ese  o th er  d e f i n i t i o n s  are th e  same as that  o f  
d e f i n i t i o n  2 .1 ,  p rov ided  th at  p o le s  at i n f i n i t y  are p ro ­
p e r ly  accounted f o r .
S ev e ra l im portant p r o p e r t ie s  o f  minimal r e a l i z a t i o n s  
may be n oted  as f o l l o w s
( i )  Minimal r e a l i z a t i o n s  are determined by G(s)  u n iqu ely  
t o  w ith in  a r b it r a r y  s t a t e - s p a c e  c o -o r d in a t e  tra n s form a t­
i o n s .  In o t h e r  words, i f  {  A, B, C, d}  i s  a minimal r e a l ­
i z a t i o n ,  a l l  p o s s ib le  e q u iv a le n t  minimal r e a l i z a t i o n s  are 
g iven  by , ( 3 3  ,
A = T "XA To , B = T“ XB, C = C TQf D = D . . .  ( 2 . 4 )
where TQ ranges ov e r  a l l  n o n -s in g u la r  con sta n t m a tr ic e s . 
E quations ( 2 . 4 )  r e s u lt  from  the change o f  s ta te -s p a c e  
b a s is  x = Tqx ; f o r  a g iv e n  non-m inim al r e a l i z a t io n ,o t h e r s  
are gen erated  by an a r b it r a r y  n o n -s in g u la r  m atrix  TQ in
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( 2 . 4 ) ;  however not a l l  non-minimal r e a l i z a t i o n s  can be 
so gene rat e d [ jQ .
( i i )  The dim ension o f  a minimal r e a l i z a t i o n  o f  a t r a n s ­
f e r  fu n c t io n  G(s)  i s  c a l l e d  the d e g ree ,  6£G (sQ » o f  G-(s), 
and i s  r e la t e d  t o  the minimal number o f  e n e rg y -s to ra g e
o r  r e a c t iv e  elem ents in  any p a ss iv e  network s y n th e s is  o f  
a r e a l i z a b le  m atrix  G( s ) .
( i i i )  I f  { a , B, C, Dj. i s  m inimal, the  r e a l i z a t i o n  i s  
c o m p le te ly  c o n t r o l l a b l e  and o b s e r v a b le j j j j ]  , which means, 
that
rankjjB, AB, A2B..........A11" 1! ]  = ra n k jc  ' ,  A'C (A11-1/  C|]
= n . . .  ( 2 . 5 )
*rhere A i s  nxn and prime den otes  m atrix  t r a n s p o s i t i o n .
I t  i s  c l e a r ,  on o b se rv in g  p ro p e r ty  ( i ) ,  that the 
p r o p e r t ie s  o f  c o n t r o l l a b i l i t y  and o b s e r v a b i l i t y  are 
independent o f  the p a r t i c u la r  c h o ice  o f  b a s is  in  the 
s t a t e - s p a c e .
I t  may be noted  th a t  th e  m atrix  sequence 
A'C (A11- 1 ) *C [] i s  known as an o b s e r v a b i l i t y
m atrix  [ 9 0  » D-09] , which w i l l  be used in  Chapter IV as 
a n o n -s in g u la r  c a n o n ic a l  tra n s form a tion  m a tr ix .
In the next s e c t i o n ,  a h i s t o r i c a l  rev iew  o f  v a r i ­
ous minimal r e a l i z a t i o n s  methods and network sy n th es is
«
p rocedu res  i s  o u t l in e d .
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2 .3  REVIEW
In t h is  s e c t io n , a h i s t o r i c a l  developm ent, o f  
v a r io u s  minimal r e a l i z a t io n  a lg or ith m s, s ta te -s p a c e  
p a s s iv e , and a c t iv e  sy n th e s is  methods and s ta te -s p a c e  
in te r p r e ta t io n  o f  some c l a s s i c a l  sy n th es is  p ro ced u res , 
i s  b r i e f l y  d is c u s s e d .
2 . 3 . 1  H is t o r i c a l  Review o f  Minimal R e a liz a t io n  Methods
The problem o f  d e r iv in g  a minimal r e a l i z a t i o n  of 
a l i n e a r  dynam ical system was f i r s t  in trod u ced  by 
KalmanQjJ] in  1963, who gave an a lgorithm  f o r  determ in­
in g  a t r i p l e  o f  m a tr ice s  {A, B, C f, which d e s c r ib e s  the 
system  b eh av iou r  in  the usua l s t a t e - s p a c e ,  from the 
knowledge o f  any o th er  g iven  c h a r a c t e r i z a t i o n .  At the same 
t im e .,G ilb ert  [ 45] a ls o  gave a method f o r  com puting s t a t e -  
v a r ia b le  d i f f e r e n t i a l  equation s from a t r a n s f e r - fu n c t io n  
m a tr ix . Both the above methods h ea v il y  r e l y  on the dual  
c o n c e p t s o f  c o n t r o l l a b i l i t y  and ob s e r v a b i l i t y . In 1965, 
Kalman, em ploying the c l a s s i c a l  th e o ry  o f  e lem entary  
d i v i s o r s  and the language o f  n od u les , proposed a new 
a lg or ith m  f o r  c o n s t r u c t in g  the s ta te -e q u a t io n s  from a 
g iven  t r a n s f e r - fu n c t io n  m atrix  having m u lt ip le  p o le s  I M .  
This a lg or ith m  e x h ib i t s  the c a n o n ic a l  form , under e q u i­
v a le n ce ,  o f  a r e c ta n g u la r  p o lyn om ia l m atrixjjf^] . Based 
\ /  on Kalman’ s approach [65] , a minimal r e a l i z a t i o n  method 
was suggested  by Ra;ju|jLl9j . He o b ta in s  th e  o rd er  o f  the
system and the s ta te  m atrix  A by f o l l o w in g  the method 
o f  m .  and th e  m a tr ices  B and C are obta ined  by draw­
in g  s ig n a l  f lo w  graph. In 1965, Ho and Kalman [ 3 d  » based 
on the study o f  Markov param etersQ 2] , e v o lv ed  an i r r e d ­
u c i b l e  r e a l i z a t i o n  a lg or ith m , which i s  co n s id e re d  t o  be 
one o f  the  most u s e fu l  and c o m p u ta t ion a lly  s im p le r  one.
The impulse response data o f  th e  system , which i s  assumed 
t o  have zero  i n i t i a l  s t a t e ,  can be g iven  in  the time or 
the s-domain in  the form o f  Markov param eters . Ho and 
Kalman a lgor ith m  hinges on " t h e  g e n e ra liz e d  Hankel matrix" 
c o n s tru c te d  from the Markov param eters , /in in t e r e s t i n g  
p roced u re , f o r  computing a s t a t e - v a r ia b le  m odel, in  the 
c a n o n ic a l  form o f  Bucy[2 5] , from  the g iven m atrix  o f  
impulse response sequences o f  a f in i t e - d im e n s io n a l  d i s -  
c r e t e - t im e  l i n e a r  co n s ta n t  dynamical system, was proposed 
by Ackermann and BucyQQ in  1971. The c o n s t r u c t io n  i s  an 
a lt e r n a te  to  the Ho-Kalman algorithm {j?£] in  which two 
tra n s form a tion  m a tr ices  P and Q must be fou n d . S ince P 
and Q in  Q>5] are n ° t  unique, the  r e a l i z a t i o n  obta ined  
by Ho and Kalman i s  not in  any s p e c ia l  ca n o n ic a l  form . 
A lbertson  and WomackQQ a ls o  gave an a lgorith m  f o r  comput­
ing  the dimension o f  and c o n s t r u c t in g  i r r e d u c ib le  r e a l i z a ­
t i o n  o f  a p r e s c r ib e d  system t r a n s f e r - f u n c t i o n . T h e ir  
procedure  i s  sim ple and p r o v id e s  more in s ig h t  in t o  the 
p h y s ic a l  s i g n i f i c a n c e  o f  the problem . In 1969, Gopinath[45j 
suggested  a new method f o r  computing the parameters which 
determine the  d i f f e r e n t i a l  eq u a tion s  g overn in g  a l i n e a r
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t im e - in v a r ia n t  m u lt iv a r ia b le  system . Unlike e a r l i e r  
a p p ro a ch e s ,th is  method[45] does not in v o lv e  com putation 
o f  the impulse r e s p o n s e .  One o f  the main advantages o f  
the method[ 4 2  is  i t s  easy  g e n e r a l i z a t io n  t o  the case  
when the g iven  d a t a  i s  contam inated with n o i s e .  Based on 
Gopinath a p p ro a ch [4 5 ] , a d i r e c t  procedure f o r  o b ta in in g  
a minimal r e a l i z a t i o n  from in p u t -o u tp u t  o b se rv a t io n s  was 
presented  by BudinQ?4] which im proves the com putationa l 
requ irem en ts . One o f  the important b y -p ro d u c ts  o f  t h i s  
procedure is  a w e l l -d e f in e d  s t ru c tu re  f o r  th e  r e a l i z a ­
t i o n .  In 1969* W olovich and Falbp.54| s ta ted  and proved 
a s tru c tu re  theorem f o r  t im e - in v a r ia n t  m u lt iv a r ia b le  
l in e a r  system s, which is  then a p p lie d  t o  ob ta in  an a l g o r i ­
thm analogous t o  that o f  Mayne[97] f o r  s o lv in g  th e  problem 
o f  r e a l i z a t i o n .  Another in t e r e s t i n g  method f o r  the d e t e r ­
m ination o f  s t a te -s p a c e  r e p re s e n ta t io n  f o r  l in e a r  m u lt i -  
v a r ia b le  systems has been g iv e n  by V o lo v i c h [ l5 f ]  .
Bruni et a l .Q ? l ]  a ls o  proposed  a r e a l iz a t io n  method based 
on the moments o f  tfie im pulse respon se m a tr ix . A lthough, 
t h is  p r o c e d u r e u t i l i z e s  the Ho-Kalman algorithm Q>£] ♦ 
but the Hankel m atrix  in  t h is  ca se  i s  c o n s tru c te d  from  
th e  moments in  p la c e  o f  Markov param eters. As d is cu sse d  
in  in  th e  p resen ce  o f  n o i s e , com putation  o f  moments
i s  p re fe ra b le  t o th a t  o f  Markov param eters whi c h a re the 
l o c a l  t im e -d e r iv a t iv e s  o f  th e  impuls e  respon se  m atrix .A  
new method f o r  r e a l i z in g  a r a t io n a l  t r a n s fe r - fu n c t io n  
m atrix  in to  an ir r e d u c ib le  Jordan c a n o n ic a l form  s t a t e -  
eq u a tion  was p resen ted  by Kuo[80] . Youla and T issi| j.60] ,
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and S i lv e rm a n [ l3 f ]  , a ls o  gave p ro ce d u re s ,  "based on the 
Hankel m a tr ic e s ,  to o b ta in  minimal r e a l i z a t i o n s  from 
in p u t-ou tp u t  d a ta .  R ecen tly ,  an in t e r e s t i n g  i r r e d u c ib le  
r e a l i z a t i o n  a lg or ith m  was proposed  by Chen and M i t a l j j ^  . 
The procedure i s  a s i m p l i f i c a t i o n  o f  the methods based 
on Hankel mat r ice s£ 5 £ ]  , [137] , £l60] . Compared w ith the 
e x i s t in g  methods, t h i s  a lg o r i t h m ^ ^  uses Hanke l  ma t r i c e s  
o f  sm a lle r  o r d e r  th ereby  re d u c in g  s i g n i f i c a n t l y  the com­
p u tin g  time and memory sto ra g e  r e q u ir e d .
Apart from  the above proced u res o f  d i r e c t  computa­
t io n  o f  minimal r e a l i z a t io n s  from  in p u t-ou tp u t d e s c r ip t ­
io n , th ere  are some o th er  methods which are based upon 
the re d u c t io n  o f  su b -op tim a l r e a l iz a t io n s  to  minimal ones
During re ce n t  y e a rs , the minimal p a r t ia l  r e a l i z a ­
t io n  problem  o f  m u lt iv a r ia b le  l in e a r  con stan t dynam ical 
system when o n ly  f i n i t e  in p u t-o u tp u t  data  i s  a v a i la b le ,  
has been stu d ied  by Kalman Q>7] , TetherQ .4^] * Ackerm annQl] 
and D ick inson  e t  a l .
R ecen tly  minimal r e c ip r o c a l  r e a l iz a t io n  from  
symmetric t r a n s fe r - fu n c t io n  m atrix  and im pulse response 
m atrix  have been ob ta in ed  by Lai and S in g h Q j^ ],L a l e t  a l .  
[831 * Pu r i  and T a k e d a [ll6 ] . E s s e n t ia l ly ,  th e  m ethods[8^] , 
B i g  are th e  m o d if ic a t io n s  o f  Ho-Kalman algorithm Q>£] . 
These r e a l i z a t io n s  are im portant in  p a ss iv e  netw ork 
sy n th es is  as th ey  r e s u lt  in  r e c ip r o c a l  n etw ork s.
I t  is  w orthw hile t o  m ention th at the d is c r e t e  ca se
i s  analogous t o  the con tinu ous one and the methods o f  
con tinu ous time s o lu t io n s  are e q u a l ly  a p p l i c a b le  t o  the 
th eory  o f  d i s c r e t e  time minimum r e a l i z a t i o n s .
In the next s e c t io n  the  minimal r e a l i z a t i o n  a l g o r i ­
thm due to Ho-Kalman 135] i-s g iv e n .
2 . 3 . 2  The Ho and Kalman Algorithm
Here we d is cu s s  b r i e f l y  the well-known Ho-Kalman 
a lg o r i t h m ^ ? ]  ob ta in  a minimal r e a l i z a t i o n  o f  a l in e a r  
con sta n t  dynam ical system from i t s  in p u t-ou tp u t  s p e c i f i c a ­
t i o n s  g iv e n  in  the form o f  M arkov-param eters[4^1 . The 
r e a l i z a t i o n  problem  can be s ta te d  as follows*.
"G iven  a sequence o f  qxp con sta n t  m a tr ic e s ,  Y^(Markov 
p ara m eters ) ,  k = 0 , l , 2 , . . . ,  f in d  a t r i p l e  (A, B, Cf o f  co n s ­
tan t  m atr ices  such that
Y, = C Ak B k = 0 ,1 ,2 ,  . . .  " .
k . . .  (2.6)
The sequence Y^ has a f i n i t e  d im ensional r e a l i z a t i o n
i f  and on ly  i f  th ere  i s  an in t e g e r  r  and co n s ta n ts
v Q» such th at
TTr + j = j 1 v i  Yr +j - i  f o r  a l l  j  > 0 . . .  ( 2 . 7 )
where the d egree  r  o f  the a n n ih i la t in g  p o ly n o m ia l[42] o f  
Affiin i s  assumed t o  be known. L a ter , a method t o  determine 
r  i s  a ls o  g iv e n .  Now, wo d e s c r ib e  the procedure  o f  co n s ­
t r u c t in g  a minimal r e a l i z a t i o n .
The a lg or ith m  begins by g e n e ra t in g  the  r x r  b lo c k  
m atrix  (G en era lized  Hankel m atrix ) b u i l t  out o f  the
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Markov parameters!
' 0
Y , Y r - 1  r
• # • • r - 1  i
2 r -2
= IY.
Li + j - 2 ; . . .  (2. 8)
I f  Y  ^ has a f i n i t e  d im en sion a l r e a l i z a t i o n ,  then
nQ = rank Sr  .
The f o l l o w in g  s te p s  y i e l d  an i r r e d u c i b l e  r e a l i z a ­
t i o n .
Step I  Generate th e  m atrix  S .
Step I I  Find n o n -s in g u la r  m atr ices  P and Q such th a t
n 0 • 1
o !
= j . . .  ( 2 . 9 )
where I n i s  an nxn u n it  m atr ix , n = rank S^, and J i s 
an idem potent.
Step I I I  Let S be the b lo c k  m atr ix  [  I 0 , . . . , 0q u q q q J
and l e t  u lh  denote  the o p e ra to r  which p ick s  out upper 
l e f t -h a n d  b lo c k .  Then a minimal r e a l i z a t i o n  o f  Y  ^ i s  
g iven  by
A = u lhQ  J P ( t  Sr ) Q j ]  , . . .  ( 2 . 10a)
. . .  (2 .10b ) 
. . .  (2 .1 0 c )
B = u l h £  J P S r E ' ]  ,
and G = u lh £  E^ S^ Q JJ ,
where t i s  a co n sta n t  and
• • • •
x Sr (2.11)
The procedure  d e s c r ib e d  above makes on ly  one assum ption,
namely a knowledge o f  the in t e g e r  r .  In o r d e r  to  d e t e r ­
mine r ,  i t  i s  g iv en  the v a lu es  1 , 2 , . . . , e t c .  . For each
r •
value o f  r ,  the rank o f  S i s  determ ined . That value o fr
r  i s  chosen , when
o f  w ell-know n network p r o p e r t ie s  and c l a s s i c a l  sy n th e s is  
procedu res  is  b r i e f l y  rev iew ed .
2 . 3 . 3  S ta te -S p a ce  I n t e r p r e ta t io n
As mentioned e a r l i e r ,  the s t a t e - v a r ia b le  tech n iq u es  
have r e c e n t ly  emerged as a pow erfu l t o o l  in  the f i e l d  o f  
modern network and c o n t r o l  th e o r y .  However, the  importance 
o f  freq u en cy  domain methods can not be d isparaged  because 
o f  t h e i r  a p p l i c a t i o n s  in  the m a jo r i ty  o f  d es ig n  problems 
o f  l i n e a r ,  t im e - in v a r ia n t  dynam ical systems and netw orks. 
T h ere fo re ,  i t  i s  q u ite  im portant t o  e s t a b l i s h  communica­
t i o n  l in k s  between the s t a t e - v a r ia b le  c h a r a c t e r iz a t io n  
and the in p u t -o u tp u t  d e s c r ip t i o n  o f  netw orks. Some endea­
vours have a lre a d y  been made in  t h i s  d i r e c t i o n .  The
rank Sr  = rank S .
s t a t e - s p a c e  in t e r p r e t a t io n  o f  the common terms such as 
p o le s  and z e r o s  e t c .  has been g iven  by B rocket [ 2 0 ] .  
Kuh[74] a ls o  d e r iv e d  the s im i la r  e x p re ss io n s  f o r  the 
p o le s  and z e r o s  by s ig n a l  f l o w  graph re p re s e n ta t io n  o f  
th e  s ta te -s p a c e  d e s c r ip t io n  o f  l i n e a r  system s. Techniques 
f o r  e v a lu a t in g  the p o le s  and z e ro s  o f  a s c a la r  t r a n s f e r -  
fu n c t io n  from the s ta te -e q u a t io n s  o f  the systems were 
d eve loped  by Sandberg and So{j.3|] .F u rth er , Anderson and 
B ro ck e t [9] gave a s t a te -s p a c e  in t e r p r e t a t io n  o f  m u lt ip or t  
D arlington  s y n t h e s is .  The p o s i t i v e  re a ln e ss  o f  a m atrix 
□ a .  and d eterm in ation  o f  an impedance fu n c t io n  from 
i t s  even [68] , [ l l 2  , and oddp.14] p a rts  have a lso  been 
in v e s t ig a t e d  from s t a t e - s p a c e  p o in t  o f  v iew . R ecen tly ,
Lai and Singh [87] have d e r iv e d  some well-known p r o p e r t ie s  
o f  LC and RC networks e t c .  in  s t a te -s p a c e  terms and have 
a ls o  g iven the s t a te - s p a c e  in t e r p r e t a t io n  o f  c l a s s i c a l  
F o s te r  and Cauer sy n th es is  p ro ce d u re s .
The s t a te -s p a c e  in t e r p r e t a t io n  of F o s te r  sy n th es is  
method f o r  d r iv in g  p o in t  immittance fu n c t io n  o f  LC n e t ­
work has been g iven  by P uri and Takeda & 1 S . and Jain {5^. 
Puri and T a k ed a [l l5 ]  r e a l i z e  the LC F o s te r  c a n o n ic a l  n e t ­
work by f in d in g  the re s id u e s  a s s o c ia te d  w ith  th e  p a r t ia l  
f r a c t i o n  expansion o f  th e  l o s s l e s s  network fu n c t io n  to  
be sy n th es ized  in  terms o f  th e  Markov-parameters which 
are deduced from a knowledge o f  the { A, b , c }  m atr ices  in  
th e  s t a te -s p a c e  fo r m u la t io n .  On the o th er  hand, J a in [55] 
u ses  n o n -s in g u la r  o b s e r v a b i l i t y  m a tr ix | 3 3  as a
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tra n s form a tion  f o r  a c a n o n ic a l  s ta te -m o d e l  r e p re s e n ta ­
t i o n  o f  the F o s te r  network which i s  then compared w ith 
a s im i la r  c a n o n ic a l  s ta te  model w r it te n  d i r e c t l y  in 
terms o f  the c o e f f i c i e n t s  o f  the  network f u n c t i o n .  Thus 
th e  element v a lu e s  are determ ined, v ia  s t a te -s p a c e  
c h a r a c t e r i z a t io n ,  in  terms o f  th e  c o e f f i c i e n t s  o f  the 
network fu n c t io n  t o  be s y n th e s iz e d .
The n o t io n s  o f  p a s s iv i t y  and r e c i p r o c i t y  u s e fu l  
f o r  s t a te -s p a c e  p a ss iv e  s y n th e s is  are b r i e f l y  d iscu sse d  
n e x t .
P a s s iv i t y  C r i t e r io n
The in t e r p r e t a t io n  o f  the p o s i t i v e  r e a l  c o n s t ­
r a in t  — u s u a l ly  viewed as a fre q u e n cy  domain c o n s t r a in t — 
in  terms o f  a s t a t e - s p a c e  r e a l i z a t i o n  o f  a p re s c r ib e d  
p o s i t i v e  r e a l  m atrix  was g iven  by AndersonQ5H and i s  
g e n e r a l ly  known as p a s s iv i t y  c r i t e r i o n  o r  A nderson 's  
system theory  c r i t e r i o n ,  o r  A nderson 's  p o s i t i v e  r e a l  
lemma, which i s  s ta te d  as fo l lo w s ^
Lemma 2 .1
Let Z ( s )  be a m atrix  o f  r a t io n a l  fu n c t i o n s  such 
that Z(cc) i s  f i n i t e  and Z( s )  has p o le s  which l i e  in  
Re s 0, or  are simple on Re s = 0 , and {A, B, C, D) 
be a minimal r e a l i z a t i o n  o f  Z ( s ) .  Then Z( s )  i s  p o s i ­
t i v e  r e a l  i f  and o n ly  i f  there  e x i s t s  a symmetric p o s i ­
t i v e  d e f i n i t e  m atrix  P and r e a l  m atr ices  Tif and Lo
such that
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PA + A'P = - L ' L
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PB = C' -L*  VQ ,
W' = D + D 1o o ’
. . .  (2 .12)
and th ere  e x i s t s  a m atrix  W(s) ,  unique to  w ith in  l e f t  
m u l t ip l i c a t i o n  by a con stan t  o r th og o n a l m atrix  such that
Z( s )  + Z ’ ( - s )  s  W ' ( - s )  W(b) .  . . .  (2 .1 3 )
W(s) i s  found by us in g  a lemma on s p e c t r a l  f a c t o r i z a ­
t i o n ,  due t o  Y oula [lO ] •
R e c ip r o c i t y  C r i t e r io n
The f o l l o w i n g  theorem due t o  Y arlagadda[l55 ] con ­
ce rn in g  r e c i p r o c i t y  i s  s ta te d  b e low .
THEOREM 2 .1  Let Z( s )  be an pxp m atrix  o f  r e a l  
r a t i o n a l  t r a n s f e r - fu n c t i o n s  w ith  Z(co)  f i n i t e ,  and l e t  
Z ( s )  p o s s e s s e s  a s ta te -m od e l  o f  the form
X = A X + B U ,
Y = C X + D U ,
. . .  (2 .1 4 )
such that
( I  + I ) M 1 = M{ ( l  + £ )  . . .  (2 .1 5 )
where I i s  an u n it  m a tr ix , £  i s  an unique d ia g o n a l m atrix 
o f  + l ' s ,  + d en otes  d i r e c t  sum, and
~D C":
» 1 B
' B A
i f  and on ly  i f
Z ( s )  = Z ’ ( - s )
I t  may be noted  th a t  i t  i s  ra th e r  d i f f i c u l t  
t o  s a t i s f y  both  p a s s iv i t y  and r e c i p r o c i t y  c o n d i t io n s  
s im u lta n eou s ly .  However, i t  has been shown in m  that 
a l l  r e c i p r o c a l  r e a l i z a t i o n s  f o r  RL and RC impedance 
m a tr ices  are p a s s iv e .
^  2 . 3 . 4  General P a ss iv e  Network S yn th esis
In t h is  s e c t i o n ,  we rev iew  an in t e r e s t in g  app­
roach  t o  p a ss iv e  network sy n th e s is  us in g  s t a t e -v a r ia b le  
tech n iqu e  based on th e  rea cta n ce  e x t r a c t io n  p r i n c i p l e .
The concept o f rea cta n ce  e x t r a c t io n  method was f i r s t  
in trod u ced  by Youla and T i s s i [ l 6 0 ]  and extended fu r t h e r
in c 8J, M , D 3 . Q-°H •
C on sid er  t h e  s y n th e s is  o f  p -p o r t  p a ss iv e  network 
from, i t s  m u lt ip o r t  d e s c r ip t i o n ,  say an adm ittance 
m atrix  Y ( s ) . Y( s )  be in g  the s h o r t - c i r c u i t  adm ittance 
m atrix  o f  a p a s s iv e  network w i l l  be a p o s i t i v e  r e a l  
one. F urther, we can assume Y(s )  t o  be r e g u la r  a t  s = oo.
I f  i t  i s  n o t  s o ,  we can s p l i t  the g iven  p o s i t i v e  r e a l  
Y( s )  m atrix  which can have at most one p o le  at
s = oo , as
Y(s)  = s CgJ + Y1 (s )  . . .  (2 .1 6 )
where [12,3 i s  n on -n eg a tiv e  d e f i n i t e  symmetric m atrix , 
and Y-L(s )  i s  r a t io n a l  p o s i t i v e  r e a l  w ith  Y-L(oo) <oo .Now
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Y(s)  can be r e a l i z e d  as th e  p a r a l l e l  c o n n e c t io n  o f  
t ra n s form er  - c o u p le d  c a p a c i t o r s  and a network having an 
adm ittance m atrix  Y ^ s ) .  Thus the assumption that Y(s)  
i s  r e g u la r  at i n f i n i t y  w i l l  in v o lv e  no l o s s  in  g e n e ra l­
i t y .  Now wo can ob ta in  a minimal r e a l i z a t i o n  { A, B, C, Dj 
a s s o c ia te d  with Y( s )  using Ho-Kalman a lgor ith m  such that
Y( s )  = D + C (sI-A )"*1B . . .  (2 .1 7 )
and A has the sm a lles t  dim ension equal t o  the degree o f  
the m atrix  Y ( s ) .  S ince  the r e a l i z a t i o n  i s  minimal, the 
number o f  r e a c t iv e  elem ents needed f o r  any network r e a l i z ­
ing  Y ( s ) ,  and a ls o  the number o f  in t e g r a t o r s  needed f o r  
analog  com puter s im u lta t io n  o f  Y ( s ) ,  w i l l  be minimum.
Let us assume th a t  the m u lt ip o r t  network r e a l i z i n g  
Y(s )  m atrix  c o n ta in s  c a p a c i t o r s  (C),  r e s i s t o r s  ( R ) , 
i d e a l  tra n s form ers  (T) ,  g y r a to r s  ( ) ,  and in d u c to rs  ( L ) .
S ince  an in d u c to r  can always be re p la ce d  by a g y r a to r  
load ed  by a c a p a c i t o r ,  we can assume without l o s s  in  genera­
l i t y  that th ere  w i l l  not be any in d u c t o r  in the network 
r e a l i z a t i o n .  A lso ,  as the va lue  of a c a p a c to r  can be 
in cre a se d  o r  decreased  by te rm in a tin g  i t  in  an id e a l  
t ra n s form er , i t  can be assumed that a l l  the c a p a c i t o r s  
are o f  u n it  magnitude. Fu rth er, we know that  a minimum 
o f  n r e a c t iv e  elem ents [where n = 6 £ y ( s )  3 } is . needed 
f o r  any r e a l i z a t i o n  f o r  Y(s )  and n dynamic elem ents are 
enough i f  there  i s  no deg en era tion  in  the netw ork. Hence 
we can assume t h a t  th e re  w i l l  be n c a p a c i t o r s  in  the 
network r e a l i z i n g  Y ( s ) .  Thus, i t  i s  con c lu d ed  th a t ,  i f  a
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r e a l i z a t i o n  i s  p o s s ib le  f o r  Y( s )  u s in g  R, C, T, [~ and 
L, then y et  another r e a l i z a t i o n  f o r  Y(s)  can be found 
u s in g  R, C, T and on ly  with the minimum p o s s ib le  capac­
i t o r s  (n) o f  u n it  v a lu e .
Nov; we can c o n s id e r  the network N r e a l i z i n g  Y(s)  t o  
c o n s i s t  o f  a (p+n) p ort  network Np o f  r e s i s t o r s ,  t ra n s ­
form ers and g y r a t o r s ,  load ed  by another n -p o r t  subnetwork 
N o f  n c a p a c i t o r s  as shown in  P i g . 2 .1 .  The network IT i s
U  — JL
freq u en cy  independent o r  non-dynamic and i t s  (p+n) p ort  
adm ittance m atrix  G i s  a p o s i t i v e  r e a l  m atrix  with a l l  
e n t r i e s  r e a l .
I f  we p a r t i t i o n  ^ w ith  r e s p e c t  t o  the f i r s t  p -p o r t s ,  
we have,
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^21
~l
The p -p o r t  adm ittance m atrix  Y( s )  o f  N in  terms o f  the 
su b -m a tr ices  o f  G i s  g iven  by
-1
Y(s )  = GX1 -  &1 2 ( s I n + ^22> ^21 **• (2 ,18 )
Comparing (2 .1 8 )  with ( 2 . 1 7 ) ,  i t  i s  c l e a r  that any quadr­
up le  f A, B, C, D} r e a l i z i n g  Y(s )  can be i d e n t i f i e d  with 
the  m a tr ices  { -B 2 2» - G2 i » Gi 2» GH  }*  Further, as we noted 
e a r l i e r ,  g iven  any minimal r e a l i z a t i o n  {A , B, C, d}  , we 
can get innumerable eq u iv a le n t  r e a l i z a t i o n s  g iv en  by 
1 T“ XA Tq , T ^ B , C Tc , d}  where Tq i s  a n o n -s in g u la r  a r b i ­
t r a r y  m a tr ix .  From t h is  we can e a s i l y  i n f e r  th a t  a r e a l i z a ­
t i o n  f o r  Y( s )  i s  p o s s ib le  i f  we are ab le  t o  ob ta in  a

quadruple (T” 1 !  Tq , C Tq , D} which when i d e n t i f i e d
with the co r re s p o n d in g  subm atrices o f  G, g iv e s  a p o s i t i v e  
r e a l  m atrix  G. I t  has been shown Q 8^] th a t  once a decomp­
o s i t i o n  (A , B, C, d] i s  ob ta in ed  f o r  a g iven  p o s i t i v e  r e a l  
m atrix  Y ( s ) ,  a n o n -s in g u la r  m atrix  Tq can be found out so 
that the m atrix
D G T o
z  = !
I rf-ifi -T _ 1 A Tj 0 0 0(L ->
is  p o s i t i v e  r e a l .
Once G i s  o b ta in ed , the network r e a l i z i n g  Y( s )  i s  
obta ined  by r e a l i z i n g  G w ith a (p+n) p o rt  network IT o f  
r e s i s t o r s ,  g y r a t o r s ,  and id e a l  tra n sform ers , and then lo a d ­
in g  the l a s t  n -p o r t s  o f  $r  by c a p a c i t o r s  o f  u n it  v a lu e .
2 . 3 . 5  M u lt ip o rt  A ct ive  RC Network Syn th esis
A ctive  RC network sy n th e s is  has exp er ien ced  a tremend­
ous growth in  th e  l a s t  two decades f o r  e s s e n t i a l l y  two rea ­
son s . P i r s t ,  a c t iv e  RC networks are p a r t i c u l a r l y  s u i t a b le  
f o r  low fre q u e n cy  a p p l i c a t io n s  where in d u c to rs  and c r y s t a l s  
are not s a t i s f a c t o r y .  S econ d ly , the a v a i l a b i l i t y  o f  sm all, 
r e l i a b l e ,  p r e c i s e  r e s i s t o r s ,  c a p a c i t o r s  and t r a n s i s t o r s  
make th ese  networks a t t r a c t iv e  f o r  m i c r o - c i r c u i t  a p p l i c a ­
t i o n s .  In  the f o l l o w in g ,  the h i s t o r i c a l  developm ent o f  some 
a c t iv e  RC m u lt ip o r t  network sy n th e s is  p roced u res  is  b r i e f l y
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d is c u s  sed .
S yn th esis  o f  a c t iv e  RC netw orks from t h e i r  m u lt ip or t  
d e s c r ip t i o n ,  i . e . ,  from a g iven  matrix o f  r e a l  r a t io n a l  
fu n c t io n s  o f  th e  complex freq u en cy  v a r ia b le  s ,  has a t t ra c te d  
the a t t e n t io n  o f  many re se a rch  workers s in ce  1961, when 
3 andberg[ 1 3 3  proposed  a method t o  r e a l i z e  a p -p o r t  a c t iv e  
RC network from  i t s  s h o r t - c i r c u i t  adm ittance m atrix  Y(s)  
d e s c r ip t i o n .  He e s t a b l is h e d  the f a c t  that a r e a l i z a t i o n  
using p - c o n t r o l l e d  sources i s  p o s s ib le .S u b s e q u e n t ly ,  
S a n d b e r g [ l 3 g , a l s o  showed th a t  a r e a l i z a t i o n  us in g  p negat­
iv e  c o n v e r te r s  (NIC) i s  p o s s i b l e .  S ince then many papers 
have appeared in  the t e c h n ic a l  l i t e r a t u r e .  Barrange r £ i g  has 
g iven  method to  r e a l i z e  a g iven  r a t io n a l  fu n c t io n  m atrix  as 
the v o lta g e  t r a n s f e r  fu n c t io n  m atrix  o f  an a c t iv e  RC network 
usin g  cu rren t  n e g a tiv e  im mittance c o n v e r t e r s .  Hazony and 
Joseph B d  su ggested  proced u res  t o  sy n th e s iz e  t r a n s fe r  
m a tr ice s  o f  a c t iv e  RC netw orks. Joseph and H ilberm an[6l] have 
d e a lt  w ith  the s y n th e s is  o f  immittance m a tr ices  o f  a c t iv e  RC 
netw orks. Subsequen tly , HilbermanQ>4] advanced a method f o r  
the  r e a l i z a t i o n  o f  a c t iv e  RC m u lt ip o r ts  w ith common ground 
from g iven  r a t i o n a l  t r a n s f e r  and adm ittance m a tr ic e s ,  and 
u s in g  u n ity  g a in  v o lta g e  a m p l i f i e r s .  M itra [lO lJ  has d e a lt  
w ith  the s y n th e s is  o f  v o lta g e  t r a n s f e r  fu n c t io n  m atrices  
using  o p e r a t io n a l  a m p l i f i e r s .  A method f o r  the s y n th e s is  o f  
a r b i t r a r y  t r a n s f e r  fu n c t io n  m atrix  u s in g  RC one p ort  
and o p e r a t io n a l  a m p l i f ie r s  was g iv en  by B h a ttach a rya [l7 ]  . 
Procedures f o r  r e a l i z i n g  adm ittance m a tr ice s  o f  a c t iv e  RC
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m u lt ip o r ts  u s in g  v o lta g e  c o n t r o l l e d  v o lta g e  sou rces  have 
been g iven  by Even [39] » Goldman and GhausiQS] , and 
HilbermanJjjf] ♦ The sy n th e s is  tech n iqu e  d eve lop ed  by Goldman 
and Ghausi[4§] r e q u ire s  not more than 2 p common-ground 
v o l t a g e - c o n t r o l l e d  v o lta g e  so u rce s ,  o f  which p have d i f f e r e n ­
t i a l  outputs and p have p o s i t i v e  g a in s .  The s i g n i f i c a n c e  o f  
t h i s  tech n iq u e  d e r iv e s  from the f a c t  th a t  an a c t iv e  sub­
network o f  common-ground v o l t a g e - c o n t r o l l e d  v o lta g e  sou rces  
i s  e a s i l y  implemented. A bound on the number o f  o p e ra t io n a l  
a m p l i f ie r s  re q u ire d  t o  s y n th e s iz e  a c t iv e  RC networks from 
the v o lta g e  t r a n s fe r  m atrix  d e s c r ip t io n  was g iven  by Kim 
and SuJj^O . R e c e n t ly , la r la g a d d a  and I e [ l 5 8 ] »  Rajnamoorthy 
e t  a l .  [ l2 2 ]  gave methods t o  r e a l i z e  s h o r t - c i r c u i t  admittance 
m atr ices  by a c t iv e  RC m u lt ip o r ts  u s in g  n u l la t o r - n o r a t o r  
p a ir s  with a common end as the a c t iv e  e lem en ts .
A l l  the above papers w ith  the e x ce p t io n  o f  C5 a  and 
[158] e i t h e r  (a) d e a l  with a r e s t r i c t e d  c l a s s  o f  r a t io n a l  
fu n c t io n s  o r  (b) use a c t iv e  elem ents that  are not r e a d i ly  
a v a i la b le ,  or  (c )  req u ire  the use o f  e x c e s s iv e  number o f  
c a p a c i t o r s  w ith p o s s ib ly  some o f  them f l o a t i n g .
Mann and P ike[9£] have shown th a t , by u s in g  th e  s t a t e -  
space te ch n iq u es  and the re a cta n ce  e x t r a c t io n  p r i n c i p l e ,  i t  
i s  p o s s ib le  to  r e a l i z e  a c t iv e  RC networks u s in g  a minimum 
number o f  c a p a c i t o r s  having t h e i r  one end common and ground­
ed, a d e s ir a b le  fe a tu r e  f o r  in te g r a te d  c i r c u i t  f a b r i c a t i o n .  
Subsequently , M elvin and B ick a r t [9 8 ]  e la b o ra te d  t h is  appro­
ach and gave an i n t e r e s t i n g  method to  r e a l i z e  a c t iv e  RC 
network from i t s  s h o r t - c i r c u i t  adm ittance m atrix
d e s c r ip t i o n .  L a ter , they [ l8 ]  extended t h e i r  r e s u l t s  t o  the 
sy n th e s is  o f  m u lt ip o r t  a c t iv e  RC networks from o th e r  types 
o f  d e s c r ip t io n s  such as v o lta g e  ga in  m a tr ix , cu rren t  ga in  
m atrix , impedance m atrix e t c .  Based on th e  approach o f  D a .  
a sy n th e s is  procedu re  t o  r e a l i z e  a v o lta g e  t r a n s f e r  m atrix 
us in g  o p e r a t io n a l  a m p l i f ie r s  was su ggested  by Ramamoorthy 
e t  a l . [ l 2 3 ] .  HuangQj'Q a ls o  gave a method t o  r e a l i z e  a t r a n s -  
fe r -a d m it ta n ce  m atrix  o f  a p -p o r t  a c t iv e  RC network us in g  a 
Hamiltonian s t a te - s p a c e  m odel. R ecen tly , Lai and Khan[_8l] 
p roposed  a s y n th e s is  proced u re , f o r a  s h o r t - c i r c u i t  adm itt­
ance m atrix  Y( s )  when Y(oo ) i s  e i t h e r  hyperdominant o r  has 
a l l  n o n -n e g a tiv e  e n t r i e s ,  which reduces the upper bound on 
the number o f  a c t iv e  elem ents and can be rea son a b ly  expected  
t o  req u ire  fe w e r  r e s i s t o r s  w h ile  r e ta in in g  a l l  th e  advantages
of 1 5 1.
2*4 CONCLUSION
I t  i s  obv iou s  th at  th ere  i s  p le n ty  o f  l i t e r a t u r e  
a v a i la b le  on s t a t e - v a r ia b le  r e a l i z a t i o n  te ch n iq u e s .  The 
a v a i la b le  in fo rm a t ion  o r  in p u t -o u tp u t  d a ta , from which an 
i r r e d u c ib le  r e a l i z a t i o n  i s  t o  be d e r iv e d ,  may be in  the form 
o f  a r a t i o n a l  t r a n s f e r - f u n c t i o n  m atrix , impulse response 
m atrix , Markov param eters, o r  moments o f  the impulse r e s ­
ponse. R ecen t ly ,  th ere  have been s e v e r a l  attem pts t o  fin d  
minimal r e c i p r o c a l  r e a l i z a t i o n  from the given symmetric 
t r a n s f e r - fu n c t i o n  m atrix  and impulse response m atr ix . The 
e x is t in g  methods need fu r th e r  m o d i f i c a t io n s ,  which may imp­
rove the com p u ta tion a l req u irem en ts . Although a f a i r l y
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ccm plete  theory  o f  r e a l i z a t i o n  o f  l i n e a r  dynam ical systems 
i s  a v a i la b l e ,  s t a te - s p a c e  s y n th e s is  p roced u res  f o r  a c t iv e  
and p a ss iv e  networks are s t i l l  be in g  d e v e lo p e d .
The f o l l o w in g  ch ap ters  d e a l  .with some new techn iques 
o f  minimal r e c i p r o c a l  r e a l i z a t i o n  o f  l i n e a r  t im e - in v a r ia n t  
dynamical system s, s t a te -s p a c e  in t e r p r e t a t i o n  c f  some 
c l a s s i c a l  sy n th e s is  methods, and development o f  new synth­
e s i s  p roced u res  f o r  m u lt ip o r t  a c t iv e  RC and p a ss iv e  r e c i ­
p r o c a l  networks w ith  a minimum number o f  c a p a c i t o r s .
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CHiiPTSE-IXI
MINIMAL RECIPROCAL REALIZATION OF LINEAR 
TIMS-INVARIANT DYNAMICAL SYSTEMS
3 .1  INTRODUCTION
In the past decade, th ere  has been co n s id e r a b le  
i n t e r e s t  in  the problem o f  com puting minimal ( o r  i r r e d u c i ­
b le )  r e a l i z a t i o n s  o f  r e a l  f i n i t e  d im ensional l i n e a r  t im e- 
in v a r ia n t  dynam ical systems from  t h e i r  in p u t -o u tp u t  s p e c i ­
f i c a t i o n s  in  the form o f  e i t h e r  r a t io n a l  t r a n s f e r - fu n c t i o n  
m a tr ice s ,  o r  impulse response m a tr ic e s .  This problem , being  
one o f  the b a s ic  problems in  l i n e a r  system th e o ry ,  was 
f i r s t  in trod u ce d  by G ilb e r t  [ 43] and KalmanQ>f3 in  1963, and 
i t  i s  s t i l l  an in t e r e s t i n g  area o f  re se a rch  b o t h  f o r  th e o ­
r e t i c a l  im p l i c a t io n s  and f o r  the r o l e  the s t a t e -sp a ce  
re p re s e n t a t i on p la y s  in  the development o f  u n ita ry  and 
e f f i c i e n t  a lg o r ithm s f or  a n a lys is* and synth e s is  pu rposes[_137]  ^
S p e c ia l ly ,  such a r e a l i z a t i o n  i s  u s e fu l  in analog  computer 
Sim ulation  G S .  o p e r a t io n a l  a m p l i f i e r  c i r c u i t  s y n t h e s is [ 107] ,  
f i l t e r i n g  and system id e n t i f i c a t i o n | 3 £ I  • Another important 
advantage o f  the r e a l i z a t i o n  th e o ry  i s  that i t  p ro v id e s  
a b e t t e r  in s ig h t  in to  the  r e la t io n s h ip  between in p u t-ou tp u t  
and the s ta te -m o d e ls  o f  the  dynam ical system s. In t h i s  
ch a p ter ,  some new and s im p l i f i e d  a lgor ith m s have been d e v e l­
oped f o r  o b ta in in g  minimal r e c i p r o c a l  r e a l i z a t i o n s  from a 
g iven  symmetric t r a n s f e r - f u n c t i o n  m atrix  and impulse response 
m atrix . The a t t r a c t i v e  f e a tu r e  o f  the proposed  methods i s
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th a t  computa t io n s  a re con s id e r a b ly  reduced*as th ey  r equi r e  
Hankel m a tr ices  o f  sm a lle r  o rd e r .
3 .2  MINIMAL RECIPROCAL REALIZATION FROM A GIVEN 
y  SYMMETRIC TRANSFER FUNCTION MATRIX
The minimal r e a l i z a t i o n  prob lem ,as  m entioned e a r l i e r ,  
has been e x t e n s iv e ly  c o n s id e re d  in  re ce n t  y e a r s .  Various 
te ch n iq u es  have been ev o lv ed ,[4 ] ,  , [2§] , [29] , { j - f j  »
B 9  * D C » ( 3 2 ,  I J s g , j i 3 7 ] , 0 - 5 3 ,  C i6o|, f o r  determ ining 
minimal r e a l i z a t i o n  (A , B, C} such th at
where G(t )  i s  the im pulse response m atrix  o f  a l i n e a r  t im e -  
in v a r ia n t  f i n i t e  d im ensional s t r i c t l y  p rop er  system, and 
G(s)  i s  i t s  Laplace tra n sform .
Out o f  th e  above methods f o r  determ in ing  minimal 
r e a l i z a t i o n ,  th o s e  based on Hankel m atr ices  are most s u i t ­
ab le  f o r  com puterizationQ>Cl > 0-37] , [16(3 . However, the 
ord er  o f  the Hankel m a tr ice s  req u ired  in th e se  methods, are 
sometimes u n n e c e s s a r i ly  l a r g e .  R ecen tly , Chen and MitalQ?9] 
proposed  a s i m p l i f i c a t i o n  o f  the  methods based on Hankel 
m a tr ic e s .  Compared with the e x i s t in g  methods, t h e i r  a l g o r i ­
t h m ^ ^  uses Hankel m a tr ice s  o f  sm aller  o rd e r  and thus the 
com puting tim e and memory s to ra g e  req u ired  are reduced 
s i g n i f i c a n t l y .
Chen and M it ta l  determ ine a minimal r e a l i z a t i o n  
(A , B, C, D} from a qxp r a t i o n a l  t r a n s f e r - fu n c t i o n
C e x p (At) B = G ( t ) 
CQsI -  Ap^-B = G(s)
• • • (3 .1 a )
(3 .1 b )
m atrix  G(s)  by f i r s t  determ ining the m atr ices  Q and Q 
each o f  o rd e r  a x {3, d e f in e d  as
-3 6 -
and
_  A
a =
■^ 11 ( ............  ^ lp^al'^ p ^
H21 ( « 2 » Pj )  1^ 22 ( a2> ^2  ^ •••••• ^2p ( a2»
Hq l (aq , Pl^ Hq2^aq ,P 2^  .............. Hq p ^ V V
| % 1  ( al ' ^l )  ............ \ p ^ al ’ ^p^
H2i ( a2 »Pi )  H22( oc2 »P2 ) ..............^ 2 p (“ 2»Pp)
. . .  ( 3 . 2 )
\ l * aq ,P l^ \ 2 (aq ' M H (a , 8  )qp q Pp
. .  ( 3 . 3 )
where Hi j ( aj_*Pj) i s  'tiie Hankel m atrix  c o n s tru c te d  from
Markov param eters o f  g. . ( s ) ; G(s)  = [ g .  . ( s ) ] ] ;  a. denotesi  j x j i
the degree o f  the lo a s t  common denom inator o f  the i t h  row
o f  G ( s ) ; (3. den otes  the degree o f  the l e a s t  common deno- 
J
m inator o f  th e  j t h  column o f  G( s ) ,  and 
q P
« S I  “ i  
i = l  1
. . .  ( 3 .4)
Q is  obta ined , from H. . ( a . ,  P^+l)  by d e l e t in g  the  f i r s t
J J
column. Then, a c co rd in g  to  tho algorithmQ>!|] , an i r r e d u c ib le  
r e a l i z a t i o n  o f  G(s)  i s  g iv en  by
-3 7 -
( 3 . 5 )
D = G-(oo)
where Pn is  the m atrix c o n s i s t i n g  o f  the f i r s t  n rows o f  
the P m atrix  and is  the m atrix  c o n s i s t i n g  o f  the f i r s t  
n columns o f  the Q m atrix , n b e in g  the rank o f  the Q m atrix .
The n o n -s in g u la r  m atr ices  P and Q are ob ta in ed  by- 
using elem entary  t ra n s fo rm a tio n s  on m atrix  Q such that
The ord er  o f  the  m atr ices  V and Z are axp and qxp 
r e s p e c t i v e l y .
D eterm ination  o f  P and Q f o r  a p a r t i c u la r  Q s a t i s fy in g  
e q n . ( 3 . 6 )  i s  a well-known problem  in  m atrix  a lg e b r a .  For a 
g iv e n  ft, th ere  can r e s u lt  innunerous P*s and Q 's such 
that e q n . ( 3 . 6 )  i s  s a t i s f i e d .  Each se t  o f  P and Q w i l l  g iv e  
a d i f f e r e n t  r e a l i z a t i o n  (A , B, C} .
In many problem s, the g iv en  t r a n s f e r - f u n c t i o n  matrix 
G(s)  is  symmetric and we are in te r e s te d  in f in d in g  a 
r e a l i z a t i o n  { A, B, C, D} such that
l  : Ai
P Q Q = i
o : o i
. . .  ( 3 .6)
where
I  an nxn u n it  m atrix  
A an n x (p -n )  a r b i t r a r y  m atrix  
W = Q (by s e t t in g  Pi =l »  i = l , 2 , . . . , p )
Z = SJ (by s e t t in g  a . = l ,  j = l , 2 , . . . , q )
«J
( 3 .7a)
(3.7b)
( I  + T ) m  ^ i s  symmetric. (3 .8)
where i s  number o f  + l ' s  on the d ia g on a l m atrix ,
i s  the number o f  - l ' s  on the d ia g on a l m atrix ,and
2
+ den otes  d i r e c t  sum.
The im portance, o f  such r e a l i z a t i o n  i s  due t o  t he f a c t  
that they r e s u l t  in  r e c ip r o c a l  networks and fu r t h e r  i t  has 
been proved in  o a . & s f l  th a t  a l l  r e c i p r o c a l  r e a l i z a t i o n s  
f o r  RC and RL c a s e s are pass i v e .  Honce, in  the f o l l o w in g ,  by 
e x p lo i t in g  the  symmetry o f  the g iven  r a t i o n a l  m atr ix , the 
a lg or ith m  o f  Chen and M ital[2^0 i s  m od if ied  in  o rd er  t o  d e t ­
ermine such P and Q as fu r t h e r  r e s u l t  in  { a , B, C, d}  s a t i s ­
f y in g  ( 3 . 8 ) .
S in ce  the g iv en  t r a n s f e r - fu n c t i o n  m atrix  G(s)  i s  symm­
e t r i c  having o rd e r  pxp, the m a tr ice s  ft and ft each o f  o rd er  
axa ob ta in ed  by usin g  ( 3 . 2 )  and ( 3 . 3 )  w i l l  o b v io u s ly  be symm­
e t r i c ,  and
P 1
a = 7  a. = 6 .  f o r  symmetric G(s)  . . .  ( 3 . 9 )
i = l  1 J=1 J
where den otes  the degree o f  the  le a s t  common denominator 
o f  the  i t h  row o r  column o f  G ( s ) .
T h e re fo re ,  a n o n -s in g u la r  tra n s form a tion  P can always 
be found by the w ell-know n tech n iq u e  in  m atrix  a lg e b r a [3 ^  , 
such th a t
P ft P ' = (7  + 0) , . . .  (3 .1 0 )
t he o rd e r  o f  )_ b e in g equal t o  th e  r ank o f  ft m atrix  and 
prime denot e s  m atrix  t r anspos i t i o n .
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-3 9 -
Mult ip  ly in g  both  s id e s  o f  (3 .1 0 )  by ( 1 + 0 ) ,  we got
P a P 1 X = ( I n 4- 0) = J . . .  (3 .1 1 )
where J i s  an idem potent.
T h e re fo re ,  from ( 3 . 5 ) ,  ( 3 . 6 )  and ( 3 .1 1 ) ,  the minimal 
r e a l i z a t i o n  f o r  symmetric t r n n s f e r - f u n c t i c n  m atrix  G(s) 
becomes
I t  i s  obv iou s  that the r e a l i z a t i o n  so ob ta in ed  w i l l  
s a t i s f y  ( 3 . 8 ) ,  and hence w i l l  r e s u l t  in r e c i p r o c a l  netw orks. 
The v e r s a t i l i t y  o f  the procedure i s  dem onstrated w ith  the 
he lp  o f  examples.
Example. 3 . 1 , | J-2 8]
C on sid er  a symmetric t r a n s f e r - fu n c t i o n  m atrix
B = Pn V
C = W'P1 T n *■
D = G(oo)
• • • (3 .1 2 )
r  1 
! s
l
O bviou sly
D = G(oo)
Here, = 2, a2 = 3 and so a = 5
and thus Q i s  o f  o rd e r  5x5 and i s  g iven  by
-4 0 -
Q =
1 0 • 0 1 0
0 0 •• 1 0 0
0 1 •• 0 0 1
1 0 •o• 0 1 0
0 0 •• 1 0 0
>T *
having rank n as 3.
S in ce  fl i s  sym metric, i t  can always be decomposed in  the 
form  ( 3 . 1 0 ) .  For the present example, we can get
and
1 0 0 0 0
0 1 / 2 1 / 2 0 1 / 2
p  = 0 1 / 2 1 / 2 0 - 3 / 2
0 - 1 0 0 1
- 1 0 0 1 0
~ 1 0 0
7. =
.
0
0
1
0
0
- 1
J  =
~ 1
0
c* e 
1  r
C= 1
•
: o  
•
• •
0 *' o  _
i e r r~
1 0 0 0 0
II 0 1 / 2 1 / 2 0 1 / 2
0 1 / 2 1 / 2 0 - 3 / 2
" 1 0
0 1
w = 0
1
_ 0
0
0
1
9
•
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and
a =
0 0 1 0 0
0 0 0 0 0
1 0 0 1 0
0 0 1 0 0
0 0 0 0 0
L
Using ( 3 . 1 2 ) ,  we get
0 1/2 - 1/2 
A = 1 / 2  0 0
0
B =
C =
and
D =
D
B
C |
» =
1 / 2 0
1 0
♦
!J
0 1 ii *
0 - 1 |J
1 0
f
0
0 1 i _
[ ° 1__
__
_
1
•
we get
~ 0 0 l
0 0 0
1 0 0
0 1 1 / 2
0 - 1 1/2
0
1
0 1
I
1 1 
-a/2;
o 
0
I t  can be seen th a t  ( 3 . 8 )  i s  s a t i s f i e d .
In the example con s id e re d  above, the o rd e r  o f  the mat­
r i c e s  Q and a i s  5x5 as aga in st  6x6 r e q u ire d  in  the techn ique  
g iv en  in  Q>£] o r  CM] •
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E x a m p l e  3 . 2
G ( s )  =
a  s y m m e t r i c  m a t r i x  G (
_
1
2 s + 3  
s  + 1
s
s + 1
s + 2  i
s + 1  j
i
IC
Q
3 s + 4  
s + 1
t
s + 1 / S '  
s + i
s + 2
s + 1
s + l / 2
s + 1
2 s + 3  j 
s + 1
O b v i o u s l y ,
D  =  G ( o c )  =
T h e r e f o r e ,
2
1
1
1 1
3  1
1 2
G ( s )  - G ( c o ) *
1
s + 1
- 1
s + 1
1
s + 1
=
- 1
s  + 1
1
s + 1
- 1 / 2
s + 1
1
s + 1
- 1 / 2
s + 1
1
s + 1
~1
H e r e ,  a - ^  =  =  1
a 2 = p2 = 1 
»3 = P3 = 1
T h e r e f o r e ,  a  =  {3 =  3
a n d  t h u s  m a t r i c e s  Q  a n d  a  o f  o r d e r  3 x 3  a r e  g i v e n  b y  
1 - 1  1 |
Q = - 1  1 - 1 / 2 1
1 - 1 /2  1 !
-4 3 -
and
t
-1 1 -1
0 = 1 -1 1 /2
-1 1 /2 -1
Q having rank n as 3.
S ince  fi i s  sym metric, i t  can always be decomposed 
in  the form ( 3 .1 0 ) .  For the p resen t example, one can get
r  1
1 o
o
P = 0 1 i t
2 1 _1j
1
«1
I  - 1 ! •
1
- l j
O btaining Pn from P, and W from
in  the proced u re , and s u b s t i t u t in g  in
- 1 0 0
A = 0 -1  0 9
0 0 -1 _
1 -1 1
B = 0 1 /2  1 /2 9
0 - 1 / 2  1 /2
r— — |
1 0 0
C = - 1 1 /2  1 /2 9
1 1 /2  - 1 /2
*
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D =
T h e re fo re ,
1
1
2 1 1 
3 1
1 2
C
A
2 1 1 -1 0 0
1 3 1 - 1 1 /2 1 /2
1 1 2 1 1 /2 - 1 /2
1 -1 1 -1 0 0
0 1 /2 1 /2 0 -1 0
0 - 1 /2 1 /2 0 0 -1 J
I t  can be seen th at (3 .8 )  i s  s a t i s f i e d .
I t  may be noted  t h a t  f o r  the above example, the 
o rd e r  o f  the Hankel m atrix  r e q u ire d  in  (3CJ or 
9x9, w hile  the o rd e r  o f  the  m atr ices  Q and Q used here 
i s  3x3 o n ly .  S in ce  the memory re q u ire d  and the number 
o f  o p era t ion s  depe.id upon the number o f  e n t r ie s  in  
the  m a tr ic e s ,  the proposed method w i l l  s i g n i f i c a n t l y  
reduce the  com puting time and memory s tora g e  req u ired  f o r  
many exam ples. F u rth er , a d d i t io n a l  la b o u r  o f  f in d in g  in ­
v e rse  o f  m a tr ice s  as req u ire d  in  Q.60, 3 q n .I -2 ^ ]  i s  
a v o id e d .
In the next s e c t i o n ,  minimal r e c i p r o c a l  r e a l i z a t i o n  
from a g iven  symmetric impulse response  m atrix  u s in g  
moments i s  c o n s id e r e d .
3 .3  MINIMAL RECIPROCAL REALIZATION FROM A GIVEN
SYMMETRIC IMPUISS RESPONSE MATRIX USING MOMENTS
In recen t  y e a r s ,  some in t e r e s t  has been generated  in  
c o n s t r u c t in g  a minimal r e a l i z a t i o n  from a g iv e r  symmetric 
r a t io n a l  m atrix  [_8 ]^ » D-l£] • Such a r e a l i z a t i o n  was o b ta in ­
ed in  [89] by m odify ing  the  techn ique  g iv en  by Ho-Kalman 
and was re q u ire d  t o  determ ine Markov parameters as a f i r s t  
s tep  o f  the a lg o r ith m . P u ri and TakedapLlS] ob ta in  such a 
r e a l i z a t i o n  by e x p lo i t in g  the method g iv e n  by Bruni et a l .  
G S .  and thus u sed moments o f  t h e impulse r e s p onse m atrix  
i n s t ead o f  Markov-param et ers f o r  t he purpose becaus e o f  
t h e i r  p re fe r e n c e  in  the presence  o f  n o i s e ,  as d iscu sse d  in  
|_2l] . Both [85] and [ ll6|  r e q u ire  determ in ing  the  Hankel 
m atr ix , the  form er from Markov-parameters and the l a t t e r  
from moments.
R ecen tly  i t  has been shown by Chen and Mital|j29] th a t  
th e  o rd e r  o f  the Hankel m atrix  req u ired  in  can be
reduced c o n s id e r a b ly ,  and thus the computing: time and memory 
s t orage requ i r ed are redu ced . Based on t h e i r  a lg or ith m , a 
method f o r  determ in ing  the minimal r e c i p r o c a l  r e a l i z a t i o n  
from a g iven  symmetric t r a n s f e r - f u n c t i o n  m atrix  has been 
deve lop ed  in  th e  p reced in g  s e c t i o n .  In the f o l l o w i n g ,  a 
s im p l i f i e d  a lgor ith m  f o r  computing an i r r e d u c i b le  r e c ip r o c a l  
r e a l i z a t i o n  from a g iven  symmetric impulse response m atrix , 
G ( t ) ,  using  moments i s  p re s e n te d .
The proced u re  f o r  the minimal r e a l i z a t i o n  o f  a g iven 
symmetric t r a n s f e r - f u n c t i o n  m atrix  G(s) d is cu sse d  in  B i g
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r e q u ir e s  determ in ing  moments by f i r s t  expanding G(s) in  a 
p o s i t i v e  power s e r i e s  a c co rd in g  t o
cp k
G(s) = I  C. s K . . . .  (3 .1 3 )
k=o
This s e r i e s  con verges  in  a s u i t a b le  neighbourhood o f  the 
o r i g in ,  and i t  can be a n a l y t i c a l l y  con tinu ed  on the whole 
plane excep t  f o r  the s i n g u l a r i t i e s  o f  G(s) Consequently,
th e  sequence {C^} i d e n t i f i e s  u n iq u e ly  the G ( s ) . Each C  ^
i s  u n iq u e ly  con n ected  to  the corre sp on d in g  moments o f  the 
impulse response m atrix  (G ( t )  = |^i i ( t ) 3 }  by the r e l a t i o n , ,
k
Mk = ( -1 )  k|Ck . . .  (3 .1 4 )
where
oo ,
Mk = j* t K{ g i j ( t ) }  d t ,  k = 0 ,1 , 2 , . . . ,  .
o . . . ( 3 . 1 5 )
S ince  G (t) i s  symmetric, i t s  moments are a ls o  symmet­
r i c  as i s  c l e a r  from (3 .1 4 )  and ( 3 .1 5 ) .  Then the Hankel 
m atrix  Q co n s tr u c te d  from the moments w i l l  a ls o  be symmetric. 
T h e re fo re ,  a n on s in g u la r  t ra n s fo rm a tion  m atrix  P can again 
be found such th a t  (3 .1 0 )  i s  s a t i s f i e d .  The procedure  o f  
the prev iou s  S o c t io n  (3 .2 )  can then  be a p p lie d  w ithout any 
m o d i f i c a t io n  to  the Hankel m atrix  c o n s tr u c te d  from M* in 
p la c e  o f  Markov param eters, where D O
M* -  - I z l l i  M , k _ 0 , 1 , 2 , ................. (3 .1 6 )
k (k -1 )  |
and M* = E ^ ( t ) J +__ = lim  s G(s) . . .  (3 .17 )
X_0 t-rOD
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The q u a n t i t ie s  thus in trod u ced  are con n ected  w ith  the 
m a tr ices  A, B, C a ccord in g  to  the r e la t i o n
M* = C A"k B, k = 0 , 1 , 2 , .......................... (3 .1 8 )
Then, in  l i g h t  o f  the methods g iven  in  [2 l ]  , [82] and Q i g ,  
th e  minimal r e a l i z a t i o n  from a symmetric impulse response 
m atrix  becomes, [8|] ,
A '1 = Pna I
B = Pn ¥ . . .  (3 .1 9 )
o = w 'P ' 7n *-
D = ff(oo)
where Fn i s  the m atrix  c o n s i s t i n g  o f  the f i r s t  n rows o f
the P m atrix , n b e in g  the rank o f  the ft m atrix .
The s tep s  f o r  the proposed  a lgor ith m  are as follows*.
I .  C a lcu la te  M* f o r  the g iven  G (t)  us ing  (3 .1 4 )  t o  ( 3 .1 7 ) .
I I .  Determine a. and p ., as d e f in e d  in  ( 3 . 9 ) .
J
»
I I I .  C on struct symmetric m a tr ice s  ft and ft o f  each o f  o rd er
4
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a x a from  , as g iven  by (3 .2 )  and ( 3 . 3 ) .
IV. Decompose ft in  the form (3 .1 0 )  as d is cu sse d  in  the 
p re ce d in g  s e c t i o n .
V. Obtain Pn from P, and W from ft using  ( 3 .7 a ) .
VI. Determine (A, B, C} u s in g  ( 3 .1 9 ) .
I t  i s  ob v iou s  th a t  t h i s  r e a l i z a t i o n  a ls o  s a t i s f i e s  
( 3 . 8 ) .  At the end o f  the c a l c u l a t i o n s ,  i t  i s  n e ce ss a r y ,  o f  
c o u r s e ,  t o  in v e r t  the m atrix  A“  ^ t o  ob ta in  A. For r e c i p r o c a l  
RC and RL netw orks, G (t) w i l l  be a s y m p to t ic a l ly  s t a b le ,  and
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from £21) , A i s  then n o n -s in g u la r .
The f o l l o w i n g  example i l l u s t r a t e s  th e  p roced u re .
Example 3 .3
C onsider the a s y m p to t ic a l ly  s ta b le  impulse response
m atrix
I t  may be noted th a t  the e n t r i e s  in  the mode m atrix  M 
correspond  t o  the d i s t i n c t  p o le s  o f  G(s) and t h e i r  m u l t ip l i -
or  a double  p o le  at s = 1 . Reduce M t o  MLp by row com bination  
o r  M by column com bination  R - i .
G (t)
- t te ■te
( i )  M* f o r  the e n t r i e s  o f  f i r s t  row and f i r s t  column o f
G (t) are
M* = 1 ,  M* = - 1 ,  M f = 1 ,  M* = - 1 ,  = 1 ,  M* = - 1 , . . .
and f o r  the e n try  t e _ t  o f  G ( t ) ,
M* = 0, M* = - 1 ,  M* = 2 ,  M* = - 3 ,  M* = 4, M* = - 5 ,  ..
( i i )  A procedu re  f o r  d eterm in in g  a i  and d i r e c t l y  from 
the impulse response  m atrix  i s  suggested  b e low -
C on struct  a mode m atrix  M o f  G (t) as
1 1
M =
2 —tc i t i e s ;  the e n t r i e s  such as (1) e t c .  corresp on d  to  t  e
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Here M„ = M_ = ! o
r  0 -  ( i ) 2
(s in c e  f o r  symmetric M, M = M )
g iv in g  ai  = £-}_ = 1 and a2 = p2 = 2 » tllus a = P = 3.
( i i i )  Symmetric m atr ices  fi and Q o f  o rd e r  3x3 co n s tru c te d  
from M* are g iven  by
1 1 - 1 ---
---
---
1
i H 1 H H __
__
__
_
__
__
__
!
a = 1 0 - 1 , and Q =
CMrH1H1
- 1  - 1  2 1  2  - 3
ft having rank n as 3.
( i v )  For the p re sen t  example, we can get
1 0  0
r
i
P = 1 0  1 , and 7 = i
- 1 1 0
—
71 
H 11
(v )  Pn = P ( in  t h i s  c a s e ) ,  and
W =
A’ 1,
0 =
r~
1 1 -1  ‘
} ■
0 -1
•
.19 ) , we get the minimal r e a l i z a t i o n
-1 0 0 j
‘ l  l "
0 -2 -1 B = '1
0 0
0 1 0 | 0 -1
1 0 0
1 0 1
. and D = o !i
As d is c u sse d  in  [21] and [ l l 5 ]  , i t  i s  n e c e s s a r y ,  o f  co u rse ,  
t o  in v e r t  the m atrix  A-1  to  o b ta in  A, at the end o f  the 
c a lc u la t io n s .T h u s ,  with
-5 0 -
- 1 0 O '
i
0 0
t
0 - 1 - 2 ;
i t  can be seen that
f  D c"1
[ i  + I ]  I*- -1 ! B A j
i s  symmetric as d is cu sse d  in  [83] » [8 9 ] , [ l l£ ]  .
In the  above example, the o rd e r  o f  the m atr ices  Q and 
S3 i s  3x3 as a g a in s t  4x4 req u ired  in  the techn ique  g iv e n  in 
Q i g  o r  [ 2 l ] . O bviously  the computing time and memory s t o r a ­
ge req u ire d  w i l l  be reduced s i g n i f i c a n t l y  f o r  many examples 
as d is cu sse d  e a r l i e r .
3 .4  CONCLUDING REMARKS
Two s im p l i f i e d  a lgor ith m s have been d ev e lop ed , in  t h is  
ch a p te r ,  f o r  o b ta in in g  minimal r e c i p r o c a l  r e a l i z a t i o n  from 
a g iv en  symmetric t r a n s f e r - fu n c t i o n  m atrix  and im pulse r e s ­
ponse m atrix , based on th e  approach o f  Chen and M italQi^] .
The proposed methods re q u ire  Hankel m atr ices  o f  sm a lle r  o rd er  
than the one used in  [j3$] , and [jLlS] , and thus the computing 
time and memory s tora g e  re q u ire d  are s i g n i f i c a n t l y  reduced. 
The a lgor ith m  p resen ted  in  S e c t io n  3 .3  i s  based on the compu­
t a t i o n  o f  moments o f  th e  impulse response  m atrix  in stea d  o f  
Markov-parameters used in  S e c t io n  ( 3 . 2 ) .  Both th e  a lgorithm s
y i e l d  minimal r e a l i z a t i o n s  which s a t i s f y  the r e c i p r o c i t y  
c r i t e r i o n  (2 .1 5 )  due t o  Y arlagadda[l56 ] • These r e s u l t s  w i l l  
be u t i l i z e d  in  e v o lv in g  a p a ss iv e  r e c i p r o c a l  m u lt ip o r t  synth­
e s i s  o f  SPR immittance m atrices  using  RCT network in  Chapter V.
However, b e fo r e  d is c u s s in g  the m u lt ip or t  a c t iv e  RC n e t ­
work sy n th e s is  p ro ce d u re ,th e  s t a te -s p a c e  in t e r p r e t a t i o n  o f  
some c l a s s i c a l  s y n th e s is  methods i s  p resen ted  in  the next 
ch a p te r .
-5 1 -
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s t a t e - space interpretation
Y
4 .1  INTRODUCTION
In the past few y e a r s ,  i t  has been r e c o g n is e d  by 
s e v e r a l  network t h e o r i s t s  th a t  an e leg a n t  approach to  n e t ­
work a n a ly s is  and sy n th e s is  is  by means o f  s t a te -m o d e ls , 
as the network s ta te -m od e l p ro v id e s  more d i r e c t  in form ation  
about the network to p o lo g y  than the co n v e n t io n a l  network 
m a tr ic e s .  C onsequently , th ere  i s  an in c r e a s in g  emphasis on 
network sy n th e s is  v ia  s t a te -s p a c e  t e ch n iq u e s  in  th e  cu rren t 
l i t e r a t u r e C  8 ]  , Q o [ , [ I Q  , Q f ]  -  Q Q  , [ 8 0  , [ lo g ]  , Q .3 f I - [ l3 £ I  , 
[ 1 3 2  * 0 -4 1 ] ,  QL5CI - 0 5 8 ]  . S in ce  the freq u en cy  domain methods 
are s t i l l  be in g  used f o r  th e  m a jo r ity  o f  d es ig n  problem s, 
i t  i s  q u ite  in t e r e s t in g  and u s e fu l  t o  e s t a b l i s h  some communi­
c a t io n  l i n k  between s t a t e - v a r i a b l e  c h a r a c t e r i z a t io n  and the 
s p e c i f i c a t i o n s  in  s-dom ain. S e v era l authors have put in 
endeavours in  t h i s  d i r e c t i o n  E l . D U . C2Q ]. 1 3 3 . U a . C?C1.
o n . c m , e n g .
The presen t  ch a p te r  d is c u s s e s  the s t a te -s p a c e  i n t e r ­
p r e t a t io n  o f  c l a s s i c a l  P o s te r  and Cauer s y n th e s is  p roced u res . 
In p a r t i c u la r ,  the in t e r p r e t a t io n  o f  F os te r  p -p o r t  LC, 1 -p o r t  
RC and R1 s y n th e s is ,  Cauer d r iv in g  p o in t  s y n th e s is ,  and the
*
well-known c o e f f i c i e n t - m a t c h i n g  tech n iq u e  o f  second o rd er  
a c t iv e  RC f i l t e r  d es ig n , i s  done v ia  s t a te - s p a c e  ch a r a c te r ­
i z a t i o n .
CHAPTER IV
4 .2  STATE-SPACE INTERPRETATION OF FOSTER SYNTHESIS METHOD
R ecen tly ,  an i n t e r e s t i n g  procedure  t o  r e a l i z e  F o s te r  
1 -p o r t  1C network in  s t a te - s p a c e  terms was g iven  by Puri
and T a k e d a [ l l5 l . In  t h is  s e c t i o n ,  the s t a t e - s p a c e  in t e r p r e t ­
a t io n  o f  F o s te r  1 -p o r t  RC and RL netw orks, and n p o r t  LC 
network i s  g iv e n  by e x p lo i t in g  the technique o f  Q J - 3 -
l e t  the impedance m atrix  Z (s )  has a s t a t e - s p a c e  rep re ­
se n ta t io n
X = A X + B U . . .  (4 .1 a )
Y = C X + D U . . .  (4 .1 b )
such th at
Z (s )  = C (a I -A )“ 1B + D j
f . . .  (4 .2 )
Z1 (s )  + Z(oo) j
*
where X i s  an n -d im en siu na l s t a t e - v e c t o r , U i s  p -d im en s ion a l 
in p u t -v e c t o r ,  Y i s  q -d in e n s io n a l  output v e c t o r ,  and A, B,
C, D are r e a l  con sta n t  m atr ices  o f  dim ensions nxn, nxp, qxn, 
and qxp r e s p e c t i v e l y .
In  a s u it a b le  neighbourhood o f  i n f i n i t y ,  Z-j (s )  can be e x p re s s -
ed as
Z, (s )  = CB s " 1 + CAB s “ 2 + CA2B s” 3 + « . .  + CjP ^ B  s " n + . . .
= Y0 s _1 + Y1 s “ 2 + Y2 s " 3 + . . .  + Yn_ 1 s “ n + . . .  ,'V
(4 .3 )
where YQ, Y^, Y2 e t c .  are c a l l e d  Markov-parameters Q>CI 0X1(1 
are determined by d iv id in g  the  numerator po lyn om ia l o f  e a c h  
e n try  o f  the t r a n s f e r - f u n c t i o n  m atrix  by the common denomi­
n a to r .
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For the s c a la r  c a s e ,  (4 .1 )  i s  rep resen ted  as
•
X = A X + b u . . .  (4 .4 a )
y = c X + d u . . .  (4 .4 b )
such th a t
z ( s )  = c ( s I - A ) " 1 b + d I ^  ( 4 . 5 )
z -^ s )  + z(oo) J
where c and b become row and column v e c to r s  r e s p e c t i v e l y ,
and d a s c a l a r .  Fu rth er, z1 (s )  can be expanded as
Z j ( s )  = cb s " 1 + cAb s-2  + cA2b s~^ + . . .  + cAn_1b s” n + . . .
= yo8 ” 1 + yi3 ” 2 + y2 s ~ 3 + ••• + yn- i  s~n ■*■••• j
. . .  (4 .6 )
From the g iven  ( a , b , c ]  P u ri and Takeda[Il£ j determ ine 
the r e a l i z a t i o n  o f  1 -p o r t  LC F o s te r  form by s o lv in g  a s e t  
o f  equ ation s  ob ta in ed  by com paring y , y^, y 2 , e t c .  w ith  
s im i la r  e x p re ss io n s  ob ta in ed  by expanding z-, (s )  wr i t t e n  in  
p a r t i a l  f r a c t i o n  form . The p r o c e d u r e [ I l f ]  w ith  some m odif­
i c a t i o n  can be a p p lie d  t o  RC and RL ca ses  as exp la in ed  below .
( i )  F o s te r  1 -P o r t  RC and RL S yn th esis
C on sid er  f i r s t  a p rop er  RC d r iv in g  p o in t  impedance
fu n c t io n  z 1 ( s ) ,  (z (co )  = 0 i . e .  d = OJ a n o n -ze ro  d w i l l
r e s u l t  in  a s e r i e s  r e s i s t i v e  elementf-
k n k. 
z - , ( s )  =  +  Z  — j -  . . .  ( 4 . 7 )
1 8 i = l  a + « i
Expanding z - ^ s ) ,  we get
- 5 4 -
A
z-^s) = k^s”1 + J k-Cs-1 -  o±a~2 + a?s"5 -  o?s“ ‘*+.. . )
1=1 . . .  (4 .8 )
where kQ, k^ are p o s i t i v e  and r e a l  co n s ta n ts ,  and ai ( i = l , 2 ,  
. . . , n ) ,  the p o le s  o f  (4 .7 )  are the e ig e n  v a lu e s  o f  the 
c h a r a c t e r i s t i c  eq u a tion  o f  m atrix  A and
A
n = n i f  A has a l l  n on -zero  e ig e n  v a l u e s f
= n -1  i f  one o f  the e ig e n  va lu es  o f  A i s  z e r o .
Comparing (4 .6 )  and ( 4 .8 ) ,  an i n f i n i t e  s e t  o f  eq u a t ion s  can 
be w r it t e n ,  o f  which the f i r s t  (n+ l) eq u a t ion s  in  m atrix
-5 5 -
The c o e f f i c i e n t  m atrix  o f  (4 .9 )  by v ir t u e  o f  i t s  nature i s  
n o n -s in g u la r ,  and so kQ, k^ . .  e t c . ,  the r e s id u e s  o f  ( 4 .7 ) ,  
can be eva lu ated  and hence P o s te r  c a n o n ic a l  form  o f  RC n et ­
work can be e a s i l y  drawn.
The RL d r iv in g  p o in t  ca se  can s im i la r ly  be in te r p r e te d  
by tak in g  a p ro p er  z ( s ) ,  { jn _ j.m proper  f u n ct ion  having a po le  
at i n f i n i t y  wil l  r e s u l t  in  a s e r i e s  in d u cta n ce }  and
-5 6 -
s l s 1expanding , in s tea d  o f  z ( s ) ,  such thats
/ \ k n k.
= _o + r __ i 
i i i  3 + ais
*n
o r
= k s ”  ^ + \ k. (s  ^ -  o. s~^ + a?s~^ -  o^s Zf+ . . . )o i  i  x i
. . .  (4. 10)
z ( s )  = (k0+k1+k2 + . . . +k  ^) -  (k-La1 +k2 cr2 + . . . +k^o^) s _1 +
2 2 2 —2 *3 5^ *5(k ia i+ k 2 C2 + . ..-tk^a^) s“  -  (k-j a£+k2 a| + . . . +k^a^) s
+ .......... . . .  (4 .1 1 )
where n = n .
P roceed in g  as above, the e x p re s s io n  corre sp o n d in g  to  (4 .9 )  
becomes,
l"1 1 1
0 al a
0 4 a
V d
1—{
M
01
k2
•
=
•
1
j
•
•
kn— —
•
•
0 ± c  fi  ' vn -±
. . .  (4 .1 2 )
from which the r e s id u e s  k ' s  e t c .  can be_eva lu a ted  and thus_, 
t he P o s te r  form o f 1 -p o r t  RL network can be e a s i l y  c on s t r u c t e d ,
( i i ) F o s te r  p -P o rt  LC Network Syn th esis
The treatm ent g iven  in  the p reced in g  f o r  s t a t e -  
space in t e r p r e t a t io n  o f  FOSTER s y n th e s is  method o f  1 -p o r t  
networks i s  extended t o  p -p o r t  LC network as f o l l o w s .
- 5 7 -
G onsider a l o s s l e s s  p o s i t i v e  r e a l  (PR) impedance 
m atrix  Z (s )  in  p a r t i a l  f r a c t i o n  form as [ l0 5 ]
where each  term i s  s e p a r a t e ly  l o s s l e s s  p o s i t i v e  r e a l ;  a l l  
th e  8 m a tr ices  are symmetric and p o s i t i v e  s e m i - d e f in i t e ,  
w hile  a l l  th e  £, m a tr ice s  are skew sym m etric, i s  the
con stan t  term at i n f i n i t y  which must be skew symmetric.
i s  z e r o ,  th e  co rre sp o n d in g  row and column o f  ®i  and are 
b oth  z e ro ,  f o r  f i n i t e  i .  These p r o p e r t ie s ,  o f  c o u r s e ,  f o l l o w  
from the f a c t  that the res id u e  m atrix  at s=jcoi  s a t i s f i e s  
and
where prime d en otes  m atrix  t r a n s p o s i t i o n .
In s t a te -s p a c e  term s, Z(co) o f  (4 .1 3 )  co rresp on d s  
to  m atrix  D o f  ( 4 .1 ) *  The r e a l i z a t i o n  o f  th e  f i r s t  two 
terms o f  (4 .1 3 )  i s  simple and i s  ach ieved  by u s in g  congru­
ence transform ationsQ -06 ] . The r e a l i z a t i o n  o f  the remaining 
two terms i . e .  Z1 (s )  i s  d is c u s s e d  here u s in g  s t a t e - v a r ia b le  
te ch n iq u e .
Z (s )  = t(0 + a Soo+ i e0
( 4 . 1 3 )
3( co)  + Z,  (1 s )
A c tu a l ly  n i s  f i n i t e  and i f  any d ia g o n a l elem ent o f  0 i
( 4 . 1 4 )
Thus,
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Z , ( s )  =
i = l  s “  + 0)^
(Qq+Q] +02 + * • • *H3ft) s 1 + (^1+^2 + ’ * • s 2 -
2 2 2 "*3 p p
(©1a>1 +02.a>2+ . -  +®£W£)s -  + ^2W2 + ‘ ** +
r 2 n ~4 ^ U a) s + . . .
(4 .1 5 )
(4 .1 6 )
where ©^ and are res id u e  m atr ices  (4 .1 4 )  and
2
'V
2
}2 u)£ are the e ig e n  v a lu es  o f  the c h a r a c te r ­
i s t i c  equation  o f  A -m atrix  which are p o s i t i v e  and r e a l
2 2 (id.^  4- to ^  , and
An = <
n
2
i n -1
(n even) 
(n odd)
Comparing (4 .3 )  w ith  ( 4 .1 6 ) ,  we get
Y0 = ©o +0-^+©2+ • •• +e&
Y1 = ^ l+^2+^3+
2 2 2
" "2  = ~^*Q 2^ 2 * * * ^ n wh
2 2 2
"* 2(j02+# 9 # 
• • •
+£ a(jJa^n n 
•
• • 9
• • • 
• • •
•
•
. . .  (4 .1 7 )
W riting (n + 1) equations in  m atrix  form f o r  0^ and ^  
s e p a r a te ly ,  we g et
2 2u»l 0)2
4 ,,40)1 co 2
•• e•
*2n-2 *2 n-l0)i 0)2
2
n
n
*2ri-2
©1 
0 2
j*n
-Y .
. . .  (4 .18a)
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and
- - f* i
1 1 1 1
* 1
C\J 
rH
3 2
u)2
•
2
0 ) -  . . .  
m
4
•
^2
•
= - Y3
•
•
•
2n-2
W 1
•
•
. 2 n - 2  
2
•
•
2n-2
c o ^  . . .
CM 
' 
1
-
C
M
<J3
• 
• 
3
S* 
« 
•
,3
>
•
•
- . . .  ( 4 a 8 b )
l o s s l e s s networks, a l l  the p o le s o f Zx (£0 l i e on the
2 2jco—a x i s • T h e re fo re ,  u )^ , . . . ,w a  are a l l  p o s i t i v e .  Then the 
c o e f f i c i e n t  m atrix  o f  (4 .1 8 )  w i l l  o b v io u s ly  be n o n -s in g u la r .  
Thus, re s id u e  m atr ices  0a and having been eva lu ated  
from ( 4 .1 8 ) ,  p -p o r t  F os te r  form can be e a s i l y  drawn. The 
procedure  i s  i l l u s t r a t e d  w ith  an exam ple.
Example 4 .1
Given th e  s ta te -m o d e l  f o r  a l o s s l e s s  impedance fu n c t ­
io n  Z (s )  as
0 1 /2 l l 1 0
X = 0 0 0 x  + 0 2
- 2 0 0_ 0_
— -
2 0 0 0 1I  = X +
_  0 1 1_ -1 0.
U
u +
1
1
From ( 4 . 3 ) ,  the Markov-parameters are
. . .  (4 .1 9 a )
1
1
dU
I t
. . .  (4 .1 9 b )
Here, th e  o rd er  o f  the m atrix  A i s  3 . This g iv e s  n = 1, 
The c h a r a c t e r i s t i c  equation  o f  A-m atrix i s
s ( s 2 + 2) = 0
which g iv e s  the e ig e n  va lu es  s = 0, and s = - 2 .  Then,
p
= 2. Using ( 4 .1 8 ) ,  the r e s id u e  m atr ices  can be ob ta in ed  as
i 0 ol ~2 o" 0
—t
2
© o I
I
0
L . •£
L_ © H I
I
0 1_ ’ *1 -2 o .
Thus
jo o’ 1 ! 2S o] 0
[o  1_ + s2 + 2 '
| ' + !L o sj -2
-O 
2 1 i
i f  . . .  (4 .2 0 )
0 1 I
and from (5 .1 9 b )
To ' i
Z( s)
1 1  j 0 0 1 2s 2
+ s + i r  • + 75-------
0 1 1 s [ 0  l j  s + 2  2 s_
. . .  (4 .2 1 )
which r e s u l t s  in  n o n - r e c ip r o c a l  F o s te r  form shown in  F i g . 4 .1 ;
p g , [ l o g .
I t  may be noted th a t  the  treatm ent d is cu sse d  above 
i s  q u i t e  g e n e ra l and i s  n o t  r e s t r i c t e d  t o  s c a la r  LC case  
as im plied  in  [ l l 3  • i s  shown that th e  te ch n iq u e  i s  a p p l i ­
c a b le  t o  RC, RL, and LC p -p o r t  netw orks.
In the n ex t  s e c t i o n ,  a s t a t e - v a r ia b l e  approach f o r  
Cauer d r iv in g  p o in t  s y n th e s is  i s  d is c u s s e d .
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T1
w
o
0
-1
T,'
FIG.4-1-EXAMPLE 41
Realization of Eqn.C4.21)
J
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4 .3  STATE-VARIABLE APPROACH FOR CAUER l-PORT SYNTHESIS
The co n ce p ts  o f  c o n t r o l l a b i l i t y  and o b s e r v a b i l i t y  
d e f in e  some fundamental c h a r a c t e r i s t i c s  o f  l i n e a r  systems and 
have been w id e ly  used in  optim al c o n t r o l ,  e s t im a t io n  and 
i d e n t i f i c a t i o n  prob lem s. R ecen tly , the o b s e r v a b i l i t y  
matrix|3)2] has been employed in  network sy n th e s is  as a non­
s in g u la r  c a n o n ic a l  tra n s form a tion  to  r e a l i z e  F o s te r  and Brune 
1 - p o r t  netw orks[59] .
In t h i s  s e c t i o n ,  the Cauer sy n th e s is  method f o r  d r iv in g  
p o in t  immittance fu n c t io n  i s  re-exam ined  v ia  s t a t e - s p a c e  
c h a r a c t e r i z a t io n  e x p lo i t in g  the techn ique  o f  m -
Cauer F i r s t  Form o f  RC Network
C on sid er  RC d r iv in g  p o in t  impedance fu n c t io n  z ( s )  which 
may be w r it te n  as
z ( s) = y + ZjCs) . . .  (4 .2 2 )
where y = z (oo) = d ,
and n -1  , , „ n -2  , , ,b , s + boS + . . .  + b
Z1<S> ■ n ;  , - 1  ~— — r -  ••• (4 - 25)s + a-^s + . . .  + an>_  ^ s
The f i r s t  Cauer form f o r  the RC d r iv in g  p o in t  impedance
fu n c t io n  z ( s )  i s  shown in  F i g . 4 . 2 (a) where z ^ (s )  i s  r e p re se n t ­
ed by the e n c lo s e d  d o tte d  l i n e .  The normal t r e e  i s  in d ic a te d  
by the t h i c k  l i n e s .  Assuming p o r t  e x c i t a t i o n  t o  be a cu rren t 
d r iv e r  I 0 and ch oo s in g  ths v o lta g e s  a cross  the c a p a c i t o r s
’ V , V , , V I as the s t a t e - v a r ia b l e s ,  th e  f o l l o w in g
C1 2 n J
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s ta te -m o d e l  f o r  P i g . 4 .2  (a) can be e a s i l y  obtainedQ?8] , Q 6] *
c 2
V
n
^ 1
1 ( 1 . 1 
(R ^  + R ^ )
T '  " : rn - l  n
R JT" n -1  n
- ( T T " 7 T + r V  }n -1  n n n _
1
C.
0
0
0
Let -E be the o u tp u t .
y = -E = [  1 0 0 . . .  0 ]  C vc i  vC2
S y m b o lica l ly
X = A X + b u 
y = c X
The o b s e r v a b i l i t y  m atrix  g iv en  by, Q)2] ,
. . .  (4 .24a )
• T0 n 3
. . .  (4 .24b )
. . .  (4 .25a ) 
. . .  (4 .2 5 b )
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Z ( s )
FIG-4 2 ( a)- FIRST CAUER RC NETWORK.
I---------
r= Lo
i_____________________ i
FIG--4.2(b)-EXAMPLE 4. 2.
L1 L2 L r
---------- ^305^ — |r W -----1 — |
)
* S-2—
•>- ■ ■
= Cb =c, c2 = = Cn-3 -  = 
2
•n-i
L--------------------------------------------------------------------------------------- 1
FIG. 4 .3(a)-FIRST CAUER LC NETWORK
T-1
r -
Z ( s )
Zi  cs)
12/5
1
I I
FIG-4 -3(b)-EXAMPLE 4-3
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C
C A 
C A2
. . .  (4.2-6)
i G A11" 1
i s  used as a n o n -s in g u la r  t ra n s fo rm a tion  f o r  o b ta in in g  
a c a n o n ic a l  s ta te -m od e l r e p re s e n ta t io n  o f  the Cauer n e t ­
work.
* —1Applying the tra n s fo rm a tion  X = Tq  ^ X, the ca n o n ic a l  
s ta te -m o d e l  i s  g iv en  by
A
dX
dt
y =
a w  + T; l b a
0  T o b  1
\ \  A
A X + b u
= C X
. . .  (4 .27a ) 
. . .  (4 .27b )
Also th e  p h a s e -ca n o n ica l  s ta te -m o d e l ,  in  terms o f  the c o e f f ­
i c i e n t s  o f  the g iven  im mittance fu n c t io n  (4 .2 3 )  can  be 
d i r e c t l y  w r it te n  as
dX 
d¥ =
j 0 1
0 0
• •
• •• • .• •
0 1
-a -
L
y  =
hn
A
X +
h.
u
L1 0 0
A
X
n -1
- 1 . . .  (4 .28a )
. . .  (4 .28b )
where,
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hl  = bi  "  ai b0
h2 = b2 -  a2b0 -
h^ = b3 ~ a3b0 ~ ^2^1 — a1^2
. . .  (4 .2 9 )
.
hk = bk “  akbo "  ak - l hl  ...... "  al hk - l
The ca n o n ic a l  s ta te -m o d e ls  ( 4 . 27 ) and (4 .2 8 )  are id e n t i c a l
in  the sen se th a t  z -^fs) f o r  both  the ca ses  i s  the ean e .fh u s  
the element va lu es  o f  R, and can be e a s i l y  d e te r mined 
by comparin g  th e  c o r resp on d ing e n t r ie s  o f  (4 .2 7 )  and ( 4 .2 8 ) .
Cauer F ir s t  Form o f  LC Network
The f i r s t  Cauer form o f  LC network can a ls o  be r e ­
examined v ia  s t a t e - s p a c e  c h a r a c t e r i z a t io n  on the  same 
l i n e s  d is cu sse d  above and the c a n o n ic a l  s ta te -m o d e l  can 
again  be a ch ieved  by using the o b s e r v a b i l i t y  m atrix  as a 
n o n -s in g u la r  t ra n s fo rm a tion  as f o l l o w s .
C onsider  the LC d r iv in g  p o in t  impedance fu n c t io n  z ( s )  
o f  the form
b, s11” 1 + b , s n”  ^ + . . .  + b 
z ( s )  = y s + — —  ---------- -------------------  ••• ( 4*29)
S "4“ ® 't* a « i
= Y  s + z1 (s )  .
where n i s  odd.
The f i r s t  Cauer form o f  LC network i s  shown in  F i g . 4 . 3(a) 
where t h i c k  l i n e s  in d ic a t e  the  normal t r e e .  The s t a t e -  
model f o r  t h i s  network can a ls o  be c o n s tr u c te d  e a s i ly [^ 8 ]  .
Taking th e  v o l t a g e s  a cross  the c a p a c i t o r s  and cu rre n ts  
through the in d u c to r s  as s t a t e - v a r ia b l e s  (V V . . .C _ C to 1
Jn -1
) ,
the s ta te  model o f  * i g . 4 . 3 ( a )  can  be ob ta in ed  as g iven  below.
1
Lo
n -1
" T "
Ln-1
T
1 i
jt2 - v -2
U =  I .
1
n-1
" n
X +
1
r ro
0
0
0
. . .  (4 .30a )
u
y -  C 1 o o • 0
whe r e ,
X -  I V V . v : i T i T ' 1T 1
L  c o c i Cn -1  : L1 2 n -1  -*
~T ~ ~~T~
Now, the phase c a n o n ic a l  sta 'te -m odel can be obta ined  using  
the o b s e r v a b i l i t y  m atrix  T”  ^ g iv en  by (4 .2 6 )  as a non­
s in g u la r  tr a n s fo rm a t io n ,  which i s  then compared w ith  the one
- 6 8 -
g iven  by (4 . 27) and the element va lues  and are 
determined in  the same way as d is cu sse d  in the p reced in g .
The above procedure f o r  b o th  the ca s e s  i s  i l l u s t r a t e d  
with the h e lp  o f  examples Q-45] .
Example 4 .2 ,  [ l 4 9 , p . l 5 l ]
Given RC d r i v i n g  p o in t  impedance fu n c t io n  z ( s )  as
O bviou s ly ,
(a ) = S + i S - ^ 3  
s + 2s
=  1  + i ° ± 3 -
S + 2s
Y = 1 = z ( o o ) = d
. . .  (4 .3 1 )
and z i (e ) = - H  1 1s + 2s
(4 .3 2 )
The s ta te -m o d e l  ob ta in ed  u s in g  ( 4 . 24) i s  g iven  by
A =
■ * k
h  ■ 
7T -
1 1 
, t  = j , o = [1 0) •
1 1 ! 0
L—
. . .  ( 4 . 3 3 )
R1C2
O b s e r v a b i l i t y  m atrix  T” ^ i s  obta ined  from (4 .2 6 )  as
1 0 I
, -1
ob ... ( 4 . 34)
The c a n o n ic a l  r e a l i z a t i o n ,  thus ob ta in ed  from (4 .3 3 )  and 
(4 .3 4 )  i s
-6 9 -
A T ob=
0
0
¥ i
. . .  (4 .3 5 )
Now A and B o f  the g iven  fu n c t io n  (4 .3 2 ) are obta ined  by 
in s p e c t io n  as,
A
A =
0 1
0 -2
2
B = ,-1 (
. . .  (4 .3 6 )
Comparing the  corresp on d in g  e n t r ie s  o f  the m a tr ices  o f  (4 .3 5 )  
and ( 4 .3 6 ) ,  the element va lues  are found as
* Ci  = ~T * Rl  = 4, c 2 = £  and RQ = y  = 1 .
The co rre sp o n d in g  Cauer f i r s t  form o f  RC network i s  shown 
in  F i g . 4 . 2 (b) .
Example 4 .3 ,  [149 , p . l2 8 j
Given LC d r iv in g  p o in t  impedance fu n c t io n
z (s )  = s4 + 10s2 + 9 
s-5 + 4s1 (4 .3 7 )
= s + 6g + ,1 .
s^ + 4s
O b v iou s ly ,
Y = 1
and
-7 0 -
z , ( e )  = 6 s__+ 9
s?  + 4s
. . .  (4 .38 )
The sta te -m od e l ob ta in ed  from (4 .3 0 )  i s  g iven  by
0
i
0
1
-  ( T ;
0 '
t r
0
•
X  = 0 0 77-  > X  
G 1
+ 0
l
: l i
L
1
" L 1
o  !
J
0
y  =
[ i
0 o j  X
u . . .  (4 .39a )
. . .  (4 .39b )
O b s e r v a b i l i t y  m atrix  T” ^ i s  ob ta in ed  from (4 .2 6 )  as
ii 1 0 0
T-1  = i 
ob ! 0 0 o
. . .  (4 .4 0 )
! 1
r ^ o Ll Go
The c a n o n ic a l  s ta te -m o d e l  thus obta ined from (4 .3 9 )  and
(4 .4 0 )  i s  g iven hy
*
0 l 0 | i♦ f :0
ti 0 0
i
x l
x + ! 0 u . . .  (4 .41a )
0
L
L1 o T l  |
i
i1
1
L1°n  0 _
'  -  [’ i 0 0 *
A
X . . .  (4 .41b )
A lso ,  the c a n o n ic a l  s ta te -m od e l  f o r  the g iven  fu n c t io n  (4 .38 ) 
can be w r it te n  by in s p e c t io n  as
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j 0 i 0 ■1 6 1:
1 °1
0 1 AX + 0 ! u . . .  (4 .42a )
! o - 4  . 0
- i
-1 5  |
0 0 °] AX . . .  (4 .42b )
Thus comparing (4 .4 1 )  and ( 4 .4 2 ) ,  the network element va lues  
are determ ined as
c o  =  z  -  L 1  =  r  ’  ° 1  =  h  a n d  L o  =  *  =  1
as shown in  F i g . 4 . 3 (h ) .
I t  may be noted  th a t  the procedure  g iven  above can 
s im i la r ly  be a p p lie d  t o  Cauer second form a l s o .
4 .4  STATE-VARIABLE APPROACH FOR ACTIVE RC FILTER DESIGN 
USING COEFFICIENT MATCHING TECHNIQUE
The c o e f f i c i e n t  matching techn ique  i s  a very  e f f i c i e n t
and p r a c t i c a l  method o f  d e s ig n in g  second o rd e r  a c t iv e  RC 
f i l t e r s  which form the  b a s ic  b u i ld in g  b lo ck s  in  cascade  
r e a l i z a t i o n  o f  h igh er  ord er  t r a n s f e r - f u n c t i o n s [1 0 2 ] .
The in herent advantage o f  t h i s  type o f  des ign  procedu re  i s  
that the network t o p o lo g y  i s  known a p r i o r i .  T h ere fo re ,  the 
procedure o f  the p reced in g  s e c t io n  can be e a s i l y  a p p lied  to  
t h i s  case  a l s o ,  as d is cu sse d  be low .
C onsider  an a c t iv e  RC low  pass f i l t e r  s e c t i o n ,  F i g . 4 .4 ,  
proposed  by S a l ie n  and Key[13(3 • ^ke th ic k  l i n e s  in d ic a t e  
the  normal t r e e .  Choosing the v o l t a g e s  a cross  the c a p a c i t o r s
as s t a t e - v a r ia b l e s  th e  s ta te -m o d e l  o f  F i g . 4 .4  can be e a s i l y
w r it te n  as
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FIG.4 4 - A SECOND ORDER LOW PASS ACTIVE R C
FILTER SECTION.
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FIG.4 5 -Example 4 4: REALIZATION OF Eqn.(4-46)
i ? c.
V 1 c * 
2
1 -  u^ ( gi +g2 )
g2
°2 t
!1 t
I  -  V, = C o
Gpd I
2 i
The o b s e r v a b i l i t y  m atrix T“ ^, from ( 4 .2 6 ) ,  i s  ob ta in ed  as
k 1
V
C1
G. •
5 7 '1 1 •
+ ! i 1
V ! 0 !
_  c 2 L ‘
Y
C1
V —
1
CVJ
0
. . .  (4 .43a)
. . .  (4 .43b)
,-1
'ob
0
g2 G
k j r  -  k
2 2
. . .  (4 .4 4 )
The ca n o n ic a l  s ta te -m o d e l  i s  then ach ieved  from ( 4 . 43) and 
(4 .4 4 )  as
0
- -  I
gt gp p i
+  G 2 ( C ^
°2
b “  Tob b
c = c Tob
0 -
i Gi G2 
ik r n rI C G
= [x 0]
(Gi +S2) ®2,' 
®2 j
. . .  (4 .45a ) 
. . .  (4 .45b )
. . .  (4 .4 5 c )
The procedu re  i s  i l l u s t r a t e d  w ith  an example.
Example 4 . 4 , [ 1 0 2 , p .330]
The f o l l o w in g  second ord er  low pass B utterw orth  f i l t e r
i s  t o  be r e a l i z e d  with the  help  o f  the above proced u re .
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^1 s 2 + J"? s + 1
. . .  (4 .46)
The c a n o n ic a l  s ta te -m o d e l o f  the g iven  t r a n s f e r  fu n c t io n  (4 . 46)
i s  w r it ten  by in s p e c t io n  as
0 1
A
A =
-1 -J7
. . .  (4 .47a )
\
b =
0
2
* - [
0J
. . .  (4 .4 7 b ) 
. . .  (4 .4 7 c )
Comparing the co rresp o n d in g  e n t r i e s  o f  (4 .4 5 )  and (4 . 47) ,  the 
element v a lu es  are ob ta in ed  (assuming C-^  = C2 = l )  as
1Go = —  and k =2 .
J *
The r e a l i z a t i o n  o f  (4 .4 6 )  i s  in d ic a t e d  in  P i g . 4 .5 .
4 .5  CONCLUSION
In t h is  ch ap ter , the s t a te -s p a c e  in t e r p r e t a t io n  o f  some 
w e l l - e s t a b l i s h e d  c l a s s i c a l  sy n th e s is  p roced u res  such as P o s t e r 's  
and C au er 's  methods i s  g iv e n .  The well-known c o e f f i c i e n t  match­
ing  tech n iq u e  o f  a c t iv e  RC f i l t e r  des ign  i s  a ls o  re-exam ined 
in  s t a te -s p a c e  term s. I t  may be remarked th at  co m p u ta tio n a lly  
th ere  i s  n o t ,  perhaps, a g rea t  d e a l  t o  choose  between the  c l a s s ­
i c a l  p roced u res  and s ta te -s p a c e  methods akin t o  th ese  procedu­
res . But the s ta te -s p a c e  te ch n iq ue does of f e r  g r e a te r  scope 
f o r  e x t e n s ion t o problems such as the e q u iv a le n t  network
problem  [[ 3431 an  ^ d i s c u s s io n  o f  th ese  methods from s t a t e -  
space p o in t  o f  v iew  has been taken up h e r e .
The next ch a p ter  is  d evoted  t o  develop  new a c t iv e  
RC m u lt ip o r t  network sy n th e s is  procedure f o r  the  r e a l i z a t i o n  
o f  imraittance m a tr ices .
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MULTIPORT ACTIVE RC I®TWORK SYNTHESIS WITH 
A MINIMUM NUMBER OP CAPACITORS
5 .1  INTRODUCTION
With the p u b l ic a t io n s  o f  S a n d b e r g f l jQ - [l3 | ]  in  
1961, m u lt ip o r t  a c t iv e  RC network 'sy n th e s is  has re ce iv e d  
much a t t e n t io n  during the past decade 0 - 3 - B S - B 3 . D U . 
1 3 2 ,  (311, c i o g , e g . These papers , w ith  the e x cep t ion  o f  
Hilberman[55] , use more number o f  c a p a c i t o r s  (w ith  p o s s ib ly  
some o f  them f l o a t i n g )  than the minimum number which i s
equa l to  the degree  o f  the g iv e n  m atrix  B 2 -
In the e a r ly  years  e f f o r t s  were d i r e c t e d  towards
red u c in g  the number o f  a c t iv e  elem ents? but with the
advent o f  in te g ra te d  c i r c u i t  te ch n o lo g y ,  the trend  i s  
towards red u cin g  the number o f  p a ss iv e  e lem ents, p a r t i ­
c u la r ly  c a p a c i t o r s  and having t h e i r  one end common and 
grounded, even i f  i t  r e s u l t s  in  an in c r e a s e  in  the number 
o f  a c t iv e  d e v ic e s  jj-O^J. I t  was shown by Mann and P ik e [95] 
that, w ith the  h e lp  o f  a s t a t e - v a r ia b l e  approach and the 
rea cta n ce  e x t r a c t i o n  p r i n c i p l e , i t  i s  p o s s ib l e  to  r e a l i z e  
a c t iv e  RC networks using  a minimum number o f  c a p a c i t o r s .  
S ubsequently  Melvin and B ickart  (7)§J , e x p lo i t in g  the  t e c h ­
nique o f  proposed  an in t e r e s t i n g  s y n th e s is  procedure
t o  r e a l i z e  a c t i v e  RC network from a g iven  adm ittance 
m atrix  Y (s )  u s in g  v o l t a g e - c o n t r o l l e d  v o l ta g e  so u rce s .  Later 
they  extended t h e i r  resu lts [9 8 |  t o  the sy n th e s is  o f  other
CHAPTER V
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ty p e s  o f  m u lt ip o r t  network f u n c t i o n s [ I S ] .
This ch a p ter  presen ts  a sim ple and sy ste m a tic  sy n th es is  
procedu re  f o r  the a c t iv e  RC r e a l i z a t i o n  ~ 1 'c e s
s t r u c tu r e s  o f  the r e a l i z e d  c i r c u i t s  in  terms o f  the minimum 
number o f  elem ents and grounded p o r ts  make them p a r t i c u la r ly  
a t t r a c t i v e  f o r  in te g ra te d  c i r c u i t  f a b r i c a t i o n .
F i r s t ,  the  proposed  s y n th e s is  approach i s  b r i e f l y  d i s ­
cussed  in  S e c t io n  ( 5 . 2 ) .  Then, s y n th e s is  o f  s h o r t - c i r c u i t ( s . c . )  
admittance m atrix , o p e n - c i r c u i t  ( o . c . )  impedance m atrix , and 
tra n sfer - im p ed a n ce  m atrix  u s in g  o p e r a t io n a l  a m p l i f ie r s  i s  
c o n s id e r e d .  Later u t i l i z i n g  t h i s  approach and the r e s u l t s  
o f  Chapter I I I ,  a new p a s s iv e  r e c ip r p c a l  s y n th e s is  procedure 
f o r  SPR immittance m a tr ices  u s in g  RCT network i s  e v o lv e d .
5 .2  PROPOSED APPROACH TO ACTIVE RC MULTIPORT NETWORK SYNTHESIS
The g e n era l idea  in  th e  proposed  approach i s  to  r e a l i z e  
a g iven  m u lt ip or t  network fu n c t io n  with the h e lp  o f  c a p a c i ­
t i v e  and r e s i s t i v e  sub-netw orks and, by in tr o d u c in g  s u it a b le  
a c t iv e  e le m e n ts ,to  f o r c e  the  s h o r t - c i r c u i t  conductance  matrix 
or  the r e s i s t i v e  sub-network to  be hyperdominant which can be 
e a s i l y  r e a l i z e d ,  w hile  ensuring  that the s ta te -m od e l  o f  the  
r e a l i z e d  netw ork corresp on ds  to  the s ta te -m o d e l  obta ined  
from  the g iv en  network fu n c t io n .
Let N be a m u lt ip o r t  network e x c i t e d  at p o f  i t s  p o r ts  
by v o l ta g e s  an d /or  cu rre n ts  which are elem ents o f  the p -v e c t o r  
u ( t ) .  Let th e  r e s p o n s e s ,  the v o lta g e s  a n d /o r  cu rre n ts  o f  q
u s in g  a s im i la r  approach due to  Melvin
o f  the p o r t s ,  be elements o f  the  q - v e c t o r  y ( t ) .  I f  N is  
e x c i t e d  at a p o r t  from which a response is  d e r iv e d ,  then at 
that p o r t ,  i f  the e x c i t a t i o n  i s  a v o lta g e  ( c u r r e n t ) ,  the 
response  must be a c u r r e n t ( v o l t a g e ) . Let T (s )  be a qxp matrix 
o f  r e a l  r a t io n a l  fu n c t io n s  o f  the complex v a r ia b le  s such 
that
Y (s) = T (s )  U ( s )
where U(s) = / C u ( t ) I j  ^  Y ( s ) tlien i s
sa id  t o  be a m u lt ip or t  network fu n c t io n .
A sy n th es is  p roced u re , based on the above i d e a , i s  t o  
be developed  by which T (s )  may be r e a l i z e d  as an immittance 
m atrix  o f  an a c t iv e  RC m u lt ip o r t  network w ith  a minimum 
number o f  grounded c a p a c i t o r s  n = an<* "fc^ie mos^
(p+2n) in v e r t in g ,  grounded v o lta g e  a m p l i f i e r s .
In the sy n th e s is  method to  be p resen ted , T (s )  i s  assumed 
to  be r e g u la r  at s = oo . I f  i t  i s  not so , i t  can be made 
re g u la r  at i n f i n i t y  by in vok in g  Mobius transform ationQ>5]
s = T T ’z  • • • (5 .1 )
where - s  i s  a p o in t  o f  r e g u la r i t y  o f  T (s )  on the n eg a tive  
r e a l  a x is .  The s y n t h e s is  proced u re  t o  be d is cu s s e d  i s  
a p p lie d  t o  the newly formed T (z )  m atrix  which is  o f  the 
same degree  as T ( s ) .  The r e a l i z a t i o n  f o r  the o r i g i n a l  m atrix 
i s  then obta ined  by in v erse  t ra n s fo rm a tio n  i . e .  the f i n a l  
network i s  ob ta in ed  by r e p la c in g  each c a p a c i t o r  o f  va lue  c in 
the r e a l i z a t i o n  o f  T (z )  by a c a p a c i t o r  and a r e s i s t o r  in 
s e r ie s  having  adm ittance — K  .8 +0
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A minimal r e a l i s a t i o n  se t  “{ A, 3, C, Lj* a s s o c ia te d  
w ith T (s )  can be e a s i l y  ob ta in ed  by a p p ly in g  Ho-Kalman 
a lgorithm  (S e c t io n  2 .3 .2 )  to  g iv e  the s t a te  e q u a t ion s  o f  
th e  form
X = A X + B TJ . . .  (5 .2 )
Y = 0 X + D U
such th a t
T (s )  = D + C ( s i - A ) ” 1 B
and A has the minimum dim ension n equal to the degree 
QT(s )3  and D = T(oo) .
The network th at  r e a l i z e s  T (s )  w i l l  be the i n t e r ­
co n n e ct ion  o f  a n p ort  grounded c a p a c i t iv e  su b -n e tw o rk s ,N^t and 
a (p+n) p ort  grounded r e s i s t i v e  sub-netw ork , N^, as shown 
in  F i g . 5 .1 .  Let e 2 and i 2 denote  r e s p e c t i v e l y  the  n -  
v e c t o r s  o f  v o l t a g e s  and cu rre n ts  at the p o r t s  common t o  
and Nc su b -n etw orks. The r e la t io n s h ip  imposed by 
on e 2 and i 2 i s
i 2 = * • * (5 .3 )
where ^  i s  an nxn n on s in g u la r  m atrix  and can be assumed 
t o  be d ia g o n a l  with p o s i t i v e  e n t r ie s  o n ly ,  r e s u l t in g  in  a 
c a p a c i t iv e  sub-netw ork  in  the form o f  a s t a r  o f  n - c a p a c i t o r s  
as shown in  F i g . 5 .2 ,  th e re b y  ensuring  th a t  no more than 
n c a p a c i t o r s  are needed in the r e a l i z a t i o n .  That th e  r e a l ­
i z a t i o n  r e q u ire s  at le a s t  n c a p a c i t o r s  f o l l o w s  from the 
f a c t  th a t  would be s in g u la r  i f  the  sub-netw ork  Nq - con ta in ed  
few er than n - c a p a c i t o r s .
Assuming the s t r u c tu r e  o f  the sub-netw ork , NR, c o n s i s t ­
in g  o f  r e s i s t o r s  and a c t iv e  elem ents as shown in F i g . 5 . 3 ( a ,b ) ,
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FIG-5-2-CAPACITIVE SUB NETWORK Nc .
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th e  s h o r t - c i r c u i t  param eter eq u a t ion s  o f  3^ may be w r it ten
as
I = & E . . .  (5 .4 )
where "G, i s  the  s h o r t - c i r c u i t  conductance m a tr ix , o f  a 
common ground r e s i s t i v e  network, which w i l l  be fo r c e d  to  
be hyperdominant* by in c o r p o r a t in g  s u i t a b le  a c t iv e  e lem ents.
With the help  o f  ( 5 . 3 ) ,  (5 .4 )  and the c o n s t r a in t s  
imposed by the a c t iv e  elem ents | F ig .5 . 3 ( a ,b ) j  , the s t a t e -  
model {A , B, G, D} o f  the g iv en  s tru c tu re  f o r  each case  i s  
obta ined  in  terms o f  the  su b -m a tr ice s  o f  T} and th e  gains o f  
the a c t iv e  e lem ents . Thus, the problem o f  r e a l i z a t i o n  o f  any 
m u lt ip o r t  network fu n c t io n  T (s )  i s  reduced to  th a t  o f  s p e c i f y ­
ing  the v a r io u s  su b -m a tr ices  o f  Z s u b je c t  t o  the c o n d it io n  
that i t  i s  hyperdom inant.
F i r s t ,  the s y n th e s is  o f  a s h o r t - c i r c u i t  adm ittance 
m atrix  i s  d i s c u s s e d .
5 .2 .1  S h o r t -C ir c u i t  Admittance M atrix Synthesis
The r e s u l t  e s t a b l i s h e d  in  t h is  s e c t io n  can be enun­
c ia t e d  as the f o l l o w i n g  theorem :
Theorem 5 .1
Any pxp m atrix  T ( s ) ,  o f  r e a l  r a t i o n a l  fu n c t io n s  o f
A m atrix  i s  c a l l e d  'hyperdominant 1 i f  i t  i s  dominant 
and a l l  the o f f - d i a g o n a l  e n t r i e s  are n o n - p o s i t i v e .  Further, 
a r e a l  m atrix  i s  d e f in e d  t o  be 'dom inant' i f  each a f i t s  
main d ia g o n a l e n t r i e s  i s  n ot  l e s s  than the sum o f  the 
a b so lu te  va lues  o f  a l l  the o th e r  e n t r i e s  in  the same row
i?  a  » Q 4 § ] .
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the complex freq u en cy  v a r ia b le  s when T(oo) i s  the sum 
o f  a s t r i c t l y  hyperdominant m atrix  p lus  a n on -n eg a tiv e  
m atrix , can be r e a l i z e d  as the s h o r t - c i r c u i t  adm ittance 
m atrix o f  a p -p o r t  a c t iv e  RC network usin g  a minimum 
number o f  n c a p a c i t o r s  with a u n ity  ca p a c ita n ce  spread, 
n = 6 Q T ( s ) J  and at th e  most (p + 2n) in v e r t in g ,  grounded 
v o lta g e  a m p l i f i e r s .  A l l  the c a p a c i t o r s ,  a c t iv e  elem ents 
and p o r ts  w i l l  have the ground as a common term in a l.
The p r o o f  o f  the theorem i s  a l o g i c a l  consquence o f  
the r e a l i z a t i o n  procedure f o r  T (s )  g iven  as follow s*.
As T (s )  i s  assumed to  be a pxp s h o r t - c i r c u i t  admittance 
m atrix  Y ( s ) ,  i t  i s  im plied  that p - v e c t o r  U is  the v e c t o r  
o f  network p o r t  v o l t a g e s  e-^  and that Y i s  the p - v e c t o r  o f  
co rre sp o n d in g  p o r t  cu rre n ts  i^  ( P i g . 5 . l a ) .  Thus the s ta te  
equations (5 .2 )  become,
e0 = A e 0 + B e n
2 2 1  . . .  (5 .5 )
i^  = C e 2 + D e^
where e 2 > an n - v e c t o r  o f  s t a t e  v a r i a b l e s , i s  the p o r t  v o lta g e s  
at the p o r ts  common to  Np and subnetworks ( F i g . 5 . l a ) .
Assuming t h e  subnetwork, Np, c o n s i s t in g  o f  r e s i s t o r s  and 
in v e r t in g ,  grounded v o lta g e  a m p l i f i e r s  t o  have a s tru c tu re  
shown in  P i g . 5 . 3 ( a ) ,  where -Ip i s  a (2p + 3n) p ort  common
»
term in a l r e s i s t i v e  network.The s h o r t - c i r c u i t  parameter 
e q u a t ion s  o f  Np can be w r it te n  as
-8 3 -
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i l «11 g l2 g 13 g14 g15
i 2 «21 g22 g23 g24 g 25
i 3 = g 31 g 32 g33 g 34 g35
H g 41 ^42 g 43 g 44 g 45
H g 51 g 52 g 53 g 54 g 55
where i^ ,  , e^ and are each
e^ and e -  are each n - v e c t o r s ;  an 
subm atrices w ith  g ^  = gJ± , where 
p o s i t i o n .  (5 being  the  s h o r t - c i r c u  
common ground r e s i s t i v e  network h 
n ece ssa ry  and s u f f i c i e n t  c o n d it io :  
common term in a l r e s i s t i v e  t o  b 
nodesQ-40] .
The f o l l o w in g  c o n s t r a in t s  are imp 
( F i g . 5 . 3a)
e^ = H K e2
where the m a tr ice s Q» K and H are
Q = d ia g .  ( q ^ - V t w ith
K -  d ia g .  { kj ,^ . . . - 9 with
H = d ia g .  \ h-j^ , ■ 9 w ith
From ( 5 .3 ) , (5 .6 ) and (5 .7 )
t i o n s  in  the form (5 .5 ) and {A ,  B
r *■ 
• i e i
e2 e 2
= 3 e 3
e4 e4
e 5 e 5-1
' - v e c t o r s ,  i 2> i^ ,  i^ ,  e2 , 
th e  elem ents o f  G- are the 
prime den otes  m atrix  t r a n s -  
t  conductance  m atrix o f  a 
ls t o  be hyperdominant, a 
f o r  the (2p + 3n) port  
r e a l i z a b l e  w ithout in te r n a l
sed due t o  a c t iv e  elements
. . .  (5 .7 )
<li ♦ 0 f o r a l l i ,
k j  4  0 f o r a l l j ,  and
h j < 0 f o r a l l j .
we ob ta in  the  s ta te  equa- 
C, Djcan be expressed  as
A = + §24 "K + §25 H ^  ( 5. 8a)
B = -G f~ 1 (g 21 + S23 Q) ••• (5 .8 b )
C = (S12 + g14 K + g15 H K) . . .  (5 .8 c )
D = (g12 + g-jj Q) . . .  (5 .8d )
Thus the problem  o f  r e a l i z a t i o n  o f  T (s )  has been 
reduced t o  that o f  s p e c i f y in g  the g su b -m a tr ices  a ss o c ia te d  
w ith  and g iven  by ( 5 .8 ) ,  s u b je c t  t o  the c o n d i t io n  that 
G i s  hyperdominant. The e x is t e n c e  o f  such a r e a l i z a t i o n  is  
e v id en t  from the f o l l o w in g  s te p s  in  th e  procedure  f o r  s p e c i f y ­
in g  the v a r io u s  subm atrices o f  "5.
Step I
S in ce  D i s  the sum o f  a s t r i c t l y  hyperdominant m atrix 
p lu s  a n on -n eg a tiv e  m atrix , w hile  g-j^ i s hyperdominant and 
g^ 2 Q is  n o n -n e g a t iv e ,  we can s e l e c t  s u i t a b le  v a lu es  f o r  
g ^  and Q such th a t  g ^ ^ a s  s p e c i f i e d  in  (5 .8 d ) ,h a s  on ly  
n o n -p o s i t iv e  e n t r i e s .
Step II
As (5 .8 b )  c o n ta in s  both  n o n -n e g a tiv e  and n o n -p o s i t iv e  
e lem ents , t h e r e f o r e ,  by a s u it a b le  c h o ic e  o f  ^ , the  sub­
m atr ices  g 21 and gg^ are ob ta in ed  such th a t  th ese  have non­
p o s i t i v e  e n t r i e s .
S tep  I I I
From ( 5 . 8 c ) ,  we have
g14K + g 15 H £ = G -  g l2  = P + M . . .  (5 .9 )
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where P = p. . c o n ta in s  a l l  the n on -n eg a tiv e  e n t r ie s
J pxn
o f  C -  g^2»
M = m- • c o n ta in s  a l l  the  n o n -p o s i t iv e  e n t r ie s
L J -* pxn
o f  C -  g1 2 .
Thus from (5 .9 )  we have
g 14 K = P . . .  (5 .10a )
g15 H K = M . . .  (5 .10b )
O b v iou s ly , by tak in g  the |kj| and the |h.| s u f f i c i e n t l y  la r g e ,
che n o n -ze ro  elem ents o f  g ^  and g ^  can be made as sm a ll in
magnitude as i s  n ece ssa ry  t o  make the rows -of Q g ^  g^2
g14 g I 5 - i  kyPerdominarrt• L ater  i t  w i l l  be shown that i t  i s
+ r- 4--ialways p o s s ib le  t o  s e l e c t  such a m p l i f i e r  g a in s .  I f  H [_ K J  
d en otes  the p seu doin verse  B f l  o f  k H , then (5 .1 0 )  y ie ld s
g 14 = P K+ . . .  (5 .11a )
p rov id ed  the c o n s is t e n c y  c o n d i t io n  PQ I -  k 3 = 0 i s  s a t i s ­
f i e d ,  and
g 15 = M K+ H+ . . .  ( 5 .H b )
p rov ided  the c o n s is te n c y  c o n d i t io n s ,
M [  I -  K ]  = 0 ,  and 
M I  -  H+ H >  0, are s a t i s f i e d .
Step IV
R ew ritin g  (5 .8 a )  as
g24 K + g25 H K = -  ^A -  g22 = 11+ Mi . . .  (5 .1 2 )
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where P^= L ^ i j H nxn co n ta in s  a l l  tho n on -n eg a tiv e  e n t r ie s
o f  -  (|A -  g22 and
]^_ = C mij-^nxm  con "^ a ins a l l  the n o n -p o s i t iv e  e n t r i e s
o f  -  jjA  -  g2 2 .
Thus, from ( 5 .1 2 ) ,
g24 K = pl  ••• (5 .13a )
g 25H K = 1^  . . .  (5 .1 3 b )
Since K and H are a lrea d y  known, the su bm atrices  g2  ^ and 
g2  ^ can be ob ta in ed  from (5 .1 2 )  and ( 5 . 13 ) w ith  a s u ita b le  
c h o ic e  o f  g22 * ^  may notod  that  g22 ®ay be s e l e c t e d  such 
th a t  the modulus o f  the sum o f  tho  rows co rre sp o n d in g  t o  i t
i s  ju s t  equa l t o  z e r o ,  th ereb y  redu cin g  the number o f  r e s i s t o r s
re q u ire d  in  the r e a l i z a t i o n .
Thus, having determ ined the g ' s  that appear in  ( 5 . 8) ,  
the rem aining e n t r i e s  o f  the G m atrix  can be f i l l e d  in  a r b i t ­
r a r i l y ,  however, a maximum number o f  z e ro  e n t r i e s ,  such th a t  
the hyperdominant nature o f  G i s  r e ta in e d ,  i s  advantageous.
A m p li f ie r  Gain S e le c t io n
The above sy n th e s is  procedu re  was deve lop ed  on the 
o b s e rv a t io n  th a t  a m p l i f i e r  g a in s  (K and H) e x i s t  such that 
the equ a tion s  in  ( 5 . 10) have s o lu t io n s  c o r re s p o n d in g  t o  which 
th e  rows o f  C § n »  ••• » §1 5 II are hyperdom inant. Now some 
c r i t e r i a  f o r  ch o o s in g  the a m p l i f ie r  ga ins w i l l  be d e s c r ib e d .
Prom ( 5 .8 d ) ,  g ^ ,  g ^  and Q are fo u n d . g21 and g 2  ^
are  ob ta in ed  from  ( 5 . 8b ) .
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Let g11 be a m atrix  w ith on ly  p o s i t i v e  d ia g o n a l e n t r ie s  
g i i  and S^ be the sum o f  the magnitude o f  e n t r i e s  in  the 
i t h  row o f  gl2  and g-j_3* ■For domi nan ce»
s i i > s i  •
-8 8 -
Let g i;i_ -  Sj_ > where > 0,
From step  I I I ,w o  have
Let
g14 K = P , and g15 H K = M
*14 “  C di p p x n  Khere di j '<  0 
*15 = C ei P p x n  where e i j ^ °
From ( 5 .1 0 ) ,  w  ^ get
( 5 . 1 0 o )
(5 .10d )
Choosing k .  in  (5 .1 0 c )  such that 
J
P4 h•2n
| k .  | > max { -----}  ,
then
Hence
n . n .
I  U u l  < ^  • 
3=1 13
S im ila r ly  by c o n s id e r in g  (5 .1 0 d ) ,  h- i s  chosen  such th at
J
r m. . . 2n ']
| h .  | > max j — J---------- ►
J i  L k j . tu ■>
which ensures
Z  I e i  j I '
3=1 J
71.
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T he re f o r e
n
d. -I + V
j = l i j 3=1
ei j l  < * i
since gl 2 , g -^ y  g14 , g15 are the on ly  subm atrices 
(co rre sp o n d in g  t o  the rows denoted by g^2 t o  g2n ) in  the 
v a r io u s  e x p r e s s io n s ,  i t  i s  c l e a r  t h a t  th o  rows o f
^ gl l  gl2  g13 gi 4 gi 5 H w i l l  be hyperdom inant. S im ila r ly  
i t  can be e a s i l y  shown that the rows o f  (j?21> • • •»§25-^ 
a ls o  be hyperdominant, thus en su r in g  th a t  i t  i s  always 
p o s s ib l e  t o  co n stru c t  a hyperdominant m atrix  G o f  f o r  
the proposed s t r u c t u r e ,F i g .5 .3 ( a ) . This com pletes  the  s p e c i ­
f i c a t i o n  o f  the G and hence the theorem .
Example 5 .1
i
The example o f  K e lv in  and B ick a rt  
i l l u s t r a t i o n .
i s  taken f o r
T(s) = Y (s )  =
2 s+1 
s+1
s
s+1
s + 1 / 2 2s -  1 
J s+1 s+ 1L
O bviou s ly ,
D = T (oo) =
1
Using the Ho-Kalman a lg or ith m  an i r r e d u c i b l e  r e a l i z a t i o n  i s  
o b ta in e d ; th u s :
r
A =
-1  0
0 - 1
B =
1 1 
0 1
0 =
- 1  0 I
L - l /2  - 5 / 2 ]
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S e le c t
2 0 -2  0
gl l = , and Q =
0  2— ...
CM1O
i
From ( 5 .8 d ) ,  we ob ta in  
0 - 1 / 2
g13
Choosing =
H =
- 1/2
l/2
0 
-4
0
0
0
i/2
0
- 4 .
K =
> and g21=
-1
0
- 1/2 
L  0
0
- 1 _  
- 1/2  j
- 1/2  j
from  (5 .8 c )  and ( 5 .8 b ) ,  the  su b -m a tr ices  ob ta in ed  are
- 1 /2
~1
0
•
- 1 / 8 0
g l2  ~ - 1 /2  - 1 /2 g14 = [_ °2 j  '  gl5  = 0 - l /2 _
and 11KACO
ttO °2
i1 •j
I t  i s  e a s i l y  v e r i f i e d  that the rows o f  [ « U  g12 «14 g l 5]
are hyperdom inant.
Then s e l e c t  g 22 in  the manner d is cu sse d  e a r l i e r ,  th u s ;
7/6 0
822 \  0 1/2.
From ( 5 .8 a ) ,  se t
>24
_ - 1 / 6 0
[ o 2 and g25 =
0 0
r
The rem aining e n t r i e s  o f  G m atrix  can be f i l l e d  in  a r b i t r a r i l y  
such th a t  i t  remains hyperdominant. A s u it a b le  c h o ic e  f o r
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given
—
below .
X / y y J - — *2 0 - 1 /2 0 0 -1 /2 0 ' 0 - 1 / 8 0 e .
0 2
- 1 / 2
- 1 /2 - 1 /2 - 1 / 2 0 0 0 0 ■1/2
- 1 /2 7 /6 0 0 0 0 0 - 1 / 6 C H i
0 - 1 /2 0 1 /2 0 0 c 0 c c
0 - 1 /2 c 0 1 /2 ' 0 0 c c c ■
- 1 /2 0 0 0 0 1 /2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 ‘ «Ut
0 0 0 0 0 0 0 0 0 0
- 1 / 8 0 - 1 /6 0 0 0 0 0 7 /2 4 0*
0 - 1 /2 0
\ "V.
0 0
Crv/w>
0 0 0 0 1 /2
Having ob ta in ed  the G -m atrix o f  N-^ , th e  network can be 
e a s i l y  co n s tru c te d  as shown in  P i g . 5 .4 .  I t  may be noted  that 
the G m atrix  obta ined  above has a l l  z e ro  e n t r i e s  in  two rows 
and two colum ns, meaning th e re b y ,  that the nodes corresp on d ­
in g  to  them ( in  t h i s  case  e ^  and e^2) w i l l  d isa p p e a r ;  so the 
cascaded a c t iv e  elements can be combined as shown in F i g . 5 .4 .  
F urther, on ly  9 r e s i s t o r s  are needed in  the above r e a l i z a t i o n  
as a g a in s t  12 used in  Q)S] , w hile  the  numbers o f  c a p a c i t o r s  
and a c t iv e  elem ents remain same. In g e n e ra l ,  t h i s  procedure 
w i l l  re q u ire  at the most p+2n a c t iv e  elem ents compared t o  at 
the most 2p+2n elem ents req u ired  by M elvin and B ickait[9 i] f 0*1 
the Y (s )  under c o n s id e r a t io n .  I t  may be noted  th a t  the network 
Np ( F i g . 5 .4 )  which r e a l i z e s  the hyperdominant G has no i n t e r ­
nal nodes as in d ic a te d  e a r l i e r .
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r
* -
11
r
32. 31 51.
■>-Ui
1/ 2 '
%SL
H
3/2
1 /8
-VWV^
yv 1/2
1/ 6*
52
H
1/2
:l/2
\ b
1 /2
J
*21
m
■22
N,
T V2
FIG.5-4-Example 5-VREALIZATION OF Y(s ).
®I1 O-
FIG. 5-5-Example 5-2: RE ALIZATION OF ZCs).
5 .2 .2  O pen -C ircu it  Impedance M atrix S yn th es is
When T (s )  i s  assumed to  bo a pxp o p o n - c i r c u i t  impedance 
m atrix  Z ( s ) ,  i t  i s  im plied  th a t  the p - v e c t o r  U i s  the v e c t o r  
o f  network p o r t  cu rre n ts  and th a t  Y i s  th e  p -v e c t o r  o f  
co rre sp o n d in g  p o r t  v o lta g e s  e^.
C on sid er  the network b lo c k  diagram in F i g . 5 . 1 ( b ) ,
tx
where NR and are s p e c i f i e d  as in  the p re v io u s  c a s e .e ^ ,  
e-  ^ and i-  ^ are r e la te d  through the r e s i s t o r  R as
e l  = °1 + R i l  *. * (5 .1 4 )
The s ta te  eq u a tion s  (5 .2 )  in  t h is  case become
e 2 "  A e 2 + B i-  ^ . . .  ( 5 . 15a)
c'l = C e2 + D i i  . . .  (5 .15b )
We may choose the  same s t r u c tu r e  o f  [_ F ig ,  5 .3  (a) J  as in  
the p reced in g  s e c t i o n ,  then ( 5 . 6) and ( 5 . 7 ) w i l l  remain 
u n a lte re d .  From ( 5 .3 ) ,  ( 5 .6 ) ,  ( 5 . 7 ) ,  and ( 5 .1 4 ) ,  th e  s t a t e -  
eq u a t io n s  in  the form (5 .1 5 )  are ob ta in ed  and jA ,B ,C ,D } can 
be expressed  as!
D = R + (gi;L + g15 Q) " 1 . . .  (5 .16a )
B = ”  ^  (§21 + §2 3 ^ ( § 1 1  + §13 ^  *** (5 .16b )
C = “ (s^ l  ®13 ^  ^ 2 .2  ®14 ^ §15 ® ••• ( 5 . 16c )
A = “ Q  ^ { ( § 2 2  + §24 ^ + ®25- ^ K) -
( § 2 i  §2 3  (§11  + § 1 3  ^®14 ^ §15 ^ )
. . .  ( 5 . 16d)
Thus th e  problem o f  r e a l i z a t i o n  o f  Z (s )  has been 
reduced t o  th at  o f  i d e n t i f y i n g  the  v a r io u s  terms o f
-9 3 -
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g -su b m a tr ice s  o f  NR g iven  by (5 .1 6 )  s u b je c t  t o  the co n d i­
t i o n  that  G i s  hyperdom inant. The e x is t e n c e  o f  such a 
r e a l i z a t i o n  i s  ev id en t  from the f o l l o w in g  step s  in  the 
procedure  f o r  s p e c i f y in g  the v a r io u s  subm atrices o f  G.
Step  I .
In (5 .1 6 d ) ,  i f  D i s  n o n -s in g u la r ,  R can be se t  as 
R = C  0 ^  J o th erw ise  the  elem ents o f  R can always be s p e c i ­
f i e d  such that (D-R) i s  n o n -s in g u la r .  Assuming s u it a b le  va lues  
o f  and Q, g ^  can be ob ta in ed  such th a t  i t  has a l l  
n eg a tiv e  e n t r i e s  o r  z e r o s .
Step I I .
S ince g -^ ,  g j^  and Q are f i x e d ,  then by s u it a b le  ch o ice
have n o n -p o s i t iv e  e n t r i e s .
Step I I I .
On s u b s t i t u t in g  the v a lu es  o f  g11? Q and g ^  in
( 5 . 1 6 c ) , we get
The r ig h t  hand s id e  o f  (5 .1 7 )  can be s p l i t  up in to  m atr ices  P
S u ita b le  v a lu e s  f o r  K and H can be assumed such th a t  and 
g ^  are as sm all in  magnitude as i s  n e ce ss a ry  t o  make the
o b ta in ed  frcm (5 .16b ) such that these
- ( g x l  + g 13 Q) C -  g l2  = g 14 K + g]_5 H K
. . .  (5 .1 7 )
and M where P Q l O  co n ta in s  a l l  the n on -n eg a tiv e  £  n o n - p o s i t iv e j  
elem ents o f  - ( g ^  + g ^  Q) C -  g l2  • Thus
rows o f  n  §11  §12 §13 §14 £1 5 !] hyperdominant.
Step IV.
Now (5 .1 6 d )  can be w r it te n  as
§ 24^+§ 25®^ = “ '^ ■^ ■’"§22"^§2l'*"g23 '^ ^®ll"**®13^  (§ _^4^ 5 )
. . .  (5 .18 )
S u b s t i tu t in g  in  (5 .1 8 )  the v a lu es  o f  the terms ob ta in ed  
e a r l i e r ,  the on ly  unknowns t o  be determined are g2 2 * § 24’ 
and g25 * Thus w ith  s u it a b le  c h o ice  o f  d iag on a l sub-m atrix  
§ 22* §24 §25 can be found- frcm  (5 .1 8 )  such that these
have n eg a tive  or  zero  e n t r i e s .  I t  may be noted  th at we may 
s e l e c t  g22 such th a t  the modulus o f  the sum o f  tho rows 
co rre s p o n d in g  t o  i t  i s  ju s t  equa l t o  z e ro ;  th ereb y  redu cin g  
th e  number o f  r e s i s t o r s  req u ired  in  the r e a l i z a t i o n .
Thus having determ ined the terms appearin g  in  ( 5 .1 6 ) ,  
the rem aining e n t r ie s  o f  the T? m atrix  can  be f i l l e d  in  
a r b i t r a r i l y ;  however keeping maximum zero  e n t r i e s  such that 
the hyperdominant nature c f  G i s  r e ta in e d  i s  advantageous.
Now, the main r e s u lt  e s t a b l i s h e d  above can be s ta te d  
as th e  f o l l o w i n g  theorem:
Theorem 5.2
Any pxp m atrix  T ( s ) ,  o f  r e a l  r a t io n a l  fu n c t io n s  o f  
the  com plex freq u en cy  v a r ia b le  s , can be r e a l i z e d  as the 
o p e n - c i r c u i t  impedance m atrix  Z (s )  o f  a p -p o r t  a c t iv e  RC 
network using  a minimum number c f  n c a p a c i t o r s  having unity  
ca p a c ita n ce  spread , n = 6Q T (s )^ ]  and at the most (p + 2n) 
in v e r t in g ,  grounded v o lta g e  a m p l i f i e r s .  A l l  the c a p a c i t o r s
-9 5 -
-9 6 -
and a m p l i f ie r s  w i l l  share a common ground.
The p roced u re  d e s cr ib e d  above i s  i l l u s t r a t e d  with 
the h e lp  o f  the same example as in [ l 8] and i t  i s  shown that 
the r e a l i z a t i o n  i s  p o s s ib le  w ith on ly  f o u r  a c t iv e  elem ents 
in stea d  o f  s ix  r e q u ire d  in  [ l 8] .
Example 5.2  jjL8]
The f o l l o w in g  2x2 m atrix  i s  t o  be r e a l i z e d  as th e  
o p e n - c i r c u i t  impedance m atrix  o f  a two p o r t ;
s s +1
T (s )  = Z (s )  =
s —1 s
S in ce  T (s )  i s  not r e g u la r  at s = oo , a Mobius t ra n s ­
form ation  can be invoked t o  make T (s )  r e g u la r  at s= o o .
z
Let s =
then T (z) =
1—z
z 
1—z 1—z
- l + 2z z
1—z 1—z
w i l l  be r e a l i z e d ;  la t e r o n  each c a p a c i t o r  having admittance 
c z  w i l l  be r e p la ce d  by a c a p a c i t o r  and a r e s i s t o r ,  having
admittance css+1 *
A pply ing  Ho and Kalman a lg or ith m , a minimal r e a l i z a t i o n  
se t  fA, B,C,D} o f  T (z )  i s  ob ta in ed  as % + 
a = Q i 3 ,  b = C i  i H ,  c =
- 1 «r
r
oi—i i
, D = T (ocj =
- 1
——
h
'i
<M1_______1
S in ce  D i s  n o n -s in g u la r ,  R can be so t  as R = •
IFrom (5 .1 6 a ) ,  w ith  =
-9 7 -
4 0
0 4_
-1 0
2
5 -
and Q =
-5
0
0 
-5  |
Choosing |_ 1 , from (5 .1 6 b ) ,  wo obta in
§ 2 1  = t 2 ^-1 §2 3  = [j~ 5 ”  5J  *
From (5 .1 6 c )  and ( 5 .1 7 ) ,  w ith  K = Q - 5 J ,  H =  £ - 5 1 ] ,  we f in d ,
- 1 /5 r o l
g14 ~ - 1 / 5
and g15 =
:
! .
U° j
I t  i s  e a s i l y  v e r i f i e d  th at  the rows ° f  [g1]L g l2  g i3  g i4
aro hyperdom inant. Now s u b s t i t u t in g  th e  v a lu es  determined 
above in  ( 5 . l 6d) o r  ( 5 .1 8 ) ,  wo get
g 24K + g2^H£ = —5 ~ §22 *
S e le c t in g  g22 in  "the manner d is c u s s e d  e a r l i e r , t h u s  with
«22 *  [ f i ] ’
we ob ta in ,
g24
The rem aining e n t r i e s  o f  G can now be f i l l e d  in  a r b i t r a r i l y  
such that i t  remains hyperdom inant. A s u i t a b le  c h o ic e  f o r  G 
i s  g iven  below
-9 8 -
Q1 ru r % t "
4 0 -2 -1 0 - 1 /5 0
0 4 0 - 2 /5 0 - 1 /5 0
-2 0 I f - 1 /5 - 1 /5 0 - S o
G = -1 - 2 / 5 - 1 /5 16 /5 0 0 0
0 0 - 1 /5 0 1 /5 0 0
- 1 /5 - 1 /5 0 0 0 2 /5 0
0 0 ' S o 0 0 0 S o
Having ob ta in ed  the G-matrix o f  the network can now be 
co n s tru c te d  as shown in  F i g . 5 . 5 . The nunber o f  a c t i v e  e l e ­
ments used in  the r e a l i z a t i o n  i s  f o u r  in s te a d  o f  s ix  
re q u ire d  in  [15] . I t  may be noted  th a t  a c a p a c i t o r  and a 
r e s i s t o r  are in  s e r i e s  at each c a p a c i t iv e  p o r t  o f  NR,as  
Mobius tra n s fo rm a tion  has been invoked in  t h i s  example.
5 .2 .3  T ra n sfer -In p ed a n ce  M atrix  S yn th esis  us in g  .....
■Operational A m p li f ie r s
This s e c t i o n  p re s e n ts  a sy n th es is  procedure to  r e a l i z e  
T (s )  as a q x p O.C. t ra n s fe r - im p ed a n ce  m atrix  o f  a m u lt i -  
p ort  a c t iv e  RC f i l t e r  us ing  com m ercia lly  a v a i la b le  o p e ra t io n a l  
a m p l i f ie r s  (OA), and in v e r t in g ,  v o l t a g e - c o n t r o l l e d  v o lta g e  
sou rces  (VCVS), which can be e a s i l y  c o n s t r u c te d  from 0Af 
as a c t iv e  e lem en ts . The main r e s u l t  e s t a b l is h e d  in  t h is  
s e c t i o n  can be g iven  as th e  fo l lo w in g  theorem:
Theorem 5 .3
Any qxp m atrix  T ( s ) ,  o f  r e a l  r a t i o n a l  fu n c t io n s  o f  
the complex freq u en cy  v a r ia b le  s ,  can be r e a l i z e d  as the
- 9 9 -
O.G. tra n s fe r - im p e d a n ce  m atrix  o f  a (q + p) p ort  a c t iv e  
RC network c o n ta in in g  a minimum number o f  n c a p a c i t o r s  with 
u n ity  ca p a c ita n c e  spread , n = T ( s ) D *  q. o p e r a t io n a l ,  
a m p l i f ie r s  (OA), and at the most (p + 2n) in v e r t in g ,  common 
ground v o l t a g e - c o n t r o l l e d  v o l ta g e  sources(V C V S). A l l  the 
c a p a c i t o r s ,  p o r t s  and a c t iv e  elements w i l l  have the ground 
as a common te rm in a l .
The f o l l o w in g  p r o o f  in c o r p o r a te s  a s tep  by s te p  r e a l i ­
z a t io n  procedu re  f o r  T ( s ) .
By assuming that T (s )  i s  a q x p O.C. t r a n s f e r -  
impedance m atrix , i t  i s  im p lie d  that the p - v e c t o r  U is  a
v e c t o r  o f  source  p o r t  cu rre n ts  i^ ,  the q - v e c t o r  Y i s  a
v e c t o r  o f  response p o r t  v o l t a g e s  e^, w ith the  response p orts
open i . e .  i  = 0 C F ig .  5 . 1 ( c ) ] .
The s ta te  eq u a tion s  ( 5 . 2 ) ,  in  t h is  c a s e ,  become 
e 2 = A + B i^
e 5 = C e 2 + D i x *** 5^ *19^
Assuming the sub-netw ork , NR, c o n s i s t i n g  o f  the r e s i s ­
t o r s ,  OA and in v e r t in g  VC VS to  have a s t r u c tu r e  shown in  
F i g . 5 . 3 ( b ) ,  where i s  a (2p + 2q + 3n) p o r t  grounded sub­
network o f  r e s i s t o r s .  The sh ort  c i r c u i t  param eter equations 
o f  Nr can be denoted as
I  = E B . . .  (5 .2 0 )
where,
1 = C ^ i  ^2 ^3 ^4 ^5 ^6 ^7-^ *
B s  [ O ] .  e 2 g 3 °4  e 5 e6 e7-J ' »
ana (? C g i j l l  ( 2p+2q+3n ) x ( 2p+2q+3n)
where i^ ,  i^ ,  e1 and e^ are each p - v e c t o r s ,  i y  i^ ,  e^ and e^ 
are each q - v e c t o r s ,  i 2 , i^ ,  i g ,  e2 > e^ and e^ are each n - 
v e c to r s  and the elements o f  G are the su b n a tr ic e s  with 
gi j  = g j i ’ be ing i'*16 sh ort  c i r c u i t  conductance m atrix  o f  
a common ground r e s i s t i v e  network has t c  be hyperdom inant, a 
n ecessa ry  and s u f f i c i e n t  c o n d i t io n  f o r  the (2p+2q+3n) p ort  
common term in a l network NR t o  be r e a l i z a b le  w ithout in te r n a l  
nodes Q 4 (J ] .
The a c t iv e  elem ents [ j i g . 5 . 3 (b )2  impose th e  f o l lo w in g  
c o n s t r a in t s ;
-1 0 0 -
. . .  (5 .2 1 )
e 4 = ~el  
e5 = E e 2 
e^ = HE e 2
Qrj = Irj = C ^
where the m a tr ice s  K and H are
E = d i a g . ( k 1 , . . .  ,k nJ' , w ith  ki  '  0 f o r  a l l  i  and
t
H = d ia g .  [h-^, . . . ,  h^} , w ith  h.  ^4  0 f o r  a l l  i .
From (5 .3 ) »  ( 5 .2 0 ) ,  and ( 5 .2 1 ) ,  we ob ta in  the s t a te  equation s
in  the form (5 .1 9 )  > and ^A, B, G, D] can be ex p ressed  as:
L = —g>73 4 ) ^ i i ” ^i4^ (5 .22a )
B = - ^ " 1 (g 2r g 24) ( g 11 ' g 14 ) ” 1 . . .  (5 .2 2 b )
C = { ( g 75K+g76H K ) - ( g 7 1 - g ? 4) ( g 11 - g 14 ) " 1 (g l 2+g15E+gl 6 H E)}
. . .  ( 5 . 22c )
A = -  Q ” 1{ ( g 22+£ 25K+S2 6H Z ) " ^ 2l - g 24 ) (g 11 - g 1 4 ) " 1 (g12+gl 5E+gl 6HK)}
. . .  ( 5 . 22d)
Thus the problem  o f  r e a l i z a t i o n  o f  T (s )  has been reduced to  
th a t  o f  s p e c i f y in g  the  g su bm atrices  a s s o c ia te d  w ith 
and g iven  by ( 5 . 22) ,  s u b je c t  to  the c o n d it io n  th a t-G  i s  hyper­
dominant. The e x is t e n c e  o f  such  a r e a l i z a t i o n  i s  ev ident from 
the fo l lo w in g  s te p s  in  the procedure  fo r  id e n t i f y i n g  the 
v a r iou s  subm atrices o f  G.
Step I .
S ince g^^ i s  assumed n c n -s in g u la r  w ith n o n -p o s i t iv e
X
e n t r i e s ,  w h ile  g -^  i s  hyperdominant and g -^  i s  n o n - p o s i t iv e ,  
we can s e l e c t  s u i t a b le  va lu es  f o r  g ^ »  g-Q_ and gl 4 sucil that 
g ^  and grj^ as s p e c i f i e d  in  ( 5 . 22a) have on ly  n o n -p o s i t iv e  
e n t r i e s .
Step I I .
-1 0 1 -
c h o ic e  o f  ^  , the subm atrices q 2 2_ anc  ^ g24 are ol3ta;i-ne  ^ from 
( 5 . 22b) such th a t  th ese  have n o n - p o s i t iv e  e n t r i e s .
Step I I I .
From ( 5 .2 2 c ) , assuming g^^ = g^^ = 0 , we get
+ g^gHK = g^n ~ g i 4^g73^—gi 2 = ^ ^ "** (5*23)
where,
P = C P i - ; I ] „ _ „  c o n ta in s  a l l  the n o n -n e g a tiv e  e n t r i e s  o f  i  j  pxn -j
(g71 - g 7 4 ) “  (g11 - g l 4) g 75C-g l2  and
M = C mjL jIlpXn co n ta in s  a l l  the n o n - p o s i t iv e  e n t r i e s  o f
^ 7 l " ”g74^ ^ l l ” g14^ g73^“ gl2  *
Thus, g15K = P , . . .  (5 .24a )
gl 6 H K = M . . .  (5 .24b )
I t  i s  obv iou s  th a t ,  by making |k.| and the |h.| s u f f i c i e n t l y
J w
l a r g e ,  the n o n -ze ro  elem ents o f  g -^  and g^g can be made as 
sm all in  magnitude as i s  n e ce ssa ry  t c  make the rows o f  
[ g n  * • • • »g-i'7~l hyperdominant. I t  w i l l  bo shown l a t e r  th a t  i t  
1 1  17
i s  always p o s s ib le  to  s e l e c t  such a m p l i f i e r  g a in s .  I f  K [_ H 
denotes the  p seu d oin verse  £  3 1 H c f  K Q Q  , then ( 5 . 24) y ie ld s
g 15 = P K+ . . .  (5 .25a )
prov ided  the c o n s is t e n c y  c o n d i t io n  P £  I -  K j  = 0 i s  
s a t i s f i e d ,  and
g l6  = M K+ H+ . . .  (5 .25b )
p rov id ed  the c o n s is t e n c y  c o n d i t io n s  M £  I -  K"* = 0 , and
M K+ [  I  -  H+ H ]  = 0 are s a t i s f i e d .
Step IV.
From ( 5 . 22d ) ,  we g et
S25K+g26HK = ” ^ A+^ 2 1 ” g2 4 ^ gl l “ g14^ (g i2 +gl5'K+^l6^K^”g22
. . .  (5 .2 6 )
Thus g2  ^ and g2 g can be found frcm  (5 .2 6 )  by s e l e c t i n g  a 
s u i t a b le  value o f  g22 such that th ese  have n o n - p o s j t iv e  
e n t r i e s .  We may a ls o  s e l e c t  g22 in  such a way th at the modulus 
o f  the  sum o f  the rows corre sp o n d in g  to  i t  i s  ju s t  equal t o  
zero* thereby  red u cin g  the number o f  r e s i s t o r s  req u ire d  in  the
%
r e a l i z a t i o n .
Thus having determ ined the g ' s  th a t  appear in  (5 .2 2 ) ,  
the rem aining e n t r i e s  o f  G m atr ix  can be f i l l e d  in a r b i t r a r i l y ;  
however, a maximum number o f  z ero  e n t r i e s  such th a t  the hyper­
dominant nature o f  G i s  r e ta in e d ,  i s  advantageous .
-1 0 2 -
-1 0 3 -
A m p li f ie r  Gain S e le c t io n
The above sy n th e s is  procedure was developed  on the 
o b s e rv a t io n  th at a m p l i f ie r  g a in s  (K and H) e x i s t  such that 
the equations in  (5 .2 4 )  have s o lu t io n s  corre sp o n d in g  tc  which 
the rows o f  Q e 1 1 » ••• » 617 H are hyperdominant. Now some 
c r i t e r i a  w i l l  bo g iv en  f o r  ch oo s in g  the a m p l i f i e r  g a in s .
Prom step s  I and I I ,  th e  v a r io u s  su bm atrices  appearing 
in  (5 .2 2 a )  and (5 .2 2 b ) are o b ta in e d .  Let be a m atrix  with 
on ly  p o s i t i v e  d ia g o n a l e n t r i e s  g ^  and S^ be the sum o f  the 
magnitude o f  e n t r i e s  in  th e  i t h  row o f  g12 and g ^ .  For 
dominance,
Let g ^  -  S± > Tii  where 7^  > 0
From step  I I I ,w e  have
g ^ K  = P and g^^HK = M
Now l e t  815 = C di j H p 3m.
^  gl 6  = 1 J - 1 pxn where <; 0
where d . CJ
From (5 .2 4 )  we g e t ,
• • • (5 .2 4 c )
and . . .  (5 .24d)
Choosing k .  in  (5 .2 4 c )  such th at
J
. p . , . 2n 
|k.| > max {  }
i  i
then
S im ila r ly  by c o n s id e r in g  ( 5 .2 4d ) ,  h .  i s  chosen such that
J
m. .. 2n ,
which ensures
n
n n
T h e re fo re ,  j  + I  l e -?-il  ^ ^  •
3=1 J 3=1 3
Since  g l 2 , g -^ ,  g 1 5, g l 6 , g -^ ,  are the on ly  subm atrices 
(co rre sp o n d in g  t c  the rows denoted by gl2  t o  gl n ) in  the 
v a r io u s  e x p r e s s io n s ,  i t  i s  c l e a r  th a t  w ith the c h o ic e  o f  g ^ ^ O , 
the rows o f  L gn ’ • • • H w il1  be hyperdoiuinant. Sim i­
l a r l y  i t  can  be shown th a t  the rows c f  d  g21» • . .  »g2^I] w i l l  
a l s o  be hyperdominant; thus ensuring  that i t  i s  always p o s s ib le  
t o  co n s t ru c t  a hyperdominant m atr ix  G o f  f o r  the  proposed 
s t r u c tu r e  | P ig .5 . 3 ( b ) | . This com pletes  the s p e c i f i c a t i o n  o f  
the Tr and hence the theorem.
Example 5 .3
To i l l u s t r a t e  the above r e s u l t ,  the f o l l o w in g  2x2 m atrix 
w i l l  be r e a l i z e d  as an o p e n - c i r c u i t  t r a n s fe r  impedance m atrix 
o f  a two p o r t :  ,
S ince  T (s )  i s  re g u la r  at s = o o , a Mobius tra n sform a tion
r 2s - l  s+r
I 71 i+T
Here p = q = 2 and n = 2.
-1  2s+ l
s +1 s +1 _
-1 0 5 -
w i l l  not be needed . Using the  Ho-Kalman a lg or ith m  an i r r e d ­
u c ib le  r e a l i z a t i o n  o f  T (s )  i s  ob ta in ed ; thus I
A =
C =
S e le c t
gl l ~
-1 0
0 - 1
-3 0
-1 -5
1 0
0 1
n
1 1 /6  i
t B =
- 
1 
HO
. i
IIi 2 1
D = T (co) =
_0 2
g73
- 1 /1 0  0 
0 - 1/ 10.
and g l 4 = [ 0 2]
From (5 .2 2 a ) ,  we ob ta in  
" -2 /1 0  -1 /1 0
s 74 _
Choosingj^= 
(5 .2 2 b ) are
0 - 2/10
l / l O  0 
_  0 1 /1 0  _
and
, the subm atrices ob ta in ed  from
- l / l O  - 1 / 6 0 1 
g2 i = ! j and g24 = £  ° 2 3
0 - 1 / 1 0 1
S e le c t  K =
-5  0
0 -5
r - i  o
and H =
L o • - i _
From (5 .2 3 )  and ( 5 .2 4 ) ,  we o b ta in
- 27/100  0 0 - 1/24
g15 = -3 1 /3 0 0  -3 1 /3 0 0
and g16 =
0 0
I t  i s  e a s i l y  v e r i f i e d  th a t  the rows o f  £  g ^ ,  gl 2 , 
g1 3 ’ g l 4 ’ g15 ' gl 6 '  g17-l arG hyPerdominant . Then s e l e c t  g22
-1 0 6 -
in  the manner d is cu sse d  e a r l i e r ;  thus:
G_ = 
1
0
1_
10
c 
0 
0 
0 
0
■ S o -  
0 -
0 
1
'54
0
0
g22
1 5 8 6
11520
0
0
From ( 5 .2 6 ) ,  th e  subm atrices  ob ta in ed  a re ,
g 25
0
and
0
0 0
T h e re fo re ,  the  f o l l o w in g  G composed a c co rd in g  to  the g u id e -
1 6 2 4 4  
"  5 7 7 0 0
1
100
7 6
4800
l i n e s  s e t  f o r t h  e a r l i e r  w i l l  be hyperdom inant.
0
1
1
SO
1
10
0
0
0
c
1
“ 0
cc
1 0
-  10
1 1
■  Z o " 1 0
1 ^ 8 6 0
1 1 5 2 0
0
0 0
0 c
0 C
0 c
0 0
1
c
c
0
0
c
1 6 2 4 4  1
" 577CL ~TTC
0
c
0
- $ C C
0
0
0
0
10
0
0
0
0
0
0
c
0
0
0
0
0
1_
1<
0
0
c
0
c 0 - i -c 10
0 0
0 0
0 0
0 0
0 0
0 0
2 r«
1 C
V
rV
1 0
0 0
0 c
c 0
c 0
2 1
"  1 0 ■ 1C
0
2
-  1 C
m  0 0 -
2 k .
300
0
- 2 2 L
300
1
“ 288
0
16244
”57700
0 0 1"  100
0 0 0
0 0 0
c 0 0
c 0 0
112
3CC
c
u
769
72C0 0
168210 0 57TC0
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The r e a l i z a t i o n  o f  T (s )  based on the r e a l i z a t i o n  o f  G i s  
shown in F i g . 5 .6 .  Note that two d i f f e r e n t i a l  output CA are
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shown ra th e r  than the cascade  o f  two w ith  g a in s  k - ^ k ^ - 5  
and h1=h2= - l .  Thus the t o t a l  number o f  a c t iv e  elem ents used 
i s  6. Further, the  network ( F i g . 5 .6 )  which r e a l i z e s  the 
hyperdominant 75 has no in te r n a l  nodes as in d ic a te d  e a r l i e r .
I t  may be noted that the proposed method has two d i s t i n c t  
advantages ov er  the one due t o  B ickart  and M elv in (T 8] f o r  the 
case  o f  C.C. t ra n s fer - im p ed a n ce  m atrix . F i r s t ,  i t  uses comm­
e r c i a l l y  a v a i la b l e  CA in s te a d  o f  v o lta g e  a m p l i f ie r s  and 
s e co n d ly ,  i t  w i l l  u s u a l ly  req u ire  fe w e r  r e s i s t o r s ,  because the 
submatrix g2 2» as d is c u s s e d  in  tho procedu re  and i l l u s t r a t e d  
in  the example, can always be chosen to  be hyperdominant.
5 .3  PASSIVE RECIPROCAL RCT MULIIPCRT NETWCRK SYNTHESIS
The problem o f  r e a l i z i n g  a g iven  SPR immittance m atrix 
w ith p a ss iv e  r e c i p r o c a l  RLCT m u lt ip o r t  network (w ithout g yra -  
t o r s )  i s  one o f  the  im portant and in t e r e s t in g  problem s in  
network s y n th e s is  and has been s tu d ied  v ia  s t a t e - v a r ia b le  
approach by s e v e ra l  authors during  recen t  y e a r s [ lC ]  , [ l l ]  ,
0-3S , Q-5CJ , [131] , CL5E1 > H16Q •
In t h is  s e c t io n ,  a new s y n th e s is  procedure  t o  r e a l i z e  
a g iven  SPR im mittance m atrix  u s in g  p a ss iv e  r e c i p r o c a l  RCT 
m u lt ip o r t  network w ith a minimum number o f  c a p a c i t o r s  i s  
p resen ted . The method i s  e s s e n t i a l l y  an e x te n s io n  o f  the 
techn ique  o f  a c t iv e  RC m u lt ip o r t  s y n th e s is  d is c u s s e d  in the 
p reced in g  s e c t i o n  and uses i d e a l  tra n s form ers  in  p la c e  o f 
a c t iv e  e lem en ts . By s e l e c t i n g  s u i t a b le  tra n s form a tion  r a t i o s  
0-42 , the  hyperdominant m atrix  G i s  again c o n s t r u c te d .
-1 0 8 -
Cf cou rse ,  t h i s  sy n th es is  i s  on ly  p o s s ib l e  i f  th e  minimal 
r e a l i z a t i o n  se t  {A, B, C, D }, a s s o c ia t e d  w ith  the g iven  
SPR immittance fu n c t io n ,  s a t i s f i e s  the f o l l o w in g  c o n s t r a in t s .
( i )  Mx + M£ > 0 . . .  (5 .2 7 )
( i i )  ( I  + I  )M1 = M {(I  + I  ) . . .  (5 .2 8 )
-1C 9-
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where ^  = j_B A , and I  i s  an unique d ia g o n a l m atrix  o f  
+ l ' s  as d e f in e d  e a r l i e r .
More p r e c i s e l y ,  the f i r s t  c o n d it io n  (5 .2 7 )  saysth at 
M^  p o s s e s s e s  a p a ss iv e  s y n th e s is ,  while the second c o n d i t io n  
(5 .2 8 )  guarantees r e c i p r o c a l  r e a l i z a t i o n  0 - 3 .  D S . D - 6 3 -
A minimal r e c i p r o c a l  r e a l i z a t i o n ,  o f  a g iven  SpR immi­
tta n ce  m atrix , th at  f u l f i l l s  the  above c o n d i t io n s  can be 
co n s tru c te d  w ith the h e lp  o f  the a lgor ith m s proposed  in 
Chapter III ..  Once such a r e a l i z a t i o n  i s  in  hand, a p a ss iv e  
r e c i p r o c a l  sy n th e s is  o f  the g iven  immittance fu n c t io n  can be 
ob ta in ed  by u s in g  an i d e n t i c a l  procedure  as g iven  in  S e c t io n  5.2.
In the f o l l o w in g ,  the main r e s u l t  o f  the p a ss iv e  r e c i ­
p r o c a l  sy n th e s is  o f  SPR s h o r t - c i r c u i t  adm ittance matrix Y (s) 
and SPR o p e n - c i r c u i t  impedance m atrix  Z (s )  i s  s ta te d  in the 
form o f  the f o l l o w in g  theorem!
Theorem 5 .4
Any pxp SPR m atr ix  T ( s ) ,  o f  r e a l  r a t io n a l  fu n c t io n s  o f  
complex freq u en cy  v a r ia b le  s ,  can be r e a l i z e d  as the im m itt­
ance m atrix  LY(s ) o r  z (s ) ]  o f  a p -p o r t  p a ss iv e  r e c i p r o c a l  RCT 
network u s in g  a minimum number o f  grounded c a p a c i t o r s  
n = 6 [T (s ) ]  and at the most (p+2n) id e a l  t ra n s fo rm e rs .  In
/a d d it io n ,  the p o r ts  w i l l  bo grounded.
Note! I f  l ( s )  i s  a s h o r t - c i r c u i t  adm ittance m atrix , then 
T(oo) must be the sum o f  a s t r i c t l y  hyperdcminant 
m atrix p lus a non-ni3gative m atrix .
S ince p r o o f  o f  the  theorem fo l lo w s  i d e n t i c a l l y  to  the 
one g iven  in  S e c t io n  ( 5 .2 .1 )  when T (s )  i s  Y (s )  w ith  the above 
c o n s t r a in t  on D,and in  S e c t io n  ( 5 .2 .2 )  when T (s )  i s  Z ( s ) , t h e  
sy n th es is  p roced u re  i s  i l l u s t r a t e d  w ith  the h e lp  o f  s u ita b le  
examples f o r  both  Y (s )  and Z (s )  r e s p e c t i v e l y .  I t  may be noted 
th at the e n t r i e s  o f  the  d ia g on a l m a tr ice s  Q, Z and H, in  t h is  
c a s e ,  w i l l  correspond  t o  the t r a n s f c r m a t io n - r a t i o s  ra th e r  than 
the ga ins o f  th e  a m p l i f i e r s .  Further, the netw ork b lo ck  d ia ­
gram i s  same as shown in  F i g . 5 . 1 (a ,b )  whereas, F i g . 5 . 3 (c )  
d e p ic t s  the  b lo ck  diagram o f  N-^  c o n s i s t i n g  o f  i d e a l  t r a n s f o r -  
e rs  and r e s i s t o r s .
F i r s t ,  th e  s y n th e s is  o f  SpR Y (s )  i s  i l l u s t r a t e d  with 
the h e lp  o f  the f o l l o w in g  example!
Example 5 .4
The f o l l o w in g  2x2 SpR m atrix  T (s )  i s  t o  be r e a l i z e d  as 
the  s h o r t - c i r c u i t  adm ittance m atrix  Y (s) o f  a 2 -p o r t  ROT 
netw ork!
-110 -
T (s )  = Y (s )  =
2s+3
s+1
s+1
C b v io u s ly ,  D = T(oo) =
s+2
s+1
s+2 2s +4s+;
(s+1) 
2 1 
1 2
p = 2, n = 3.
A minimal r e c i p r o c a l  r e a l i z a t i o n  ( a , B, C, D] a s s o c ia te d  
w ith T^fs) s a t i s f y i n g  (5 .2 7 )  and (5 .2 8 )  i s  ob ta in ed  by the 
a lgor ith m  presented  in  Chapter I I I ,  [85] . Thus
- 1  C c " l  1
A = C 0 1 B  = C C
c - 1 - 2  . 1_  0 - 1 _
1  c 0 f “  2 1 ~
C = , and D =
_  1  0
1 _ 2 .
Now wo r e a l i z e  the 2 -p o r t  RCT network corresp on d in g
s ta te -m o d e l  using the procedure  o f  S e c t io n  ( 5 . 2 . 1 ) .
) ' 2 c l r - 4 D
S e le c t , g l l  = 2 j  » Q = L c - 4 . *
from ( 5 .8 d ) ,  g ^  i s  ob ta in ed  as
g13
Choosing -  
from (5 .8 b )  are
C - 1 /4
- 1 / 4 0
•
1 /2 C: 0
C 1 /2 0
0 C 1 /2
, the subm atrices obtained
-1 1 2 -
-4  0 C -1 c 0
S e le c t  K = C - 4  C H = -1 c
Ii
o
_  c c -1  _
from ( 5 .8 c ) ,  we ob ta in
- 3 / 8  0 C !
g1 4 = . . ! and g 5 =
- 3 / 8  l  - 1 / 4  j
Then s e l e c t  g22 in  the manner d is cu sse d  e a r l i e r ;  thus I
c c c
c 0 0 *
0 c c
7 /6 c 0
4
g22 = 0 1 /6 c •
0 C 2 /5 _
:5 .8 a ) , the subm atrices obta in ed are
-
~ , 1
0 C - i / 6  c  o  ;
g24 = 0 C 0 and g 25 = o - 1 /2 4  -1/8
0 -1 /8 -3/2C _  C C C -
The remaining e n t r ie s  o f  G m atrix  can be f i l l e d  in  a r b i t r a r i l y  
such th a t  i t  remains hyperdominant. A s u i t a b le  c h o ic e  f o r  G i s  
g iven  below .
-1 1 3 -
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" 2
1
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The r e a l i z a t i o n  o f  Y (s) based on the r e a l i z a t i o n  o f  "5 i s  
shown in  P i g . 5 .7 .  Note that the network NR which r e a l i z e s  the 
hyperdominant G has no in t e r n a l  nodes as in d ic a t e d  e a r l i e r .
Next the p a ss iv e  r e c i p r o c a l  s y n th e s is  o f  SPR Z (s )  is  
i l l u s t r a t e d .
Example 5 .5
The f o l l o w in g  3x3 SpR m atrix  T (s )  i s  t o  be r e a l iz e d  
as the C.C. impedance m atrix  o f  a 3 -p o r t  RCT network:
- I K —
i
o
cn Q  C O
< o
2
3 < £ u. ^
;
>  I
c c  1
CL
tn
u_
O
<
M
__J
<
L J
cn
N T
LfS
Qj
CL
Eo
X
LU
A
in
O
u.
-1 1 5 -
T (s )  = Z (s )  =
2s+3 s s+2
s+1 s+1 s+1
s 2§+4 s + 1 /2
s+1 s+1 s + 1
s+2 S + 1 /2 2s+3
s+1 8+1 S+1
A minimal r e c i p r o c a l  r e a l i z a t i o n  set  j As B, G, Df o f  th e  
above fu n c t io n  has been c o n s t r u c te d  in  Chapter I I I  (Example 
3 . 2 ) ;  thus
-1 0 c 1 -1 1
A = c
0
-1
0
0
-1
B = C
_c
1/2  1/2 
- 1 /2  1 /2
"  1 0 0 " "2 1 1
C = -1 1 /2 1 /2 D = 1 3 1
1 1 /2
/
- 1 /2 1 1 2
I t  i s  v e r i f i e d  th a t  t h is  r e a l i z a t i o n  s a t i s f i e s  both 
p a s s iv i t y  and r e c i p r o c i t y  c o n d i t io n s  i . e .  ( 5 . 2 7 ) and ( 5 .2 8 ) .  
T h e re fo re ,  we can proceed  to  r e a l i z e  i t  as an o . c .  impedance 
m atrix  o f  a 3 -p o r t  RCT network f o l l o w in g  the procedure o f  
S e c t io n  5 .2 .2 ,  and using  P i g . 5 . 1 (b )  and P i g . 5 . 3 ( c ) .
S in ce  D i s  n o n s in g u la r ,  R i s  s e t  as R = QcT] .
S e le c t 5 /7 - 1 /7  - 2 /7 -2  0 C
e l l  = - 1 /7 3 /7  - 1 /7 and Q = 0 -2 0
- 2 / 7 - l / 7  5 /7
—j
0 C -2
S i s  ob ta in ed  from (5 .1 6 a )  as
§13 = CO3D •
-1 1 6 -
1 /5 0 0 c
Choosing
$  -
C 1 /5 0  0 »
0 0 l /5 0 _
from (5 .1 6 b ) , th e  subm atricos  obta ined aro
-2 /5 C 0 2 /5 0
’
0 -1 /1 0 0
1
0
g 21 = - 1 /5 0 - 2 /5 0  - 3 /100 ’ g 23 = 0 0 0
0 - 1 /1 0 0 0 - l / lO C 0
S e lo c t
— r-
K =
-4 0 0
, and H =
-4 0 0
0 -4 0 0 - 4 c
c 0 - 4 c 0 -4
-■ ■ M _
from (5 .1 6 c )  and ( 5 .1 7 ) ,  we o b ta in  
0 -1 3 /1 4 0 0  0
g 14
and
0
C
0
0
0
-2 7 7 /2 8 0 0
g15
-9 3 /2 8 0 0  0 -1 /2 2 4
-5 /1 1 2  -9 /1 4 0 0  -1 /5 6
-93/2800 -197/31210 C
-1 1 7 -
I t  can e a s i l y  be seen th a t  the rows o f  [g -^  g l2  g j^  g]^ 615^ 
are hyperdom inant.
Now s e l e c t  g 22 in  the manner d is cu sse d  e a r l i e r ;  th u s :
g 22  ~
9C961 
1C 5000
0 85452
25118 
1C 50
from ( 5 . l 6d) o r  ( 5 .1 8 ) ,  the subm atrices ob ta in ed  are
g24
93
2152
350CC
0
14c 000
0 135 "1 4 0 COO
g25 -
224
4-200
0
_  m
1400c
0
.  _2_
40 000
217
Ii?coc
795
672000
The remaining e n t r i e s  o f  G oan now be f i l l e d  in  a r b i t r a r i l y  
such th a t  i t s  hyperdominant nature i s  r e ta in e d .
A s u it a b le  c h o ic e  o f  G i s  g iven  be low .
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Once G m atrix  o f  N  ^ i s  o b ta in e d , the network c o n s i s t ­
in g  o f  R, C and T can be e a s i l y  c o n s t ru c te d  as shown in 
P i g . 5 .8 .  F urther, the network NR ( F i g . 5 .8 )  which r e a l i z e s  
the hyperdominant G has no in t e r n a l  nodes as in d ic a te d  
e a r l i e r .
6 .4  CONCLUDING DISCUSSIONS
A simple and system atic  s y n th e s is  p ro ce d u re ,  based on 
a s t a t e - v a r ia b le  approach and the re a cta n ce  e x t r a c t io n  p r in c ­
i p l e ,  has been developed  whereby any qxp m atrix  T ( s ) ,  o f  
r e a l  r a t io n a l  fu n c t io n s  o f  the complex frequ en cy  v a r ia b le  s 
can be r e a l i z e d  as ( i ) a  s . c .  adm ittance m a t r i x , ( i i ) a n  o . c . iL p e d -  
ance m atrix , and (Hi) a t ra n s fer - im p ed a n ce  m atrix  o f  an a c t iv e  RC 
m u lt ip o r t  network w ith the p o r ts  grounded. The r e a l i z e d  network, 
in  each ca se ,  c o n ta in s  a minimum number o f  n grounded c a p a c i t o r s  
having u n ity  ca p a c ita n ce  spread, n = 6Q t ( s ) ^ ] ,  and at th e  
most (p + 2n) in v e r t in g  VCVS, Of co u rs e ,  in  the case  o f  qxp 
tra n sfer - im p ed a n ce  matrix sy n th e s is  q OA are a ls o  needed.
The f a c t s  that  a l l  the  minimum number o f  c a p a c i t o r s  have 
same value and th a t  a l l  the a c t iv e  e lem ents, c a p a c i t o r s  and 
p o r ts  are grounded, are v ery  much d e s ir a b le  i f  the network 
i s  t o  be fa b r ic a t e d  as an in te g r a te d  c i r c u i t .  The d i s t i n c t  
advantages o f  th e  proposed method over  the one due to B ickart 
and M e lv in [ l5] are  that i t  r e q u ir e s ,  in  g en e ra l,  l e s s  number 
o f  a c t iv e  elem ents and r e s i s t o r s  w hile  r e ta in in g  a l l  the 
advantages o f  t h e i r  method. A lso ,  f o r  the case  o f  t r a n s f e r -  
impedance m atrix  s y n th e s is ,  t h i s  method uses  com m ercia lly  
a v a i la b le  o p e r a t io n a l  a m p l i f ie r s  in  p la c e  o f  f i n i t e  gain
-1 1 9 -
-  1 20 -
C O
U)  
1— O  to
< o
cr x
3
2 ^
F
IG
-5
.8
- 
E
xo
m
pl
e 
5-
5.
'R
E
A
LI
Z
A
T
IO
N
 
OF
 
SP
R 
Z
(s
).
v o lta g e  a m p l i f ie r s  used in  [ 1 8 ] .
Based on th e  sy n th es is  approach in  S e c t io n  (5 .2 )  and 
the r e s u l t  o f  Chapter I I I ,  a new p a ss iv e  r e c i p r o c a l  sy n th es is  
o f  a SPR im m ittance m atrix  u s in g  RCT m u lt ip o r t  network w ith  
a minimum number o f  c a p a c i t o r s  has been ev o lv e d .
Since a minimum number o f  c a p a c i t o r s  i s  u s e d , i t  i s  c o n je c ­
tured  th a t  the r e a l i z a t i o n  o f  T (s )  w i l l  be r e l a t i v e l y  in s e n s i t i v e
to  ca p a c ita n c e  v a r ia t i o n s .  I t  is  hoped that fu r t h e r  in v e s t i g a ­
t io n s  o f  t h is  s y n th e s is  procedure  w i l l  p rov id e  a q u a n t i ta t iv e  
assessment o f  the s e n s i t i v i t y  o f  s e l e c t e d  network a t t r ib u te s  
and v a l i d i t y  o f  the  c o n je c t u r e .  F in a l ly ,  the procedure can 
be reduced to  a d i g i t a l  computer program.
-1 2 1 -
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SUMMARY AND SUGGESTIONS $'OR FURTHER WORK
6 .1  INTRODUCTION
The problem  o f  r e a l i z a t i o n  o f  a r a t i o n a l  t r a n s f e r -  
fu n c t io n  m atrix  in t o  an i r r e d u c i b l e  ( c o n t r o l l a b l e  and o b se rv a b le )  
dynamical equation  i s  one o f  the fundamental problems in  l i n e a r  
system th e o r y .  In  t h is  t h e s i s ,  the problem o f  minimal r e c i ­
p r o c a l  r e a l i z a t i o n  from a g iv e n  symmetric t r a n s f e r - fu n c t i o n  
m atrix and symmetric impulse respon se  m atrix has been d is c u s s e d .  
New methods f o r  the des ign  o f  m u lt ip o r t  a c t iv e  RC, and p a ss iv e  
r e c i p r o c a l  networks u s in g  s t a t e - v a r ia b l e  t e ch n iq u e s  are e v o lv e d .  
Some endeavours are a ls o  made t o  re-exam ine some o f  the w e l l -  
known c l a s s i c a l  s y n th e s is  procedu res  v ia  s t a t e - s p a c e  ch a r a c te r ­
i z a t i o n .  The presen t  ch a p ter  g iv e s  the summary o f  the v a r io u s  
r e s u l t s  ob ta in ed  in t h i s  t h e s i s ,  along with some su gg est ion s  
f o r  new re s e a r ch  problems t o  be pursued f o r  fu r th e r  in v e s t i g a ­
t io n s  in  t h i s  a rea .
6 .2  SUMMARY OF THE RESULT'S
A mathematic d e s c r ip t i o n  o f  l i n e a r  t im e - in v a r ia n t  dyna­
m ica l systems and networks in  the  in p u t-o u tp u t  form and s t a t e -  
v a r ia b le  v e c t o r  d i f f e r e n t i a l  eq u a t ion  form i s  review ed f i r s t .  
Having sta ted  some system th e ory  p r e l im in a r ie s ,  the problem 
o f  s t a t e - v a r ia b l e  r e a l i z a t i o n  o f  l in e a r ,  t im e - in v a r ia n t  
dynamical systems and networks is  d is cu sse d  w ith a view to
CHAPTER v i
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have a c l e a r  understanding  o f  the subsequent r e s u l t s  obtained 
in  t h is  t h e s i s .
The problem  o f  minimal r e c i p r o c a l  r e a l i z a t i o n  o f  l i n e a r  
t im e - in v a r ia n t  dynam ical systems i s  c o n s id e re d .  Two new and 
s im p l i f i e d  a lg or ith m s have been evo lved  f o r  o b ta in in g  minimal 
r e c i p r o c a l  r e a l i z a t i o n  from a g iven  symmetric t r a n s f e r -  
fu n c t io n  m atrix and symmetric im pulse response m atr ix , one 
using the  Markov-parameters and the o th e r  r e q u ir in g  moments 
o f  the im pulse response m atrix . Both the methods e x p lo i t  the 
symmetry o f  the g iv en  t r a n s f e r - fu n c t i o n  m atrix or the impulse 
response m atrix . In both the a lg o r ith m s , the o rd er  o f  the 
Hankel m a tr ices  re q u ired  in the procedu re  i s  much l e s s  than 
the e x i s t in g  methods and co n se q u e n t ly ,  the com putations and 
memory s to ra g e  r e q u ire d  are c o n s id e r a b ly  redu ced . The methods 
are e s s e n t ia l ly  a m o d i f i c a t io n  o f  the Chen and M ita l a lgorithm  
/
D a .  The r e a l i z a t i o n s  obta ined  by the proposed algorithm s 
r e s u l t  in r e c i p r o c a l  netw orks. Further, a method based on  ^the 
com putation o f  the moments o f  th e  impulse r e s p onse m atrix i s 
p r e f e rab le^-when a r e a l i z a t i o n  i s  to be c o n s tr u c te d  from an 
e m p ir ic a l l y  o b ta in e d Hnt.p n-f whH^b may be contaminated
w it h n o is e ,.
An attempt has been made t o  e s t a b l i s h  yet another l in k  
between s t a t e - s p a c e  and freq u e n cy  domain methods. A s t a t e -  
space in t e r p r e t a t io n  o f  th e  c l a s s i c a l  F o s te r  m u lt ip o r t  synth­
e s i s  method f o r  LC network has been p resen ted . The proposed  
method is  e s s e n t i a l l y  an e x te n s io n  o f  the one g iven  by Puri 
and Takeda 0-15] f o r  1 -p o r t  F o s te r  LC network r e a l i z a t i o n .
-124.
S t a t e -v a r ia b le  te ch n iq u e s  are a lso  e x p lo i t e d  to  re-exam ine the 
well-known Cauer d r iv in g  p o in t  s y n th e s is  o f  RC and LC netw orks, 
and a c t iv e  RC f i l t e r  des ign  u s in g  c o e f f i c i e n t  matching te ch ­
n iq u e . A n o n -s in g u la r  o b s e r v a b i l i t y  m atrix  has been employed 
as a ca n o n ic a l  tra n sform a tion  t o  co n v e rt  the s ta te -m od e l 
r e p re s e n ta t io n  o f  the Cauer network or the a c t iv e  RC f i l t e r  
s e c t io n  in t o  a c a n o n ic a l  s ta te -m o d e l .
Anew  and system a tic  s y n th e s is  p ro ced u re , based on a s t a t e -  
v a r ia b le  approach and th e  re a cta n ce  e x t r a c t io n  princip le^  has 
been developed  whereby any qxp m atrix  T(s), o f  r e a l  r a t io n a l  
fu n c t io n s  o f  the complex freq u en cy  v a r ia b le  s , can be r e a l i z e d  
as an a c t iv e  RC m u lt ip or t  network w ith th e  p o r ts  grounded. 
S p e c i f i c a l l y ,  the proposed  procedu re  i s  a p p lie d  t o  the a c t iv e  
s y n th e s is  o f  a pxp s h o r t - c i r c u i t  adm ittance m atrix  Y (s) when 
Y(co) i s  the sum o f  a st r i c t l y  hypftrdominant m atrix  p lus  a non-  
n e g a t iv e  m atrix , a pxp o p e n - c i r c u i t  impedance m a tr ix .a n d a_ 
qxp tra n sfer - im p ed a n ce  m atrix  with oper a t i o n a l  a m p l i f i e r s .  The 
r e a l i z e d  network co n ta in s  a minimum number o f  n grounded c a p a c i ­
t o r s  w ith  u n ity  ca p a c ita n ce  sp read , n be in g  the M cM illan 's  
degree o f  T ( s ) ,  and at tb.» most (p+2n) in v e r t in g ,  grounded 
v o l ta g e  a m p l i f i e r s .  Of cou rse ,  in  the case o f  qxp t r a n s f e r -  
impedance m atrix  sy n th es is  q - o p e r a t io n a l  a m p l i f ie r s  are also 
re q u ire d .  The f a c t s  th a t  a l l  the  minimum number o f  c a p a c i t o r s  
have the same v a lu e ,a n d  that a l l  the a c t iv e  e lem ents , c a p a c i to r s  
and p o r ts  are grounded, are very  much d e s ir a b le  i f  the network 
i s  to  be f a b r i c a t e d as an in t e g r a t e d c i r c u i t .
The proposed method i s  e s s e n t i a l l y  a m o d if ic a t io n  over  
the one g iv en  by B ick sa rt  and M e l v i n [ l 8 { . The m o d i f i c a t io n
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reduces the upper bound on th e  number o f  a c t iv e  elements 
from (2p + 2n) t o  on ly  (p + 2 n ) . A lso , i t  w i l l  u s u a l ly  requ ire  
few er r e s i s t o r s  because th e  sub-m atrix  g 22* as d is cu ssed  in 
the procedure  and i l l u s t r a t e d  in  the exam ples, can always 
be chosen t o  be hyperdom inant. M oreover, in  the case  o f  
tra n sfer - im p ed a n ce  m atrix  s y n th e s is ,  the proposed method uses 
com m ercia lly  a v a i la b le  o p e r a t io n a l  a m p l i f ie r s  in s te a d  of 
v o l ta g e  a m p l i f ie r s  as used in  j j_ 8 ] . The other advantages o f  
C lB j are r e t a in e d .  Further, i t  i s  c o n je c tu re d  that the  r e a l i ­
z a t io n  o f  T (s )  w i l l  be r e l a t i v e l y  in s e n s i t iv e  t o  ca p a c ita n ce  
v a r ia t i o n s  because o f  t h e i r  minimum number used in the  network.
Based on the approach o f  m u lt ip o r t  a c t iv e  RC network 
s y n th e s is ,  co n s id e re d  here , and the r e s u l t s  o f  minimal r e c i ­
p r o c a l  r e a l i z a t i o n  from a g iv e n  symmetric r a t i o n a l  m atrix , a 
new method f o r  p a ss iv e  r e c i p r o c a l  m u lt ip or t  s y n th e s is  o f  a SpR 
immittance m atrix  u s in g  RCT network w ith  a minimum number o f  
c a p a c i t o r s ,  has been e v o lv e d .  S ince the g iven  im mittance 
m atrix is  symmetric p o s i t i v e  r e a l ,  the minimal r e a l i z a t i o n  se t  
j A, B, C, D) , ob ta in ed  w ith the help  o f  the a lg or ith m  d i s ­
cussed  e a r l i e r ,  w i l l  s a t i s f y  both  r e c i p r o c i t y  and p a s s iv i t y  
c o n s t r a in t s ,  a n e ce ss a r y  and s u f f i c i e n t  c o n d it io n  f o r  
| A, B, C, D} t o  be r e a l i z a b le  w ith p a ss iv e  and r e c ip r o c a l  
network elem ents Q-Sl •
6 .3  SUGGESTIONS FOR FURTHER INVESTIGATIONS
The s t a t e - v a r ia b le  approach to  l i n e a r  systems r e a l i z a ­
t i o n ,  and p a ss iv e  and a c t iv e  network sy n th es is  has been 
review ed and a p p lie d  to  minimal r e c ip r o c a l  r e a l i z a t i o n  o f
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l i n e a r  t im e - in v a r ia n t  dynamical system s, c l a s s i c a l  syn th es is  
methods, and modern a c t iv e  as w e l l  as p a ss iv e  m u lt ip o r t  network 
sy n th e s is  p ro ce d u re s .  Based on the resea rch  c o n t r ib u t io n  o f  
# ♦ 
the t h e s i s ,  some su g g es t io n s  are g iven f o r  fu r th e r  in v e s t ig a ­
t io n s  in  the f o l l o w in g  paragraphs*.
1 . A lgorithm s f o r  o b ta in in g  minimal s ta to -m od o ls  [ a ,B ,C ,d] ,  
s a t i s f y in g  r e c i p r o c i t y  c o n s t r a in t ,  from a g iven  symmetric 
r a t i o n a l  t r a n s f e r - fu n c t i o n  m atrix  and a symmetric impulse 
respon se  m atrix  have been g iven  in  Chapter I I I .  These s t a t e -  
models in  g e n e ra l  do not r e s u l t  in  any c a n o n ic a l  s t ru c tu re .  I t  
would be w orthw hile t o  d e v e lo p  a method by which the minimal 
r e c i p r o c a l  s ta te -m od e l i s  in  some standard c a n o n ic a l  form, such 
th at  they can be r e a l i z e d  fu r t h e r  by standard te ch n iq u e s .  In 
t h is  c o n n e c t io n ,  the r e fe r e n c e s  o a . i?  a  > q ?] . D o ] , [ l o g  and 
Q.61] w i l l  be u s e f u l .
2 . In network problem s, u s u a l ly  the g iven  t r a n s fe r - fu n c t io n  
m atrix  or  impulse response  m atrix  are symmetric. By e x p lo i t in g  
the  symmetry o f  th e  p o s i t i v e  r e a l  immittance m a tr ic e s ,  a pass ive  
r e c i p r o c a l  s y n th e s is  procedure u s in g  m u lt ip or t  RCT network with
a minimum number o f  c a p a c i t o r s  has been presented  in  S e c t io n  (5 .3 ) .  
A p a ss iv e  r e c i p r o c a l  sy n th e s is  method u s in g  a minimum number 
o f  r e s i s t o r s  was proposed in  0 - 5 3  • I n v e s t ig a t io n s  le a d in g  to 
a p a ss iv e  r e c i p r o c a l  s y n th e s is  p roced u re , from a symmetric 
p o s i t i v e  r e a l  m a tr ix , r e s u l t in g  in  minimum number o f  r e a c t iv e  
as w e l l  as r e s i s t i v e  elem ents w i l l  be q u ite  u s e f u l .
3 .  From a g iv e n  symmetric impulse m atrix , a method f o r  
c o n s t r u c t in g  a minimal r e c i p r o c a l  r e a l i z a t i o n  u s in g  moments o f
the impulse respon se  has been given in  S e c t io n  ( 3 . 3 ) .  I t  
would, be i n t e r e s t i n g  to  extend t h i s  techn ique  f o r  t im e -
vary in g  impulse response m a tr ic e s .
t
4 . Because o f  some in t e r e s t  in the problem o f  sub-optim al 
approxim ation o f  a l in e a r  system o f  la rg e  dim ension by one
o f  the sm a ller  dim ension , a method has been r e c e n t ly  g iven  in 
DU f o r  o b ta in in g  a sub-optimum reduced model from the given 
in p u t -ou tp u t  data in  the form o f  M arkov-param eters. I t  would 
be w orthw hile t o  fu r t h e r  reduce the ord er  o f  H ankel-m atrices 
used in  Q3H by e x p lo i t in g  the techn ique  g iven  in  Chapter I I I  
in  order t o  reduce the  com putation time and memory s tora g e  
re q u ire d .
5. The e x i s t in g  s t a te -s p a c e  te ch n iq u es  f o r  the sy n th e s is  
o f  p o s i t i v e  r e a l  fu n ct io n s  r e s u lt  e i t h e r  in  RLC networks w ith  
transform ers jj.0] o r  t ra n s fo rm e r le s s  a c t iv e  netw orks. The 
eq u iva len ce  o f  even sim ple t ra n s fo rm e r le s s  p roced u res  such as 
B o t t -D u ff in  method Q.52] e t c . in  s t a te -s p a c e  has not been done 
so f a r [ l O ] . I t  w i l l  be w orthw hile t o  g iv e  s t a t e - s p a c e  in t e r ­
p r e ta t io n  t o  such sim ple  c l a s s i c a l  tech n iq u es  p o s s ib l y  r e s u l t ­
ing  in  t r a n s fo rm e r le s s  RLC s y n t h e s is .
6. A m u lt ip o r t  a c t iv e  RC network sy n th e s is  procedure w ith 
a minimum number o f  c a p a c i t o r s  f o r  the r e a l i z a t i o n  o f  im m itt­
ance m atr ices  has been g iv e n  in S e c t io n  ( 5 . 2 ) .  The procedure 
redu ces  the upper bound on the number o f  a c t iv e  elements from 
(2p + 2n) re q u ire d  in  |_18] , to on ly  (p + 2n ). I n v e s t ig a t io n s  
le a d in g  to  fu r t h e r  red u ct io n  o f  upper bound on the number o f  
a c t iv e  elem ents, o f  c o u rse ,  with a minimum number o f  c a p a c i t o r s j
-1 2 7 -
w i l l  be q u ite  u s e f u l .
7 .  The netw ork s t ru c tu re  proposed  in S e c t io n  (5 .2 )  i s  
f o r  the a c t iv e  RC r e a l i z a t i o n  o f  im mittance fu n c t io n s  with
a minimum number o f  c a p a c i t o r s .  S ince the number o f  c a p a c i t o r s  
i s  minimum, i t  i s  c o n je c tu r e d  that the  r e a l i z a t i o n  o f  immi­
tta n ce  m atrices  w i l l  bo r e l a t i v e l y  in s e n s i t i v e  t o  capacitance  
v a r ia t i o n s .  However, fu r th e r  in v e s t i g a t i o n s  are re q u ired  in  
o rd e r  t o  p rov id e  a q u a n t i ta t iv e  assessment o f  the  s e n s i t i v i t y  
o f  the s e le c t e d  network a t t r ib u t e s  and v a l i d i t y  o f  the 
c o n je c t u r e .
8 . An approach o f  m u lt ip or t  a c t iv e  RC network syn th es is
t
presen ted  in  S e c t io n  (5 .2 )  i s  a p p lie d  t o  the r e a l i z a t i o n  o f  a 
s h o r t - c i r c u i t  adm ittance m atrix , o p e n - c i r c u i t  impedance m atrix , 
and tra n sfer - im p ed a n ce  m atrix . I t  may be extended t o  the a c t iv e  
sy n th e s is  o f  o th or  m u lt ip o r t  network fu n c t io n s  such as current 
ga in  m atrix , t r a n s fe r -a d m it ta n c e  m atrix , e t c .
9 .  A p a ss iv e  r e c i p r o c a l  m u lt ip o r t  RCT network sy n th es is  
o f  SPR im mittance m a tr ice s  i s  g iven  in  S e c t io n  (5 * 3 ) .  I t  i s  
w orthwhile t o  extend t h i s  techn ique  to  the r e a l i z a t i o n  o f  
o th er  SPR m u lt ip or t  network fu n c t io n s  such as v o l ta g e  gain 
m atrix , cu rre n t  ga in  m atrix , t ra n s fcr - im p e d a n ce  m atrix  e t c .  
which are o f te n  a v a i la b le  as g iv en  s p e c i f i c a t i o n s  in  network 
s y n t h e s is .
1 0 . S yn th esis  procedu res  d escr ib e d  in t h is  th e s is  are 
l im i te d  to  l i n e a r  networks and system s. Hardly any work has 
been done in  the s y n th e s is  o f  n o n - l in e a r  netw orks. R ecen tly , 
s t a t e - v a r ia b le  fo rm u la t ion  o f  la g ra n g ia n  and Hamiltonian
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equ ation s  f o r  n o n lin e a r  networks has be .-in proposed  by Chua 
and McPherson [27] . I t  is  hoped that a break through in  the 
sy n th es is  o f  n o n lin e a r  networks would be p o s s ib l e  in  the 
l i g h t  o f  the procedure suggested  in
In c o n c lu s io n ,  the th eory  o f  s t r . t e -v a r ia b le s  has opened 
new v i s t a s  in  tho r e a l i z a t i o n  o f  dynam ical systems and lumped 
netw orks. I t  i s  hoped that the a p p l i c a t io n s  o f  the new te c h ­
n iques suggested  in  th is  t h e s i s  w i l l  he lp  in  s o lv in g  more 
fa s c in a t in g  p r a c t i c a l  problems o f  n o n lin e a r  and d is t r ib u t e d
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networks ar.d sy s te m s .
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