Thermal management of subsea oil production systems in deep water environments is one of the main issues for petroleum exploitation operations. Thermal monitoring is crucial to avoid and control the formation of solid deposits, which in adverse operating conditions can result in blockages inside the production systems and consequently incur large financial losses. This paper aims to demonstrate the robustness of a Bayesian approach for accurate estimation of the produced fluid temperature field in a typical multilayered composite pipeline. The physical problem consists of a pipeline represented by a circular domain filled by a stagnant fluid (petroleum) with temperature dependent thermal properties, which is bounded by a multilayered composite pipe wall. The mathematical model governing the heat conduction problem in the multilayered wall and in the stagnant fluid was solved with the finite volume method. The Particle Filter method was used for the solution of the inverse transient problem involving the prediction of the temperature field in the medium, from limited temperature data available at one single location in the pipeline composite wall. The aim of this method is to represent the required posterior density function by a set of random samples with associated weights, and to compute the estimates based on these samples and weights. Results are presented in this paper by taking into account uncertainties in the state evolution and measurement models. Simulated temperature data is used in the inverse analysis for typical conditions observed during production shutdown periods.
INTRODUCTION
Flow assurance in the petroleum industry is one of the challenges of the development of subsea field layouts due to a combination of factors, involving, among others, the dynamic nature of the produced fluids, high internal hydrostatic pressures and low external environmental temperatures [1] . In general cases, these subsea systems are designed to transport the produced fluids through the different equipments without experiencing significant heat losses to the environment [2] . Thermal management of these equipments and pipeline systems are of great importance for the prediction and prevention of solid deposits [3] . The most common deposits are waxes and hydrates (depicted in figure 1 ), which precipitate at certain critical combinations of pressure and temperature [4] .
Typical thermal analyses make use of direct problem solutions to compute the temperature profile along the pipeline and represent one of the most important steps in the subsea layout design. Thermal analyses include both steady-state and transient studies for the different stages of the field's lifetime. The thermal design determines the best configuration to maintain the produced fluid temperature above a minimum value, thus avoiding the formation of wax or hydrates.
In steady state operations the petroleum temperature decreases as it flows along the pipeline, due to heat transfer through its walls. This steady state temperature profile is used to identify the flow rates and the insulation systems that are needed to keep the subsea system above the critical temperature during the production [5] [6] . For cases with long tie-backs, pipelines with efficient thermal insulations are required, such as the so-called pipe-in-pipe systems [7, 8] . In many cases, the efficiency of the insulation design is also analyzed on the basis of a worst case scenario, such as in a transient event during a production shutdown. If the steady state flow conditions are interrupted, a transient heat transfer analysis is necessary to ensure that the produced fluid temperature remains above that where hydrate and wax deposits are formed [9] . Therefore, the accurate prediction of the temperature field in the pipeline is required, in order to insure production at desired levels.
Recently, new technologies have emerged for monitoring and controlling critical parameters associated with the flow assurance, followed by the implementation of corrective actions when anomalous conditions are identified [10] [11] [12] [13] . One of these technologies is based on the use of the optical fibers, for the measurement of the temperature profile along the pipeline.
This paper aims at demonstrating the robustness of a Bayesian approach, for the accurate prediction of the unsteady temperature field of the produced fluid inside a typical multilayered pipeline, during shutdown periods. The present inverse problem is solved for the cross section of a typical pipein-pipe system. The temperature field is predicted from noisy simulated temperature data available on the outer surface of the inner pipe. Uncertainties in the state evolution and measurement models are taken into account, as described below.
STATE ESTIMATION
Many problems in engineering require estimation of the state of a system that varies in time, by using transient noisy measurements made on the own system. State estimation problems generally rely on such measurements, as well as on prior knowledge about the undergoing physical phenomena, in order to sequentially produce the estimates of the desired dynamic variables [14] [15] .
Consider a model for the evolution of the state variables x in the form:
where f is, in the general case, a non-linear function of x and of the state noise or uncertainty vector given by
is called the state vector and contains the variables to be dynamically estimated. This vector advances in time in accordance with the state evolution model (1) . The subscript k =1, 2, 3, …, denotes a time instant k t in a dynamic problem.
The observation model describes the dependence between the state variable x to be estimated and the measurements z through the general, possibly non-linear, function h. This can be represented by
where n z R Z k ∈ are available at times k t , k=1, 2, 3,…. Eq. (2) is referred to as the observation/measurement model. The vector Z k ∈ n n R represents the measurement noise or uncertainty.
As per equations (1) and (2) above, the evolution and observation models are based on the following assumptions [14] [15] [16] [17] :
(a) The sequence x k for k=1, 2, 3, …, is a Markovian process, that is,
The sequence z k for k=1, 2, 3, …, is a Markovian process with respect to the history of x k , that is,
The sequence x k depends on the past observations only through its own history, that is,
where ( ) Different problems can be considered for the evolutionobservation model described above, such as [14] [15] [16] [17] : , 1, , z z
is the complete set of measurements.
The most widely known Bayesian filter method is the Kalman filter. However, the application of the Kalman filter is limited to linear models with additive Gaussian noises. Extensions of the Kalman filter were developed in the past for less restrictive cases by using linearization techniques [15, 16] . Similarly, Monte Carlo methods have been developed in order to represent the posterior density in terms of random samples and associated weights. Such Monte Carlo methods, usually denoted as particle filters among other designations found in the literature, do not require the restrictive hypotheses of the Kalman filter. Hence, particle filters can be applied to nonlinear models with non-Gaussian errors [16, 17, [22] [23] [24] [25] [26] [27] [28] .
PHYSICAL PROBLEM AND MATHEMATICAL FORMULATION
The physical problem examined in this work is based on a critical operational condition involving a pipeline shutdown situation, where the produced fluid is assumed stagnant [18] . Thus, a heat conduction model is considered in the analysis presented hereafter.
The physical problem involves a typical pipeline crosssection. It is represented by a circular domain filled by the stagnant petroleum fluid, which is bounded by a multilayered wall, such as in a pipe-in-pipe system (see figure 2). For the sake of generality in the formulation, we consider a composite medium consisting of N concentrically cylindrical layers. Each layer is considered to be homogenous and isotropic. Constant thermo-physical properties are assumed for all layers, except for the first one that represents the stagnant petroleum fluid. The adjacent layers are assumed to be in perfect thermal contact and no heat generation is considered to take place within the multilayered media. Axial symmetry is assumed, so that the composite medium is considered as onedimensional [19] [20] .
The dimensionless mathematical formulation of this heat conduction problem in cylindrical coordinates is given by
where is the dimensionless temperature, is the dimensionless thermal conductivity, is the dimensionless density and is dimensionless specific heat in the i-th layer. The inner and outer radius of the i-th layer are and , respectively. Hence, the radius corresponds to the center of the pipeline.
Equation (4) is subjected to the following boundary and interface conditions, 
Dimensionless groups were defined as:
Here, T ∞ is the surrounding environment temperature, is the external radius, is the uniform initial fluid temperature, is the reference thermal conductivity, is the reference density, is the reference specific heat and is the heat transfer coefficient at the outer surface of the pipeline.
SOLUTION METHODOLOGIES
The mathematical formulation governing the heat diffusion problem in the multilayered wall and in the stagnant fluid, represented by eqs. (4) (5) (6) (7) (8) , is solved with the finite volume method [21] . The computer code developed for this purpose was verified by using analytical solutions for linear cases, as well as results obtained with other numerical techniques, such as finite differences, for non-linear cases.
For the solution of the state estimation problem considered here, which involves the estimation of the transient temperature field in the medium from temperature measurements taken at the surface of the outer pipe (see figure 2) , we use the Particle Filter method [16, 17, [22] [23] [24] [25] [26] [27] [28] . This methodology is selected due its robustness and capabilities of dealing with nonlinear models, such as the one under study.
The particle filter is a Monte Carlo technique used for the solution of state estimation problems, where the main idea is to represent the required posterior density function by a set of random samples with associated weights and to compute the estimates based on these samples and weights [25] . Let 
A common problem with the Particle Filter method is the degeneracy phenomenon, where after a few states all but one particle may have negligible weight. The degeneracy implies that a large computational effort is devoted to updating particles whose contribution to the approximation of the posterior density function is almost zero. This problem can be overcome by increasing the number of particles, or more efficiently by appropriately selecting the importance density as the prior density ( )
In addition, the use of the resampling technique is recommended to avoid the degeneracy of the particles [22] [23] [24] [25] [26] [27] .
Resampling involves a mapping of the random measure
weights. It can be performed if the number of effective particles with large weights falls below a certain threshold number. Alternatively, resampling can also be applied indistinctively at every instant k t , as in the Sampling Importance Resampling (SIR) algorithm used here [17, 27] . This algorithm can be summarized in the steps presented in Table 1 , as applied to the system evolution from 1 k t − to k t . 
Step 2
Calculate the total weight Although the resampling step reduces the effects of the degeneracy problem, it may lead to a loss of diversity and the resultant sample can contain many repeated particles. This problem, known as sample impoverishment, can be severe in the case of small evolution model noise. In this case, all particles collapse to a single particle within few instants k t . Another drawback of the particle filter is related to the large computational cost due to the Monte Carlo method, which may limit its application only to fast computing problems.
RESULTS AND DISCUSSION
For the test cases presented below, we consider the pipe-inpipe (see figure 2) where the parameters and are given in table 2, T is given in o C and the thermal properties are given in regular SI units. In order to examine test cases involving typical conditions resulting from a shut-down in the petroleum flow through the pipeline, the stagnant fluid is assumed to be initially at the uniform temperature of 80 o C. The initial states within the steel pipes and the thermal insulator are given by the steady-state temperature distribution resulting from the heat losses through the pipe-in-pipe multilayered wall. The seawater is assumed to be at 4 o C and the heat transfer coefficient on the external surface of the outer pipe is taken as 2000 W/m 2 K, based on Churchill-Bernstein's correlation [29] .
The evolution of the dimensionless temperature field in the pipe-in-pipe, for the conditions presented above, is shown by the contour plots in figures 3.a-c, for dimensionless times of τ = 0.047, 1.7 and 5.6, respectively. White circles in these figures are used on purpose to separate the spatial domains containing the stagnant fluid, the inner steel pipe, the thermal insulation and the outer steel pipe. Figures 3.a-c show the cooling of the pipe-in-pipe system as time elapses. The temperature in the whole region gradually drops to the seawater temperature and the steady-state is reached for times greater than τ = 16.
The simulated temperature measurements used here are supposed to be taken at the outer surface of the inner pipe, that is, at r = 0.25 m. The measurement errors are assumed to be additive, Gaussian, uncorrelated, with zero mean and a constant standard deviation of 2 o C. Such standard deviation is characteristic of measurement systems used for the present application. It corresponds to 2.5 % of the maximum temperature in the region, that is, the initial temperature of the stagnant fluid (80 o C). Errors in the evolution model are also supposed to be additive, Gaussian, uncorrelated, with zero mean and constant standard deviation. The effects of the errors in the evolution model, on the prediction of the temperature field in the region, are examined below by considering two different standard deviations for such errors, namely 0. Figures 7.a-c and 8 .a-c show that the largest standard deviations are generally observed in the stagnant fluid region, although comparable standard deviations can also be observed in the thermal insulation at small times. The smallest values of the standard deviation are found in the internal and external pipes, as a result of the small temperature gradients in these regions, while the largest standard deviations are found around the centerline. In addition, the standard deviation of the predicted temperatures increases as time evolves. 
CONCLUSIONS
In this paper we addressed the solution of the inverse problem of predicting the transient temperature field in the cross section of a petroleum pipeline. A geometry characteristic of a pipe-in-pipe system was examined here, for conditions typically encountered after the shutdown of the petroleum flow. The inverse problem was solved with simulated data of a single sensor, located at the interface of the inner pipe and of the thermal insulation material. Errors in the evolution and observation models were assumed to be Gaussian, additive, uncorrelated, with zero mean, and constant standard deviation.
The transient temperature field was predicted by using the Particle Filter method. This is a Monte Carlo technique where the posterior density function is represented by a set of random samples (particles) with associated weights. An analysis of the results presented herein reveals that the Particle Filter method is capable of providing accurate estimates for the temperature field in the region, even for large errors in the evolution and observation models. The mean values of the predicted temperatures are in excellent agreement with the exact ones, and their associated standard deviations are relatively small.
