Abstract. In this paper, we introduce the use of a powerful tool from theoretical complex analysis, the Blaschke product, for the solution of Riemann-Hilbert problems. Classically, Riemann-Hilbert problems are considered for analytic functions. We give a factorization theorem for meromorphic functions over simply connected nonempty proper open subsets of the complex plane and use this theorem to solve RiemannHilbert problems where the given data consists of a meromorphic function.
Introduction
Approximation of holomorphic functions of a complex variable by a sequence of polynomials has a long history [23] , some notable theorems in this regard are the Runge theorem [20] , the Mergelyan theorem [19] , and the Arakelyan theorem [2] . A different approach to approximation of a holomorphic function is to find and truncate an expansion or a factorization.
Since holomorphic functions are complex analytic, they admit Taylor expansion on an open disk. Furthermore, they admit Fourier expansions on the unit circle. Over the open unit disk, a holomorphic function can be written formally as a series of Blaschke products [9] . Moreover, entire functions can be factorized by Weierstrass factorization theorem [25] . In this paper, we give a factorization of meromorphic functions by Blaschke products over simply connected nonempty proper open subsets of the complex plane and use this theorem to solve Riemann-Hilbert problems with meromorphic functions.
One of the shortcomings of the classical solutions to Riemann-Hilbert problems is their dependence on the index of the coefficients and the Hölder continuity requirement in the application of Sokhotski-Plemelj formula. In [16] , we proposed solutions to overcome these shortcomings. The current work can be considered as a sequel to [16] , focusing on the complex variable case.
This paper is organized as follows. In Section 1, we define the classical Riemann-Hilbert problem, recall results on Blaschke products and state the Riemann Mapping Theorem. In Section 2, we use Blaschke products and the Riemann Mapping Theorem to give factorization theorems for meromorphic functions of bounded type over simply connected nonempty proper open subsets of the complex plane. In Section 3, we define a Riemann-Hilbert problem with meromorphic data and give a general solution by employing the results of Section 2. In Section 4, we give several results for positive definite functions on absolutely convex subsets of the complex plane. Our main results are Theorem (3), Theorem (4) , Theorem (7) and their applications which are discussed in Section 3.
Riemann-Hilbert problems with analytic functions
The Riemann-Hilbert problem was first introduced by Bernhard Riemann in connection with the Riemann's Monodromy problem which later was generalized to the Riemann-Hilbert problem by Hilbert [1, A.1.3] .
Definition 1 [10, 14.1.] Suppose that we are given a simple smooth closed contour L dividing the plane of the complex variable into an interior domain D + and an exterior domain D − , and two functions of on the contour, G(t) and g(t) which satisfy the Hölder condition, where G(t) does not vanish. It is required to find two functions: Φ + (z), analytic in the domain D + ; and Φ − (z), analytic in the domain D − , including z = ∞, which satisfy on the contour L either the linear relation
The function G(t) will be called the coefficient of the Riemann problem, and the function g(t) its free (inhomogeneous) term.
The following theorem is of particular importance in the solution of analytic Riemann-Hilbert problems. 
Then the function f(z) is a rational function and is representable by the relation
In particular, if the only singularity of the function f(z) is a pole of order m at infinity, then f(z) is a polynomial of degree m:
Blaschke products

Definition 2 [11]
A Blaschke product is a function of the form
in which α ∈ R, K ∈ N 0 , and {z 1 , z 2 , . . .} is a sequence (finite or infinite) in {0 < |z| < 1} that satisfies the Blaschke condition
Finite Blaschke products can be considered as generalizations of polynomials in the unit disk because of their remarkable similar properties to polynomials [18, p. 249] . We only mention few of these similarities: (iii) Let P be a polynomial of degree n with zeros z 1 , . . . , z n in C. The critical points of P lie in the convex hull of the set {z 1 , . . . , z n } [18, Theorem 9].
(iv) Let B be a finite Blaschke product of degree n with zeros z 1 , . . . , z n in D. Then B(z) has exactly n − 1 critical points in D and these all lie in the hyperbolic convex hull 1 of the set {z 1 , . . . , z n } [18, Theorem 19].
Riemann Mapping Theorem
We recall the Riemann Mapping Theorem. For simple domains such as polygons, one can construct a Riemann map by using the Schwarz-Christoffel formula. The construction of a Riemann map for a general simply connected domain has been studied extensively and numerous algorithms are known rm [13, 6, 5, 8, 7] .
Factorization of meromorphic functions
In this section, we give some theorems on factorization of meromorphic functions satisfying certain boundedness conditions in terms of (finite or infinite) Blaschke products. Proof. Since f is holomorphic on X, it is continuous on X. Assume that f has infinitely many zeros. The zero set Z = {z k } of f is bounded; therefore, it has an accumulation point by the Bolzano-Weierstrass Theorem. The accumulation point of zeros of f does not belong to ∂X because lim
Therefore, the accumulation point must belong to X. By the Identity Theorem, f ≡ 0, on X which is a contradiction.
Lemma 2 Let f : X ⊂ C → C be holomorphic on X where X is a simply connected open set. If f has no zeros in X, then there exists a holomorphic function h on X such that f = e h . Furthermore, if X is bounded, f is continuous on X, and constant on ∂X then f is constant on X.
Proof. The first part of the lemma is a standard result and its proof can be found in [17, XIII, Theorem 2.1]. For the second part, we note that if f has no zeros in X, then 1 f is holomorphic on X. By the maximum modulus principle, the maximum of the harmonic function 1 |f(z)| is on the boundary of X. But also the maximum of the |f| is on the boundary. If |f| is constant on the boundary then |f(z)| = c for all z ∈ X. 
Definition 3 A function defined on a simply connected open subset X of the complex plane is said to be of bounded type if it is equal to the ratio of two analytic functions bounded in X. The class of all such functions is called the Nevanlinna class for X. 
should converge uniformly on compact subsets of the unit disc is that
(1 − |α n |) < ∞. When this condition is satisfied, the product defines an inner function whose zeros are exactly α 1 , α 2 , . . .
We now obtain a factorization theorem that has useful applications to the Riemann-Hilbert problem. This is discussed further in Section 3. 
where φ : D → X is a Riemann map, r, s ∈ N 0 , q is a bounded holomorphic function without zeros, {z i } is the set of zeros and {p j } is the set of poles of f • φ.
Proof. By Riemann mapping theorem, there exists a conformal bijective map φ : D → X. Since g = f • φ : D → C is meromorphic of bounded type, it's the ratio of two bounded holomorphic functions, i.e. g = h k where h and k are holomorphic and bounded. The functions h and k can be factorized as h(z) = z r h 1 (z) and k(z) = z s k 1 (z) where h 1 (0) = 0 and k 1 (0) = 0. Let {z i } and {p j } be the zeros of h 1 and k 1 . By Lemma (3),
By Lemma (4), the following products are convergent:
Hence, we can write h 1 (z) = u(z)B h 1 (z) and k 1 
is a bounded holomorphic function.
Applications in Riemann-Hilbert problems with meromorphic functions
In engineering, a transfer function is a representation of the relation between the input and output of a linear time-invariant (LTI) system and it is a primary tool in classical control engineering. In this section, we employ Theorem (4) to find the transfer function of a differential system. 
.e. the Laplace transform is bounded.
Lemma 6 [21, Theorem 2.12] Suppose that f(t),f(t), . . . , f (n−1) (t) are continuous on (0, ∞) and of exponential order, while f (n) (t) is piecewise continuous
Theorem 5 Suppose f k , g k : R → C are continuous, have left bounded support on the positive real line, and have positive exponential orders a k and b k . Furthermore, assume that u, y : R → C are n-times continuously differentiable, with nth derivative of exponential order. Then the transfer function of the following differential system with zero initial conditions, i.e. u (k) (0) = 0,
is a meromorphic function of bounded type of the form
is sufficiently small, r, s ∈ N 0 , q is a bounded holomorphic function without zeros, {z i } is the set of zeros and {p j } is the set of poles of T • φ. The transfer function T : X → C appears as the coefficient of the Riemann-Hilbert problem Φ + (z) = G(z)Φ − (z) where
Proof. The transfer function is defined as the ratio of the Laplace transform of the output signal to the Laplace transform of the input signal, i.e.
L(u)(s) . If we take Laplace transform of the differential system, apply Lemma (6) , and the properties of Laplace transform with respect to convolution and addition, we derive the following equation
Therefore, the transfer function is of the following form
On the domain X = {z ∈ C | (z) > α}, where α = min{a k , b k } + , and > 0 is sufficiently small, the transfer function
is a meromorphic function of bounded type by Lemma (5) . It suffices to apply Theorem (4) to the transfer function T .
Positive definite functions of a complex variable
In this section, we give some results on positive definite functions over absolutely convex subsets of C. It is interesting to see whether one can factorize a meromorphic positive definite function; in the sense of Definition (4), such that all factors are positive definite. Unfortunately, it is difficult to determine positive definiteness of Blaschke products; even the determination of hermitianness is difficult because it requires finding all the zeros of the equation B(−z) − B(z) = 0. Nevertheless, we give a theorem (Theorem (7)) that can simplify the determination of positive definiteness for holomorphic hermitian functions.
Definition 4 A set X ⊆ C is called absolutely convex if for any points x 1 , x 2 in X and any numbers λ 1 , λ 2 in C satisfying |λ 1 | + |λ 2 | ≤ 1, the sum λ 1 x 1 + λ 2 x 2 belongs to X.
If X ⊆ C is absolutely convex then rX is absolutely convex for all r ∈ C.
Definition 5 A function f : X → C is positive definite, where X ⊆ C is absolutely convex, if n j,k=1 f(
2 )ξ jξk ≥ 0 for every choice of x 1 , . . . , x n in X and ξ 1 , . . . , ξ n in C.
If we set ω * =[ξ 1 , . . . ,ξ n ] and A = [f(
2 )] j,k then we can rewrite the above condition as ω * Aω ≥ 0, i.e. A is positive-semidefinite. In the following proposition, we review some of the properties of positive definite functions.
Proposition 2 If f : X → C is positive definite, where X ⊆ C is absolutely convex, then the following hold:
(ii) If f, g : X → C are positive definite then fg and c 1 f+c 2 g where c 1 , c 2 ∈ N are positive definite.
(iii) If X = R, f and g are integrable and positive definite then f * g is positive definite.
(iv) If X = R, and f is integrable then x 2k+1 f(x) with k ∈ N is not positive definite.
(v) If X = R, and f is C n -differentiable then
dx n is positive definite only if n = 4k where k ∈ N.
(vi) If X = R, and f is integrable then e iax f(x) is positive definite. Theorem 7 Let X ⊆ C be an absolutely convex simply connected set and f : X ⊆ C → C be a holomorphic hermitian, i.e. f(−z) = f(z), function. Define the function W n (f) : X n → M n (C) by W n (f)(x) = [f(
2 )] j,k . If there exists a point x ∈ X n at which W n (f) is positive definite for all n ∈ N then f is positive definite on X.
Proof. For simplicity, we denote W n (f) by g. Since det(g) is a polynomial of f and f is holomorphic, det(g) is holomorphic. By Lemma (8), S = supp(det(g)) is connected, open and dense in X n . Since f is hermitian, Spec(g) = {λ x ∈ C | λ x is an eigenvalue of g(x), x ∈ X n } is in R. By definition of S, g is invertible on S. Therefore, 0 / ∈ Spec(g |S ). We claim that either Spec(g |S ) ⊆ R + or Spec(g |S ) ⊆ R − . Assume otherwise, then there exist x, y ∈ S such that λ x ∈ R + and λ y ∈ R − . Since S is path connected, there exists a path in S that connects x to y in S. But, there is no path that connects λ x to λ y because 0 / ∈ Spec(g |S ) which gives a contradiction. If there exists a point x 0 ∈ X n for which g is positive definite, then either x 0 ∈ S or x 0 is a limit point of S because S is dense in X n . In either case, Spec(g |S ) ⊆ R + and by density of S we conclude Spec(g) ⊆ R + for all n ∈ N, i.e. f is positive definite on X.
