Abstract: Object recognition in three-dimensional point clouds is a new research topic in the field of computer vision. Numerous nuisances, such as noise, a varying density, and occlusion greatly increase the difficulty of 3D object recognition. An improved local feature descriptor is proposed to address these problems in this paper. At each feature point, a local reference frame is established by calculating a scatter matrix based on the geometric center and the weighted point-cloud density of its neighborhood, and an improved normal vector estimation method is used to generate a new signature of histograms of orientations (SHOT) local-feature descriptor. The geometric consistency and iterative closest point method realize 3D model recognition in the point-cloud scenes. The experimental results show that the proposed SHOT feature-extraction algorithm has high robustness and descriptiveness in the object recognition of 3D local descriptors in cluttered point-cloud scenes.
Introduction
Feature extraction is a very critical step and affects the performance of identification systems. The feature descriptors can be categorized into two groups: global and local descriptors [10] . Global descriptors compute the feature for a cluster of points representing a whole object but rather for individual points. Hence, they encode the geometry of the whole object using their k-neighborhood data. This has led to promising results in 3D model retrieval and shape classification. A pre-segmentation step is required before the computation of the global descriptors of a given object, in order to obtain the cluster that represents the object. The most popular global descriptors are the viewpoint feature histogram (VFH) [1] , clustered VFH (CVFH) [2] , ensemble of shape functions (ESF) [24] , and global fast PFH [21] . Local descriptors are computed for individual points by using its underlying geometrical information, obtained from the query point k-neighborhood. They include point signatures(PSs) [7] , spin images(SIs) [14] , 3D shape context (3DSC) [8] , the point feature histogram (PFH) [19] , the fast PFH (FPFH) [20] , the signature of histograms of orientations (SHOT) [23] , the radius-based surface descriptor [3] , the unique-shape context descriptor [11] , the rotation-invariant feature transform [15] , and the normal-aligned radial feature [6] .
For a qualified local surface feature, robustness and descriptiveness are very important factors. A histogram is used to accurately describe the local area, when especially considering the spatial distribution of the neighboring points.
It is a challenging task to achieve high descriptiveness and strong robustness to various nuisances faced by the existing methods. SHOT can compete against most descriptors and can gather more information. It has two disadvantages: a large amount of computational storage is required, and the original LRF of SHOT is sensitive to the point-cloud density variation. An improved SHOT descriptor is proposed to address the noise and varying point cloud density problems in this paper. An improved scatter matrix computation based on weighted distance and point-cloud density is used for establishing an LRF and generating the normal for each point in SHOT descriptor. In an LRF, the position of geometric center is iteratively calculated based on the weighted point-cloud density. The experimental results show that the proposed featureextraction method is robust to noise and point-cloud variations, and highly efficient for the 3D object recognition in cluttered point-cloud scenes.
The reminder of this paper is organized as follows. Section 2 briefly reviews previous studies related to point-cloud descriptors. Section 3 describes the proposed SHOT feature and a 3D object-recognition algorithm. Sections 4 and 5 present the feature-matching results and the object-recognition results for a standard dataset, respectively. Finally, we draw conclusions in Section 6.
Related work
Numerous studies on mesh and point clouds have been performed, and the methods based on mesh algorithms have achieved accurate results. SI is a famous local surface feature. Johnson et al. got the normal of a feature point to form the corresponding axis and computed 2D histograms according to two parameters, finding that the SI is robust to occlusion and clutter. To achieve a high descriptiveness, Frome et al. [8] proposed a 3DSC descriptor, as an extension of the 2D shape context method. It considered a sphere superimposed on the query point and divided the radius neighbors into smaller bins, counted the points in each bin and weighted inversely with the density of the bin. Guo et al. [9] proposed a method for constructing the LRF and extracting the rotational projection statistics (RoPS) descriptor by projecting and quantizing the rotated neighbors on the 2D xy, xz, and yz planes. The readers may refer to a recent survey [10] for additional details.
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Owing to the unprecedented levels of computing science, Aldoma and Marton et al. [1] introduced the VFH. Aldoma and Tombari et al. [2] proposed a method called as CVFH. Wohlkinger et al. [24] collected ten shape functions, which depicting the point cloud, which is called the ESF. The VFH, CVFH, and ESF descriptors all use normal method. Compared with the moderate processing time of the VFH and ESF, that of the CVFH is very high.
When the defined search radius only covers the neighborhood of the keypoint, the PFH can be used as a local descriptor in [22] . The geometrical properties of each target point were estimated by analyzing the difference between the directions of the normal in the k-neighborhood of the keypoint and building a multidimensional histogram of values. One drawback of the PFH is its high computational complexity. Rusu et al. [20] also proposed an FPFH descriptor, which was a simplified and modified version of the PFH that used less neighbors for counting the orientation diversities. Compared with the PFH, the FPFH was designed to reduce the computational complexity from O(nk 2 ) to O(nk) while maintaining similar descriptiveness. Further, Zhong [27] developed the intrinsic shape signature (ISS) based on the radius, elevation, and azimuth angle; the support domain was divided into several units of the same size, and the multidimensional ISS feature description was formed by counting the number of neighbors in each unit. The ISS outperformed the SI and 3DSC in the model-retrieval aspects. Tombari et al. [23] presented a SHOT local 3D descriptor that is effective and efficient for surface-matching applications. It is designed to lie at the intersection between the two classes gathering the vast majority of data in the area of 3D description, i.e., signatures and histograms. SHOT outperformed state-of-the-art local descriptors in many experiments addressing descriptor matching for object recognition, 3D reconstruction, and shape retrieval.
For local feature-based 3D object recognition in the point cloud, there involve three main steps: feature matching, hypothesis generation, and hypothesis verification. Chua and Jarvis [7] employed a PS descriptor of a scene to match against each model and then used pairs of corresponding points to calculate the rigid transformation between a candidate model and a specified scene, at the cost of considerable memory and time. Johnson and Hebert [14] matched the SI descriptor of a scene with their models to generate point correspondences, which they grouped using the hypothesis generation of geometric consistency (GC). This algorithm is not only robust to clutter and occlusion but also has robustness to complicated real scenes. Yamany and Farag [25] proposed a feature descriptor for surface signatures. Mian et al. [17] used a tensor descriptor to obtain the feature correspondences and a hypothesis model. The hypothesis model was then transformed into the scene, and the hypothesis was verified using the iterative closest point (ICP) algorithm [4] . This method is superior to the SI-based algorithm with regard to the recognition rate and efficiency. Mian et al. [18] developed a 3D object-recognition algorithm based on keypoint matching, which was used to recognize the different and unknown scales of objects.
3 SHOT-based 3D object recognition
SHOT feature
A 3D local feature should be invariant for rigid transformations that include rotation and translation. Thus, we establish a single and repeatable improved LRF to represent the local surface. A local feature of a 3D point cloud should have a very high descriptiveness to ensure the accuracy and timeliness of the object recognition. An improved normal vector estimation method is used to generate a new SHOT local-feature description.
Guo et al. [12] proposed that the singleness and repeatability of the LRF directly affect the follow-up descriptor descriptiveness and robustness. We can see that the construction of the LRF 224 X. Liu, Y. Lu, T. Wu, T. Yuan is essential. The original SHOT feature is robust and descriptive to noise, object occlusion, and complex scenes, but the robustness to point-cloud variations is poor. Therefore, an improved LRF is proposed to solve the problem that the original SHOT feature is sensitive to changes in the point-cloud density.
The original SHOT typically uses three orthogonal eigenvectors V = {v 1 , v 2 , v 3 } obtained via eigenvalue decomposition (EVD) of the scatter matrix to represent three coordinate axes for establishing the LRF and only considers the noise in order to add the distance weight. It then directly calculates the feature point p to replace the center pointp. The scatter matrix of the original SHOT is given as follows:
Where R represents the radius of the support fields, and d i = p i − p represents the Euclidean distance between the supporting neighborhood and the feature point. The original weighted point-cloud density and the improved weighted point-cloud density are showed below, where p i is the feature point; p j is the supporting neighborhood point;p is the geometric center in different cloud densities, the selection of β will be described in detail in Section 4.3:
The scatter matrix for establishing the LRF is calculated as follows:
On the other hand, to maintain consistency with the original SHOT feature, we improve Lin's method [16] by means of establishing the scatter matrix to calculate the center point at different cloud densities. The improved center point is designated as the geometric center, requiring that the distance between all points in the supporting area and the geometric center, which calculated as below formula (5) is the smallest, where the distance refers to the weighted Euclidean distance. Originally, it is very sensitive to calculate the center of the scatter matrix when the point-cloud density changes, however, the effect of the geometric center on this matter is very small.
The algorithm is described as follows. Algorithm: Compute an geometric center in different cloud densitiesp i Input: the neighborhoods P = {p 1 , p 2 , . . . p n } of the feature point p i within the support radius and the threshold ε Output: geometric centerp i
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3. Update the geometric center and the weight
When the EVD is performed by the scatter matrix, the eigenvector direction is both positive and negative. Sign ambiguity is generated when an LRF is established directly by using the characteristic direction of the EVD. To solve this problem, SHOT employs disambiguated EVD [5] to make all the neighbors in the support to the center point as normal as possible.
Take the x axis as an example.
Considering the same number of S + x and S − x , we first select the nearest k points around the feature point P i (k = 11) and then count theirS + x andS − x :
The final positive and negative directions of the x axis are determined by the number of statistics:
The signature of SHOT is calculated as the cosine of the angle between the normal at the point n q and the local Z axis at the feature point p (introducing bin by the radius, the horizontal angle and the elevation division, counting the established histogram by the angle between normal vector of neighborhood and Z axis). However, in this paper, the normal of the neighborhood has not been used, but in accordance with the above calculation of the LRF method to recalculate the scatter matrix of distance weight and point-cloud density weight for each point, with the minimum eigenvalue corresponding to the feature direction to replace the normal:
where n q is the minimum eigenvalue corresponding to the feature direction, which is calculated using the improved scatter matrix and the geometric center, and Z p is the Z-axis direction of the LRF.
3D object recognition
The proposed 3D object-recognition algorithm follows the framework of the object-recognition scheme based on local features, including feature-point detection, feature-description extraction, feature matching, hypothesis generation, and hypothesis verification. A block diagram of the proposed algorithm is shown in Figure 1 . Then we introduce four main modules. Module 2. Feature-description extraction: For each feature point, we define an LRF to generate a SHOT feature.
Module 3. Feature matching: We employ the statistical strategy of the nearest-neighbor distance ratio (NNDR); that is, when feature ratio of an object is lower than the given threshold, the two features are considered a match. The position of the object in the scenes is estimated according to the GC at the hypothesis-generation stage.
Module 4. Hypothesis verification: Because the hypothesis-generation phase can only be produced a preliminary coarse transformation, it is necessary to perform hypothesis verification which separates the correct or error hypothesis, so as to accurately calculate the rotation and translation transformation matrix from object to scene. We use the ICP hypothesis-validation method [26] .
Evaluation of SHOT feature
The experimental results show that LFR in this paper has strong robustness to different point-cloud density, and our SHOT feature significantly outperforms the original SHOT features with regard to recall and precision and it also has a higher robustness to noise and point-density variation. Compared with the FPFH feature, our SHOT feature exhibits the best performance under all the levels of mesh decimation and noise.
Robustness to LRF
Regarding robustness, Guo et al. [9] proposed a criteria for the evaluation of the LRF. For a pair of corresponding feature points (k M , k S ) , the established LRF is a 3 × 3 matrix (L M , L S ) that represents the directions of the three axes XY Z, and the error between the two LRFs can be expressed as An Improved Local Descriptor based Object Recognition in Cluttered 3D Point Clouds 227 
where trace indicates the trajectory of the matrix, which is the sum of the elements on the main diagonal. If the two LRFs are the same, is a unit matrix,
is 3, and the final result ε is 0. Similarly, ε can be denoted as the angle of rotation error between the two LRFs; a smaller ε yields a smaller error. ε indicates that there is no error.
Performance for the retrieval dataset
We use the retrieval dataset [29] to test the performance of our SHOT feature. It is well known that the retrieval dataset is a famous real-life datasets. It contains six models (Armadillo, Bunny, Thai Statue, Happy Buddha, Dragon, and Asian Dragon) and 18 scenes which taken from the Stanford 3D Scanning Repository [30] . And for creating clutter and pose variances, six models are randomly putted in a scene.
Each scene is divided into three levels of noise with standard deviations of 0.1mr, 0.3mr, and 0.5mr (where mr refers to the mesh resolution, i.e., the average distance of each point to the nearest point). Both the model and the scene are stored in the Polygon File Format (PLY) mesh model, and the transformation matrix for each model to the 3D scene is stored in the accompanying XF file. Armadillo model of the retrieval dataset and three noise scenes are shown in Figure 3 . Four sample models are shown in Figure 4 . We get 1,000 feature points from each model to evaluate the robustness of the LRF, meanwhile, the corresponding of 1,000 feature points are also sampled to generate ground-truth correspondences. And we resample each scene to 1/2, 1/4, and 1/8 of its original mesh resolution, adding the three aforementioned noise scenes. Simultaneously, we select three types of LRFs -a single LRF, the LRF of the SHOT descriptor, and the LRF of the improved SHOT, which are tested with varying mesh resolutions and noise levels.
From Figure 5 we can see the average percentage of the LRF angle errors for five scenes and models at the three point-cloud densities and noise intensities. The abscissa shows the angularerror interval; e.g., 10 represents [0, 10). For convenient statistics, we don't consider the case that the LRF angle error is greater than 90 degrees. Figure 5 shows that, for a noise with a standard deviation of 0.1mr and 0.3mr, the improved SHOT one is more stable than the original SHOT one, in particular, the original SHOT LRF has the best performance in the error interval [0, 10], but drops to the end in the error interval [10, ∞). On the other hand, the improved SHOT one is more strong to noise than the original SHOT one for a noise with a standard deviation of 0.5mr.
Descriptiveness assessment
We use the precision-recall curve (PRC), which comprises pairs of values of the recall and precision, to evaluate the descriptiveness of the 3D local-feature descriptor. The PRC is generated as follows. First, numerous keypoints are extracted from the 3D point cloud corresponding to the scene and all the models; the feature descriptors of these keypoints are then computed. Second, to determine whether the match is robust, the NNDR technique is used to perform feature matching between the two descriptors. For each feature, the match is regarded as robust if the condition N s − N M / N s − N M ≤ τ is met, where N s is the descriptor in the scene, and N M and N M are its nearest and second-nearest neighbor in the model. The precision is calculated as the number of correct matches with respect to the total number of matches:
The number of correct matches The number of matches
The Recall is calculated as the number of correct matches with respect to the number of corresponding features between the scene and models:
The number of correct matches The number of corresponding features (12) Where the value of the threshold τ is changed from 0 to 1. To test the descriptiveness of the descriptors, the ISS-BR was used to detect the keypoints in the scene and the models. For testing the capability of the original SHOT, our improved SHOT, and the FPFH with varying mesh resolutions, we resample each scene to 1/2, 1/4, and 1/8 of its original mesh resolution. On the other hand, for evaluating the robustness to noise, we choose noise with standard deviations of 0.1mr, 0.3mr, and 0.5mr to add to each scene. The feature-point support field is set to six times the average mesh resolution, and the RPC results at different levels of the mesh resolution and noise are shown in Figure 6 . second. The performance of the improved SHOT feature under 1/4 and 1/8 mesh decimations is better than that of the FPFH, which is unsatisfactory. Regarding the robustness to noise, our SHOT feature exhibits the best sorce at all noise levels. In Figure 7 , we also show the performance of transforming the point-cloud density into a β square. In the case of resampling the original mesh resolution of 1/2 and noise with standard deviations of 0.1mr, the best results are obtained with β = 1.
Evaluation of the 3D object-recognition algorithm
To examine the performance of the 3D object-recognition algorithm with our improved SHOT feature, we perform an object-recognition experiment using the BoD1 dataset [31] .We use the improved SHOT in our object-recognition algorithm to perform experiments on this dataset using An Improved Local Descriptor based Object Recognition in Cluttered 3D Point Clouds 231 In this study, all the models from the BoD1 dataset with noise having a standard deviation of 0.1mr are resampled with the original mesh resolution of 1/2 as the experimental model library. In the recognition phase, we perform a comparative experiment with the original SHOT, our improved SHOT, and the FPFH, where we use 10 times the average mesh resolution as the radius of the calculation normal and 15 times the average mesh resolution as the radius of SHOT and FPFH descriptors. According to the descriptive experiment, an NNDR value of 0.9 was more appropriate. Figure 8 shows the correct results of recognizing the object in the 3D cluttered point-cloud scenes via ISS-BR feature point detection with our improved SHOT feature. The black points represent the scene models of the original mesh resolution of 1/2, with added noise having a standard deviation of 0.1mr. The original object is represented by the white models on the left, and the blue points represent the feature points detected from the model and scenes. The green model indicates the locations of the objects in the scenes.
The recognition rate [13] is the ratio of the number of correct recognition to the total number of experiments:
recognition rate = The number of correct recognition The total number of experiments
For a rigorous comparison, we perform 3D object-recognition experiments on a subset of BoD1, which contained 24 scenes of Armadillo and Bunny, 18 scenes of Dragon and Happy Buddha, and 12 scenes of Asian Dragon and Thai Statue. The recognition rates are presented in Table 1 . The improved SHOT algorithm exhibits a higher recognition rate by 20.4% than the FPFH-based algorithm. The improved SHOT algorithm also outperforms the original SHOT algorithm, by 74.6% and 71.1%. The improved SHOT algorithm exhibits the highest recognition rate for all the models and achieves a recognition rate of 100% for the Thai Statue model. The experimental results are analyzed as follows. The original LRF of SHOT is sensitive to the point-cloud density; thus, simultaneously improving the normal and LRF to achieve the performance is more obvious. The performance of SHOT is better than that of FPFH; thus, the SHOT recognition performance is better than that of the FPFH.
Given these considerations, SHOT descriptors are the best option for time-crucial applications and for applications requiring high levels of descriptiveness and efficiency. On the other hand, for space-crucial applications, FPFH is better because of its low memory requirements for the feature storage.
Despite its benefits, the SHOT feature has disadvantages. It is designed for fixed-scale objects; once the object changes scale, the SHOT feature may face challenges. Therefore, to solve the problem of non-rigid change, future studies should improve the feature description so that it has a high degree of robustness for not only noise, varying density, and occlusion but also non-rigid changes.
Conclusion
We propose a new SHOT feature for local description. At each feature point, an LRF is established by calculating a scatter matrix according to the geometric center and the weighted point-cloud density of its neighborhood. An improved normal vector estimation method is used to generate a new SHOT local-feature descriptor. The GC and the ICP method are used to perform 3D model recognition for the point-cloud scenes. The experimental results show that the proposed SHOT feature-extraction algorithm is robust to noise and point-cloud variations. Moreover, it is highly efficient and effective for the 3D object recognition in cluttered pointcloud scenes. In recent years, Deep learning automatically learns a feature representation of 3D data. We will combine effective handcrafted 3D features with deeply learned features to further improve the performance in the future.
