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Abstract
We study the convergence and decay rate to equilibrium of bounded solutions of the quasilinear parabolic
equation
ut − diva(x,∇u) + f (x,u) = 0
on a bounded domain, subject to Dirichlet boundary and to initial conditions. The data are supposed to
satisfy suitable regularity and growth conditions. Our approach to the convergence result and decay estimate
is based on the Łojasiewicz–Simon gradient inequality which in the case of the semilinear heat equation is
known to give optimal decay estimates. The abstract results and their applications are discussed also in the
framework of Orlicz–Sobolev spaces.
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We study the convergence and decay rate to equilibrium of bounded solutions of quasilinear
parabolic equations of the form⎧⎨⎩
ut − diva(x,∇u) + f (x,u) = 0 in R+ × Ω,
u|∂Ω = 0,
u(0, x) = u0(x),
(1.1)
where Ω ⊂ Rn (n  1) is a bounded domain, R+ := [0,∞), and a and f are two functions
satisfying suitable regularity and growth conditions. We suppose that a(x, ·) is the gradient of a
convex function and that f (x, ·) is the sum of a monotone and a Lipschitz continuous function.
A special case is obtained for diva(x,∇u) = pu, where p stands for the p-Laplace operator.
Under the above assumptions, Eq. (1.1) becomes a gradient system. It is well known that for
every u0 ∈ L2(Ω) there exists a unique global strong solution, and if this solution is bounded
with values in L2(Ω) and if a satisfies a coercivity assumption, then the solution is eventually
bounded with values in an appropriate energy space which is in this case an Orlicz–Sobolev
space W 1,Φ0 (Ω). A major problem in gradient systems such as (1.1) is to determine whether a
bounded solution converges to an equilibrium and in the case of convergence to determine the
decay rate to equilibrium. Even under the additional assumption that the solution has relatively
compact range in the underlying energy space, these are in general open problems.
In this article we propose a unified approach to the convergence problem and to the problem
of estimating the decay rate. This approach is based on so-called Łojasiewicz–Simon gradient
inequalities for the underlying energy functional.
Gradient inequalities have recently turned out to be very useful when diva(x,∇·) =  is the
linear Laplace operator, i.e. for the semilinear heat equation. Based on this approach one can
prove convergence results in the case when the semilinearity f is analytic, [40] (see also [11]
where the degenerate problem ut − um + f (u) = 0 was studied), or when the domain Ω is
an interval [19,33,43]. The decay rate to equilibrium has been estimated in [18,21,40]. Note
that bounded solutions of the semilinear heat equation need not converge to a steady state, in
general [37], so that additional assumptions on f and/or Ω are in fact necessary. Note also that
the obtained decay rates are optimal in the case when f (u) = λu+ u3 [21].
We apply our abstract results to the model problem
ut − div
(
Φ ′
(|∇u|) ∇u|∇u|
)
+ F ′(u) = 0.
In the case when Φ and F are convex (but also under weaker assumptions on F ), we obtain
decay estimates in terms of the Boyd indices of Φ and F ; in the semilinear case we recover
the known exponential decay of solutions. Note that we do not assume homogeneity of Φ and
F as in [15,16], nor subhomogeneity as in [42] where also optimality of the decay estimates
is proved. Moreover, we estimate the decay of energy norms and not the weaker L2 norms as
in [25]. We point out that our method applies to the case of general a and f , and in fact we start
by proving general results about convergence and decay of solutions (Section 2). Moreover, our
method allows us in principle to obtain refined estimates of the decay rate to 0, different from
algebraic or exponential rates; see Remark 5.2 below.
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in Section 6) are only first examples for which we estimate the decay to equilibrium. One prob-
lem is in fact that not very much is known about the existence and regularity of solutions of (1.1),
despite some classical and recent results from the theory of maximal monotone operators [2,3,
5,8,10,29,34,39]. The main problem, however, is to determine whether for the energy function-
als associated with (1.1) one can prove Łojasiewicz–Simon inequalities. Even in the case when
a(x, ·) and f (x, ·) are analytic this problem is open. Apart from the semilinear case we know
only of positive results for positive equilibria of the parabolic equation ut − um + f (u) = 0
[11], a problem which is also degenerate but nevertheless different than ours. We leave the study
of the Łojasiewicz–Simon inequality to the future concentrating here on the method and first
examples.
2. Main results
We consider the quasilinear parabolic equation (1.1) where Ω ⊂ Rn (n  1) is a bounded
smooth domain and the initial value u0 belongs to L2 = L2(Ω). The functions a :Ω ×Rn →Rn
and f :Ω ×R→R are measurable with respect to the first variable and continuous with respect
to the second variable.
In addition, we will assume the following:{
the function a(x, ·) is a gradient, i.e. there exists A :Ω ×Rn →R
such that a(x, y) = ∇yA(x, y), (2.1)
the function A(x, ·) is convex for every x ∈ Ω, (2.2){
there exist p ∈ [ 2n
n+2 ,∞
)∩ (1,∞) and η > 0,
such that a(x, y) · y  η|y|p for every y ∈Rn, (2.3){
f = f1 + f2, where f1(x, ·) is monotone, and
f2(x, ·) is globally Lipschitz continuous, uniformly in x ∈ Ω, (2.4)⎧⎨⎩
there exist constants c1, c2 > 0
such that |a(x, y)| c1 + c2|y|p−1, x ∈ Ω, y ∈Rn,
|f1(x, s)| c1 + c2|s|p∗−1, x ∈ Ω, s ∈R, and |f2(x,0)| c1, x ∈ Ω,
(2.5)
where p is as in (2.3) and where we have put
p∗ = np
n − p if p < n,
p∗ ∈ (p,∞) arbitrary if p = n, and
p∗ = ∞ if p > n.
If p∗ = ∞, then instead of the estimate for f1 in (2.5) we actually assume f1(x, s) to be bounded
if x ∈ Ω and s varies in bounded intervals of R:
sup
|s|<s0
sup
x∈Ω
∣∣f1(x, s)∣∣< +∞ ∀s0 ∈R+. (2.6)
Let us denote by W 1,p = W 1,p(Ω) the Sobolev space of all functions in Lp = Lp(Ω) such that
the distributional partial derivatives belong to Lp , and by W 1,p the closure of the test functions in0
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p−1 being the conjugate exponent of p) we denote
the dual space of W 1,p0 . Using the embedding of W
1,p
0 into L
2 (which holds by the assumption
on p) and identifying L2 with its dual, we have
W
1,p
0 ↪→ L2 ↪→ W−1,p
′
.
We define the energy functional E :W 1,p0 →R by
E(v) :=
∫
Ω
A
(
x,∇v(x))dx + ∫
Ω
F
(
x, v(x)
)
dx, (2.7)
where F(x, v) := ∫ v0 f (x, s) ds. The functional E is continuously Fréchet differentiable by the
growth assumptions (2.5). If we denote by E ′ :W 1,p → W−1,p′ the Fréchet derivative, then
E ′(v) = −diva(x,∇v) + f (x, v). (2.8)
In this sense we may say that Eq. (1.1) is a gradient system.
Definition 2.1. We call a function u ∈ C(R+;L2) a strong solution of (1.1), if
u ∈ W 1,2loc ((0,∞);L2), u(0) = u0, E ′(u(t)) ∈ L2 for almost every t  0 and if u satisfies the
differential equation (1.1) for almost every t in the space L2.
Remark 2.2. Assumptions (2.1)–(2.5) together with the theory of maximal monotone operators
associated with subdifferentials, see [5, Theorem 3.2] and [2, Theorems 3.4, 3.11], imply that
problem (1.1) admits for every u0 ∈ L2 a unique global strong solution. This solution even be-
longs to W 1,∞loc ((0,∞);L2) and it is continuous from (0,∞) into (W 1,p0 ,weak). Under certain
conditions, the solution will be even norm continuous with values in W 1,p0 [2, Remark 3.6(5)].
The energy E is decreasing along solutions (Lemma 3.1 below), and a simple energy estimate
shows that if u is bounded with values in L2, then {u(t): t  1} will be bounded in W 1,p0 . In
fact, if F1 denotes the primitive of f1, then the boundedness of a strong solution u in L2, the
coercivity of a, the monotonicity of f1 and the Lipschitz continuity of f2 imply
∥∥∇u(t)∥∥p
p
 C
(∫
Ω
A
(
x,∇u(t))dx + ∫
Ω
F1
(
x,u(t)
)
dx
)
 C
(E(u(t))+ 1) C,
uniformly in t  0. This and the Poincaré inequality imply boundedness of the solution in W 1,p0 .
Remark 2.3. We point out that our abstract convergence result and the corresponding decay
estimate (Theorems 2.6 and 2.7 below) remain true without assumption (2.4) and if f satisfies
only the growth condition∣∣f (x, s)∣∣ c1 + c2|s|p∗−1, x ∈ Ω, s ∈R.
However, for functions satisfying this growth condition existence of solutions seems not to be
known, in general. Some local existence results for the nonmonotone case are obtained in [3]
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globally. Global existence of (bounded) solutions can in this case be shown for small and/or
bounded initial data by energy estimates or the maximum principle; see also [28].
We will not go into further details here, but rather restrict ourselves to assumptions (2.1)–(2.5)
which yield existence and uniqueness of global solutions.
For the statement of our main results we need the following definition.
Definition 2.4 (Generalized Łojasiewicz–Simon inequality). A continuously Fréchet differen-
tiable functional E :V → R on a Banach space V satisfies a generalized Łojasiewicz–Simon
inequality near some ϕ ∈ V if there exist some σ > 0 and a strictly increasing function
θ ∈ C(R+) ∩ C1(]0,∞[) with θ(0) = 0 such that
‖v − ϕ‖V  σ ⇒ 1
θ ′(|E(v) − E(ϕ)|) 
∥∥E ′(v)∥∥
V ′ .
Remarks 2.5. Some remarks concerning the above definition are in order.
(a) We call the inequality in Definition 2.4 generalized Łojasiewicz–Simon inequality due to the
classical inequalities of Łojasiewicz [30,31] in the finite-dimensional case and of Simon [40]
in the infinite-dimensional case. In these classical inequalities, the function θ has the special
form θ(s) = csα for some constants c > 0 and α ∈ (0, 12 ]. Generalized Łojasiewicz–Simon
gradient inequalities have recently been proposed in [20,22].
(b) It is, in general, a difficult task to prove that some functional on a Banach space V does
satisfy a (generalized) Łojasiewicz–Simon inequality near some element ϕ. In the infinite-
dimensional and analytic case, and for a slightly different setting, first results have been
obtained in [24,40]. For analytic functionals on the Hilbert space V = W 1,20 (and additional
assumptions on a), we refer to [17] and also to [11], where positive equilibria ϕ of slow
and fast diffusion equations were considered. Without the assumption of analyticity, see
[6,21]. These results, however, do not directly apply to the general case considered here. We
will therefore prove the generalized Łojasiewicz–Simon inequality for some special energy
functionals, and we leave a more detailed study to the future.
(c) Note that if the energy functional E satisfies a generalized Łojasiewicz–Simon inequality
near some equilibrium point ϕ ∈ V , i.e. E ′(ϕ) = 0, then necessarily the function θ has
infinite derivative in 0, unless the function E is constant in a neighbourhood of ϕ.
Given a function u ∈ C((0,∞);W 1,p0 ), we define the ω-limit set ω(u) by
ω(u) := {ϕ ∈ W 1,p0 : ∃(tn) ↑ ∞ s.t. limn→∞u(tn) = ϕ}=⋂
t>0
{
u(s): s  t
}‖·‖
W1,p .
If {u(t): t  1} is relatively compact in W 1,p0 , then ω(u) is clearly nonempty, compact and also
connected.
We are ready to state the main results.
Theorem 2.6 (Convergence result). Assume (2.1)–(2.5), and let u ∈ C(R+;L2) ∩
C((0,∞);W 1,p) be a solution of Eq. (1.1). Assume that {u(t): t  1} is relatively compact0
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inequality near some ϕ ∈ ω(u), with respect to V = W 1,p0 . Then
lim
t→∞u(t) = ϕ in W
1,p
0 .
The proof of the above theorem shows that we can actually determine the decay rate to equi-
librium.
Theorem 2.7 (Decay estimate). Under the conditions of Theorem 2.6 we have the estimates∣∣E(u(t))− E(ϕ)∣∣= O(ψ−1(t − tˆ )), t → ∞, and∥∥u(t) − ϕ∥∥
L2 = O
(
θ
(
ψ−1(t − tˆ ))), t → ∞,
where θ is the function from the generalized Łojasiewicz–Simon inequality, ψ ∈ C(0,∞) is a
primitive of −(θ ′)2, ψ−1 is its inverse function, and
tˆ := t0 − ψ
(E(u(t0))− E(ϕ)) for some t0  0 large enough.
Remark 2.8. As applications of the previous result, assume that under the conditions of Theo-
rem 2.6 the functional E satisfies the Łojasiewicz–Simon inequality corresponding to θ(s) = csα
(c > 0, 0 < α < 1), i.e.
‖v − ϕ‖V  σ ⇒
∣∣E(v)− E(ϕ)∣∣1−α  αc∥∥E ′(v)∥∥
V ′ .
Then the following decay estimates hold true:
∥∥u(t) − ϕ∥∥
L2 = O
(
t−α/(1−2α)
)
if 0 < α <
1
2
,∥∥u(t) − ϕ∥∥
L2 = O
(
exp
(−2t/c2)) if α = 1
2
, and
∥∥u(t) − ϕ∥∥
L2 
{
C(tˆ − t)α/(2α−1) if 0 t  tˆ ,
0 if t > tˆ,
if
1
2
< α < 1,
where the extinction time is tˆ = t0 + c2α22α−1 (E(u(t0)) − E(ϕ))2α−1, t0 being any time from which
on the solution remains in the neighbourhood of ϕ in which the Łojasiewicz–Simon inequality
holds (see the proof of Theorem 2.7).
3. Proofs of the main results
Throughout the following, unless otherwise specified, C and c will denote positive constants
which will depend only on the dimension n, the underlying set Ω , the data of the equations
considered, but whose value may change at each appearance.
Lemma 3.1. Assume (2.1)–(2.5), and let u ∈ C(R+;L2)∩C((0,∞);W 1,p0 ) be a solution of (1.1)
such that {u(t): t  1} is precompact in W 1,p . Then:0
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− d
dt
E(u(t))= ∥∥u˙(t)∥∥2
L2 , a.e. t  0,
(2) the function E is constant on ω(u), and
(3) the set ω(u) is a subset of the set of equilibrium points
S0 :=
{
v ∈ W 1,p0 : −diva(x,∇v)+ f (x, v) = 0
}
.
Proof. In the case when f is monotone, assertion (1) is proved in [5, Theorem 3.2]; the case of
more general f follows from [5, Proposition 3.12, Lemma 3.3].
Since u is supposed to have precompact range in W 1,p0 and since E is continuous, the
function E(u(·)) is bounded below. Since the function E(u(·)) is decreasing by assertion (1),
limt→∞ E(u(t)) =: E∞ exists.
If ϕ ∈ ω(u), then we find a sequence (tj ) ↑ ∞ such that limj→∞ u(tj ) = ϕ. The continuity
of E implies E∞ = limj→∞ E(u(tj )) = E(ϕ), so that assertion (2) is proved.
Moreover, if ϕ ∈ ω(u) and if (tj ) ↑ ∞ is as above, then the solutions uj (t) := u(tj + t) of
problem (1.1) with initial values u0 replaced by u(tj ) converge locally uniformly (in L2) to the
solution v of (1.1) with initial value u0 replaced by ϕ; cf. Remark 2.2 and [5, Proposition 3.14].
However, for every t  0,
u(tj + t) = u(tj ) +
t∫
0
u˙(tj + s) ds → ϕ,
since, by assertion (2),
t∫
0
∥∥u˙(tj + s)∥∥2L2 ds = E(u(tj ))− E(u(tj + t))→ 0.
Hence, v ≡ ϕ is constant, and this implies (3). 
Proof of Theorem 2.6. Note that since u has relatively compact range in W 1,p0 , the ω-limit set
ω(u) ⊂ W 1,p0 is nonempty. Let ϕ ∈ ω(u) be as in the assumption. Changing the function E by a
constant, if necessary, we may assume that E(ϕ) = 0. By Lemma 3.1, this implies E(u(·)) 0.
We may assume without loss of generality that E(u(·)) is strictly positive on R+ since otherwise
the function E(u(·)) is eventually zero which implies, by Lemma 3.1, that u˙ is eventually zero.
In this case, the solution u is eventually constant and the claim is proved.
Let
H(t) := θ(E(u(t))), (3.1)
where θ is as in Definition 2.4.
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over, by Lemma 3.1,
− d
dt
H(t) = −θ ′(E(u(t))) d
dt
E(u(t))= θ ′(E(u(t)))∥∥u˙(t)∥∥2
L2 . (3.2)
Let t0 ∈R+ be such that ‖u(t0) − ϕ‖W 1,p0 < σ/2.
Let
t1 := sup
{
t  t0: sup
s∈[t0,t]
∥∥u(s) − ϕ∥∥
W
1,p
0
 σ
}
.
By continuity, t1 > t0. By assumption, for every t ∈ [t0, t1),
0 1
θ ′(E(u(t))) 
∥∥E ′(u(t))∥∥
L2 
∥∥u˙(t)∥∥
L2
so that
θ ′
(E(u(t))) ∥∥u˙(t)∥∥−1
L2 .
Together with (3.2), this implies
− d
dt
H(t)
∥∥u˙(t)∥∥
L2 for every t ∈ [t0, t1). (3.3)
This inequality implies for every t ∈ [t0, t1)
∥∥u(t) − ϕ∥∥
L2 
∥∥u(t) − u(t0)∥∥L2 + ∥∥u(t0) − ϕ∥∥L2 
∥∥∥∥∥
t∫
t0
u˙(s) ds
∥∥∥∥∥
L2
+ ∥∥u(t0) − ϕ∥∥L2
−
t∫
t0
d
ds
H(s) ds + ∥∥u(t0) − ϕ∥∥L2 H(t0) + ∥∥u(t0) − ϕ∥∥L2 .
Now, let (t0(j))j∈N ⊂R+ be an unbounded sequence such that∥∥u(t0(j))− ϕ∥∥W 1,p0  σ/2 and limj→∞∥∥u(t0(j))− ϕ∥∥W 1,p0 = 0,
and define t1(j) as above. We claim that there exists j ∈N such that t1(j) = ∞.
If this was not true, i.e. if t1(j) is finite for every j ∈ N, then, by the definition of t1(j), one
has ∥∥u(t1(j))− ϕ∥∥W 1,p0 = σ for every j ∈N.
On the one hand, as was shown above, for every t ∈ [t0(j), t1(j)) we have∥∥u(t) − ϕ∥∥
L2 H
(
t0(j)
)+ ∥∥u(t0(j))− ϕ∥∥L2 .
In particular, by continuity, this inequality also holds for t = t1(j).
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lim
j→∞u
(
t1(j)
)= ψ in W 1,p0
for some element ψ ∈ W 1,p0 such that ‖ψ − ϕ‖W 1,p0 = σ (recall that u(t1(j)) has constant dis-tance from ϕ). In particular, ψ = ϕ.
On the other hand, it follows from the above inequality that
lim sup
j→∞
∥∥u(t1(j))− ϕ∥∥L2  lim sup
j→∞
H(t0) +
∥∥u(t0) − ϕ∥∥L2 = 0,
so that
lim
j→∞u
(
t1(j)
)= ϕ in L2(Ω).
Since W 1,p0 embeds continuously into L
2
, we obtain a contradiction, and hence t1(j) cannot be
finite for every j ∈N.
Hence, there exists t0 = t0(j) such that t1(j) = ∞. By inequality (3.3), the derivative u˙ is
absolutely integrable on [t0,∞) with values in L2. This implies that limt→∞ u(t) exists in L2,
applying Cauchy’s criterion to
u(t) = u(t0) +
t∫
t0
u˙(s) ds, t  t0.
Finally, by the compactness in W 1,p0 , we obtain limt→∞ u(t) = ϕ in W 1,p0 . 
Proof of Theorem 2.7. As in the proof of Theorem 2.6 we may assume that E(ϕ) = 0; otherwise,
it suffices to change E by an additive constant. Let the function H be defined as in (3.1), and let
σ > 0 be as in Definition 2.4. Since limt→∞ ‖u(t)−ϕ‖W 1,p0 = 0 by Theorem 2.6, we find a t0  0
such that ‖u(t) − ϕ‖
W
1,p
0
 σ for every t ∈ [t0,∞).
By inequality (3.3) we have for every t ∈ [t0,∞)
∥∥u(t) − ϕ∥∥
L2 
∞∫
t
∥∥u˙(s)∥∥
L2 ds 
∞∫
t
− d
ds
H(s) ds = H(t).
In order to prove the claim, it therefore suffices to estimate the function H .
Recall that for every t ∈ [t0,∞)
− d
dt
E(u(t))= ∥∥u˙(t)∥∥2
L2 
1
(θ ′)2(E(u(t))) .
Let ψ be a primitive of the function −(θ ′)2. Then the above inequality implies for every t ∈
[t0,∞)
d
ψ
(E(u(t))) 1.dt
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ψ
(E(u(t))) t − t0 + ψ(E(u(t0))).
Since the function ψ is decreasing, its inverse function ψ−1 is also decreasing, so that for every
t ∈ [t0,∞)
E(u(t))ψ−1(t − tˆ ),
where tˆ = t0 − ψ(E(u(t0))). This inequality and the definition of the function H imply the
claim. 
4. Quasilinear problems in Orlicz–Sobolev spaces
In this section we show how it is possible to generalize our previous results to a larger class
of quasilinear equations by using the theory of Orlicz spaces.
We begin by giving the strictly necessary notions of the theory of Orlicz spaces, referring to
[1,27,32,38] for details.
A function Φ :R+ →R+ is called an N-function if it is continuous, convex, strictly increasing
and such that
lim
s→0
Φ(s)
s
= 0 and lim
s→+∞
Φ(s)
s
= +∞.
Throughout the following we will always consider, for simplicity, N-functions of class C1 in R+.
The N-function complementary to Φ is defined by
Φ˜(s) := max
σ0
(
sσ − Φ(σ)).
The Simonenko indices p(Φ) and q(Φ) are defined by
p(Φ) := inf
t>0
tΦ ′(t)
Φ(t)
and q(Φ) := sup
t>0
tΦ ′(t)
Φ(t)
;
see [13,14,41]. Clearly, 1 p(Φ) q(Φ)∞, and if q(Φ) < ∞, then
p(Φ)
Φ(t)
t
Φ ′(t) q(Φ)Φ(t)
t
for all t > 0. (4.1)
Integrating these inequalities, one sees that (4.1) is equivalent to
Φ(t)
tp(Φ)
↗ and Φ(t)
tq(Φ)
↘ for all t > 0. (4.2)
The Simonenko indices are, in fact, the optimal p and q such that conditions (4.2) and (4.1) hold.
We say that two N-functions Φ and Φ1 are equivalent (and we write: Φ ∼ Φ1) if there exists
a constant C  1 such that
C−1Φ1(t)Φ(t) CΦ1(t) for all t  0.
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the lower index and I (Φ) the upper index of Φ . By [13, Theorem 1.1], we have the following
characterization:
i(Φ) = sup
Φ1∼Φ
p(Φ1) and I (Φ) = inf
Φ1∼Φ
q(Φ1). (4.3)
Condition (4.1) or (4.2) can be expressed in the following other way [14,35].
Lemma 4.1. For every N-function Φ satisfying q(Φ) < ∞ one has
min
(
sp(Φ), sq(Φ)
)
Φ(t)Φ(st)max
(
sp(Φ), sq(Φ)
)
Φ(t) ∀s, t > 0.
Proof. Let p := p(Φ), q := q(Φ). Let s  1. For any t > 0 we have st  t , and therefore,
by (4.2),
Φ(st)
(st)p
 Φ(t)
tp
and
Φ(st)
(st)q
 Φ(t)
tq
.
Similarly, if s  1, we obtain
Φ(st)
(st)p
 Φ(t)
tp
and
Φ(st)
(st)q
 Φ(t)
tq
.
Summarizing these inequalities we obtain the claim. 
Let Φ be an N-function satisfying I (Φ) < ∞. The Orlicz space LΦ = LΦ(Ω) is the space of
all (equivalence classes of) measurable functions f defined on Ω such that ∫
Ω
Φ(|f |) dx < +∞.
It is endowed with the norm
‖f ‖Φ = inf
{
λ > 0:
∫
Ω
Φ
( |f |
λ
)
dx  1
}
.
For every f ∈ LΦ and every g ∈ LΦ˜ the following Hölder type inequality holds true:∫
Ω
|fg|dx  2‖f ‖Φ‖g‖Φ˜ .
The following lemma will be used several times in the sequel.
Lemma 4.2. For any N-function Φ satisfying q(Φ) < ∞ and for any function f ∈ LΦ such that
‖f ‖Φ  1 one has
‖f ‖q(Φ)Φ 
∫
Ω
Φ
(|f |)dx  ‖f ‖p(Φ)Φ .
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Φ
(|f |)= Φ(‖f ‖Φ |f |‖f ‖Φ
)
,
setting s = ‖f ‖Φ , t = |f |/‖f ‖Φ in Lemma 4.1, we obtain
‖f ‖q(Φ)Φ Φ
( |f |
‖f ‖Φ
)
Φ
(|f |) ‖f ‖p(Φ)Φ Φ( |f |‖f ‖Φ
)
.
Integrating over Ω , and taking into account that [38, (5), p. 77]∫
Ω
Φ
( |f |
‖f ‖Φ
)
dx = 1,
the claim follows. 
Let us denote by W 1,Φ = W 1,Φ(Ω) the space of all functions in LΦ such that the distrib-
utional partial derivatives belong to LΦ , and by H 1,Φ0 the closure of the test functions in this
space. Such spaces are well known in the literature as Orlicz–Sobolev spaces (see, e.g., [1]) and
share various properties of the classical Sobolev spaces. For example, by [34, Lemma 3.4], [7]
we have Poincaré’s inequality for Orlicz–Sobolev spaces
‖u‖Φ  C‖∇u‖Φ, u ∈ W 1,Φ0 , (4.4)
so that ‖∇u‖Φ defines an equivalent norm in H 1,Φ0 . By W−1,Φ˜ = W−1,Φ˜ (Ω) we denote the dual
space of W 1,Φ0 [9].
The classical Sobolev embedding theorem has been extended into the Orlicz setting (see
[1,7,36] for details). In the following we only need that if Φ is an N-function such that for
n′ = n/(n − 1)
∞∫
1
Φ˜(s)
sn
′+1 ds = +∞, (4.5)
then it is possible to define an optimal N-function Φ∗ such that the embedding
H
1,Φ
0 (Ω) ↪→ LΦ
∗
(Ω) (4.6)
holds; optimality means here that LΦ∗ is the smallest Orlicz space for which (4.6) holds. If the
integral in (4.5) is finite, then
H
1,Φ
0 (Ω) ↪→ L∞(Ω). (4.7)
After these necessary preliminaries we consider again the quasilinear equation (1.1) on a
bounded smooth domain Ω ⊂Rn (n 1). We assume that the functions a and f are measurable
with respect to the first variable and continuous with respect to the second variable. We assume
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section are replaced by
a(x, y) · y Φ(C|y|) for some C > 0 and every y ∈Rn, and (4.8)⎧⎪⎪⎨⎪⎪⎩
there exist constants c1, c2 > 0 such that
|a(x, y)| c1 + c2Φ(|y|)/|y|, x ∈ Ω, y ∈Rn,
|f1(x, s)| c1 + c2Φ∗(|s|)/|s|, x ∈ Ω, s ∈R,
|f2(x,0)| c1, x ∈ Ω,
(4.9)
where Φ is an N-function satisfying
i(Φ) ∈
(
2n
n + 2 ,∞
)
∩ (1,∞) and I (Φ) < ∞, (4.10)
and where Φ∗ is the N-function from (4.6). If the sup in the characterization (4.3) of i(Φ) is
attained, then i(Φ) = 2n
n+2 is also allowed. In the same way as before, if the integral in (4.5) is
finite, then we replace the bound for f1 in (4.9) by (2.6).
If (4.5) holds (so that Φ∗ exists), then the restriction on i(Φ) in condition (4.10) implies that
LΦ
∗
(Ω) ↪→ L2(Ω).
Using this, the Sobolev embedding (4.6), and identifying L2 with its dual, we have
W
1,Φ
0 ↪→ L2 ↪→ W−1,Φ˜ .
These dense inclusions also hold by the Sobolev embedding (4.7) in the case that the integral
in (4.5) is finite.
We define the energy functional E :H 1,Φ0 →R as in (2.7). By the growth assumption (4.9), the
functional E is continuously Fréchet differentiable on H 1,Φ0 and for the derivative equality (2.8)
holds. Hence, Eq. (1.1) is also a gradient system in this more general Orlicz setting.
Solutions of (1.1) in the Orlicz setting are defined in the same way as in Definition 2.1.
Remark 4.3. Concerning existence and uniqueness of solutions, the same as in Remark 2.2 can
be said. The theory of maximal monotone operators associated with subdifferentials in [2,5]
covers also the general problems considered here; see also [8,10,39]. Boundedness of strong
solutions in L2 implies boundedness in W 1,Φ0 by an argument similar to that in Remark 2.2.
We can now generalize Theorems 2.6 and 2.7 in the Orlicz setting. The proof of the following
results are completely analogous.
Theorem 4.4. Assume (2.1), (2.2), (2.4), (4.8), (4.9), and let u ∈ C(R+;L2) ∩ C((0,∞);H 1,Φ0 )
be a solution of Eq. (1.1). Assume that {u(t): t  1} is relatively compact in H 1,Φ0 . Assume,
in addition, that the functional E satisfies the generalized Łojasiewicz–Simon inequality near
some ϕ ∈ ω(u), with respect to V = H 1,Φ0 . Then limt→∞ u(t) = ϕ in H 1,Φ0 .
Theorem 4.5 (Decay estimate). Under the conditions of Theorem 4.4, the estimates of Theo-
rem 2.7 hold.
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In this section we apply the main results from the previous sections to estimate decay rates of
solutions of the quasilinear model problem{
ut − div
(
Φ ′(|∇u|) ∇u|∇u|
)+ f (u) = 0, on R+ × Ω,
u|∂Ω = 0, u(0, x) = u0(x).
(5.1)
Here, Ω ⊂ Rn is a bounded smooth domain (n  1) and Φ is an N-function satisfying (4.10).
The elliptic problem corresponding to this parabolic equation has been studied in [12,23]. Note
that (5.1) is a special case of (1.1) and that the function a(x, y) = Φ ′(|y|) y|y| satisfies assump-
tions (2.1), (2.2), (4.8) and the growth estimate in (4.9).
For the function f ∈ C(R) we assume that there exists an N-function Ψ satisfying i(Ψ ),
I (Ψ ) ∈ (1,∞) and ∣∣f (t)∣∣ Ψ ′(|t |) for every t ∈R. (5.2)
If condition (4.5) is satisfied (so that Φ∗ exists), then we assume in addition that
Ψ (t)Φ∗(Ct) for all large t > 0. (5.3)
The energy functional E :W 1,Φ0 →R corresponding to (5.1) is given by
E(u) :=
∫
Ω
Φ
(|∇u|)dx + ∫
Ω
F(u)dx, (5.4)
with F(u) = ∫ u0 f (s) ds.
Theorem 5.1. Under the above assumptions, and if i(Ψ ) > I (Φ), then for every q > I (Φ) the
energy functional E satisfies the generalized Łojasiewicz–Simon inequality near 0 with θ given
by θ(s) = c(q)s1/q . If the inf in the characterization (4.3) of I (Φ) is attained, then actually the
energy functional E satisfies the generalized Łojasiewicz–Simon inequality near 0 with θ given
by θ(s) = cs1/I (Φ).
Proof. By assumption and the definition of the lower and the upper indices, for every ε > 0 there
exist two N-functions Φ1 and Ψ1 such that Φ ∼ Φ1, Ψ ∼ Ψ1, i(Ψ ) > p(Ψ1) > q(Φ1) > I (Φ)
and q(Φ1)  I (Φ) + ε. If the inf in the characterization of I (Φ) is attained, then we can even
assume that q(Φ1) = I (Φ).
For simplicity, we put in this proof
p1 := p(Φ1) and q1 := q(Φ1),
p2 := p(Ψ1) and q2 := q(Ψ1).
Suppose that u ∈ H 1,Φ0 ↪→ LΨ has norm small enough, so that ‖u‖Ψ1  1 and ‖∇u‖Φ1  1. By
Poincaré’s inequality (4.4) and the Sobolev embedding H 1,Φ0 ↪→ LΨ (which holds true by (5.3)
and (4.6), or by (4.7)), this is equivalent to saying that ‖∇u‖Φ is sufficiently small. Then we
obtain
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Ω
∣∣F(u)∣∣dx  C ∫
Ω
Ψ
(|u|)dx (by (5.2))
 C
∫
Ω
Ψ1
(|u|)dx (Ψ ∼ Ψ1)
 C‖u‖p2Ψ1 (Lemma 4.2)
 C‖∇u‖p2−q1Φ1 ‖∇u‖
q1
Φ1
(Sobolev)
 C‖∇u‖p2−q1Φ1
∫
Ω
Φ1
(|∇u|)dx (Lemma 4.2)
 C‖∇u‖p2−q1Φ
∫
Ω
Φ
(|∇u|)dx (Φ ∼ Φ1).
Definition (5.4) of the energy E and the property p2 > q1 thus imply that for all u ∈ W 1,Φ0 with
norm small enough
1
C
∫
Ω
Φ
(|∇u|)dx  ∣∣E(u)∣∣ C ∫
Ω
Φ
(|∇u|)dx. (5.5)
Next we note that
Ψ˜
(
Ψ ′(t)
)
CΨ˜
(
Ψ (t)/t
)
 Ψ (t) for every t > 0.
In fact, by the assumption I (Ψ ) < ∞, the characterization (4.3) of I (Ψ ) and the second in-
equality in (4.1), Ψ ′(t)  C Ψ(t)
t
for every t  0 and some C  0. By monotonicity of the
complementary function Ψ˜ and the assumption i(Ψ ) > 1 (which implies I (Ψ˜ ) < ∞ and that
Ψ˜ satisfies the 2-condition, [26, p. 3]), one obtains the first inequality. The second inequality is
proved in [1, (6), p. 230]. Integrating these inequalities, we obtain for every u ∈ LΨ ,∫
Ω
Ψ˜
(
Ψ ′
(|u|))dx  ∫
Ω
Ψ
(|u|)dx < ∞. (5.6)
Hence, if u ∈ W 1,Φ0 has norm so small that ‖u‖Ψ  1, then one has
∫
Ω
Ψ˜ (Ψ ′(|u|)) dx  1 and
this implies Ψ ′(|u|) ∈ LΨ˜ and ‖Ψ ′(|u|)‖
LΨ˜
 1 by the definition of the norm.
In particular, if u ∈ W 1,Φ0 has norm small enough, then we can estimate∥∥f (u)∥∥
W−1,Φ˜  C
∥∥Ψ ′(|u|)∥∥
Ψ˜
(Sobolev + (5.2))
 C
[∫
Ω
Ψ˜
(
Ψ ′
(|u|))dx] 1q(Ψ )′ (Lemma 4.2)
 C
[∫
Ψ
(|u|)dx] 1q(Ψ )′ ((5.6))Ω
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[∫
Ω
Ψ1
(|u|)dx] 1q(Ψ )′ (Ψ ∼ Ψ1)
 C‖u‖
p2
q(Ψ )′
Ψ1
(Lemma 4.2)
 C‖∇u‖p2−
p2
q(Ψ )
Φ1
(Sobolev)
= C‖∇u‖p2−q1+1−
p2
q(Ψ )
Φ1
‖∇u‖q1Φ1
‖∇u‖Φ1
.
Applying Lemma 4.2 once again and using Φ ∼ Φ1, we, finally, obtain
∥∥f (u)∥∥
W−1,Φ˜  C‖∇u‖
p2−q1+1− p2q(Ψ )
Φ
∫
Ω
Φ(|∇u|) dx
‖∇u‖Φ . (5.7)
Next, by convexity of Φ and Hölder’s inequality,∫
Ω
Φ
(|∇u|)dx = ∫
Ω
|∇u|Φ(|∇u|)|∇u| dx 
∫
Ω
|∇u|Φ ′(|∇u|)dx  C‖∇u‖Φ∥∥Φ ′(|∇u|)∥∥Φ˜ ,
so that ∥∥∥∥div(Φ ′(|∇u|) ∇u|∇u|
)∥∥∥∥
W−1,Φ˜
 C
∥∥Φ ′(|∇u|)∥∥
Φ˜
 C
∫
Ω
Φ(|∇u|) dx
‖∇u‖Φ .
This inequality, inequality (5.7), the assumption p2 > q1, the fact that p2  q(Ψ ) and Lemma 4.2
imply that for every u ∈ W 1,Φ0 having norm small enough we have the estimate
∥∥E ′(u)∥∥
W−1,Φ˜ =
∥∥∥∥−div(Φ ′(|∇u|) ∇u|∇u|
)
+ f (u)
∥∥∥∥
W−1,Φ˜
C
∫
Ω
Φ(|∇u|) dx
‖∇u‖Φ
 C
(∫
Ω
Φ
(|∇u|)dx)1− 1q1 .
Combining this inequality with inequality (5.5) yields the claim. 
Remark 5.2. The function θ in Theorem 5.1 can be improved by refining the inequality in
Lemma 4.2 to an inequality of the form
Θ
(‖f ‖Φ) ∫
Ω
Φ
(|f |)dx,
where Θ is some function different from a power. Actually, an explicit formula for an optimal Θ
is given in [14, Lemma 4.1].
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the operator
div
(
α(x)Φ
(|∇u|) ∇u|∇u|
)
,
where α ∈ L∞(Ω) satisfies α(x)  α0 > 0. Similarly, the function f may depend on x ∈ Ω as
long as ∣∣f (x,u)∣∣ Ψ ′(|u|) for all u ∈R, x ∈ Ω.
Remark 5.4. It follows from the proof of Theorem 5.1 that 0 is an isolated equilibrium point
of the problem (5.1); in fact, locally near zero the norm ‖E ′(u)‖ is estimated from below by
the norm of u in W 1,p0 . On the other hand, since we make no monotonicity assumption on f
problem (5.1) may admit a continuum of equilibrium points. If Ω is a ball, if a and f do not
depend on x ∈ Ω and if ϕ is an equilibrium point then every rotation of ϕ is also an equilibrium
point.
Theorem 5.5. Under the assumptions of Theorem 5.1 and if u ∈ C(R+;L2) ∩ C((0,∞);W 1,Φ0 )
is a strong solution of (5.1) such that limt→∞ ‖u(t)‖W 1,Φ0 = 0, then, for every q > I (Φ),∥∥u(t)∥∥
W
1,Φ
0
= O(t−1/(q−2)) if q > 2, ∥∥u(t)∥∥
W
1,Φ
0
= O(e−ct) if q = 2,
and
∥∥u(t)∥∥
W
1,Φ
0

{
C(tˆ − t)1/(2−q) if 0 t  tˆ ,
0 if t > tˆ, if q < 2,
where tˆ = t0 +C(q)E(u(t0))(2−q)/q , t0 being any time from which on the solution remains in the
neighbourhood of 0 in which the Łojasiewicz–Simon inequality holds. If the inf in the character-
ization (4.3) of I (Φ) is attained, then the above decay estimates are also true for q = I (Φ).
Proof. Assume first that q > 2 (and q > I (Φ)). It follows from Theorems 5.1, 4.5 and Re-
mark 2.8 that ∣∣E(u(t))∣∣= O(tq/(2−q)), t → ∞.
By (5.5) and Lemma 4.2, this implies
‖∇u‖Φ = O
(
t1/(2−q)
)
, t → ∞.
The claim follows from this and Poincaré’s inequality (4.4). The proof for the cases q = 2 and
q < 2 is similar. 
6. Applications
In this section we present two types of equations to which our results apply.
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As a first example, we consider the equation⎧⎨⎩
ut − pu + λ|u|m−2u = 0, in R+ × Ω,
u|∂Ω = 0, in R+,
u(0, x) = u0(x), x ∈ Ω,
(6.1)
where Ω ⊂ Rn is a bounded domain and p stands for the p-Laplace operator. We assume that
p ∈ [ 2n
n+2 ,∞) ∩ (1,∞), m ∈ (p,p∗), and λ ∈R.
This evolution equation is a special case of (5.1) if we put Φ(t) = 1
p
tp and f (t) = λ|t |m−2t .
Corollary 6.1. The energy functional E :W 1,p0 →R defined by
E(v) := 1
p
∫
Ω
|∇v|p + λ
m
∫
Ω
|v|m
satisfies the Łojasiewicz–Simon inequality near 0 with θ(s) = cs1/p .
Proof. The function Φ(t) = 1
p
tp satisfies p(Φ) = q(Φ) = i(Φ) = I (Φ) = p. In particular, the
inf in the characterization (4.3) of I (Φ) is attained. Setting Ψ (t) = |F(t)| = |λ|
m
tm, we see that
Ψ satisfies p(Ψ ) = q(Ψ ) = i(Ψ ) = I (Ψ ) = m. The claim follows from Theorem 5.1. 
Corollary 6.1 and Theorem 5.5 imply the following:
Corollary 6.2. Assume in addition λ  0 so that f is monotone. Then for every u0 ∈ L2 there
exists a unique global solution of (6.1) such that limt→∞ ‖u(t)‖W 1,p0 = 0, and one has the decay
estimate
∥∥u(t)∥∥
W
1,p
0
= O(t−1/(p−2)) if p > 2, ∥∥u(t)∥∥
W
1,p
0
= O(e−ct) if p = 2,
and
∥∥u(t)∥∥
W
1,p
0

{
C(tˆ − t)1/(2−p) if 0 t  tˆ ,
0 if t > tˆ, if p < 2,
where tˆ = t0 +C(p)E(u(t0))(2−p)/p , t0 being any time from which on the solution remains in the
neighbourhood of 0 in which the Łojasiewicz–Simon inequality holds.
Proof. Every strong solution of (6.1) is continuous on (0,∞) with values in L2 and in
(W
1,p
0 ,weak); cf. Remark 2.2. By the Sobolev embedding W
1,p
0 ↪→ Lp
∗
and the interpolation
inequality
‖u‖Lm  ‖u‖αL2‖u‖1−αLp∗ ,
1 = α + 1 − α∗ ,m 2 p
R. Chill, A. Fiorenza / J. Differential Equations 228 (2006) 611–632 629every strong solution of (6.1) is continuous on (0,∞) with values in Lm. Hence, for every strong
solution u the function t → ∫
Ω
|u(t)|m is continuous. Since E(u(·)) is (absolutely) continuous
by Lemma 3.1, this implies that the function
t →
∫
Ω
∣∣∇u(t)∣∣p is continuous.
Hence, by uniform convexity, every strong solution of (6.1) is continuous on (0,∞) with values
in W 1,p0 .
It follows from the monotonicity of f and the Poincaré inequality that ϕ = 0 is the only
stationary solution of (6.1). By the inequality [5, (38), p. 77], for every strong solution u the
function E(u(·)) is integrable on R+, and since E(u(·)) is also decreasing by Lemma 3.1, we find
limt→∞ E(u(t)) = 0. The Poincaré inequality implies that limt→∞ ‖u(t)‖W 1,p0 = 0.
The decay estimate follows from Corollary 6.1 and Theorem 5.5. 
Remark 6.3. Corollary 6.1 remains true if we consider instead of (6.1) the equation
ut − pu − μqu +
k∑
i=1
λi(x)|u|mi−2u+
∣∣g(u)∣∣m0−1g(u) = 0,
equipped with Dirichlet boundary conditions and an initial condition. Here, p is as above,
q ∈ (1,p), μ 0, mi ∈ (p,p∗), λi ∈ L∞(Ω), and g ∈ C(R) is any globally Lipschitz continuous
function.
In this example, Φ(t) = 1
p
tp + μ
q
tq and LΦ = Lp . One easily checks that I (Φ) = q(Φ) = p
(but i(Φ) = q). If one defines Ψ (t) = ctm, where m := infi mi and c  0 is large enough, then
condition (5.2) is satisfied and i(Ψ ) = m > I (Φ). This example shows that Φ(t) for large t and
f (t) for small t ‘determine’ the function θ in the Łojasiewicz–Simon inequality.
Clearly, if the λi above are positive functions and if g is monotone, then Corollary 6.2 re-
mains true for this equation, too. On the other hand, in the case when g = 0 and m1 = p (and
mi ∈ (p,p∗) for i  2), then one cannot expect that the corresponding energy functional satisfies
the Łojasiewicz–Simon inequality near 0 with θ(s) = cs1/p . It is known that for m1 = p = 2 the
decay to 0 of strong solutions is, in general, only polynomial and not exponential [21].
Corollary 6.2 does also not cover the case when m1 < p (and mi > p for i  2). However, it
is known that if in (6.1) one has m < p = 2 then solutions tending to 0 have compact support in
time [4].
6.2. A model problem in Orlicz–Sobolev spaces
As a second example, we consider the quasilinear problem
⎧⎨⎩
ut − div(|∇u|p−2 log(e + |∇u|)∇u) + λ|u|m−2u = 0, in R+ × Ω,
u|∂Ω = 0, in R+, (6.2)
u(0, x) = u0(x), x ∈ Ω,
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n+2 ,∞) ∩ (1,∞), m ∈ (p,p∗), and
λ ∈R. Also this evolution equation is a special case of (5.1) if we put
Φ(t) =
t∫
0
sp−1 log(e + s) ds
and f (t) = λ|t |m−2t .
Corollary 6.4. The energy functional E :W 1,Φ0 →R defined by
E(v) =
∫
Ω
Φ
(|∇v|)+ λ
m
∫
Ω
|v|m
satisfies the Łojasiewicz–Simon gradient inequality near 0 with θ(s) = c(q)s1/q for every q > p.
Proof. By l’Hôpital’s rule, the function Φ defined above satisfies
p = lim
t→0+
tΦ ′(t)
Φ(t)
= lim
t→∞
tΦ ′(t)
Φ(t)
.
By [13, Theorem 1.2], this implies i(Φ) = I (Φ) = p.
Setting Ψ (t) = |F(t)| = |λ|
m
tm, we see that Ψ satisfies p(Ψ ) = q(Ψ ) = i(Ψ ) = I (Ψ ) = m.
The claim follows from Theorem 5.1. 
Remark 6.5. Let Φ as defined above. Since the function t → Φ(t)
tp
is clearly increasing on (0,∞),
one even obtains that p(Φ) = p. In particular, the sup in the characterization (4.3) of i(Φ) is
attained.
On the other hand, since Φ is not equivalent to the function tp , the inf in the characteriza-
tion (4.3) of I (Φ) is not attained.
Similarly as in the case of the p-Laplacian, Corollary 6.1 and Theorem 5.5 imply the follow-
ing:
Corollary 6.6. Assume in addition λ  0 so that f is monotone. Then for every u0 ∈ L2 there
exists a unique global solution of (6.1) such that limt→∞ ‖u(t)‖W 1,Φ0 = 0, and one has the decay
estimate for every q > p∥∥u(t)∥∥
W
1,Φ
0
= O(t−1/(q−2)) if p  2,
∥∥u(t)∥∥
W
1,Φ
0

{
C(tˆ − t)1/(2−q) if 0 t  tˆ ,
0 if t > tˆ, if p < 2 (and q < 2),
where tˆ = t0 +C(q)E(u(t0))(2−q)/q , t0 being any time from which on the solution remains in the
neighbourhood of 0 in which the Łojasiewicz–Simon inequality holds.
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