The purpose of this paper is to express the entire hierarchy of mKdV vector fields as restrictions of vector fields in the NLS hierarchy. The result is proved using the normal form theory of the two equations.
Introduction
We consider the defocusing mKdV equation 
Each of these Hamiltonians leads to a Hamiltonian PDE.
It is well known that the mKdV equation, being closely related to the KdV equation via the Miura map [11] , is also closely related to the NLS system i∂ t ϕ 1 = ∂ ϕ2 S = −∂ xx ϕ 1 + 2ϕ 2 ϕ The NLS system (2) also admits an infinite sequence of recursively defined pairwise Poisson commuting integrals referred to as NLS hierarchy 1 , S 1 (ϕ) = T ϕ 1 ϕ 2 dx, 
S(ϕ)
This system admits, for any m 1, the real invariant subspaces When (5) is restricted to E m r , with ϕ = (u, u) and u real-valued, one obtains the defocusing mKdV equation
Similarly, when (5) is restricted to E m i , with ϕ = (iu, iu) and u real-valued, one obtains the focusing mKdV equation i∂ t u = −i∂ ϕ2 S 4 (iu,iu) = ∂ x ∇K 2 (iu) = i(−∂ xxx u − 6u
2 ∂ x u).
The main purpose of this paper is to show that in the same way the entire mKdV hierarchy is contained in the NLS hierarchy. By a slight abuse of notation, we identify E 
In addition, S 2m = 0 on H m c for every m 1.
Loosely speaking, the above theorem says that each PDE of the mKdV hierarchy can be viewed as a subsystem of the corresponding PDE in the NLS hierarchy. The defocusing and focusing cases of the PDEs are obtained by restriction to the subspaces E [7, 8] ), the KdV equation on the circle as well can be viewed as a subsystem of the dNLS equation.
A key ingredient into the proof of Theorem 1 are the following symmetries of the gradients of the Hamiltonians in the NLS hierarchy.
Theorem 2 (i) For every
with k 1, and any real α,
, m 1, with P ϕ = R α ϕ for some real α, then
As an application we compare the solution curves of the defocusing mKdV and the dNLS Hamiltonian vector fields in Birkhoff coordinates. The defocusing mKdV equation admits global Birkhoff coordinates (x n , y n ) n 1 constructed in terms of global action-angle coordinates (J n , ϑ n ) n 1 -see [6] . To give a precise definition, we introduce for any m 0 the model space
and endow this space with the Poisson structure {x n , y n } = −{y n , x n } = 1 while all other brackets vanish. The mKdV Birkhoff map
defines a bi-real-analytic, canonical diffeomorphism, which transforms every Hamiltonian of the mKdV hierarchy, on Sobolev spaces of the appropriate order, into Birkhoff normal form, that is K m • Ψ −1 is a real analytic function of the actions J n = (x 2 n + y 2 n )/2 and the average alone. In these coordinates, the Hamiltonian system with Hamiltonian K m takes the particularly simple forṁ
where η n,m is called the nth frequency of the Hamiltonian K m .
For the dNLS equation global Birkhoff coordinates (x n , y n ) n∈Z can be constructed in terms of global action-angle coordinates (I n , θ n ) n∈Z -see [10, 4] and references therein. As the model space we choose the Hilbert space h
0, with elements (x, y) = (x n , y n ) n∈Z , which is endowed with the Poisson structure {x n , y n } = −{y n ,
defines a bi-real-analytic, canonical diffeomorphism, which transforms every Hamiltonian of the NLS hierarchy, on Sobolev spaces of the appropriate order, into Birkhoff normal form, that is S m • Ω −1 is a real analytic function of the actions I n = (x 2 n + y 2 n )/2 alone. In these coordinates, the Hamiltonian system with Hamiltonian S m is given bẏ
where ω n,m is called the nth frequency of S m .
We obtain the following relation of the frequencies of the two hierarchies in Birkhoff coordinates. , m 1, the trace formulae
Since we closely follow [6] for the mKdV and [4] for the NLS normal form, respectively, we did not change the signs of the Poisson brackets on the model spaces, hence they are opposite.
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where I n,m denotes the NLS action on level m which were introduced by McKean & Vaninsky [10] . The actions are defined in terms of spectral data of the Zakharov-Shabat operator
which arises in the Lax-pair formulation of NLS. More to the point, they are defined as functions of the discriminant ∆(λ, ϕ) of the fundamental solution associated to L(ϕ). We prove several symmetries of ∆ and its gradient ∂∆ under the transformations ϕ → P ϕ and ϕ → R α ϕ, α ∈ R, from which we obtain corresponding symmetries of the actions I n,m , n ∈ Z, m 1, and their gradient ∂I n,m . This establishes Theorem 2.
In the Lax-pair formulation of mKdV there arises the Hill operator
with the potential B(u) given by the Miura map B(u) = u x + u 2 . Theorem 1 now follows from an identification of the spectra of the operators L(u, u) and L mKdV (u). It turns out that for any
. Hence the discriminants ∆(λ) and ∆ mKdV (µ) coincide at µ = λ 2 .
The Hamiltonian hierarchies can be obtained from the asymptotic expansions of the corresponding discriminants, which gives for any m 1 the identities
Since by Theorem 2 (applied for ϕ = (u, u)) we have
Theorem 1 follows immediately. The construction of the Birkhoff coordinates is based on the one of action-angle variables. Since the action variables can be obtained from spectral data of the operators L mKdV (u) and L(ϕ), respectively, the observed relation of the discriminants for ϕ = (u, u) allow us to derive Theorem 4.
Related work.
He uses this to obtain the identity
on the Sobolev spaces of the appropriate order, by realizing the NLS and mKdV Hamiltonians as traces of certain powers of the operators L(u, u) and L mKdV (u), respectively. His approach, however, seems not to be suited to compare the Hamiltonian vector fields of the NLS and the mKdV hierarchies, which is necessary to identify the PDEs in the mKdV hierarchy as subsystems of the NLS hierarchy. Note that Theorem 1 does not follow immediately from (6) by differentiation. Indeed, the indices of the identity K m = 1 2 S 2m−1 for the Hamiltonians themselves are different from the indices of the identity Y Km = X S2m for the Hamiltonian vector fields. This is due to the fact that the Poisson structure (1) of mKdV involves an additional derivative ∂ x in comparison to the Poisson structure (4) of NLS.
Dickey [2] shows several algebraic relations of the NLS hierarchy and derives the mKdV hierarchy from the former by the method of Drinfeld-Sokolev reduction. However, the obtained relations are implicit in contrast to the explicit formulas given in Theorem 1 & 2.
Item (ii) of Theorem 2 has been obtained by Magri [9] in the case of a C ∞ 0 -potential on [0, 1]. In this case, the NLS system (2) can be written in Bi-Hamiltonian form
and
Here, K = −iJ denotes the standard Poisson structure and K 2 denotes the second Poisson structure
in the sense that
is a Poisson bracket for any real λ, which due to the nonlinear nature of the Jacobi identity is a nontrivial constraint. The second Poisson structure K 2 is non-constant. Furthermore, one obtains the following more general version of Theorem 2 (ii)
Note that one has K 2 Ec = ∂ x , hence item (ii) indeed follows from (8) .
However, we point out that the condition ϕ ∈ C ∞ 0 [0, 1] is neither dynamically invariant for the NLS system (2) nor for the mKdV system (5). Moreover, in the case of periodic boundary conditions, one verifies using the case that ϕ is a nontrivial constant, that the NLS system (2) is not Bi-Hamiltonian in the sense of Magri. Indeed, the identity
does not hold for any linear operator K , since for this choice of the potential ∂S 2 vanishes, ∂S 3 does not, and K is invertible. In fact, one infers that (8) generically does not hold for m even. However, one can restrict K∂S m+1 and K 2 ∂S m to the invariant subspaces
where all odd, respectively even, derivatives of ϕ vanish on the boundary of [0, 1]. On these spaces (8) holds for m odd -see Section 5. Furthermore, Theorem 2 and Theorem 3 are related to [3] . In particular, the identities I −n = I n and θ −n = −θ n for any n 1 are proved there implying ω −n,2m = −ω n,2m .
Finally, we mention the work of Zakharov & Kuznetsov [14] , where multiscale expansions are proposed to discover relations between various integrable PDEs.
Organization of this paper. In Section 2 the mKdV and NLS action variables as well as the spectral data needed to define them are introduced. In Section 3 the discriminants of mKdV and NLS are compared and Theorem 4 (i)-(ii) are proven. In Section 4 the symmetries of the Hamiltonians in the NLS hierarchy under the transformations ϕ → P ϕ and ϕ → R α ϕ, α ∈ R, are obtained and subsequently used in Section 5 to prove Theorem 1, Theorem 2, Theorem 3, and Theorem 4 (iii).
Setup
We begin by briefly recalling the definition of the mKdV and NLS action variables as well as the properties of the spectral data needed to define them -see e.g. [5, 6, 4] . mKdV action variables. The Miura transform [11]
when restricted to H 1 r where mKdV is well-posed, maps solution of the defocusing mKdV equation onto solutions of the KdV equation. This allows us to use the setup for KdV as in [5] and pull back all defined objects using the Miura transform -see also [6] . For a potential u ∈ H 1 c consider the Hill operator
on the interval [0, 2] of twice the length of the period of u with periodic boundary conditions. By a slight abuse of notation, the spectrum of L mKdV (u) is called the periodic spectrum of u and is denoted by spec(u). It is known to be discrete and to consist of a sequence µ
. . of periodic eigenvalues, which, when counted with their multiplicities, can be ordered lexicographically -first by their real part and second by their imaginary part -such that
Here 2 n denotes a generic 2 -sequence. For any n 1 we define the gap length
When u is real-valued, the periodic spectrum and the gap lengths are real-valued.
To obtain a suitable characterization of the periodic spectrum, let y 1 (x, µ, u) and y 2 (x, µ, u) be the two standard fundamental solutions of L mKdV y = µy and denote by ∆ mKdV (µ, u) = y 1 (1, µ, u)+ y 2 (1, µ, u) the associated discriminant. The periodic spectrum of u is precisely the zero set of the entire function ∆ 2 mKdV (µ) − 4, and we have the product representation
The µ-derivative is denoted by ∆ To define the action variables in terms of contour integrals in the complex plane, we introduce the canonical branch of the square root of ∆ 
This root admits an analytic extension onto (
for any u ∈ W mKdVsee also [5] .
To proceed, we define for any
where the path of integration is chosen to not intersect any open gap except possibly at its endpoints. This mapping is analytic on (
, and locally around G mKdV n
with log denoting the principal branch of the logarithm. Moreover, for a finite gap potential u, the mapping F mKdV has the following asymptotic expansion along µ = a 2 n with a n = (n + 1/2)π,
The nth mKdV action, n 1, of u ∈ W mKdV is then given by
where Σ n denotes any sufficiently close counter clockwise oriented circuit around G mKdV n which does not enclose the origin. The action J n vanishes if and only if the gap length δ n is zero -see [6, 13] for details.
NLS action variables. For a potential
on the interval [0, 2] with periodic boundary conditions. By a slight abuse of notation, the spectrum of L(ϕ) is called the periodic spectrum of ϕ and is denoted by spec(ϕ). It is known to be discrete and to consist of a sequence of pairs of complex eigenvalues λ + n (ϕ) and λ − n (ϕ), n ∈ Z, listed with algebraic multiplicities, such that when ordered lexicographically
We also define the gap lengths
Denote by M (x, λ, ϕ) the standard fundamental solution of L(ϕ)M = λM , and introduce the discriminant ∆(λ, ϕ) := tr M (1, λ, ϕ) . The periodic spectrum of ϕ is precisely the zero set of the entire function ∆ 2 (λ) − 4, and we have the product representation
We also need the λ-derivative 
This root admits an analytic continuation onto (C \ n∈Z U n ) × V ϕ .
To proceed, we define for any ϕ ∈ W on (C \ n∈Z U n ) × V ϕ the mapping
This map is analytic on (C \ n∈Z U n ) × V ϕ with gradient
Furthermore, F (λ
Moreover, if ϕ is a finite gap potential, then there exists Λ > 0 such that
For ϕ ∈ W the nth NLS action variable, n ∈ Z, is given by
with Γ n being a sufficiently close counter clockwise oriented circuit around G n . The action I n vanishes if and only if the gap length γ n is zero -see [4, 12] for details.
Identity for the discriminants
In this section we establish the following identity relating the discriminants of the Zakharov-Shabat operator with the one of a corresponding Hill operator and discuss several applications.
Theorem 5 For all λ ∈ C and u
where ϕ u := (u, u).
The proof of this theorem is based on an observation by Chodos [1] relating the fundamental solutions of the Hill operator L mKdV (u) and the Zakharov-Shabat operator L(ϕ u ). Given u ∈ H 
Lemma 2 Suppose
Moreover, if λ = 0, then
In particular, at x = 1,
and hence
m3 m4 ) denote the entries of the fundamental solution of L, and define
then by the preceding calculation
Thus Y = (14) that the periodic spectrum of ϕ u is precisely the zero set of ∆ 2 (λ, ϕ u ) − 4.
Thus, it follows from the asymptotic behavior λ ± n = nπ + 2 n and the lexicographical ordering that
Further symmetries of the discriminant will be obtained in Section 4. 
Lemma 3 For every
u ∈ H 1 r , µ + 0 (u) = (λ + 0 (ϕ u )) 2 = (λ − 0 (ϕ u )) 2 , µ ± n (u) = (λ ± n (ϕ u )) 2 , n 1,µ − 1 µ + 1 · · · , · · · λ − 0 0 λ + 0 λ − 1 λ + 1 · · · . Consequently, µ + 0 = (λ + 0 ) 2 = (λ − 0 ) 2 , and µ − n = (λ − n ) 2 as well as µ + n = (λ + n ) 2 for any n 1. Thus G 2 n = [(λ − n ) 2 , (λ + n ) 2 ] = G
Proof of Theorem 4 (i). For u ∈ H
1 r it follows from (13), (19), and Lemma 3 that for any n 1
One concludes from (14) -see also [4] -that ∆(λ, ϕ) − 2 vanishes at λ 
It was observed in [6] that 
and from (15) that the canonical NLS root is chosen such that
Since µ
2 , both roots have the same sign provided that Rλ > 0. v
• mKdV (λ 2 , u) by Theorem 5, we conclude with (16) and Lemma 4,
Now substituting w = z 2 , and using that µ
and Rλ > 0, yields in view of (11)
At this point, we may recover Chodos' observation in the framework of the NLS hierarchy, which in addition allows us to prove that the Hamiltonians S 2m for any m 1 vanish at any point ϕ u . To simplify notation, for any functional f we set f (u) := f (ϕ u ).
Proposition 6 The Hamiltonians of the mKdV and NLS hierarchies satisfy for every m 1
Proof. It immediately follows from the preceding lemma and the expansions (12) and (18) that for each m 1,
Since both hand sides are analytic in u, these identities extend to all of H m−1 c
and H m c , respectively, by Lemma 14. v To be able to compare the actions of mKdV and dNLS, it is convenient to introduce actions defined on integer levels k -see [10, 4] . More precisely, for u ∈ W mKdV the nth mKdV action,
where Σ n is a sufficiently close circuit around G mKdV n which does not enclose the origin. Note that J n = J n,1 . Similarly, for ϕ u ∈ W , the nth NLS action, n ∈ Z, on level k ∈ Z is defined by
where Γ n is a sufficiently close circuit around G n which in the case n = 0 does not enclose the origin, while Γ 0 is a circuit around the origin. Note that I n = I n,1 .
Lemma 7
On H 1 r for any n 1 and any k ∈ Z,
In particular, I n,2k−2 is an analytic extension of
Proof. For any n 1, the map λ → λ 2 maps any sufficiently close circuit Γ n around G n bijectively onto a circuit Σ n around G mKdV n . Consequently, by the transformation formula and the previous lemma
Proof of Theorem 4 (ii).
After possibly shrinking W mKdV , we may assume that u ∈ W mKdV im-
dλ.
January 29, 2016
As shown in [5, Lemma 10.2], we have {∆ mKdV (µ 1 ), ∆ mKdV (µ 2 )} ∂x = 0 for any µ 1 , µ 2 ∈ C. Hence, for any n ∈ Z and m 1 on W mKdV , (21) [u] = cosh 
Symmetries of the Zakharov-Shabat discriminant
In this section we obtain several symmetries of the Zakharov-Shabat discriminant under the transformations
and T ϕ(x) = ϕ(1 − x). By Theorem 5 those symmetries translate into corresponding symmetries of the Hill discriminant. To simplify notation, let
Theorem 6
The discriminant ∆ has the following symmetries
In particular, for all n ∈ Z,
hence one can choose W to be invariant under P , T , and R α for any α ∈ R.
for all x ∈ R, λ ∈ C, and α ∈ R.
Fundamental solution. Since ∆(λ, ϕ) is the trace of the fundamental solutionM (λ, ϕ) = M (x, λ, ϕ) x=1 , it follows from Lemma 13 that ∆(λ, ϕ) = ∆(−λ, P ϕ), ∆(λ, R α ϕ) = ∆(λ, ϕ), and ∆(−λ, T ϕ) = ∆(λ, ϕ). Differentiating these identities with respect to λ and ϕ gives items (ii) and (iii) of Theorem 6.
Recalling from (14) that the periodic spectrum is the zero set of ∆ 2 − 4, we conclude that
From the lexicographical ordering and the asymptotic behavior λ ), then we can write
for any two vectors a, b. Consequently,
We conclude from (24) that for generic λ
Note that the function Π is one periodic since f ± (1) = ζ ± f ± (0) and ζ + ζ − = 1. We proceed by computing the x-derivative of Π. To this end, we compute
where we used that JRa b + Ja Rb = 0. Furthermore, note that (JRΦa b) + (Ja RΦb) = (JRΦb a) + (Jb RΦa) = −((Rϕ) · (a b))e 0 where a · b = a 1 b 1 + a 2 b 2 and e 0 = (1, −1). As a consequence,
Note that P Φe 0 = Jϕ so finally
The properties of ξ follow immediately from the properties of ∆. This completes the proof of Theorem 6.
Proof. Suppose ϕ ∈ W . In view of Theorem 6,
In a similar way, one verifies that
The identity for the gradients follows by differentiation. v
Corollary 9 (i) If
(ii) If T ϕ = ±ϕ, then for all λ ∈ C,
, the first claim follows from Theorem 6 using that P ϕ = R α ϕ implies ξ(x, −λ, ϕ) = −ξ(x, λ, ϕ). The second claim follows in analogous fashion using that
Symmetries of the NLS actions and NLS hamiltonians
In this section we obtain several symmetries of the gradients of the NLS action variables which are subsequently used to prove Theorem 4 (iii), Theorem 2, Theorem 1, and Theorem 3. Recall from (23) that for ϕ ∈ W the nth NLS action on level k ∈ Z is given by
where Γ n (ϕ) denotes a sufficiently close circuit around G n (ϕ).
Lemma 10 (i) On W we have for any k 1, any n ∈ Z, and any α ∈ R, ∂I n,k (ϕ) = (−1) k−1 P ∂I −n,k (P ϕ) = (−1) k−1 T ∂I −n,k (T ϕ) = R α ∂I n,k (R α ϕ).
(ii) If P ϕ = R α ϕ for some α ∈ R, then for any k 1 and any n ∈ Z,
(iii) If T ϕ = ±ϕ, then for any k 1 and any n ∈ Z,
Item (i) for the case k = 1 has been obtained in [3] .
Proof. (i) By Theorem 6, G n (ϕ) = −G −n (P ϕ) = −G −n (T ϕ) = G n (R α ϕ) for any n ∈ Z. If, in addition ϕ ∈ W , then there exists a set of isolating neighborhoods (U n ) n∈Z which are mutually disjoint discs centered on the real axis such that G n ⊂ U n . They can be chosen such that U n (ϕ) = −U −n (P ϕ) = −U −n (T ϕ) = U n (R α ϕ) for all n ∈ Z. In particular, for any circuit Γ n (ϕ) sufficiently close around G n (ϕ), its inversion at the origin, −Γ n (ϕ), defines a circuit around G −n (P ϕ) of the same orientation as Γ n (ϕ). Thus, with the substitution λ → −λ,
where we used that F (−λ, P ϕ) = −F (λ, ϕ) by Corollary 8. Similarly, using F (−λ, T ϕ) = −F (λ, ϕ) one shows that I −n,k (T ϕ) = I n,k (ϕ), and using F (λ, R α ϕ) = F (λ, ϕ) one shows that I n,k (R α ϕ) = I n,k (ϕ). Differentiating these identities gives ∂I n,k (ϕ) = (−1) k−1 P ∂I −n,k (P ϕ) = R α ∂I n,k (R α ϕ).
(ii) If P ϕ = R α ϕ, the periodic spectrum of ϕ is symmetric, and one has by Corollary 9 
Proof of Theorem 4 (iii).
Suppose ϕ u ∈ W . Using that P R = −iJ we obtain from Lemma 10 (ii), applied in the case k = 1, −iJ(∂I n − ∂I −n ) ϕu = 1 2 ∂ x P (∂I n,0 + P ∂I n,0 ) ϕu .
Recall that f (u) := f (ϕ u ) for any C 1 -functional f on H 0 c , and
In particular, Remark. One verifies by direct computation that generically item (ii) and (iii) do not hold when 2m is replaced by 2m + 1 if m 2.
