We generalise clones, which are sets of functions f : A n → A, to sets of mappings f : A n → A m . We formalise this and develop language that we can use to speak about it. We then look at bijective mappings, which have connections to reversible computation, which is important for physical (e.g. quantum computation) as well as engineering (e.g. heat dissipation) reasons. We generalise Toffoli's seminal work on reversible computation to arbitrary arity logics. In particular, we show that some restrictions he found for reversible computation on alphabets of order 2 do not apply for odd order alphabets. For A odd, we can create all invertible mappings from the Toffoli 1-and 2-gates, demonstrating that we can realise all reversible mappings from four generators. We discuss various forms of closure, corresponding to various systems of permitted manipulations. These correspond, amongst other things, to discussions about ancilla bits in quantum computation.
INTRODUCTION
The goal of this paper is to generalise Toffoli's fundamental results about reversible computation. There are several motivations for an interest in reversible computation, some related to physics and engineering, others of a more algebraic nature. The engineering perspective notes that destroying information creates entropy and thus heat, which is bad for circuitry and wasteful [5] . The physics perspective notes that fundamental physical processes such as inelastic collisions and quantum processes are reversible [9] . An algebraic perspective notes that we can say more about groups than about semigroups owing to the existence of inverses.
Toffoli [12, 13] introduced what later became known as the Toffoli gate, a simple yet universal basic element for computation with reversible binary logic. This paper is mostly concerned with the generalisation of this logic to multi valued logics. Our main result is the generalisation of Toffoli gates to arbitrary arities and the demonstration that the multivalued logics of odd arity are in some sense more powerful.
We use language based upon the function algebras of [10] , also known as clones [11] . Mal'cev [8] introduced the concept of an iterative algebra, a generalised clone. If an iterative algebra includes the projections π n i : (x 1 , . . . , x n ) → x i , then it is a clone. In the next sections we will introduce some similar terminology to deal with arbitrary mappings, in particular bijections on A n . Later we will see that linear term algebras, the reduct of iterative algebras that do not have the ∆ operator, play an important role. We introduce mappings and operations upon them, to show that there are several ways to talk about compositional closure. In particular we show that the algebra of functions has a finite signature of finitary operations (Theorem 2.10). We look at the ways that a given set of functions can generate a closed system of mappings, then at ways of embedding other mappings into these closed systems. We talk about realising one mapping in a multiclone generated by some other mappings.
We show that all invertible mappings on a set of odd order can be generated by four small Toffoli gates and using a definition of generation that is important from an engineering perspective, show that these are enough for all arities. We close by looking at the various forms of functional closure that arise in the discussion.
FUNCTION TERMINOLOGY
Given a set A, O(A) = {f : A n → A|n ∈ N} is the set of all functions on A. We will use the notation of [7] . The operations of an iterative algebra are τ, ζ, ∆, ∇, * , defined as follows. Let f be an n-ary function, g an mary function. The operations τ and ζ permute variables, (τ f )(x 1 , . . . , x n ) = f (x 2 , x 1 , x 3 , . . . , x n ) and (ζf )(x 1 , . . . , x n ) = f (x 2 , x 3 , . . . , x n , x 1 ), with both being the identity on unary functions. The operation ∆ identifies variables, so (∆f )(x 1 , . . . , x n−1 ) = f (x 1 , x 1 , x 2 , . . . , x n−1 ), while ∆ is the identity on unary functions. The operation ∇ introduces a dummy variable, (∇f )(x 0 , x 1 , . . . , x n ) = f (x 1 , x 2 , . . . , x n ). Lastly we have composition, so (f * g)(x 1 , . . . , x n+m−1 ) = f (g(x 1 , . . . , x m ), x m+1 , . . . , x n+m−1 ).
The full iterative algebra is (O(A); τ, ζ, ∆, ∇, * ) and an iterative algebra on A is a subuniverse of this. If an iterative algebra includes the projections π n i : (x 1 , . . . , x n ) → x i , then it is a clone. The full linear term algebra is (O(A); τ, ζ, ∇, * ) and a linear term algebra on A is a subuniverse of this.
We use S A to denote the permutations of a set A, S n to denote the set of bijections on {1, . . . , n} and S N = ∪ n∈N S n . We multiply permutations from left to right, so (123)(12) = (1)(23), thus in order to avoid difficulties, when we write permutations as functions, we introduce clarifying parentheses. Thus if α = (123) and β = (12) then (αβ)(1) = 1 αβ = 1 but α • β(1) = α(β(1)) = 3.
Let A be a set. An (n, m)-map is a function f : A n → A m . We call n the arity, m the co-arity. We write M n,m (A) = {f : A n → A m }. Then M (A) = n,m M n,m (A) is the set of all maps on A. A function is an (n, 1)-map. An (n, n)-map, with arity equal to co-arity, will be called balanced. Furthermore, we define B n,m (A) as the set of all (n, m)-maps that are bijections, so for A finite n = m implies that B n,m (A) = ∅ and the bijective maps are balanced. We will write B n (A) for the balanced bijections of arity n. Similarly we write B(A) = n,m B n,m (A) is the set of all bijections on A, B(A) = n B n (A) if A is finite.
For example the map f (x, y) = (x + y, x − y) on an abelian group is a balanced (2, 2)-map, it is a bijection if the group is of odd order.
Definition 2.1 Let f :
A m → A n an (m, n)-map, θ ∈ {1, . . . , n} t without repetitions. Define (s(θ, f )) j = f θj , the θ j th component of f . Let i ∈ {1, . . . , m} and a ∈ A. Then define k(i, a, f )(x 1 , . . . , x m−1 ) = f (x 1 , . . . , x i−1 , a, x i , . . . , x m−1 ).
We extend k to tuples. Let θ = {i 1 < i 2 < · · · < i r } ⊆ {1, . . . , m}, {1, . . . , m} \ θ = {j 1 < · · · < j m−r }. Define k(θ, a, f )(x 1 , . . . , x m−r ) = f (y) with y i = a if i ∈ θ, y j l = x l otherwise. Let a 1 , . . . , a r ∈ A and define k(θ, (a 1 , . . . , a r ), f )(x 1 , . . . , x m−r ) = f (y) with y ir = a r if i ∈ θ, y j l = x l otherwise.
We can then write f
Then f o θ ,θ has arity m − |θ | and co-arity |θ|.
For example, take the map f (x, y) = (x+y, x−y) on Z 7 , then f 5 (2),(1) (z) = s((1), k((2), (5), f ))(z) = z + 5 is a unary function on Z n .
Operations
In this section we look at the operations that allow us to combine mappings. Our main result is that all these combinations can be written as a finite number of finitary operations.
We define i 1 ∈ B 1 (A) with i 1 (x) = x. We write i n ∈ B n (A) for the identity function on A n . We place two mappings next to one another to form a wider mapping.
We compose mappings. For k ≤ n, k ≤ t,
. . .
We identify variables.
∆f :
and define ∆f = f if f has arity 1. We introduce dummy variables.
The following operations allow us to permute the inputs and outputs of a given mapping.
In the case that f has arity 1, τ f = ζf = f . In the case that f has co-arity 1,τ f =ζf = f .
For example, in the case that n = t, f • n g is the composition that we would expect:
Note that there are many relations amongst these operations. For instance let f have co-arity n, thenτ f = (τ i n ) • n f andζf = (ζi n ) • n f . The s operator introduced above allows us to say s((2, . . . , n + 1), ∇f ) = f .
We can look at a general form of mapping composition corresponding to clones. Definition 2.3 A collection of mappings on A is called a multiclone if it is closed under the operations {i 1 , ⊕, ∆, ∇, τ, ζ} and the partial operations {• i |i ∈ N}. Let F ⊆ M (A) be a collection of mappings. Then we write C ∆ (F ) for the closure under the operations, i.e. the multiclone generated by F .
However in order to focus on the realm of bijective mappings, we are predominately interested in closure without the ∆ and ∇ operations.
Definition 2.4 A collection of mappings on A is called a read once multiclone if it is closed under the operations {i 1 , ⊕, τ, ζ} and the partial operations {• i |i ∈ N}. Let F ⊆ M (A) be a collection of mappings. Then we write C(F ) for the closure under the operations, i.e. the read once multiclone generated by F .
These operations reflect what [12] calls a combinatorial network, as well as corresponding to the idea of a read once function as used in in [3] . In particular, every output is used at most once as an input to another mapping, avoiding the duplication of variables or so-called fan-out, where one data signal is spread to two or more outputs. The mapping φ n ∈ M 1,n (A) with φ n (a) = (a, . . . , a) is a fan out mapping. Also, no input or output is thrown away. As a connection between these concepts, we have the following. Lemma 2.5 Let F be a read once multiclone. Then F is a multiclone iff
so F is also closed under ∇, thus F is a multiclone. If we allow tuples with repetitions in the definition of s(I, f ), then this result shows that a read one multiclone F will give a multiclone S(F ) because s((1, 1), i 1 ) and s((2), i 2 ) are the two functions used in this lemma. Definition 2.6 A read once multiclone is called a reversible clone or revclone if each element is bijective.
Note that multiclones have the fan-out mapping by the previous Lemma, which is not surjective and thus not bijective. So no confusion can arise by the use of the phrase reversible clone rather than reversible read once multiclone.
We will also use ⊕ to concatenate tuples, (x 1 , . . . , x n ) ⊕ (y 1 , . . . , y m ) = (x 1 , . . . , x n , y 1 , . . . , y m ). Let α ∈ S n be a permutation. Then let π α be the function
Example 2.7 The set {π α |α ∈ S n , n ∈ N} is a reversible clone, in fact it is the minimal reversible clone.
There exist well known reversible clones. Example 2.8 Let A be a field. Then the collection of linear mappings on vector spaces over A form a multiclone. The collection of invertible linear mappings ∪ n∈N GL(n, A) forms a reversible clone, but not a multiclone. The permutation matrices form the smallest subrevclone. Definition 2.9 Let f, g be mappings, f have arity n, g have co-arity m.
Theorem 2.10 Let F be a collection of mappings on a set A. Then the following are equivalent:
1. F is a read once multiclone.
F is closed under {i
Proof: The second case is a writing of the definition of the first. We demonstrate that the others are equivalent by showing that each collection of operations can be built from the others as terms.
3 ⇒ 2 : In this signature, i 1 is π α for α the identity permutation on {1}. ⊕ is the same, as are • k . Let f ∈ M m,n . We see that τ f = f • m π (1, 2) , the permutation (1, 2) acting upon {1, . . . , m}, and ζf = f • m π (m,...,2,1) , the permutation (m, . . . , 2, 1) acting upon {1, . . . , m}.
2 ⇒ 4 : From the definition of •, we know that it can be written in terms of • k for any given arguments.
4 ⇒ 3 : Let α be a permutation on {1, . . . , n}.
First note that because of the structure of the permutation α,
We can then calculate the right hand side of (1). For j ≤ s, the jth entry is:
while for s < j ≤ s + t − k, the jth entry is:
By comparing entries, we see that the left hand side and the right hand side agree at all entries and are thus equal.
This enables us to easily see that the operations of a read once multiclone do not destroy reversibility, so we know that B(A) is the largest reversible clone on A.
Proof: We only need to check that B(A) is a read once multiclone. The
If the coarity of g is the same as the arity of f , then (f
If the coarity of g is less than the coarity of f , then note that
where s is the difference between the arity of f and the coarity of g. Then the coarity of g ⊕ i s equals the arity of f and we are done. Similarly if the arity of f is less that the coarity of g.
Thus all of the operations of a read once multiclone map bijections to bijections, so we are done.
We know that there is a finite signature for read once multiclones, so we can apply the standard tools and techniques of universal algebra, such as the following.
Corollary 2.12 Let A be a set. Then the set of read once multiclones on A, ordered by inclusion, is an algebraic lattice. The set of reversible clones on A, ordered by inclusion, is an algebraic lattice.
Proof: The set of read once multiclones on A is the set of subuniverses of the algebra (M (A); i 1 , ⊕, τ, ζ, •). These operations are all finitary, so by [2] [Cor 3.3] we have our result.
Similarly reversible clones are subuniverses of (B(A); i 1 , ⊕, τ, ζ, •) and we are done.
We note also that the definition of a proper multiclone adds only two unary operations, so we obtain the following as a corollary to Theorem 2.10 and Corollary 2.12.
Corollary 2.13 Let F be a collection of mappings on a set A. Then the following are equivalent:
The set of multiclones, ordered by inclusion, is an algebraic lattice.
REALISATION
In this section we look at the ways in which one set of mappings can be found within another. Theorem 3.1 Let A be a finite set. For all g : A m → A n there exists some integer r = max(m, n+ log |A| max a∈A n |g
. The value of r can always be found such that max(m, n) ≤ r ≤ n + m and these bounds are achieved.
(r−n) ) for each i ∈ {1, . . . , k}. Now f is a partial injective map on A r , thus it can be completed to a bijection of A r .
For any
The average value of |g
Thus we know that
. This value can be minimised if all |g −1 (a)| are equal to the average value, so |g −1 (a)| = |A| m−n , so the minimum value of r is max(m, n). The maximum value is obtained if g is constant, so there is some a ∈ A n such that g −1 (a) = A m . In this case, log |A| max a∈A n |g −1 (a)| = m and thus r = n + m.
Proof: Let r 0 be the value of r obtained in the theorem above. There are two possibilities for r 0 . If r = m then we take r = 0 < n in this theorem and we are done.
and we are done.
Forms of Realisation
We now look at several ideas about generation, corresponding to different forms of closure. While the simplest definition talks about the multiclone generated from a set of mappings, Toffoli introduces some interesting ideas about more general, engineering inspired forms of realisation. The following is a translation of his definitions to the language we have developed here.
is the set of all functions we can obtain from F by inserting constants. Hence K(F ) the closure under all possible applications of k, including none. S(F ) is the set of all submappings of mappings in F . Then S(F ) is the closure under all possible applications of s.
R(F ) is the collection of bijections in F , i.e. R(F ) = F ∩ B(A).
Definition 3.4 Let F be a collection of mappings on A. A mapping g ∈ M (A) is said to be isomorphically realised by F [12, p. 8], or realized without ancilla bits [14] , if g ∈ C(F ). Let A be a set, F ⊆ M (A) and g ∈ M m,n (A).
• We say g is realised by F if there exists some f ∈ C(F ), f ∈ M l,k (A) and a 1 , . . . , a l−m ∈ A such that for all i ∈ {1, . . . , n} and for all x 1 , . . . , x m ∈ A:
Equivalently, we can say g ∈ SKC(F ).
• We say g is realised with no garbage if there exists some f ∈ M l,n (A)∩ C(F ) satisfying (2), equivalently g ∈ KC(F ). Otherwise g is realised with garbage.
• We say g is realised with no constants if there exists some
Otherwise g is realised with constants.
A mapping is isomorphically realised iff it is realised with no constants and no garbage.
This language allows us to rephrase Corollary 3.2 as:
There is a special class of realisations that have constants and garbage, but in some way do not use them up, the garbage representing the constants. Definition 3.6 Let A be a set, F ⊆ M (A) and g ∈ M m,n (A). Then g is realised with temporary storage by F if there exists some f ∈ C(F ), f ∈ M l,k (A) and a 1 , . . . , a l−m ∈ A such that n + l − m = k and ∀i ∈ {1, . . . , n} :
Then g is realised with strong temporary storage by F if there exists some f ∈ C(F ),
Let F ⊆ M (A) be some mappings on A. Then let T (F ) be the set of mappings realised with temporary storage by F , T S (F ) the set of mappings realised with strong temporary storage by F .
These concepts are introduced because it allows us to use the garbage again in the next function, as we know what it looks like. Thus the extra inputs and outputs are not garbage, as they are appropriately recycled and reduce waste information. In the engineering perspective, this reduces waste heat in implementations.
Let's look at an example. Let A = Z n , f (x, y) = (2x + y, xy). Then the map g(x) = 2x is realised with temporary storage by {f }, since g(x) = f 1 (x, 0) and f 2 (x, 0) = 0 for all x. However g is not realised with strong temporary storage, because y → f 2 (0, y) ∈ B 1 (A).
Proof: The first inclusion is clear, as the definition of strong temporary storage is stricter than the definition of temporary storage.
Let g ∈ T (F ). This means there is some f ∈ C(F ), a 1 , . . . , a l−m ∈ A satisfying the requirements (3) and (4) above. We know that f ∈ B(A) because F ⊆ B(A). Thus f is balanced, so l = k and thus n = m. By (4), f fixes {(x 1 , . . . , x m , a 1 . . . , a l−m )|x 1 , . . . , x m ∈ A} as a set. Because f is a bijection, f is a permutation of the first m entries, so g is a permutation in B(A). Thus T (F ) ⊆ B(A) and we are done.
THE FUNCTIONS OF A REVCLONE
In Toffoli's "Fundamental Theorem," our Corollary 3.2, he shows that all maps and thus all functions can be realised by the full reversible clone. If we look at clones, this means that the clone of all functions on A can be realised, i.e. O A ⊆ KS(B(A)).
Theorem 4.1 Let F be a read once multiclone. Then S 1 (F ) is a linear term algebra with projections.
Proof: The operations τ and ζ act the same in the revclone and the linear term
Thus F being closed as a multiclone means that S 1 (F ) is closed as a linear term algebra.
Moreover, the constants π α ∈ F mean that all projections are also in
This also applies for revclones. Note that we obtain the ∇ operation "for free" from the other operators. In general we see the following.
Proof: A multiclone is a read once multiclone closed under the ∆ and ∇ operations on multiclones. By Theorem 4.1 we have ∇ operating on S 1 (F ). For any f 1 ∈ S 1 (F ), ∆(f 1 ) = (∆f ) 1 and we have clone closure.
This justifies the use of the expression "clone" in our expression multiclone.
Note that the mapping
the subclone. D is a proper subrevclone of C, by the determinate. Both GL(n, Z 5 ) and D ∩B n (A) are transitive on Z n 5 \{(0, 0, 0)} so both revclones have function sets that are n {f :
. . , a n ) = 0}, the clone of nonzero linear forms on Z 5 .
This is a corollary of Theorem 3.1 with n = 1.
Here we collect some results on reversible mappings. Much of this is based upon section 5 in [12] , with the extension to Theorem 5.10.
is an invertible mapping, the Toffoli Gate induced by n, α and o.
In [12] , this mapping is defined for A = Z 2 with α swapping 0 and 1, o = 1, written as θ (n) = T G(n, (0 1), 1).
such that f (x) = y, f (y) = x and all other elements of A n are fixed. An elementary permutation is atomic if x and y only differ in one entry, i.e. x i = y i for all i except one.
Proof: Suppose f exchanges x, y which differ at position i. Then π (i,n) • n f • n π (i,n) is atomic, exchanging two vectors that differ at position n. Wlog suppose f is of this form. Let α i := (o, x i ) be a transposition of A. Let β i = T G(1, α i , o) for i < n, β n the identity. Then β = β 1 ⊕ . . . ⊕ β n ∈ B n is an involution, generated by T G (1, α i , o) as a revclone. Note that β(x) i = β(y) i = o for i < n.
Note that f (β(z)) = β(z) unless β(z) = x respectively y. But β(z) = x(resp. y) iff z i = o for all i < n and z n = x n (resp. y i ). So β • f • β fixes all elements of A n except (o, . . . , o, x n ) and (o, . . . , o, y n ), which it exchanges. Proof: Any permutation can be written as a product of elementary permutations. So wlog, let f be elementary, exchanging x and y. Define a sequence (a
exchanging a (i) and a (i+1) is an atomic permutation. Now the permutation
Proof: We remind ourselves that T G(1, α, 1) = α and thus see that the four gates listed here generate {T G(n, α, 1)|α ∈ S A } ∪ {T G(1, α, 1)|α ∈ S A }. By the above Lemma, this is enough to generate all atomic permutations and thus by the above Theorem, enough to generate B n (A).
This is a correct form of the result hoped for in Conjecture 1 of [14] . The result that they had conjectured can be demonstrated to be false using calculations in GAP [4] for A of order 5. Interestingly enough, for A of even order, n ≥ 2, the conjecture might hold, as calculations in GAP for small values find no contradiction. So we obtain the following conjecture that a smaller generating set might suffice. .
Below we will see that a small generating set exists for A of odd order. It is worth noting that the main result in [14] is also subtly wrong for n = 1, as they do not have enough permutations, so the permutation (0 1) is not generated. They have found an interesting property of ternary logic that any permutation of {0, 1, 2} (written in Z 3 ) can be written as (n, n + 1, n + 1 + 1) or (n, n + 2, n + 2 + 2), leading to their minimal generating set for n ≥ 2.
The following results lets us calculate precisely what the n-ary part of a revclone looks like, given the generators.
Then the group ( F ; • n ) is equal to (C(F ) ∩ B n (A); • n ).
Proof: Both groups are subgroups of (B n (A); • n ), so we need only prove they are equal as sets.
We proceed by induction. For the case n = 1,F consists of the permutations of A within F . Then the subgroup of S A generated by these permutations is precisely C(F ) ∩ B 1 (A) = C(F ) ∩ S A . Then we proceed with our induction. Suppose our claim holds up to n − 1.
(⊆) : Every elementf = f ⊕ i m ofF is within C(F ). The arity of all elements ofF is n so they are all within B n (A). So this inclusion holds.
(⊇) : Let f ∈ C(F ) ∩ B n (A), so f is either inF or is a term of the form:
1. f = g ⊕ h for some g, h ∈ C(F ), both of smaller arity than n.
2. f = g • k h for some g, h ∈ C(F ), both of smaller arity than n, k < n.
3. f = g • k h for some g, h ∈ C(F ), exactly one of them in B n (A), so the other one has arity k, k < n.
In case 1, let m be the arity of g, so h has arity n − m. We know from our induction hypothesis that g is a product g =ḡ 1 • m . . .
• mḡl of elements of the formḡ j = f j ⊕ i mj for some f j ∈ F with arity less than m,ḡ j = f j for some f j ∈ F with arity m, orḡ j = π αj for some permutation α j ∈ S m . Then let φ j = f j ⊕ i mj +n−m = f j ⊕ i mj ⊕ i n−m ∈F respectively φ j = f j ⊕ i n−m ∈F respectively φ j = π αj ⊕ i n−m = π βj where β j ∈ S n is equal to α j on {1, . . . , m} and fixes the elements {m + 1, . . . , n}. Then
Similarly we can write h ⊕ i m as an element of F . Let δ be the permutation of {1, . . . , n} defined by
.
Thus we see that f ∈ ( F ; • n ).
In case 2 we proceed similarly. In this case g is m-ary and h is n − m + kary. We use the same techniques as above to show that g ⊕ i n−m , h ⊕ i m−k ∈ F . Let δ be the permutation of {1, . . . , n} given by
. . . . . . x 1 , . . . , x n−m+k ), . . . , h n−m+k (x 1 , . . . , x n−m+k ),
In case 3 we have k < n then one of the terms is of lower arity, so as above we can write g ⊕ i n−k (respectively h ⊕ i n−k ) as an element of B n (A) and
Then we have the next case.
In case 4 we have two terms of arity n but of strictly lower term complexity. We use induction on term complexity. For the initial case, we look at the trivial terms t ∈ C(F ) ∩ B n (A). These are either elements of F or the permutations π α for α ∈ S n . In both these cases, t ∈F so t ∈ F . Now we look at f = g • n h. Both g and h have lower term complexity than f . Thus we know that g, h ∈ F . Thus f = g • n h ∈ F and we are done.
We can apply this to obtain a generalisation of one of Toffoli's results.
Corollary 5.8 ([12] Thm 5.2)
Let A be of even order, n ∈ N. Then B n (A) is not isomorphically realised by {T G(i, α, o)|α ∈ S A , i < n} for any o ∈ A Proof: For n = 1 the set of generators is empty, so we only have the identity permutation. For n = 2 and |A| = 2, simple calculations show that the generated revclone is of order 8, while B 2 (A) is of order 24.
We carry on for the other cases. Using the terminology in Theorem 5.7, we note that
n , when not identity, is of the form τ (o, . . . , o, a, a 1 , . . . , a n−i ) = (o, . . . , o, α(a), a 1 , . . . , a n−i )
If we write α as a product of involutions α = α 1 . . . α k we can use the expression above to see that there will be k|A| n−i involutions when we write the action of τ on A n . Thus T G(i, α, o) = T G(i, α, o) ⊕ i n−i is an even permutation in B n (A). The action of π β for β ∈ S n acting on A n can also be calculated. If β is an involution in S n , say β = (ij), then π β acts nontrivially on (a 1 . . . a i . . . a j . . . a n ) with a i = a j . There are
n−2 such tuple pairs. This number is even when |A| is even (except in the case n = |A| = 2 which we dealt with above), From Theorem 5.7, we know that the arity n part of C({T G(i, α, o)|α ∈ S A , i < n}) is generated by precisely these permutations, which are all even. Thus for some a, b ∈ A, a = b, T G(n, (a, b), a) is not in the generated revclone and thus B n (A) is not isomorphically realised by {T G(i, α, o)|α ∈ S A , i < n}.
The following has been noted using examples in GAP [4] .
Conjecture 5.9
Let A be of even order, n ≥ 3. Then {T G(i, α, o)|α ∈ S A , i < n, o ∈ A} generates a subgroup of B n isomorphic to the alternating group on A n , except for |A| = 2, n = 3.
The restriction shown in Corollary 5.8 does not hold for A odd, as we see in the following result. Moreover, it shows that we only need use the Toffoli gates of arity 1 and 2 to obtain all bijections on A. Proof: Let |A| = k, wlog A = {1, . . . , k}, o = 1. We proceed by induction on n. Our start is for n = 2, given by the hypothesis. We assume we have shown the claim up to n. We first show that we can obtain T G(n + 1, (12), o) from {T G(i, α, o)|α ∈ S A , i ≤ n}. Let γ = (n n + 1) acting on {1, . . . , n + 1}. Define
We calculate.
We see that Σ 1 is nonidentity iff:
1. Not all of x 1 . . . , x n−1 are 1 and
For m ∈ {2, . . . , k − 1}, let
Once again this function is almost always identity, σ m is nonidentity iff:
1. Not all of x 1 . . . , x n−1 are 1 and x n = 1, then x n+1 → x (12) n+1 , or 2. x 1 = . . . = x n−1 = 1 and x n = m, then x n+1 → x (12) n+1 .
Then define
We have then that Σ 2 is nonidentity iff 1. Not all of x 1 , . . . , x n−1 are 1 and
n+1 because k and thus k − 2 are odd, or 2. x 1 = . . . = x n−1 = 1 and x n ∈ {2, . . . , k − 1}, then x n+1 → x (12) n+1 .
We see that Σ 2 • Σ 1 is identity unless one of the factors is nonidentity. There are three cases:
1. Both are nonidentity by their first case. Then not all of x 1 , . . . , x n−1 are 1 and x n = 1, so
2. Both are nonidentity by their second case, so x 1 = . . . = x n−1 = 1 and x n ∈ {2, . . . , k − 1},
3. Only Σ 1 is nonidentity by the second case, so x 1 = . . . = x n = 1, then
so we have the only case that Σ 2 • Σ 1 is nonidentity.
Thus we see that Σ 2 • Σ 1 = T G(n + 1, (12), 1).
We now look at T G(n + 1, (1 . . . k), 1). Because the group generated by (1 . . . k) is cyclic of odd order, the homomorphism x → x 2 of this group is an automorphism. Thus there exists some β such that
This will also be a k-cycle,
Let γ = (n n + 1) as a permutation on {1, . . . , n + 1}. Now define
Thus we see that Σ = T G(n + 1, (1, . . . , k), 1) .
We have shown that we can realise the two Toffoli gates that generate all of {T G(n + 1, α, o)|α ∈ S A }. Thus by Corollary 5.5, B n+1 (A) is realised for all n, so by induction, all of B(A) is realised.
Thus we have a small generating set for the bijections.
We see that when A is of odd order, T G(i + 1, α, 1) is in the revclone generated by {T G(i, α, 1)|α ∈ S A }, which is not the case for even order A. We see a distinct property looking at closure with temporary storage in the following. Note that T G(n, α, o) = s ((2, 3, . . . , n + 1), k(1, o, T G(n + 1, α, o) so T G(n, α, o) is realised with strong temporary storage from T G(n + 1, α, o). We see that closure under T S is a stronger form of generation. 
Let g be the reduct
From above we obtain, knowing that p
Note that g n−1 (x 1 , . . . , x n+1 ) = x n−1 , a trivial permutation, so we have strong temporary storage.
Thus we see some essential differences between isomorphic realisation and realisation with (strong) temporary storage. In the next section we will further investigate the differences between certain types of realisation and closure.
VARIOUS CLOSURES
The following result shows us how the various class and closure operators that we have seen above relate and thus we will be able to determine a lot of information about the relationships between various types of closure.
Proof: The K and S operators are idempotent as a simple implication of the definitions. The C and C ∆ operators are idempotent because they are algebraic closure operations.
To show that SC = CS we show that all multiclone operations commute with s. We use the operation set {⊕, π α , • k |α ∈ S A , k ∈ N}. We start with the inclusion SC ⊆ CS. Let f ∈ M n,m (A), g ∈ M l,p (A), r ∈ N, I ∈ {1, . . . , m + p} r , α ∈ S m .
Let J ⊆ {1, . . . , r} such that j ∈ J iff I j ≤ m. Write J = {j 1 , . . . , j t }. Then let I = (I ji |i ∈ (1, . . . , t)) ∈ {1, . . . , m} t . Let {1, . . . , r} \ J = {j 1 , . . . ,j u }. Then let I = (Ij i − m|i ∈ (1, . . . , u)) ∈ {1, . . . , p} u . Finally define β ∈ S r with
which can be written as
Note that i ≤ t iff I β(i) ≤ m and that I i = I β −1 i if I i ≤ m, I i = I (β −1 i)−t + m otherwise. Then we claim that
The left hand side is
The right hand side is
which shows our claim. It is a simple calculation that
where α −1 acts upon the entries in I, so (α
For composition, we use a similar argument to the ⊕ case above. Assume that I is increasing. Let I = (I 1 , . . . , I t ) with I t ≤ m, I t+1 > m. Let I = (1, . . . , k) ⊕ (I t+1 − m + k, . . . , I r − m + k). We claim that
Which is what we wanted. If I is not increasing, then there is a permutation β ∈ S r such that π β I is increasing. Then
Thus we see that SC ⊆ CS. For the converse, i.e. CS ⊆ SC, we use similar
Let I = I ⊕ (I + m), i.e. I i = I i for i ≤ t, I i = I i−t + m for i > t. Then it is a simple calculation to see that
Let β ∈ S p be defined by β −1 (i) = I i for i ≤ u, with the rest filled in to make it a permutation. Because I contains no repeats, we know this can be done. Let k ≤ min(n, u). Then we claim that
Thus we have that CS ⊆ SC and thus SC = CS.
Similarly we show that KC = CK. We start with KC ⊆ CK. Let f ∈ M n,m (A), g ∈ M l,p (A), i ∈ {1, . . . , n + l}, a ∈ A. It is a simple application of the definitions to see that
It is a simple calculation that
Applying the definitions gives us
For CK ⊆ KC we proceed as follows. Note that we must also include the nonapplication of k as a case here. Let f ∈ M n,m (A), g ∈ M l,p (A), i 1 ∈ {1, . . . , n}, i 2 ∈ {1, . . . , l}, a 1 , a 2 ∈ A. Then we claim that
The first two follow by simple application of the definitions. The third claim combines these two.
As we saw above, π α commutes with k.
, . . . , n}, i 2 ∈ {1, . . . , l}, a 1 , a 2 ∈ A. Let β ∈ S n be (i 1 , i 1 + 1, . . . , n) . Then we claim that
The first claim is direct from the definitions. The second requires some more work. Let i ∈ {1, . . . , m + p − k}.
which is what we wanted. The third case is the combination of the first two cases. So every expression in CK can be written in KC, so we obtain CK = KC.
We see that SK = KS because it makes no difference whether the inputs are fed constants and then some outputs are ignored, or some outputs are ignored and then some inputs are fed constants. To see this formally, let f ∈ M n,m (A), 1 ≤ i ≤ n, r ∈ N, I ∈ {1, . . . , m} r and a ∈ A.
s(I, k(i, a, f ))(x 1 , . . . , x n−1 ) = s(I, f (x 1 , . . . , x i−1 , a, x i , . . . , x n−1 )) = (f j (x 1 , . . . , x i−1 , a, x i , . . . , x n−1 )|j ∈ I) = (k(i, a, f j )|j ∈ I)(x 1 , . . . , x n−1 ) = k(i, a, s(I, f ))
Lastly, we show that C ∆ is well behaved by showing that ∆ and ∇ commute with S and K. Let f ∈ M n,m (A), r ∈ N, I ∈ {1, . . . , n} r and a ∈ A. = k(i, a, f )(x 2 , . . . , x n ) = f (x 2 , . . . , x i , a, x i+1 , . . . , x n ) = (∇f )(x 1 , . . . , x i , a, x i+1 , . . . , x n ) = k(i + 1, a, ∇f )(x 1 , . . . , x n )
So we see that KC ∆ ⊆ C ∆ K ⊆ KC ∆ so they are equal. Let F ⊆ M (A) be a collection of mappings. Then g ∈ SKC(F ) is equivalent to saying that g is realised by F . We see that we have some inclusions amongst the various closure operations introduced above, obtaining the inclusion diagram in Figure 1 .
We know that many of these inclusions are strict. For A of even order, we know from Corollary 5.8 and Theorem 5.12 that C(F ) is strictly included in 
RKSC(F )
T (F ) = RT (F ) FIGURE 1 On the left we have inclusion of the various closure operations applied to a set of maps F ⊆ M (A). When we are looking at a set F ⊆ B(A) and are not interested in ∆, we get the inclusions on the right.
T S (F ).
On the other hand, for specific classes of F , some closure classes fall together. If F ⊆ B(A), then RC(F ) = C(F ), RT S (F ) = T S (F ) and RT (F ) = T (F ). Thus we obtain the second inclusion diagram, where we also omit the ∆ operator.
One of the general problems is to look at the ways in which we can define these various classes as a form of closure via a Galois connection. This has been preliminarily investigated in [6] for C(F ) and T (F ) from reversible F .
CONCLUSION
We have presented a language based upon clone theory in order to discuss systems of mappings A m → A n on a set A. We have then written Toffoli's model of reversible computation as a theory of mapping composition, finding that larger sets of states leads to a more complex system than binary reversible logic. We see that the ideas can be used more generally. We are now confronted with the spectrum of questions that arise naturally in clone theory and related fields of general algebra, such as the size and structure of the lattice of multiclones and revclones on a given set. The largest challenge is to determine a suitable combinatorial structure to be used for invariance type results of the Pol-Inv type for the five natural types of closure. It seems probable that the results in [1, 6] will be of use to develop such a theory.
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