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Department, University of Western Ontario, London, Canada* 
Basic theory of finite automata whose state transitions and out- 
puts depend on time is developed. A necessary and sufficient condition 
for a language to be accepted by such an automaton is established. 
Interrelations between various types of time-variant automata, ia- 
cluding nondeterministic ones, are studied. Results concerning the 
closure (under various operations) of the family of languages ac- 
cepted by time-variant automata are obtained. Finally, time-variant 
automata are compared with other types of automata. 
Two natural ways  to generalize the notion of a finite (deterministic) 
automaton  are to allow the structure of the automaton  to be proba- 
bilistic or time-variant. There  is an extensive literature concerning 
probabilistic automata,  whereas  a time-variant automaton  has been 
introduced only recently by  Agasand jan  (1967). The  time-variant 
automaton  introduced in Section 1 is essentially the same as that of 
Agasandian.  State transitions and  outputs depend on  t ime instants in 
the following fashion. Instead of only one transition table and  only one 
set of designated final states the antomaton  has an infinite sequence 
fo , f l , f2 , f~ ,  . . .  (1) 
of transition tables and an infinite sequence 
So, S1, $2, $3,  - - "  (2) 
of sets of designated final states. For i = 0, 1, 2, . . . ,  the table f~ and 
the set S~ are applied at the ith time instant. For instance, the input 
would xlx~xs is accepted if and only if 
A(£(£(s0, xl), x2), x3) ~ &, 
where so denotes the initial state. 
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It follows from the definition that the sequences (i) and (2) contain 
only finitely many distinct elements. However,  no assumptions con- 
cerning the generation of the sequences (i) and (2) are made. (Thus, 
it is not assumed that (i) and (2) are generated by Turing machines.) 
Consequently, languages which are not recursively enumerable can be 
accepted by time-variant automata. As regards probabilistic automata, 
the situation is exactly the same if one follows the usual definition and 
allows noncomputable probabilities and cut-points. 
In this paper, some of the basic problems concerning time-variant 
automata are solved. Theorems I, 7 and 8 are mentioned without proof 
by Agasandian (1967). The  proofs appear in (Agasandjan, 1967, 2). 
I. DEFINITIONS 
The  set of all words, including the empty  word X, over a finite al- 
phabet I is denoted by W( I ) .  Subsets of W(1) are referred to as lan- 
guages over I. The  length of a word P is denoted by  Ig (P). By  definition, 
]g (X) -- 0. The  set of subsets of a set X is denoted by 2 x and the set of 
mappings of a set X into a set Y by yx. 
A finite time-variant automaton or, shortly, t.v.a, over a finite alphabet 
I is an ordered triple A = (S, so, f ) ,  where S is a finite non-empty set 
(internal states), s0 C S (initial state) and f is a mapping of the set of 
nonnegative integers into the Cartesian product S sx~ X 2 s. 
Thus, the values f(i), i --- O, 1, .. • , are ordered pairs (f~, Sd,  where 
f~ is a mapping of S X I into S and Si is a subset of S. The former is 
referred to as the transition function and the latter as the final state set 
at the moment i. Clearly, the range of the function f is finite. If, for all 
i = 0, 1, . . .  , the functions f~ (the sets St) are equal then the t.v.a. 
A is said to possess a constant ransition (a constant final state set). 
The response respx (P) of a t.v.a. A to a word P over I is defined 
recursively by 
respA (X) = So ; 
respA (Qx) = fl~(~)+~(respA (Q), x), Q ~ W(I) ,  x ~ I. 
Thus, respA is a mapping of W( I )  into S. A word P is accepted by A 
if and only if resp~ (P) ~ SI:(F). The language L(A) accepted by A 
consists of all words accepted by A, in symbols, 
L(A) -- {PlrespA (P) ~ Slg(p)}. 
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A language L over I is acceptable by a finite time-variant automaton 
or, shortly, t.v.a.a, if and only if L = L(A),  for some t.v.a. A over I. 
Clearly, a t.v.a, with both a constant transition and a constant final 
state set can be rewritten as a finite deterministic automaton, and vice 
versa. Thus, the family of languages acceptable by finite time-variant 
automata with both a constant transition and a constant final state set 
equals the family of regular or type 3 languages. Consequently, the 
family of t.v.a.a, languages includes all regular languages. 
A finite nondete~ninistic me-variant automaton or, shortly, n.t.v.a. 
is defined exactly as a t.v.a, except hat in this case f is a mapping into 
the set of subsets of the set S sxx X 2 s, and so is a subset of S. Thus at 
any moment i, a n.t.v.a, has several (possibly none) choices for the pair 
(f~', Si). This means also that the choice of the final state set and the 
choice of the transition are interdependent. An automaton which at 
any moment can choose some of given transitions and some of given 
final state sets independently of each other is obviously a special case 
of our n.t.v,a. 
The response resp~ (P) of a n.t.v.a. A to a word P over I is defined by 
resp~ (X) = so 
respA (Qx) = U U ~(s, x), Q E W(I) ,  x ~ [, 
3 E resPA (Q) ~a 
where ~ runs through all functions appearing as first components of 
f(lg (Q) -t- 1). Thus, respA is a mapping of W(I)  into 2 s. The word X 
is accepted by A if and only if so contains an element of some set appear- 
ing as the second component of f(0). The word Qx, x C [, is accepted 
by A if and only if there is a state s in respA (Q) and a pair (~, S ~) 
inf ( Ig  (Q) -[- I) such that ~(s, x) C S "1. The language L(A) accepted 
by A consists of all words accepted by A. 
2.  CHARACTERIZAT ION OF T.V.A.A. LANOVAOES 
We shall now establish a necessary and sufficient condition for a 
language L to be t.v.a.a. The criterion gives also the number of states 
in the smallest .v.a, accepting L. 
Following (Rabin-Scott, 1959), we define a relation EL over W(I)  
induced by a language L over I. For P, Q C W(I ) ,  PE~Q holds if and 
only if, for every R C W(I ) ,  PR belongs to L exactly in ease QR be- 
longs to L. Clearly, EL is a right-invariant equivalence relation. For 
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i = 0, 1, . . .  , we denote by L( i )  the number of equivalence classes 
induced by EL on the words of length i. 
T~IEOn~M 1. A language L is t.v.a.a, if and only if there is a natural 
number k such that 
L( i )  - k (i = 0, 1, . . . ) .  (3) 
I f  k is the smallest natural number satisfying (3), then L is accepted by a 
t.v.a, with k states but L is not accepted by any t.v.a, with fewer than k 
states. 
Proof. We assume first that there exists a finite upper bound for the 
numbers L( i )  and that k is the smallest number satisfying (3). Con- 
sider the t.v.a. 
A = ({sl, . . .  , sk}, 81,f), 
where the values f ( i )  = (fi,  Si) are defined as follows. The function f0 
is chosen arbitrarily. The set So consists of sl if X 6 L. Otherwise, So 
is empty. We now proceed inductively, assuming that the value f (u)  = 
(f~, S~), where u _-> 0, has been defined. The function f~+l : S X I --~ S 
is defined as follows. Consider an arbitrary pair (s, x) 6 S X I. Assume 
first that there is a word P of length u such that s = respx (P). (Note 
that we may suppose, by our inductive assumption, that the function 
respa has been defined for words of length =<u.) Let P1, . - .  , P~, 
1 < k, be the equivalence classes of words of length u + 1 arranged in 
some prescribed order. Then we define f~+~(s, x) = sj, where j is the 
number such that Px is a member of P~. Clearly, the number j does not 
depend on the choice of P. Assume next that there is no word P of 
length u such that s = resp~ (P). Then the value f~+l(s, x) may be 
chosen arbitrarily. Finally, by definition, sj 6 S~+~ if and only if P~. c L. 
(The states s~-l, . . . ,  s~ do not belong to S~+1 .) This completes the 
definition of A. I t  is easily verified that L = L (A) .  
The remaining part of the theorem is a consequence of the following 
fact. Assume that, for some i, L( i )  = lc~. Then L is not accepted by any 
t.v.a. A1 with less than/c~ states. This follows because, otherwise, there 
would exist two words P and Q of length i such that 
respx~ (P) = resp~ (Q) (4) 
and a word R such that 
PR 6 L and QR ~ L. (5) 
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The equation (~) implies the equation 
respA1 (PR) = resp~l (QR) 
which together with the result lg (PR) = lg (QR) contradicts (5). 
This completes the proof of Theorem 1. 
For any regular language, there is only a finite number k of equivalence 
classes of E~. We may always choose this number k to be the bound 
(3). However, in many cases a better bound can be obtained. For 
languages over one letter, we may always choose k = 1. Hence, any 
language over one letter is accepted by a t.v.a, with only one state. 
Thus, in many cases the transition from a finite deterministic automaton 
to a time-variant automaton means saving in the number of states. 
However, from a practical point of view this is of no consequence be- 
cause increasing complexity in the language means increasing complexity 
in the generation of the sequences f~ and St.  
On the other hand, the bound (3) may be finite although the number 
of equivalence classes of E~ is infinite. The following theorem gives a 
useful tool of constructing nonregular t.v.a.a, languages. By an infinite 
word over I we mean an infinite sequence of letters of L Any finite 
initial subsequence of an infinite word P is termed an initial subword 
of P. 
TH~on~M 2. Any set of initial subwords of an infinite word P is ac- 
ceptable by a t.v.a, with two states. 
Proof. Let L be a set of initial subwords of an infinite word P. We 
may choose in (3) k = 2 because, for every i, all words of length i 
which are different from the initial subword of P of length i are equiv- 
alent. Theorem 2 follows, by Theorem 1. 
For instance, the nonregular (in fact, non-context-free) language 
¢ 2 2 3 4 2 8 4 5 6 ~ xyxy , xyxy xy xy , xyxy xy xy xy xy , • • • } (6) 
over the alphabet Ix, y} is t.v.a.a. It  is an immediate consequence of
Theorem 2 that the family of t.v.a.a, languages is nondenumerable. 
Let L (~ = (L1, .--  , L~) be an unordered n-tuple (n => 1) of languages 
over [. Consider the binary relation E(L  (~) over W(I )  defined as 
follows. PE(L('))Q holds if and only if, for all R and i (1 =< i< n), 
PR C Li exactly in case QR C L~. (For n = 1, E(L  ~)  is our earlier 
relation EL.)  For i = 0, 1, . . .  , we denote by L(~)(i) the number of 
equivalence classes induced by E(L  (~) on the words of length i. 
According to our next theorem, any finite number of t.v.a.a, languages 
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can be accepted by the same t.v.a, if different choices of the final state 
set are allowed. The theorem also gives the smallest possible number of 
states in any such automaton. The proof of the theorem, being analogous 
to the proof of Theorem 1, is omitted. 
T~EO~EM 3. Assume that n >= 1 and L1, • • •,  L~ are t.v.a.a, languages. 
Then the numbers L(~) ( i ) ,  i = O, 1, . . .  , possess a finite least upper bound 
k. There are finite time-variant automata A1,  • .. , A~ with a common state 
set of cardinal k, a common initial state and common transition functions 
f~, i = 0, 1, . - . ,  such that L~ = L(A~),  for j = 1, . . .  , n. Furthermore, 
there are no finite time-variant automata B~ , . . .  , B ,  with these properties 
such that the common state set possesses less than k states. 
For instance, the languages (6) and 
{xm~y'lm, n >= 1} (7) 
over Ix, y} are accepted by two t.v.a's with a common state set of four 
states, a common initial state and common transition functions but the 
number four cannot be reduced. 
We note, finally, that instead of the relations E~ and E(L  (~)) one may 
consider the corresponding left invariant equivalence r lations. Theorems 
1 and 3 do not remain valid. In fact, the language (7) is t.v.a.a, but there 
is no finite upper bound corresponding to (3) for the numbers L ' ( i )  
defined by the left invariant equivalence relation E~' induced by L. 
This follows because, for any m > 1, the words 
x('~-i)~y m:-(m-~)~ (i  = 0 , " ' ,  m -- 1), 
each of which is of length m 9, are pairwise non-equivalent under E J .  
Thus, in connection with t.v.a.a, languages it is essential to distinguish 
between right and left eatenation. This characteristic distinction will be 
encountered also in Section 4. 
'3. DIFFERENT ASPECTS OF TIME-VARIANOE 
We shall now study the problem of whether it suffices to have only a 
time-variant transition (only a time-variant final state set), i.e., whether 
every t.v.a.a, language is accepted by a t.v.a, with a constant final 
state set (a constant ransition). It turns out that this statement is 
true for constant final state sets, whereas the restriction to a constant 
transition properly decreases the family of acceptable languages. An 
analogous result holds true for probabilistic automata: every accept- 
able language is accepted by an automaton with a deterministic output, 
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whereas not every acceptable language is accepted by an automaton 
with a deterministic transition. (el. Salomaa, 1966 or 1968). 
One may also ask what happens if the whole state set is time-variant. 
The answer is very simple. If the state set is allowed to grow beyond all 
bounds, then every language is acceptable. If there is a finite upper 
bound for the number of states, then the device reduces to our t.v.a. 
In the statement of the following theorem we consider the numbers 
L( i )  introduced in Section 2. 
T~EOaE~ zt. Every t.v.a.a, language L is accepted by a t.v.a, with a 
constant final state set. More specifically, if there is a natural number k 
such that (3) is satisfied, then L is accepied by a t.v.a. A with 2k states 
and with a constant final state set. 
Proof. The automaton A is constructed in the same way as in the 
proof of Theorem 1. The difference is that the state set is now 
and 
Sl, " " " , Sk  , 8k+1,  " " " , S2k} 
S~ = {s!, "-- , sk}, for a l l i  = 0, 1, - . . .  
The initiaI state is sl if X C L. Otherwise, it is sk+l. In defining the transi- 
tions, we let f~+1(s, x) be equal to sj or sk+j, depending on whether 
Pj- c L or Pi  dg L. I t  is easily verified that A accepts L and, hence, 
Theorem g follows. 
The number 2k cannot be replaced in the general ease by the number 
2k -- 1. In this sense, the result is best possible. However, by considering 
the maximal number of non-equivalent words of a given length which 
(i) belong to the language, (ii) do not belong to the language, a slightly 
better bound can be obtained. 
T~EO~E~ 5. There is a t.v.a.a, language which is not accepted byany 
t.v.a, with a constant transition. 
Proof. We claim that the language (7) is not accepted by any t.v.a. 
Mth a constant transition. Assume the contrary: (7) is accepted by a 
t.v.a. A with a constant ransition. Because the states respx (x i) are 
not all distinct, there are natural numbers m and d such that 
respx (x m~) = respx (xm~+e). 
Consequently, 
respA (x ~)  = respA (xm~+id), i = O, 1, . . .  , 
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and hence, for all i and j, 
respA (xm~y i) = resp~ (x'~+~yS). (8) 
On the other hand, there are natural numbers k and l such that 
resp~ (x~y k) = resp~ (22y  ~+~) 
and hence, for all j, 
resp~ (x'~y k) = resp~ (x"~yk+~z). (9) 
Combining (8) and (9), we infer 
respa (22y  k+~) -- respA (xm2+i~yk), 
for all i and j. In particular, choosing i = vl and j = v d, we obtain 
resp~ (xm:y k+~ ~z) = resp~ (x ~+~ d~y~), (10) 
for v = 0, 1, . . . .  Finally, we choose in (10) a value of v such that 
m 2 -~ v dl is not a square. Then the left side of (10) belongs to the final 
state set, whereas the right side of (10) does not belong to this set. 
This is a contradiction because the words on the left and the right side 
are of equal ength m 2 -~ ~ -~ v dl. Thus, we obtain Theorem 5. 
By Theorem 5, the family of languages acceptable by finite time- 
variant automata with a constant ransition is a proper subfamily of 
t.v.a.a, languages, whereas it properly includes all regular languages. 
We shall now consider nondeterministie time-variant automata, as 
well as the case where the sequences f~ and S~ have some special prop- 
erties. The next theorem shows that the family of accepted languages 
does not increase in the transition from deterministic to nondeterministie 
automata. 
THEOnEM 6. Every language accepted by a finite nondeterministic time- 
variant automaton is t.v.a.a. 
Proof. Let L be accepted by a n.t.v.a. 
A = ({s~,-- .  , s~},So , f )  
over I. We define a t.v.a. A~ = (S, so, g) as follows. The state set S 
consists of all subsets of the set 
{ Sl , . . .  , s, , st', . . .  , s,' } . (11) 
The initial state so is the subset of (11) consisting of all elements j 
and s j ,  where j is such that s~. E So. The second component of g(i)  
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consists, for all i = 0, 1, • • • , of all subsets of (11) which contain at ]east 
one element sj', except hat it is empty if i = 0 and X ~ L. Assume that 
f ( i )  consists of the pairs (fl, $1), . . .  , (if, S~). Then the first component 
of g (i) is defined as follows. Consider first subsets of (11) consisting of a 
single element and let x C I. Then, for al l j  = 1, • • • , n, 
gd{s;}, z) = gd{si'}, x) = U [f '(s;,  z)], 
v 
where 
. /f"!sj, x) if f'(s~', x) ~ S', 
(sj ,x)] = [ ( f  (ss , x) ), if f f ( ss ,x )  ~SL  
For an arbitrary subset Y of (11) and x E I, we define 
g, (Y ,x )  = U g~(y,x). 
YEY 
By the construction of A1, L = L(A1), and Theorem 6 follows. 
I t  is clear that if, for A = (S, s0, f), the function f is Turing-eomput- 
able, then the language L(A  ) is recursive. We shall now study the case 
where the sequence of values of f ( i )  is almost periodic. (Clearly, the 
sequence f ( i )  is almost periodic if and only if both of the sequences 
f~ and S~ are almost periodic.) 
THEOREM 7. Assume that A = (S, so, f)  is a t.v.a, over I such that the 
sequence f(  i), i = O, 1, . . .  , is almost periodic. Then the language L (A  ) 
is regular. 
Proof. By the assumption, there are natural numbers k and 1 such 
that 
f ( i  + l) = f ( i ) ,  for all i _-> k. (12) 
Consider the following binary relation E over W(I ) .  By definition, 
PEQ holds if and only if either P = Q or each of the following is satisfied: 
lg (P) >_- k, lg (Q) >_- k, lg (P) - lg  (Q)(mod/),  
respx (P) = respa (Q). 
By (12), E is a right invariant equivalence relation. Furthermore, if
A has n states and the number of words of length less than k equals u, 
then the index of E is less than or equal to nI -~ u. Hence, E is of finite 
index. By (12) and the definition of E, the language L(A)  is the union 
of some equivalence classes of E. This implies (cf. (Rabin-Scott, 1959)) 
that L(A)  is regular. 
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The proof gives also an estimate for the number of states in a finite 
deterministic automaton accepting L(A) .  Note also that the language 
L(A)  may be regular although the sequence f ( i )  is not almost periodic. 
4. OPERATIONS 
We shall in this section consider various operations defined for lan- 
guages and investigate whether or not our family of t.v.a.a, languages i  
closed under a particular operation. 
THEOREM 8. The family of t.v.a.a, languages is closed under union, 
intersection and complementation. I f  L~ is t.v.a.a., L~ is regular and L3 
is finite, then the catenations L1L2 and L3L1 are t.v.a.a. 
Proof. The closure of the family of t.v.a.a, languages under Boolean 
operations i a direct consequence of Theorem 3. 
Assume that L1 = L(A1), where A1 = (S 1, sl, f) is a t.v.a, and 
L2 = L(A2), where As = (S ~, s~, g) is a t.v.a, with a constant transition 
g~ and a constant final state set F. Without loss of generality, we may 
assume that S ~ and S 2 do not contain common elements. The language 
L~L2 is accepted by the n.t.v.a. 
A = (S 1 u S ~, {sl}, h), 
where each h(i), i > 1, consists of two pairs (hl 1, F), (h~, F) such that 
hi(s ,  x) ~ - S~,  = hl (s, x) = fi(s, x), for s E S 1 
hi(s, x) = fi(s, x), for s C Si_l, 
2 hi (s, x) = g~(s2 , x), for s C Si_~, 
1 = hi (s, x) = gl(s, x), for s C hl (s, x) 2 S2. 
(Here the components off( i)  are denoted byf i  and Si. The value h(0) 
is chosen in such a way that sl is a final state at the moment 0if and only 
if ), C L~L2 .) Hence, by Theorem 6, L~L~ is t.v.a.a. 
For the remaining part of the theorem, it suffices to consider the case, 
where L3 consists of a single word P (because the family of t.v.a.a. 
languages i  closed under union). In this case, however, an obvious 
modification of A~ accepts the language L~L~. This completes the proof 
of Theorem 8. 
The catenation L2L~ of a regular language L2 and a t.v.a.a, language 
L~ is not necessarily t.v.a.a. This is seen, for instance, by choosing 
L2 = {y~ In >- 1}, L1 -- {x ~ {m >- 1}. 
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By Theorem 1, L2L1 is not t.v.a.a. 
Consequently, the family of t.v.a.a, languages is not closed under 
catenation. 
The following sharpening ofthe first sentence of Theorem 8is a direct 
consequence of Theorem 3. 
THEOREM 9. Assume that n >= 1 and L1, • • • , L~ are t.v.a.a, languages. 
Assume that, for each i = O, 1, • • • , the set of words of length i in the lan- 
guage L is obtained by Boolean operations from the sets of words of length 
i in the languages LI, • .. , L~. (Different operations may be applied for 
different values of i.) Then L is t.v.a.a. 
In the following theorem we consider various other than Boolean 
operations: eatenation closure (also called iteration or star product), 
substitution, mirror image (i.e., all words are written backwards), 
initial (final) restriction and initial (final) extension. Thereby, the 
initial (final) extension of a language L consists of all initial (final) 
subwords of the words in L, and the initial (final) restriction of L con- 
sists of all words in L such that each of their initial (final) subwords also 
belongs to L. 
THEOREM 10. The family of t.v.a.a, languages is closed under initial 
extension and restriction. The family of t.v.a.a, languages is not closed 
under any of the following operations: catenation, catenation closure, mirror 
im age,substitution, final extension and final restriction. 
Proof. Assume that L is accepted by the t.v.a.A. We construct a
t.v.a. A1 which accepts the initial extension of L as follows. The state set, 
the initial state and M1 transitions of A are left unchanged. A state s of 
A1 belongs to the final state set at the moment i if and only if there is a 
word P of length i such that s = respA (P) and there is a word Q such 
that resp~ (PQ) is a final state of A at the moment i ~- lg (Q). 
The initial restriction of L can be expressed in the form 
,-~( (NL)W( I )  ) 
(where N denotes complementation). Hence, by Theorem 8, the initial 
restriction of L is t.v.a.a. 
It was seen above that the family of t.v.a.a, languages i not closed 
under catenation. It is not closed under catenation closure because, by 
Theorem 1, the language 
L1 = {x~2y[n >= 1} 
is t.v.a.a., whereas LI* is not t.v.a.a. It is not closed under mirror image 
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because the mirror image of the language (7) is not t.v.a.a. It is not 
closed under substitution because, otherwise, it would be closed under 
catenation. It is not closed under final extension because, by Theorem 1, 
the final extension of the language (6) is not t.v.a.a. 
Finally, the family of t.v.a.a, languages i not closed under final re- 
striction. This is seen as follows. Define 
L~ = W({x, y}){yx ~ In >= 1}, L3 = {yx ~2 In >= 1}. 
Then, by Theorem 1, L3 is t.v.a.a, but L2 is not t.v.a.a. On the other hand, 
L2 = ~-~ (fr (~L3)), 
where fr denotes final restriction. Thus, by Theorem 8, fr (~L3) is not 
t.v.a.a. This completes the proof of Theorem 10. 
By the left derivative Op( L ) (right derivative Op'( L ) ) of a language L 
with respect o a word P we mean the language {Q [ PQ E L} (the lan- 
guage {Q I QP C L}). 
TEEOREM 11. The family of t.v.a.a, language is closed under the forming 
of left (right) derivatives. A language L is t.v.a.a, if and only if there is an 
integer k such that all left (right) derivatives of L with respect o words of 
length k are t.v.a.a, languages. 
Proof. Assume that L is accepted by a t.v.a.a. A over I and that x C I. 
The language O~(L) is accepted by a t.v.a. A1 with the state set of A and 
with the initial state resp~ (x). The transition and final state set of A1 at 
the moment i equal the transition and final state set of A at the moment 
i -? 1. The language O~'(L) is accepted by a t.v.a. A2 with the same state 
set, initial state and transitions as A. A state s is a final state of A2 at the 
moment i if and only if there is a word P of length i such that 
resp~ (P) = s and resp~ (Px) is a final state of A at the moment i ~- 1. 
Consequently, for any word P, Op(L) and O~'(L) are t.v.a.a, languages. 
The second sentence of Theorem 11 is a consequence of Theorem 8 
because 
L = U POp(L) --k 8(L) = U Op'(L)P q- ~'(L), 
.P P 
where P ranges through all words of length k, and ~(L) and ~'(L) are 
finite languages. 
The part of Theorem 11 concerning left derivatives i true also for 
languages acceptable by finite probabilistic automata (cf. (Salomaa, 
1968) , whereas the part concerning right derivatives i  open as regards 
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these languages. For probabilistie automata, it is very difficult to obtain 
results analogous to Theorem 10 because it is diffieult to prove that a 
language is not accepted by a probabilistic automaton. 
5. COMPARISON WITtt OTHER AUTO~/IATA 
The family of t.v.a.a, languages contains all regular languages. Be- 
cause it is not denumerable, it eontains also languages which are not re- 
cursively enumerable, i.e., which are not acceptable by Turing machines. 
We shall now compare the family of t.v.a.a, languages with the families 
in the Chomsky  hierarchy, as well as with the family of languages 
accepted by finite probabilistie automata. 
THEOREM 12. There is a context-free language which is not t.v.a.a. T~ere 
is also a nonregular context-free language which is t.v.a.a. 
Proof. The first sentence is quite obvious because, by Theorem 1, one 
can use here almost any nonregular context-free language considered in 
the literature, for instance, the language 
{xmyx~ll < m <-_ n}. (13) 
It is a much more difficult task to find examples proving the second 
sentence of the theorem. One such language is the complement L of the 
language (6). Since (6) is t.v.a.a., also L is t.v.a.a., by Theorem 8. 
Clearly, L is nonregutar. L equals the union of the complements of the 
languages 
xyzy~{xy%y~+~ l i > 1}* (I4) 
and 
xy{xy%y~+~ f i >= l}%yy*. ,(15) 
The languages (14) and (15) are deterministic and, therefore, their 
complements are context-free. (Cf. (Ginsburg, 1966).) Because the 
union of two context-free languages i context-free, we conclude that L 
is context-free and, hence, Theorem 12 follows. 
THEOREM 13. There is a language accepted by a finite probabilistic 
automaton which is not t.v.a.a. There is a t.v.a.a, language which is not 
acceptable by any finite probabilistic automaton. 
Pro@ The language (13) is accepted by a finite probabilistic automa- 
ton. (Cf. (Salomaa, 1968).) This proves the first sentence of the theorem. 
By Theorem 2, all languages over one letter are t.v.a.a. On the other 
hand, Bukharaev (1965) has given an example of a language over one 
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letter which is not acceptable by any finite probabilistie automaton. 
Hence, the second sentence of the theorem follows. We would like to 
point out that we do not know of any proof for Bukharaev's result. 
I t  is a consequence of Theorem 13 that finite automata with a time- 
variant probabilistie structure accept a family of languages which 
properly includes the family of t.v.a.a, languages as well as the family of 
languages accepted by finite probabilistie automata. 
During recent years, many subfamilies of context-free languages have 
been introduced and inclusions between them investigated. (Cf., for 
instance, (Yntema, 1967) and (Salomaa, 1968).) We propose here 
another two such subfamilies: the family KI of context-free t.v.a.a, lan- 
guages and the family Ks of context-free languages acceptable by finite 
probabilistic automata. Both K1 and Ks properly include the family of 
regular languages. K1 is properly included in the family of all context- 
free languages. It seems likely that the same holds true also with respect 
to the family Ks, although this is difficult to prove because of the reason 
mentioned at the end of Section 4. 
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