Abstract. We bound, from below, the least common multiple of k integers from a short interval. This is used to bound the length of an arc ? of the hyperbola, xy = N, containing k integer lattice points.
Introduction
The problem of nding lattice points on curves has been studied by many authors, most famously Gauss's investigation on lattice points inside the circle. If we restrict our attention to lattice points on short arcs, then there are several bounds known; for example, for conics see 1, 2, 3, 4] . We consider the hyperbola xy = N so that each lattice point is a divisor of N. Therefore counting lattice points on a small arc of the hyperbola, is the same as counting divisors of N in a short interval. We prove the following result: Theorem 1. Given k integers X a 1 < < a k X + L, we have is the Euler constant, and (j) := P n 1 1=n j is the Riemann zeta function.
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Notice that the bound in (1) is sharper than that of (4) exactly when C k X k?2 L ( k 2 ) for k 4 (the bounds are identical for k = 3). To prove Theorem 1 we write a i = X + i L for each i, so that 0 1 < 2 < < k 1. In both of these cases we have given polynomial examples which are as good as possible (in that they give examples with lcm C k X k =L ( k 2 ) ). This is not possible for k 4: To see this notice that if it were then every f j (t) = a j ?a 1 (j 2) would have the same degree and would have integer coe cients. The ratios of the leading coe cients of the f j (t) would thus all be rational and so 1 would be a rational number. However if lcm C k X k =L ( k 2 ) then the value of 2 1 is given in Proposition 1, and this is not the square of a rational for any k 4 .
On the other hand we will show, in section 4c, how to construct such polynomials for each k which lead to examples with lcm k X k =L ( k 2 ) . We may re-interpret our results to give results about lattice points on the hyperbola xy = N in as small an arc as possible. As a consequence of (1), (4) F is di erentiable function, and so attains its maximum in the closed set 0 2 k?1 1 (evidently i 6 = j else F = 0). Therefore the maximum occurs at a critical point, so for 2 i k ? 1 which may be veri ed by substituting into (5) .
Given polynomial f of degree n and polynomial g of degree m n, de ne R(f; g) to be the absolute value of the resultant of f and g. To determine (H), we will use the fact that (H) 2 = R(H; H 0 ). We need several facts about resultants (see 11]); for example, R(f; cg) = c n R(f; g) for any constant c. Also, if g has leading coe cient b, and h f (mod g) where h has degree r n, then R(f; g) = b n?r R(g; h).
We which gives our result after some re-arrangement.
Our next objective is to prove Proposition 2. To do this we rst prove the following well-known result, giving a proof which arose in discussion with Konyagin: Lemma 1. Given k 2, let P := LCM 1; ; k] and 1 = 0. We shall select 0 < 2 < 3 < < k , then determine a large positive integer z, and nally take each a i = z + i . So, given 1 ; 2 ; : : : ; r?1 , let Q be the set of primes > k which divide Q 1 i<j r?1 ( j ? i ), and de ne !(p) to be the number of distinct residue classes of 1 ; 2 ; : : : ; r?1 (mod p) for each p 2 Q. We take y = r?1 here, and see that for su ciently large N, there must exist such an integer , which we denote r . After we have determined 1 ; 2 ; : : : ; k we let z be a positive integer for which z 0 (mod P 2
