Abstract. In this paper we consider the Cauchy problem for weakly coupled systems of semilinear thermoelastic plate equations, where the heat conduction is modeled by Fourier's law. By applying L p − L r estimates away of the conjugate line and the test function method, respectively, we derive global (in time) existence and blow-up of solutions to weakly coupled systems of thermoelastic plate equations in R n , n 1.
Introduction
Recently, the Cauchy problem for linear thermoelastic plate equations, where the heat conduction is modeled by Fourier's law has been considered. The model is given in the form      u tt + ∆ 2 u + ∆θ = 0, x ∈ R n , t > 0,
where t stands for the time and x for the space-variables, the unknown scalar functions u = u(t, x) and θ = θ(t, x) denote the vertical displacement of a plate and the temperature difference to the equilibrium state, respectively. Especially, decay properties of solutions in the L 2 norm have been studied in [37, 35] . By applying energy methods in the Fourier space, L 2 -decay estimates
(1 + t)
have been proved by assuming additional L 1 regularity on initial data, where k ∈ N 0 and c > 0. Then, by calculating explicit eigenvalues, [35] proved the sharpness of the above derived L 2 -decay estimates. Moreover, the paper [37] investigated L 2 -decay estimates and L ∞ -decay estimates even with initial data taking from weighted L 1 spaces. For other studies on thermoelastic plate equations, we refer to the classical papers [1, 17, 18, 19, 20, 21, 22, 23, 24, 9, 10, 11, 33, 13] and references therein contained for further details.
However, in various physical and chemical problems, as well as their abstract form in applied mathematics, we always encounter nonlinear problems of thermoelastic plate equations (e.g. [13, 33] ) rather than linear system (1.1). In particular, the semilinear problem is a special kind of nonlinear problems.
In this paper we consider the Cauchy problem for weakly coupled systems of semilinear thermoelastic plate equations, where the heat conduction is modeled by Fourier's law, namely,
(u, u t , θ)(0, x) = (u 0 , u 1 , θ 0 )(x), x ∈ R n , (1.3) with j = 0 or j = 1, and p 1 , p 2 > 1. Our main goal is to understand the interplay between the power nonlinearities to prove global (in time) existence of small data Sobolev solutions or blow-up of solutions to (1.3) . Let us give some explanations about our model (1.3) . We may interpret it as a Schrödinger-parabolic coupled system on the left-hand sides (c.f. [35, 33] ) with weakly coupled nonlinearities on the right-hand sides. More precisely, the right-hand sides of nonlinearities have two different types, that is, power nonlinearities of the solution itself type, and power nonlinearities of mixed type (see for example, [14, 15, 31] ). The power nonlinearities of mixed type means in one equation the power nonlinearity of solution itself and in the other the power nonlinearity of a first-order time-derivative of the solution. Thus, we are interested in different types of power nonlinearities exerting different influence on the global (in time) existence and blow-up of solutions.
In the following part we will provide a historical overview to (1.3) . In recent years the Cauchy problem for semilinear coupled systems with power source nonlinearities has attached great attention.
We now begin with the Cauchy problem for semilinear coupled systems, whose linearized Cauchy problem is actually a coupled system. The global (in time) existence of small data solutions to semilinear coupled systems with power source nonlinearities are studied, for example, semilinear dissipative Timoshenko system in [36, 34] , semilinear elastic waves with different damping mechanisms in [5, 2] . However, to the best of the authors knowledge, so far there are no results in the blow-up of solutions to the Cauchy problem for weakly coupled systems of semilinear coupled systems with power source nonlinearities.
Next, let us recall some known results for the weakly coupled system of semilinear damped wave equations 4) where p 1 , p 2 > 1. For the single semilinear damped wave equation, the papers [40, 41, 16] proved p c (n) := 1 + 2 n is the critical exponent. In the recent papers [39, 25, 26, 27 ] the authors investigated the critical curve for (1.4) for any dimension, which can be described by the following condition in the p 1 − p 2 plane:
In other words, if α max < n 2 , then there exists a unique global (in time) small data solution; on the contrary, if α max n 2 , then every local (in time) solution blows up in finite time even for small data. To prove the global existence result to (1.4) when α max < n 2 for any dimension, the authors of [27] mainly used a weighted energy method based on exponentially weighted L 2 estimates of solutions. Nevertheless, due to the coupled structure of a Schrödinger-parabolic system for the left-hand sides of (1.3), it seems difficult to apply their method to (1.3). Moreover, if one uses L 2 − L 2 estimates with additional L 1 regularity to prove global (in time) existence of solutions, then we may observe the restriction on the dimension n since the application of the Gagliardo-Nirenberg inequality (see for example [7, 29, 4, 5, 3] ). To overcome the restriction on the dimension, we may employ L p − L r estimates of solutions together with Banach's fixed-point theorem. Additionally, in order to prove blow-up of solutions to (1.3), we found that the test function method, which is typically used for proving blow-up of solutions to single or weakly coupled systems for dissipative evolution equations whose linear parts are decoupled (see for example [8, 12, 41, 39, 6, 27, 28, 4] ), is suitably adapted to the study of our model (1.3) in some cases (one may see Theorems 1.2, 1.4 and Remarks 1.2, 1.5).
Before stating the global existence and blow-up results, we now define the following parameters:
Some notations also can be found at the end of this section.
Here we define the solution to (1.3) with j = 1.
is said to be a global weak solution to (1.3) with j = 1 if the following integral equalities hold:
Our main results for (1.3) with j = 1 are the following two theorems. 
there is a uniquely determined Sobolev solution
to the Cauchy problem (1.3) for n 1 with j = 1. Furthermore, the solution (u t , θ) satisfies the following estimates:
where r ∈ [1, ∞] and the parameters γ 1 and γ 2 are given by 
Then, there exists no global weak solution to the Cauchy problem (1.3) with j = 1 for α max n 2 with 1 < p 1 p c (n) and 1 < p 2 p c (n), where n 1. 
Here "critical exponent" means that there exists a pair of critical exponents (p 1,crit (n), p 2,crit (n)) which satisfies the following statements: 3) with j = 1 is described by
Surprisingly, the curve α max = [39, 6, 27, 28, 4] ) is difficult to be applied. This difficulty also appears in the strongly coupled system of damped wave equations in [30] .
a. The cases n = 1 and n = 2
b. The case n 3 Let us now turn to (1.3) with j = 0. We define the solution to (1.3) with j = 0.
is said to be a global weak solution to (1.3) with j = 0 if the following integral equalities hold:
Our main results for (1.3) with j = 0 are the following two theorems. 
and additionally u 0 = 0 with
to the Cauchy problem (1.3) for n 3 with j = 0. Furthermore, the solution (u, u t , θ) satisfies the following estimates:
where r ∈ [1, ∞] and the parameters γ 3 and γ 4 are given by Remark 1.4) . For this reason, we take the assumption u 0 = 0 in Theorem 1.3. 
Theorem 1.4. Let us assume that
We notice that the curve α max = The remaining part of the paper is organized as follows: in Section 2 we prepare L p −L r estimates of solutions to the corresponding linear Cauchy problem to (1.3) with vanishing right-hand sides; in Section 3 we prove Theorem 1.1 and 1.3 ; in Section 4 the proofs of Theorem 1.2 and 1.4 will be shown.
Notation. We now give some notations to be used in this paper. I k×k denotes the identity matrix of dimension k × k; B R (0) denotes the ball around the origin with radius R; r ′ denotes the dual of r such that 
Estimates of solutions to linear thermoelastic plate equations
In the recent papers [35, 37] [32, 3] .
First of all, let us introduce new variables
Then, we apply the partial Fourier transformation with respect to spatial variables to (1.1) to get the following second-order ordinary differential system:
By introducing an ansatz W = F x→ξ (U ), we obtain the first-order system 8) where the coefficient matrix is given by
By calculating the determinant of the matrix A, we may derive the cubic equation
Following the calculation of [35] we get the explicit eigenvalues λ j (|ξ|) = −a j |ξ| 2 , where We remark that the coefficients of eigenvalues satisfy Re(a j ) < 0 and Im(a j ) = 0 for all j = 1, 2, 3. Furthermore, a j = a k for all j = k implies pairwise distinct eigenvalues. Therefore, there exists a matrix T ∈ C 4×4 such that
Then, the solution to (2.8) can be explicitly given by
Before deriving L p − L r estimates, let us introduce some results in L r estimates for some oscillating integrals by using modified Bessel functions (c.f. [12, 32] ). 
12)
where n 1.
Proof. For the proof of (2.11) by some minor modifications and the proof of (2.12), we refer to Proposition 12 in the recent paper [32] .
Then, the solution (u, θ) to the Cauchy problem (1.1) satisfies the following estimates:
Remark 2.1. When we take r = p in Theorem 2.1, the singularity with respect to time as t → +0 in the above estimates will disappear such that
Proof. By the representation of solutions (2.10), we may represent the solutions by
, where c jkl are constants and the kernels are given by
From Lemma 2.1 we directly obtain for m ∈ [1, ∞]
Then, we apply Young's inequality to derive
Thus, combining all derived estimates we complete the proof.
To study the estimate of the solution itself, we formally define the Riesz potential in R n by its action on a measurable function f = f (x) by convolution, that is,
Moreover, the study of the following mapping properties to I 2κ was initiated by [38] .
where
Then, the solution u to the Cauchy problem (1.1) satisfies the following estimates:
where n 3, p ∈ 1, 
(2.14)
Remark 2.2. Due to the application of the integral formula, we need to assume
Proof. We first use Young's inequality with 1 +
By applying Lemma 2.2, we know for p ∈ 1, n 2 with n 3
n . Combining with Lemma 2.1, we derive .15) we complete the estimates (2.13). To derive the estimates (2.14), we only need to apply the integral formula
and the derived L r estimates for u τ (τ, ·). Then, the proof is completed.
3. Proof of global (in time) existence of small data solutions 3.1. Proof of Theorem 1.1 Let us define for T > 0 the space of solutions X(T ) by
carrying the norm
where non-negative constants γ 1 and γ 2 will be given later. Next, we consider the integral operator
We denote by G 0 (t, τ, x), G 1 (t, τ, x) and G 2 (t, τ, x) the solutions to the family of parameter dependent linear Cauchy problem
That means, they are the distributional solutions to (3.16) with initial data
, respectively. In other words, the function
is the solution to the corresponding linear Cauchy problem (1.3) with vanishing right-hand sides. Moreover, u non t = u non t (t, x) and θ non = θ non (t, x) are the following integral operators:
In order to prove the global (in time) existence of solutions to (1.3) with j = 1 we may prove that the operator N is a contraction on X(T ). Then, the solution (u t , θ) to (1.3) will be the solution of the nonlinear integral system of equation (u t , θ) = N (u t , θ), i.e., the unique fixed point of N . For this reason our goal is only to prove the following inequalities: (3.18) uniformly with respect to T , which imply the desired property for the operator N , provided that
Since γ 1 , γ 2 0, it implies
According to the definition of the norm for the evolution space, we arrive at 19) which will be used later. In order to conclude the proof of our desired estimate (3.17) we use the derived L 1 − L 1 estimates and (3.19). Then, we have
Moreover, to estimate the nonlinearities in the L ∞ norm, now we use the derived
, t . Therefore, we may get
Similarly, we may obtain
To derive the following estimate for any t ∈ [0, T ]: 20) we distinguish between three cases.
• Case 1: We assume min{p 1 ; p 2 } > 1 + 2 n , and we allow no loss of decay such that γ 1 = γ 2 = 0. According to the assumption min{p 1 ;
Thus, we derive uniformly bounded estimate and complete the proof of (3.20).
• Case 2: We assume 1 < p 1 1 + 2 n < p 2 , and we allow loss of decay such that
n , and no loss of decay such that γ 2 = 0. Moreover, we assume the additional condition 1+p2 p1p2−1 < n 2 . Due to the choice of parameters in decay rate, we have
. Then, we derive the estimate (3.20).
• Case 3: We assume 1 < p 2 1 + 2 n < p 1 , and we allow no loss of decay such that γ 1 = 0, and loss of decay such that γ 2 = 1 −
Moreover, we assume the condition Consequently, we have proved our desired estimates (3.17) . Finally, we need to derive the Lipschitz condition (3.18) . We know
for r = 1 and r = ∞. Moreover, due to the fact that
we only need to apply Riesz-Thorin interpolation theory again to estimate above terms in the L r norm. It concludes (3.18). Then, applying Banach's fixed-point theorem the proof is completed.
Proof of Theorem 1.3
Let us define the evolution space X(T ) := X 1 (T ) × X 0 (T ) for T > 0 with
carrying its corresponding norm
where non-negative parameters γ 3 and γ 4 describing (no) loss of decay are defined in the statement of the theorem. Thus, by applying the interpolation theorem we have
Then, we may follow the proof of Theorem 1.1 to complete the proof of this theorem.
Proof of blow-up of solutions
In this section we will employ the test functions method (see for instance [8, 12, 41] ) to prove blow-up of solutions to (1.3). Moreover, we assume that 22) where r = p 1 , p 2 . Here we also assume ϕ(x) ϕ(y) for |x| |y|. Let R ∈ [0, ∞) be a large parameter. We introduce a test function by First of all, multiplying (1.3) 1 , (1.3) 2 by the test function ψ R (t, x) and applying the integration by parts we may derive
The combination of (4.23) and (4.24) implies
Then, we apply Young's inequality to get
According to
we may derive
for r = p 1 , p 2 . By this way, we prove
By contradiction, we assume that the solution (u t , θ) to (1.3) is global. Due to our assumption on initial data, we may derive 2 n , one can obtain contradictions by using the monotone convergence theorem and dominated convergence theorem. We refer to the pioneering paper [41] . The proof is complete. The combination of (4.25) and (4.26) and the application of Young's inequality lead to
Then, following the proof of Theorem 1.2 we may obtain contradictions when 1 < p 1 1 + 2 n and 1 < p 2 1 + 4 (n−2)+ . The proof is completed.
