




















はBの下位語である」あるいは「BはAの上位語である」ことを、artha（A） ⊇ artha（B） と
定義する2）。すると、次の同値関係が成り立つ。（証明は注に譲る3））。
artha（A）⊇ artha（B）⇔  h［A］⊆h［B］











しかし、次のことを示すことができる。（A, Bはp, q, r,...を命題変項とする論理式とする。）
















　例えば、Pが（p∨q）∧（nonp∨nonq）、ω＝{X, Y, Z}のとき、P［X/p, X/q］＝（X∨X）∧（nonX
∨nonX）， P［X/p, Y/q］＝（X∨Y）∧（nonX∨nonY）， P［Z/p, Y/q］＝（Z∨Y）∧（nonZ∨nonY）な
ど。そして、それらの付値すなわち［（X∨Y）∧（nonX∨nonX）］などを当該の語群上で与える。
　いま、命題論理学の体系としてGentzenのLK（古典論理）を採る。LKの式（sequent）
A1, A2,..., Am  →　B1, B2,...Bn 
に対する付値を次のように定義する。
［A1, A2,...,Am →　B1, B2,...Bn］：＝［A1∧A2∧....∧Am］
c∪［B1∧B2∨.....∨Bn］．
すると、
［A1, A2,....,Am →　B1, B2,.....Bn］＝ω⇔ ［A1∧A2∧....∧Am］⊆［B1∨B2∨.....∨Bn］
アポーハ論理について 163
ただし、式の左辺と右辺に現れる同一の命題変項には同一の語を代入するものとする。




所与の語群＜ω, U＞（ωは有限集合とする）上の任意の付値によって、恒に式 Γ → Δ 
（ここで、Γ，Δはそれぞれ有限個の論理式の列）の付値［Γ → Δ］が語全体ωであるとき、





下の語群（＜ω＝{A, B}, U＝{S1, S2, S3}＞）の場合、［A］＝{A}, ［B］＝{B}, ［nonA］＝［nonB}＝
φ, ［A∧B］＝φ であるから、LJの否定右： 
A, B → 
B → nonA
の上式の付値は［A, B →　］＝［A∧B］c＝φc＝ω（＝{A,B}） であるが、下式の付値は ［B → 
nonA］＝［B］c∪［nonA］＝{A}∪φ＝{A}≠ωである。










［P → nonQ］≡ω ⇔ ［Q → nonP］≡ω
が成り立つことを意味する。また、
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　　P → nonQ 　　P →　　 







P → P　（Pは任意の論理式。nonP → nonP も始式として認める。）






 　　　　　　　　Q → Q　　 
 P → nonQ　　　nonQ,Q →　 
 　　　　P,Q →　　　　　　　　  cut 











1）の下線部はωの任意の二語A, Bについて、［A］∩［B］≠φ または ［A］⊆［nonB］を
意味する。論理式P, Qについて、［P∧Q］＝［P］∩［Q］＝φ とする。［P］＝{A, B, ...}（A, B, 
...∈ω）, ［Q］＝{C, D, ...}（C, D, ...∈ω） とする。このとき、［P］＝［A］∪［B］∪... , ［Q］＝［C］


































さて、式 Γ → Δ がAL恒等的であることを、［Γ → Δ］≡ωALで表わす。このとき、次の
定理が成り立つ。
















Uに属する有限個の論理式A1, .., AmとVに属する有限個の論理式B1, .., Bnをどのように選んで
もALで式




























1） 論理式A1, .., AmがUに属しBがΨ（Γ*















1 ）（U, Uc）は極大無矛盾であるから、B ∉ Uならば、式A1, .., Am → B は証明可能で
ない。
2 ）B∧C∈Uのとき。
 B →  B   
 B, C →  B
 B∧C → B
つまり、B∧C → B は（ALで）証明可能である。1）によりB∈U. 同様に、B∧C → 
C は証明可能であるからC∈U.
逆に、B∈U かつ C∈U のとき。
 B → B
 C, B → B C → C
 B, C → B B, C → C
 　　　　　B, C  →  B∧C
つまり、B, C → B∧C　は証明可能である。ゆえに、1）により、B∧C∈U.
3）B∨C∈U のとき。
まず、次の証明図が示すように B∨C → B,C はALで証明可能である。
  C → C  
 B → B C → C, B
 B → B, C C → B, C
 　　B∨C → B, C
 B ∉ U とする。すると、（U, {B}）は無矛盾。このとき、（U, {B, C}）と（U∪{C}, {B}）
の少なくとも一方は無矛盾でなければならない（なぜなら、ともに無矛盾でないなら、
Cをcut論理式として、cutによって、Uの論理式の列からBが証明できることになり、
（U, {B}）が無矛盾でないことになる。Cf. 小野p.168-169）。そして、B∨C∈U であり、
かつ B∨C → B, C は上に示したように証明可能であるから、（U, {B, C}）は無矛盾では
ない。従って、（U∪{C}, {B}）が無矛盾でなければならない。（U, Uc）は極大無矛盾で
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あるから、C ∉ U すなわちC∈Ucならば、B, C∈Ucとなるから、（U, {B, C}）が無矛盾
である。これは下線部分と矛盾する。ゆえに、C∈U である。
C ∉ U の場合、全く同様にして、B∈U である。
逆に、B∈U または C∈U ならば、B∨C∈U を示す。
B∈U とする。B → B∨C は証明可能であるから、1）によりB∨C∈U. 
C∈Uの場合も、同様にして、B∨C∈U.
4） nonB∈U ⇔ U⊆V なる全てのV∈M*に対しB ∉ V.
nonB∈Uとする。U⊆V だからnonB∈V である。nonB, B →   は証明可能な式であるか
ら、B∈V ならば、nonB,B∈V となり、V∈M*であることに矛盾する。ゆえに、B ∉ V.
逆に、U⊆V なる全てのV∈M*に対しB ∉ Vとする。
いまnonB ∉ U と仮定する。すると（U, {nonB}）は無矛盾。ここで、（U∪{B}, {nonB}）
が無矛盾でないと仮定する。Γ,B → nonB が証明可能（ΓはUの要素である論理式の列）。
従って、次の証明図（概略）が書ける。
　　　　　　　　　　　　　　　　 nonB → nonB
　　　　　　　　　　　　　　　　　B → nonnonB nonB → nonB
               　　　  Γ, B → nonB    Γ, B → nonnonB  nonB, nonnonB →  
　　　　　　　　　　　Γ, B → nonB∧nonnonB nonB∧nonnonB → 
　　　　　　　　　　　　　　　　　　　　Γ, B →  




























語群 ＜ω*, M*＞ の語の集合ω*を次のように拡大する。任意のB,C∈ω*について、B∧C 













1 ）論理式A1, .., AmがUに属しBがω**に属すとき、式A1, .., Am → B がALで証明可能なら
ばBもUに属する。
2） B∧C∈ω**のとき、B∧C∈U　⇔　B∈U かつ C∈U
3） B∨C∈ω**のとき、B∨C∈U　⇔　B∈U または C∈U
4） nonB∈ω**のとき、nonB∈U ⇔ U⊆V となるすべてのV∈M**に対しB ∉ V
ω**とM**から語群＜ω**,M**＞を次の定義によって作る。
ω**の任意の要素Aおよび、M**の任意の要素Uについて、A∈U のとき、そしてその
ときに限って、U∈M（A）とする。つまり、U∈M（A） ⇔ A∈U が成り立つ。
いま p, q を命題変項として、式 p∨q → p を取り上げる。この式は明らかに（ALで）証
明可能でない。またω*＝Ψ（p∨q, p）＝{p, q, p∨q}, ω**＝{p, q, p∨q, p∧q, p∧（p∨q）, q∧（p



















nonB ∉ Uと仮定する。補助定理2'の4）により、∃V∈M**, U⊆V かつ B∈V. 
言い換えると、
U ∉ M（nonB） と仮定すると、∃V∈M**, U⊆V かつ V∈M（B）.











         ＝{Z∈ω**│M（Z）⊆hgM（B）} （1-3.よりM（nonB）＝hgM（B））





          ＝{Z∈ω**│M（Z）⊆M（B）∩M（C）} （1-1.よりM（B∧C）＝M（B）∩M（C））
          ＝{Z∈ω**│M（Z）⊆M（B）}∩{Z∈ω**│M（Z）⊆M（C）}
          ＝［B］0∩［C］0
4．B∧C ∈ω**について、h［B∧C］0＝h［B］0∩h［C］0
  h［B∧C］0＝M（B∧C）＝M（B）∩M（C）＝h［B］0∩h［C］0  
5．3. と4. から、B,C ∈ω**について、h（［B］0∩［C］0）＝h［B∧C］0＝h［B］0∩h［C］0
6 ．語群＜ω**, M**＞はAL語群である、即ち、任意のB,C∈ω**について、［B］0∩［C］0≠φ
または［B］0⊆［nonC］0 である。












式 Γ → Δ の語群＜ω**, M**＞上の付値を次のように行う。
まず、式に現れる命題変項それぞれをω**に現れる同一の文字（語）で置き換える。
　（Γ* → Δ*）［p/p, q/q, r/r, ...］.
次いで、この式の＜ω**, M**＞上の付値を与える。
　［（Γ* → Δ*）［p/p, q/q, r/r, ...］］.
Γ*［p/p,q/q,r/r,...］をBで、Δ*［p/p,q/q,r/r,...］をCで表せば、
　［（Γ* → Δ*）［p/p, q/q, r/r, ...］］＝［B］c∪［C］.
このように、論理式Aにおける記号∧,∨,nonはここでは論理記号として機能し、Aの付値
［A］は命題変項の付値の（多変数）関数値として得られる。そして、［p］0, ［q］0等はω**の要
素（語）から成る集合である。たとえば、［p］0＝{p, r ,p∧q, ...}, ［q］0＝{q, s, s∨nonp, ...} といっ
上田　昇172











論理式がnonを一つも含まないとき、当該論理式の否定の深さ ＝ 0 とする。論理式Xの
否定の深さがk（≧0）のとき、nonXの否定の深さをk+1とする。また、論理式X∨Yある


















態1 → 状態2 →　... → 状態n に至ったとするとき、分配法則を逆向きにn回用いて、状
































h［A］＝h（［p］0∩［q］0∩.. .∩［nonB］0∩［nonC］0∩.. .）∪h（［r］0∩［s］0∩.. .∩［nonD］0∩
［nonE］0∩...）∪...



















































以上により、Γ → ΔがALで証明可能でないとき、［Γ → Δ］≢ωAL.
証明終わり
4．BLと完全性




h［A］＝h（［p］0∩［q］0∩.. .∩［nonB］0∩［nonC］0∩.. .）∪h（［r］0∩［s］0∩.. .∩［nonD］0∩
［nonE］0∩...）∪...



















































以上により、Γ → ΔがALで証明可能でないとき、［Γ → Δ］≢ωAL.
証明終わり
4．BLと完全性














る。例えば語群＜{X, Y, Z}, {a, b, c}＞がT3であるとき、それは次のように表される。
a b c
X ○ × ×
Y × ○ ×






これを言い換えれば、論理式Aがトートロジーであること（式  → A がLKで証明可能）と、




いま論理式A,Bについて、式 A → B が任意のTn上で恒真─Tn上の付値が恒にω─である
ことをT恒等的と呼べば、式 A → BがLKで証明可能であることと式 A → B がT恒等的であ
ることとは同値になる。
（3 ） ALで証明可能な式は必ずしも恒等的ではない。例えば次に示すように、p, qを命題変
項とするとき、q → non（p∧non（p∧q）） はALで証明可能であるが恒等的ではない。ま
ずALによる証明図（略図）は以下のようになる。
 p → p q → q 
 p, q → p p, q → p
 　　 p,q → p∧q　　
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 non（p∧q）, p, q →　 　
 p∧non（p∧q）, q →　  




A ○ ○ ×





従って、［（q → non（p∧non（p∧q）））［A/p, B/q］］≠ω.





























（上式の右辺がφの場合）であるから、式 Γ → Δ がALで証明可能ならば、その証明図は、
これをLKの証明図と見なすことできる。従って、Gentzenの基本定理（cut除去定理）によっ








 A,Γ → Δ 　　 　　　Π → Λ,A
  Γ → Δ,nonA nonA, Π → Λ  






例えば、Aを命題として、non（A∨nonA） →    は次のようにcutを用いてBLで証明可能で
ある（略図）。
 A → A　　　 nonA → nonA  
 A → A, nonA nonA → A, nonA
 A → A∨nonA nonA → A∨nonA nonA → nonA 
 non（A∨nonA） → nonA non（A∨nonA） → nonnonA nonnonA, nonA →  
  non（A∨nonA） → nonA∧nonnonA  nonA∧nonnonA →   









式 Γ → Δ がALで証明可能であるとき（従って、式 Γ → Δ*  がALで証明可能であると
き）、式 Γ → Δ* はLJで証明可能である。
　証明
LJの式は、LKにおける式の右辺に現れる論理式の個数を高々 1に制限した場合である





Γ → A　 Γ → A　
Γ → A, B Γ → A, C
　　　Γ → A, B∧C
Γ→ A はLJで証明可能であるから、次の証明図（略図）がLJで作れる（二重線は大
幅な省略を表す）。
 Γ → A     Γ → A 　
 Γ → A∨B Γ → A∨C
 　　Γ → （A∨B）∧（A∨C）
 　　Γ → A∨（B∧C）
 （LJでA∨（B∧C）≡（A∨B）∧（A∨C）. 証明は省略。）
non左の場合。
 Γ → A  
 Γ → A, B, C   
 nonC, Γ → A, B
この場合は次の証明図をLJで作ることができる。
 Γ → A  　
 nonC, Γ → A   
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 nonC, Γ → A∨B
∨右の場合。
 Γ → A      
　　　　　Γ → A, B   
   Γ → A∨B
この場合は次の証明図をLJで作ることができる。
 Γ → A　　   






定理： Pを式 Γ → Δ に到るcutなしの証明図とする。このとき、Pに現れるどの論理
式も、式 Γ → Δ に現れるどれかの論理式の部分論理式になっている。






論理式P, Qについて、任意のAL語群で ［P］＝［Q］が成り立つならば、すなわち、［P → Q］
≡ALω かつ ［Q → P］≡ALω ならば、AL完全性により、P → Q および Q → P がALで証明可
能である。反対に、P → Q およびQ → P がALで証明可能ならばAL健全性により［P］＝［Q］
が任意のAL語群で成り立つ。任意のAL語群で ［P］＝［Q］が成り立つことを ［P］≡AL［Q］で表
わし 、P → Q および Q → P がALで証明可能であることをP≡ALQ（P, Qは同値）で表わせば、
［P］≡AL［Q］⇔ P≡ALQ
が成り立つ。
さて、AL恒等的な式 Γ → Δ があるとする。AL完全性により、Γ → Δ はALで証明図
が書ける。いま、一つのAL語群＜ωi, U＞をとり、ωiの要素（語）をX, Y, Z, ...とする。Γ 
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→ Δ の証明図に現れる命題変項（p, q, r,...）にωiの要素を代入する。これを（Γ → Δ）［X/
p, Y/q, Z/r, ...］などと表わす。例えば（Γ → Δ）［X/p, X/q, Z/r, ...］はp, qがともにXで置
き換えられ、またr等がZ等でそれぞれ置き換えられた証明図であることを意味する。要する
に証明図におけるp,q,r等の命題変項はX, Y, Z等に置き換わる。これがX, Y, Z等を命題変項と






（Γ → Δ）［P/p, Q/q, R/r, ...］（すなわちΓ → Δの証明図における命題変項p, q, r, ...をP, q, 
r, …で置き換えた図。その他、（Γ → Δ）［P/p, P/q, P/r, ...］など様々な置き換えがある。）
もまたALによる証明図であることは明らかである。 P, Q, R...をX, Y, Z...を命題変項とする論
理式で表せば、（Γ → Δ）［P/p, Q/q, R/r, ...］の終式はX, Y, Z, ...を命題変項とする論理式か
ら成るALで証明可能な式であるが、Γ → ΔはAL恒等的であるから、その付値＝ωiである。
これを、命題変項p, q, r, …に対するアポーハ代数S（ωi）の要素α,β,γ,...の割り当てと呼び、
（Γ → Δ）［α/p, β/q, γ/r, ...］＝ωiと書く。（Γ → Δ）［α/p,α/q,α/r, ...］＝ωiなど、
様々な割り当てによる終式の付値が考えられるが、値はいずれもωiである。
すなわち、AL恒等的な式 Γ → Δ は任意のアポーハ代数SAL（ωi）（i ＝ 1, 2, ...）における
任意の割り当てによる付値がωi（最大元）である。逆に、式 Γ → Δ が任意のアポーハ代数
SAL（ωi）（i ＝ 1, 2, ...）における任意の割り当てによる付値がωiであるならば、特にα＝［X］, 
β＝［Y］, γ＝［Z］, ...の割り当てを考えれば、Γ → Δ がAL恒等的であることは明らかである。







 　 　 直観主義命題論理（LJ）で証明可能な式（ただし含意記号を含まない）は任意のSAL（ω）
で恒真であり、逆に任意のSAL（ω）で恒真な式はLJで証明可能である。
直観主義論理とハイティング代数14）について次のような関係が成り立つ（Cf.小野 p.239）。
























































　　M（X）：＝ Xの外延  
・ωの任意の部分集合αを対象領域に写す関数ｈ.





    core（s）：＝{Z∈ω│h（{Z}）⊆s}.
・Uの部分集合をωの部分集合に写す次の関数g.
 　g： ２U　→　２ω.　（２U,２ωはそれぞれUおよびωの冪集合。）













（core（h［B］））c より、artha（A）⊇ artha（B） ⇔ （core（h［B］））c⊇（core（h［B］））c ⇔ core（h［A］）⊆
core（h［B］）. いまcore（h［A］）⊆core（h［B］）とする。このとき、h［A］⊆h［B］でないと仮定する。
すると、Uの或る要素uが存在して、u∈h［A］かつu ∉ h［B］. u∈h［A］より、ωの或る要素Zが














同一である。ゆえに、ω2においてもZ∈［A］かつZ∉［B］である。従って、［B］＝{X1, X2, ..., Xn} と
するとき、［B］＝［X1］∪...∪［Xn］だから、どのXiについてもZ ∉［Xi］. つまり、どのXiについてもM
（Z）⊆M（Xi）は成り立たない。よって、u0 ∉ M（X1）∪...∪M（Xn）＝h［B］. 一方、u0 ∈M（Z）⊆h［A］. 
ゆえに、ω2でh［A］⊆h［B］は成り立たない。なお、下線部分の証明は次の通り。Xi∈［Xi］だから
{X1, ..., Xn}⊆［X1］∪...∪［Xn］. またXi∈［B］より［Xi］⊆［B］（アポーハ代数の要素をαとするとき、X
∈αならば ［X］⊆αである（上田2016b 補題1））。ゆえに［B］＝{X1,...,Xn}＝［X1］∪...∪［Xn］.
５）例えば否定左規則の場合は次のようである。［Γ → Δ, P］＝ω のとき ［nonP, Γ → Δ］＝ω であ
ることを示せばよい。［Γ → Δ, P］＝ω より、［Γ］⊆［Δ］∪［P］. 従って、［nonP］∩［Γ］⊆［nonP］
∩（［Δ］∪［P］）＝（［nonP］∩［Δ］）∪（［nonP］∩［P］）＝［nonP］∩［Δ］⊆［Δ］. よって、［nonP,Γ → Δ］
＝ω. また、cutについては、［Γ → Δ, P］＝ω かつ ［P, Π → Σ］＝ω から［Γ,Π → Δ,Σ］＝ω
を言えばよい。実際、［Γ］∩［Π］⊆（［Δ］∪［P］）∩［Π］＝（［Δ］∩［Π］）∪（［P］∩［Π］） ⊆（［Δ］∩
［Π］）∪［Σ］⊆［Δ］∪［Σ］.
６）一つの語群＜ω,U＞が与えられているとする。［P →　］＝ω ⇔ ［P］c＝ω⇔［P］＝φ ⇒ h［P］＝φ 













９）論理式Aの部分論理式は次のように定義される（cf. 小野1994, p.8）。1） A自身はAの部分論理式






  例として、Γ＝A1, A2, Δ＝B1, B2 のときを示す。A1, A2 → A1∧A2 および B1∨B2 → B1, B2 が（AL




　　C → D　 D → nonnonＤ
   　　　C → nonnonD











ものが存在するからである。なぜなら、［A］∩［Xi］⊆［B］（i＝1, 2, ...） のとき、Xiの論理和X1∨X2∨
...をZとすれば、［A］∩［Z］⊆［B］かつ［Xi］⊆［Z］であるから、［Z］＝［A］⊃［B］となる。しかし、
AL語群の場合には［nonA］（＝gh［A］）は［A］⊃φ（すなわち［A］∩［X］⊆φとなる語（論
理式）Xが与える最大の付値）と一致するが、一般の語群の場合は必ずしも一致しない。つまり、
AL語群から得られるアポーハ代数はハイティング代数とみなすことができるが、アポーハ代数一
般はハイティング代数ではない。
（平成29年11月29日受理）
