Abstract-This letter presents a novel object localization and size measurement method using networked address event representation cameras. The algorithm uses circle of Apollonius to calculate results without computing trigonometric functions. Experiment results show that the localization and size error is under 5%. The algorithm has low communication and computation complexity; therefore, it fits low-power applications, such as identifying and tracking moving objects in the field.
I. INTRODUCTION

I
MAGE-BASED object localization and size measurement have been extensively used in real-time object recognition applications such as robotics [1] , environment and wild animal monitoring, and ad-hoc surveillance [2] . Main design challenges include real-time processing [1] and low power operation [2] .
In these applications, trigonometric functions are widely employed in calculating the object size and locations. For example, single image method [3] needs complex image processing procedures and therefore, it is difficult for low power systems [1] . Also stereo imager method by comparing parallax from the two imagers requires precise setup since small errors in the near field result in large errors in the far field [4] . Moreover, due to non-ideality, the measurement is not precise enough and requires further adjustment using advanced algorithms such as neural networks [1] .
In this letter, we propose to use three networked imagers to measure the size and location of the objects. Efforts are made to minimize communication data between imagers since data communication is power consuming in wireless sensors [5] , [6] . Another goal is to reduce computing complexity, so the measurement can be achieved in real-time with limited circuit power. Address Event Representation (AER) imagers and a novel geometric algorithm are used to achieve these goals.
II. ALGORITHM As shown in Fig. 1(a) , to simplify the model, we assume the object is an ellipsoid with the height of H and Fig. 1(c) , assume S AB <1, based on the definition of Circles of Apollonius, the locus of P is a circle with center coordinate O AB at ( B − S AB · A)/(1 − S 2 AB ), and the radius R AB is |AB| · S AB /(1 − S 2 AB ). Using the same method, the locus of P is also established between imager B and imager C. The cross of the two circles inside the triangle is the location of the object. Since Eq. (1) is not valid in near-field due to non-ideality of lens and shape of the object, if the object is too close to the imager, Eq. (1) suffers from distortion. For this reason, when calculating the location of P, we use the two circles that both contains the imager that has the minimum size of the object in its image. For example, if H A > H B > H C , AC and BC circles should be used. In such a case, the location 1558-1748 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. of the object P (x P , y P ) can be solved with O AC (x AC , y AC ) and O BC (x BC , y BC ) using the following equations:
After obtaining the location information (x P , y P ), the height of the object can be calculated using the vertical field of view (V-FOV) of the imager H with the following equation:
Similarly, the length of the object L can be estimated by calculating the longest length from the three imagers with the horizontal field of view (H-FOV) of the imager L , which sets the minimum value of length L min , it can be proved that the maximum length L max is 2/ √ 3 of L min . In Eq. (3), tan( H /2) and tan( L /2) can be pre-stored as constants.
The above algorithm doesn't involve calculation of trigonometric functions and only uses the number of pixels of the object. This saves both communication and computing power.
III. EXPERIMENT RESULTS We tested the above algorithm using address event representation (AER) imagers [7] . The AER imager has the advantage of a lower data throughput. Also, it can detect the contour of the object, which fits this algorithm very well in terms of counting the number of pixels of the object in the image.
As shown in Fig 2 (top) , in the experiment, the target object is a small cuboid with the height of 3. The distances between each imager are 134 cm. When the object is moving as a pendulum, the three imagers capture its contour as shown in Fig 2 (bottom) . The results are recorded in Table I .
By solving Eq. (2) and Eq. (3) using data in Table I , we obtain the location and size of the object in Table II . The location error is scaled to the size of the arena (134 cm). The relatively high location error is due to the pendulum movement and the synchronization error between the three imagers as well as the limited imager resolution. When higher resolution imagers are available the error can be further reduced.
IV. CONCLUSION
In this letter, we presented a novel object localization and size measurement algorithm with experiment result using AER imagers. The algorithm only uses the number of pixels of the object in the image. This algorithm can be implemented in low power micro-controllers or integrated circuits on the wireless imagers. Further error analysis of this algorithm on ARE imagers will be presented in another paper. Higher accuracy can be obtained using more cameras. This method can be further extended to measure the speed of the moving objects and predict trajectory.
