The paper presents the development of a visualization algorithm for cracks propagating in mono-dispersed particulate media. The algorithm is based on local Voronoi decompositions generated according to the lattice topology employed in parallel computations of the discrete element method. The developed algorithm is implemented in the distributed visualization software VisPartDEM. Crack propagation observed in elastic solid problem exhibiting non-uniform distribution of fracture force values is considered to validate the performance of the proposed algorithm and the developed software. The results of performed benchmarks are compared with those obtained by using a standard global Voronoi algorithm.
Introduction
The discrete element method (DEM) is referred basically to the original work of Cundall and Strack [1] . The main advantage of the DEM is a possibility to model highly complex particle systems using the basic data on individual particles without making oversimplifying assumptions. The method allows simulation of motion and interaction between the particles, taking into account the microscopic geometry and various constitutive models. Over the past decade, the DEM was utilised in a variety of industrial applications [2, 3] .
The DEM has been extensively applied to examine different phenomena inside the granular materials. Several different particle-shaped and lattice-based approaches have been developed in a frame of DEM applied for simulation solids and structures [4] . Particle-shaped approach [5] [6] presents rather straightforward extension of the original DEM. A solid is replaced by a composition of discrete particles, where presence of cohesive forces and various link and detachment mechanisms between particles may be allowed. The element shape is one of the decisive factors affecting the nature of material to be considered as well as computational performance [7] . An approach when continuum may be represented by material particles interacting via network elements is called lattice-type model. It comprises atomic concept used basically by physicists. Comprehensive review of the planar elastic lattice models hold for micro-mechanical applications is given by Ostoja-Starzewski [8] . Lattice-based DEM has been extensively applied to simulation of heterogeneous solids to study their dynamic deformation behaviour and fracture problems [9, 10] .
Discrete element computations are based on particle positions and forces acting between particles. Particle systems have no usual grid that can be applied for spatial discretization or visualization purposes [11] . Initial defects are identified between pairs of neighbouring particles on the lattice connections [9, 12] . One-dimensional connections are not suitable for reliable interpolation and standard visualization techniques in 2D or 3D. Moreover, there is no direct technique how to form geometry of propagating crack from initial defects and visualize the crack surface. The usual surface extraction algorithms [13] cannot be applied because the absence of suitable field data defining the crack surface. In the most cases, cracks and related phenomena are simply visualised by particle positions [10, 14] or coloured lattice connections [9, 15] .
Voronoi diagrams can be applied in modelling of particle systems for post processing as well as for lattice forming [16, 17] . The term Voronoi comes from the mathematician Georgy Fedoseevich Voronoi of the Ukraine in 1905, but these types of diagrams were also used prior to the coined name of "Voronoi" by other researches [18] . Given a set of primitives, a Voronoi diagram partitions space into regions, where each region consists of all points that are closer to one primitive than to any other. Voronoi diagrams have been widely used in a number of applications including visualization of medical datasets, proximity queries, spatial data manipulation, shape analysis, computer animation, robot motion planning, modelling spatial structures and processes, pattern recognition, locational optimization and selection in user-interfaces [18] [19] [20] [21] .
The Novel algorithm based on local Voronoi decomposition is proposed for visualization of crack geometry in mono-dispersed particulate media. Local Voronoi diagrams are generated according to the lattice topology employed in computations. The paper is organised as follows. Section 2 presents the developed algorithm for visualization of cracks. In Section 3, the main features of employed visualization software are described. In Section 4, results of visualization and performance of the software are discussed, while the concluding remarks are given in Section 5.
Visualization algorithm
A surface extraction algorithm based on generation of local Voronoi diagrams is developed for visualization of crack geometry. The proposed algorithm plots the crack on contact surfaces between neighbouring particles, which has clear physical interpretation and high accuracy. Contact surfaces are obtained from local Voronoi diagrams generated in the area of propagating cracks. When appropriate local Voronoi diagrams are generated, cracks are represented by colored tubes plotted on contact surfaces.
Generation of local Voronoi diagrams for contact surfaces is not trivial matter, because standard algorithms are hardly applicable for this purpose. During DEM computations defects are identified between pairs of neighbouring particles on the lattice connections. Thus, broken connections should be directly mapped to edges of newly generated Voronoi cells. Standard algorithms for generation of Voronoi diagrams use coordinates of points, but do not take into account any topology, because produce topology as Voronoi cells by themselves. Moreover, the lattice topology does not change in time while particles can significantly change their positions. Thus, after some period of time the lattice topology might become inconsistent with cells of a Voronoi diagram.
The visualization pipeline is presented in Figure 1 . Initially, the dataset is read by using a nearly standard reader. The proposed algorithm consists of two main blocks that are implemented in software as one filter. The first block generates Voronoi cells in the areas of broken lattice connections obtained from DEM computations. The second block maps lattice connections to newly generated Voronoi edges and copies necessary attribute values. Finally, values of considered attributes are mapped to colours by standard mapper, while graphical primitives are rendered on screen by using available renderer. The algorithm for generation of two-dimensional local Voronoi diagram is presented in Figure 2 . Data structures for loops through particle neighbours joined with the particle by lattice connections are prepared at the beginning of the algorithm. kd-tree is constructed to check the consistency of lattice topology and a new Voronoi diagram. A loop through all lattice connections starts main computations. The following condition checks if the current connection is broken. Voronoi cells are only generated around the end nodes of the broken connections. Thus, the connection is not processed if the condition is not satisfied. Both end nodes of the current connection is processed by the following loop. The next condition checks if the current node has not been processed yet. Angular coordinates of polar coordinate system are calculated for all neighbours of the unprocessed node. Then these neighbours are sorted in acceding order according to calculated values of the angular coordinates. A loop through sorted neighbours is performed to create Voronoi edges for all connections with neighbouring particles. Thus, circles defined by three nodes (particle centres) are considered on both sides of the processed connection. The computed coordinates of centres of two circles define vertices of Voronoi edge. The following condition checks consistency of the lattice connection and a new Voronoi edge. The condition is satisfied if there are no any other nodes of the lattice located inside the defined circle. Otherwise, processed cell does not satisfy obligatory conditions of Voronoi diagram. Usually it happens in the regions of highly deformed lattice, where the lattice connection cannot be directly mapped to the Voronoi edge. Such connection is marked as belonging to the region of highly deformed lattice, which cannot be properly visualized by using Voronoi cells. It is worth to mention that three pink modules (Figure 2 ) of the consistency check can be removed from the pipeline to save computational time in case of small geometric deformations of the lattice. A new Voronoi edge can be created if both circles satisfy the consistency condition. After creating all edges of the considered Voronoi cell, the loop through all connected neighbours of the processed particle is finished. When Voronoi cells are created around both end nodes of the current broken connection, the next loop is finished. Finally, all broken connections are processed by the outer loop through all connections of the lattice.
Voronoi diagrams are perfectly suitable for visualization of propagating cracks, because the local algorithm can be very efficient for initial stages of complex fracture problems. Moreover, the proposed algorithm is naturally parallelized by using the domain decomposition, because local Voronoi cells are generated independently in each subdomain. The ghost layers are employed to obtain neighbourhood information avoiding interprocessor communication. The load balancing presents big challenges, because the proper domain decomposition used for lattice-based DEM computations significantly differs from that employed for visualization. The subject of on-going research is distributing of the main visualization load, which is often concentrated in the small fractured area occupied by the forming crack.
Distributed Visualization Software
Developed algorithm for analysis of surface geometry and visualization of propagating cracks is implemented in the VisPartDEM software. It is distributed visualization software for large particle systems simulated by the discrete element method. Distributed architecture of VisPartDEM is designed for interactive visualization on different infrastructures like gLite grids, Rocks clusters and graphics workstations. A VisPartDEM client implemented as Java application does not depend on hardware and operating system, therefore, it runs on any PC or laptop. The VisPartDEM client connects to the interface computer of any infrastructure by means of JSCH library [22] . Commands for job submission and monitoring are enwrapped by Java programming language. Considered visualization pipelines, XML files and shell scripts for running visualization engine are generated automatically in order to submit job to required infrastructure.
Many advances in modern science today depend on the capability of visualization software interactively to access vast amounts of remote data and to provide for researchers the final images at interactive rates. Computational infrastructures provide the required means allowing researchers to efficiently share the resources in huge distributed environments. However, traditional access to LCG SE [24] used by the gLite middleware is based on the command line interface. The AMGA metadata catalogue [25] can provide access to metadata for files stored in the SE, but the structure of provided metadata is not perfectly suitable for visualization needs. Thus, the content of remote datasets cannot be interactively explored by using GUI based on a standard data access API. Moreover, different infrastructures provide different means to access the stored data. XML interface for remote data is developed to provide users with the interactive dataset exploration by using GUI (Figure 3) . The interface program reads necessary attributes from HDF5 file and writes metadata to XML document, which has predefined structure and can automatically be processed by using GUI. Inter alia it allows easy implementation of readers for other formats. Usually, large HDF5 file containing data is located in remote storage element or network file system, while small XML file containing metadata describing dataset can be stored in any convenient location like client PC, user interface computer or storage element.
The GUI developed as Java application allows automatic data management and interactive dataset selection. It reads XML metadata file transferred from any remote location and displays necessary information. The most important part of the metadata from XML file is displayed in the Data window illustrated in Figure 3 . GUI separates geometry and topology from attributes to emphasize their different nature. Thus, developed GUI automatically groups data according to values of XML elements and provides users with interactive dataset selection. The user-selected values are written to another XML file describing visualization pipelines that are automatically assembled in the remote visualization engine. Distributed visualization engine of VisPartDEM is built on the VTK [23] . A high level of abstraction of the VTK graphics model makes faster the development of useful graphics and visualization applications. VTK-based visualization engine is platform independent and can efficiently run on different infrastructures. Data parallel model of VTK is employed for visualization of large datasets resulting from DEM computations. A sort-last parallel rendering class inputs a z-buffer and image pair from each process by using MPI communication and outputs a single composite result image to MPI process zero.
GVid software [26] implemented in the Remote Viewer (Figure 4 ) can transfer the video stream from any node of the investigated infrastructure to any client computer having IP address. As a result distributed visualization engine runs in parallel on working nodes while the video stream is transferred by GVid through the network from zero MPI node and displayed on the client. Thus, remote user has high interactivity provided by the Remote Viewer empowered by flexible VTK widgets.
Performance of the Software
The distributed VisPartDEM software based on the developed algorithm was applied to visualize crack propagation in mono-dispersed particle media. The employed lattice-based discrete element model [27] is able to describe elastic solid problem exhibiting non-uniform distribution of fracture force values. For validating the relevance and performance of the employed visualization algorithm, the uniaxial tension problem in 2D and 3D was investigated.
Crack propagation in the rectangular plate was visualized in order to validate extraction of geometric representation of propagating cracks in 2D. The geometry of the domain and boundary conditions are simply illustrated in the Figure 5 . Two plate boundaries are assumed to be clamped by connecting it to rigid walls, while other boundaries are free. External excitation is kinematic and it is implemented via the motion of the clamped boundaries defined by the constant velocity To validate proposed algorithms for 3D problem, the crack propagation in 3D specimen (0.211 x 0.1 x 0.1 m) was visualized. As in 2D problem, the tension was applied via the prescribed velocity (u = 0.025 m/s) of the clamped boundaries. The particulate specimen consists from 46875 particles, while the lattice is formed from 267674 springs. The initial defects are placed at the middle of one specimen side.
A series of benchmark tests was performed on ordinary personal computer in order to validate the computational performance of the visualization algorithm. Hardware characteristics of the computer are listed below: Intel® Core2Quad Q6600 2.40 GHz CPU (2 x 4 MB L2 cache and bus frequency equal 1066 MHz), 320 GB HDD (SATA II Extensions and 16 MB cache), 4 GB DDR2 800 RAM and Nvidia GeForce 9800GTX+ (128 CUDA cores, 1688 MHz processor clock, 738 MHz graphics clock, 512 MB GDDR-2, 1100 Gbps memory clock, 47.2 GB/sec memory bandwidth) GPU. Figure 7 shows that the impact of data reader, preparation of data structures and kd-tree was not very significant. All these procedures took 8.7% and 3.0% of the total visualization time in 2D and 3D, respectively. The rendering consumed up to 56.8% of the total time. The time required for the generation of local Voronoi cells is important in both benchmarks. It is obvious that generation of Voronoi cells for larger 3D dataset consumed bigger part of the total benchmark time. The measured difference was 6.3%. Figure 8a shows results of the 2D benchmark, while Figure 8a presents that of the 3D benchmark. Voro++ library [17] was employed to generate global Voronoi diagrams for comparison purposes. It is obvious that generation of local Voronoi cells is performed faster. However, the accumulative time consumed for generation of local Voronoi cells depends of on the number of broken connections and the area of fractured region. It is illustrated by changes of growing rate that can be observed at 95 time step for 2D benchmark and at 102 time step for 3D benchmark. The time consumed by the filter generating global Voronoi diagrams does not depend on the number of broken connections, therefore, the growing rate of accumulated time is nearly constant.
Conclusions
In this paper, the local Voronoi decomposition-based algorithm for visualization of crack geometry is presented. Performed visualisation benchmark based on elastic solid problem illustrated that the developed algorithm was able to visualize the crack geometry and fracture process modelled in mono-dispersed particulate media. Performance analysis revealed that generation of local Voronoi diagram consumed 34.5% and 40.8% of the total benchmark time in 2D and 3D, respectively. The performed quantitative comparison showed that the developed software significantly outperformed a code based on the algorithm for generation of global Voronoi diagrams.
