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ABSTRACT
USING VISUALLY DISFLUENT FONTS FOR CUEING
AND INCREASED READING COMPREHENSION

Nena S. Barley
Old Dominion University, 2016
Director: Dr. Ginger Watson

Research has shown that using hard-to-read fonts in a reading assignment is an external
way to manipulate text to slow down the learner’s task completion time, giving more time on
task and improving the learner’s ability to comprehend and retain the content (Alter &
Oppenheimer, 2009b). This novelty effect interferes with the legibility of the reading material,
but not the readability. This study is focused on using hard-to-read fonts, also referred to as
disfluent fonts, to cue the learner to important information that may lead to more cognitive
engagement and processing. Facing the visual challenge of a disfluent font, the learner’s
curiosity intrinsically motivates the learner to make sense of the content. Visually disfluent fonts,
integrated into instructional materials can be used as an instructional intervention strategy to
increase cognitive engagement, leading to deeper processing (Bjork, 1994). Deeper encodings
increase time spent on task and have been associated with higher levels of achievement and
better mental retrieval (Craik & Tulving, 1975). While this study did not show any significant
effects for using a disfluent font for cueing on achievement score, time, cognitive load or
perception of the reading task, limitations are discussed for consideration in future research.
Keywords: disfluent font, desirable difficulty, cognitive engagement, novelty effect, cues,
curiosity.
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CHAPTER I
Introduction and Literature Review
Introduction
Recent research suggests that presenting reading material in a font that is more difficult
for a learner to decipher will take the learner longer to read and lead to better retention of the
message (Alter, Oppenheimer, Epley, & Eyre, 2007; Diemand-Yauman, Oppenheimer, &
Vaughan, 2011; Thompson et al., 2013). Older studies have also found that increased illegibility
led to better metacomprehension, or grasp of a learner’s own comprehension of the material
presented (Love, 2012). This disfluency appears to operate as a “desirable difficulty,”
engendering deeper cognitive engagement and deeper processing strategies (Alter &
Oppenheimer, 2008; Alter et al., 2007; Bjork, 1994; Corley, MacGregor, & Donaldson, 2007;
Craik & Tulving, 1975; Song & Schwarz, 2008) which facilitates encoding of the information
and subsequently better mental retrieval in the future (Craik & Tulving, 1975).
Fluency is defined as the metacognitive speed or ease with which a learner can read
problems and/or produce an answer to a query (Thompson et al., 2013). Using a hard-to-read
font is a simple, cost effective way to interfere with a learner’s fluency. By creating a disfluency,
or subjective experience of difficulty associated with the cognitive operation of reading the
written text, the learner’s retention of the information is significantly improved (DiemandYauman et al., 2011). Utilizing disfluency in a reading passage cues the learner to slow down
their reading speed, increasing their time on task and allowing more time for the learner to
process the information (Alter et al., 2007).
Reading comprehension is a complex task (Cain, Oakhill, & Bryant, 2004; van
Merrienboer, Clark, & de Croock, 2002) and can be predicted by both motivational (Chapman &
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Tunmer, 1995) and cognitive variables (Pressley & Harris, 2006). A learner’s motivation to
participate in or complete an instructional task can stem from cognitive curiosity, or a desire to
bring better form to one's own knowledge structures (Malone, 1981). As a motivator for learning,
curiosity can be evoked by environments that are neither too complicated, nor too simple, with
respect to the learner’s existing knowledge (Berlyne, 1965; Piaget, 1952).
Instructional Design of Written Materials
Historically, the goals of a graphic designer and the goals of the instructional designer
have had much in common. Both strive to create visually pleasing layouts that will attract and
hold the learner’s attention and communicate information so that it is easily understood and
remembered. However, using research on human cognitive processes is a far better guide for
instructional design, than relying on intuition and standard practice (Bjork & Bjork, 2011; Bjork,
1994). Whether utilizing paper-based or digitally-based materials, instructional designers must
understand the diversity of factors that influence human behavior (Fleming & Levie, 1993).
Instructional design that utilizes good graphic design principles on a computer screen,
minimizes learning time, while poor use of graphic design principles leads to increased task
completion time and a reduced, or lack of persistence on task. Even with these observable effects
on both time and persistence, there was no detrimental effect on processing, as measured by the
learner’s achievement scores (Szabo & Kanuka, 1998).
Poor design may cause learners to attend to the material more carefully and process it
more slowly, causing the learner to overcome their initial response and engage in more
systematic reasoning (Alter et al., 2007). Recent studies found enhanced instructional
effectiveness through an increased time on task by using design elements such as hard-to-read
fonts or other font degradation that slows down the time the learner spent on the reading.
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The focus of this study is on the use of visually disfluent fonts in instructional reading
materials to cue learners to important elements. This study assesses whether time spent on the
important elements of the reading task affects reading comprehension and learning achievement.
Literature Review
A review of the literature indicates that a traditional typographical cueing, such as a
bolded font, is not a new approach for instructional design. However, using a disfluent, or hardto-read font in instructional reading materials has recently been suggested as an external text
manipulation that will cue the learner and also act as a metacognitive signal that the task may
need more cognitive engagement in order to process. Facing a visual challenge, the learner’s
curiosity intrinsically motivates the learner to make sense of the content, leading to more time on
task and deeper cognitive engagement, which supports deeper processing, and ultimately
increased reading comprehension. This study utilized this approach by creating a desirable
difficulty for cueing the learner specifically to the important content in the reading.
Desirable Difficulties and Cognitive Engagement
A desirable difficulty is a learning condition that makes encoding more difficult, but also
engages a learner’s processes, such as curiosity, which supports learning and improves long-term
retention (Yue, Castel, & Bjork, 2013). Font manipulations, or other visual effects that vary the
conditions of learning, rather than keeping them constant and predictable, adds desirable
difficulty to the design of instructional materials. Manipulations such as blurred fonts (Yue et al.,
2013), interleaving (Richland, Bjork, Finley, & Linn, 2005) and blocking (Chapman & Tunmer,
1995; Kornell & Bjork, 2008; Pressley & Harris, 2006; Rohrer & Taylor, 2007; Shea & Morgan,
1979; Simon & Bjork, 2001) are other ways to introduce visual difficulties during learning.
Seemingly counterintuitive to the standard keep it simple rule of thought, these instructional
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design manipulations often enhance learning. It is not the difficulty that leads to the
improvements, but rather how the intervention engages processes that support learning (Alter,
Oppenheimer, & Epley, 2013; Bjork, 1994). Research suggests that when learning from text or
reading, instructional designers should carefully consider adding complexity that introduces
desirable difficulties (McNamara, Kintsch, Songer, & Kintsch, 1996) and cognitive engagement
into the learning process.
Disfluency. Neuroscientific evidence suggests that when faced with a disfluency the
learner’s anterior cingulate cortex (Boksman et al., 2005), triggers an alarm that activates the
prefrontal cortex responsible for deliberative and effortful thought (Botvinick, Braver, Barch,
Carter, & Cohen, 2001; Goel, Buchel, Frith, & Dolan, 2000; Lieberman, Gaunt, Gilbert, &
Trope, 2002). This physiological reaction activates more elaborate processing which ultimately
may lead a learner to make adjusting or correcting actions in their responses (Alter et al., 2007).
Research shows disfluency leads to deeper cognitive processing, independent of the objective
cognitive difficulty of the task (Alter & Oppenheimer, 2009a; Craik & Tulving, 1975; DiemandYauman et al., 2011; Oppenheimer, 2008). However, deeper cognitive engagement does not
ensure comprehension accuracy.
While theoretical justification shows that learners consistently judge less fluent items as
being more difficult to remember or recognize, research has shown that actual recall for these
items is often surprisingly unaffected by or is even improved by perceptual disfluency
(Diemand-Yauman et al., 2011; Hirshman & Mulligan, 1991; Nairne, 1988; Rhodes & Castel,
2008; Slamecka & Graf, 1978). Conditions that create challenges and slow the rate of task
completion and learning often optimize long-term retention and transfer, which is the distinction
between learning and performance (Bjork & Bjork, 2011).
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Perceptual cues. External visual manipulations of text, such as a bolded font, can act as a
perceptual cue to direct a learner’s attention (Hartley, 2004) and signal that the bolded
instructional content may require deliberate, intentional processing in order to lead to meaningful
learning. Human visual perception is extremely selective (Baddeley, 1992) and compared to
equivalent verbal input, visual stimuli provides better processing cues to help shape the learner’s
perception of a message (Baggett & Ehrenteucht, 1982).
Fluency. Fluency is the difference between the expected difficulty of a task and the
actual difficulty a learner experiences (Alter et al., 2013; Whittlesea & Williams, 1998, 2000).
When faced with both external sensory cues and internal metacognitive cues, a learner’s
perceived or felt fluency, or confidence about a task can affect the learner’s judgments (Alan,
Castel, David, McCabe, & Henry, 2007; R.E. Mayer, 1984; Oppenheimer, 2008; Thompson et
al., 2013; Yue et al., 2013). Many times the fluency of a task is not based on a straightforward
external cue, but on the learner’s perception for the level of effort that will be required to meet
the challenge of the assigned task. When faced with information that is processed easily or
fluently, a learner’s intuitive processes will guide the learner’s judgment (Schwarz, 2004).
However, information processed with a metacognitive experience of difficulty, or disfluency,
alarms the learner and serves as a cue that the task is difficult, or that the learner’s intuitive
response is likely to be wrong (Alter et al., 2007).
A cue’s fluency, or the ease with which a cue is processed, can influence which learning
strategies a learner will utilize to confront a task (Tversky & Kahneman, 1973, 1974). While
learners pay equal attention to fluent and disfluent cues (Shah & Oppenheimer, 2007), if what
the learner sees visually is unfamiliar, this disfluency acts as an additional metacognitive cue,
warning the learner that they may lack mastery over the material (Alter & Oppenheimer, 2009a;
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Tversky & Kahneman, 1973, 1974). This cautions the learner to slow down and engage in
deeper, more elaborative processing (Alter et al., 2007), and leverage additional resources in
order to successfully process the unfamiliar or difficult material (Jonides, 1981; Jonides &
Yantis, 1988; Yantis & Jonides, 1984).
Reading Strategies
In reading tasks, a learner uses strategies to make cognitive progress and then references
metacognitive strategies to monitor this progress (Flavell, 1979). Reading comprehension, or
constructing meaning from text, is an intentional, deliberate, and purposeful act (Kintsch, 1998,
Mokhtari & Reichard, 2002). The Metacognitive Awareness of Reading Strategies Inventory
(MARSI) is a tool that was developed to assess pre-college aged students’ awareness of, and
their perceived use of reading strategies (Mokhtari and Reichard, 2002). See Appendix F. A
metacognitive awareness occurs when information is processed with a metacognitive experience
of difficulty, or disfluency, which alarms the learner and serves as a cue that the task may be
difficult (Alter et al., 2007), prompting the learner to change their strategy to accomplish the
task. MARSI can inform learners on their perceived use of reading strategies and help them to
shape their intentional, deliberate, and purposeful actions for constructing meaning from text.
MARSI is often used for assessing readers who are fluent in one language and are
receiving instruction in an unfamiliar, or foreign language. Reading text in an unfamiliar
language is a similar disfluency to using hard-to-read fonts. The overall average MARSI score
indicates a learner’s perception on how often reading strategies are used when reading
instructional materials, while the average for each MARSI subscale of the inventory shows
which group of strategies (global, problem-solving, or support) the learner leverages most.
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Learning Processes
While cueing may help learners extract and process essential information from static
information (Tversky, Heiser, Lozano, MacKenzie, & Morrison, 2008), cueing as the primary
instructional strategy may not necessarily improve learning (De Koning, Tabbers, Rikers, &
Paas, 2009; Kriz & Hegarty, 2007). A critical requirement for cueing to be effective is that cues
must be designed to facilitate, rather than to interfere with the processing of information (De
Koning et al., 2009). For meaningful learning to be accomplished, a learner must leverage the
learning processes of: 1) selecting relevant information, using the cues to guide their attention;
2) organizing that information into a coherent representation, using the cues to emphasize
structure; and 3) integrating this representation into existing knowledge, (Mayer, 1992) using the
cues to analyze and develop relationships between and within elements. Meaningful learning
also depends on the learner’s perception or individual process of selectively attending to and
interpreting important detail in order to comprehend meaning (Levie, 1987; Steinberg, 1991).
Research suggests that some processing is slower and more deliberate than other
processing (Kruglanski & Thompson, 1999; Osman, 2004). Even in early research, James (1890)
presents the psychological suggestion that human reasoning involves two distinct processing
systems for cognitive engagement: 1) one that is quick, effortless, associative and intuitive, and
2) another that is slow, effortful, analytical and deliberate (Alter et al., 2007). Cues slow down
the learner’s speed for processing text, which is evidence that the memory-enhancing effects of
cueing are mediated by a deliberate process of attention (Lorch & Chen, 1986; Lorch, Lorch, &
Klusewitz, 1995).
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Cognitive Burden – More or Less
Perceptual fluency, a learner’s sense of familiarity (Bjork & Bjork, 2011) or subjective
feelings of ease in general (Shah & Oppenheimer, 2007) enhances comprehension in written
materials (Katzir, Hershko, & Halamish, 2013). An easy to read, coherent text with cues that are
familiar and comfortable has often been thought to aid a learner in recognition. Information
coming readily to mind for the learner could be interpreted as evidence of learning, however, this
could instead just be a product of the cues that are present in the current text. Studies have shown
that for a learner to recall the same information that was cued at a later time would prove
difficult, without again providing the same cues (Bjork & Bjork, 2011; Kornell, Hays, & Bjork,
2009). Therefore using cues to ease the cognitive burden, or reduce the generative processing
could actually result in less effective learning (Kintsch, 1990). This study presented cues in a
visually disfluent font to increase the cognitive burden. Ultimately it is a learner’s active
processing that facilitates learning (Healy et al., 1993; Healy & Sinclair, 1996; Kintsch, 1988,
1992; McNamara et al., 1996; Schmidt & Bjork, 1992) and improves memory for difficult tasks
(Alter et al., 2007).
Hard-to-read fonts. Research has found that learner retention of material, across a wide
range of subjects and difficulty levels, was significantly improved by presenting reading material
in a disfluent, or slightly harder to read format. This effect appears to be driven by the visual,
hard-to-read font, an external manipulation that appears to have nothing to do with semantic
processing (Alter et al., 2007; Diemand-Yauman et al., 2011). Additional research suggests hardto-read fonts are a disfluency that operates as a desirable difficulty, engendering deeper cognitive
engagement and deeper processing strategies (Alter & Oppenheimer, 2008; Alter et al., 2007;
Bjork, 1994; Corley et al., 2007; Craik & Tulving, 1975; Song & Schwarz, 2008).
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Processing visually disfluent fonts imposes greater demands on a learner’s cognitive
resources than when processing fluent fonts (Alter et al., 2007). The illegibility of the text acts as
a metacognitive cue for the learner to consider the words more carefully. This often requires the
learner to slow down and generate relationships and meaning. This causes the learner to spend
more time on the task, which leads to better meta-comprehension and a richer, deeper memory of
the content. If the learner has some prior knowledge or grasp of the task, then research shows
altering text presentation to a less familiar format, making it less perceptually fluent, leads to
better memory of the written material (Alter & Oppenheimer, 2008; Alter et al., 2007; Bjork,
1994; Corley et al., 2007; Craik & Tulving, 1975; Diemand-Yauman et al., 2011; Kelley &
Rhodes, 2002; Love, 2012; Rhodes & Castel, 2008; Song & Schwarz, 2008; Thompson et al.,
2013; Zorzi et al., 2012).
Cognitive load. Cognitive Load theory centers on the fact that cognitive capacity in a
learner’s working memory is limited. A review of literature on cognitive load theory
recommends instructional systems should be designed to optimize the use of working memory
capacity and avoid cognitive overload (de Jong, 2009).
Cognitive load is multidimensional concept defined by the mental load and the mental
effort a task presents to a learner. Mental load is imposed by the instructional parameters of the
task, and mental effort refers to the amount of capacity that a learner must allocate to that task.
Instructional manipulations to increase mental load will only be effective if a learner is motivated
and invests mental effort to accomplish the task. Since mental load is determined by the task
only, cognitive load is most often measured by a learner’s perceived mental effort. This study
utilized a 9-point rating scale to assess perceived Mental Effort (Paas, 1992).
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Generative Processing
Simply reading or re-reading text has not been shown to be as significant for reading
comprehension as when a learner generates information during a learning task. Generative
strategies studied include: hearing the answers in memory tasks (Slamecka & Graf, 1978) or in
learning tasks (Carroll & Nelson, 1993; McNamara, 1995; McNamara & Healy, 1995);
providing missing letters to complete words (Hirshman & Bjork, 1988; Richland et al., 2005);
interleaving (Richland et al., 2005); active inferencing (Mannes & Kintsch, 1987); or using tests
as learning events (Kornell et al., 2009; Roediger & Karpicke, 2006).
Wittrock’s (1974) generative model of learning supports the theory that reading
comprehension is enabled when learners are able to assign prior knowledge and experiences to
the material in order to generate or construct a new meaning for the text. By introducing a
challenge to the learner while reading, such as a desirable difficulty, learners exert more mental
effort and utilize an active process of interpretation. This mapping of disfluent information is a
form of generative processing. Many studies have shown that by increasing processing at
encoding, learning becomes more durable and flexible, improving long-term retention (Bjork &
Bjork, 2011; McDaniel & Einstein, 2005). Illegible, hard-to-read fonts force learners to consider
words more carefully, or in essence to generate them, which has been shown to cognitively lead
to deeper meaning (Love, 2012), as long as the interpretation and encoding are within the limits
of a learner’s working memory (Yue et al., 2013).
Ease of processing. Existing fluency research has shown that learners interpret stimuli
depending on how easy those stimuli are to process, and that a learner’s processing fluency can
also influence judgment by serving as a metacognitive cue to engage in deeper reasoning.
Processing fluency is an important factor that determines when the learner will overcome their

11
intuitive responses and engage in more systematic reasoning (Alter et al., 2013; Alter et al.,
2007). Research on fluency effects indicates that the longer information is presented to the
learner externally, (Bjork, 1994; Forster, Leder, & Ansorge, 2012; Jakesch, Leder, & Forster,
2013; Reber, Winkielman, & Schwarz, 1998) the more familiar or intuitive it is internally,
increasing prior knowledge and improving processing. While easy to process (fluent) stimuli are
most preferred by learners (Oppenheimer, 2008; Oppenheimer & Frank, 2008; Reber, Schwarz,
& Winkielman, 2004; Winkielman, Piotr, & Cacioppo, 2001) and a learner’s individual
judgments of learning are higher for perceptually fluent items (Yue et al., 2013), it is the
external, optimal instructional challenges that are experienced as self-rewarding, and lead to
positive learner satisfaction (Csikszentmihalyi & Csikszentmihalyi, 1988).
Instructional Design of Written Materials to Increase Reading Comprehension
Instructional designers are faced with developing effective instruction that will challenge
the learner, while maintaining an optimal balance between being too easy, offering only meager
gains in learning, or being too difficult, to the point of frustration (Morrison & Anglin, 2005;
Paas, Tuovinen, van Merriënboer, & Darabi, 2005). This balance is especially important when
designing written materials to increase reading comprehension.
Book designers suggest that the most important part of the design of written materials is
the choice of the text (Hendel, 2013). With current-day, digital approaches to instructional
design, the design of the text can easily and affordably be manipulated without changing the
content of the written material. Manipulations of typographical properties such as typeface are
external factors that can affect legibility and can add difficulty to a reading task. Research
suggests these typographical manipulations improve reading comprehension, leading to deeper
processing (Bjork, 1994) which in turn facilitates encoding, and subsequently, better mental
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retrieval (Craik & Tulving, 1975). Manipulations to typeface must be carefully considered as
research has shown that the effects of altering text presentation should differ based on the prior
knowledge and level of understanding of the learners receiving the manipulation (Katzir, et al.,
2013). One caution for instructional designers when altering the external, typographical
properties of reading material is to ensure these interventions do not go beyond disfluency, and
instead become illegible.
Text, font or typeface. Text is defined as structured letters combined to form a message
that can be understood. These letters are based on a typeface (such as Times New Roman), and a
specific font (based on weight and size), also referred to as a typeface sub-family (Ali, Wahid,
Samsudin, & Idris, 2013; Brady, 1993; Giese & Holmes, 2002; Jamaluddin & Zaidatun, 2000).
In the days of analog printing a typeface was categorized as either serif or san serif (Ambrose &
Harris, 2006). In traditional typography, a serif is defined as a small line attached to the end of a
stroke in an individual letter. These serifs were thought to help increase legibility as each letter is
distinct, yet flows easily into the next letter helping to distinguish a complete word, similar to the
visual effect of cursive hand-writing (Amdur, 2007; Bryan, 1996; Morrison & Noyes, 2003).
Letters missing the serif, or categorized as san serif, are often considered for use on road signs,
advertising signs and posters, as they are thought to be better for use when reading from long
distances (Ambrose & Harris, 2005; Rabinowitz, 2006). But even early research suggested
learners found equal legibility for both serif and san serif typeface (Paterson & Tinker, 1932).
More recent studies suggest that mainstream familiarity of the font (Tinker, 1963; Zachrisson,
1965) or learner aesthetics (Bernard, Mills, Peterson & Storrer, 2001; Tinker, 1963) are the
driving factors behind a learner’s preference for either serif or sans serif typefaces, and not
legibility.
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In digital systems terminology, the typeface is still the visual design, or the letterforms;
whereas the font is the how that design is delivered (Lupton, 2010). In addition to serif and san
serif typefaces, a multitude of other fonts are now available based on typeface designs such as
script, blackletter, Unicode and many more; all established strongly on their visual design. With
the increase in online development of textual information, the design of digital typefaces and the
production of fonts are fluidly linked in the digital typography. Therefore, the term font will be
used for the remainder of this paper to refer to either term, typeface or font.
Visual design. Design principles offer guidelines for the visually pleasing use of text,
color and graphics, to include unity, focal point and balance. These are the building blocks of
any visual design (Graves, 1941). Two other elements important to instructional design are
visual cognition and visual literacy. Visual cognition is the process of how a learner perceives
and remembers visual information, while visual literacy is the learner’s ability to interpret and
make meaning from information presented in a more visual format. Both visual cognition and
visual literacy rely on the appropriate use of design principles (Greenberg & Jordan, 1991;
Lauer, 1979) to promote successful reading comprehension.
Reading Comprehension
Reading comprehension is a complex learning task that involves integrating sets of
learning goals. The learner must read the text, process the letters, words, sentences and passages
to understand their meaning and then be able to map, or integrate the new information into the
learner’s own current knowledge (Cain et al., 2004; van Merrienboer et al., 2002). Reading
comprehension draws on many different cognitive skills and processes that do not follow a
specific series of steps and is strongly predicted by a learner’s lower language skills. This can
impact the inference, comprehension monitoring, and knowledge about the text structure and
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ultimately, shape the learner’s assimilation of information across sentences to construct an
integrated and coherent model of the consolidated meaning of an entire reading passage (Cain et
al., 2004).
Many instructional design models approach instruction through the accomplishment of a
series of simple learning tasks. However, complex learning, such as reading comprehension,
usually involves mastery of integrated sets of learning goals, or multiple performance objectives.
Therefore, reading tasks as a whole are clearly more than the sum of simple parts because
reading comprehension requires the learner to coordinate and integrate, which has little to do
with learning separate skills in isolation (van Merrienboer et al., 2002).
Legibility and readability. Reading comprehension is affected by both legibility and
readability. It is important to distinguish the difference between these two terms, often used
synonymously, when discussing the task of reading. Legibility is the ability to recognize
individual letters or words or the factors that affect the ease and speed of reading (Tinker, 1963).
Readability measures the level of mental difficulty of the reading material, or the mental effort.
Readability is strongly facilitated by a learner’s lower language skills – such as visually
recognizing the difference between letters; prior knowledge - knowledge of the letters, order and
sound (Woods, Davis, & Scharff, 2005), and a diversity of other design factors– such as type
size, line length, white space, etc. that influence human behavior (Fleming & Levie, 1993;
Katzir, et al., 2013).
The legibility of text influences its readability (Erdmann & Neal, 1968; Mills & Weldon,
1987; White, 2005). The ease with which a learner reads and comprehends text is measured by
the level of mental difficulty or mental effort required to understand the meaning of the text
(Mills & Weldon, 1987; Tinker, 1963; Woods et al., 2005).
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Speed of reading. One factor that is often thought to predict a learner’s reading
performance is measured by the speed of accomplishing a reading task (Torgesen & Hudson,
2006). However, the speed of reading is not necessarily conducive to reading comprehension as
shown in an early study which examined what the eyes do during reading. Eye tracking,
psychologists observed that speed readers physically made fewer eye fixations than slower
readers. These fixations are the places where a learner may focus while reading a passage. The
range of text that a learner is able to discern from one fixation to the next is called perceptual
span. Between fixations the reader is functionally blind while moving to the next fixation. These
hops, defined as a saccade, are sections of text where a learner does not perceive letters but
instead fills in information with perceptual information gleaned from fixations before and after
the saccade.
While speed readers did well on general questions, they did not perform well on the
minutiae of the text, possibly due to information not gained during the saccade. The speed
readers showed little accuracy in the comprehension of specific details in the reading material.
This suggests that the general questions were not answered from the readers’ comprehension of
the reading passage, but more from the fragments of text the reader had actually read in the
passage combined with their preexisting knowledge about the topic. So while speed readers may
complete a task before the allotted time limit, there is a reduction in the accuracy of their
responses, especially in areas of reading comprehension (Rayner, 1978).
Since visually, the shape of a letter string as a whole affects the learner’s perception,
using odd or unfamiliar patterns, such as hard-to-read fonts will tend to slow down the learner’s
speed of reading. Sensing something unexpected or unfamiliar the learner utilizes a slower pace
while consciously processing the unfamiliar text and integrating the new information with

16
existing prior knowledge before moving on to the next fixation. While some visual difficulties
may not enhance reading comprehension (Katzir, et al, 2013), other research suggests unfamiliar
external disfluency slows down the learner, providing more time on task and, for a short time,
can act as an effective instructional strategy to increase learning (Oppenheimer, 2008; Ross &
Anand, 1987).
Novelty effect. Early research found humans have a preference for that which is familiar,
but at the same time demonstrate a positive preference for an optimum level of novelty, or
discrepancy between a stimulus and the learner’s pre-existing representation of that stimulus
(Berlyne, 1960; Dember & Earl, 1957; McCall & McGhee, 1977). When a learner encounters a
strategy that has never been experienced, or a strategy that consists of a new combination of
previously experienced elements (Berlyne, 1960), this novelty exposure results in a tendency for
the learner’s performance to initially improve when the new strategy is instituted. While any
stimulus has a certain amount of arousal potential, instructional designers must also understand
that repetition of this stimulus can lead to a moderation or novelty effect (Berlyne 1960, 1966,
1970, 1971). A “relatively permanent waning of a response as a result of repeated stimulation” is
identified as a habituation (Thorpe, 1963, p. 61). A novelty exposure at first generates a
habituation effect leading to increased liking, followed by a satiation or boredom effect once the
stimulus has become familiar. This process is associated with learning accomplishment, such that
the repeated exposure promotes positive feelings for learning about the stimulus, but once the
stimulus has been learned, an unpleasant state of satiation, or boredom, is hypothesized to
develop, causing the pleasingness of the stimulus to decline (Stang 1974; 1975).
Similarly, it was found that while the novelty of a hard-to-read font may initially increase
a learner’s interest, over the course of time this novelty may wear off, reducing the impact of
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distinctiveness. Eventually learners will adjust to unfamiliar, or hard-to-read fonts, by changing
their expectations about what might be encountered. Even the most difficult words and
manipulations get easier with repeated exposure as learners adjust to a disfluency, reducing the
long-term impact of this visual distinctiveness (Diemand-Yauman et al., 2011).
Motivation
Reading comprehension and other achievement outcomes can be predicted by both
motivational (Chapman & Tunmer, 1995) and cognitive variables (Pressley & Harris, 2006).
Instructional designers strive to motivate learners and encourage them to want to connect newly
presented information to already existing schemata (van Merrienboer et al., 2002). Motivation is
an important variable to consider when optimizing instructional materials. Materials must engage
the learner and enhance the learner’s effort (Morrison, Ross, & Kemp, 2007; Shulman & Keislar,
1966).
Intrinsically motivating. Cognitively-oriented learning theorists argue for the
importance of intrinsically motivated, play-like activities (Bruner, 1962; Piaget, 1951) and
intrinsically-motivating environments which tend to arouse and satisfy a learner’s curiosity by
emphasizing concepts like novelty, complexity, surprisingness and incongruity (Berlyne 1960,
1965, 1968). An activity is said to be intrinsically motivating if people engage in it for its own
sake (Csikszentmihalyi & Csikszentmihalyi, 1988; Malone, 1981).
An instructional design that presents a learner with instructional disfluencies or
challenges supports a theory of intrinsically, motivating instruction. Often the kind of complexity
or incongruity that is motivating also involves surprisingness with respect to the knowledge and
expectations a learner has (Malone, 1981). Research suggests that learners are driven by a will to
master a challenge and that they will seek and endure an optimal level of informational
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complexity and maintain motivation to stay on task, until their cognitive structures are better
formed (Berlyne, 1965; Malone, 1981; Piaget, 1951).
When students are intrinsically motivated to learn something, they may spend more time
and effort in the process of learning; feeling better about what they learn, and actually utilizing
the skills more in the future. Some theorists argue the instructional benefit of these feelings stem
from the possibility that as more fundamental cognitive structures are modified learners
experience a deeper learning (Malone, 1981; Shulman & Keislar, 1966). Only when the learner
is able to attend to the important aspects of the presented material, mentally organize it into a
coherent cognitive schema, and integrate it with relevant existing knowledge can meaningful
learning or deep understanding commence (Morrison et al., 2007).
Additional motivation can stem from cognitive curiosity, or a desire to bring better form
to one's own knowledge structures. Learners are motivated to bring three characteristics of wellformed scientific theories: completeness, consistency, and parsimony to their cognitive
structures, suggesting that a learner’s curiosity is engaged when there is just enough information
present to make their existing knowledge seem incomplete, inconsistent, or unparsimonious
(Malone, 1981). Learners will be motivated to stick with the assigned task and learn more in
order to make their cognitive structures better-formed. Conceptual conflict, or a lack of
consistency evoked by a stimulus situation is the principle factor in producing curiosity (Berlyne,
1965).
Curiosity. Curiosity is a motivator for learning (Malone, 1981) and can be evoked by
environments that are neither too complicated nor too simple with respect to the learner’s
existing knowledge (Berlyne, 1965; Piaget, 1952). Curiosity is separated into sensory and
cognitive components. Sensory curiosity is the interest a learner has based on sensory cues, such

19
as visual or graphic cues, while cognitive curiosity is more about the semantic content of the
information presented. Faced with sensory curiosity and cognitive curiosity learners are
interested and motivated to assimilate information using schemas they have gained from other
contexts (Malone, 1981).
Perceptual visual changes in written instructional material, such as hard-to-read fonts,
evoke sensory curiosity. Changes in the sensory stimuli of an environment attract the learner’s
attention. This interest is a precondition for learning, exploration and curiosity as it draws the
learner’s attention to novelties and disfluencies which increases meaningfulness to the individual
learner (Silvia, 2008; Turner & Silvia, 2006).
Cognitive curiosity is aroused by making learners believe their knowledge structures are
incomplete, inconsistent or unparsimonious (Malone, 1981). A learner is faced with the prospect
of modifying their higher level cognitive structures when presented with an optimal level of
informational complexity (Berlyne, 1965; Piaget, 1952). While motivation can stem from
cognitive curiosity, additional research is required to shed more light on the boundaries between
disfluent text and text that goes beyond disfluent, and actually becomes illegible, ultimately
hinders learning (Diemand-Yauman, et al., 2011).
Challenge. Learning environments should be novel and surprising, however they should
not be completely incomprehensible. The optimal environment would be one where the learner
knows enough to have expectations about the material, but where these expectations are
sometimes unmet or challenged (Malone, 1981). An environment is not challenging if the learner
is certain to reach the learning goal, or for that matter, certain not to reach the learning goal.
Successfully meeting or overcoming challenges engages a learner’s self-esteem, making
them feel better about themselves. Based on an individual’s self-rewarding mechanism, more
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challenging material might actually be preferred and found to be more interesting
(Csikszentmihalyi & Csikszentmihalyi, 1988; Ramachandran & Hirstein, 1999). If less confident
in their ability to master the task, the learner is more likely to engage in extra effort and
elaboration processing to overcome the perceived challenge (Alter et al., 2007). However, there
are limits to the amount of complexity people find interesting and failure in a challenging
activity will lower a learner’s self-esteem, decreasing their interest in the instructional activity.
(Berlyne, 1965; Hunt, 1965; Malone, 1980, 1981; Piaget, 1952; Weiner, 1980).
Not all challenges are desirable (Nelson & Narens, 1990; Yue et al., 2013) and when the
task is too difficult for the learner it can lead to reduced liking (Reber et al., 1998). Using hardto-read fonts could frustrate less motivated learners. While desirable difficulties trigger encoding
and retrieval processes that support learning, comprehension and remembering, if the learner
does not have the background knowledge, skills or motivation to respond to them successfully,
the challenge becomes an undesirable difficulty which may over-burden the learner (Bjork &
Bjork, 2011; Diemand-Yauman et al., 2011).
Research shows that poor use of design principles in instructional materials can lead to
increased task completion time, and if too difficult, reduced persistence on task due to perceived
complexity or doubt that the instruction has value to the learner (Szabo & Kanuka, 1998). The
key to successful instructional design is to adjust the level of difficulty to the learner’s level of
knowledge, making the reading challenging enough to stimulate active processing but not too
difficult to break down comprehension (Katzir et al., 2013; McNamara et al., 1996).
Simple and Affordable Strategy
Unlike other forms of desirable difficulties, fluency interventions on font style is an
affordable and simple strategy to implement. By simply changing the visual expectations of the
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font the instructional designer can create a cognitive educational intervention on digitally
available instructional materials. Using word-processing software, selecting and changing fonts
is an easy external change that can be made without altering the instructional content and
research shows that superficial changes to learning materials yield significant improvements in
educational outcomes (Diemand-Yauman et al., 2011).
Purpose of Research
The focus of this study is to compare the use of a traditional typographical cueing, such
as a bolded font, to a visually disfluent font, for cueing learners to important information in an
online reading assignment in order to increase reading comprehension as shown in task posttest
achievement scores. The purpose of this study was to determine whether a significant difference
existed between treatments (control – no cueing (N), bolded (B), or disfluent (D)) in terms of the
dependent variables of achievement score, reading time, cognitive load and the participant’s
perception of the reading task.
The first hypothesis was that participants who are presented with a reading task using a
visually disfluent font as a cue to identify important topic information will show an increase in
reading comprehension, time spent on task, perceived mental effort (cognitive load) and
perceived difficulty. Consistent with research using hard-to-read fonts in a reading assignment is
an external way to manipulate text to slow down the learner’s task completion time, giving more
time on task and improving the learner’s ability to comprehend and retain the content (Alter &
Oppenheimer, 2009b). Visually disfluent fonts, integrated into instructional materials can be
used as an instructional intervention strategy to increase cognitive engagement, leading to deeper
processing (Bjork, 1994). Deeper encodings increase time spent on task and have been
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associated with higher levels of achievement and better mental retrieval (Craik & Tulving,
1975).
The second hypothesis predicted that when presented with a reading task using a visually
disfluent font as a cue to identify important topic information participants who perceive a higher
metacognitive awareness of their reading strategies for dealing with unfamiliar or difficult text
will show an increase in reading comprehension, time spent on task, perceived mental effort
(cognitive load) and perceived difficulty. The metacognitive speed or ease with which a learner
can read problems and/or produce an answer to a query is known as fluency (Thompson et al.,
2013). Research has shown that by creating a disfluency, or subjective experience of difficulty
associated with the cognitive operation of reading the written text, the learner’s retention of the
information is significantly improved (Diemand-Yauman et al., 2011) and can cue the learner to
slow down their reading speed, increasing their time on task and allowing more time for the
learner to process the information (Alter et al., 2007). Since reading comprehension, or
constructing meaning from text, is an intentional, deliberate, and purposeful act (Kintsch, 1998,
Mokhtari & Reichard, 2002) this study utilized the Metacognitive Awareness of Reading
Strategies Inventory (MARSI) to assess the participant’s awareness of, and their perceived use of
reading strategies (Mokhtari and Reichard, 2002). A metacognitive awareness occurs when
information is processed with a metacognitive experience of difficulty, or disfluency, which
alarms the learner and serves as a cue that the task may be difficult (Alter et al., 2007),
prompting the learner to adjust their strategy in order to accomplish the task.
In support of these hypotheses the following research questions were posed for this study:
1.

What effect did the visual cueing treatments have on the participant’s
achievement?
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2.

What effect does the visual cueing treatment have on the amount of time
participants spent on each reading task?

3.

What effect does the visual cueing treatment have on the participant’s
perceptions for each reading task?

4.

What effect does the visual cueing treatment have on the participant’s
perceived mental effort exerted, or cognitive load, for each reading task?

5.

What effect does a participant’s metacognitive awareness of their reading
strategies have on a participant’s time spent on each reading task?
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CHAPTER II
Method
Research Participants
The target sample size for this research was 60 participants which would allow for 10
students in each of the six treatment orders. The actual participants (N=77) for this research study
were undergraduate students enrolled during the spring 2016 semester at a large public research
university located in a mid-size southeastern city. The university’s current undergraduate
population is approximately 20,000 students. Participants were chosen based on a convenience
sample of four sections of an undergraduate Science, Technology, Engineering and Mathematics
course, STEM 110T - Technology and Your World. Table 1 presents the demographics for the
participants in this study.
Table 1
Demographics
Gender

Frequency

Percentage

Male

42

54.5%

Female

35

45.5%

No

55

71.4%

Yes

22

28.6%

Corrective Lenses?

Participant’s gender, age, and use of corrective lenses for reading (hyperopia) were collected for
demographic purposes, revealing that 54.5% were Male, 45.5% were female, and approximately
29% of the participants wore corrective lenses for close-up reading. As would be expected in a
100-level college course, the participant’s ages ranged from 18 years old to 31 years old.
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Age (N=77)
25
20
15
10
5
0
18

19

20

21

22

23

24

25

26

27

28

29

30

31

Figure 1. Participants’ Ages
As shown in Figure 1, a bar chart showing the ages for the participants shows a very positive
kurtosis curve with over 50% of the participants being either 19 or 20 years old. The mean age
for the sample was 20.94 years old.
Research Design
This study utilized a within-subjects true experimental design. The independent variable
was the visual cueing (control – no cueing (N), cueing in a bolded font (B) or cueing in a visually
disfluent font (D)). Dependent variables included participant’s achievement scores on task
posttests of the instructional material (SCORE), the time the participant spent on the reading task
(TIME), the participant’s perception of the reading task (PERCEPTION) and the participant’s
perceived mental effort or cognitive load for each reading task (LOAD). The covariate was the
participant’s metacognitive awareness of their reading strategies (MARSI).
This research used three treatments of the fonts for cueing in the reading material.
Regardless of the treatment used, all text was presented in a left-justified, single-spaced, black
color format. Using a crossover design, such that each participant was exposed to all treatments
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in the study, this design controls for the variation associated with hypo and hyper-responders.
Because each participant completed one of each cueing treatment across their three assigned
reading tasks, the inter-participant variation was reduced.
Treatment order. The presentation order of the treatments was counterbalanced using a
randomized 3 X 6 within groups, crossover design, so that the order the treatments were
presented to the participants would not be a factor. This design created six groups, Group A
through Group F. Groups were randomly assigned as the participants entered the room.
Control – no cueing (N). The control treatment used the Times New Roman font (a
commonly preferred font for instructional materials) for all text in the reading assignment, with
no font manipulation and no cueing.
Bolded (B). The bolded treatment used the Times New Roman font for all text in the
reading assignment, with the exception of a font manipulation bolding the Times New Roman
font (a traditional typographical method) for cueing the participant to important information they
will need for the task posttest.
Disfluent (D). The disfluent treatment used the Times New Roman font for all text in the
reading assignment, with the exception of a disfluent visual font (Impact) used for cueing the
participant to important information they will need for the task posttest. While there are many
studies using hard-to-read fonts, there is not a specific group of fonts that are identified as “hardto-read.” Instead research has utilized many different fonts, color gradations, even blurring fonts
to manipulate their readability, but all appeared to leverage more of a personal aversion, than a
scientific reason for labeling fonts hard-to-read. In formative evaluation of the instruments,
Impact was found by the test group to be hard-to-read.
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Groups. Participants were randomly assigned to one of the six groups, Group A through
Group F. Each participant was given three reading tasks, one each on the following topics:
1.

RP – Rapid Prototyping

2.

CM – Cellular Manufacturing

3.

RFID – Radio Frequency Identification

The order of the reading tasks was always presented with the RP reading first, the CM
reading second and the RFID reading last. However, each reading task randomly provided the
participant exposure to one each of the cueing treatments based on their group assignment. The
order tasks were presented is shown in Table 2.
Table 2
Presentation of Tasks – Order
Reading Task
Rapid Prototyping
(RP)

Cellular Manufacturing
(CM)

Raido Frequency
Identification (RFID)

Treatment

Group
A

Disfluent

Bolded

Control - No cueing

B

Disfluent

Control - No cueing

Bolded

C

Bolded

Disfluent

Control - No cueing

D

Bolded

Control - No cueing

Disfluent

E
F

Control - No cueing
Control - No cueing

Disfluent
Bolded

Bolded
Disfluent

Measures
Metacognitive Awareness of Reading Strategies Inventory (MARSI) version 1.0. The
Metacognitive Awareness of Reading Strategies Inventory (MARSI) is a self-report instrument
that was developed by Mokhtari and Reichard (2002) to assess pre-college aged students’
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awareness of, and their perceived use of reading strategies (see Appendix F). MARSI is used to
help learners identify their intentional, deliberate, and purposeful actions for constructing
meaning from text.
The inventory consists of three strategy subscales or factors: Global Reading Strategies,
Problem-Solving Strategies, and Support Reading Strategies as well as an overall average
MARSI score that indicates how often reading strategies are used by learners when reading
instructional materials. The MARSI is often used for assessing readers who are fluent in one
language and are receiving instruction in an unfamiliar or foreign language. Reading text in an
unfamiliar language is a similar disfluency to using hard-to-read fonts. For this research the
MARSI was used to measure participants’ metacognitive awareness prior to each reading
strategy (see Appendix F). These responses measured a participant’s metacognitive awareness of
their individual reading strategies. Participants were categorized as having mean scores that were
either low (2.4 or lower), medium (2.5 to 3.4) or high (3.5 or higher). The majority of the
participants in this study identified themselves as either medium (51%) or high (44%)
metacognitive awareness of their reading strategies, leaving only 5% identifying themselves with
low awareness.
Task posttest achievement score. Following each reading task the participant was given
six task posttest questions to assess their comprehension of the instructional readings (see
Appendix H). The six questions are identical for all three treatments (control – no cueing (N);
bolded (B); or disfluent (D)) of that specific reading topic. All task posttests are a mixture of
multiple choice and completion questions and are aimed at the important information cued by the
bolded or disfluent font.
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Time spent on reading task. Each reading task was designed as a separate survey in the
Survey Monkey software to utilize the software’s respondent metadata in which Survey Monkey
captures the actual time the learner spends on that specific task (Time Spent). There is no specific
expectation for time spent to complete reading tasks, as the participants were instructed to read at
their own pace, to ensure the time spent on task was responsive to the treatment.
Perceived cognitive load. A 9-point rating scale (Paas, 1992) was presented in order to
measure the participant’s perceived amount of mental effort, or their cognitive load. After each
reading the participants were asked to record the level of mental effort exerted for that specific
reading task.
Perception of reading task. As in similar research each participant was asked to
complete a four question survey specifically designed by the researcher to capture the
participant’s perception on each of the treatments (see Appendix H). After each reading task
participants were asked to rate their responses, on a five-point Likert-type scale to the following
questions:
1.

How difficult did you find reading the material in this task?
(1 = ‘very easy’, 5 = ‘very difficult’)

2.

How did you feel about the fonts used in this reading task?
(1 = ‘I like them very little’, 5 = ‘I like them very much’)

3.

How difficult was it to identify the key information in this reading task?
(1 = ‘very easy’, 5 = ‘very difficult’)

4.

How frequently did you feel confused or lost during this reading task?
(1 = ‘never’, 5 = ‘all the time’)
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Instructional Materials
Instructional materials were created in conjunction with the course instructor.
Readings. In an effort to demonstrate how easily content in existing instructional
material could be adapted for cueing using visually disfluent fonts, permission was requested
from both the author and the publisher of one of the course’s text book, Contemporary
technology: Innovations, issues and perspectives (Markert & Backer, 2010). Permission was
granted for use of the textbook’s content for this research by both the author and the publisher
(see Appendix A).
Content was taken from Chapter Six, “Manufacturing and Production Enterprise”. This
content was selected based on the instructor’s expectation that most of the participants would not
have had extensive prior knowledge in these subject matter areas before reading the material.
Some of the content was changed slightly to remove references to other material or examples not
included in the study, allowing the reading task to be independently meaningful. These changes
were approved in advance by the course instructor. Three specific parts of a section in Chapter
Six, Emergent Manufacturing Technologies was used:
1.

“Rapid Prototyping” (RP), pages 200-202.

2.

“Cellular Manufacturing” (CM), pages 202-204.

3.

“Radio Frequency Identification” (RFID), pages 204-206.

The three sub-sections were edited to achieve a character count (including spaces) of
between 3,663 and 3,669 to be used for the primary reading tasks. This was to ensure that the
time spent for each reading task would be based on comparable character count, no matter the
treatment. Because this text uses bolded font to identify key words, a cueing treatment using
bolded font should be familiar to all participants.
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Procedure
Participation in this research was conducted as an assignment completed during a normal
class session, using reading content from a course textbook. This study was approved as “exempt
from IRB review” according to federal regulations as documented in the letter of
DETERMINATION OF EXMPT STATUS for Project Title # 892330-1, Using visually disfluent
fonts for cueing and increased reading comprehension (see Appendix B).
The instructor required student participation for all registered students, making these
reading tasks part of their course curriculum. Course credit was calculated on their achievement
scores for the 18 questions in the three, six-question posttests. This approach provided the
learners with an incentive to strive for their highest level of reading comprehension. An
alternative written assignment was offered for any student who did not wish to participate in the
research, however no one requested this alternative.
The participants met during normally-scheduled class time in a computer lab classroom
to support the ability for data collection via computers using the Survey Monkey software
(www.surveymonkey.com). The lab classrooms afforded each individual participant
simultaneous access to the Internet via desktop computers. No pre-screening was performed
prior to being exposed to the research study sessions.
As the participants entered the lab each was given an introductory Handout (see
Appendix C) randomly assigning them to one of the six groups, Group A through Group F. This
sheet included a brief description of the study, with instructions on how to begin and navigate
through the session. Participants were also provided a plain white envelope and a 3X5 card (see
Appendix D) with a unique three-digit participation number that was used in the creation of the
participant’s unique Participant ID.
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To provide participant anonymity and security for the research data collected through the
Survey Monkey software, participants will only be identifiable to the researcher by a unique
five-digit Participant ID. A user created five-digit Participant ID was made up of the first letter
of the participant’s first name and the first letter of the participant’s last name, followed by a
consecutive three-digit number provided on the 3X5 card to each participant as they entered the
room. Even though this research was part of graded coursework for a university class, the data
collected and analyzed for the research must still be handled anonymously. The Participant ID
was used to keep the data anonymous to the researchers but still allow the instructor the ability to
match up the data with a specific student for course credit. The importance of using the same
Participant ID throughout all reading tasks and measures was stressed verbally and in writing, to
ensure participants understand this is how they were to receive credit and to be able to link the
reading tasks for each participant.
Following all of the reading tasks, each participant placed their 3X5 card in the plain
white envelope provided, sealing it closed and writing their name and course section day and
time on the outside. These were given to the instructor as the participant completed the session,
enabling the instructor to later match the participants to their task posttest achievement scores for
course credit.
Online survey software, Survey Monkey (www.SurveyMonkey.com) was used to collect
research data. A separate survey instrument was used for each of the three reading tasks in each
group. While the format for these surveys is almost identical, separate links were used to isolate
the data collection by treatment, for ease of analysis, verification and validation but most
importantly, to record the time spent on each reading task (treatment). Since several sessions of
the course were actually held in the same physical location or computer lab, the surveys were
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designed to allow multiple responses from each computer. In order to obtain the participants first
responses, once a page in the survey was submitted, participants could not go back and change
existing responses. Once the session was complete the survey was locked down to avoid any
unintentional entries added to the data. This was all done via settings in the Survey Monkey
software.
The participants in the first session began by identifying an assignment in their
Blackboard account for the course containing a PowerPoint file labeled “STEM 110T”. This file
was to act as a Graphical User Interface (GUI) to guide the participants through their Survey
Monkey session for data collection (see Appendix E). Because the instructor had to launch this
GUI through the Blackboard software (and not directly on the desktops as planned), some
unexpected windows layering issues occurred in the first class session. This was corrected
through the use of a Word document as the GUI, with embedded links for the remainder of the
data collection sessions.
The first survey (see Appendix F) contained an introduction, instructions for creating the
Participant ID, the Metacognitive Awareness of Reading Strategies Inventory (MARSI)
(Mokhtari and Reichard, 2002) and asked for a participant’s gender, age and whether the
participant wore corrective lenses for reading (close-up vision). The next surveys consisted of the
three reading tasks (as shown in Appendix G). To ensure the ability to link all surveys for one
specific participant the first page of each survey was a registration page where participants
entered their unique five-digit Participant ID number. As a washout period or distractor before
each six-question task posttest the participant answered five questions on their perceptions for 1)
mental effort used, 2) difficulty of the reading material, 3) fonts, 4) identify key information, and
5) confusion. A six-question posttest assessed achievement for each reading topic (RP, CM and
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RFID) followed the perception survey for each reading task (as shown in Appendix H). An
example of the session for each participant, regardless of group, included the following tasks:
1.

Introduction / Participant ID creation / MARSI Inventory

2.

Reading one

3.

Perception Survey and Task Posttest

4.

Reading two

5.

Perception Survey and Task Posttest

6.

Reading three

7.

Perception Survey and Task Posttest

8.

Thank you and exit

Once the participant completed the exit section they placed their 3X5 card into the white
envelope, wrote their name and course information on the outside and handed the envelope to
their instructor.
Analysis
Data from Survey Monkey was exported into several Microsoft Excel files. The data was
then linked by the Participant ID so that each row would contain all the data for one participant.
Next the data was cleaned and organized for import into the SPSS Statistics software. In the first
review of this file data was assessed for duplicate, missing or misaligned data. Several “false
starts” were found and eliminated. These were attributed to the PowerPoint window layering
issue on the first day of data collection. For duplicate surveys the mean between the two
administrations was used. For duplicate task posttest scores, the first administration data was
used. There was one case [GW111] where a participant completed a incorrect reading task for
their group, exposing them to two readings in the bolded treatment, and no reading in the
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disfluent font. This participant’s data was deleted. In another case [CW126] a participant was
missing the bolded reading, but successfully completed the control – no cueing (N) and the
disfluent (D) reading. In order to utilize their data, an average read time was used for the missing
bolded reading. As needed, alpha and alpha-numeric values were re-coded to numeric values for
input and analysis in SPSS. Responses to the perception survey question #3 was renumbered to
ensure the numerical scale for all perception question responses went from positive to negative.
The resulting Master Excel file (N=77) was imported into SPSS for use in the statistical
analysis of this data. For enhanced readability alpha numeric value labels were created for
numeric data in order to indicate what the values would be referring to in the SPSS output.
For purposes of security and confidentiality, all data were stored without reference or
linking to the participant’s personally-identifiable information. Further, all data were stored on
password-protected data storage systems accessible only to the author and dissertation director,
as study investigators.

36
CHAPTER III
Findings / Results
This chapter presents the results of the statistical analyses used to assess the effects of a
treatment using a traditional typographical cueing manipulation, such as a traditional bolded font,
or a treatment using a visually disfluent font as a cue to identify important topic information on
achievement scores, the participant’s time spent on the reading task and the participant’s
perception of the task, including cognitive load (N=77). Participants in each treatment are in fact
the same participants, with exposure to all levels of a qualitative variable (treatment) during each
session. The presentation order of the tasks used a randomized 3 X 6 within groups, crossover
design, to control for the order tasks were presented to the participant. The number of qualitative
variables were three (control – no cueing (N), bolded (B), or disfluent (D)), equal to the number
of levels of the within-subjects factor (treatment), or independent variable.
One-Way Repeated Measures Analysis of Variance (RM-ANOVA)
Because the design for this study exposes each participant to all levels of a qualitative
variable and measures their performance on a qualitative variable during each exposure, the best
fit for data analysis is a One-Way Repeated Measures Analysis of Variance (RM-ANOVA). This
within-subjects univariate approach tests the correlation between the repeated measures when
measuring each participant’s performance under all three treatment conditions and then models
the correlation between the repeated measures. Five assumptions that must be met include:
three univariate assumptions
The dependent variable is normally distributed in the population for each level of
the within-subjects factor
sphericity
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the cases represent a random sample from the population and there is no
dependency between participants,
two multivariate assumptions
the difference scores are multivariately normally distributed in the population
the individual cases represent a random sample from the population and the
difference scores for any one participant are independent from the scores for any
other participant.
Sphericity and Mauchly’s Test. Normally parametric tests based on a normal
distribution assume that the data points are independent, however in a RM-ANOVA multiple
data points can come from one participant, and therefore data from different experimental
conditions will be related. It is said that Sphericity is met when the variances of these related
differences is assumed to be roughly equal. When conducting a RM ANOVA sphericity is often
significant, or not met, resulting in an increase probability of a Type II error (failure to reject a
false null hypothesis), or loss of power in prediction. There are several multivariate tests that can
be done to correct the degrees of freedom.
When using SPSS to conduct a univarite Repeated-Measures ANOVA, the software also
conducts a multivariate test on the difference measures by subtracting measures associated with
one level of the within-subjects factor from the scores for an adjacent level of the within-subjects
factor. SPSS produces Mauchly’s Test, which tests the hypothesis that the variances of the
differences between conditions are equal. If Mauchly’s Test is significant (p < .05) then there is
significant difference between the variance of differences and it is said that the assumption of
sphericity has not been met. If Mauchly’s Test is nonsignificant (p > .05) then it is reasonable to
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conclude that the variances of differences are not significantly different, but roughly equal and
the assumption of sphericity has been met.
The qualitative variable for this study, the treatment, is the repeated-measure or withinsubjects factor. The first four research questions address the four dependent variables of
achievement, reading time, perception, and cognitive load. The fifth research question addresses
the dependent variable of reading time, adding the MARSI score as a covariant, or possible
predictor of the participant’s reading time. Unless otherwise noted, an alpha level of .05 was
used for all statistical tests.
Research Question 1 – Achievement
What effect did the visual cueing treatments have on the participant’s achievement?
Table 3 shows the descriptive statistics for the Dependent Variable of SCORE for the
three treatments.
Table 3
Descriptive Statistics for Average Task Posttest Scores
The Tests of

Descriptive Statistics
SCORE

Mean

Standard Deviation

N

Control - No cueing

3.86

1.412

77

Bold

3.92

1.458

77

Disfluent

3.73

1.714

77

WithinSubjects Main
Effects

comparing participant’s task posttest scores was not significant, F(2, 152) = .462,
a minimal effect size,

= .631 with

= .006. Since the p value is greater than .05 there is no significance.

Mauchly’s Test was used to test the assumption of sphericity - For achievement scores,
Mauchly’s Test is non-significant, W = 0.991,
level,

2

(2) = 0.674,

= .714. Since the significance

> .05 indicates that the assumption of sphericity has not been violated. Because
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Mauchly’s Test indicated that the assumption of sphericity was not violated, we can use an
uncorrected RM-ANOVA F-test, and accept the null hypothesis. The conclusion is that the
variances of differences in the treatment means for reading comprehension, or achievement
scores, are not significantly different.
Research Question 2 – Reading Time
What effect does the visual cueing treatment have on the amount of time participants spent on
each reading task?
Table 4 shows the descriptive statistics for the Dependent Variable of READ TIME for
the three treatments.
Table 4
Descriptive Statistics for Average Reading Times
Descriptive Statistics
READ TIME

Mean

Standard Deviation

N

Control - No cueing

3:01

1:46

77

Bold

2:59

1:58

77

Disfluent

3:14

2:19

77

The Tests of Within-Subjects Main Effects comparing participant’s reading times was not
significant, F(2, 152) = .633,

= .532 with a minimal effect size,

= .008. Since the p value is

greater than .05 there is no significance. For reading times, Mauchly’s test was significant, W =
0.793,

2

(2) = 17.433,

= .00. The significance level,

< .05 indicates there are significant

differences between the variances. The assumption of sphericity has been violated, therefore a
corrected univariate approach was taken to correct the degrees of freedom, beginning by
reviewing the epsilons in Mauchly’s Test. Epsilons are measures of the degree of sphericity, and
both the Greenhouse-Geisser and the Huynh-Feldt epsilons were greater than 0.75, therefore
statistics suggests using the Huynh-Feldt correction. With this adjustment, F(1.689,128.344) =
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0.633,

= .507, which confirms the conclusion that the Within Subjects Effects of the treatments

on participant’s reading times are not significant.
Research Question 3 – Perception
What effect does the visual cueing treatment have on the participant’s perceptions for each
reading task?
Table 5 shows the descriptive statistics for the Dependent Variable of PERCEPTION for the
three treatments.
Table 5
Descriptive Statistics for Average Perceptions
Descriptive Statistics
PERCEPTION

Mean

Standard Deviation

N

Control - No cueing

2.79

0.849

77

Bold

2.55

0.742

77

Disfluent

2.83

0.813

77

The Tests of Within-Subjects Main Effects comparing participant’s perceptions of the reading
tasks was not significant, F(2, 152) = 2.903,
since

= .058 with a minimal effect size,

= .037. But

= .05, this borders on significance. For perception, Mauchly’s Test of Sphericity was

non-significant, W = 0.943,

2

(2) = 4.438,

= .109. Because Mauchly’s test indicated that the

assumption of sphericity was not violated, an uncorrected RM-ANOVA F-test can be used.
Since the probability of the Within-Subjects Main Effects comparing participant’s
perceptions of the reading tasks was borderline post hoc tests can be run to confirm where the
differences occurred between treatments. A review of the Pairwise Comparisons in Table 6
suggests that there were significant differences ( = .036) between participant’s perceptions of
the control – no cueing (N) reading compared to the bolded (B) reading, as well as significant
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differences ( = .026) between participant’s perceptions of the bolded reading compared to the
disfluent reading.
Table 6
Pairwise Comparisons of Participant’s Perceptions
Treatment

Treatment

Mean Difference

Significance

Control - No cueing

Bold
Disfluent

0.234
-0.036

0.036
0.791

0.036
0.791

Bold

Control - No cueing
Disfluent

-0.234
-0.269

0.036
0.026

0.036
0.026

Disfluent

Control - No cueing
Bold

0.036
0.269

0.791
0.026

0.791
0.026

However, because this study is using three measures control for a Type I error (rejecting the null
hypothesis while it was true) is done through a Bonferroni adjustment to adjust alpha to

= .017.

( /3 =.05/3 = .017) to determine significance. However, the pairwise comparisons all remain
nonsignificant,

> .017. This re-affirms the conclusion that the variances of differences in the

treatment means for perception of the reading tasks are not significantly different.
Research Question 4 – Cognitive Load
What effect does the visual cueing treatment have on the participant’s perceived mental effort
exerted, or cognitive load, for each reading task?
Table 7 shows the descriptive statistics for the Dependent Variable of LOAD for the three
treatments.
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Table 7
Descriptive Statistics for Average Perceived Cognitive Load
Descriptive Statistics
LOAD

Mean

Standard Deviation

N

5.34

1.81

77

Bold

4.91

1.47

77

Disfluent

5.05

1.55

77

Contol - No cueing

The Tests of Within-Subjects Main Effects comparing participant’s perceptions of mental effort,
or cognitive load, was not significant, F(2, 152) = 1.742,

= .179 with a minimal effect size,

= .022. Since the p value is greater than .05 there is no significance. Mauchly’s Test of
Sphericity was non-significant, W = 0.952,

2

(2) = 3.687,

= .158, indicating that the

assumption of sphericity has not been violated. An uncorrected RM-ANOVA F-test can be used
to conclude that the Within Subjects Effects of the treatments on participant’s cognitive load are
not significant.
An interesting look at the means, shows that the control – no cueing (N) treatment (M =
5.34) and the disflutent (D) treatment (M = 5.05) were perceived as having the highest mental
effort. The bolded treatment (M = 4.91), then was perceived by the participants as requiring the
least amount of mental effort.
Research Question 5 – Metacognitive Awareness
What effect does a participant’s metacognitive awareness of their reading strategies have on a
participant’s time spent on each reading task?
The Tests of Within-Subjects Main Effects comparing participant’s reading times with MARSI
as a covariate, was not significant, F(2, 150) = 0.420,

= .658 with a minimal effect size,

=

.006. Since the p value is greater than .05 there is no significance. Mauchly’s Test of Sphericity
was significant, W = 0.787,

2

(2) = 17.735,

= .00, indicating that the assumption of sphericity
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has been violated. The significance level,

= .00 is less than .05 indicating there are significant

differences between the variances. A corrected univariate approach was taken to correct the
degrees of freedom. The epsilons, which are measures of the degree of sphericity, were both
greater than 0.75, therefore the Huynh-Feldt correction was used. With this adjustment,
F(1.703,127.755) = 0.420,

= .625, concluding that MARSI does not significantly predict the

Within Subjects Effects of the treatments on participant’s reading times.
Additional Analysis
During the analysis process, other relationships were reviewed. Original study design
added MARSI as a covariate in the RM-ANOVA for Research Question 5. For curiosity during
analysis, MARSI was added as a covariate to the other four research questions to determine if
this would explain more of the variances. However, controlling for MARSI may have actually
interfered with the effect size of the treatments.
Stepwise regression is a semi-automated process of building a model by successively
adding or removing variables based solely on the t-statistics of their estimated coefficients to see
if any of these variables are predictive of the participant’s performance. A regression analysis
was done looking at the participant’s MARSI, cognitive load and perceptions of the task. A
regression is a widely used statistical technique to help investigate and model relationships
between variables. While not part of this research design it was interesting to note that given
these three variables for a participant, the researcher would be able to predict performance.
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CHAPTER IV
Discussion and Conclusion
The focus of this study was to compare the use of a traditional typographical cueing
manipulation, such as a bolded font, to a cueing manipulation using a visually disfluent font, for
cueing learners to important information in an online reading assignment in order to increase
reading comprehension as shown in task posttest achievement scores. The purpose of this study
was to determine whether a significant difference existed between treatments (control – no
cueing (N), bolded (B), or disfluent (D)) in terms of the dependent variables of achievement
score, reading time, cognitive load, and the participant’s perception of the reading task.
Participants (N = 77) read three different texts from their textbook. Each reading was presented
in one of three treatments, control – no cueing (N), cueing in a bolded font (B) or cueing in a
visually disfluent font (D), such that each participant was exposed to all three treatments.
Treatment orders were varied to control for order effects.
Limitations
Limitations are influences that the researcher cannot control. They are the shortcomings,
conditions or influences that cannot be controlled by the researcher that may place restrictions on
the study’s methodology and conclusions, or possibly explain shortcomings in the study.
MARSI. The overall MARSI scores showed that the majority of the participants felt they
had Medium (N = 39) to High (N = 34) metacognitive awareness of their reading strategies. The
overall averages for the MARSI sub-scores showed that the participants as a group averaged
highest in the Problem-Solving Strategies. These inventory items were oriented around strategies
for solving problems when text becomes difficult to read. These strategies are thought to provide
participants with action plans to allow them to navigate through text skillfully.
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So while there were no statistically significant effects on achievement, reading time,
cognitive load or perceptions for the reading tasks, this could be explained because the
participants had medium to high metacognitive awareness of their reading strategies and high
problem solving strategies.
Reading from a computer screen. The design of this study presented the reading tasks
through Survey Monkey and therefore reading was done on a computer screen. During data
collection one student commented to the instructor that they would have preferred the readings
be presented in a printed copy (paper format), saying they had a difficult time reading from
computer screens. While there is a large body of research on the impact of reading from a
computer screen versus from printed material, that literature was not reviewed for this study.
Future studies should include these findings in the design of the instructional materials.
Reading time. Because participants were instructed to “read at your own pace” the
reading times may not be an actual reflection of the time a participant actually focused on
reading the text presented. Several students were observed using their cell phones and were
reminded that the instructor could give another assignment if preferred. All of these participants
put down their phones and completed the task, but all the while the clock was registering this as
time spent on task.
The average college freshman reads 263 words per minute (Carver, 1990). Given that the
data showed the reading times ranged from 4 seconds to over 14 minutes for one reading, this
suggests several concerns. Most would agree that 4 seconds would not be enough time to
actually read text containing approximately 570 words. This insinuates that there were
participants that did not actually read the text and went straight to the task posttest. On the other
end of the spectrum, a participant taking over 5 minutes for one reading suggests that the reader
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may not have been focused and actually reading during the entire time. Future studies are
encouraged to find techniques for validating the actual reading times more effectively, such as by
the use of eye tracking software.
Control for order. Another issue with reading time may be due to the crossover design
used to control for the variation associated with hypo and hyper-responders. Some participants
may have realized that the task posttest questions were taken only from the cued information.
This in turn would skew some of the results, especially for reading times. For example, if the
first reading a participant was exposed to was the disfluent (D) treatment, when they get to the
bolded (B) treatment they may just have read the cueing and then gone straight to the task
posttest. An interesting approach for future research would be to see if there are differences when
using a straight One-Way Analysis of Variance, such that each participant is only presented with
one reading, of a much longer length.
Reading topic. The average task posttest score across the study for all treatments and all
reading topics was 3.83 out of a perfect score of 6. During the analysis it was noticed that the
Radio Frequency Identification (RFID) reading had an average task posttest score of 4.52, almost
one point high than scores for the other two reading topics. While these readings were taken
from the same chapter of the same text and are approximately the same length, for some reason
the participants did much better on the RFID topic. For future research the prior knowledge of
the participants with respect to the reading topics should be carefully considered. A possible
solution would be to use nonsensical content, as has been done in prior research, so that there is
no possible prior knowledge interference.
Amount of disfluent font. The readings in this study were designed to support the
curriculum and not be too lengthy to support the participant’s ability to read three readings and
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answer all the surveys and task posttests within one hour’s time. While this study was looking
specifically at the use of a disfluent font for cueing, it may be that a reading with a higher word
count and more cueing would show more distinction in reading times. Another suggestion for
future research would be to use the same approach for cueing, such as bolding the important
information, but to present the entire reading in the disfluent font (non-bolded).
Cueing. This study showed that cueing with either bolded or disfluent fonts didn’t
necessarily improve achievement, as measured by the task posttests. Since the text book used
bolded font for cueing this treatment may have been too familiar and comfortable for the
participants. So while the cueing may have helped the learners to extract and process essential
information, long-term retention was not addressed in this study. It would be interesting for
future research to study retention of participants who were exposed to visually disfluent fonts as
cues to the important information in a reading.
Lack of cueing. One participant wrote in the fill in the blank response “It was harder for
me to read the material and comprehend it this time…” [TT207]. This was an interesting
comment given that this comment was given for the control – no cueing (N) treatment of the
Cellular Manufacturing reading, a reading that contained no cueing. This suggests that maybe
using a control group without cueing caused some interference in the participant’s expectations
and performance. Given the body of research on cueing, it may make for a stronger study if the
familiar bolded font cueing was used as the control group. Without cueing the reader had to read
the entire contents of the text in order to be prepared for the posttest questions, which may have
explained why the highest mean for cognitive load was for the control readings.
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Conclusion
As our world becomes more and more computerized, instructional designers are able to
take advantage of time and cost saving approaches to adapt existing instructional materials. This
study looked at one approach to take existing digitally available printed instructional materials
and quickly change the visual expectations of the font to create a cognitive educational
intervention. This easy, cost effective, external change can be made without altering instructional
content and such superficial changes to learning materials have been shown to yield significant
improvements in learning (Diemand-Yauman et al., 2011).
Even though this study did not show any significant effects for using a disfluent font for
cueing, physical reactions from participants were observed during data collection. Several
participants were observed leaning back as if surprised when they saw the hard to read (Impact)
font. One participant verbally commented asking if the screen size could be increased for
readability of the hard-to-read font. During the formative evaluation of the instruments, several
reviewers commented on how much they disliked the Impact font. While there was no direct
significance in the analysis, these reactions supported the research that showed by utilizing
disfluency in a reading passage the learner was cued to slow (Alter et al., 2007) and embrace
concepts like novelty, complexity, surprisingness and incongruity (Berlyne, 1960, 1965, 1968) as
an instructional interventions.
Fluency is defined as the metacognitive speed or ease with which a learner can read
problems and/or produce an answer to a query (Thompson et al., 2013). Using a hard-to-read
font is a simple, cost effective way to interfere with a learner’s fluency, motivating them to spend
more time on task and improve comprehension and retention (Alter & Oppenheimer, 2009b).
Additional research to refine these studies by creating a disfluency, or subjective experience of
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difficulty associated with the cognitive operation of reading the written text may show that
simple cost effective approaches to enhance the learner’s retention of important information may
be just a click away (Diemand-Yauman et al., 2011).
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PERMISSION
From: Linda Rae Markert <lindarae.markert@oswego.edu>
Date: May 29, 2015 at 4:47:36 AM PDT
To: Nena Barley <nbarl001@odu.edu>
Cc: "custserv@g-w.com" <custserv@g-w.com>, Ginger Watson <gswatson@odu.edu>
Subject: Re: NEED AS SOON AS POSSIBLE: REQUEST to use Instructional Material
Nena,
I am on holiday, so I hope you can get a response from G-W directly.
If you can call Karen Carlyle (sp?) at the company, she can direct you to the correct person. I do
not object to your use of the stated material.
Good luck! I am interested to read your dissertation.
Linda Rae Markert
Sent from my iPad
On May 28, 2015, at 5:57 PM, Nena Barley <nbarl001@odu.edu> wrote:
To whom it may concern,
I am writing to request copyright permission to use instructional material from your
Contemporary Technology textbook for my Research in pursuit of my PhD in Instructional
Design and Technology.
Markert, L. R., & Backer, P. R. (2010). Contemporary technology: Innovations, issues and
perspectives. Tinley Park, IL: Goodheart-Willcox Publisher.
ISBN: 978-1-60525-281-0
My name is Nena Barley and I am a PhD Candidate at Old Dominion University in Norfolk,
Virginia. I plan on using STEM 110T- Technology and Your World courses for data collection
for my study entitled "Using Disfluent Fonts for Cueing and Increased Reading Comprehension"
in the FALL 2015 semester.
One advantage of this treatment is that instructors can easily adapt already created instruction by
simply changing the font. I would like to ask to use content in Chapter 6 Manufacturing and
Production Enterprise for my instruction to be presented to students online using Survey
Monkey. This instruction would be a part of the student's regular curriculum.
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Please let me know as soon as possible if this would be possible. Thank you very much.
Thank you so much,
Nena Barley
757-672-3188
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From: Karen Carlyle <kcarlyle@g-w.com>
Date: May 29, 2015 at 10:15:21 AM PDT
To: "nbarl001@odu.edu" <nbarl001@odu.edu>
Good Day, Nena:

Dr. Markert forwarded your request to use instructional material from Chapter 6, “Manufacturing
and Production Enterprise” from her textbook CONTEMPORARY TECHNOLOGY for research
in pursuit of your PHD in Instructional Design and Technology at Old Dominion University.
Goodheart-Willcox grants you permission to use the information and contents as described in
your research.
If possible, would you share with Goodheart-Willcox the findings of your study, Using Disfluent
Fonts for Cueing and Increased Reading Comprehension? This may have some application for
our development and creation of easy-to-use materials. Please send to my attention at jff@gw.com or to John F. Flanagan, Goodheart-Willcox Publisher, 18604 West Creek Drive, Tinley
Park, IL 60477.
We wish you success in your research.

John F. Flanagan
President
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Appendix C.
HANDOUT
Dear Student,
You are being invited to take part in a research study. It is important that you understand why the
research is being done and what it will involve. Please take the time to read the following information
carefully. Please ask the researcher if there is anything that is not clear or if you need more information.
Participation in this research is conducted as part of your normal class session; however, if you chose not
to participate, your instructor will provide you another assignment. Your responses will be anonymous.
Survey response data will only be associated with your unique PARTICIPANT ID number.
Title of Study: DISFLUENT FONTS FOR CUEING
The focus of this study is to explore the use of typographical cueing for important information in an online
reading assignment.
This research is being conducted by:
Nena Barley, Old Dominion University,
Instructional Design and Technology PhD candidate,
nbarl001@odu.edu - - 757-672-3188
Dr. Ginger Watson, Old Dominion University,
Darden School of Education,
gswatson@odu.edu - - 757-683-3246
If you have any questions concerning your rights as a research participant that have not been answered
by the investigator, or if you wish to report any concern about the study, you may contact:
Dr. George Maihafer, Old Dominion University Institutional Review Board chair, at 757-683-4520.
Instructions - You will be asked to:
1. Create a unique Participant ID Number.
2. Complete the Metacognitive Awareness of Reading Strategies Inventory.
3. At your normal reading pace, read three different sections from your textbook.
4. Answer a motivational survey and six achievement questions after each reading.

To begin this session, open your internet browser - click on 100% zoom level on the bottom right hand
corner of your screen.

Close your internet browser
On your desktop, locate and double-click on the STEM 110T icon on your desktop.
Click on the box for GROUP A.
You will see a bulleted list of tasks. Click on the first bullet and complete the survey that
follows.
Every time you see the following message, click “Yes” to return to the bulleted list of
tasks.
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Continue through the listing, clicking on the bullets and completing the surveys.
Thank you for your participation!
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FIRST

LAST

1 2 3
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Appendix F.
INTRODUCTION / METACOGNITIVE AWARENESS

INTRODUCTION / MARSI
INTRODUCTION
Dear Student,
You are being invited to take part in a research study. It is important that you understand why the research is being done
and what it will involve. Please take the time to read the following information carefully. Please ask the researcher if there
is anything that is not clear or if you need more information. Participation in this research is conducted as part of your
normal class session; however, if you chose not to participate, your instructor will provide you another assignment. Your
responses will be anonymous. Survey response data will only be associated with your unique PARTICIPANT ID number.
Title of Study: DISFLUENT FONTS FOR CUEING
The focus of this study is to explore the use of typographical cueing for important information in an online reading
assignment.
This research is being conducted by:
Nena Barley, Old Dominion University, Instructional Design and Technology PhD candidate, nbarl001@odu.edu - - 757672-3188
Dr. Ginger Watson, Old Dominion University, Darden School of Education, gswatson@odu.edu - - 757-683-3246
If you have any questions concerning your rights as a research participant that have not been answered by the
investigator, or if you wish to report any concern about the study, you may contact:
Dr. George Maihafer, the current Old Dominion University Instructional Review Board chair, at 757-683-4520.
Instructions - You will be asked to:
1. Create a unique Participant ID Number.
2. Complete the Metacognitive Awareness of Reading Strategies Inventory.
3. Read three different sections from your textbook.
4. Answer a motivational survey and six achievement questions after each reading.
By clicking on the NEXT button below, you agree to participate in this research.

INTRODUCTION / MARSI
Create your unique PARTICIPANT ID number...
* 1. Write the first letter of your FIRST name...

* 2. Write the first letter of your LAST name...
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* 3. Enter your three digit participation number...

INTRODUCTION / MARSI
Your PARTICIPANT ID...

Your unique five digit PARTICIPANT ID for all surveys will be: [Q1] [Q2] [Q3]
On the 3X5 card you were given, please add your initials in the blanks before your
unique three digit number to make note of your five digit PARTICIPANT ID number.
You will need to provide this PARTICIPANT ID on the first page of each survey. You
can use your 3X5 card for reference as you work through the sections.
At the end of this class, please place your 3X5 card in the plain white envelope and
write your name and course section on the outside of the envelope.
Hand this to your instructor as you leave the room to ensure you receive course credit
for your work today.
INTRODUCTION / MARSI
Metacognitive Awareness of Reading Strategies Inventory (MARSI)

Directions: Listed below are statements about what people do when they read
academic or school-related materials such as textbooks or library books.
Five numbers follow each statement (1, 2, 3, 4, 5), and each number means the
following:
• 1 means “I never or almost never do this.”
• 2 means “I do this only occasionally.”
• 3 means “I sometimes do this” (about 50% of the time).
• 4 means “I usually do this.”
• 5 means “I always or almost always do this.”
After reading each statement, select the number (1, 2, 3, 4, or 5) that applies to you
using the scale provided.
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Please note that there are no right or wrong answers to the statements in this
inventory, but you must select one answer for each question.
INTRODUCTION / MARSI
MARSI Questions - page 1

• 1 means “I never or almost never do this.”
• 2 means “I do this only occasionally.”
• 3 means “I sometimes do this” (about 50% of the time).
• 4 means “I usually do this.”
• 5 means “I always or almost always do this."
* 4. I have a purpose in mind when I read.
1

2

3

4

5

* 5. I take notes while reading to help me understand what I read.
1

2

3

4

5

* 6. I think about what I know to help me understand what I read.
1

2

3

4

5

4

5

* 7. I preview the text to see what it's about before reading it.
1

2

3

* 8. When text becomes difficult, I read aloud to help me understand what I read.
1

2

INTRODUCTION / MARSI

3

4

5
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MARSI Questions - page 2
• 1 means “I never or almost never do this.”
• 2 means “I do this only occasionally.”
• 3 means “I sometimes do this” (about 50% of the time).
• 4 means “I usually do this.”
• 5 means “I always or almost always do this."

* 9. I summarize what I read to reflect on important information in the text.
1

2

3

4

5

* 10. I think about whether the content of the text fits my reading purpose.
1

2

3

4

5

* 11. I read slowly but carefully to be sure I understand what I'm reading.
1

2

3

4

5

* 12. I discuss what I read with others to check my understanding.
1

2

3

4

5

* 13. I skim the text first by noting characteristics like length and organization.
1

2

3

INTRODUCTION / MARSI
MARSI Questions - page 3
• 1 means “I never or almost never do this.”
• 2 means “I do this only occasionally.”
• 3 means “I sometimes do this” (about 50% of the time).
• 4 means “I usually do this.”
• 5 means “I always or almost always do this."

4

5
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* 14. I try to get back on track when I lose concentration.
1

2

3

4

5

* 15. I underline or circle information in the text to help me remember it.
1

2

3

4

5

* 16. I adjust my reading speed according to what I'm reading.
1

2

3

4

5

4

5

* 17. I decide what to read closely and what to ignore.
1

2

3

* 18. I use reference materials such as dictionaries to help me understand what I read.
1

2

3

4

5

INTRODUCTION / MARSI
MARSI Questions - page 4
• 1 means “I never or almost never do this.”
• 2 means “I do this only occasionally.”
• 3 means “I sometimes do this” (about 50% of the time).
• 4 means “I usually do this.”
• 5 means “I always or almost always do this."

* 19. When text becomes difficult, I pay closer attention to what I'm reading.
1

2

3

4

* 20. I use tables, figures, and pictures in text to increase my understanding.

5
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1

2

3

4

5

* 21. I stop from time to time and think about what I'm reading.
1

2

3

4

5

* 22. I use context clues to help me better understand what I'm reading.
1

2

3

4

5

* 23. I paraphrase (restate ideas in my own words) to better understand what I read.
1

2

3

4

5
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MARSI Questions - page 5
• 1 means “I never or almost never do this.”
• 2 means “I do this only occasionally.”
• 3 means “I sometimes do this” (about 50% of the time).
• 4 means “I usually do this.”
• 5 means “I always or almost always do this."

* 24. I try to picture or visualize information to help remember what I read.
1

2

3

4

5

* 25. I use typographical aids like boldface and italics to identify key information.
1

2

3

4

5

* 26. I critically analyze and evaluate the information presented in the text.
1

2

3

4

5
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* 27. I go back and forth in the text to find relationships among ideas in it.
1

2

3

4

5

* 28. I check my understanding when I come across conflicting information.
1

2

3

4

5

4

5
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MARSI Questions - page 6
• 1 means “I never or almost never do this.”
• 2 means “I do this only occasionally.”
• 3 means “I sometimes do this” (about 50% of the time).
• 4 means “I usually do this.”
• 5 means “I always or almost always do this."

* 29. I try to guess what the material is about when I read.
1

2

3

* 30. When text becomes difficult, I reread to increase my understanding.
1

2

3

4

5

* 31. I ask myself questions I like to have answered in the text.
1

2

3

4

5

* 32. I check to see if my guesses about the text are right or wrong.
1

2

3

4

5
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* 33. I try to guess the meaning of unknown words or phrases.
1

2

3

4

INTRODUCTION / MARSI
ADDITIONAL INFORMATION...
* 34. What is your gender?
Female
Male

* 35. What is your age?

* 36. Do you currently wear corrective lenses for reading (close-up vision)?
YES
NO

5
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Appendix G.
READING ASSIGNMENTS
Rapid Prototyping (RP) – 3,669 character count

RP-C

* PARTICIPANT ID - please refer to your 3X5 card

RP-C

Rapid Prototyping (RP)
Contemporary manufacturing is moving toward an era of mass customization. The entire
suite of sciences and technologies we refer to as rapid prototyping (RP) provides the
foundation to this developing approach to manufacturing. This is indeed new territory. RP
is ground where US R&D teams have already established solid footing. Researchers are
experimenting with and creating intelligent materials that can anticipate failure, repair
themselves, and adapt immediately to changes in the environment.
Before any firm commits to the mass production of a new item, it builds different
prototypes for design, ergonomics, safety, ease of assembly, and fitness for use (quality). In
recent years, RP has emerged as a well-regarded manufacturing technology in the
Concurrent Engineering (CE) design environment. The aim of RP systems is to make full
use of prototypes early in the development stage to identify errors in design and make
necessary modifications. This expanding technology has the potential to allow designers to
produce a prototype within minutes of completing a Computer-aided Design (CAD)
drawing of the part, thus obtaining a physical model of a proposed design, while avoiding
the lengthy and costly use of conventional tooling and casting processes.
RP systems use data from a 3-D CAD file to construct a model. Charles Hull patented one
of the first RP systems in the mid-1980s, with the founding of 3-D Systems, Inc., to
develop commercial applications for the process he called stereolithography. The number
of commercially available RP systems has increased considerably to include laser
modeling systems, solid ground curing, fused deposition modeling, fast casting, and
laminated-object manufacturing. The purchase of these highly sophisticated systems
exclusively for internal use is often prohibitively expensive for many companies. For this
reason, a large number of companies outsource their rapid-prototype manufacturing
requirements. In an example of the use of prototyping to replace a motorcycle part using
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fused deposition modeling, a machine tool receives a geometric description of the broken
part from the CAD file on the disk. The program then divides the model into evenly spaced
layers. Each layer is as small as a few thousandths of an inch. The model is built layer by
layer from the bottom up. The program instructs the tool to deposit thin layers of liquid,
one layer at a time. These layers subsequently fuse together to build a complete part.
A new, and cheaper, RP technology has recently emerged on the market-3-D printing. 3-D
printers work by printing new layers on top of existing layers to create a 3-D object. Unlike
stereolithography, 3-D printing is faster, cheaper, and easier to use. This printing is
particularly useful for companies in the conceptual stages of engineering design. In these
stages, they develop prototypes of new products. Timberland, a designer and manufacturer
of footwear, used a 3-D printer Z Corporation developed to create new prototype shoes
from CAD files. Prototypes that previously cost $1200 and took one week to carve now
cost $35 and take 90 minutes to create.
Almost every issue of Machine Design, a trade weekly, contains an advertisement for new
and improved types of product prototyping. There is no denying the benefits of this
technology. Prototype parts can save costs because they allow the engineer and
manufacturer to see the final product early in the design stage. This saves expensive
revisions and rework. RP itself has expanded into two additional areas: rapid tooling and
rapid manufacturing. Rapid tooling refers to the use of RP to develop molds for use in
production.
RP-B

* PARTICIPANT ID - please refer to your 3X5 card

RP-B

Rapid Prototyping (RP)
Contemporary manufacturing is moving toward an era of mass customization. The entire
suite of sciences and technologies we refer to as rapid prototyping (RP) provides the
foundation to this developing approach to manufacturing. This is indeed new territory. RP is
ground where US R&D teams have already established solid footing. Researchers are
experimenting with and creating intelligent materials that can anticipate failure, repair
themselves, and adapt immediately to changes in the environment.
Before any firm commits to the mass production of a new item, it builds different prototypes
for design, ergonomics, safety, ease of assembly, and fitness for use (quality). In recent
years, RP has emerged as a well-regarded manufacturing technology in the Concurrent
Engineering (CE) design environment. The aim of RP systems is to make full use of
prototypes early in the development stage to identify errors in design and make necessary
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modifications. This expanding technology has the potential to allow designers to produce a
prototype within minutes of completing a Computer-aided Design (CAD) drawing of the
part, thus obtaining a physical model of a proposed design, while avoiding the lengthy and
costly use of conventional tooling and casting processes.
RP systems use data from a 3-D CAD file to construct a model. Charles Hull patented one of
the first RP systems in the mid-1980s, with the founding of 3-D Systems, Inc., to develop
commercial applications for the process he called stereolithography. The number of
commercially available RP systems has increased considerably to include laser
modeling systems, solid ground curing, fused deposition modeling, fast casting, and
laminated-object manufacturing. The purchase of these highly sophisticated systems
exclusively for internal use is often prohibitively expensive for many companies. For this
reason, a large number of companies outsource their rapid-prototype manufacturing
requirements. In an example of the use of prototyping to replace a motorcycle part using
fused deposition modeling, a machine tool receives a geometric description of the broken
part from the CAD file on the disk. The program then divides the model into evenly spaced
layers. Each layer is as small as a few thousandths of an inch. The model is built layer by
layer from the bottom up. The program instructs the tool to deposit thin layers of liquid, one
layer at a time. These layers subsequently fuse together to build a complete part.
A new, and cheaper, RP technology has recently emerged on the market-3-D printing.
3-D printers work by printing new layers on top of existing layers to create a 3-D
object. Unlike stereolithography, 3-D printing is faster, cheaper, and easier to use. This
printing is particularly useful for companies in the conceptual stages of engineering design.
In these stages, they develop prototypes of new products. Timberland, a designer and
manufacturer of footwear, used a 3-D printer Z Corporation developed to create new
prototype shoes from CAD files. Prototypes that previously cost $1200 and took one week to
carve now cost $35 and take 90 minutes to create.
Almost every issue of Machine Design, a trade weekly, contains an advertisement for new
and improved types of product prototyping. There is no denying the benefits of this
technology. Prototype parts can save costs because they allow the engineer and manufacturer
to see the final product early in the design stage. This saves expensive revisions and rework.
RP itself has expanded into two additional areas: rapid tooling and rapid manufacturing.
Rapid tooling refers to the use of RP to develop molds for use in production.
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RP-D
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RP-D

Rapid Prototyping (RP)
Contemporary manufacturing is moving toward an era of mass customization. The entire
suite of sciences and technologies we refer to as rapid prototyping (RP) provides the
foundation to this developing approach to manufacturing. This is indeed new territory. RP is
ground where US R&D teams have already established solid footing. Researchers are
experimenting with and creating intelligent materials that can anticipate failure, repair
themselves, and adapt immediately to changes in the environment.
Before any firm commits to the mass production of a new item, it builds different prototypes
for design, ergonomics, safety, ease of assembly, and fitness for use (quality). In recent
years, RP has emerged as a well-regarded manufacturing technology in the Concurrent
Engineering (CE) design environment. The aim of RP systems is to make full use of
prototypes early in the development stage to identify errors in design and make necessary
modifications. This expanding technology has the potential to allow designers to produce a
prototype within minutes of completing a Computer-aided Design (CAD) drawing of the
part, thus obtaining a physical model of a proposed design, while avoiding the lengthy and
costly use of conventional tooling and casting processes.
RP systems use data from a 3-D CAD file to construct a model. Charles Hull patented one of
the first RP systems in the mid-1980s, with the founding of 3-D Systems, Inc., to develop
commercial applications for the process he called stereolithography. The number of
commercially available RP systems has increased considerably to include laser modeling
systems, solid ground curing, fused deposition modeling, fast casting, and laminated-object
manufacturing.
The purchase of these highly sophisticated systems exclusively for internal use is often
prohibitively expensive for many companies. For this reason, a large number of companies
outsource their rapid-prototype manufacturing requirements. In an example of the use of
prototyping to replace a motorcycle part using fused deposition modeling, a machine tool
receives a geometric description of the broken part from the CAD file on the disk. The
program then divides the model into evenly spaced layers. Each layer is as small as a few
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thousandths of an inch. The model is built layer by layer from the bottom up. The program
instructs the tool to deposit thin layers of liquid, one layer at a time.
These layers subsequently fuse together to build a complete part.
A new, and cheaper, RP technology has recently emerged on the market-3-D printing. 3-D
printers work by printing new layers on top of existing layers to create a 3-D object. Unlike
stereolithography, 3-D printing is faster, cheaper, and easier to use. This printing is
particularly useful for companies in the conceptual stages of engineering design. In these
stages, they develop prototypes of new products. Timberland, a designer and manufacturer of
footwear, used a 3-D printer Z Corporation developed to create new prototype shoes from
CAD files. Prototypes that previously cost $1200 and took one week to carve now cost $35
and take 90 minutes to create.
Almost every issue of Machine Design, a trade weekly, contains an advertisement for new
and improved types of product prototyping. There is no denying the benefits of this
technology. Prototype parts can save costs because they allow the engineer and
manufacturer to see the final product early in the design stage. This saves expensive
revisions and rework. RP itself has expanded into two additional areas: rapid tooling and
rapid manufacturing. Rapid tooling refers to the use of RP to develop molds for use in
production.
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Cellular Manufacturing (CM) – 3,663 character count

CM-C
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CM-C

Cellular Manufacturing (CM)
Cellular manufacturing is a type of equipment layout in which the machines are grouped
into cells, rather than being placed on an assembly line or divided into different functions
(for example, all drills together or all lathes together). The parts produced in a particular
cell determine the layout of the cell. In order to have an effective cellular arrangement, a
company has to group its products that use similar manufacturing processes. All parts in
one group (called a family) follow the same route in the cell, although individual products
might spend more time at a particular machine than other products in the same family.
Historically, the layout of manufacturing facilities was classified as a job shop, flow shop,
or fixed layout. Cellular manufacturing is a new type of production layout. Group
technology (GT) is used in order to achieve cellular manufacturing. GT is an approach to
manufacturing that seeks to maximize production efficiency by grouping together similar
and recurring tasks, procedures, problems, and bottlenecks. A key feature of GT is the
segregation of parts according to their designs, manufacturing features, or a combination of
these. When similar parts are grouped together, each collection can ultimately share setups
and machine tools. This sharing reduces production costs. GT is applicable to both
automated and nonautomated manufacturing.
The GT approach is a marked improvement over traditional batch-processing methods
because of its proven capacity to simplify material flow on the production floor. Experts
estimate that most manufacturing is still done in small batches, ranging from a single
workpiece to several thousand pieces. In many cases, these parts cannot flow smoothly
through the manufacturing process since different parts require different setups or must be
transferred to another machine. The application of computerization to manufacturing has
enabled managers to improve the production of both small and large batches using software
and MRP systems. It also became feasible for companies to identify and track the
thousands of different parts being produced through the use of GT methods. Design
engineers have found they can use GT systems to determine whether or not an existing part
can be used in a new application, thus eliminating the need to design a new part. This
potential to eliminate design duplication and the parallel need to build a new jig or fixture
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can yield significant economic benefits. One of the salient benefits of GT is a direct result
of using a formal coding system. In this system, each part receives a numeric code or an
alphanumeric code describing specific characteristics or attributes.
A more sophisticated approach to GT entails the creation of manufacturing cells. A
manufacturing cell is a collection of machine tools and material-handling equipment
grouped together to process one or several part families. Transfer of the piece from one
process step to another within the cell and possibly on to a different cell can be automated.
The development and application of manufacturing cells are dependent on the type of
manufacturing operations performed, the life cycle of products fabricated, the product mix,
and projected customer demand. Cells are a blend of job shops producing a large variety of
parts and flow shops dedicated to the mass production of one product. A fully operational
flexible manufacturing cell speeds up the manufacturing process faster, since parts are
moved quickly and systematically from one workstation to the next, allowing the
manufacturer to reduce inventories of partially finished parts, representing significant cost
savings.
CM-B
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CM-B

Cellular Manufacturing
Cellular manufacturing is a type of equipment layout in which the machines are
grouped into cells, rather than being placed on an assembly line or divided into
different functions (for example, all drills together or all lathes together). The parts
produced in a particular cell determine the layout of the cell. In order to have an effective
cellular arrangement, a company has to group its products that use similar manufacturing
processes. All parts in one group (called a family) follow the same route in the cell,
although individual products might spend more time at a particular machine than other
products in the same family.
Historically, the layout of manufacturing facilities was classified as a job shop, flow shop,
or fixed layout. Cellular manufacturing is a new type of production layout. Group
technology (GT) is used in order to achieve cellular manufacturing. GT is an approach
to manufacturing that seeks to maximize production efficiency by grouping together similar
and recurring tasks, procedures, problems, and bottlenecks. A key feature of GT is the
segregation of parts according to their designs, manufacturing features, or a combination of
these. When similar parts are grouped together, each collection can ultimately share setups
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and machine tools. This sharing reduces production costs. GT is applicable to both
automated and nonautomated manufacturing.
The GT approach is a marked improvement over traditional batch-processing
methods because of its proven capacity to simplify material flow on the production
floor. Experts estimate that most manufacturing is still done in small batches, ranging from
a single workpiece to several thousand pieces. In many cases, these parts cannot flow
smoothly through the manufacturing process since different parts require different setups or
must be transferred to another machine. The application of computerization to
manufacturing has enabled managers to improve the production of both small and large
batches using software and MRP systems. It also became feasible for companies to identify
and track the thousands of different parts being produced through the use of GT methods.
Design engineers have found they can use GT systems to determine whether or not an
existing part can be used in a new application, thus eliminating the need to design a new
part. This potential to eliminate design duplication and the parallel need to build a new jig
or fixture can yield significant economic benefits. One of the salient benefits of GT is a
direct result of using a formal coding system. In this system, each part receives a numeric
code or an alphanumeric code describing specific characteristics or attributes.
A more sophisticated approach to GT entails the creation of manufacturing cells. A
manufacturing cell is a collection of machine tools and material-handling equipment
grouped together to process one or several part families. Transfer of the piece from one
process step to another within the cell and possibly on to a different cell can be automated.
The development and application of manufacturing cells are dependent on the type of
manufacturing operations performed, the life cycle of products fabricated, the product mix,
and projected customer demand. Cells are a blend of job shops producing a large variety of
parts and flow shops dedicated to the mass production of one product. A fully operational
flexible manufacturing cell speeds up the manufacturing process faster, since parts are
moved quickly and systematically from one workstation to the next, allowing the
manufacturer to reduce inventories of partially finished parts, representing significant cost
savings.
CM-D

* PARTICIPANT ID - please refer to your 3X5 card

CM-D

Cellular Manufacturing
Cellular manufacturing is a type of equipment layout in which the machines are grouped into
cells, rather than being placed on an assembly line or divided into different functions (for
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example, all drills together or all lathes together). The parts produced in a particular cell

determine the layout of the cell. In order to have an effective cellular arrangement, a
company has to group its products that use similar manufacturing processes. All parts in
one group (called a family) follow the same route in the cell, although individual
products might spend more time at a particular machine than other products in the same
family.
Historically, the layout of manufacturing facilities was classified as a job shop, flow shop,
or fixed layout. Cellular manufacturing is a new type of production layout. Group
technology (GT) is used in order to achieve cellular manufacturing. GT is an approach to
manufacturing that seeks to maximize production efficiency by grouping together similar
and recurring tasks, procedures, problems, and bottlenecks. A key feature of GT is the
segregation of parts according to their designs, manufacturing features, or a combination of
these. When similar parts are grouped together, each collection can ultimately share setups
and machine tools. This sharing reduces production costs. GT is applicable to both
automated and nonautomated manufacturing.
The GT approach is a marked improvement over traditional batch-processing methods because of
its proven capacity to simplify material flow on the production floor. Experts estimate that most

manufacturing is still done in small batches, ranging from a single workpiece to several
thousand pieces. In many cases, these parts cannot flow smoothly through the
manufacturing process since different parts require different setups or must be transferred
to another machine. The application of computerization to manufacturing has enabled
managers to improve the production of both small and large batches using software and
MRP systems. It also became feasible for companies to identify and track the thousands of
different parts being produced through the use of GT methods. Design engineers have
found they can use GT systems to determine whether or not an existing part can be used in
a new application, thus eliminating the need to design a new part. This potential to
eliminate design duplication and the parallel need to build a new jig or fixture can yield
significant economic benefits. One of the salient benefits of GT is a direct result of using a
formal coding system. In this system, each part receives a numeric code or an
alphanumeric code describing specific characteristics or attributes.
A more sophisticated approach to GT entails the creation of manufacturing cells. A
manufacturing cell is a collection of machine tools and material-handling equipment grouped
together to process one or several part families. Transfer of the piece from one process step to

another within the cell and possibly on to a different cell can be automated. The
development and application of manufacturing cells are dependent on the type of
manufacturing operations performed, the life cycle of products fabricated, the product mix,
and projected customer demand. Cells are a blend of job shops producing a large variety of
parts and flow shops dedicated to the mass production of one product. A fully operational
flexible manufacturing cell speeds up the manufacturing process faster, since parts are
moved quickly and systematically from one workstation to the next, allowing the
manufacturer to reduce inventories of partially finished parts, representing significant cost
savings.
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Radio Frequency Identification (RFID) – 3,666 characters
RFID-C
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RFID-C

Radio Frequency Identification (RFID)
Radio frequency identification (RFID) is an automatic Identification (ID) technology that
uses tags or transponders to identify objects, collect data, and most importantly, enter the
data into a computer system using a wireless network. Most RFID tags are attached to a
product, an animal, or a person and have two parts. These parts are an integrated circuit for
storing and processing information and an antenna to receive and send signals to the wireless
network. There are also simpler RFID tags without integrated circuits that can be printed
directly on the product.
Most early use of RFID was in supply chain management. One of the early adopters of this
technology was Walmart. As the largest retailer in the U.S., Walmart uses RFID to read
product information from tags as products are moved from Walmart's distribution centers
into their stores.
Walmart uses passive RFID tags. These tags do not emit a wireless signal. Instead, a special
reader reads the tags. The use of RFID tags allows
Walmart to replace its stock faster and reduce excess inventory. In the last few years, other
companies including Audi, Sony, Dole Food, and
Boeing have followed Walmart's lead and set up RFID systems to track products. Boeing
uses RFID tags to manage incoming parts for its planes. Today, using RFID tags, the
supplies are automatically scanned when they enter the building. Boeing’s computer system
is notified. This notification dramatically reduces labor costs for both Boeing and its
suppliers.
The Department of Defense (DOD) began using RFID to track cargo and vehicles during the
1991 Persian Gulf War. Today, the DOD requires all suppliers, excluding those of bulk
goods, to include RFID tags on their DOD supplies when they are delivered. Currently, all
new passports the U.S. government issues contain an RFID chip with the passport holder's
name, nationality, gender, date of birth, place of birth, and digitized photo. The chip also
contains the passport number, issue date, expiration date, and type of passport.
RFID tags are not restricted to products and supplies. In the last two decades, millions of
household pets have been implanted with RFID tags. The USDA has a new voluntary
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initiative. This initiative is the National Animal Identification System (NAIS). The NAIS
identifies individual animals through imbedded RFID tags. The Department of Agriculture
plans on using this animal tracking feature to trace an animal-related disease back to its
source within 24 hours, thereby reducing any further health threat to the U.S. public.
Xmark® software's RFID system for tracking and monitoring patients is used both for
infants and in nursing homes for elderly patients. In hospital nurseries, both the mother and
the child are given wearable RFID tags. If a baby is removed from the newborn ward, an
alarm is triggered. Nursing home systems allow wandering older residents to be monitored.
Not all the uses are for medical purposes, however. The Baja Beach Club in Barcelona,
Spain, offers regular customers the option of implanting RFID tags under their skin, in order
to provide quicker entry and payment for drinks.
As the prices of RFID tags continue to drop, more companies will use them to manage their
inventory and supply chains. The use of these tags in animals and people is more fraught
with controversy. Although an implanted RFID can quicken entry into nightclubs and
secured facilities, activists point to the possibility of RFID tags being used to monitor
citizens. When tags are imbedded in expensive products such as clothing or electronics, will
these tags continue to monitor these products after the consumer brings them home?

RFID-B
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RFID-B

Radio Frequency Identification (RFID)
Radio frequency identification (RFID) is an automatic Identification (ID) technology
that uses tags or transponders to identify objects, collect data, and most importantly,
enter the data into a computer system using a wireless network. Most RFID tags are
attached to a product, an animal, or a person and have two parts. These parts are an
integrated circuit for storing and processing information and an antenna to receive and
send signals to the wireless network. There are also simpler RFID tags without
integrated circuits that can be printed directly on the product.
Most early use of RFID was in supply chain management. One of the early adopters of this
technology was Walmart. As the largest retailer in the U.S., Walmart uses RFID to read
product information from tags as products are moved from Walmart's distribution centers into
their stores. Walmart uses passive RFID tags. These tags do not emit a wireless signal.
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Instead, a special reader reads the tags. The use of RFID tags allows Walmart to replace its
stock faster and reduce excess inventory. In the last few years, other companies including
Audi, Sony, Dole Food, and Boeing have followed Walmart's lead and set up RFID systems
to track products. Boeing uses RFID tags to manage incoming parts for its planes. Today,
using RFID tags, the supplies are automatically scanned when they enter the building.
Boeing’s computer system is notified. This notification dramatically reduces labor costs for
both Boeing and its suppliers.
The Department of Defense (DOD) began using RFID to track cargo and vehicles during the
1991 Persian Gulf War. Today, the DOD requires all suppliers, excluding those of bulk
goods, to include RFID tags on their DOD supplies when they are delivered. Currently, all
new passports the U.S. government issues contain an RFID chip with the passport holder's
name, nationality, gender, date of birth, place of birth, and digitized photo. The chip also
contains the passport number, issue date, expiration date, and type of passport.
RFID tags are not restricted to products and supplies. In the last two decades, millions of
household pets have been implanted with RFID tags. The USDA has a new voluntary
initiative. This initiative is the National Animal
Identification System (NAIS). The NAIS identifies individual animals through imbedded
RFID tags. The Department of Agriculture plans on using this animal tracking feature to
trace an animal-related disease back to its source within 24 hours, thereby reducing any
further health threat to the U.S. public. Xmark® software's RFID system for tracking and
monitoring patients is used both for infants and in nursing homes for elderly patients. In
hospital nurseries, both the mother and the child are given wearable RFID tags. If a baby is
removed from the newborn ward, an alarm is triggered. Nursing home systems allow
wandering older residents to be monitored. Not all the uses are for medical purposes,
however. The Baja Beach Club in Barcelona, Spain, offers regular customers the option of
implanting RFID tags under their skin, in order to provide quicker entry and payment for
drinks.
As the prices of RFID tags continue to drop, more companies will use them to manage their
inventory and supply chains. The use of these tags in animals and people is more fraught with
controversy. Although an implanted RFID can quicken entry into nightclubs and secured
facilities, activists point to the possibility of RFID tags being used to monitor citizens. When
tags are imbedded in expensive products such as clothing or electronics, will these tags
continue to monitor these products after the consumer brings them home?
RFID-D
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Radio Frequency Identification (RFID)
Radio frequency identification (RFID) is an automatic Identification (ID) technology that
uses tags or transponders to identify objects, collect data, and most importantly, enter the data
into a computer system using a wireless network. Most RFID tags are attached to a product,
an animal, or a person and have two parts. These parts are an integrated circuit for storing and
processing information and an antenna to receive and send signals to the wireless network.
There are also simpler RFID tags without integrated circuits that can be printed directly on
the product.
Most early use of RFID was in supply chain management. One of the early adopters of this
technology was Walmart. As the largest retailer in the U.S., Walmart uses RFID to read
product information from tags as products are moved from Walmart's distribution centers
into their stores. Walmart uses passive RFID tags. These tags do not emit a wireless signal.
Instead, a special reader reads the tags. The use of RFID tags allows Walmart to replace its
stock faster and reduce excess inventory. In the last few years, other companies including
Audi, Sony, Dole Food, and Boeing have followed Walmart's lead and set up RFID systems
to track products. Boeing uses RFID tags to manage incoming parts for its planes. Today,
using RFID tags, the supplies are automatically scanned when they enter the building.
Boeing’s computer system is notified. This notification dramatically reduces labor costs for
both Boeing and its suppliers.
The Department of Defense (DOD) began using RFID to track cargo and vehicles during
the 1991 Persian Gulf War. Today, the DOD requires all suppliers, excluding those of bulk
goods, to include RFID tags on their DOD supplies when they are delivered. Currently, all
new passports the U.S. government issues contain an RFID chip with the passport holder's
name, nationality, gender, date of birth, place of birth, and digitized photo. The chip also
contains the passport number, issue date, expiration date, and type of passport.
RFID tags are not restricted to products and supplies. In the last two decades, millions of
household pets have been implanted with RFID tags. The USDA has a new voluntary
initiative. This initiative is the National Animal
Identification System (NAIS). The NAIS identifies individual animals through imbedded
RFID tags. The Department of Agriculture plans on using this animal tracking feature to
trace an animal-related disease back to its source within 24 hours, thereby reducing any
further health threat to the U.S. public. Xmark® software's RFID system for tracking and
monitoring patients is used both for infants and in nursing homes for elderly patients. In
hospital nurseries, both the mother and the child are given wearable RFID tags. If a baby is
removed from the newborn ward, an alarm is triggered. Nursing home systems allow
wandering older residents to be monitored. Not all the uses are for medical purposes,
however. The Baja Beach Club in Barcelona, Spain, offers regular customers the option of
implanting RFID tags under their skin, in order to provide quicker entry and payment for
drinks.
As the prices of RFID tags continue to drop, more companies will use them to manage their
inventory and supply chains. The use of these tags in animals and people is more fraught
with controversy. Although an implanted RFID can quicken entry into nightclubs and
secured facilities, activists point to the possibility of RFID tags being used to monitor
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citizens. When tags are imbedded in expensive products such as clothing or electronics, will
these tags continue to monitor these products after the consumer brings them home?
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Appendix H.
COGNITIVE LOAD / PERCEPTION SURVEY / READING TASK POSTTESTS
Rapid Prototyping (RP) Posttest
RP-Q

* PARTICIPANT ID - please refer to your 3X5 card

RP-Q
Cognitive Load
* [1] Please choose the category (1, 2, 3, 4, 5, 6, 7, 8 or 9) that applies to you:
In the reading that I just finished I invested:
1. very, very low mental effort
2. very low mental effort
3. low mental effort
4. rather low mental effort
5. neither low nor high mental effort
6. rather high mental effort
7. high mental effort
8. very high mental effort
9. very, very high mental effort

96

RP-Q
MOTIVATIONAL SURVEY
* How difficult did you find reading the material in this reading task?
very easy

easy

neither easy or difficult

difficult

very difficult

I liked them

I liked them
very much

difficult

very difficult

many times

all the time

* How did you feel about the fonts used in this reading task?

I disliked
them very much

I disliked them

neither liked
or disliked

* How difficult was it to identify the key information
in this reading task?

very easy

easy

neither easy or difficult

* How frequently did you feel confused or lost
during this reading task?

never

once

a few times

RP-Q
QUESTION 1
* Commercially available Rapid Prototyping systems include:
laser modeling systems.
solid ground curing.
fast casting.
all of the above.
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RP-Q
QUESTION 2
* 3-D printers are a type of:
stereolithography.
inkjet printers.
cellular manufacturing.
cost saving prototyping technology.

RP-Q
QUESTION 3
* The use of rapid prototyping to develop molds for use in production is referred to as:
Rapid Manufacturing
Rapid Tooling
Rapid Molding
Rapid Design

RP-Q
QUESTION 4
* Contemporary manufacturing is moving towards an era of:

generic product design
rapid production
mass customization
conventional tooling and casting

RP-Q
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QUESTION 5
* 3-D printers:
work by printing out the architecture for a new part.

are very slow and should only be used for complex prototypes.
are laser printers used to print designs on the surface of shoes.

print a three dimensional prototype.

RP-Q
QUESTION 6
* Explain how 3-D printing works.
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Cellular Manufacturing (CM) Posttest
CM-Q

* PARTICIPANT ID - please refer to your 3X5 card

CM-Q
Cognitive Load
* [1] Please choose the category (1, 2, 3, 4, 5, 6, 7, 8 or 9) that applies to you:
In the reading that I just finished I invested:
1. very, very low mental effort
2. very low mental effort
3. low mental effort
4. rather low mental effort
5. neither low nor high mental effort
6. rather high mental effort
7. high mental effort
8. very high mental effort
9. very, very high mental effort
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CM-Q
MOTIVATIONAL SURVEY
* How difficult did you find reading the material in this reading task?
very easy

easy

neither easy or difficult

difficult

very difficult

I liked them

I liked them
very much

difficult

very difficult

many times

all the time

* How did you feel about the fonts used in this reading task?

I disliked
them very much

I disliked them

neither liked
or disliked

* How difficult was it to identify the key information
in this reading task?

very easy

easy

neither easy or difficult

* How frequently did you feel confused or lost
during this reading task?

never

once

a few times

CM-Q
QUESTION 1
* Cellular Manufacturing:
groups parts by function.
is a type of equipment layout in which the machines are grouped into cells based on manufacturing processes.

divides each factory into cells called jobs.
is defined as an assembly line.
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CM-Q
QUESTION 2
* Group Technology:
is different than cellular manufacturing.
can only be used by automated technology.
can simplify material flow on the production floor.

is an expensive approach for manufacturing.

CM-Q
QUESTION 3
* A manufacturing cell:
is a group of team members.
is a collection of machine tools and material-handling equipment grouped together.
is a traditional batch-processing method.
is a standardized manufacturing facility.

CM-Q
QUESTION 4
* Group technology is an approach to manufacturing:

that utilizes a fixed layout.
that creates bottlenecks.
used to achieve cellular manufacturing.
used instead of cellular manufacturing.

CM-Q
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QUESTION 5
Group technology has a proven capacity:

to manufacture in small batches.
to simplify material flow on the production floor.
as a traditional batch‐processing method.
for only automated manufacturing.

CM-Q
QUESTION 6
* Explain the Group Technology approach to manufacturing.
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Radio Frequency Identification (RFID) Posttest
RFID-Q

* PARTICIPANT ID - please refer to your 3X5 card

RFID-Q
Cognitive Load
* [1] Please choose the category (1, 2, 3, 4, 5, 6, 7, 8 or 9) that applies to you:
In the reading that I just finished I invested:
1. very, very low mental effort
2. very low mental effort
3. low mental effort
4. rather low mental effort
5. neither low nor high mental effort
6. rather high mental effort
7. high mental effort
8. very high mental effort
9. very, very high mental effort
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RFID-Q
MOTIVATIONAL SURVEY
* How difficult did you find reading the material in this reading task?
very easy

easy

neither easy or difficult

difficult

very difficult

I liked them

I liked them
very much

difficult

very difficult

many times

all the time

* How did you feel about the fonts used in this reading task?

I disliked
them very much

I disliked them

neither liked
or disliked

* How difficult was it to identify the key information
in this reading task?

very easy

easy

neither easy or difficult

* How frequently did you feel confused or lost
during this reading task?

never

once

a few times

RFID-Q
QUESTION 1
* Radio frequency identification:
uses 3-D printers for ID Technology.
must contain integrated circuits and therefore cannot be printed directly on the product.

cannot be used in supply chain management.
uses tags to identify objects, collect data and to enter data into a computer system using a wireless network.
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RFID-Q
QUESTION 2
* For an RFID tag to receive and send signals to the network, it must have:

a dial‐up connection.
a printer.
an antenna.
a wired connection.

RFID-Q
QUESTION 3
* RFID tags
can have an integrated circuit for storing and processing information.
can have an antenna to receive and send signals.
can be printed directly on the product.
All of the above.

RFID-Q
QUESTION 4
* RFID stands for:

Rapid frequency identification.
Radio frequency information domain.
Radio frequency identification.
Radio frequency information data.

RFID-Q
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QUESTION 5
* RFID tags can attach to:
manufactured products and supplies.
only paper products.
bulk goods.
a product, an animal or a human.
printers.

RFID-Q
QUESTION 6
* Explain how hospitals might use RFID.
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