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Abstract
We discuss the limits of electromagnetic searches for axion and hidden-photon dark matter,
subject to the Standard Quantum Limit (SQL) on amplification. We begin by showing the signal-
to-noise advantage of scanned resonant detectors over purely resistive broadband detectors. Build-
ing on this calculation, we discuss why the detector circuit should be driven by the dark-matter
signal through a reactance (an equivalent inductance or capacitance); examples of such detectors
include single-pole resonators, which are used broadly in axion and hidden-photon detection. Fo-
cusing thereafter on reactively coupled detectors, we develop a framework to optimize dark matter
searches using prior information about the dark matter signal. Priors can arise, for example, from
cosmological or astrophysical constraints, constraints from previous direct-detection searches, or
preferred search ranges. We define integrated sensitivity as a figure of merit in comparing searches
over a wide frequency range and show that the Bode-Fano criterion sets a limit on integrated
sensitivity. We show that when resonator thermal noise dominates amplifier noise, substantial
sensitivity is available away from the resonator bandwidth. The optimization of this sensitivity is
found to be closely related to noise mismatch with the amplifier and the concept of measurement
backaction. Additionally, we show that the optimized one-pole resonator is close to the Bode-Fano
limit. The Bode-Fano constraint establishes the single-pole resonator as a near-ideal method for
single-moded dark-matter detection. We optimize time allocation in a scanned tunable resonator
search using priors. Combining our insights into integrated sensitivity and time allocation, we
derive quantum limits on resonant search sensitivity. At low frequencies, the application of our op-
timization may enhance scan rates by a few orders of magnitude. We show that, in contrast to some
previous work, resonant searches benefit from quality factors above one million, which corresponds
to the characteristic quality factor (inverse of fractional bandwidth) of the dark-matter signal. We
also show that the optimized resonator is superior, in signal-to-noise ratio, to the optimized reac-
tive broadband detector at all frequencies at which a resonator may practically be made. Finally,
we discuss prospects for evading the quantum limits using backaction evasion, photon counting,
squeezing, entanglement, and other nonclassical approaches, in the context of directions for further
investigation.
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I. INTRODUCTION
A significant body of astrophysical and cosmological evidence points to the existence of
dark matter, which comprises 27% of the mass-energy in the universe [1]. Dark matter is a
direct window to physics beyond the Standard Model. The vast majority of experimental ef-
forts to directly detect cold dark matter have focused on weakly interacting massive particles
(WIMPs) [2–4]. These searches, conducted over the past few decades, have so far yielded
no detections and have placed strong constraints on the existence of WIMP dark matter.
The lack of a detection of weak-scale dark matter motivates a search for other dark-matter
candidates.
Another possibility for cold dark matter is an ultralight boson with mass below ∼0.1 eV
(in contrast to the ∼GeV mass scale of WIMPs). The extremely low mass of an ultralight
boson implies a large number density because the local dark-matter density is ρDM ∼ 0.3
GeV/cm3. As a result, these bosons are best described as classical fields oscillating at
a frequency slightly greater than their rest frequency, ν0DM = mDMc
2/h (mDM is the rest
mass of the dark matter, c is the speed of light, and h is Planck’s constant); the actual
oscillation frequency is slightly higher than ν0DM as a result of the small kinetic energy. Two
prominent candidates in the class of ultralight bosons are axions and hidden photons. The
“QCD axion” is a spin-0 pseudoscalar originally motivated as a solution to the strong CP
problem [5], which can also be dark matter. However, spin-0 pseudoscalar dark matter may
exist even with parameters that do not solve the strong CP problem. Such particles are
sometimes referred to as “axion-like particles.” In this work, we refer to both QCD axions
and axion-like particles as “axions.”
Axions may be produced nonthermally (as would be required for a sub-eV particle to
be cold, nonrelativistic dark matter) through the misalignment mechanism [6–8]. One may
search for axions via their coupling to the strong force [9] or their coupling to electromag-
netism [10, 11]. The latter interaction, described by the Lagrangian
Lint,a = gaγγaF F˜ , (1)
are discussed further in this paper. In particular, in the presence of a DC magnetic field, the
axion is converted to a photon. We focus on this detection technique, a decision that may be
motivated by the above Lagrangian. In the limit of a stiff axion field–the relevant practical
limit– equation (1) demonstrates that the amplitude of the photon signal grows with the
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amplitude of the background electromagnetic field. We would thus like the background field
to be as large as possible. In laboratory searches, DC fields can be orders of magnitude larger
than AC fields. As shown in Appendix A 2, the effect of DC electric fields is suppressed,
relative to their magnetic counterparts, by the virial velocity of the dark matter v/c ∼ 10−3,
so a background DC magnetic field is optimal.
The hidden photon is a spin-1 vector. Such particles emerge generically from models for
physics beyond the Standard Model, often from theories with new U(1) symmetries and light
hidden sectors [12]. The hidden photon was initially described as a dark-matter candidate in
[13] and is further investigated in [14]. Like axions, hidden photons may be produced through
the misalignment mechanism. They may also be produced during cosmic inflation. In fact,
a vector particle in the 10 µeV- 10 meV mass range produced from quantum fluctuations
during inflation would naturally have the proper abundance to be a dominant component
of the dark matter [15]. One may search for hidden-photon dark matter via its coupling to
electromagnetism [16], which arises from kinetic mixing:
Lint,γ′ = εFF ′. (2)
A traditional WIMP detector registers energy deposition from the scattering of a single
dark-matter particle with a nucleus or electron. For an ultralight boson, such a measurement
scheme is not appropriate. The energy deposition would be too small to be measured.
Instead, it is possible to search for the weak collective interactions of the dark-matter field.
For example, as a result of their coupling to electromagnetism, the effect of the hidden-
photon or axion field may be modeled as an effective electromagnetic current density. (See
Appendix A 2 for more details.) For the hidden photon, the direction of this current density
is set by the vector direction, whereas for the axion, it is set by the direction of the applied
magnetic field required for axion-to-photon conversion. These current densities produce
observable electromagnetic fields oscillating at frequency slightly greater than ν0DM, which
couple to a receiver circuit and may be read out with a sensitive magnetometer, amplifier,
or photon detector.
In ADMX [10, 11, 17], HAYSTAC [18], Axion LC search [19], and DM Radio [16, 20],
the receiver takes the form of a tunable high-Q resonant circuit. If dark matter exists at
a frequency near the resonance frequency, the electromagnetic fields induced by the dark
matter ring up the resonator. The signal in the resonator is read out by a Superconduct-
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ing Quantum Interference Device (SQUID) amplifier or a near-quantum-limited parametric
amplifier. By tuning the resonator across a wide frequency range, one may obtain strong
limits on light-field dark matter. In this manner, a search for axion- or hidden-photon dark
matter operates much like an AM radio.
The amplifiers in these searches couple to a single mode of the resonator. This is not
always the optimal receiver circuit. For instance, if the circuit has multiple resonant modes
(at different frequencies) that do not interact parasitically with each other, and each couple
to the electromagnetic fields from the dark matter, one may increase the scan rate, relative to
a single-moded resonator. The principal purpose of this work is to determine the properties
of the optimal single-moded receiver to search for the electromagnetic coupling of axion-
and hidden-photon dark matter.
We start by asking: What are the characteristics of the optimal single-moded receiver? To
answer this question, we must first understand the basic structure of a receiver, irreducible
noise sources in such receivers, and the role of impedance matching and amplifier noise
matching.
FIG. 1. Diagram showing the elements of a dark-matter receiver: the signal source (including loss
in the coupling element), the matching circuit, and the readout element, which may be an amplifier
or photon counter. The amplifier noise has two parts: the imprecision noise and the backaction
noise. The double arrows signify that signals can travel in both directions through the receiver. For
instance, the dark-matter signal propagates to the readout, but the backaction noise propagates to
the dark-matter coupling element in the signal source.
The elements of a dark-matter receiver circuit are shown as a schematic block diagram
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in Fig. 1.1 This paper is organized around optimizing each of these blocks, and globally
optimizing the blocks and their interactions across a full scan.
Central to every detection circuit is an element that couples to the dark-matter field.
The element may be reactive, e.g. an inductive pickup coil that couples to the magnetic
field produced by the dark matter or a capacitance that couples to the electric field. We
may alternatively use a purely resistive detector. The resistive detector may be a phased
antenna array presenting a real impedance to the electromagnetic field, or a simple resistive
sheet much larger than a Compton wavelength. Electric fields induced by dark matter would
current flow in a resistive sheet, resulting in dissipated power.2 Over the next two sections,
we explain why a single-pole resonator is superior, in terms of signal-to-noise ratio (SNR),
to a broadband resistive sheet. (Similarly, we later show that a single-pole resonator is
superior to a broadband reactive detector, such as that presently used in ABRACADABRA
[22]. See Appendix G.) Thereafter, since a single-pole resonator is a prime example of a
detector driven through reactance, we focus solely on reactive coupling. Every detection
circuit has some loss (i.e. some resistance), which produces thermal noise. If the circuit is
cold and hν0DM  kT , where k is Boltzmann’s constant and T is the physical temperature,
one observes the effects of the zero-point fluctuations in the detector. We refer to these three
components (dark-matter signal, thermal noise from loss, and zero-point fluctuation noise)
collectively as the “Signal Source” in Fig. 1. This is the first element in the receiver model.
The second element of every receiver is an impedance-matching network. The impedance-
matching network is used to provide a better match between the complex reactive impedance
of the pickup element and the input impedance of an amplifier, which typically possesses a
real part or is purely real. A single-pole LC resonator is an example of a matching network.
It uses a capacitor or network of capacitors to transform the inductive pickup coil to a real
impedance on resonance, as seen by the readout. In the high-frequency cavity limit (e.g.
ADMX), each mode can be modeled as an equivalent RLC circuit serving as a matching
network. Another matching network is a multi-pole resonator, which, for instance, could
have many LC poles at the same frequency. One may also use broadband inductive coupling,
where a pickup coil is wired directly to the input of a SQUID (e.g. ABRACADABRA). The
1One may note that the readout of a receiver signal with phase-insensitive amplifier constitutes coherent
detection, which has been studied extensively in the context of radio astronomy for the past several decades
[21]. In fact, one way to model the detection circuit is as an astronomical receiver coupled very weakly to a
photon source, i.e. the dark-matter field.
2Whether it is better to couple to the electric field or the magnetic field is a subject of Section III. An
important role is played by electromagnetic shielding.
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signal source and matching network may contain mechanical elements, such as piezoelectrics
and crystal oscillators which behave electrically as RLC circuits. We restrict our attention
to linear, passive matching networks.
The third and final element is an amplifier or photon counter to read out the signal
passed through the impedance matching network. Photon-counting and quantum-squeezing
techniques are being developed for light field dark-matter detection [23], but we focus here
on readout with phase-insensitive amplifiers, which coherently amplify both quadratures
of an incoming signal with the same gain [24]. The application of quantum-measurement
techniques in the context of this comprehensive consideration of axion- and hidden-photon
detection through electromagnetic coupling is left to future work. We also assume that the
output of the amplifier is not fed back to the detection circuit in an active feedback or
feedback damping scheme, which can effectively improve the impedance matching between
signal source and amplifier [25, 26]. Active detection schemes will also be addressed in future
work.
In a readout with a phase-insensitive amplifier, both quadratures of the input are ampli-
fied equally and analyzed for a dark matter signal. As dictated by the Heisenberg uncertainty
principle, the experimental sensitivity is subject to noise added by the amplifier. The limita-
tion set by Heisenberg for minimum noise in a phase-insensitive measurement is sometimes
referred to as the Standard Quantum Limit (SQL).[24] In the high-gain regime, the quan-
tum limit on noise added by the amplifier corresponds to a minimum noise temperature of
one-half photon, kTN(ν) = hν/2.
3 The quantum-limited amplifier noise constitutes one half
of the quantum noise associated with the SQL, with the other half being provided by the
zero-point fluctuation noise. In sum, the total signal-source-referred noise (amplifier noise +
zero-point fluctuation noise + thermal noise), as dictated by the SQL, is at least one photon
in excess of the thermal noise.
Furthermore, every amplifier has two effective noise sources: imprecision noise and back-
action noise. The imprecision noise simply acts to add some uncertainty to the output of the
amplifier, independent of the input load. The backaction noise injects noise into the input
3The noise temperature of the amplifier TN (ν) is defined as follows. The resistor at temperature T within the
input circuit (in our case, within the signal source specifically), produces a thermal noise spectral density
proportional to the Bose-Einstein thermal occupation number n(ν) = (exp(hν/kT ) − 1)−1; see equations
(61), (62), and (F2). We may define an added noise number NA(ν) as the increase in thermal-occupation
number such that the increase in thermal noise equals the amplifier noise. The noise temperature is then
given by TN (ν) ≡ NA(ν)hν/k. This definition is equivalent to that used in [27], but differs from that in [24].
We stress that this difference is simply one of convention, rather than one originating in physical principles.
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circuit. This noise, having been filtered according to the impedance of the input circuit,
is added to the amplifier input and appears as additional noise on the output. In contrast
to imprecision noise, backaction noise, referred to the amplifier input, is then inherently
dependent on the matching network. The spectral densities of both noise contributions can
be frequency-dependent. Consider the simple case where the matching network possesses
negligible loss, so that the only loss is that in the signal source (and the coupling to the input
impedance of the amplifier). When the noise temperature is minimized with respect to the
impedance of the input circuit, e.g. by varying the matching network, it is said that the
input circuit is noise matched to the amplifier. [27, 28] If, in addition to noise matching, the
imprecision and backaction noise modes obey certain relations [27] (see Appendices D and
E 2 for more information), then the quantum limit on noise temperature of kTN(ν) = hν/2
can be achieved.
In this paper, by analysis and optimization of this circuit model, we show that the optimal
receiver circuit has the following characteristics:
1. The detection circuit should be reactively coupled to the dark-matter-induced electro-
magnetic signal. It should couple to as much of the power available in the dark matter
field as possible.
2. The energy coupled into the detector from the dark-matter signal increases with the
detector volume, so the reactive detection element should possess as much coupled
volume as is practical.
3. The loss in the detection circuit should be as low as possible and as cold as possible.
Larger receivers may have more loss and be more difficult to get cold than smaller re-
ceivers, so this third characteristic must be optimized in combination with the second.
4. The characteristics of the impedance-matching network (second block in Fig. 1) and
the amplifier should permit the noise temperature (with respect to input load) to
be minimized, subject to the quantum limit, to optimize the scan sensitivity at all
frequencies. This optimization is defined carefully in the paper.
The first criterion is discussed in Sections II and III A, where we demonstrate that the
intrinsic detector loss needed to couple maximum power from the dark matter field is far too
low to be achieved in any practical experiment. The dark-matter-induced electromagnetic
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signal is therefore stiff, motivating the second and third criteria. The second and third cri-
teria are constrained by familiar experimental limitations. The detector volume is limited
by constraints on the fabrication of detector materials and the maximum possible size of
the shield, which surrounds the detector and is required in order to block external electro-
magnetic interference. The loss in the circuit can be optimized by using superconductors,
although their use can be precluded in axion searches if the detector and the applied DC
magnetic field are not spatially separated [17, 18]. The temperature is usually limited by the
performance of the cryogenic refrigeration scheme; the use of a dilution refrigerator enables
∼ 10 mK operating temperatures.
The last criterion, and more generally, the concepts of amplifier impedance matching
and noise matching as they apply to dark-matter detection, is a primary focus of the pa-
per. Ideally, one would possess an amplifier that is quantum-limited (capable of reaching
the half-photon noise temperature with appropriate noise match) and noise-matched to the
input circuit at all frequencies. However, such a device has not been experimentally demon-
strated. In fact, as we show, if the input impedance of the quantum-limited amplifier is
real-valued (which is the circumstance for practical quantum-limited microwave amplifiers,
such as Josephson parametric amplifiers [29]), then the Bode-Fano criterion [30, 31] places
a powerful constraint on the sensitivity of a single-moded detection circuit integrated across
the search band. A single-pole resonator is approximately 75% of the Bode-Fano fundamen-
tal limit. The Bode-Fano limit demonstrates that the single-pole resonator is a near-ideal
technique to detect the dark-matter field.
Having described this general framework for understanding circuits to detect electromag-
netic coupling to ultralight dark-matter fields, we then retrict our attention to single-pole
resonant detectors. The thermal noise and the dark-matter signal are both filtered by the
impedance-matching network. Therefore, if the filtered thermal noise from the loss in the
signal source dominates the amplifier noise (i.e. the physical temperature of the resistor is
larger than the minimum amplifier noise temperature), then the sensitivity is independent of
the detuning from resonance. It is to our advantage to maximize the bandwidth over which
thermal noise dominates amplifier noise, while maintaining high sensitivity. This bandwidth
may be considerably larger than the resonator bandwidth. Thus, in light-field dark-matter
searches, a quantum-limited amplifier is desirable even when the frequency being probed sat-
isfies hν  kT . Some previous work only accounted for the information available within
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the resonator bandwidth and therefore underestimates the sensitivity of resonant searches.
[10, 11, 16, 22]
As stated before, a fundamental feature of a resonant search is that one must scan the
resonance frequency over a broad range. In this work, we discuss the optimization of scan
strategies. We show that this optimization is closely related to the optimization of noise
matching. When combined with the aforementioned constraints on impedance matching to
the dark-matter signal and amplifier, this optimization results in a fundamental limit on the
sensitivity of axion and hidden-photon searches read out with a phase-insensitive amplifier
coupled to an induced electromagnetic signal.
The outline of this paper is as follows. See the accompanying letter [32] for a summary
of the main results.
In Section II, we focus on two simple examples of light-field dark-matter detectors: a
resistive sheet and a tunable cavity resonator. In an apples-to-apples comparison, the cavity
is found to be superior to the resistive broadband detector. We contrast this behavior
with the absorption of vacuum electromagnetic waves that satisfy (unmodified) Maxwell’s
equations. A similar result is found in comparison of a resonator and a reactive broadband
search, such as ABRACADABRA [22]; details are left for Appendix G. This appendix should
be read after the full quantitative machinery for analyzing signal-to-noise ratio has been
introduced; the SNR framework is constructed in Section IV. The comparison in Section II
allows us to introduce many of the concepts which are mentioned in Fig. 1, and which are
of primary concern in this paper.
In Section III, we further examine the optimal scheme for coupling to the dark-matter
signal. We use the results of the previous section to motivate why dark matter detectors
should be driven reactively rather than resistively and why dark matter is a stiff electro-
magnetic source. We also elucidate the role played by electromagnetic shielding, which is a
practical requirement in any dark-matter search. In the limit that the characteristic size of
the shield is much smaller than the Compton wavelength λ0DM ≡ c/ν0DM, the dominant ob-
servable is a dark-matter-induced magnetic field. One should then couple to the signal using
an inductor. In the limit that the shield size and Compton wavelength are comparable, the
induced electric and magnetic fields are comparable. There is no advantage to a capacitive
coupling over an inductive coupling. In the particular case of a cavity resonator, a mode can
be modeled as an equivalent LC circuit. Then, coupling to the cavity mode is either effective
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inductive or capacitive coupling. Without loss of generality, for the remainder of the main
text, we consider solely inductively coupled detectors, while pointing out in various sections
similar results for capacitively coupled detectors. To provide a practical perspective for the
analysis that follows, we discuss a variety of single-pole resonant detection schemes proposed
or in use for ultralight field dark-matter detection. We discuss more specifically how such
detectors are excited by electromagnetic fields induced by dark matter, and consider how
such detectors are read out. Subsequent to this section, we focus on a simple example,
where the detector is coupled to a transmission line and read out by an amplifier operated
in the scattering mode. [27] This is representative of the type of receiver used in ADMX
and HAYSTAC. In Appendices E-G, we consider a different example, directly related to
DM Radio and the Axion LC search, where the resonator is read out with a flux-to-voltage
amplifier (see Appendix E for a definition and description), such as a dc SQUID or dissi-
pationless rf SQUID. The description is somewhat more complicated in this latter example,
but the primary conclusions regarding resonator optimization and fundamental limits are
the same as those found in the main text for the scattering-mode case.
In Section IV, we derive the signal-to-noise ratio (SNR) for a scanning search using a
scattering-matrix representation of the impedance matching (e.g. resonator) and amplifica-
tion circuits. The analysis applies not only to resonators, but to any single-moded reactive
coupling scheme. This level of generality is critical in enabling us to set a limit on detec-
tion sensitivity with the Bode-Fano criterion. We give a brief quantitative discussion of
the dark-matter signal as it relates to the scattering representation, leaving a more detailed
treatment, including considerations of temporal and spatial coherence, for Appendix A. As
is discussed, the detection scheme is equivalent to a Dicke radiometer [33] used in radio
astronomy. We discuss the signal processing steps of a Dicke radiometer as they relate to
the detection circuit. The SNR is calculated in two parts. First, given a fixed dark-matter
search frequency, we calculate the SNR from a single instance of the scan, e.g. a single
resonance frequency. In doing so, we derive an optimal filter for the signal processing which
maximizes SNR [34]. Second, using the results for the single instance, we calculate the SNR
for a scan, which is generically comprised of different circuit configurations, e.g. many reso-
nant frequencies in the stepping of a tunable resonator. We determine the weighting of the
data from the various scan steps that yields the highest possible SNR. As an example, we
then provide an explicit calculation of SNR (for both the single scan step and whole scan) for
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a quantum-limited scattering-mode amplifier with uncorrelated backaction and imprecision
noise modes, for which the noise impedance and input impedance are real-valued and equal.
This amplifier and its noise properties are discussed further in Appendix D . The results
on SNR for a quantum-limited phase-insensitive amplifier set a fundamental limit on the
detection sensitivity of a search for electromagnetic coupling to ultralight dark matter. The
optimization of a search using such an amplifier is the basis for the remainder of the main
text. A similar SNR calculation for flux-to-voltage amplifiers is carried out in Appendix F 1.
In Section V, building upon on the scattering matrix representations and SNR calculations
of Section IV, we discuss the optimization of the search. We consider the role played by prior
probabilities in the optimization. Priors may, for example, take the form of astrophysical
and direct detection constraints or well-motivated regimes of parameter space, such as the
parameter space corresponding to QCD axion models. The optimization is carried out in
two parts. In the first part, for a fixed scan step, we optimize the impedance-matching
network. This network need not be resonant. We determine a value function for evaluating
the merits of a matching network and optimize two types of searches. The first type is a
“log uniform” search, to be defined in Section V, which makes the natural assumption of
a logarithmically uniform probability for the mass and coupling of dark matter within the
search band. It is here that we establish a limit on detection sensitivity with the Bode-
Fano criterion, which constrains broadband matching between the signal source (a complex
impedance) and the amplifier input (a real impedance). The second type is a candidate-
signal search, where a signal has already been found in a previous search and one wishes
to probe the signal as well as possible. In each of the two cases, we link our result to the
concepts of noise matching, amplifier backaction, and sensitivity outside of the resonator
bandwidth. We show that the optimized resonator is approximately 75% of the Bode-Fano
limit, thereby motivating the single-pole tunable resonator as a near-ideal single-moded
detector for probing ultralight-field dark matter. Hereafter, we only discuss resonators in
the main text. We discuss the impact of these results on scan time. In the second part
of the optimization, given a fixed total search time, we determine the optimal allocation of
time across resonant scan steps for the log-uniform search. We introduce the notion of a
dense scan, where each search frequency is probed by multiple resonant frequencies. We also
briefly consider other possible value functions for time allocation based on different prior
assumptions about the probability distribution of dark matter.
15
Similar optimizations are carried out in the appendix for a flux-to-voltage amplifier. In
Appendix F 2, we derive a Bode-Fano constraint for an inductively coupled detector read
out with a quantum-limited flux-to-voltage amplifier possessing uncorrelated imprecision and
backaction noise (real-valued noise impedance). In Appendix F 3, we consider the resonator
optimization with such an amplifier. The result is the same as that derived for the quantum-
limited scattering mode amplifier. We again find that the optimized single-pole resonator is
approximately 75% of the Bode-Fano limit. In Appendix F 4, we carry out the optimization
for the log-uniform search after allowing for correlations in imprecision and backaction noise
and minimum noise temperature exceeding one-half photon.
The optimization of the resonant scan in Section V, in combination with the Bode-Fano
criterion, yields a fundamental limit on the performance of axion and hidden-photon dark-
matter searches read out by a phase-insensitive amplifier. We calculate this limit in Section
VI. Owing to the identical results provided in the scan optimization, the limit is the same for
scattering-mode and flux-to-voltage readouts. We analyze various features of this limit. In
particular, we discuss the parametric dependence of the fundamental limit on quality factor
and contrast it with previous works. [10, 11, 16] We show that use of the optimized scan
strategy can increase the sensitivity to dark-matter coupling strength by as much as 1.25
orders of magnitude at low frequencies. This corresponds to an increase in scan rate of five
orders of magnitude.
We conclude in Section VII, where we provide directions for further investigation. The re-
sults in this paper provide strong motivation for the use of quantum measurement techniques
that can evade the Standard Quantum Limit of the dark-matter measurement. We briefly
discuss these techniques and prospects for implementing backaction evasion, squeezing, en-
tanglement, photon counting, and other nonclassical approaches in axion- and hidden-photon
dark matter searches.
II. A COMPARISON OF REACTIVE RESONANT AND RESISTIVE BROAD-
BAND COUPLING SCHEMES
As shown in Fig. 1, one may couple to an electromagnetic signal induced by the dark-
matter field using a reactive element or a purely resistive element. A purely resistive search
can be modeled as a sheet of finite conductivity σr in free space. The resistive sheet is a
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model for a physical resistor or an array of antennas presenting a real impedance. An incident
electromagnetic field induced by a dark-matter field drives currents in the sheet. Ohm’s
Law dictates that these currents must dissipate power, which may be detected, for instance,
with antenna-coupled amplifiers. One may also consider readout with a bolometric photon
detector, which is more common in sensitive millimeter-wave astronomical instruments [35].
Such a scheme is outside the scope of this paper, which concerns the Standard Quantum
Limit on amplification. Nevertheless, we comment on bolometric readout throughout the
section, where appropriate.
Consider initially an electromagnetic plane wave governed by unmodified Maxwell’s equa-
tions, normally incident on a resistive sheet with vacuum on both sides. The absorption is
maximized when the sheet impedance Zsh = 1/(σrh) is set to Zfs/2 = µ0c/2 ≈ 188 Ω.
(Here, h is the thickness of the sheet. For simplicity of analysis, h is set to be much less
than the skin depth at the frequency being absorbed. µ0 is the vacuum permeability.) This
setup absorbs 50% of the power available in the field. With the addition of a quarter-wave
backshort and a sheet impedance of Zsh = Zfs, one may absorb 100% of the power. How-
ever, the addition of the backshort introduces an effective reactance in the problem, and
limits the bandwidth over which the coupling is efficient.
In light of the fact that a purely resistive sheet is a relatively efficient detector of “normal”
electromagnetic fields over wide bandwidth, one might ask why they are not used commonly
to detect fields induced by dark-matter axions or hidden photons. Why does one choose a
resonator over a broadband resistive absorber? After all, resistive absorbers are a critical
piece of many millimeter-wave astronomy instruments [35], which also seek to detect small
photon signals from cosmic sources.
To answer this question, we perform an apples-to-apples comparison of the sensitivity of
a broadband resistive sheet and a tunable cavity. We first describe the experimental setup
and then calculate the signal size in terms of power dissipation. This is followed by a brief
SNR analysis (a more rigorous version of which appears in Section IV C). We compare the
SNRs at each dark-matter rest-mass frequency in our search band and show that the SNR
for the cavity is always larger. In fact, we show that the advantage in SNR scales as the
square root of the quality factor, a result that is explored in far greater depth in Section VI.
See Fig. 2. In the introduction, we stated that the hidden-photon and axion fields can
be modeled as effective current densities that produce electromagnetic fields. They may
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also be modeled more directly as electromagnetic fields themselves. For the hidden photon,
representation as an effective current is known as the interaction basis, while representation
as an effective electromagnetic field is known as the mass basis [36]. Relative to the electric
field, the free-space magnetic field induced by dark matter is suppressed by the velocity
of the dark matter v/c ∼ 10−3. This velocity arises from the ∼ 10−3c virial velocity, in
combination with the ∼ 10−3c detector velocity (Earth velocity) in the galactic rest frame
(the frame in which the bulk motion of the dark matter is zero). As such, the dominant
observable is an effective electric field. We denote this effective electric field by ~EDM in the
figure and assume that this field is stiff. We revisit this assumption below.
Owing to the nonzero velocity from virialization and Earth’s motion, the electric field
induced by dark matter is not monochromatic, but rather, possesses a nonzero bandwidth.
The ∼ 10−3c dark-matter velocity gives a ∼ 10−6 dispersion in kinetic energy and therefore,
a bandwidth
∆νDM(ν
0
DM) ∼ 10−6ν0DM. (3)
The dark-matter signal thus spans the frequency range ν0DM ≤ ν . ν0DM + ∆νDM(ν0DM). We
have made explicit here the dependence of the dark-matter bandwidth on search frequency
to indicate that bandwidth is not constant across the search range, but is expected to
grow linearly. Nevertheless, in the preliminary calculation in this section, we assume that
the cavity linewidth is larger than this bandwidth, so that for the purpose of calculating
experimental sensitivity, we may treat the dark-matter signal as monochromatic.
We assume that the cavity separation L is smaller than the de Broglie wavelength of the
dark matter, which sets the coherence length of ~EDM. This is an appropriate assumption,
given that for dark-matter signals near the fundamental resonance frequency, where the
response is strongest, the length satisfies L ∼ λ0DM, the Compton wavelength of the dark-
matter signal, and is thus much less than the de Broglie coherence length ∼ 1000λ0DM.
We also assume that the lateral extent of the cavity is much smaller than the de Broglie
wavelength, so that we may treat ~EDM as spatially uniform. Furthermore, we assume that
the lateral extent of the cavity is much larger than λ0DM, so that we may ignore fringe-field
effects and effectively reduce the three-dimensional problem to a one-dimensional problem.
In Fig. 2a, we show a sheet of conductivity σr. For simplicity, we assume that the
conductivity is frequency-independent. Frequency-dependence has no significant bearing
on our conclusion that a tunable cavity is fundamentally superior to a broadband resistive
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sheet. The sheet lies in the x-z plane. Electric fields tangent to the surface dissipate power
in the sheet.
In Fig. 2b, we show two sheets separated by length L: one of frequency-independent
conductivity σc and the other possessing perfect conductivity. These two sheets form a
resonant cavity. If the frequency ν of the electric field satisfies (or nearly satisfies) the
resonance condition
exp(2piiνL/c) = −1, exp(4piiνL/c) = 1, (4)
then the dark-matter fields ring up the cavity. The rung-up fields dissipate power in the left-
side sheet. We assume that only a single detector mode is used: the fundamental resonance
at νr = c/2L. Although one might use multiple resonance modes or wider band information
across the search range (the latter of which is discussed in detail later in this paper), in
this section we only consider signal sensitivity within the resonator bandwidth of this single
mode. The cavity resonance frequency may be tuned by changing length L.
FIG. 2. Setup for comparison of resistive sheet and tunable cavity as dark-matter detectors. (a)
Resistive sheet. (b) Half-wave cavity bounded by a sheet of finite conductivity and a sheet of
perfect conductivity. The cavity may be tuned by changing the separation between the sheets.
The dark matter produces a free-space electric field, which we assume is tangent to the surface of
the sheets.
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We assume that the dark-matter electric field lies in the zˆ direction. For the axion,
this may be arranged by applying a DC magnetic field in the zˆ direction. We assume that
the magnetic field is uniform. For the hidden photon, the experimentalist does not control
the direction of the electric field. However, this is not of consequence for the sensitivity
comparison. Misalignment with the detector results in the same multiplicative reduction in
sensitivity for both the sheet and the cavity.
Under these assumptions, the dark-matter electric field can be approximated as
~EDM(t) = Re(E˜DMexp(2piiν
0
DMt))zˆ. (5)
We may relate the complex amplitude of this electric field to the complex amplitude of the
z-component of the mass-basis hidden-photon vector potential, denoted A˜′m [16, 36]. The
relation is
E˜DM = −i(2piν)εA˜′m (6)
One may write a similar relationship for the axion pseudoscalar potential, whose complex
amplitude is a˜ [37]:
E˜DM = κacB0a˜ (7)
where κa is related to the more traditional axion-photon coupling gaγγ by
κa = gaγγ
√
~c0 (8)
(0 is the vacuum permittivity.), and B0 is the magnitude of the applied magnetic field.
We calculate the steady-state power dissipated in the finite conductivity sheet in each of
the two experiments. This is the signal size that we use to compare experimental sensitivities.
Note that, in the case of antenna-coupled amplifier readout, as compared to bolometric
readout, we typically discuss signals in terms of power received rather than power dissipated.
However, if the bolometer (sheet) and the antenna/amplifier setup present the same real
impedance and possess the same receiving area, then the signal size is the same. Ohm’s
Law at each sheet dictates that the volumetric current density in each sheet is related to
the electric field by
~Jr,c(~x, t) = σr,c ~E
tot
r,c (~x, t), (9)
where the subscript indicates whether the resistive sheet belongs to the broadband detector
(“r”) or the cavity (“c”) and ~Etotr,c (~x, t) is the total electric field in the sheet. There is also a
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current in the perfect conductor–the right-hand sheet in the cavity–to screen electric fields
from its interior and maintain the boundary condition that the electric field parallel to the
surface vanish. We denote this current density as ~J∞(~x, t). The current in each of the
three sheets arises both from the “incident” dark-matter electric field and the electric field
radiated in response to this drive.
In general, the current density and the electric field are position-dependent in the sheets.
However, because we are ignoring fringing effects and because the thickness of each sheet
is set to be much less than the skin depth at frequency ν0DM, the current density and the
electric field are considered to be uniform in each sheet. We may then turn the volumetric
current density into an effective surface current density ~Kr,c(t). Setting all sheets to have a
common thickness h, we find
~Kr,c(t) = σr,ch~E
tot
r,c (t), (10)
where ~Etotr,c (t) is now most readily interpreted as the surface field. We may similarly define
an effective surface current density for the perfect conductor, ~K∞(t), that keeps the surface
field zero. We define the sheet impedances as
Zr ≡ 1/(σrh), Zc ≡ 1/(σch). (11)
We also set the sheets to have a common surface area A.
Maxwell’s equations yield a relationship between the electric field and the volume current
density at any point in space:
(∂2t − c2~∇2) ~E(~x, t) = −µ0c2∂t ~J(~x, t). (12)
For the broadband detector, ~J(~x, t) reflects the current density for the sheet, while for the
cavity, ~J(~x, t) includes both the current densities on the finite conductivity and the perfect
conductivity sheets: ~J(~x, t) = ~Jc(~x, t)+ ~J∞(~x, t). We may solve for the current in each sheet,
and consequently, the power dissipation using superposition. Because we ignore fringe-field
effects, the electric field is only a function of y, the coordinate normal to the sheets.
a. Power Dissipation in Resistive Broadband Detector
We find the steady-state solution for the current and fields. All quantities oscillate at
frequency ν0DM and the fields and currents point in the zˆ direction, so we may write
~Kr(t) = Re(K˜rexp(2piiν
0
DMt))zˆ. (13)
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Setting the position of the sheet to be y = 0, the current density in eq. (12) is ~Jr(~x, t) =
~Kr(t)δ(y) where δ(y) is a Dirac delta function. The electric field produced by the sheet is
then the plane wave
~Er(y, t) = Re(E˜rexp(2piiν
0
DM(t− |y|/c)), (14)
where
E˜r = −ZfsK˜r/2. (15)
Equation (10) gives
K˜r =
1
Zr
(E˜r + E˜DM) =
1
Zr
(
E˜DM − Zfs
2
K˜r
)
, (16)
or, rearranging,
K˜r =
2E˜DM
2Zr + Zfs
. (17)
The power dissipated by per unit area is then
Pr
A
=
Zr
2
|K˜r|2 = |E˜DM|
2
Zfs
Zfs/2Zr
(1 + Zfs/2Zr)2
. (18)
The power dissipation is maximized for sheet impedance Zr = Zfs/2. At this sheet
impedance, the power dissipation is
Pr
A
∣∣∣∣∣
max
=
1
4
|E˜DM|2
Zfs
. (19)
Observe that, though the dark-matter electric field is not a wave solution to Maxwell’s
equations in vacuum, the sheet impedance at maximum power dissipation is the same as the
usual vacuum electromagnetic wave.
b. Power Dissipation in Cavity Detector
Similar to equations (13) and (14), we may write the electric field produced by the sheet
of impedance Zc as
~Ec(y, t) = Re(E˜cexp(2piiν
0
DM(t− |y|/c)), (20)
where
E˜c = −ZfsK˜c/2. (21)
Again, we have set the position of this sheet to y = 0. We may write the electric field
produced by the perfectly conducting sheet as
~E∞(y, t) = Re(E˜∞exp(2piiν0DM(t− |y − L|/c)), (22)
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where
E˜∞ = −ZfsK˜∞/2. (23)
Since the electric field must vanish at the conductor, we have
E˜∞ + E˜DM + E˜cexp(−2piiν0DML/c) = 0. (24)
Ohm’s Law gives
K˜c =
1
Zc
(
E˜c + E˜∞exp(−2piiν0DML/c) + E˜DM
)
. (25)
We have four equations (21), (23), (24)-(25), and four unknowns, E˜c, E˜∞, K˜c, and K˜∞.
Solving the system gives the complex current amplitude on the sheet at y = 0,
~Kc =
2(1− exp(−2piiν0DML/c))E˜DM
2Zc + Zfs(1− exp(−4piiν0DML/c))
, (26)
and a power dissipation per unit area of
Pc
A
=
|E˜DM|2
Zfs
(Zfs/2Zc)|1− exp(−2piiν0DML/c)|2
|1 + (Zfs/2Zc)(1− exp(−4piiν0DML/c))|2
. (27)
For dark-matter resonance frequencies close to resonance, ν0DM ≈ νr = c/2L, this equation
may be expanded as
Pc
A
≈ |E˜DM|
2
Zfs
4(Zfs/2Zc)
|1 + 2pii(Zfs/2Zc)(ν0DM − νr)/νr|2
=
4
pi
|E˜DM|2
Zfs
Q
|1 + 2iQ(ν0DM − νr)/νr|2
. (28)
The response is a Lorentzian, as would be expected, and the quality factor of the cavity,
as determined by the full width at half maximum, is Q = piZfs/2Zc. For an on-resonance
dark-matter signal, the power dissipation increases linearly linearly in Q. Taking the limit
Q → ∞ (sheet impedance to zero), it seems that arbitrarily large amounts of power can
be dissipated. Of course, this is unphysical. Two assumptions that we have made break
down. First, for high quality factors giving cavity linewidths narrower than the dark-matter
linewidth (Q & 106), not all parts of the dark-matter spectrum are fully rung up. A more
complicated calculation, in which the shape of the dark-matter spectrum is convolved with
the resonator response, is needed to calculate the power dissipation. Such a calculation is
carried out in Sec. IV.
More fundamentally, power conservation dictates that at some quality factor, we must
begin to backact on the dark-matter electric field, producing enough dark matter through
the electromagnetic interaction to locally change the value of the dark-matter density and
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effectively modify the value of E˜DM. We digress here to show that backaction is negligible in
practice. Specifically, we calculate parametrically the range of Q factors for which backaction
on the dark matter field can be ignored and conclude that practical cavity quality factors
are well within this range. The power available per unit area from the dark matter field is
the flux incident on the detectors, given roughly by the energy density multiplied by the
(virial) velocity:
PDMavail
A
∼

1
2
(2piν0DM)
2|A˜′m|2
Zfs
v
c
, hidden photons
1
2
(2piν0DM/c)
2|a˜|2
Zfs
v
c
, axions
(29)
Backaction can be ignored as long as the power dissipated in the cavity is much smaller than
the available power, Pc  PDMavail. Combining equations (5), (6), and (7) with (28) and (29),
we find the condition on quality factor for neglecting backaction:
Q
ε
−2 v
c
hidden photons(
κacB0
mDMc/~
)−2
v
c
, axions
(30)
Note that the Q factor below which we can ignore backaction varies as ε−2/κ−2a . This is
expected because the production of hidden photon and axion fields is an order ε2/κ2a effect.
One order of ε/κa comes from the dark matter fields driving currents on the conductors,
while another order of ε/κa comes from those currents producing hidden photons and ax-
ions. For a virialized hidden photon with v/c ∼ 10−3, possessing mixing angle ε ∼ 10−10
(slightly below existing constraints on the parameter space [16]), eq. (30) demonstrates
that backaction can be ignored as long as Q  1017. For the virialized axion, the range of
Q values for which backaction can be ignored decreases as the DC magnetic field strength
increases because the axion conversion into photons is increased. Suppose that the magnetic
field strength is 10 T. For the KSVZ axion[38, 39], a benchmark QCD axion model, we then
find that backaction can be ignored as long as Q 1029. Practical cavity Q factors are well
within these regimes for both axions and hidden photons, even for low-loss superconducting
cavities. As such, backaction can be ignored; the dark matter field presents as a stiff elec-
tromagnetic source. We also note that, for the broadband resistive absorber, Pr  PDMavail for
any sheet resistance. It is thus appropriate to ignore backaction in that case as well.
To perform the sensitivity comparison between the resistive broadband and cavity detec-
tors, we assume that the rest-mass frequency is unknown. We set a search band between
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frequencies νl and νh and calculate the SNR from a dark-matter electric field E˜DM causing
power dissipation in the detector. (E˜DM may be dependent on the frequency of the dark
matter. However, for the purpose of sensitivity comparison, this is not relevant, so we do
not explicitly include it.) While the broadband detector does not change during the search,
always being set to the optimal sheet impedance Zr = Zfs/2, the cavity resonance frequency
is stepped between νl and νh.
We can set the total system noise power Pn to be the same in the broadband search
and on-resonance in the cavity for an apples-to-apples comparison of scan sensitivity. The
impedance of the cavity in Fig. 2b is real on resonance, and the impedance of the resistance
in Fig. 2a is real at all frequencies. We assume that the temperature of the resistance in
both cases is the same. We further assume that the added noise power from the amplifier
is the same in both cases. In particular, we assume that the minimum noise temperature is
the same and that the amplifier is noise-matched and impedance-matched (so as to prevent
unwanted reflections) to the detector. The total system noise in both experiments, Pn, is
dominated by the sum of the thermal Johnson-Nyquist noise power and the amplifier noise
power, allowing us to set Pn to be the same. (It is common to discuss noise power in a
Dicke radiometer in terms of system temperature TS[17], which is the sum of physical and
amplifier noise temperatures. It is related to the noise power by Pn = kTS∆νDM(ν
0
DM). Our
assumptions have set TS to be the same in the two experiments.)
Additionally, we set the total experiment time, for each experiment, at Ttot. We assume
that the total experiment time is large enough such that the cavity can ring up at every
tuning step and so that the dark-matter signal can be resolved in a Fourier spectrum; the
former requires time ∼ Q/νr while the latter requires time ∼ 106/ν0DM. We also assume that
the tuning time is negligible compared to the integration time at each step.
The Dicke radiometer equation [21, 33] gives the SNR in power (as opposed to amplitude)
for each experiment
SNR(ν0DM) ≈
Pdiss
Pn
√
∆νDM(ν0DM)T (ν
0
DM), (31)
where Pdiss (= Pr or Pc) is the power dissipated in the experiment and T (ν
0
DM) is the
integration time at dark-matter frequency ν0DM. For the broadband search, this integration
time is simply the total experiment time Ttot, while for the cavity detector, it can be taken as
the amount of time during which the dark-matter frequency ν0DM is within the bandwidth of
the resonator, ∆t0. By using signal information only within the bandwidth of the resonator,
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we discard valuable information outside of the resonator bandwidth. We show how one
makes optimal use of information at all frequencies in Section V, but not in this preliminary
calculation. The ratio of the SNRs for the cavity and resistive broadband detectors is then
SNRc(ν
0
DM)
SNRr(ν0DM)
≈ Pc
Pr
√
∆t0
Ttot
=
16Q
pi
√
∆t0
Ttot
, (32)
where, in the second equality, we have used eqs. (19) and (27).
If, in the cavity search, we spend an equal time ∆t0 at each frequency and step at one
part in Q, the total integration time can be taken as the ∆t0 times the number of frequency
steps between νl and νh. For broad scans (νh & 2νl), the number of frequency steps can be
approximated as an integral, so
Ttot
∆t0
≈
∫ νh
νl
Q
ν
dν = Q ln
νh
νl
∼ Q. (33)
The SNR ratio in (32) then varies with Q as
SNRc(ν
0
DM)
SNRr(ν0DM)
∼
√
Q. (34)
This demonstrates that high-Q cavities are superior to resistive broadband searches for dark
matter, even if information outside of the resonator bandwidth is not used. The advantage
of high-Q searches is even larger if information outside of the bandwidth is used, as is shown
later. The SNR in power varies as square root of quality factor. This, in turn, implies
that the minimum dark-matter coupling (gaγγ for the axion and ε for the hidden photon)
to which the cavity is sensitive scales as Q−1/4. The result may have been intuited from
the form of the Dicke radiometer equation: an experiment gains sensitivity much faster
with higher signal power (linear relationship) than with longer integration time (square root
relationship). Interestingly, as we show in Sec. VI, the scaling even applies when the quality
factor is larger than the characteristic 106 quality factor of the dark-matter signal, for which
resonator response and dark-matter spectrum must be convolved.
One may reach the conclusion that the cavity is superior for the case of bolometric photon
detection if the noise is dominated by thermal and/or readout noise. Otherwise, one must
be more careful, in particular with regards to shot noise from the electric field signal.[23]
Our calculation of the cavity response makes clear the following: the dark-matter electric
field and the electric fields that are produced in response act on both the sheet of finite
conductivity and the sheet of infinite conductivity. That is, they act on both the power
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detector and the “reflector.” In this sense, we can apply the insights made here to the dish
antenna experiment in [40]. In that work, the authors propose to use a spherical reflecting
dish to focus the electric field signal induced by dark matter onto a power detector. The
authors consider reflection at the dish; radiation and absorption at the feed (the detector)
is ignored. However, as we have shown, such a consideration can be critical to calculating
accurate response. We must carefully consider the impedance properties of the feed and the
feed’s direct interaction with the dark-matter electric field ~EDM, in addition to the analogous
characteristics of the dish. There are two electrical boundary conditions, one at the mirror
and one at the feed, which sets intrinsic length and frequency scales for the experiment.
Thus, the frequency response of a dish antenna experiment is generically not a broadband
flat spectrum, but has significant frequency-dependence.
High-Q resonators are also superior to reactive broadband searches at all frequencies at
which a resonator can practically be made. We show this explicitly in Appendix G where
we compare a series RLC circuit read out by a flux-to-voltage amplifier (e.g. a SQUID) to
a broadband LR circuit. We leave the quantitative details for later in the paper, after we
have introduced the machinery needed to understand the comparison more completely. This
gives greater depth to our result, allowing us to rigorously consider the effects of thermal
noise, and also illustrate the full power of sensitivity outside of the resonator bandwidth.
The result is in direct contrast to that in [22], which claims a frequency range in which a
broadband search has superior sensitivity.
The comparison of resonant and broadband detection illustrates important differences
between absorption of vacuum electric fields governed by the unmodified Maxwell’s equations
and absorption of electric fields sourced by dark matter. One cause of this difference is that
the electric field induced by dark matter is spatially uniform (and has a single phase) as
long as the experimental dimensions are small as compared to the de Broglie wavelength.
In contrast, consider a transverse vacuum electromagnetic wave of frequency ν (solving
Maxwell’s equations) propagating in the yˆ direction linearly polarized in the zˆ direction.
Suppose that at the sheet at z = 0, the complex electric field amplitude for the incident
wave is E˜I . Then, the power dissipated in the cavity is
Pc
A
=
|E˜I |2
Zfs
(Zfs/2Zc)|1− exp(−4piiνL/c)|2
|1 + (Zfs/2Zc)(1− exp(−4piiνL/c))|2 . (35)
The difference in the numerator of the right-hand side of (35), relative to (27), (4piiν vs.
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2piiν) arises from the 2piνL/c phase shift of the incident visible electromagnetic field between
the two sheets. When the cavity is a half-wavelength at frequency ν, the power dissipation
vanishes. The phase shift results in destructive interference of the electromagnetic waves
radiated by the sheets with the incident drive field, and consequently, no signal. The visible
signal absorption is minimized at precisely the spacing that maximizes the dark-matter
signal absorption. Furthermore, one can easily show that the absorption of a visible signal
is maximized when the separation of the sheets is a quarter-wavelength at frequency ν and
Zc = Zfs. The quarter-wavelength transforms the short (the perfect conductor) into an
open, so that all power available in the wave is absorbed in the sheet if impedance-matched
to free space. However, this power per unit area is |E˜I |2/2Zfs, which is only a factor of two
larger than that absorbed by the purely resistive broadband detector (see eq. (19)). There
is no large parametric improvement in the absorption of a visible signal due to the quarter-
wave spacing, e.g. no dependence on a small value of Zc as in (27), over the purely resistive
broadband detector. This extra factor of two occurs only within a narrow bandwidth. While
a quarter-wave transformer may seem like a natural choice for boosting sensitivity to dark
matter, given the match to Maxwellian electromagnetic waves, that is not the case; the
half-wave cavity is parametrically enhanced for the absorption of dark-matter signals.
A second disinction in the absorption comes from the observation that the dark-matter
electric field can be treated as stiff. As we have shown in (30), the cavity detector loss
needed to absorb an order-one fraction of the power available in the dark matter field is far
too low to be achieved in practice. Unlike Maxwellian electromagnetic waves, one cannot
(practically) impedance match to dark matter.
This begs the question: how should we couple to the dark matter signal? How does this
inform detection schemes? We now investigate more closely the optimal scheme for coupling
to the dark matter–that is, the optimal coupling element in the Signal Source of Fig. 1.
III. COUPLING TO THE DARK-MATTER SIGNAL
In Sec. III A, we show that inductively-coupled detectors (or more generally, detectors
that can be modeled as coupling to dark matter through an inductance) are optimal. We
further explore the observation that the dark matter field is a stiff electromagnetic source. In
Sec. III B, we provide examples of single-pole resonators being used for dark-matter searches.
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The presentation of these examples naturally leads to the scattering matrix formalism of
Section IV, which is used to analyze SNR in inductively coupled detectors.
A. Optimizing the Coupling Element
As discussed in the introduction, we may couple to the electric field induced by dark
matter via a resistance or capacitance, or couple to the magnetic field induced by dark matter
via an inductance. Here, we investigate which of these three couplings is fundamentally best
for an experimental search.
It is useful to return to the representation of the dark-matter source as electromagnetic
charge and current densities (the interaction basis for the hidden photon), mentioned in
Section I. These charge and current densities source the electric and magnetic fields that
are picked up by the detector. The charge/current representation differs from the direct
electromagnetic field representation used in Section II, but the two are physically equivalent.
The effects of the charge density are suppressed by the ∼ 10−3 virial velocity, so we focus
only on the current density. See Appendix A 2 and refs. [16, 41] for a discussion of the
current density.
We have demonstrated that a reactive resonant coupling is superior to a broadband
resistive coupling. The cavity resonator can be modeled as an equivalent lumped RLC
circuit. The electric and magnetic field energies contained in the cavity can be mapped onto
electric and magnetic fields stored in capacitors and inductors. One may treat the effective
current density as driving the capacitance, inductance, or both, as long as the excitation is
treated appropriately [42, 43].
This observation motivates coupling to the dark matter signal through an inductance or
capacitance. Which of the two schemes should we choose? An important role is played by
electromagnetic shielding, which is necessary to avoid unwanted interference and dissipation.
In the limit where the size of the detector and shield are much smaller than the Compton
wavelength (the lumped-element limit), the current may be treated quasi-statically. In
this limit, the energy in the magnetic field produced by the current is much larger than
the energy in the electric field. The optimal detector in the lumped-element limit then
couples to dark matter via an inductance rather than a capacitance. The excitation of
any detector capacitance is negligible. One might further note that, in the lumped-element
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regime, all couplings can be modeled as reactive. All couplings to a magnetic field can be
modeled as inductive and all couplings to an electric field can be modeled as capacitive.
The displacement current term in Maxwell’s equations and resultant radiative effects, which
underlie a resistive coupling, e.g. in an antenna, become negligible. For example, in a sub-
wavelength sheet conductor (analogous to the multi-wavelength-scale broadband absorber
of Section II), the dominant impedance is the capacitance formed between the edges of the
sheet. Energy coupled from the dark-matter-induced electric field is stored in the vacuum
space near the sheet, and the sheet resistance plays the role of signal source loss. The pickup
mechanism is thus capacitive; again, however, such a detector is suboptimal to an inductive
coupling on an apples-to-apples basis.
In the limit where the size of the detector and shield are comparable to the Compton
wavelength (the cavity limit), the magnetic field and electric field are comparable in size.
If using lumped-element detectors, one could couple to either a capacitance or an induc-
tance. There is no advantage either way. However, due to the challenge of significant stray
impedances in this limit, it is common not to use lumped-element couplings, but rather
mode couplings, e.g. a resonant free-space cavity. As alluded to above, we can model the
cavity mode coupling to the electric and magnetic fields as a coupling to the capacitance
or the inductance (or some combination of the two) in the equivalent RLC circuit. Thus,
without loss of generality, we can choose to model a cavity-limit circuit as coupling to an
inductance, as in the case of the lumped-element limit.
For the remainder of the paper, we focus on inductively coupled detectors, since they are
appropriate for optimizing both the lumped-element and cavity limit. Where useful, we also
point out equivalent results for capacitively coupled detectors. Furthermore, note that the
energy coupled into the detection circuit depends on the size of the dark-matter-induced
fields and the volume of the pickup element and not on the particular matching network.
(See also eq. (53) below.) Eq. (30) then demonstrates that, in any reactively coupled
detector, the loss required to backact on the dark matter source is far too low to be achieved
in practice. The observation that the dark matter effective currents and resultant fields are
stiff is important for our further treatment of the signal.
We now develop the SNR framework to optimize the impedance-matching network and
readout, represented by the second and third boxes of Fig. 1. The analysis culminates in
a limit on detection sensitivity set by the Bode-Fano criterion. The limit demonstrates the
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relatively high efficiency of searches with single-pole resonators. In other words, we show
that these resonators are near ideal for single-moded detection.
First, to enable a practical understanding of the broadly applicable SNR framework,
we give some concrete examples of single-pole resonators that may be analyzed with the
described framework. Our examples span Sections III B and IV A. Section IV B lays the
foundations for the more general treatment of any inductively coupled detector.
B. Single-Pole Resonant Receiver Circuits for Axion and Hidden-Photon Detec-
tion
FIG. 3. Two implementations of a single-pole resonator for dark-matter detection. (a) A low-
frequency detection circuit using a SQUID magnetometer. Dark matter induces a flux ΦDM through
the pickup inductor LPU, which drives a current in the resonant circuit. The current is read out
as a flux signal ΦSQ in a magnetometer, coupled through the input coil LIN. The flux to the
magnetometer is usually coupled through a flux transformer (not shown). The magnetometer may
be a dc SQUID (shown) or a single-junction dissipationless rf SQUID without resistive shunts, which
can enable larger circuit Q. (b) Microwave/RF detection scheme with controlled impedances. Dark
matter induces a magnetic flux through the equivalent circuit pickup inductor LPU, which drives
an equivalent series voltage in the resonant circuit. Power from this voltage signal propagates
through a transmission line of impedance Z0, as represented by the wave bDM, and is amplified
with a microwave amplifier.
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Two implementations of resonant receiver circuits are shown in Fig. 3. For frequencies
below ∼1 GHz, the signal may be amplified with a Superconducting Quantum Interference
Device (SQUID). [16] This detection scheme is displayed in the left panel of the figure. The
dark-matter effective current, through its induced magnetic field, feeds a flux ΦDM through
the pickup inductor LPU. Since the effective current densities in practical circuits are stiff,
this flux can be treated as stiff. The flux produces a resonantly enhanced current in the
input coil LIN and a flux in the SQUID. The SQUID provides high gain with near-quantum-
limited noise performance, which allows this flux signal to be read out at high signal-to-noise.
[44] The SQUID may be a dc SQUID, or if a larger circuit Q is desired, a single junction
dissipationless rf SQUID [45]. This detection scheme is used in DM Radio and ADMX LC.
[16, 19, 20] One could also remove the capacitor and do a broadband search [22].
For frequencies above ∼1 GHz, a system with controlled impedances must be used; oth-
erwise, reflections in wires create challenges toward efficient dark-matter detection. In this
case, the resonant RLC circuit, which may be a free-space cavity, is coupled (represented
in the right panel with a coupling capacitance Cc) to a transmission line of characteristic
impedance Z0 (typically 50 ohms). A voltage signal generated in the resonator from the ex-
ternal, dark-matter-induced flux propagates to the input of an RF amplifier, as represented
by the wave bDM. This wave is amplified and read out with further electronics. Such a
scheme is presently utilized by ADMX and HAYSTAC, which use near-quantum-limited mi-
crostrip SQUID amplifiers [46] and Josephson parametric amplifiers [29] to achieve exquisite
sensitivity in the search for dark-matter axions. [17, 18] The resonant circuit is also a suit-
able description of a dielectric resonator, such as that in the MADMAX experiment, or a
resonator with a mechanical element, such as a piezoelectric.
In both circuit models, the resonance frequency may be tuned by changing the capacitance
C. One may then search over large range of dark-matter mass by scanning the resonance
frequency.
Here, we analyze the second circuit in detail. The case of a search using a generic
quantum-limited flux-to-voltage amplifier is covered in the appendix; the key results are the
same as for the near-quantum-limited, scattering-mode amplification scheme.
The detector, as drawn, has resonance frequency νr = 1/(2pi
√
LPU(C + Cc)). The quality
factor Q of the resonator is determined by two sources of loss. First, resonator energy is
lost by dissipation in the resistance R(ν). This frequency-dependent resistance represents
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internal losses of the resonator due to loss in metals or loss in the quasiparticle system (if
superconductors are used), loss in wire insulation (in the case of lumped-element inductor
coils), loss by coupling to parasitic electromagnetic modes, and loss in dielectrics. Second,
resonator energy is lost by power flow into the transmission line. The resonator quality
factor is thus
Q = (Q−1int +Q
−1
cpl)
−1, (36)
where the internal quality factor is
Qint = 2piνrLPU/R(νr), (37)
and the coupled quality factor, representing losses to the transmission line, is
Qcpl =
1
(2piνrCc)2Z0(2piνrLPU)
. (38)
The resonator is driven by three voltage sources: a thermal noise voltage, a zero-point
effective-fluctuation-noise voltage, and a dark-matter signal voltage. The two noise voltages,
sourced by the resistor in the equivalent circuit model of Fig. 3, are lumped together
in the calculations that follow. The dark-matter signal voltage may be represented by a
voltage in series with the inductor. Dark matter of mass mDM couples into the pickup loop
LPU through its induced magnetic field. The magnetic field, oscillating at frequency ν
0
DM,
produces a circuit voltage via Faraday’s Law V = dΦ/dt. This stiff voltage can be treated
classically, owing to the high number density of the light-field dark matter. Additionally,
due to virialization, the dark-matter voltage signal possesses a nonzero bandwidth. This
bandwidth was introduced in equation (3) and is ∆νDM(ν
0
DM) ∼ 10−6ν0DM. In Section IV, we
discuss how the voltage spectrum scales with the dark-matter coupling to electromagnetism
(quantified by κa in the case of the axion and ε in the case of the hidden photon); we also
show how it is related to the dark-matter energy density distribution over frequency, which
in turn, can be calculated from the more familiar dark-matter energy density distribution
over velocity. (See Appendix D.) For the more quantitative treatments and in particular, the
integral approximations, that follow in Sections IV and V, we also need to define a “cutoff”
bandwidth ∆νcDM(ν
0
DM). We define this cutoff bandwidth such that, outside of the frequency
band ν0DM ≤ ν ≤ ν0DM + ∆νcDM(ν0DM), the dark-matter signal power is small enough to be
neglected. Because we are searching for nonrelativistic dark matter, we take this bandwidth
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to satisfy
∆νDM(ν
0
DM) ∆νcDM(ν0DM) ν0DM. (39)
This cutoff bandwidth is needed to facilitate the calculations, but its exact value is unim-
portant, as long as this inequality is satisfied. For more information regarding dark-matter
bandwidths and their relation to velocity, see Appendices A and C. Where convenient, we
suppress the bandwidth’s dependence on search frequency, with it implicitly understood.
The dark-matter signal at the amplifier input is strongest when the transmission is largest:
when ν0DM lies within the resonator bandwidth. This observation suggests that a search
should be conducted over a wide range of frequencies by scanning the resonance frequency
νr and amplifying the signal.
IV. SENSITIVITY CALCULATION OF A SEARCH FOR LIGHT-FIELD DARK
MATTER
Before performing detailed calculations for the detector sensitivity, we qualitatively dis-
cuss the processing of the signal. This discussion applies not just to resonators, but to any
detector; as such, our treatment in this section applies broadly. The dark-matter signal has
a finite coherence time, set by the inverse of the dark-matter bandwidth, (see Appendix A 1)
τcoh ∼ (∆νDM)−1 ∼ 106/ν0DM. (40)
On timescales much shorter than the dark-matter coherence time, the dark-matter signal
behaves as a monochromatic wave with frequency ν0DM. In such a situation, one may deter-
mine if a timestream contains a signal by using a time-domain Wiener optimal filter [34].
This filter gives an estimate for the amplitude of the dark-matter signal if one exists in the
timestream. If this amplitude is much greater than the uncertainty, set by the noise, then a
candidate signal has been detected.
However, stronger constraints on coupling parameter space require integration longer
than the coherence time. We assume here integration time longer than the coherence time.
In this regime, the dark matter no longer behaves as a coherent amplitude signal, but
rather, behaves as an incoherent power signal because the phasor describing the oscillation
at frequency ν0DM has drifted significantly since the start of integration. Conceptually, an
incoherent power signal can be processed using a Dicke radiometer, first described in [33]. A
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schematic diagram of a Dicke radiometer, as it pertains to our dark-matter receiver circuit,
is shown in Fig. 4.
FIG. 4. Diagram showing the components of a Dicke radiometer.
As indicated in Fig. 1, the signals from the source, which, in this case are the dark-matter
signal, thermal noise, and zero-point fluctuation noise, are fed into a matching network and
read out with an amplifier. The output signal of the amplifier is sent to an optimal filter to
maximize SNR and then to a square-law detector, whose output voltage is proportional to the
input power. This voltage is sent to an integrator. The square-law detector and integrator
average down fluctuations in the noise power (i.e. thermal, zero-point fluctuation, and
amplifier noise power), which sets the variance (uncertainty) in the measurement scheme.
When power is observed in excess of the mean noise power, then a candidate dark-matter
signal has been detected, and follow-up is required to validate or reject this signal. In a
typical experiment, the output of the amplifier is fed into a computer, and the optimal
filtering, square-law detection, and integration steps are executed in software.
The well known expression for the SNR of a Dicke radiometer is given by
SNR ≈ Psig
Pn
√
∆ν · t, (41)
where ∆ν is the signal bandwidth, t is the integration time, and Psig and Pn are, respectively
the signal and mean noise power within that bandwidth.
Our analysis of optimal signal processing does not directly use this formula. Rather, it
uses signal manipulation parallel to that implemented in a Dicke radiometer (amplification,
square-law detection, integration) in order to provide a rigorous framework for understanding
sensitivity in these receiver circuits. This framework allows us to derive the optimal filter.
It enables us to consider the effects on SNR from scanning the resonance frequency or more
generally, using information from multiple detection circuits. The method is easily extended
to nonclassical detection schemes (e.g. squeezing and photon counting) that is motivated in
Section VII. Nevertheless, we use (41) to build intuition about our results.
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We begin in Sec. IV A by producing a scattering-matrix representation of the resonant
circuit in the right panel of Fig. 3. In Sec. IV B, we then generalize this representation
to any detection circuit with inductive coupling to the dark matter. These sections cover
the first three blocks of Fig. 4. Section IV C covers the last three blocks and yields the
expressions for SNR needed for search optimization.
A. Scattering Representation of Resonant Detection Circuit
FIG. 5. Representation of detection circuit in Fig. 3 as a cascade of two-port circuits. The internal
resistance R(ν) has been replaced with a semi-infinite transmission line, on which thermal noise
is injected into the system and on which power is carried away from the resonator (equivalent to
dissipation). The dark-matter signal, which is a magnetic flux through the inductor, is represented
as a voltage in series with the inductor. Circuit (1), to the left of the dashed line, represents the
resonator, while circuit (2), to the right of the dashed line, represents the amplifier.
Expressing the resonant detection scheme in a scattering matrix representation gives rise
to a simple method for analyzing the sensitivity. The detection schematic may be represented
as a cascade of two separate two-port circuits, as shown in Fig. 5.
In the first of these two circuits (at the left), the resistance R(ν) is replaced by a semi-
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infinite, lossless transmission line of characteristic impedance R(ν); on this line, thermal
noise and zero-point fluctuations are injected into the system. This is a typical representation
in the quantum optics literature [47]. The dark-matter signal voltage VDM in our model is
in series with the inductor. The incoming and outgoing waves at each port in Fig. 5 are
defined in the frequency domain by the complex phasors (in units
√
Watts/Hz)
a
(1)
1 (ν) =
V1(ν) + I1(ν)R(ν)
2
√
R(ν)
(42)
a
(1)
2 (ν) =
V2(ν) + I2(ν)Z0
2
√
Z0
(43)
b
(1)
1 (ν) =
V1(ν)− I1(ν)R(ν)
2
√
R(ν)
(44)
b
(1)
2 (ν) =
V2(ν)− I2(ν)Z0
2
√
Z0
(45)
where V1,2(ν) and I1,2(ν) are, respectively, input and output voltages and currents at the
far ends of the two transmission lines. (Subscript 1 corresponds to the transmission line of
impedance R(ν), and subscript 2 corresponds to the transmission line of impedance Z0.)
These wave amplitudes are related by b(1)1 (ν)
b
(1)
2 (ν)
 =
 S(1)11 (ν, νr) S(1)12 (ν, νr)
S
(1)
21 (ν, νr) S
(1)
22 (ν, νr)
 a(1)1 (ν)
a
(1)
2 (ν)

+
 −S
(1)
12 (ν,νr)
2
√
R(ν)
VDM(ν, gDM,
dρDM
dν
(ν, ν0DM))
√
Qcpl
Qint
exp
(
+i2piν
c¯
l
)
S
(1)
21 (ν,νr)
2
√
R(ν)
VDM(ν, gDM,
dρDM
dν
(ν, ν0DM))
 (46)
where
S
(1)
11 (ν, νr) =
Qint −Qcpl + 2iQintQcpl
(
ν
νr
− 1
)
Qint +Qcpl + 2iQintQcpl
(
ν
νr
− 1
) (47)
S
(1)
21 (ν, νr) = S
(1)
12 (ν, νr) =
2
√
QintQcpl
Qint +Qcpl + 2iQintQcpl
(
ν
νr
− 1
) exp(−i2piν
c¯
l
)
(48)
S
(1)
22 (ν, νr) =
Qcpl −Qint + 2iQintQcpl
(
ν
νr
− 1
)
Qint +Qcpl + 2iQintQcpl
(
ν
νr
− 1
) exp(−i4piν
c¯
l
)
(49)
are the scattering parameters for the circuit. l and c¯ are the length and phase velocity of the
Z0 transmission line. In deriving eqs. (47)-(49), we assume |ν − νr|  νr; we also assume
Q,Qint  1, and 2piνrZ0Cc  1, which are typical design parameters for resonant circuits.
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In equation (46), VDM(ν, gDM,
dρDM
dν
(ν, ν0DM)) represents the frequency component of the dark-
matter voltage signal at frequency ν, in units Volts/Hz. The voltage spectrum depends on
the distribution of dark-matter energy density over frequency, denoted by dρDM
dν
(ν, ν0DM),
which in turn, depends on the rest mass mDM =
hν0DM
c2
. The factor gDM is related to the
dark-matter coupling to electromagnetism. We now define this factor and show how VDM
can be related to the coupling and the distribution.
We assume that, while the resonator is scanned near the dark-matter frequency, the
amplitude of the dark-matter field (proportional to the local density) does not change. In
the case of a hidden-photon (vector) field, we also assume that its direction also does not
change during this period of time. In Appendix B, we discuss deviations from this behavior,
and its implications for scan strategy. There we also discuss strategies to mitigate inevitable
detector misalignment with a vector dark-matter field, including the use of multiple detectors
with different alignment. We further assume that the distribution stays fixed during the scan.
We discuss deviations from this assumption in the context of annual modulation in Appendix
B. We also assume that the size of the resonant detector is much less than the coherence
length ∼ 1000λ0DM, so that spatial variations of the dark-matter field are inconsequential.
It is under these assumptions that we may consider the time-domain dark matter voltage
as a sum of coherent frequency tones:4
VDM(t) =
∫ ν0DM+∆νcDM(ν0DM)
ν0DM
dν VDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
exp(+i2piνt) (50)
The excitation of the circuit is deterministic, as opposed to random (as would be the case
with a thermal noise voltage). The decoherence over the time τcoh is causal, the result of
frequency components over a bandwidth ∼ ∆νDM becoming out of phase. We may relate
the spectral density of the voltage signal to the energy coupled into the dark-matter circuit
by
VDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
V ∗DM
(
ν ′, gDM,
dρDM
dν
(ν ′, ν0DM)
)
≡ SDMV V
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
δ(ν−ν ′)
(51)
where
SDMV V
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
= 2(2piν)2LPUEDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
, (52)
4Strictly speaking, the time-domain voltage is the real part of the right-hand side of this equation. However,
such a consideration is inconsequential for our SNR analysis.
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and EDM is an energy spectral density (in units of energy per unit bandwidth). EDM may
be parametrized as
EDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
= g2DMVPU
dρDM
dν
(ν, ν0DM) , (53)
where VPU is the volume of the pickup inductor
5, and gDM is the effective dimensionless
coupling of the DM field to the detector.
It is perhaps more common to define the power spectral density of a continuous wave-
form based on a truncated or windowed Fourier transform due to formal constraints on the
existence of the transform. See, for example, Appendix A of ref. [27]. However, in the
limit of interest, where the integration time is much longer than the coherence time, the
delta-function normalization gives equivalent physics for signal power, which is the quantity
of interest. See, specifically, eqs. (82) and (83) below. In using the chosen representation,
we adopt the Fourier and spectral density conventions of ref. [21] and thus use consistent
normalizations for signal and noise. The same convention is used in Appendix A.
We are treating the various frequency/velocity components of the dark matter signal as
independent oscillators. If there are correlations between components (e.g. in the phases of
the Fourier components), then we can potentially exploit those to increase SNR. The above
is simply a conservative choice for a model of the dark matter signal.
Equation (53) is derived in Appendix A 2. The value of gDM = gDM(ν
0
DM) is
gDM =
κacB0cPUV
1/3
PU , axions
εcPUV
1/3
PU /λ
0
DM, hidden photons
(54)
at frequencies for which the Compton wavelength λ0DM is much longer than the characteristic
size of the detector. For frequencies where the wavelength is comparable to the size of the
detector,
gDM =
κacB0cPUλ
0
DM, axions
εcPU, hidden photons.
(55)
We omit the explicit dependence of gDM on dark-matter rest-mass frequency where conve-
nient. cPU is a geometrical factor relating to the pickup pattern and aspect ratio of the
5When a free-space cavity, rather than a lumped-element inductor, is used to couple to the signal, LPU rep-
resents the equivalent inductance and VPU represents the coupled volume for the mode under consideration.
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inductor and the shape of the drive field. In practice, it is determined by calibration and
modeling of the detector geometry.
As discussed in Appendix A 2, we have also absorbed into cPU factors related to the
possible loading of the detector with magnetic or dielectric media. These media possess-
ing relative permeability µr or relative permittivity r above unity. When the wavelength
λ0DM/
√
µrr inside the material is much longer than the characteristic detector, (54) applies,
with cPU growing as the square root of µr and being independent of r. The magnetic per-
meability naturally enhances the magnetic field strength. Most materials possess a relative
permeability not far from unity, but high-permeability materials are often used outside of
the detector for shielding, e.g. µ-metal enclosures. However, high-permeability materials
may prove challenging to use inside a detector. Such materials tend to be lossy and tend
to possess excess noise associated with the flipping of magnetic spins. Additionally, they
can possess significantly nonlinearity, with the permeability varying as a function of applied
field, and be hysteretic. When the wavelength λ0DM/
√
µrr is comparable to the character-
istic size of the detector, (55) applies, with cPU varying inversely with the square root of
r and being independent of µr. The effect of magnetic enhancement is cancelled by the
smaller wavelength/detector size. Note that the signal size is dependent on permittivity,
an electrical quantity, though we couple through the magnetic field. One may interpret the
dependence as a result of wavelength/detector size decreasing with increasing permittivity.
See eqs. (A30) and (A31) and surrounding text for additional information.
The energy-density distribution dρDM/dν has units of energy per-unit-volume per-unit-
bandwidth and must satisfy ∫
dν
dρDM
dν
(ν, ν0DM) = ρDM, (56)
where ρDM ∼ 0.3 GeV/cm3 is the total local energy density. dρDM/dν can be calculated
from the density distribution across velocity. As an example, in Appendix C, we calculate
dρDM/dν explicitly for the standard halo model. For more details on the determination of
the signal strength, see references [11, 16, 19].
From equation (30), one may conclude that, at small velocities v
c
 ε2 (or equivalently
for the axion, v
c

(
κacB0
mDMc/~
)2
), backaction on the dark matter electromagnetic source is
significant at any level of detector loss. It may thus seem that our equations (52) and
(53) are inaccurate. However, given that the dark-matter virial velocity vvirial ∼ 10−3c is
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much greater than ε2 over all open parameter spaces, it is appropriate to conclude that
dark matter at these extremely small velocities makes up a very small component of the
total dark-matter distribution. See, for instance, the standard halo model in Appendix C.
Therefore, assuming the validity of (52) and (53) over all velocities, instead of only for those
which satisfy v/c & ε2, results in a negligible change in calculated SNR.
From equations (52) and (53), the voltage signal may be fully parametrized as
VDM = VDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM), LPU, VPU
)
. (57)
and similarly for the spectral density SDMV V . However, for brevity, we truncate the dependence
to
VDM = VDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
. (58)
Unlike LPU and VPU, which are parameters of the detection system, gDM and dρDM/dν are
model-dependent parameters.
An amplifier is represented in the second of the two two-port circuits. We assume that
the amplifier has perfect input and output match to the transmission line, i.e. its input
impedance is Z0. Input and output match prevent the emergence of cavity modes on the
transmission line, which complicate readout of the dark-matter signal. We also assume that
it possesses reverse isolation, so that waves incoming on the right port do not transmit to the
resonant detector. Reverse isolation is an experimentally desired attribute for amplifiers, as
it prevents heating of the resonator and interference due to spurious signals on the feedline.
The amplifier is described by the following scattering relation for a signal at frequency ν: b(2)1 (ν)
b
(2)
2 (ν)
 =
 0 0√
G(ν) 0
 a(2)1 (ν)
a
(2)
2 (ν)
+
 c(2)1 (ν)
c
(2)
2 (ν)
 , (59)
where |G(ν)| is the power gain of the amplifier. c(2)1 (ν) and c(2)2 (ν) are, respectively, the
backward and forward-traveling noise waves generated by the amplifier. A phase-insensitive
amplifier must necessarily add such noise to the detection scheme [24]. The backward-
traveling noise wave may be thought of as the backaction noise of the amplifier, while the
forward-traveling noise wave is the intrinsic added noise, or in the language used in Section
I, the imprecision noise. We assume that the amplifier has high power gain |G(ν)|  1 over
the entire search band such that we may ignore the noise introduced by follow-on electronics
(e.g. further analog amplification and filtering, digitization). This condition may be realized
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by using different high power gain amplifiers in the different frequency regimes. A possible
implementation of this is discussed in [16].
Combining equations (46) and (59) with the connection relations a
(2)
1 (ν) = b
(1)
2 (ν) and
a
(1)
2 (ν) = b
(2)
1 (ν), we obtain the scattering relations for the cascaded circuit: b(1)1 (ν)
b
(2)
2 (ν)
 =
 S(1)11 (ν, νr) 0√
G(ν)S
(1)
21 (ν, νr) 0
 a(1)1 (ν)
a
(2)
2 (ν)

+
 S(1)12 (ν, νr)c(2)1 (ν)√
G(ν)S
(1)
22 (ν, νr)c
(2)
1 (ν) + c
(2)
2 (ν)

+
 −S
(1)
12 (ν,νr)
2
√
R(ν)
VDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)√Qcpl
Qint
exp
(
+i2piν
c¯
l
)
√
G(ν)
S
(1)
21 (ν,νr)
2
√
R(ν)
VDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
 . (60)
The left-hand side of equation (60) is a single vector. The top term of this vector b
(1)
1 (ν)
represents the wave that is dissipated in the resonator. The bottom term b
(2)
2 (ν) represents
the wave that is amplified and read out with further electronics. The signal and noise content
of b
(2)
2 (ν) determines the sensitivity of the detector.
On the right-hand side of equation (60), there are three terms. The first term represents
the response of the cascaded circuit to waves injected at the ports. Note that the response
is independent of the incoming wave at port 2 of circuit (2); this is a result of reverse
isolation. As stated before, a
(1)
1 (ν) represents the thermal- and zero-point-fluctuation noise
waves injected into the system. Assuming that the detector system is at temperature T , the
noise correlation for this wave is
< a
(1)
1 (ν)(a
(1)
1 (ν
′))∗ >= hν(n(ν, T ) + 1/2)δ(ν − ν ′), (61)
where
n(ν, T ) =
1
exp(hν/kBT )− 1 (62)
is the thermal occupation number of the resonator. We suppress the dependence on tem-
perature T where convenient. As stated before, we have lumped together the thermal and
zero-point noise; in (61), the “n(ν, T )” term represents the thermal noise, while the “1/2”
term represents the zero-point fluctuations.
The second vector in equation represents the response of the circuit to amplifier noise.
The top term is the backaction noise that is dissipated in the resonator. The bottom term
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is the sum of the intrinsic added noise and the backaction noise which is reflected at the
resonator and transmitted through the amplifier. The amplifier noise is typically quantified
by use of a 2×2 noise correlation matrix C(ν) with values given by
< c
(2)
i (ν)c
(2)
j (ν
′)∗ >= Cij(ν)δ(ν − ν ′), (63)
where the values i and j are either 1 or 2. Note that C12(ν) = C21(ν)
∗.
The third vector is the response of the circuit to the dark-matter signal. The top term is
the portion of the signal that is dissipated in the resonator. The bottom term is the portion
of the signal that is transmitted and amplified.
B. Scattering Representation of A Single-Moded Reactive Detector
As yet, we have not determined whether a single-pole resonator is an optimal detection
circuit. We may generalize our treatment for the resonator to a single-moded, inductively
coupled detector read out by a scattering-mode amplifier. The prescription for doing so is
displayed in Fig. 6.
As in the case of the single-pole resonator, the dark-matter signal presents as a voltage in
series with the pickup inductor LPU, with spectrum described by (52) and (53). As before,
we assume that the amplitude, frequency distribution, and direction of the dark-matter
field are constant during the scan, and that the pickup inductor’s linear dimensions are
much smaller than the coherence length. The inductor is inevitably accompanied by some
loss, denoted as the frequency-dependent quantity R(ν). The resistance is replaced by a
transmission line on which thermal noise and zero-point-fluctuation noise enter the system,
and on which power is carried away as dissipation. The signals are fed through the matching
network to an amplifier.
The signal source and matching network are represented by one 2× 2 scattering matrix,
denoted here as S(1)(ν):
S(1)(ν) =
 S(1)11 (ν) S(1)12 (ν)
S
(1)
21 (ν) S
(1)
22 (ν)
 . (64)
Recall that for a resonator, the values of this scattering matrix are given by (47), (48) and
(49). We assume that all loss is contained within R(ν), so that the matching network itself
is lossless. We further assume that the matching network is linear and contains only passive
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FIG. 6. Scattering representation of a generic inductively coupled detector as a cascade of two-port
circuits. The signal source consists of a pickup inductor LPU in series with a frequency-dependent
resistance R(ν) representing loss in the circuit. As in Fig. 5. the resistor has been replaced by
a semi-infinite transmission line on which thermal/zero-point-fluctuation noise is injected into the
system. The noise, along with the dark matter voltage signal VDM, are fed into the amplifier
through an impedance-matching network, represented as a black box. Circuit (1) represents the
signal source and matching network, while circuit (2) represents the amplifier.
components. Then, S(1)(ν) is unitary at each frequency ν:
S(1)(ν)[S(1)(ν)]† = I, (65)
where I is the 2× 2 identity matrix.
The amplifier is described by (59) and produces outgoing noise waves at both its input
and output. In analogy with (60), it is straightforward to write an expression for the wave
amplitude at the output of the amplifier:
b
(2)
2 (ν) =
√
G(ν)S
(1)
21 (ν)a
(1)
1 (ν) +
√
G(ν)S
(1)
22 (ν)c
(2)
1 (ν) + c
(2)
2 (ν)
+
√
G(ν)
S
(1)
21 (ν)
2
√
R(ν)
VDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
, (66)
where a
(1)
1 (ν) obeys (61) and the amplifier noise waves obey (63).
Armed with our results for the amplifier output, we now calculate the SNR that results
from the optimal filtering, square-law detection, and integration steps, the last three blocks
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of the Dicke radiometer schematic in Fig. 4. Our treatment focuses on statistical moments of
the frequency components b
(2)
2 (ν) at the output of the amplifier. See refs. [21] and [48] for a
similar analysis of thermal noise, photon noise and amplifier noise in astronomical receivers.
We assume that the amplifier gain is sufficiently large that the signal and noise can be
treated as complex amplitudes, rather than introducing creation and annihilation operators.
This is appropriate in the case of high amplifier gain, which implies that shot noise from the
electromagnetic field in the resonator can be ignored in the square-law detection step.
C. Signal-to-Noise Ratio of Search
We calculate the SNR at a single dark-matter search frequency in two steps. In the first
step, we calculate the SNR from a single circuit or a single instance of a tunable circuit.
For example, for a tunable single-pole resonator, one instance consists of a single resonance
frequency, which may or may not align with the dark-matter search frequency. In the second
step, we discuss how information from multiple circuits or multiple circuit instances (e.g.
many steps in resonance frequency in a tunable resonator) may be combined. We answer
the question of how to calculate SNR from the combined datastream of multiple resonance
frequencies or even two entirely different detection setups. The third and final part of
this section is dedicated to specific results for quantum-limited amplifiers, which is used
extensively in the search optimization in Section V. We conclude with some implications for
a scan, which naturally introduce the value functions for the optimization.
1. SNR for single circuit configuration
Suppose we have a single circuit configuration (e.g. a single step in a tunable circuit)
and we wish to test whether there is dark matter at frequency ν0DM. At the output of the
amplifier (including further electronics, e.g. room-temperature amplification and mixing),
we receive a timestream of values b(t), which is related to the frequency-domain function
b
(2)
2 (ν) by
b(t) =
∫ ∞
0
dν b
(2)
2 (ν) exp(+i2piνt). (67)
In the remainder of this section, we drop the subscript and superscript in b
(2)
2 (ν), and simply
write b(ν), unless otherwise stated (since the wave b
(1)
1 (ν) does not affect the SNR, and is
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not frequently considered). We write bn(ν) to indicate solely the noise terms in b(ν) (in
the absence of axion- or hidden-photon signal). We also drop the limits on the frequency
integrals; (0,+∞) is implied.
The length τ of this timestream is assumed to be much longer than the dark-matter
coherence time tcoh ∼ 106/ν0DM, as well as any characteristic time associated with the slowest
pole in the circuit. We denote this characteristic time as tpole; it sets the time required for
the circuit to reach steady state given a voltage excitation in the pickup inductor. For a
resonator, the characteristic time is the resonator ring-up time ∼ Q/νr. The assumption on
the integration time implies that the dark matter has reached steady state, so that Fourier
transforms are appropriate mathematical tools. In addition, by the end of the timestream, we
assume that we have integrated long enough that phase decoherence of the dark-matter signal
has occurred. This last observation becomes important when we combine data from multiple
circuit configurations/ different resonant frequencies. We use this assumption frequently, so
we define a timescale
t∗circ(ν
0
DM) ≡ max(106/ν0DM, tpole). (68)
We emphasize that the timescale is inherently dependent on both the dark-matter rest mass
and the circuit parameters.
We now describe how the software implementation of the Dicke radiometer of Fig. 4
is performed. The timestream from the output of the amplifier is fed through a software
convolution filter described by the function f(t), resulting in an output (f ∗ b)(t). The SNR
can be maximized by deriving an optimal convolution filter [34]. In the frequency-domain,
this convolution filter implements a multiplicative weighting on b(ν) and their complex
conjugates b∗(ν).
b(ν)→ f(ν)b(ν) (69)
b∗(ν)→ f ∗(ν)b∗(ν) (70)
Here, f(ν) are the Fourier components of f(t) and f ∗(ν) their complex conjugates. The
filtered timestream is then fed through the square-law detector and integrator. The output
of the integrator is the time-averaged power at the output of the convolution filter, quantified
by
d =
1
τ
∫ τ
0
dt |(f ∗ b)(t)|2. (71)
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Implicit in our measurement of d is the fact that we are simultaneously measuring both
quadratures of the signal, and thus that the amplifier must add noise [24]. This noise is
represented by the presence of amplifier noise waves in the output timestream, as can be
observed in equation (66).
The statistics of d give the SNR. The dark-matter power in d is the signal, while the
standard deviation of d, as produced by thermal, zero-point fluctuation, and amplifier noise,
sets the noise. If, in an experiment, the total power in d is in excess of the mean noise power
in d by many standard deviations, then a candidate signal has been detected, and follow-up
and characterization is required.
We optimize SNR with respect to the filter f . As this filter is executed in software, the
filter is allowed to vary with the scanned characteristics of the circuit (e.g. the resonance
frequency) and the assumed properties of candidate dark-matter signals at the search fre-
quency. We show that the optimum filter depends on the shape of the dark-matter spectrum,
but not on the coupling of dark matter to electromagnetism, quantified by gDM. We may
therefore write
f(ν) = fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
)
. (72)
For brevity, where convenient, we skip the full parametrization and write f(ν) with the other
dependencies implicitly understood.
The optimal filter is dependent on the circuit parameters, e.g. S-parameters. Indeed, we
find that this is the case for all of the quantities calculated in this section. We omit explicit
dependence on these parameters (e.g. with a subscript circ), unless beneficial.
We examine the noise first. A useful quantity is total noise correlator for the output
Fourier components b(ν). The noise in the frequency domain is
bn(ν) =
√
G(ν)S
(1)
21 (ν)a
(1)
1 (ν) +
√
G(ν)S
(1)
22 (ν)c
(2)
1 (ν) + c
(2)
2 (ν). (73)
The correlator is defined by
< bn(ν)bn(ν ′)∗ >≡ B(ν)δ(ν − ν ′). (74)
Plugging (61), (63), (73) into (74) yields
B(ν) = |G(ν)||S(1)21 (ν)|2hν(n(ν) + 1/2) (75)
+ |G(ν)||S(1)22 (ν)|2C11(ν) + C22(ν) + 2Re(
√
G(ν)S22(ν)C12(ν)).
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The noise correlator is dependent not only on the noise covariance matrix and the temper-
ature T of the detector, but on the S-parameters of circuit (1) in Fig. 6.
The mean noise power (the mean of d resulting from noise) is
< dn > =
1
τ
∫ τ
0
dt
∫ ∞
0
dν
∫ ∞
0
dν ′ f(ν)f(ν)∗ < bn(ν)bn(ν ′)∗ > e+i2pi(ν−ν
′)t
=
1
τ
∫ τ
0
dt
∫
dν
∫
dν ′f(ν)f(ν ′)∗B(ν)δ(ν − ν ′)e+i2pi(ν−ν′)t
=
∫ ∞
0
dν|f(ν)|2B(ν). (76)
The second moment of d due to noise is
< (dn)2 > =
1
τ 2
∫ τ
0
dt
∫ τ
0
dt′
∫
dν1
∫
dν2
∫
dν3
∫
dν4 f(ν1)f
∗(ν2)f(ν3)f ∗(ν4)
< bn(ν1)(b
n(ν2))
∗bn(ν3)(bn(ν4))∗ > e+i2pi(ν1−ν2)te+i2pi(ν3−ν4)t
′
. (77)
Assuming that the noise modes are Gaussian (as one would have with a quantum-limited
amplifier and thermal noise in the signal source), the four-point correlation may be evaluated
by decomposing it into sums of products of two-point correlations. In particular,
< bn(ν1)(b
n(ν2))
∗bn(ν3)(bn(ν4))∗ > =< bn(ν1)(bn(ν2))∗ >< bn(ν3)(bn(ν4))∗ >
< bn(ν1)(b
n(ν4))
∗ >< bn(ν2)(bn(ν3))∗ > . (78)
Using equations (74) and (76) gives
< (dn)2 > =< dn >2 (79)
+
1
τ 2
∫ τ
0
dt
∫ τ
0
dt′
∫
dν1
∫
dν3 |f(ν1)|2|f(ν3)|2B(ν1)B(ν3)e+i2pi(ν1−ν3)(t−t′).
When |ν1 − ν3|τ  1,
1
τ 2
∫ τ
0
dt
∫ τ
0
dt′ e+i2pi(ν1−ν3)(t−t
′) ≈ 1
τ
δ(ν1 − ν3). (80)
We may use this approximation because the integration time is much longer than t∗circ(ν
0
DM),
set by the two characteristic times in the detection system (the dark-matter coherence time
and the longest timescale associated with circuit poles). The variance in dn is thus
σd
(
τ, fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))2
=< (dn)2 > − < dn >2
=
1
τ
∫
dν
∣∣∣∣fcirc(ν, ν0DM, dρDMdν (ν, ν0DM)
)∣∣∣∣4B(ν)2. (81)
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The variance sets the uncertainty in power at the output of the integrator.
Using equations (52), (53), (66), and (71), we may write down the contribution of the
dark-matter signal to the integrated power d:
dDM
(
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))
=
1
τ
∫ τ
0
dt
∫
dν
∫
dν ′ f(ν)f ∗(ν ′)e+i2pi(ν−ν
′)t
√
G(ν)G(ν ′)∗S(1)21 (ν, νr)S
(1)
21 (ν
′, νr)∗
VDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
V ∗DM
(
ν ′, gDM,
dρDM
dν
(ν ′, ν0DM)
)
4
√
R(ν)
√
R(ν ′)
=
1
τ
∫ τ
0
∫
dν
∫
dν ′ f(ν)f ∗(ν ′)δ(ν − ν ′)e+i2pi(ν−ν′)t
√
G(ν)G(ν ′)∗S(1)21 (ν)S
(1)
21 (ν
′)∗
SDMV V
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
4
√
R(ν)
√
R(ν ′)
=
∫
dν
∣∣∣∣fcirc(ν, ν0DM, dρDMdν (ν, ν0DM)
)∣∣∣∣2 PDM(ν, gDM, dρDMdν (ν, ν0DM)
)
, (82)
Implicit in our use of the delta-function normalization and the derivation of eq. (82) are the
assumptions that we can resolve the dark matter frequency spectrum into multiple small
bins at the output of the amplifier and that the system is approximately in steady-state;
the former assumption requires that the integration time τ be much longer than t∗circ(ν
0
DM),
as the minimum frequency bin width is 1/τ . Such a requirement is also in keeping with
definitions of spectral density based on windowed Fourier transforms in the limit of infinite
integration time. (See, e.g., Appendix A of ref. [27].) PDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
is the
power density of the signal at the output of the amplifier, given from (52) and (53) by
PDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
= |G(ν)||S(1)21 (ν)|2
SDMV V
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
4R(ν)
(83)
= |G(ν)||S(1)21 (ν)|2
2(piν)2LPU
R(ν)
EDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
.
The dark-matter signal also contributes to the second order moment of d, through cross-
terms with the noise of the form B(ν)PDM(ν); see eq. (77). We assume these terms to be
sub-dominant in the second order moment. If they are not, then the dark matter signal
power is comparable to or larger than the thermal and amplifier noise power and we can
resolve the signal within a time shorter than or comparable to t∗circ(ν
0
DM). The SNR for this
single measurement of length τ is given by the dark-matter power (the power in excess of
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the mean noise power) divided by the standard deviation in noise power:
SNR
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ, fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
)]
=
dDM
(
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))
σd
(
τ, fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))
=
∫
dν
∣∣fcirc (ν, ν0DM, dρDMdν (ν, ν0DM))∣∣2 PDM (ν, gDM, dρDMdν (ν, ν0DM))(
τ−1
∫
dν|fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
) |4B(ν)2)1/2 . (84)
The optimal filter, which maximizes SNR, is given by∣∣∣∣f optcirc (ν, ν0DM, dρDMdν (ν, ν0DM)
)∣∣∣∣2 = PDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
g2DMB(ν)
2
. (85)
From equation (84), observe that multiplication of this filter by any constant preserves the
value of the SNR. In particular, because gDM is a constant, the optimal filter can be scaled
to be independent of coupling. We show this explicitly by omitting gDM from the arguments
on the left-hand side of (85) and by adding a normalization 1/g2DM to cancel the g
2
DM factor
in PDM, as can be seen from equations (52), (53), (83).
This form for the filter is qualitatively expected. It contains explicit dependence on the
shape of the dark-matter energy-density distribution. The filter gives greater weight to the
frequency bins that intrinsically contain more of the dark-matter signal (higher dρDM/dν),
and lower weight to the frequency bins where transmission to the amplifier is small (lower
|S(1)21 (ν)|). For the optimal filter of (85), the SNR is
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ
]
≡ SNR
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ, f
opt
circ
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
)]
=
(
τ
∫
dν
PDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)2
B(ν)2
)1/2
. (86)
This form suggests another method for understanding the optimal filter of equation (85).
Consider a narrow frequency interval [ν, ν + δν]. The signal power in this bin is ≈
PDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
δν and the noise power ≈ B(ν)δν. Thus, using eq. (41), the
SNR from only this bin is
SNRbin
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ
]
=
PDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
B(ν)
√
δν · τ . (87)
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Comparison of (86) and (87) reveals that the optimal filter adds in quadrature the SNRs
from all frequency bins in which there is dark-matter signal power.
We now use the results for the SNR from a single circuit/circuit instance to determine
the SNR from multiple circuits. It is important to understand how to combine informa-
tion from different measurements, such as integrations at different resonance frequencies or,
more generally, integrations with multiple circuit configurations, including multiple modes.
Optimizing this combination is critical to optimizing and understanding the sensitivity of a
search for dark matter.
2. SNR for multiple circuit configurations: combining data
We index the various circuit configurations with an index i. A quantity with the subscript
or superscript i relates to the ith circuit (for example, the ith resonance frequency setting of
a single-pole resonator circuit). We wish to test, with data from this set of circuits, whether
the dark-matter rest mass is mDM =
hν0DM
c2
. Suppose that for the ith circuit, we integrate for
time τi and that this time is much longer than t
∗
circ,i(ν
0
DM).
For each circuit configuration, from the averaged output of the convolution filter, we
obtain a signal power given by equation (82) and a noise power given by equation (81).
We wait much longer than t∗circ,i(ν
0
DM), so the timestream from each circuit represents an
approximately statistically independent sample of the dark-matter signal. Therefore, the
appropriate combination of data for the total SNR at a dark-matter search frequency is∑
i
widi, (88)
where di is defined as in equation (71) and represents the time-averaged output power from
ith circuit. {wi} are weights to the data that will be optimized.
The total SNR is
SNRtot
[
ν0DM, gDM,i,
dρDM
dν
(ν, ν0DM), {τi},
{
fcirc,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
)}
, {wi}
]
=
∑
iwidDM,i
(
ν0DM, gDM,i,
dρDM
dν
(ν, ν0DM), fcirc,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))(∑
iw
2
i σdi
(
τi, fcirc,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))2)1/2 . (89)
The quantity dDM,i in the numerator is as given in (82), and the quantity σdi in the de-
nominator is as given in (81); the subscript i indicates that the quantities relate to the ith
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circuit. We have also allowed the dark-matter coupling between field and detector, giDM,
to vary among circuits. This could be the result of using different detector volumes VPU,i
or possessing different geometrical factors cPU,i in each configuration–see eq. (54) and (55).
For any choice of weighting parameters {wi},
SNRtot
[
ν0DM, {gDM,i},
dρDM
dν
(ν, ν0DM), {τi},
{
fcirc,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
)}
, {wi}
]
≤
(∑
i
dDM,i
(
ν0DM, gDM,i,
dρDM
dν
(ν, ν0DM), fcirc,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))2
σdi
(
fcirc,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))2
)1/2
. (90)
The highest SNR is achieved if
wi = κ
dDM,i
(
ν0DM, {gDM,i}, dρDMdν (ν, ν0DM), fcirc,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))
σdi
(
τi, fcirc,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))2 , (91)
where κ is arbitrary. It follows from (84) that the SNR for circuit is the square root of the
summand in (90). Thus, when SNRtot is maximized with respect to the weights, the total
SNR is the quadrature sum of the SNRs from all circuits. From (85), the SNR for each
circuit i is maximized when the filter f is chosen to be∣∣∣∣f optcirc,i(ν, ν0DM, dρDMdν (ν, ν0DM)
)∣∣∣∣2 = PDM,i
(
ν, gDM,i,
dρDM
dν
(ν, ν0DM)
)
g2DM,iBi(ν)
2
. (92)
In this case, the sum in (90) is(∑
i
τi
∫
dν
PDM
(
ν, gDM,i,
dρDM
dν
(ν, ν0DM)
)2
Bi(ν)2
)1/2
. (93)
Additionally, eqs. (81) and (82) give the relation
dDM,i
(
ν0DM, gDM,i,
dρDM
dν
(ν, ν0DM), f
opt
circ,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))
= g2DM,iτiσd
(
τi, f
opt
circ,i
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
))2
. (94)
Therefore, weights wi = g
2
DM,iτi correspond to κ = 1 in (91). The relation (90) is then satis-
fied with equality for the optimal filter of (92). The maximized SNR over all configurations
is given by
SNRopttot
[
ν0DM, {gDM,i},
dρDM
dν
(ν, ν0DM), {τi}
]
=
(∑
i
τi
∫
dν
PDM,i
(
ν, gDM,i,
dρDM
dν
(ν, ν0DM)
)2
Bi(ν)2
)1/2
.
(95)
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We emphasize that this result applies not only to scan steps of a tunable resonator, but also
for combining data from multiple modes, from more general configuration changes, or for
datastreams from entirely different instruments, subject to conditions discussed previously
that the amplitude and (in the case of vectors) direction of the dark-matter field is presumed
to be the same.
3. SNR of search with a quantum-limited amplifier
In this section, we use the results of sections IV C 1 and IV C 2 to calculate the SNR
of the special case of a circuit read out by an amplifier operating at the quantum limit.
The quantum limit provides a fundamental noise floor for a search with a phase-insensitive
amplifier, so these results are critical for the scan optimization in the next section.
We assume the ideal case that the imprecision and backaction noise modes of the amplifier
are uncorrelated, so that
C12(ν) = C21(ν)
∗ = 0. (96)
This is often achieved in practical setups by inserting a circulator, with one port terminated
by a cold matched load (e.g. a 50 Ω resistor matched to a 50 Ω transmission lines and held at
temperature kT  hν), between the impedance matching network and amplifier input. For
a two-port amplifier, the native backaction is absorbed by the matched load. In this case,
the noise injected into the detector (circuit (1) in Fig. 6) from the matched load effectively
plays the role of the backaction noise mode c
(2)
2 (ν) in (59). For a one-port amplifier, such
as a resonant Josephson parametric amplifier [29], a circulator is used to embed the device
in a two-port environment. Again, the backaction noise mode is effectively provided by the
matched resistor, e.g. either from the fourth port on the embedding four-port circulator
or from the terminated port on a separate, preceding three-port circulator. The circulator
at the amplifier input also provides reverse isolation, protecting the resonator from any
interference that propagates from the follow-on readout chain toward the detector. See Ref.
[27] for further discussion.
In Appendix D, we show that for a quantum-limited amplifier, the noise waves of equa-
tions (59) and (63) possess autocorrelations [21, 27]
C11(ν) =
hν
2
(97)
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C22(ν) =
hν
2
(|G(ν)| − 1). (98)
Combining equations (61) and (96)-(98) then yields the following expression for B(ν):
B(ν) = |G(ν)||S(1)21 (ν)|2hν(n(ν) + 1/2) + |G(ν)||S(1)22 (ν)|2
hν
2
+
hν
2
(|G(ν)| − 1)
≈ hν|G(ν)|
(
|S(1)21 (ν)|2n(ν) + 1
)
, (99)
where, since S(1) represents a lossless, linear, passive circuit, we have used the power con-
servation relation
|S(1)21 (ν)|2 + |S(1)22 (ν)|2 = 1, (100)
as well as the high-gain approximation |G(ν)|  1. B(ν) is readily interpreted as the
mean noise power per unit bandwidth at the output of the amplifier. Here, |S(1)21 (ν)|2n(ν)
represents the thermal noise power transmitted from the signal source. The “+1” term
in the approximate form of Eqn. (99) represents the quantum noise associated with the
standard quantum limit (SQL). This noise incorporates 1/2 photon per unit bandwidth
from the amplifier’s added output noise (imprecision noise). The other 1/2 photon is split
between the amplifier backaction and the zero-point energy in the signal source. The relative
contributions are determined by the fraction of the zero-point energy transmitted through
the matching network (with amplitude |S(1)21 |2) and the fraction of the backaction power
reflected off of the impedance filter (with amplitude |S(1)22 |2). The two are related by Eqn.
(100), summing to the 1/2 photon contribution in the SQL. Since the transmission is less than
or equal to unity, we find that the signal-source-referred noise power per unit bandwidth is
at least one photon plus the thermal noise. This is consistent with the SQL for amplification,
as discussed in Section I.
From (99), we may also recognize that, for a quantum-limited amplifier, the amplifier
noise impedance is equal to its input impedance. When the source impedance is set equal
to the input impedance, the transmission |S21| is unity, and the amplifier backaction does
not contribute to the total noise. The total amplifier noise consists only of the imprecision
noise, represented by the third term in the first line of equation (99). This results in a
quantum-limited noise temperature of kTN(ν) = hν/2. When the transmission is less than
unity, the amplifier backaction, represented by the second term in (99), contributes to the
total noise power. This implies that we would need to increase n(ν) by more than 1/2 in
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order for the increase in noise from the source resistor to equal the amplifier noise. In this
case, kTN(ν) > hν/2. The noise impedance may also be derived directly from the techniques
in Ref. [28]. 6
We can define
Ntot(ν, S
(1)
21 (ν), n(ν)) ≡
|S(1)21 (ν)|2n(ν) + 1
|S(1)21 (ν)|2
(101)
as the total noise-equivalent number (for a phase-insensitive amplifier operating at the quan-
tum limit), which is a unitless measure of all noise sources. Ntot represents the total system
noise at frequency ν referred to the signal source. From (83), (86), and (99), we may evaluate
the SNR for the optimally filtered signal with a quantum-limited readout amplifier. For a
measurement of duration τ from a single circuit configuration, the SNR is
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ
]
= 2pi2 (102)
×
τ ∫ ν0DM+∆νcDM(ν0DM)
ν0DM
dν
(
νLPU
R(ν)
EDM(ν, ν
0
DM, gDM,
dρDM
dν
(ν, ν0DM))
h
1
Ntot(ν, S
(1)
21 (ν), n(ν))
)21/2 .
Thus, the total SNR for the measurement is determined from the convolution of the optimal
filter (which adds the SNR from all narrow frequency bins in quadrature) with the presumed
spectrum of the dark-matter signal and the inverse of the total noise-equivalent number. It
is evident from equation (102) that Ntot contains all information and parameters about the
impedance-matching network as they pertain to search sensitivity. The total noise-equivalent
number must therefore play a principal role in determining the optimal matching network
between signal source and amplifier, as is described in the first part of Section V.
For simplicity, we define ψ as the inverse of the total noise-equivalent number:
ψ(ν, S
(1)
21 (ν), n(ν)) ≡ Ntot(ν, S(1)21 (ν), n(ν))−1 =
|S(1)21 (ν)|2
|S(1)21 (ν)|2n(ν) + 1
, (103)
and parametrize the arguments of of the SNR in terms of ψ:
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ
]
→ SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), ψ(ν, S
(1)
21 (ν), n(ν)), τ
]
.
(104)
6In fact, even for an amplifier that misses the quantum limit, the practical necessities of perfect input and
output match and of a circulator at the amplifier input imply that the noise impedance equals the input
impedance.
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We now consider implications of the SNR analysis (specifically equations (102) and (104))
for a search using resonators. This discussion guides the formation of value functions for the
search optimization in Section V.
Consider placement of two resonators of the same Q: one resonator at frequency νr1 = ν
0
DM
and the other at a frequency νr2 close to ν
0
DM (i.e. |ν0DM − νr2|  νr2), but still several
resonator bandwidths away. The transmission is described by the Lorentzian in equation
(48). If, at each frequency ν of the integral in eq. (102), the transmitted thermal noise
power is much larger than the quantum noise, |S(1)21 (ν)|2n(ν) ≡ |S(1)21 (ν, νr)|2n(ν) 1, so the
SNR is approximately the same for both circuits. The conclusion is that, if the transmitted
thermal noise is larger than the quantum noise, then an off-resonance circuit gives the same
sensitivity to dark matter as an on-resonance circuit. Equivalently, one may observe that
a single resonator is sensitive, without degradation from quantum noise, not only to the
dark-matter search frequencies within the resonator bandwidth, but also to frequencies past
the resonator rolloff.
The physics of this process is displayed in Fig. 7. The narrowband resonator transmission
(black), |S(1)21 (ν, νr)|2, which determines the dark-matter signal power at the input of the
amplifier, possesses the same shape as the thermal noise (green) because the thermal noise
is filtered by the same matching network. As such, the SNR remains constant (as effectively
determined by the ratio of the two shapes), as a function of dark-matter frequency detuning
from resonance, as long as the thermal noise is greater than the quantum noise (dark red
line). The regime over which this is the case is termed the “sensitivity bandwidth” (dashed
blue lines) and can be considerably larger than the resonator bandwidth (dashed purple
lines) when the thermal occupation is much larger than unity, n(νr) 1.
This observation can again be explained from Fig. 1 in the introduction. If the amplifier
noise is sub-dominant, then the filter characteristics of the impedance-matching network
between the source and the readout, and in particular, the placement of the resonance
frequency, do not affect SNR. The SNR is completely determined from the two parts of the
signal source, the signal from the inductor and the noise from the resistor. The off-resonance
contribution to the SNR was not considered in previous analyses, such as [16]. We show
that consideration of this effect adds substantially to the sensitivity of a search, especially
at lower frequency.
Therefore, for a search over a wide band, any optimization function for evaluating a
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FIG. 7. Relative noise contributions in a resonator circuit. The x-axis is frequency (arbitrary
units), while the y-axis is power referred to the input of the amplifier (arbitrary units). Thermal
noise is in green, quantum noise (the “+1” in eq. 99) is in dark red, and the resonator line shape
|S(1)21 (ν, νr)|2 is in black. The resonator bandwidth is bounded by the dashed purple lines. The
resonator is sensitive to dark matter, without degradation from quantum noise, over the sensitivity
bandwidth, bounded by the dashed blue lines.
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matching network must consider not only the possibility of dark-matter signal on resonance,
but also the information available over the entire search band. We must develop a measure of
integrated sensitivity. For the case of a phase-preserving amplifier operating at the quantum
limit, this sensitivity is limited by the spectrum of ψ, the inverse of the total noise-equivalent
number for the standard quantum limit, which contains all information about the impedance-
matching network.
V. SEARCH OPTIMIZATION
Having derived the SNR for the scattering-mode detection scheme, we consider the opti-
mization of the search. We assume that the search probes dark matter between frequencies
νl and νh. As summarized in the introduction, the optimization consists of two parts:
1. First, we optimize the matching network for a single circuit configuration (the second
element in the receiver circuit of Fig. 1). This optimization applies to any matching
network, resonant or not. We introduce a value function for evaluating a given match-
ing network. This function determines the sensitivity integrated across the search
band, including sensitivity outside the resonator bandwidth. We also develop a frame-
work for incorporating priors. These priors can take the form of favored or well moti-
vated regimes (e.g. QCD axion bands), as well as limits and constraints set by previous
probes. The value function corresponds to the weighted expected value of the square
of the SNR.
We define in detail a “log uniform” search. The log-uniform search assumes that
dark matter is uniformly likely, on a logarithmic scale, to be anywhere in the search
band. Under this assumption, and limiting our attention to the results for a quantum-
limited amplifier in Section IV C 3, we maximize the value function for a single-moded
reactive detector. In performing the optimization, we hold fixed the characteristics of
the signal source, e.g. the pickup inductance LPU, the pickup coupled volume VPU, and
the resistance R(ν). The maximization is subject to the Bode-Fano criterion [30, 31],
which constrains the match between a complex impedance (the signal source) and a real
impedance (the amplifier input). For a resonator, we find that the matching network
is parametrized by the resonance frequency νr as well as the coupling coefficient ξ =
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Qint/Qcpl [29]. Holding the resonance frequency and internal quality factor fixed, we
maximize the value function with respect to ξ (which is equivalent to maximizing with
respect to Qcpl, which may be varied by changing the coupling capacitance in our
circuit model). Our result are readily interpreted in the context of noise matching and
backaction, introduced in Section I. We find that the optimized resonator matching
network is close to the limit dictated by the Bode-Fano constraint. This establishes a
one-pole resonator as a near-ideal technique for single-moded dark-matter detection.
(As explored in Section V A 5, the claim comes with some caveats associated with
the limitations of the Bode-Fano criterion and the use of multiple receiver circuits.)
Because a resonator is a near-ideal matching network for a log-uniform search, as well
as most other conceivable priors, we focus hereafter on scanning resonant searches.
We also briefly consider the optimization for validating a candidate signal that has
been found in a previous search. This result, though different from the log-uniform
search, is also closely related to the concept of noise matching.
2. As stated before, an optimized resonant search requires tuning the resonance frequency
across the search band. We assume that the total experiment time is fixed, i.e.∑
i
τi = Ttot (105)
for some time Ttot, where the sum is over all circuit configurations/resonance fre-
quencies. In this second part, we determine and optimize a value function for the
distribution of time across scan steps. For a log-uniform search, this corresponds to
maximizing the area of the exclusion region in a log-log plot of mass ν0DM vs. coupling
gDM. To perform this maximization, we again consider a quantum-limited readout and
assume a sufficiently dense scan, where each dark-matter frequency is probed by mul-
tiple resonance-frequency steps. We build upon the result of the first step optimization
by assuming every resonator can be tuned to the optimal value of the coupling coef-
ficient ξ. We also qualitatively discuss other possible time-allocation value functions,
such as those appropriate for QCD-axion dark-matter searches, as well as practical
aspects of scan strategy.
The analogous optimization for flux-to-voltage amplifiers is carried out in Appendix F 3.
For a quantum-limited flux-to-voltage amplifier, with no correlations between imprecision
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and backaction, we find that the optimal resonant scan–in terms of both matching network
and time allocation– is the same as that found here for scattering-mode amplifiers.
A. Optimization of Matching Network
We first formulate a universal value function for evaluating the merits of a matching
network. This value function should be “universal” in the sense that it should apply not
only to resonant circuits, but also more generally to any receiver. The circuit is assumed to
be tunable during the search (e.g. a tunable resonance frequency). The optimized matching
network maximizes the chance of finding dark matter over a broad bandwidth at each tuning
step. Qualitatively, we maximize the frequency range over which the thermal noise dominates
the amplifier noise, while also not degrading detector sensitivity (quantified by the value of
ψ, the inverse of the noise-equivalent number).
Prior information about the dark-matter signal affects the search strategy. For example,
there may exist constraints on the phase space from astrophysical or cosmological consider-
ations, well motivated mass regions that we wish to probe to lower coupling, or candidate
signals in previous searches that we wish to validate or reject. This information must also be
accounted for in any universal value function. A priori we do not know the mass/frequency
of the dark-matter signal, so we define a probability distribution P (ν0DM) for finding dark
matter of mass mDM =
hν0DM
c2
. Similarly, a priori we do not know the effective coupling
of dark matter to the detection circuit, so we define a conditional probability distribution
P (gDM|ν0DM). This distribution describes the probability that the coupling defined below
equation (53) is gDM given that the dark-matter frequency is ν
0
DM. Additionally, we do
not know the dark-matter frequency distribution dρDM
dν
. We assume that, for each possible
frequency ν0DM, there is a set of possible dark-matter distribution models:{(
dρDM
dν
)
1
(ν, ν0DM),
(
dρDM
dν
)
2
(ν, ν0DM),
(
dρDM
dν
)
3
(ν, ν0DM), ...
}
. (106)
For example, one possible model is the standard halo model, explored in the appendix. The
conditional probability associated with each model (i.e. the probability that model
(
dρDM
dν
)
j
is
representative of the true dark-matter distribution) is denoted as P
((
dρDM
dν
)
j
(ν, ν0DM)|ν0DM
)
.
Probability functions are defined to optimize a search.
Under these considerations, the generic value function for optimization of the matching
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network is the expected value of the square of the SNR. 7 Explicitly, since the sensitivity,
as it pertains to the matching network, is determined by the S-matrix–and specifically, the
transmission S
(1)
21 (ν)– the value functional is
F
[
S
(1)
21 (ν), n(ν)
]
≡ E
[
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), ψ(ν, S
(1)
21 (ν), n(ν)), τ
]2]
(107)
=
∫
dν0DM
∫
dgDM
∑
j
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), ψ(ν, S
(1)
21 (ν), n(ν)), τ
]2
× P
((
dρDM
dν
)
j
(ν, ν0DM)
∣∣∣∣∣ν0DM
)
P (gDM|ν0DM)P (ν0DM).
In the top line of this equation (see also (102)), we have implicitly assumed, by parametriz-
ing SNR with ψ, that the matching network is lossless and read out by a quantum-limited
amplifier. The value function is readily extended to situations in which the network pos-
sesses loss and in which a quantum-limited amplifier is not used–see, for example, Appendix
F 4. (One simply replaces the SNR formula for the lossless network read out by a quantum-
limited amplifier with the appropriate expression.) Nevertheless, since the quantum limit
represents a fundamental noise floor with a phase-insensitive amplifier, we fully work out
that case, while laying the foundation of a more complex optimization with different noise
parameters. Strictly, the value functional depends on the thermal occupation number func-
tion n(ν). However, as this is determined by the temperature, rather than the network
properties, from here on, we omit it from the explicit representation as an argument of F .
Physically, F [S
(1)
21 (ν)] measures the detector sensitivity to dark matter, integrated over a
wide search range and weighted by probability densities relating to its mass, its coupling
to electromagnetism, and the distribution across frequency space (determined by the veloc-
ity). Note that we have chosen the square of SNR, instead of simply SNR, in the definition
of our value functional, since the SNR contributions from all circuit configurations add in
quadrature.
The optimal matching network maximizes the value functional. Clearly, F [S
(1)
21 (ν)] is
user defined, and sometimes qualitative. In that case, we may only make some qualita-
tive statements about these probability distributions. The joint probability distribution of
7We have assumed implicitly that the probability distribution over dark-matter models is not conditional on
the coupling gDM. In the event that one wishes to devise a search with such a condition, the modification
in our value function would be to make such a dependence explicit, e.g. P
((
dρDM
dν
)
j
(ν, ν0DM)
∣∣∣∣∣ν0DM
)
→
P
((
dρDM
dν
)
j
(ν, ν0DM, gDM)
∣∣∣∣∣gDM, ν0DM
)
.
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mass and coupling, given by P (gDM|ν0DM)P (ν0DM), may have negligible weight at parts of the
phase space that have been excluded, either by indirect astrophysical probes or by direct
detection experiments. Additionally, for the axion, we may weight the joint distribution
higher at mass-coupling ranges corresponding to the QCD axion. For the hidden photon,
we may weight the distribution higher at mass-coupling ranges corresponding to an infla-
tionary production mechanism [15], which produces an order unity fraction of the observed
dark-matter density. We may choose to weight the distribution over dark-matter frequency
very high at the frequencies of candidate signals found in previous searches. In the context
of such signals, discussed at the end of this section, we see the utility of having a generic,
probabilistic scan function (107). This function enables the direct comparison of different
search scenarios for impedance/noise matching optimization; in other words, we may treat
these optimizations on equal footing, rather than arriving at results from potentially dis-
parate value functions. Prior probabilities, applied to the mass-coupling parameter space,
also proves useful in forming accurate conclusions when comparing resonant and reactive
broadband searches; see Appendix G. The distribution of dark matter across frequency
space, given a particular rest mass, is also unknown. For virialized dark matter, we know
that the distribution has approximate width ∆νDM/ν
0
DM ∼ 10−6, but we do not know the
precise value of the signal bandwidth or the particular fine structure. In fact, as shown by
Ref. [49], the narrowband distribution may contain even narrower peaks, representing dark
matter that has fallen into the galactic gravitational potential well relatively recently, and
therefore, has not yet virialized. These features may constitute a significant percentage of
the dark-matter energy density.
1. Value functional for matching network optimization in a log-uniform search
We compute the value function under the following assumptions. These assumptions are
for a “log uniform” search–an uninformative prior for the properties of the dark matter. In
large regions of unexplored axion/hidden photon phase space, this is the most appropriate
assumption.
1. The probability distribution over dark-matter search frequency is log uniform:
P (ν0DM) ∝
1
ν0DM
. (108)
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A log-uniform prior is appropriate for a search in which we are ignorant about the
scale of the mass and coupling of the dark matter. A log-uniform distribution is a
prior that qualitatively matches exclusion plots, which are usually logarithmic, and it
is also more natural than a linear-uniform distribution because the bandwidth of the
dark-matter signal is proportional to the frequency ν0DM.
2. It is a fairly common assumption that the distribution over dark-matter velocity–and
therefore, the distribution over speed– has no explicit dependence on mass or coupling.
[50–52] The standard halo model, as demonstrated in Appendix C, is one such model.
Then, the distribution over frequency dρDM
dν
(ν, ν0DM) depends not separately on the two
arguments, but on the parameter u = (ν − ν0DM)/ν0DM = v2/2c2, where v is the speed
corresponding to frequency ν. (See equation (A4).) We may then re-parameterize the
energy-density distribution over frequency as
(
dρDM
dν
)
(ν, ν0DM) =
1
ν0DM
dρDM
du
(u). (109)
We assume a single such distribution. In other words, the probability is unity for that
distribution and zero for all others, and for each mass, dρDM/du is the same. It is
evident from equation (102) that the limit on sensitivity, set by the coupling gDM,min
for which the total SNR is unity (see Section IV C), depends on the particular dark-
matter distribution. However, as we show, the optimal matching and time allocation
does not depend on the distribution for either the log-uniform or candidate searches.
We define a constant
β ≡ maxνl≤ν0DM≤νh
∆νcDM(ν
0
DM)
ν0DM
. (110)
By construction, β  1. Additionally, note that these assumptions regarding the
distribution naturally lead to a value of ∆νcDM(ν
0
DM)/ν
0
DM that can be taken to be
constant across the search band (although, for the impedance-matching optimization,
we do not make this restriction).
3. We assume that the dwell time τ is much longer than t∗circ(ν
0
DM) for all dark-matter
frequencies within the search band. Under this assumption, steady-state is reached
upon excitation of a dark-matter voltage signal and (102) applies. This allows an
apples-to-apples comparison of all possible impedance-matching circuits (see eq. (65)).
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We note that, in practice, this assumption may not hold. For instance, if probing with a
narrowband resonator with resonance frequency near the high end of the search range,
the dark-matter coherence time at the low end of the search range may be much longer
than the resonator ring-up time. This is especially true when performing a search over
orders of magnitude in mass. It is inefficient to wait such long times because, as we
show in Section V A 3, the sensitivity bandwidth is also narrowband and the resonator
does not provide high-SNR information at frequencies far detuned from resonance. It
also leaves the experiment more vulnerable to spurious electromagnetic interference.
Practical limitations restrict the range of dark-matter frequencies at which we retrieve
data from a particular resonance frequency. The follow-on room-temperature elec-
tronics include analog filters, passing data only in a narrowband around the resonance
frequency. This is necessary to reject out-of-band noise that can saturate amplifiers.
Moreover, far away from the resonance frequency, constructing the optimal filter with
sufficiently low noise level becomes challenging. We stress that our assumption about
the dwell time is simply to provide a comparison of all possible matching networks,
resonant or otherwise, rather than a reflection of these practical circumstances.
4. Within the range of integration over search frequency, the probability distribution over
gDM is approximately independent of dark-matter mass.
Under these assumptions, from (53) and (102), we find that, for the log-uniform search,
the value functional reduces to
Fneu[S
(1)
21 (ν)] = γ0
∫ νh
νl
dν0DM
∫ β
0
du
(
(1 + u)LPU
R(ν0DM(1 + u))
1
h
dρDM
du
(u) (111)
ψ(ν0DM(1 + u), S
(1)
21 (ν
0
DM(1 + u)), n(ν
0
DM(1 + u)))
)2
= γ0
∫ β
0
du
(√
1 + u
h
dρDM
du
(u)
)2 ∫ νh(1+u)
νl(1+u)
dν¯
(
LPU
R(ν¯)
ψ(ν¯, S
(1)
21 (ν¯), n(ν¯))
)2
,
where γ0 is a constant, independent of the matching network. In the second line, we have
exchanged the order of integration and have made the change of variable ν¯ = ν0DM(1 + u).
In any practical search, during the data-taking period, there is not a sharp cutoff to the
search range; for example, if a resonator is placed close to νh, it collects data not only on the
hypothesis that ν0DM = νh but also on the hypothesis that ν
0
DM = νh(1+δ), where δ  1. By
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this reasoning, we may omit the (1 + u) factors in the limits of the integral over ν¯. In fact,
as we see in the maximization with the Bode-Fano constraint, doing so induces a negligible
fractional error of order at most β  1. This decouples the integrals over u and ν¯ and yields
Fneu[S
(1)
21 (ν)] = γ1
∫ νh
νl
dν¯
(
LPU
R(ν¯)
ψ(ν¯, S
(1)
21 (ν¯), n(ν¯))
)2
, (112)
where γ1 is a constant containing the integral over u.
2. Matching network optimization for log-uniform search: the Bode-Fano constraint
Let us assume that the loss is frequency-independent, R = R(ν¯). Scaling out the constants
of equation (112), namely γ1(LPU/R)
2, we finally arrive at
F¯neu[S
(1)
21 (ν)] =
∫ νh
νl
dν¯
(
ψ(ν¯, S
(1)
21 (ν¯), n(ν¯))
)2
(113)
=
∫ νh
νl
dν¯ Ntot(ν¯, S
(1)
21 (ν¯), n(ν))
−2 =
∫ νh
νl
dν¯
(
|S(1)21 (ν¯)|2
|S(1)21 (ν¯)|2n(ν¯) + 1
)2
,
which we refer to as the scaled, log-uniform-search value functional. By maximizing this
functional in particular, we determine the best matching network. This value functional is
similar to the Wiener-filtered energy resolution in a calorimeter [35], which is the integral of
the inverse-squared noise-equivalent power (instead of the integral of inverse-squared noise-
equivalent number).
The signal source contains a complex impedance, with resistance R and pickup inductance
LPU, and the amplifier input impedance is real. Let us assume that the matching network
is linear, passive, lossless and reciprocal. The Bode-Fano criterion [30, 31, 42] then applies:∫ νh
νl
dν¯ ln
(
1
|S(1)22 (ν¯)|
)
≤ R
2LPU
. (114)
We discuss relaxation of the assumptions on matching network in Section V A 5. Equation
(100) may be rewritten as ∫ νh
νl
dν¯ ln
(
1
1− |S(1)21 (ν¯)|2
)
≤ R
LPU
. (115)
We now derive the constraint that the Bode-Fano criterion imposes on the scaled, log-
uniform-search value functional (equation 113). This allows us to understand the limit placed
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by Bode-Fano on the matching network, and to evaluate how close a single-pole resonator
is to this limit. The derivation of this inequality requires the definition and manipulation of
an auxiliary function h.
We define the auxiliary function of two variables
h(y, s) := ln
(
1
1− y
)
− s
(
y
yn(νh) + 1
)2
(116)
on the domain (y, s) ∈ [0, 1]× [0,∞). This function has the following properties:
• h(0, s) = 0 for all s.
• limy→1− h(y, s) =∞ for all s.
• There exists a unique value of s, termed s∗, such that h(y, s∗) has precisely two zeros
and is nonnegative for all y, 0 ≤ y ≤ 1. One of these zeros is located at y0 > 0. The
zero is also a minimum of h(y, s∗), so from h and its first derivative we find
ln
(
1
1− y0
)
− s∗
(
y0
y0n(νh) + 1
)2
= 0, (117)
and
1
1− y0 − 2s
∗ y0
(y0n(νh) + 1)3
= 0. (118)
We may solve for s∗ in terms of y0, which gives
s∗ =
(
y0n(νh) + 1
y0
)2
ln
(
1
1− y0
)
. (119)
We also find an equation for y0:
ln
(
1
1− y0
)
=
y0
1− y0
y0n(νh) + 1
2
. (120)
Since 0 ≤ |S(1)21 (ν)|2 ≤ 1, we may substitute |S(1)21 (ν)|2 for y in h(y, s∗). Then, we find for
any frequency ν¯, νl ≤ ν¯ ≤ νh,
ln
(
1
1− |S(1)21 (ν¯)|2
)
≥ s∗
(
|S(1)21 (ν¯)|2
|S(1)21 (ν¯)|2n(νh) + 1
)2
. (121)
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Integrating both sides and using n(ν) ≥ n(νh), we arrive at
F¯neu[S
(1)
21 (ν)] =
∫ νh
νl
dν¯
(
|S(1)21 (ν¯)|2
|S(1)21 (ν¯)|2n(ν¯) + 1
)2
≤
∫ νh
νl
dν¯
(
|S(1)21 (ν¯)|2
|S(1)21 (ν¯)|2n(νh) + 1
)2
≤ 1
s∗
∫ νh
νl
dν¯ ln
(
1
1− |S(1)21 (ν¯)|2
)
≤
(
y0
y0n(νh) + 1
)2(
ln
(
1
1− y0
))−1
R
LPU
, (122)
where in the last inequality, we have used (119). The value y0 satisfies (120), so it depends
on n(νh). We omit explicit dependence for conciseness where convenient.
Is it possible to have equality, or approximate equality, in (122)? To satisfy with equality,
we must have the following:
• From the third inequality of (122), the matching circuit must satisfy the Bode-Fano
constraint (114) with equality. From [31], we find that equality is satsfied for top-hat
transmission profiles.
• From the second inequality, h(|S(1)21 (ν¯)|2, s∗) = 0 for all frequencies ν¯. This means the
transmission profile only takes on two values: |S(1)21 (ν¯)|2 = 0 or |S(1)21 (ν¯)|2 = y0(n(νh)).
• From the first inequality, we must have ν¯ ≈ νh for all frequencies where |S(1)21 (ν¯)|2 6= 0.
Together, these imply that equality is achieved by a narrowband top-hat transmission profile
centered near νh. The height of the top-hat transmission is
|S(1)21 |2BF,hat = y0(n(νh)), (123)
and the width is, from (114),
∆νBF,hat =
R
LPU
(
ln
(
1
1− y0(n(νh))
))−1
. (124)
The top-hat can be considered narrowband if ∆νBF,hat  νh, which is the case for a suffi-
ciently low-loss signal source.
We analyze two limits of expressions (122), (123), and (124): low thermal occupation
number n(νh) 1 and high thermal occupation number n(νh) 1.
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In the n(νh) 1 limit, we find
|S(1)21 |2BF,hat ≈ 0.7, ∆νBF,hat ≈ 0.8
R
LPU
, (125)
and
F¯neu[S
(1)
21 (ν)] / 0.4
R
LPU
. (126)
In the n(νh) 1 limit, we find
|S(1)21 |2BF,hat ≈
1
n(νh)
, ∆νBF,hat ≈ n(νh) R
LPU
, (127)
and
F¯neu[S
(1)
21 (ν)] /
1
4n(νh)
R
LPU
. (128)
Of particular interest in these limits is the Bode-Fano bound, summarized here:
F¯neu[S
(1)
21 (ν)] /
0.4
R
LPU
, n(νh) 1
1
4n(νh)
R
LPU
, n(νh) 1
(129)
which achieves equality with the top-hat profiles discussed above.
We note that a constraint similar to (114) exists for RC circuits. Therefore, if one chose
to couple to the observable electric field produced by the dark matter, an inequality similar
to (122) would result. A construction of the top-hat transmission may be performed using
Chebyshev filters. As one increases the number of LC poles in the filter, the transmission
profile approaches a top-hat. For more information, see [31]. Because these circuits are
multi-pole and would need to be tunable to search for a wide range of dark matter, they
would be difficult to implement in an experiment. It is therefore important to ask how
well a single-pole resonator compares to the Bode-Fano optimal top-hat, described by (129),
and whether this simply tunable implementation is close enough to optimal to be used in
practical circuits.
3. Matching network optimization for log-uniform search with single-pole resonator
Here, we optimize the matching network under the assumption that the transmission
profile represents a single-pole resonator. The log-uniform-search value functional that we
start with is (111). Thus, unlike the Bode-Fano bound, our optimization of the single-pole
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resonator does not require the assumption of frequency-independent resistance. The op-
timization occurs in three steps. First, we identify the specific parameters (more specific
than the entire transmission profile S
(1)
21 (ν), which is already substantially constrained by
restriction to a single-pole resonator) that govern matching between the resonator and the
amplifier input. For the purpose of further analysis in Section V A 4, we relate these pa-
rameters back to Fig. 7 and the concept of sensitivity bandwidth that led to our value
functional. Second, fixing the resonance frequency νr and internal quality factor, we maxi-
mize the value functional with respect to the matching parameters. Third, setting the loss
to be frequency-independent, varying the resonance frequency, and building on the results
of the second step, we compare the optimized single-pole resonator to the Bode-Fano bound
of (122).
a. Resonator Matching Parameters
Let us hold the signal source properties LPU and R(ν) fixed. The matching network (the
capacitance C and the coupling capacitance Cc in Fig. 5) and, therefore, the scattering
parameters, are then determined by the resonance frequency νr and the coupling coefficient
[42]. The coupling coefficient is defined by
ξ ≡ Qint
Qcpl
. (130)
ξ describes the coupling of the resonator to the output transmission line. For ξ > 1, the
resonator is overcoupled and losses through the transmission line dominate. For ξ < 1, the
resonator is undercoupled and losses intrinsic to the resonator (R(νr)) dominate. For ξ = 1,
the resonator is critically coupled, and the loss is the same in both channels. The overall
quality factor is
Q =
Qint
1 + ξ
. (131)
From equations (37) and (38), ξ can be rewritten as
ξ =
(2piνrLPU)
2(2piνrCc)
2Z0
R(νr)
. (132)
Recognizing R(νr)/((2piνrLPU)
2(2piνrCc)
2) as the impedance of the resonator at the reso-
nance frequency, as seen from the transmission line, we observe that ξ is also the ratio of the
amplifier noise impedance (equal to input impedance) to the resonator impedance. We thus
call ξ the resonator matching parameter. Additionally, note that the matching parameter
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can be adjusted in our circuit model by varying the capacitance coupling the resonator to
the output transmission line.
We rewrite the transmission profile and the inverse of the noise-equivalent number, ψ
in terms of the resonator matching parameter ξ. The resonator transmission (48) may be
written as
|S(1)21 (ν, νr, Qint, ξ)|2 =
4ξ
(1 + ξ)2 + 4(Qint)2
(
ν
νr
− 1
)2 , (133)
where we have made the approximation |ν − νr|  νr. Eq. (103) then becomes
ψ(ν, νr, n(ν), Qint, ξ) =
4ξ
4ξn(ν) + (1 + ξ)2 + 4(Qint)2
(
ν
νr
− 1
)2 . (134)
Note that we have changed the parametrization of ψ from (103). Instead of using S
(1)
21 (ν) as
the argument, we have inserted the variables νr, Qint, and ξ. This is simply because, for the
resonator, we are specifically able to point out the variables of significance to the inverse of
the noise-equivalent number; they are these three parameters.
Recall from Section IV that we assume the total and internal Qs are both much greater
1, so ξ  Qint. As a consistency check, we show that the optimum value of the resonator
matching parameter satisfies this inequality. We also assume, that for all resonant scan steps
in our search band, n(νr)  Qint–that is, the on-resonance thermal occupation number is
much less than the internal quality factor. At dilution refrigerator temperatures of 10 mK
and for internal quality factors on the order of one million, this is an accurate approximation
down to a resonance frequency of ∼1 kHz.
Under these assumptions, (134) shows that ψr(ν, νr, n(ν), Qint, ξ) is strongly peaked at
ν = νr. In particular, for frequencies ν, |ν − νr|  νr,
ψ(ν, νr, n(ν), Qint, ξ) ≈ ψ(ν, νr, n(νr), Qint, ξ)
=
4ξ
4ξn(νr) + (1 + ξ)2
(
1 +
4(Qint)
2
4ξn(νr) + (1 + ξ)2
(
ν
νr
− 1
)2)−1
. (135)
ψ thus behaves as a Lorentzian centered at νr with a maximum value of
ψmax(νr, n(νr), ξ) =
4ξ
4ξn(νr) + (1 + ξ)2
, (136)
and a quality factor of
Qs(νr, n(νr), Qint, ξ) =
Qint
(4ξn(νr) + (1 + ξ)2)1/2
. (137)
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Since n(νr), ξ  Qint, we have Qs(νr, n(νr), Qint, ξ) 1. We refer to Qs(νr, n(νr), Qint, ξ) as
the sensitivity quality factor and νr/Qs(νr, n(νr), Qint, ξ) as the sensitivity bandwidth. From
equation (133), for dark-matter search frequencies within the sensitivity bandwidth,
|ν0DM − νr| ≤
νr
2Qs(νr, n(νr), Qint, ξ)
, (138)
we obtain
|S(1)21 (ν, νr, Qint, ξ)|2n(ν) ≥ 1, (139)
so the thermal noise transmitted to the amplifier is greater than or equal to the quantum
noise. It is over this range of frequencies that the resonator is sensitive to dark matter with-
out degradation from the quantum noise. A smaller value of Qs implies a larger sensitivity
bandwidth. Comparing with (131), we find that the sensitivity quality factor must always
be smaller than the overall quality factor. This sensitivity bandwidth is displayed pictorially
in Fig. 7.
It is also useful to make the change of variable x = 2Qint
(
ν−νr
νr
)
. x represents the detuning
from the resonance frequency as a fraction of the linewidth of the uncoupled resonator. Eq.
(135) becomes
ψ(x, νr, n(νr), ξ) =
4ξ
4ξn(νr) + (1 + ξ)2
(
1 +
1
4ξn(νr) + (1 + ξ)2
x2
)−1
= ψmax(νr, n(νr), ξ)
(
1 +
Qs(νr, n(νr), ξ)
2
Q2int
x2
)−1
. (140)
As we see, ψ is dependent on resonator matching parameter ξ. ξ is therefore precisely the
parameter we should use to optimize the impedance filter.
b. Optimization at fixed resonator frequency
Fixing the resonance frequency νr somewhere in the search band, νl ≤ νr ≤ νh, we
optimize the value function (112) with respect to ξ. With resonance frequency, pickup
inductance, and source loss fixed, this is equivalent to maximizing with respect to the trans-
mission profile S
(1)
21 (ν).
Since ψ is a sharply-peaked Lorentzian of quality factor much greater than unity and
the loss is assumed to be relatively slowly varying with frequency, we may approximate the
resistance to take on its on-resonance value everywhere in the integration range: R(ν¯) ≈
R(νr). Additionally, changing variables x = 2Qint
ν¯−νr
νr
, we find
Fneu[νr, ξ] = γ1
(
LPU
R(νr)
)2
νr
2Qint
∫ ∞
−∞
dx ψ(x, νr, n(νr), ξ)
2. (141)
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We have extended the limits of integration to −∞ to ∞ because the search band contains
multiple sensitivity bandwidths on each side of νr (as discussed below eq. (111), the search
band cutoffs are “soft” and can be adjusted slightly for resonant frequencies on either edge).
Performing the integral using (140) yields
Fneu[νr, ξ] = γ1
(
LPU
R(νr)
)2
4piνr
Qint
ξ2
(4ξn(νr) + (1 + ξ)2)3/2
. (142)
Maximizing with respect to ξ,
ξopt(νr, n(νr)) =
1
2
(
2n(νr) + 1 +
√
(2n(νr) + 1)2 + 8
)
. (143)
In the high n(νr) 1 and low n(νr) 1 occupation limits, this expression reduces to
ξopt(νr, n(νr)) ≈
2 if n(νr) 12n(νr) if n(νr) 1 (144)
As a consistency check, note that, because n(νr)  Qint, our assumption of ξ  Qint is
satisfied by the optimum. Where convenient, we omit the arguments of ξopt.
Additionally, we observe that our result for the optimum matching parameter can be
derived with assumptions 1 and 4 above eq. (111) relaxed; we do not require a log-uniform
probability distribution over mass, and we do not require the assumption that the probability
distribution over gDM be approximately independent of dark-matter mass. Under most con-
ceivable priors in which the prior probability over mass is not sharply peaked (contrast with
the candidate signal optimization in Section V A 6 below), the resonant profile is sufficiently
sharply peaked that we may approximate ν0DMP (ν
0
DM)P (gDM|ν0DM) ≈ νrP (νr)P (gDM|νr).
Then, we may absorb the integral over gDM, along with the constant νrP (νr), into the con-
stant γ0 in (111). Following the same steps as above, we again obtain eq. (143). Equation
(143) therefore represents the resonator optimization not only for a log-uniform search, but
also the optimization when one generically desires to search over a wide range of frequencies.
This observation proves useful when discussing the optimization of time allocation using pri-
ors. It is particularly relevant for the axion, where consideration of the well-motivated QCD
band can result in probability distributions over coupling that have substantial dependence
on dark-matter mass.
c. Comparison of Bode-Fano optimal matching circuit and single-pole resonator
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We now compare the Bode-Fano optimal matching circuit (the top-hat described in Sec-
tion V A 2). We find the resonance frequency and the matching parameter ξ that maxi-
mize the scaled, log-uniform-search value functional (113) for integrated sensitivity across
νl ≤ ν ≤ νh. In the previous section, we asked, given a resonance frequency, how do we
optimize the matching parameter ξ for integrated sensitivity. Here, we ask which resonance
frequency we choose to best approach the Bode-Fano bound. We expect that the resonance
frequency should be close to the upper bound of the search range, νr ≈ νh, because the ther-
mal occupation number decreases with frequency, decreasing the noise-equivalent number
and increasing ψ.
We relax the assumption of fixed resonance frequency and observe that whatever the
resonance frequency is, the optimal matching parameter is given by (143). We take the loss
R(ν) = R to be frequency-independent. The scaled, log-uniform-search value functional of
equation (113) now reads
F¯neu[νr, ξ
opt(νr, n(νr))] ≈ 2(ξ
opt(νr, n(νr)))
2
(4ξopt(νr, n(νr))n(νr) + (1 + ξopt(νr, n(νr)))2)3/2
R
LPU
, (145)
where we have, similar to ψ, replaced the transmission profile with the relevant matching
network parameters in the argument of F¯ . We have derived the above equation simply by
eliminating the γ1(LPU/R)
2 term in (142), as we did in deriving (113). The first fraction
is an increasing function of νr, so the value function is optimized by taking νr = νh. In
summary, the resonant circuit that best approaches the Bode-Fano bound in (122) is one at
the top of the search range, for which the value of the optimization functional is
F¯neu[νh, ξ
opt(νh, n(νh))] ≈ 2(ξ
opt(νh, n(νh)))
2
(4ξopt(νh, n(νh))n(νh) + (1 + ξopt(νh, n(νh)))2)3/2
R
LPU
≈

8
27
R
LPU
if n(νh) 1
1
3
√
3
1
n(νh)
R
LPU
if n(νh) 1
(146)
We now discuss important features of the results for resonators–in particular, the optimum
matching parameter (143) and the result (146) comparing the best resonator to the Bode-
Fano bound.
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4. Discussion of single-pole resonator matching optimization
Interestingly, for the log-uniform search, noise matching to the amplifier on resonance,
corresponding to ξ = 1 and |S(1)21 (νr, νr, Qint, ξ)| = 1, is not the optimum for detector sensi-
tivity. This may seem counterintuitive. We are not transmitting maximum power from the
resonator at the optimum and the optimal match is a noise mismatch!
To understand this result, we focus on the limit n(ν)  1. The argument for the limit
n(ν) 1 is similar, but the difference in value function (between optimal matching and noise
matching) is small, approximately 20%. From (141), the quantity of interest is the integral
of the square of the inverse noise-equivalent number, ψ(x, νr, n(νr), ξ)
2, over detuning. As
ψ is Lorentzian, the integral can be approximated parametrically as the maximum value of
the integrand multiplied by the linewidth. From (140),∫ ∞
−∞
dx ψ(x, νr, n(νr), ξ)
2 ∼ ψmax(νr, n(νr), ξ)2 Qint
Qs(νr, n(νr), Qint, ξ)
. (147)
Using eqs. (136) and (137), for the noise matched case ξ = 1, the maximum value of ψ is
ψmax(νr, n(νr), ξ = 1) ≈ 1
n(νr)
, (148)
and the sensitivity quality factor is
Qs(νr, n(νr), Qint, ξ = 1) ≈ Qint
2
√
n(νr)
. (149)
In contrast, for the optimally matched case ξ = ξopt, the maximum value of ψ is
ψmax(νr, n(νr), ξ = ξ
opt) ≈ 2
3n(νr)
. (150)
This corresponds to an SNR that is a factor of 2/3 worse than the noise-matched case for a
signal on resonance. The sensitivity quality factor is
Qs(νr, n(νr), Qint, ξ = ξ
opt) ≈ Qint
2
√
3n(νr)
. (151)
The sensitivity quality factor is smaller than that in the optimally matched case by a factor
of
√
3n(νr).
Now we see what has happened. In return for a small, order unity sacrifice in on-resonance
SNR, we have gained parametrically in the frequency range over which the resonator is not
degraded by quantum noise. The bandwidth is ∼ √n(νr) larger in the optimally matched
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case than the noise matched case. Therefore, our value function should be ∼√n(νr) larger.
Indeed, equation (142) gives, in the thermal limit,
Fneu[νr, ξ
opt]
Fneu[νr, ξ = 1]
≈
(
16
27
n(νr)
)1/2
. (152)
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FIG. 8. ψ(x, νr, n(νr), ξ)
2 vs. the detuning from resonance x = 2Qint
(
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)
for noise matching
(blue) and optimal (red) matching, as determined by equation (143). We use n(νr) = 50 for the
on-resonance thermal occupation number.
In Fig. 8, we pictorially demonstrate the advantage obtained with optimal matching,
as given by equation (143). Here, we plot the value of ψ(x, νr, n(νr), ξ)
2 vs the detuning
from resonance x = 2Qint
(
ν−νr
νr
)
for the noise-matched and optimally matched resonators,
using the on-resonance thermal occupation number n(νr) = 50. The maximum value of ψ
2,
which gives the square of the on-resonance inverse noise number, is smaller in the optimally
matched case by a factor of ≈ 4/9. In the noise-matched case, ψ2 falls to half of its maximum
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value at |x| ≈ 9. In contrast, in the optimally matched case, ψ2 has much larger width, falling
to half of its maximum at |x| ≈ 112. Therefore, the area under the curve, i.e. the integral of
ψ2, which measures integrated detector sensitivity and which directly relates to the value of
Fneu[νr, ξ], is larger in the optimally-matched resonator than in the noise-matched resonator.
It is useful to connect the result (143) back to the discussion of amplifier noise in the
introduction. After all, it was that discussion, along with the analysis of the noise in Section
IV C 3 and Fig. 7, that ultimately led to these results. We consider specifically how the
sensitivity bandwidth enters into the various contributions to detector noise–in particular,
amplifier imprecision and backaction noise. We begin by analyzing the total noise number
of eq. (101). From equations (48), (49), (99),
Ntot(ν, νr, n(νr), Qint, ξ) = n(νr) +
1
2
+
1
|S(1)21 (ν, νr, Qint, ξ)|2
1
2
+
|S(1)22 (ν, νr, Qint, ξ)|2
|S(1)21 (ν, νr, Qint, ξ)|2
1
2
, (153)
where we have approximated the thermal noise number as constant n(ν) ≈ n(νr) because we
are interested in frequencies close to resonance. Rewriting this equation in terms of detuning
x, for |ν − νr|  νr,
Ntot(x, νr, n(νr), ξ) ≡ n(νr) + 1
2
+
(
(1 + ξ)2
4ξ
+
x2
4ξ
)
1
2
+
(
(1− ξ)2
4ξ
+
x2
4ξ
)
1
2
. (154)
On the right-hand side of (154), the four terms, from left to right, represent thermal noise,
zero-point fluctuation noise, amplifier quantum-imprecision noise, and amplifier quantum-
backaction noise. By virtue of the fact that we are referring noise to the signal source, the
dependence of noise number on matching network is given solely in the amplifier noise terms.
We may readily read off the added noise number of the amplifier at detuning x:
NA(x, ξ) =
(
(1 + ξ)2
4ξ
+
x2
4ξ
)
1
2
+
(
(1− ξ)2
4ξ
+
x2
4ξ
)
1
2
=
1 + ξ2
4ξ
+
x2
4ξ
. (155)
The above equation shows more directly, in the context of the definition provided in the
introduction, that the noise temperature only reaches the quantum limit when on-resonance
and when noise-matched (ξ = 1). The first term on the right-hand side of eq. (155) is a
frequency-independent contribution to the amplifier noise number, depending only on ξ. It
is also the added noise number of the amplifier on resonance. The second term depends
on both frequency detuning and resonator matching parameter. Note that imprecision
noise and backaction noise contribute equally to this term. The frequency-dependent term
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represents the effect of resonator rolloff on signal-source-referred noise. At a given detun-
ing/search frequency, as long as the frequency-dependent noise term is less than the sum
of the thermal/zero-point noise and the frequency-independent part of amplifier noise, then
the SNR is not degraded by amplifier quantum noise. The sensitivity bandwidth (137) gives
precisely the range of detunings for which this is the case.
From equation (147), to determine the integrated sensitivity (quantified by the integral
of ψ2) and the optimal value of the matching parameter ξ, we must consider the sensitiv-
ity bandwidth as well as the on-resonance SNR. In the language of total noise-equivalent
number, this is equivalent to determining the on-resonance, x = 0 noise number and the
bandwidth over which the frequency-dependent contribution to amplifier noise accounts for
less than one-half of the total noise. We thus consider: (i) the change in on-resonance, x = 0
noise number as ξ varies from its noise matched value ξ = 1 and (ii) the change in noise
number as the frequency is detuned from resonance for fixed matching parameter ξ.
It is evident from (154) and (155) that the imprecision and backaction contributions to
on-resonance noise number are minimized at ξ = 1. Importantly, the variation of ξ from its
noise-matched value is associated with the appearance of backaction on the resonator. Ad-
ditionally, the imprecision and backaction noise are each quadratic in detuning and increase
away from resonance. As ξ is changed from unity, the on-resonance amplifier noise increases,
and the detuning is effectively rescaled x/2→ x/2√ξ.
For ξ < 1, the rescaling squeezes the profile of Ntot(x, νr, n(νr), ξ) vs x, relative to the
profile that we would find if x2/4ξ in (154) was replaced by its ξ = 1 value, x2/4. As a
result, there is a smaller bandwidth over which the frequency-dependent amplifier noise is
sub-dominant. Combined with the increased on-resonance noise number, this implies that
the integrated sensitivity must be strictly worse for ξ < 1 than for ξ = 1. Any value of ξ
less than unity therefore cannot be the optimum of F [νr, ξ].
For ξ > 1, the rescaling stretches the profile. The amplifier noise NA increases more
slowly with detuning. There is then a tradeoff between the on-resonance amplifier noise–and
therefore, on-resonance SNR– and the bandwidth over which detuning-dependent amplifier
noise is sub-dominant, i.e. the sensitivity bandwidth. This observation is consistent with
Fig. 8. We do not expect significant degradation in on-resonance SNR as long as the
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on-resonance amplifier noise is less than or comparable to the thermal noise:(
(1 + ξ)2
4ξ
+
(1− ξ)2
4ξ
)
1
2
. n(νr), (156)
which is equivalent to
1 + (ξ)2 . 4ξn(νr). (157)
In combination with the stretching of the profile as ξ increases, (157) suggests that the
optimal value of ξ varies parametrically as
ξopt ∼ n(νr), (158)
which is consistent with equation (143). At this coupling, the on-resonance imprecision and
backaction noise are comparable to the thermal noise.
We plot each of the terms contributing to Ntot(x, νr, n(νr), ξ) in Fig. 9, using the same
parameters as Fig. 8, for three different values of ξ: ξ = 1/ξopt, ξ = 1, ξ = ξopt. We
group together the thermal and zero-point fluctuation noise (blue curve). The imprecision
curve (green) is not visible because of the overlap with the backaction (red). The sum of
these three curves gives the total noise number (magenta). As indicated in (154), the on-
resonance noise number is invariant under the transformation ξ → 1/ξ, so the total noise
number should not change between the cases ξ = 1/ξopt (top panel) and ξ = ξopt (bottom
panel). This is observed in Fig. 9, where the on-resonance noise number is approximately
75, which is 50% worse than the noise matched case ξi = 1 (middle panel). This is consistent
with equation (150) and corresponds to an on-resonance SNR which is 2/3 worse for the
optimally-matched case than for the noise-matched case. As ξ increases, we observe the
stretching of the imprecision and backaction noise profiles, which in turn, stretches the
profile of total noise number. (The total noise number is offset vertically from the amplifier
noise by the thermal noise, which is approximately constant for frequencies close to resonance
|ν − νr|  νr.) The sensitivity bandwidth corresponds to the range of detunings for which
the frequency-dependent contribution to amplifier noise accounts for less than one-half of
the total, or equivalently, the range of detunings for which the total noise is less than twice
its on-resonance value. Due to the stretching, whereas the sensitivity bandwidth (region
between dash-dotted black lines in Fig. 9) corresponds to detunings |x| / √3 for ξ = 1/ξopt
and |x| / 14 for ξ = 1, the sensitivity bandwidth corresponds to the much wider |x| / 173 for
ξ = ξopt. We see that the optimally matched resonator compensates for a small, order unity
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FIG. 9. The noise terms of equation (154) plotted for three difference values of ξ: the inverse
of optimal matching ξ = 1/ξopt (top panel), noise matching ξ = 1 (middle panel), and optimal
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curve. The region within the dash-dotted black lines represents the sensitivity bandwidth.
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penalty in on-resonance noise number with a parametrically larger sensitivity bandwidth,
yielding the maximum integrated sensitivity.
Additionally, the added noise number of the amplifier on resonance for the optimal match
is
NA(x = 0, ξ
opt) ≈ 1
2
n(νr), (159)
where we have used the high-temperature value of (144). The backaction and imprecision
contributions to the amplifier noise number are approximately equal and both are compa-
rable in size to the thermal noise. The added noise number is nowhere near the quantum-
limited value of 1/2, but rather, is comparable to the thermal noise number.
In summary, the optimal match for a search with a single-pole resonator read out by
a quantum-limited amplifier is a noise mismatch on resonance, which is accompanied by
large backaction on the resonator and amplifier noise number comparable to the thermal
occupation number. A similar result, regarding measurement backaction and sensitivity
outside of the resonator bandwidth, applies to flux-to-voltage amplifiers. This is discussed
in Appendices F 3 and F 4.
One should note the practical advantages from exploiting the optimized sensitivity band-
width. A large sensitivity bandwidth means that the resonator may be tuned more coarsely,
significantly reducing requirements on the resolution of the tuning system. Suppose, for
example, that the resonator is tuned so that the thermal occupation number is 50 (e.g. 4.2
MHz resonator at 10 mK), as in Figs. 8 and 9. Assume that the internal quality factor is
one million. Instead of tuning the resonator at one part in ∼ Qint = 106 for full coverage
near the resonance frequency (without degradation from quantum noise), we may tune at
one part in ∼ Qs ≈ 5800. The benefits of large sensitivity bandwidths is revisited in Section
VI after calculating the fundamental limits on scan sensitivity. There, we discuss the linear
relationship between sensitivity bandwidth and scan rate.
Finally, we place the optimized single-pole resonator in the context of the Bode-Fano
bound on single-moded inductive detectors (122). Comparing (146) and this bound, we find
that the optimized resonator is approximately 75% of the fundamental limit, regardless of
the value of the thermal occupation number n(νh). For any search range, the optimized
single-pole resonator is close to the bound on integrated sensitivity given by the Bode-Fano
constraint. In combination with its superiority over purely broadband resistive and broad-
band reactive searches, demonstrated in Section II and Appendix G, this observation es-
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tablishes the resonator as a near-ideal method for searching for dark matter over a wide
bandwidth. Utilizing optimal matching is important as it provides a parametric ∼√n(νr)
boost to the value of the value function. A similar Bode-Fano criterion exists for complex
impedances (signal sources) with capacitors. Therefore, when capacitively coupling to elec-
tric fields induced by the dark matter (which one may do when the Compton wavelength of
the dark matter is comparable to the detector size), the single-pole resonator is also close
to the Bode-Fano optimum.
Because the single-pole resonator is practical to implement, and is close to the Bode-Fano
limit, we focus on optimization and fundamental limits of a search with a tunable resonator.
But first we digress to place the Bode-Fano constraint in broader context.
5. Evading the Bode-Fano constraint
The Bode-Fano constraint is derived subject to particular (stated) assumptions. Relax-
ation of these assumptions can in principle make it possible to outperform the constraint.
In deriving the bound in eq. (122), we assume that the matching network is linear, passive,
lossless, and reciprocal. These are key assumptions in the proof of the Bode-Fano criterion,
as derived in [31]. Nonlinear detection schemes may be used to outperform our derived
constraint. However, it should be remembered that nonlinearities can provide considerable
practical challenges in detector operation, specifically in calibration and data interpretation.
Active and nonreciprocal matching networks can also be used to evade the Bode-Fano limit.
Broadband matching limitations for such circuits are documented in refs. [53, 54]. We will
explore these schemes — including active feedback — and their limitations in future work.
We establish that the Bode-Fano constraint holds if the assumption of a lossless network
is relaxed. It is not surprising that a lossy network does not outperform a lossless network.
Broadband matching criteria allowing for network loss have been derived in a manner similar
to the Bode-Fano criterion. Ref. [54] gives, for a reciprocal circuit,∫ νh
νl
dν¯ ln
(
1
1− |S(1)21 (ν¯)|2
)
≤ R
LPU
. (160)
For a lossless network, this expression reduces to the classic bound of eq. (114). We assume
that any network loss is at temperature T and therefore, at the same temperature as the
loss R in the signal source. The total noise-equivalent number is not that given by (101),
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but instead, the more general expression
N lossytot (ν, S
(1)(ν), n(ν)) =
(1− |S(1)22 (ν)|2)n(ν) + 1
|S(1)21 (ν)|2
, (161)
which may be derived using the techniques in Ref. [21]. |S(1)21 (ν)|2 + |S(1)22 (ν)|2 < 1 for
a lossy network, so the noise-equivalent number is naturally greater when the matching
network possesses loss. The analogue of the scaled, log-uniform-search value functional is
the integral of the inverse-squared of equation (161):
F¯ lossyneu [S
(1)
21 (ν)] =
∫ νh
νl
dν¯ N lossytot (ν¯, S
(1)(ν¯), n(ν¯))−2 =
∫ νh
νl
dν¯
(
|S(1)21 (ν¯)|2
(1− |S(1)22 (ν¯)|2)n(ν¯) + 1
)2
.
(162)
Note that
F¯ lossyneu [S
(1)
21 (ν)] ≤
∫ νh
νl
dν¯
(
|S(1)21 (ν¯)|2
|S(1)21 (ν¯)|2n(ν¯) + 1
)2
, (163)
where equality is achieved when the network is lossless. We may proceed as in Section V A 2
to obtain a bound identical to (122). The bound can only be achieved with equality when the
conditions laid out below eq. (122) are satisfied and when the matching network is lossless.
For a reciprocal circuit, optimized integrated sensitivity thus requires no network loss. This
leaves us with just the three assumptions of linear, passive, and reciprocal networks.
It should be remembered that a search can be accelerated by using multiple receiver
circuits, and combining their information with the mathematical techniques described in
previous sections. One must be careful to determine what one is holding fixed when com-
paring different implementations to determine an optimal experiment.
For example, one may consider dividing a fixed experimental volume into smaller sub-
volumes that are scanned at different frequencies with approximately non-overlapping fre-
quency response. The different sub-volumes can then be frequency-division multiplexed and
read out with a single amplifier. However, one can show that, if the size of the setup is
less than a coherence length in all dimensions, at all frequencies being probed, that this
multiplexing approach suffers a disadvantage. We compare a tunable one-pole resonator of
volume VPU to an N -element multiplexer, each element possessing volume VPU/N . With
the multiplexer, one is able to integrate at each search frequency ∼ N times longer than the
single, larger resonator, but the energy coupled is at least ∼ N times smaller. We assume
that the noise power is identical for the large resonator and each resonator in the multi-
plexed setup. Then, the SNR at every frequency in the search range is reduced (relative
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to the large resonator) by at least ∼ N/√N = √N . The coherence allows the SNR to
increase at least linearly in volume, which leads to the advantage for the larger, single-pole
resonator. Alternatively, instead of frequency division multiplexing sub-volumes operated
at non-overlapping frequencies, one may consider building multiple identical resonators in
sub-volumes tuned simultaneously to the same frequency (as opposed to the use of different
frequencies in the multiplexed setup). Adding the output timestreams coherently then gives
the same SNR as one would find with the single resonator. So there is no advantage over a
single larger resonator.
One can generalize the question to consider multiple, spatially separated receiver circuits
read out by the same amplifier. Such a model may naturally be appropriate for multi-
wavelength structures, e.g. coupled cavities, with each wavelength section effectively acting
as a single receiver circuit. If the frequency bands overlap, we expect that there are strong
constraints on sensitivity from generalized broadband matching criteria, such as those in
the aforementioned reference [54]. One must also consider fundamental limitations on signal
combining. For instance, it is a well-known theorem that no three-port power combiner can
be matched, reciprocal, and lossless [42]. The general optimization of multi-port receivers
will be explored in further work. The analysis framework of Section IV is readily extended
to calculate the sensitivity of these receivers. Instead of considering a 2×2 scattering matrix
of one receiver port and one readout port, we could consider a (N + 1)× (N + 1) scattering
matrix for N receiver ports and one readout port. One could even examine the case of
multiple readout ports (e.g. multiple amplifiers) using a (N + M) × (N + M) scattering
matrix. It also should be remembered that the receivers interact, which could provide
practical challenges in calibration.
Another possible multiple-receiver technique is to use receiver modes that possess over-
lapping volume. A multi-moded circuit falls into this category. The development of such
circuits–in particular, multi-mode resonators–is an active area of inquiry in the axion de-
tection community [55]. Multi-mode circuits naturally reduce the scan time in a light-field
dark-matter search. Like the multi-port receivers of the previous paragraph, we can extend
Section IV to investigate multi-mode circuits. We can write a scattering matrix for each
mode. Each mode and its scattering matrix is constrained by the Bode-Fano limit derived
in Section V A 2; a resonant mode is close to this limit. Alternatively, we can write a multi-
port scattering matrix similar to that discussed above, with each receiver port representing
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a different mode. Such a representation may be required to more appropriately model mode
interactions. In other words, over a particular search range, we consider sensitivity from
coherently-added or incoherently-added mode responses, depending on the details of the
mode interactions.
In summary, the Bode-Fano limit (122) can in principle be evaded by relaxing the assump-
tion of a linear, passive, reciprocal system, using for example an active matching circuit.
Furthermore, the optimization framework developed here can be extended to a multiple-
receiver approach (including spatially isolated receivers and multiple spatial modes within
the same volume) by extending to scattering matrices with larger dimensions and making op-
timal use of coherent and incoherent information. However, the optimized multiple-receiver
approach is limited by generalized broadband matching criteria.
6. Matching network optimization for candidate signal
We return to the value function of equation (107) and consider the situation in which
there is a candidate signal to validate. Is it still optimal to noise mismatch, in accordance
with equation (143)? Suppose that the frequency of the signal is ν0∗DM. Assume the resonator
is centered at frequency ν0∗DM with Qs(νr, n(νr), Qint, ξ) <∼ 106 so that the signal is maximally
resonantly enhanced and so that the dark-matter signal, of inverse width ν0∗DM/∆νDM ∼ 106,
is within the sensitivity bandwidth. This condition may be enforced by setting the internal
quality factor to Qint <∼ 106. In such a situation, we would, rather than assuming a log-
uniform frequency probability distribution, adopt a prior that weights the probability high at
this frequency. Keeping the other three assumptions introduced for the log-uniform search,
this weighting would reduce the value function (107) to
Fcand(ξ) ≈
∫
dgDM SNR
opt
[
ν0∗DM, gDM,
(
dρDM
dν
)
(ν, ν0∗DM), ψ(ν, νr, n(ν), Qint, ξ), τ
]2
P (gDM|ν0∗DM).
(164)
For example, we could set the distribution to a delta function
P (ν0DM) = δ(ν
0
DM − ν0∗DM). (165)
Using (102) and (135),
Fcand(ξ) ≈ γ2ψ(ν0∗DM = νr, νr, n(νr), Qint, ξ)2 = γ2
(
4ξ
4ξn(νr) + (1 + ξ)2
)2
, (166)
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where γ2 is a constant. This expression is maximized when ξ = 1. Thus, when probing a
fixed frequency, the resonator should be noise matched on-resonance to the transmission-line
amplifier, such that the signal power is fully transmitted. That we should noise match is
expected because for a fixed frequency probe, obtaining maximum sensitivity (maximum
inverse noise number) at that frequency is important; obtaining maximum integrated sensi-
tivity, as we did for the log-uniform search, is not a factor. In summary, the optimization of
the impedance-matching network differs for a wideband, scanning search and a search with
the prior of a candidate signal. It is optimal to be noise-mismatched on resonance, as per
(143), in the former case, and noise matched in the latter case.
7. Comparison to other calculations
As a final remark for Section V A, we compare our calculations to similar results.
It was first observed by Krauss, Moody, and Wilczek in [56] that the resonator coupling
coefficient (matching parameter) that maximizes integrated sensitivity is different from that
which maximizes on-resonance SNR. However, the authors did not consider the spectral
shape of the thermal noise, which is filtered through the matching network and which is
important to forming accurate conclusions regarding the optimization. If one does not take
the shape into consideration, then |S(1)21 (ν)|2n(ν) simply becomes n(ν) in the denominator of
(103). In this case, the thermal noise factor can be pulled out of the value functional (112)
for a resonant detector, which yields the same optimization as that found for n(ν)  1:
ξopt ≈ 2. This is precisely what was found in Ref. [56].
A similar conclusion regarding integrated sensitivity was found in [23] for quantum squeez-
ing. In this approach, the quantum limit is evaded by injecting a squeezed state in the
resonator. The optimized coupling coefficient is ξ ∼ GS, where GS is the squeezer gain. The
authors explain the effect in terms of sensitivity outside of the bare (uncoupled) resonator
linewidth, as we have done here. However, squeezer gains are often of order 10, while at low
frequencies, the thermal occupation number in a 10 mK dilution refrigerator is much larger
than that. For experiments using near-quantum-limited SQUID amplifiers, this implies a
much larger sensitivity bandwidth, relative to the bare resonator bandwidth. Finally, we
note that our observations regarding sensitivity outside of the resonator bandwidth may ap-
ply to searches for which the dark matter does not couple electromagnetically, especially if an
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electromagnetic readout element is used. For example, our insights may apply to CASPEr,
which searches for the axion coupling to gluons and spin using nuclear magnetic resonance
techniques [9]. Suppose that the SQUID reading out the spin magnetic-field signal possesses
white noise sub-dominant to noise sources which follow the resonant line shape. Then, the
bandwidth over which the resonator provides maximal sensitivity (and over which the SNR
is independent of detuning from the resonance frequency) can be substantially larger than
the resonator bandwidth.
We used the Bode-Fano criterion to show that the optimized single-pole resonator is close
to the fundamental limit on matching networks for single-moded reactive detection. To our
knowledge, this result is new and demonstrates the efficiency of cavity searches.
B. Optimization of Time Distribution
We have seen from the Bode-Fano analysis that a narrowband matching network is more
sensitive than a broadband search. It is necessary to tune the narrowband matching circuit
to different central frequencies to search over a large mass range. We now determine the
optimal time distribution of a scanned system. We consider a single-pole resonator, which is
almost as efficient as the Bode-Fano-optimal tophat, but is much more practical in a tuned
experiment. We first introduce the value function for the scan optimization. In Section V B 1,
we calculate the optimal time distribution given prior probabilities that are log-uniform in
both mass and coupling. In Section V B 2, we consider the optimal scan strategy in other
situations, such as those that would be relevant to the QCD axion. We conclude in Section
V B 3, where we interpret our results in terms of a practical scan strategy.
The potential for a significant off-resonance contribution to the SNR shows the impor-
tance of considering SNR contributions from multiple resonant scan steps. Let {νir} represent
the set of resonator scan frequencies; in the language of Section IV C 2, νir is the resonance
frequency of the ith circuit configuration in the scan. The SNR for dark matter at frequency
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ν0DM from the ith circuit is
SNRopt
[
ν0DM, gDM,
(
dρDM
dν
)
(ν, ν0DM), ψ(ν, ν
i
r, n(ν), Q
i
int, ξ
i), τi
]2
(167)
= (2pi2)2τi
∫ ν0DM+∆νcDM
ν0DM
dν
(
νLPU
R(ν)
EDM(ν, ν
0
DM, gDM,
dρDM
dν
(ν, ν0DM))
h
ψ(ν, νir, n(ν), Q
i
int, ξ
i)
)2
≈ (4piQiint)2τi
∫ ν0DM+∆νcDM
ν0DM
dν
 ν
νir
g2DMVPU
dρDM
dν
(ν, ν0DM)
h
ξi
4ξin(ν) + (1 + ξi)2 + 4(Qiint)
2
(
ν
νir
− 1
)2

2
,
where ψ is as defined in (103), with the specific resonator parameters νir, Q
i
int, ξ
i in place of the
entire transmission profile S
(1)
21 (ν). We have allowed the quality factor to vary with resonance
frequency, but have fixed the volume of the pickup element and the geometric factor cPU,
so that gDM is not related to circuit configuration (e.g. subscript i is not necessary). This is
an appropriate assumption for a tunable resonator, either in the form of free-space cavity or
a lumped LC with a fixed pickup inductor and varying capacitance; we do not expect the
detector volume or the overlap with the drive field pattern to change substantially (or at
all) during a scan. We discuss deviations from the assumption that gDM is independent of
circuit configuration in Section V B 2. In the third line we assume that |ν0DM− νir|  νir; the
resonator only has sensitivity to dark matter within its sensitivity bandwidth, which we have
found is a narrow bandwidth at optimal matching. For the narrowband dark-matter signal,
this implies that |ν − νir|  νir for the entire integration range over ν and we approximate
R(ν) ≈ R(νir) (see the resonator matching optimization in Section V A 1). Additionally,
implicit in our SNR expression is that the dwell τi is much longer than t
∗
circ,i(ν
0
DM), defined in
(68). For a resonator, the characteristic pole time is just the resonator ring-up time ∼ Qi/νir.
Because we restrict to resonators, we define the timescale specifically as
t∗circ,i(ν
0
DM)→ t∗(ν0DM, νir) ≡ max(106/ν0DM,Qiint/(ν ir(1 + ξi))). (168)
The time depends on the resonator parameters Qiint and ξ
i, but these are fixed in the opti-
mization.
We demonstrated in Section IV C 2 that the total SNR from all scan steps is the quadra-
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ture sum of the SNR from individual scan steps, which yields the total SNR:
SNRopttot
[
ν0DM, gDM,
(
dρDM
dν
)
(ν, ν0DM), {ψ(ν, νir, n(ν), Qiint, ξi)}, {τi}
]2
(169)
=
∑
i
SNRopt
[
ν0DM, gDM,
(
dρDM
dν
)
(ν, ν0DM), ψ(ν, ν
i
r, n(ν), Q
i
int, ξ
i), τi
]2
.
We know from the previous section how to optimize the matching network given a
resonance frequency. However, how do we choose the time allocation at each resonance
frequency? More specifically, given fixed total integration time Ttot, and a search band
νl ≤ ν0DM ≤ νh, what is the optimal scan strategy? What is the optimal distribution of
resonator frequencies and dwell times?
Of course, the answer to this question depends on how one defines “optimal.” In a scan,
one generically aims to exclude as much of the mass-coupling parameter space as possible.
However, like the matching network optimization, we must take into account priors. For
example, there may be portions of the mass search range νl ≤ ν0DM ≤ νh, where strong
constraints have been set, e.g. by previous direct detection searches, and where allocating
much scan time is unfavorable. Conversely, there may be regions of parameter space that
are well-motivated theoretically and that we wish to probe deeply. Our value function for
the scan strategy is then the weighted area in the mass-coupling parameter space excluded
by the search:
A[{νir}, {τi}] ≡
∫ νh
νl
dν0DM
∫ gDM,max(ν0DM)
gDM,min(ν
0
DM,{νir},{τi})
dgDM W (ν
0
DM, gDM) (170)
where W (ν0DM, gDM) is the weighting function for the area. The weighting function can be
based solely on the probability distributions over mass and coupling, for instance
W (ν0DM, gDM) ∝ P (gDM|ν0DM)P (ν0DM), (171)
where the constant of proportionality is arbitrary. It may also be based on the desire to
entirely probe a well-motivated region of parameter space, for instance, the QCD band
for axions or the mass range corresponding to inflationary production for hidden photons.
The upper limit on the integral over coupling gDM,max(ν
0
DM) is flexibly defined as a value
for which dark matter at frequency ν0DM has already been strongly excluded. The lower
limit gDM,min(ν
0
DM, {νir}, {τi}) is the minimum coupling to which our experiment is sensitive,
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defined by the coupling value for which
SNRopttot
[
ν0DM, gDM,
(
dρDM
dν
)
(ν, ν0DM), {ψ(ν, νir, n(ν), Qiint, ξi)}, {τi}
]2
(172)
of eq. (169) is unity. gDM,min depends on the set of scan steps {νir} and dwell times {τi} and
is assumed to be less than gDM,max(ν
0
DM); it is here where the scan strategy enters into the
value function. The objective of the optimization is to determine the scan steps and dwell
times such that A[{νir}, {τi}] is maximized.
1. Scan optimization for a log-uniform search
Here, we explore in more detail the log-uniform search which is not only log-uniform in
mass (as in the matching network optimization), but also log-uniform in coupling over the
range of integration. As per equation (171), we choose the weighting function
W (ν0DM, gDM) =
1
ν0DM
1
gDM
(173)
so that the value function becomes
Aneu[{νir}, {τi}] ≡ −
∫ νh
νl
dν0DM
ν0DM
ln gDM,min(ν
0
DM, {νir}, {τi}) (174)
We have omitted a constant term, which is the frequency integral of ln gDM,max(ν
0
DM). Since
gDM is proportional to the ε for hidden photons and gaγγ for axions (see eqs. (54) and (55)),
our optimization function maximizes the exclusion area in a log-log plot of mass vs ε / gaγγ.
We discuss other possible value functions at the close of this section. We now proceed to
maximize Aneu and determine the optimal scan strategy.
Define
ϕ
(
ν0DM, ν
i
r,
dρDM
dν
(ν, ν0DM), Q
i
int, ξ
i
)
≡ g−4DMτ−1i SNRopt
[
ν0DM, gDM,
(
dρDM
dν
)
(ν, ν0DM), ψ(ν, ν
i
r, n(ν), Q
i
int, ξ
i), τi
]2
, (175)
which is independent of gDM (see equation (167)) . ϕ
(
ν0DM, ν
i
r,
dρDM
dν
(ν, ν0DM), Q
i
int, ξ
i
)
repre-
sents the square of the SNR contribution from the resonator at νir per unit time per unit
g4DM when τi  t∗(ν0DM, νir). It is therefore an important quantity for time allocation opti-
mization. We have made explicit the dependence of ϕ on the resonator parameters Qiint and
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ξi. These two parameters are discussed in the assumptions for the optimization. For each
search frequency ν0DM, we only consider scan steps for which the dwell time is much longer
than t∗(ν0DM, ν
i
r); otherwise, our SNR treatment from Section IV is not valid and equation
(175) cannot be interpreted as stated. We then obtain, from (169),
ln gDM,min(ν
0
DM, {νir}, {τi}) = −
1
4
ln
 ∑
ik(ν
0
DM)
τik(ν0DM)ϕ
(
ν0DM, ν
ik(ν
0
DM)
r ,
dρDM
dν
(ν, ν0DM), Q
ik(ν
0
DM)
int , ξ
ik(ν
0
DM)
) ,
(176)
and
Aneu[{νir}, {τi}] =
1
4
∫ νh
νl
dν0DM
ν0DM
ln
 ∑
ik(ν
0
DM)
τik(ν0DM)ϕ
(
ν0DM, ν
ik(ν
0
DM)
r ,
dρDM
dν
(ν, ν0DM), Q
ik(ν
0
DM)
int , ξ
ik(ν
0
DM)
) ,
(177)
where {ik(ν0DM)} is the index set for the subsequence of scan steps satisfying
τik(ν0DM)  t∗(ν0DM, ν
ik(ν
0
DM)
r ). (178)
Equation (177) would, in general, have to be evaluated and optimized numerically. However,
in practice, the scan takes steps much smaller than a sensitivity bandwidth over the entire
range. Thus, multiple scan frequencies are sensitive to the signal at any particular dark-
matter search frequency without degradation. Such a scan pattern ensures that there are
no gaps in coverage of the search band. We refer to this class of scans as “dense” scans. For
dense scans, we may discuss the scan strategy not in terms of discrete steps, but rather in
terms of an approximately continuous process. As we demonstrate, the transformation from
a discrete to a continuous scan enables us to solve for the optimal scan strategy.
We adopt the assumptions from the optimization of the impedance-matching network for
a log-uniform search, as carried out in Section V A. We make five additional assumptions
regarding the scan:
1. The internal Q, pickup volume, and temperature are fixed during the search; they are
independent of resonance frequency. We revisit these assumptions in Sections V B 2
and VI; a case of interest that violates this constant volume assumption is a GHz-scale
cavity search that scans over multiple octaves.
2. For each scan step, the matching parameter ξi is set to its optimal value ξi =
ξopt(νir, n(ν
i
r)). We omit the dependence on thermal occupation number for brevity in
this section; it is implied.
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3. For each circuit configuration, τi is much longer than t
∗(νir, ν
i
r). This implies that,
within any narrow band around resonance, the dwell time is much longer than
t∗(ν0DM, ν
i
r), and ϕ
(
ν0DM, ν
i
r,
dρDM
dν
(ν, ν0DM), Qint, ξ
opt(νir)
)
, given by (175), applies.
4. Suppose that the scan step sequence {νir} is in ascending order, ν1r ≤ ν2r ≤ .... We
assume that the set of scan steps that provide information on the hypothesis of dark
matter at ν0DM form an integer interval of indices. In other words, if resonators at
νi1r and ν
i2
r collect information on dark matter at ν
0
DM and i1 < i2, then, for any im,
i1 ≤ im ≤ i2, νimr also collects information on ν0DM. This is a sensible assumption,
given that we expect all resonant frequencies “close” to the search frequency to give
high SNR information.
We denote by νr,l(ν
0
DM) the lowest resonance frequency which collects SNR data on ν
0
DM
and by νr,h(ν
0
DM) the highest resonance frequency. In any practical search, we are be
able to probe over a wide bandwidth. In particular, we are able to cover a range around
ν0DM that contains several sensitivity bandwidths ν
0
DM/Qs(ν
0
DM, n(ν
0
DM), Qint, ξ
opt(ν0DM)),
as well as several dark-matter cutoff bandwidths βν0DM. Therefore, we may assume
that νr,l(ν
0
DM) and νr,h(ν
0
DM) satisfy
ν0DM
Qs(ν0DM, n(ν
0
DM), Qint, ξopt(ν
0
DM))
, βν0DM  |νr,l(ν0DM)−ν0DM|, |νr,h(ν0DM)−ν0DM|  ν0DM.
(179)
We thus rewrite eq. (177) as
Aneu[{νir}, {τi}] =
1
4
∫ νh
νl
dν0DM
ν0DM
(180)
ln
 ∑
i: νr,l(ν
0
DM)≤νir≤νr,h(ν0DM)
τiϕ
(
ν0DM, ν
i
r,
dρDM
dν
(ν, ν0DM), Qint, (ξ
i)opt
)
We note that, though we make the restriction (179), the values of νr,l(ν
0
DM) and
νr,h(ν
0
DM) can be chosen flexibly.
5. The total experiment time Ttot is long enough that we may take small steps:
∆νir
νir
=
νi+1r − νir
νir
 1
Qs(νir, n(ν
i
r), Qint, ξ
opt(νir))
=
((1 + ξopt(νir))
2 + 4ξopt(νir)n(ν
i
r))
1/2
Qint
(181)
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We refer to this assumption as the “dense scan” assumption. It can be met under the
condition that
Ttot 
∫ νh
νl
dνr
νr
t∗(νr, νr)
Qint
((1 + ξopt(νr))2 + 4ξopt(νr)n(νr))
1/2
, (182)
where, from (168), we have t∗(νr, νr) = max(106/νr,Qint/(νr(1 + ξopt(νr)))). For refer-
ence, for internal quality factors on the order of one million, νl = 1 kHz, and νh = 100
MHz, the integral in (182) evaluates to several hours.
As discussed above, the dense scan assumption implies that, for each dark-matter fre-
quency, there are multiple resonant frequencies that are sensitive to the signal with maximum
SNR–that is, without degradation from quantum noise. For a scan this dense, we may turn
the sum in equation (180) into an integral. A useful proxy for dwell time τi is a positive,
differentiable scan density function τ(νr). Here, τ(νr) is defined such that the time to scan a
frequency band of width dνr centered at frequency νr is τ(νr)
dνr
νr
. By choosing a scan density
function τ(νr) and steps {νir}, we choose dwell times:
τi = τ(ν
i
r)
νi+1r − νir
νir
. (183)
One may note that turning a sum into a integral usually means that we are taking the
limit of infinitesimally small frequency steps: ∆νir = ν
i+1
r − νir → 0. This may seem odd
given that, physically, this would mean, for a fixed scan time Ttot, that the dwell time τi
at each step would also go to zero; this would imply that we are not dwelling longer than
the resonator ring-up/dark-matter-coherence times. When not dwelling for a coherence
time, the SNR formulae presented above are no longer valid, and therefore, it would seem
that our argument is not self-consistent. However, as long as the physical frequency scan
steps (each with dwell time longer than the coherence times) are sufficiently small, then
mathematically, the sum may be approximated as an integral. We thus distinguish between
the physical requirement that the dwell time be longer than the ring-up/coherence times for
each resonant scan step (which still holds) and the mathematical approximation of turning
the sum of (176) into an integral for a dense scan.
From (180), we then obtain
Aneu[τ(νr)] =
1
4
∫ νh
νl
dν0DM
ν0DM
ln
(∫ νr,h(ν0DM)
νr,l(ν
0
DM)
dνr
νr
τ(νr)ϕ
(
ν0DM, νr,
dρDM
dν
(ν, ν0DM), Qint, ξ
opt(νr)
))
,
(184)
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where νr,l(ν
0
DM) and νr,h(ν
0
DM) satisfy (179), but are chosen flexibly.
In general, the interval [νr,l(ν
0
DM), νr,h(ν
0
DM)] contains several sensitivity bandwidths
ν0DM/Qs(ν
0
DM, n(ν
0
DM), Qint, ξ
opt(ν0DM) and several dark-matter cutoff bandwidths βν
0
DM. We
can take the scan-density function τ(νr) to vary slowly on the scale of a dark-matter cutoff
bandwidth, because any pair of resonators separated by less than this bandwidth probe the
same dark-matter signal. Additionally, we can take the scan density function τ(νr) to vary
slowly on the scale of a sensitivity bandwidth. Consider two resonators in a dense scan
within the sensitivity bandwidth. Suppose we allocate equal time (equal τ(νr) to both) at
the steps. If we allocated more time at one resonance frequency than at the other, repre-
sented by a higher value of τ(νr) at the former frequency, then the value functional A[τ(νr)]
would not change appreciably from the equal-time situation. The dark-matter signal rings
up resonators at both resonance frequencies without degradation from quantum noise and
hence, both resonance frequencies contributes approximately equally to the sensitivity on
coupling. We thus assume ∣∣∣∣ dτdνr (ν0DM)
∣∣∣∣ τ(ν0DM)νr,h(ν0DM)− νr,l(ν0DM) . (185)
Equation (184) can then be approximated as
Aneu[τ(νr)] =
1
4
∫ νh
νl
dν0DM
ν0DM
ln
(
τ(ν0DM)
∫ νr,h(ν0DM)
νr,l(ν
0
DM)
dνr
νr
ϕ
(
ν0DM, νr,
dρDM
dν
(ν, ν0DM), Qint, ξopt(νr)
))
.
(186)
Maximizing the functional Aneu[τ(νr)] with respect to the constraint of fixed search time
Ttot =
∫ νh
νl
dνr
νr
τ(νr) (187)
is now straightforward. The solution is that τ(ν) should be constant:
τopt(ν) =
Ttot
ln(νh/νl)
. (188)
As such, the optimum scan distributes time logarithmically among bins. The time spent at
a resonance frequency should be proportional to the size of the frequency step ∆νr. It is not
better, from the standpoint of maximizing the area of the log-log exclusion curve, to spend
more time in one decade of frequency than another.
A constant scan-density function is expected. In the log-space of coupling gDM, one does
not gain faster as a function of time at some set of search frequencies over another set. The
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single-step SNR increases with time as t1/4 regardless of frequency, as long as the dwell time
is much longer than the dark-matter/resonator coherence times.
Note that though we solved for the optimal scan-density function, we said nothing about
the frequencies {νir} at which we should step. For a sufficiently dense scan, the particular
frequencies are inconsequential [57]. It is easy to see that if we double the number of steps,
and cut the dwell time in half, the value of the functional A[{νir}, {τi}] changes negligibly
(assuming that we still wait longer than the dark-matter coherence time and resonator-ring-
up time).
2. Other scan strategy value functions
The time allocation of equation (188) is appropriate when we use log-uniform priors for
the dark-matter mass and coupling. However, we also consider scan strategies and time
distributions that take into account strongly favored regimes. For example, for axion dark
matter, the QCD band is a coupling regime that is well-motivated theoretically by the strong
CP problem [5]. In order to search for axion dark matter that also solves the strong CP
problem, it is desirable to integrate down to the QCD band at each frequency, rather than
following the scan strategy function (188). How far one integrates, e.g. whether to the
KSVZ line or to the DFSZ line, depends specifically on one’s priors and whether one applies
additional weighting in the function W that makes integrating to the DFSZ hypothesis more
favorable (e.g. a “bonus” for reaching a particular part of parameter space).
Nevertheless, if we still assume a dense scan that is slowly varying and satisfies eq. (185),
we may use much of the framework developed in Section V B 1 to compute the optimal time
allocation in these more general cases. Using equations (175) and (185), we find
gDM,min[ν
0
DM, τ(νr)]
−4 =
∫ νr,h(ν0DM)
νr,l(ν
0
DM)
dνr
νr
τ(νr)ϕ
(
ν0DM, νr,
dρDM
dν
(ν, ν0DM), Qint, ξ
opt(νr)
)
≈ τ(ν0DM)
∫ νr,h(ν0DM)
νr,l(ν
0
DM)
dνr
νr
ϕ
(
ν0DM, νr,
dρDM
dν
(ν, ν0DM), Qint, ξ
opt(νr)
)
(189)
where we have replaced the resonant frequencies and dwell times in the argument of gDM,min
with the scan density function and have adopted the five assumptions accompanying the
dense scan that are listed in Section V B 1. Note, in particular, that we have adopted
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assumption 2, which sets the matching parameter to the optimal value derived in eq. (143).
Such an assumption is appropriate even when not assuming log-uniform priors; see the
discussion following eq. (144).
It is possible that, during a search, the detector volume changes. In other words, the
detector volume can be a function of the resonance frequency. This would occur in a
many-octave scan using a cavity mode. In such a wideband scan, the cavity is typically
exchanged (i.e. between runs of the detector) at periodic intervals in mass search range;
as the mass/frequency increases, the size of the cavity becomes smaller because the size of
the cavity cannot be much larger than (λ0DM)
3. One can compensate for the reduced pickup
volume from a single cavity by using an array of cavities all tuned to the same resonant
frequency[58], or by using layering techniques as in [37, 59]. However, if one does not do
this, then the pickup volume decreases. Similarly, the geometric factor cPU and the internal
quality factor could change during the search. In such a situation, gDM is a function of
the circuit configuration; it depends on the circuit index “i.” Then, we more conveniently
define the value functions with respect to the candidate-specific couplings gaγγ and ε, which
are related to gDM in eqs. (54) and (55). Specifically, for the axion we can write the value
function
Aa[{νir}, {τi}] ≡
∫ νh
νl
dν0DM
∫ gaγγ,max(ν0DM)
gaγγ,min(ν
0
DM,{νir},{τi})
dgaγγ Wa(ν
0
DM, gaγγ) (190)
where the weighting function Wa(ν
0
DM, gaγγ) is defined analogous to W (ν
0
DM, gDM). gaγγ,max is
defined analogous to gDM,max, and gaγγ,min(ν
0
DM, {νir}, {τi}), dependent on the scan strategy,
is defined analogous to gDM,min(ν
0
DM, {νir}, {τi}). For the hidden photon, we may similarly
write
Aγ′ [{νir}, {τi}] ≡
∫ νh
νl
dν0DM
∫ εmax(ν0DM)
εmin(ν
0
DM,{νir},{τi})
dε Wγ′(ν
0
DM, ε) (191)
where Wγ′(ν
0
DM, ε) is the weighting function for the parameter space of mass and mixing
angle. Similar to eq. (175), we may define
ϕa
(
ν0DM, ν
i
r,
dρDM
dν
(ν, ν0DM), Q
i
int, ξ
i, ciPU, V
i
PU
)
≡ g−4aγγτ−1i SNRopt
[
ν0DM, gaγγ,
(
dρDM
dν
)
(ν, ν0DM), ψ(ν, ν
i
r, n(ν), Q
i
int, ξ
i), ciPU, V
i
PU, τi
]2
,
(192)
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ϕγ′
(
ν0DM, ν
i
r,
dρDM
dν
(ν, ν0DM), Q
i
int, ξ
i, ciPU, V
i
PU
)
≡ ε−4τ−1i SNRopt
[
ν0DM, ε,
(
dρDM
dν
)
(ν, ν0DM), ψ(ν, ν
i
r, n(ν), Q
i
int, ξ
i), ciPU, V
i
PU, τi
]2
,
(193)
and derive, for a continuous scan density function τ(νr),
gaγγ,min(νDM, τ(νr))
−4 =
∫ νr,h(ν0DM)
νr,l(ν
0
DM)
dνr
νr
τ(νr)ϕa
(
ν0DM, νr,
dρDM
dν
,Qint(νr), cPU(νr), VPU(νr), ξ
opt(νr)
)
(194)
and similarly for the hidden photon. We have explicitly allowed the internal quality factor
Qint, the geometrical factor cPU, and the detector volume VPU to vary with resonant frequency
in eqs. (192), (193), and (194).
We revisit the computational aspects of scan optimization in Section VI, where we cal-
culate the quantum limits on optimized resonant scan sensitivity for log-uniform priors and
discuss calculation of minimum coupling (for example, calculation of the integrals in (189)
and (194)) for generic scan density functions.
3. Aspects of a practical scan strategy
Multiple aspects of a practical scan must be observed in interpreting our result for time
allocation optimization.
For instance, in assumption 4 above, we assume that all resonant frequencies “close” to
the search frequency give high SNR information. However, it is possible that a resonance
frequency close to the search frequency gives low SNR. The existence of parasitic mechan-
ical resonances and electromagnetic interference pickup lines is inevitable at some level in
any practical system. The coupling between electrical and mechanical modes can produce
a sideband at the dark-matter search frequency, or an electromagnetic pickup line can in-
terferes at the search frequency. Such data would need to be considered on a case-by-case
basis and may result in discarding the data from the total dataset. For our optimization,
for simplicity, we ignore these practical problems, and assume that they are managed with
more sophisticated signal processing and experimental protocols.
Furthermore, no scan is entirely continuous, as assumed above. At each step, one must
wait for the system to settle. If one is tuning the resonator with a dielectric structure (as is
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the case in DM Radio, ADMX, and HAYSTAC), moving the dielectric inevitability causes
vibrations. One must wait for these vibrations to damp to a negligible amplitude before
acquiring low-noise data. The settling time may be dependent on resonance frequency, and
a more detailed time optimization would be required to take this effect into account. In
addition, after some number of scan steps, when the frequency has changed enough that the
thermal occupation number is appreciably different, the noise impedance of the amplifier (i.e.
the coupling to the amplifier) needs to be optimized. This optimization can be conducted,
e.g., by tuning a variable transformer based on Josephson junctions, or by tuning the bias
parameters of some amplifiers.
Additionally, searches over many octaves require significant hardware changes over the
scan because of the limited frequency range of any tuning system. Such a hardware change
could entail changing the pickup inductor (e.g. adding turns to the coil to lower the range
of resonance frequencies achieved by a capacitively-tuned resonator) or switching cavities.
These changes might occur, for example, every decade in frequency. In addition, the amplifier
would need to be swapped with an amplifier with different coupling strength to enable a
larger tuning range in noise impedance. These changes of course cannot be made while
acquiring search data.
One must also consider how searches are affected by yearly scan schedules and ongoing
technological improvements. Consider, for example, a two-year scan. Suppose that in the
first year, a search covers a particular mass range, and in the second year, an identical scan is
conducted (same dwell time at the same resonance frequencies as the first year). Assuming
no change in resonator sensitivity, i.e. no change in amplifier noise or quality factor, the
doubling of data results in a
√
2 improvement in SNR, or equivalently, a 21/4 improvement
in sensitivity to photon-dark matter coupling. A single two-year scan, in which one doubles
the single-year dwell time at each resonant frequency, would, in theory, give the same SNR
improvement. However, the single scan is, in practice, more efficient, because it halves
the number of scan steps and thus, reduces total settling time. At the same time, one must
consider that searches are constantly improved as the underlying technologies are developed.
It is possible that, in the second year of the scan, a higher-Q resonator or amplifier with lower
noise becomes available for search integration. One may find that the benefits of improved
resonator sensitivity outweigh the loss in integration time from additional scan steps.
It is straightforward to include the lost integration time due to settling, cryogenic cycling,
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and apparatus modification in the optimization analysis above, if these costs are quantita-
tively known. However, these time costs are often sufficiently ad hoc that they should
probably be implemented on a case-by-case basis. We note that the idealized optimiza-
tion here still provides a baseline for planning scans that can be modified due to practical
constraints.
VI. FUNDAMENTAL LIMIT: RESONANT DETECTOR READ OUT BY A QUANTUM-
LIMITED AMPLIFIER
Now that we have optimized the scan strategy, we may calculate the fundamental sensi-
tivity of a resonant detector followed on by a quantum-limited amplifier.
Assuming a sufficiently dense scan lasting at least several hours, and assuming fixed
internal Q and pickup volume, equations (167) and (169) give, with optimized matching
network (143) and time allocation (188),
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM)
]2
= (4piQint)
2
∫
dνr
νr
τopt(νr) (195)
×
∫ ν0DM+∆νcDM
ν0DM
dν
 ν
νr
g2DMVPU
dρDM
dν
(ν, ν0DM)
h
ξopt(νr)
4ξopt(νr)n(ν) + (1 + ξopt(νr))2 + 4(Qint)2
(
ν
νr
− 1
)2

2
≈ 4pi3Qint Ttot
ln(νh/νl)
ξopt(ν0DM)
2
(4ξopt(ν0DM)n(ν
0
DM) + (1 + ξ
opt(ν0DM))
2)3/2
∫ ν0DM+∆νcDM
ν0DM
dν
(
g2DMVPU
dρDM
dν
(ν, ν0DM)
h
)2
,
where the first integral is over the range of data-taking frequencies flexibly-defined in the
assumptions of Section V B. It may be evaluated in a manner similar to the Lorentzian
integral over ν¯ in equations (141) and (142). Additionally, note that ξopt(ν0DM) is implicitly
dependent on the thermal occupation number n(ν0DM). The limit on sensitivity is determined
by the coupling gDM for which the SNR is unity. Therefore, the detector is sensitive to
couplings
gDM ≥
(
Qint
ν0DMTtot
ln(νh/νl)
4pi3ξopt(ν0DM)
2
(4ξopt(ν0DM)n(ν
0
DM) + (1 + ξ
opt(ν0DM))
2)3/2
(
ρDMVPU
hν0DM
)2)−1/4
(∫ ν0DM+∆νcDM
ν0DM
dν
ν0DM
(
ν0DM
ρDM
dρDM
dν
(ν, ν0DM)
)2)−1/4
. (196)
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For a top-hat dark-matter spectrum of width ∆νDM = ν
0
DM/QDM, where QDM = 10
6 is the
characteristic quality factor for the dark-matter bandwidth, this can be further simplified to
gDM ≥
(
QDMQint
ν0DMTtot
ln(νh/νl)
4pi3ξopt(ν
0
DM)
2
(4ξopt(ν0DM)n(ν
0
DM) + (1 + ξopt(ν
0
DM))
2)3/2
)−1/4(
ρDMVPU
hν0DM
)−1/2
.
(197)
We may also evaluate the limit for the standard halo model using the results in the appendix.
The result is
gDM ≥
(
(4.4× 105)Qint ν
0
DMTtot
ln(νh/νl)
4pi3ξopt(ν
0
DM)
2
(4ξopt(ν0DM)n(ν
0
DM) + (1 + ξopt(ν
0
DM))
2)3/2
)−1/4(
ρDMVPU
hν0DM
)−1/2
.
(198)
Using the expressions under equation (53), we may evaluate the sensitivity to hidden photon
mixing angle ε and axion-photon coupling gaγγ. We do not calculate these explicitly here. As
alluded to in Section III B and discussed in detail in appendix F 3, these sensitivity formulae
are also valid for quantum-limited flux-to-voltage amplifiers.
We digress briefly to consider the computational aspects of sensitivity, as they relate to
the time optimization of Section V B. The expression on the right-hand side of inequalities
(196)-(198) represents gDM,min, as defined previously. Our sensitivity has been derived for
the log-uniform search of eq. (188). It is useful to ask how these formulae are modified for
priors that are not log-uniform and for more general time allocations. For an arbitrary slowly
varying scan-density function satisfying (185), as is required for a more general optimization,
we would replace τopt(νr) = Ttot/ ln(νh/νl) with τ(ν
0
DM). This yields the minimum coupling
for a generic scan density function, and can be used for an optimization in (170). As
we have discussed, it is possible that the internal quality factor, volume, and geometric
form factor cPU change during the scan. In this case, we describe sensitivity directly in
terms of axion-photon coupling constant and hidden photon mixing angle. Additionally, if
the quality factor, volume, geometric factor, and quality factor vary slowly as a function
of resonant frequency during the scan (which is likely), we may effectively make them a
function of dark matter frequency on the right-hand side of (196): Qint → Qint(ν0DM), VPU →
VPU(ν
0
DM), and cPU → cPU(ν0DM). For each search frequency ν0DM, these functions represent
the corresponding resonator parameters for all resonant frequencies that are within several
sensitivity bandwidths/dark matter cutoff bandwidths, i.e. all resonant frequencies that
are sufficiently close. In this manner, the formula in eq. (196), in combination with (54)
and (55), may be used for generic time allocation optimizations that relax aforementioned
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assumptions. We would plug the resulting expressions for minimum coupling into the value
function (190), or (191) and optimize with represent to time allocation τ(ν0DM). For example,
in the cavity limit of eq. (55), we obtain from (8) and (196),
gaγγ ≥
(
Qint(ν
0
DM)ν
0
DMτ(ν
0
DM)
4pi3ξopt(ν0DM)
2
(4ξopt(ν0DM)n(ν
0
DM) + (1 + ξ
opt(ν0DM))
2)3/2
(
ρDMVPU(ν
0
DM)
hν0DM
)2)−1/4
ν0DM√
~c0cPU(ν0DM)c2B0
(∫ ν0DM+∆νcDM
ν0DM
dν
ν0DM
(
ν0DM
ρDM
dρDM
dν
(ν, ν0DM)
)2)−1/4
, (199)
with the right-hand side giving gaγγ,min[ν
0
DM, τ(ν
0
DM)].
The ξ-dependent fraction in (196) represents the optimization of the matching network in
the presence of thermal noise, given quantum-limited amplifier performance. One important
feature of this sensitivity expression is the dependence on internal quality factor. The
sensitivity to dark matter grows as Q
−1/4
int , independent of whether the overall Q satisfies
Q < QDM or Q > QDM.
8 This parametric dependence differs from previous sensitivity
estimates given in [11] and [16]. We now explain this difference. It is useful to reference
the results in Section IV and equation (41), rexpressed here in terms of the system noise
temperature TS [17]:
SNR ≈ Psig
kTS∆ν
√
∆ν · t. (200)
As there are two system bandwidths here–namely, the resonator bandwidth and the dark-
matter-signal bandwidth–one must carefully choose the value of ∆ν. The proper choice is
provided by our insights in Section IV C 1. We should use the bandwidth of the optimally
filtered signal, which is obtained from the integrand of (82) with f = f opt. For dark matter
at rest mass frequency ν0DM and the resonator centered at ν
i
r, the bandwidth is approximately
the minimum of the dark-matter bandwidth and sensitivity bandwidth
∆νoptDM(ν
0
DM, ν
i
r) ≈ min(ν0DM/QDM, ν0DM/Qs). (201)
We have switched to the variable QDM, rather than the specific value of 10
6 in the above
expression in order to show that the effects discussed below are actually independent of what
value we set for the dark-matter bandwidth.
8 Due to the optimization of matching, which fixes ξi to its optimal value, Qiint, Q
i, and Qs are all proportional
to each other. Thus, a scaling of sensitivity as Q
−1/4
int implies a scaling as Q
−1/4 and Q−1/4s . See equations
(131) and (137) for scattering-mode amplifiers, as well as the treatments of flux-to-voltage amplifiers in
Appendices E and F 3.
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The seminal work of references [10] and [11] presents a sensitivity scaling for resonant
axion searches which scales as Q−1/4 for Q ≤ QDM and is independent of Q for Q ≥ QDM.
In other words, there is no gain in sensitivity when the resonator bandwidth is smaller than
the dark-matter-signal bandwidth. However, our calculation of sensitivity scales as Q−1/4
in both regimes. We benefit from using a resonator whose bandwidth is smaller than that of
the dark-matter signal.
To understand this sensitivity result, we first observe that the most appropriate delin-
eation of regimes is not one which compares the resonator bandwidth and the dark-matter-
signal bandwidth. Rather, it is the one which compares the sensitivity bandwidth and the
dark-matter-signal bandwidth. For the scattering-mode amplifiers discussed in sections IV
and V, this distinction may seem superfluous because Q and Qs differ by a factor of order
unity. (See eqs. (131) and (137) with ξi = ξopt(νir), determined in (143).) However, for the
quantum-limited flux-to-voltage amplifiers discussed in Appendix E, the low damping from
the amplifier input results in the overall Q and internal Q being approximately the same; as
a result, at low frequencies where n(νr) 1, Q is much larger than Qs. In such a situation,
it is clear that, with a Q 106 resonator centered at νr = ν0DM, we have maximal sensitivity,
without degradation from imprecision noise, to the entire dark-matter signal simultaneously
as long as Qs ≤ QDM. We thus consider two cases: (i) the resonator is sensitive to the whole
dark-matter signal, Qs ≤ QDM and (ii) the resonator is only sensitive to part of the dark-
matter signal, Qs ≥ QDM. We determine the scaling with Qs in both cases using equation
(200). It isimportant to recall that Qs is proportional to the cavity quality factor Q. We fix
the system noise temperature and assume that the scan step size is
∆νr/νr = 1/(NQs), (202)
where N  1 is a constant. We use the scan density function (188). The amplifier used in
the setup need not be quantum-limited; we simply require a concrete scan pattern to assist
in the explanation.
1. Case (i): Qs ≤ QDM
Consider a tunable resonator of sensitivity quality factor less than the dark-matter
quality factor. Suppose we use the resonator to scan over the dark-matter band ν0DM ≤
ν ≤ ν0DM + ν0DM/QDM. We consider the signal power at a single scan step. The dark-
matter energy that can drive the circuit at maximum sensitivity (without degradation
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from amplifier noise) is independent of Qs because the entire dark-matter signal fits
within the sensitivity bandwidth. The ratio of the resonator energy Er to the drive
energy varies as Q2, and the power into the readout varies as Er/Q, so the signal
power varies as Qs.
We next consider the noise power in the receiver, denoted by Pn. The bandwidth of
the optimally filtered signal is the dark-matter bandwidth and the noise temperature
is fixed, so the total noise power is independent of Qs.
Consider the number of independent samples of the noise power obtained from the
data at the single scan step. This is indicated by the factor
√
∆ν · t in (200) and is
representative of averaging fluctuations in the noise power to increase measurement
SNR. ∆ν, as we have discussed, is independent of Qs. The amount of integration time
at this step is proportional to 1/Qs, so that the number of samples is proportional to
Q
−1/2
s .
If we were to step at one part in Qs, then we would be sensitive to the dark-matter
signal over ∼1 step. If we step at one part in NQs, then we are sensitive to the
dark-matter signal over N steps, independent of Qs.
Putting these contributions all together, with separate scan step SNRs adding in
quadrature, we find that the total SNR is proportional to Qs ×Q−1/2s = Q1/2s . There-
fore, the minimum coupling to which one is sensitive is proportional to Q
−1/4
s ∝
Q
−1/4
int ∝ Q−1/4.
Our comparison is similar to that of resistive absorbers and half-wave cavities in Sec-
tion II. The power received by the readout linearly with Q, while we take a Q−1/2
“penalty” for resonant scanning, resulting in an SNR that is proportional to Q1/2.
2. Case (ii): Qs ≥ QDM
Now, consider a tunable resonator of sensitivity quality factor larger than the dark-
matter quality factor. Suppose that it scans over the dark-matter signal band.
The energy of the dark matter driving the circuit at maximal sensitivity now decreases
as 1/Qs because only part of the signal sits within the sensitivity bandwidth. Pro-
ceeding then as in Case (i), the signal power from a measurement at a single scan step
is independent of Qs. This is consistent with estimates in [11] and [17].
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The appropriate optimal-filter bandwidth for evaluating the noise power of the single-
scan-step measurement is the sensitivity bandwidth. Therefore, the noise power de-
creases as 1/Qs.
The number of independent samples of noise power at the scan step also decreases as
1/Qs because the bandwidth decreases as 1/Qs and the integration time decreases as
1/Qs. Combining the three contributions, we find that the SNR at a single scan step
is proportional to Qs × 1/Qs ∝ 1. That is, it is independent of the sensitivity Q. So
far, we are still consistent with previous works.
However, there is one contribution that we are yet to consider, which was not consid-
ered in previous works. The contribution is that from the scan. If we were to step at
1 part in Qs, we would be sensitive to dark matter over more than one scan step! We
would be sensitive over ∼ Qs/QDM scan steps. At a step size of 1 part in NQs, we
are sensitive over ∼ NQs/QDM steps. Adding SNR contributions in quadrature then
tells us that the total SNR at the dark-matter signal band varies as Q
1/2
s , giving a
sensitivity scaling of Q
−1/4
s ∝ Q−1/4int ∝ Q−1/4.
We have demonstrated that the sensitivity to dark matter increases with quality factor
even when the sensitivity quality factor exceeds the dark-matter quality factor. In particular,
an experiment benefits fundamentally from a quality factor above one million.
One caveat is that there must be a limit to this scaling due to power conservation. This is
precisely the concept discussed in Section II. There, we found that at extremely high cavity
quality factors, the apparatus backacts on the dark-matter source. These quality factors are
impractical, so we may ignore them for any realizable experiment.
Of course, there are practical aspects that must be taken into consideration. Obtaining
an internal Q larger than 106 is a difficult task, especially for axion searches in which the
large magnetic field makes the use of superconducting materials challenging. Depending
on the frequency and the Q, integrating for a resonator ring-up time (which is critical to
obtaining the enhanced sensitivity with increased Q) may be impractical. Also, because of
the possibility of dark-matter clumping, the dark-matter signal may disappear or may be
substantially reduced in the middle of the longer integration (see Appendix B). However,
this could also happen at quality factors lower than one million. We illustrate here that
there is no known, fundamental property of the dark-matter field that prevents one from
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obtaining higher sensitivity at quality factors above QDM for a resonant scanning search. The
coherence time of the dark matter and the intrinsic bandwidth of the dark-matter signal do
not fundamentally set an “optimal Q” for detection.
In the case of hidden-photon dark matter, in evaluating the limits for Q < QDM = 10
6,
the authors of reference [16] find that the sensitivity to gDM varies as Q
−1/2. Here we find
that it varies more weakly with quality factor–as Q−1/4. The authors use a bandwidth for
the noise power of ∆ν ∼ ν0DM/Q, rather than a smaller bandwidth of ∼ ν0DM/QDM. Using
the larger bandwidth is not appropriate. The bandwidth of the optimal filter is at most
the bandwidth of the dark-matter signal. Using more filter bandwidth than the optimal
results in greater noise power, while keeping the signal power the same. This implies that
reference [16] overestimates the uncertainty in noise power, σP = kTS∆ν/
√
∆ν · t, by a
factor of
√
QDM/Q. In turn, the authors underestimate the SNR by a factor of
√
QDM/Q.
As the SNR is proportional to g2DM, this resolves the discrepancy in Q-dependence between
the previous estimate for hidden photon sensitivity and the one contained here. Observe
that the use of the incorrect bandwidth does not affect the sensitivity limits claimed in [16],
as the authors take Q = QDM.
In summary, for a scanning search to probe a wide range of dark-matter masses, it
is beneficial to obtain as high a quality factor as possible, as long as the dwell time at
each resonance frequency is longer than the dark-matter coherence time at the resonance
frequency, as well as the resonator ring-up time. The minimum coupling to which the
resonator is sensitive scales with quality factor as Q−1/4.
One may note that we could use Bode-Fano optimal circuits, as described in Section
V A 2, instead of resonators for the best search. However, these are narrowband and would
also need to be scanned. The optimal scan-density function (188) would still represent the
best time allocation, except instead of resonant frequencies, the argument would represent
the center frequency of the top-hat. The total squared SNR at the dark-matter search fre-
quency would be ∼ 1/3 better than that for a resonator. The limit on dark-matter coupling
would only be several percent better. The quantum-limited scan with a resonator is nearly
optimal relative to all single-moded detectors.
a. Implications for Scan Rate In A Low-Frequency Tunable Resonator Search
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Some previous work, such as ref. [16], computed the sensitivity of a tunable resonator
search only considering the information within the resonator bandwidth. As we have shown,
at low frequencies hν0DM  kT , such a consideration is not appropriate and does not reflect
an optimal scan strategy. Sensitivity, undegraded by amplifier noise, is available far outside
of the resonator bandwidth. As the final part of this section, we consider the enhancement
in scan rate available at low frequencies from exploiting the entire sensitivity bandwidth.
In terms of sensitivity bandwidth, for a resonator at frequency νr, we are able to scan
∼ n(νr) (uncoupled) resonator bandwidths simultaneously. As we move across the range,
we scan every dark-matter search frequency with multiple resonators, each giving an inde-
pendent measurement of the dark-matter signal. The total SNR at each frequency then
increases, relative to the resonator-bandwidth-only search, by ∼ √n(ν0DM). The limit on
dark-matter-to-photon couplings, quantified by the minimum ε or gaγγ to which an exper-
iment is sensitive, is deeper by a factor of ∼ n(ν0DM)1/4. For a ∼1 kHz resonator at ∼10
mK read out with a quantum-limited amplifier, this corresponds to a limit that is better by
approximately 1.25 orders of magnitude.
Alternatively, we may consider the scan time required to reach a particular limit on cou-
pling. The scan rate is linearly proportional to the sensitivity bandwidth, so the integration
is faster by a factor of ∼ n(ν0DM). For the ∼1 kHz resonator above, the scan rate is en-
hanced by five orders of magnitude. Additionally, the scan rate should be further enhanced
in practice because of the fewer scan steps required (see Section V A 4) when exploiting the
optimized sensitivity bandwidth. Fewer tuning steps means a reduction in total settling
time and an increased duty cycle.
The optimal scan strategy allows a reduction in integration times by a few orders of
magnitude at frequencies hν0DM  kT . The insights into the optimal scan strategy provided
in this paper should thus have a substantial impact on the sensitivity of low-frequency axion
and hidden-photon dark matter searches, such as DM Radio.
VII. CONCLUSIONS
In this work, we considered the electromagnetic detection of axion and hidden-photon
dark matter from a fundamental perspective, setting a standard quantum limit on the sensi-
tivity of a measurement with a single-moded detector. We began with a generic description
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of coupling to the electromagnetic fields induced by dark matter to the three parts of a
receiver: the signal source, the matching network, and the readout.
We first showed that a resonant circuit possesses superior sensitivity to a broadband re-
sistive sheet in the search for axion or hidden-photon dark matter. We discussed why the
dark-matter drive can be treated as stiff. Using a representation of the dark-matter source
as an effective, stiff current density, we compared capacitively coupled and inductively cou-
pled detectors. We demonstrated that, in the quasi-static, sub-wavelength limit, inductive
coupling is superior. In the limit that the detector size approaches a Compton wavelength,
the two are comparable, and detectors using a cavity mode can be modeled as an equivalent
LC circuit, with coupling to the dark matter handled as an effective inductive coupling. We
thus consider inductively coupled detectors without loss of generality.
We then optimized the matching network and the readout. We found that when thermal
noise dominates amplifier noise, high-SNR information is available away from the resonator
bandwidth. This motivated the notion of integrated sensitivity for a search (resonant or
otherwise) over wide bandwidth for axion and hidden photon dark matter.
We then introduced the search optimization. We assumed quantum-limited amplifiers to
maximize integrated sensitivity. We created a comprehensive framework for consideration
of prior probabilities on the dark matter signal in the search optimization. This frame-
work takes into account previous astrophysical and direct detection constraints, as well as
theoretically well-motivated parameter space.
In the first part of this priors-based optimization, we optimized the matching network.
This optimization applies not only for resonators, but for any reactively coupled circuit. We
introduced a search with log-uniform priors, and showed that it leads to a maximization of
the integrated, inverse-squared noise-equivalent number. In the scattering mode, the Bode-
Fano criterion constrains the match between a complex LR source and a real amplifier input
impedance. We used the Bode-Fano criterion to set a bound on the log-uniform search value
function for single-moded reactive detectors. We then optimized a single-pole resonator
using the same value function, maximizing with respect to coupling coefficient/matching
parameter. We found that, while a single-pole resonator does not satisfy the bound with
equality (equality being satisfied by a multi-pole resonator), it is within 75% of the bound.
In combination with the insights regarding the optimal coupling element in Sections II and
III, we thus established that the resonator is the near-ideal single-moded detector for dark
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matter. We found that the optimized resonator at any given frequency is not noise-matched
to the amplifier and explained the result in terms of measurement backaction; a similar
result was found for flux-to-voltage amplifiers in the appendix.
In the second part of the priors-based optimization, we focused on resonators, since they
are both practical, and close to the Bode-Fano bound. We optimized the time allocation
in the scan. To do so, we realized that any practical scan is sufficiently dense as to be
“continuous.” We introduced the concept of a scan-density functional and showed that the
optimal scan for a log-uniform search spends equal time in each decade of frequency. We also
discussed scan strategy optimization under different sets of priors, including those optimized
for detection of the QCD axion, as well as aspects of a practical scan strategy.
We used our results to derive a limit on the performance of tunable resonant dark-matter
detectors. We showed that the sensitivity continues to increase even for quality factors above
one million, the characteristic quality factor associated with the virialized dark-matter-signal
bandwidth. The result was interpreted in terms of the scan strategy and sensitivity to dark
matter at a single rest mass frequency over multiple scan steps. Finally, we showed that use
of the optimized scan strategy can reduce required scan times by a few orders of magnitude,
for a fixed limit on dark-matter-to-photon coupling.
This paper determines the Standard Quantum Limit for single-moded electromagnetic
scans for dark-matter axions and hidden photons with passive impedance matching circuits.
Establishing this limit highlights the importance of developing techniques to measure better
than this limit. First, without evading the standard quantum limit, we may build nonlinear
or active detection schemes, as opposed to the linear, passive detectors analyzed in this
work. Such devices naturally come with additional calibration challenges. We may build
multi-moded or multi-port receivers, as described in Section V A 5. Doing so requires fine
control of parasitics and fabrication processing. These schemes will be explored in future
work. We pay particular attention to the application of broadband matching criteria (similar
to the Bode-Fano criterion) to constrain the performance of active and multi-port receivers.
Another option is to evade the standard quantum limit for phase-insensitive amplification,
(Section IV) by non-classical techniques. These techniques include squeezing and entangle-
ment approaches, backaction-evading measurements, and photon counting. Over the last
decade, owing to rapid progress in the quantum metrology community, such techniques have
been realized and may be used in practical high-precision measurements. Experimental
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work in this direction has already begun [23, 57]. The results of this paper provide strong
motivation for the broad use of quantum measurement techniques in the search for axion
and hidden-photon dark matter. Analysis and implementation of these techniques, in the
context of this generalized optimization framework, is a promising and exciting direction for
future work.
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Appendix A: The Electromagnetic Properties of the Axion and Hidden-Photon
Dark-Matter Signal
In this appendix, we discuss the electromagnetic properties of axion and hidden-photon
dark matter that need to be understood in order to optimize a search. As discussed in
[10, 16, 19], the local dark-matter energy density of ∼0.3 GeV/cm3 implies a high number
density of greater than ∼ 1012 per cubic centimeter for dark matter mass below 1 meV. Thus,
in this low mass range, axion and hidden-photon dark-matter may be treated as a classical
field. This stands in contrast to heavier dark-matter candidates, such as WIMPs, which
are better described, for purposes of experimental searches, as particles. The distinction is
critical to understanding the fundamental theme behind light-field dark-matter detection.
Rather than searching for particle scattering off of a fixed target, we look for the collective
excitations that the axion/hidden-photon field may induce in a detector.
In the first part of this section, we discuss the spatial and temporal coherence properties
of the axion and hidden-photon dark-matter fields. We cover a parametric calculation of the
expected signal size in a detection circuit, assuming these fields make up all (or nearly all)
of the dark matter, in the second part.
1. Coherence Properties of the Dark-Matter Field
As with any other classical field, the dark-matter field possesses temporal and spatial
coherence. The coherence properties are intimately related to the nonzero dark-matter
velocity. They imprint themselves on the electromagnetic observables, and in particular, on
detector signals. This is evident later when we calculate the signal size. To understand the
coherence properties, we Fourier transform the free axion and hidden-photon fields:
a(~x, t) =
∫
d3~k a(~k, ν0DM)exp(2piiν(k)t− i~k · ~x) (A1)
A′m,µ(~x, t) =
∫
d3~k A′m,µ(~k, ν
0
DM)exp(2piiν(k)t− i~k · ~x) (A2)
(Again, as with the voltage signal in eq. 50, the dark-matter signal is actually given by the
real part of the right-hand side, but this is inconsequential to our analysis.) ν(k) is given
by the dispersion relation
(2piν(k))2 = (2piν0DM)
2 + (~kc)2, (A3)
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where ~k is the wavevector of the dark-matter component and may be related to its velocity
~v by ~k = mDM~v/~. k = |~k| is the wavenumber. In the nonrelativistic limit, the dispersion
relation can be rewritten as
hν(k) = hν0DM +
1
2
mDM~v
2. (A4)
We have thus represented the dark-matter fields as a continuous distribution of independent
oscillators in momentum/frequency space.
Expansions (A1) and (A2) do not account for slow variations in the Fourier amplitudes
that may occur due to interactions, e.g. electromagnetic or gravitational. We discuss such
variations in the context of detection in Appendix B. The lower bound on this expansion is
zero velocity (and wavenumber), corresponding to frequency ν0DM. The upper bound is not
explicitly stated here, but is determined by the highest dark-matter velocities. Virialization
endows dark matter with a ∼ 10−3c speed in the galactic rest frame, and the speed of the
Earth (and therefore, the detector) in this rest frame is also ∼ 10−3c. This characteristic
velocity determines the width of the integration in k-space to be ∆k ∼ 10−3mDMc/~. The
width in frequency space is ∆νDM ∼ 10−6ν0DM. We now rewrite these expansions as
a(~x, t) = exp(2piiν0DMt)
∫
d3~k a(~k, ν0DM)exp(2pii(ν(k)− ν0DM)t− i~k · ~x) (A5)
A′m,µ(~x, t) = exp(2piiν
0
DMt)
∫
d3~k A′µ(~k, ν
0
DM)exp(2pii(ν(k)− ν0DM)t− i~k · ~x) (A6)
The integral expression now contains both slow time-varying components and slow spatial
components. The characteristic length scale for the spatial variation is
λcoh ∼ 2pi
∆k
∼ 103 h
mDMc2
≈ 1240 km 1 neV
mDMc2
, (A7)
which describes the coherence length of the dark-matter field. Over this length scale, the
axion and hidden-photon fields can be treated as spatially uniform. That is, the field has
approximately the same amplitude and phase everywhere within the coherence length at all
times. For the hidden photon, the field also has the same direction.
Suppose we are sitting at a fixed position ~x0 and observing the field over a time interval
[t0, t0 +δt]. Eqs. (A5) and (A6) indicate that the dark-matter field is effectively an oscillator
at frequency ν0DM with time-dependent complex phasor represented by the integral expres-
sion. The time-dependence is a result of nonzero velocity and the consequent spectral spread
of the dark-matter frequency components. On timescales (ν0DM)
−1  δt  (∆νDM)−1, the
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integral can be treated as a constant, so that the dark-matter field behaves as a phase-
coherent, monochromatic wave at any frequency ν, ν0DM ≤ ν ≤ ν0DM + ∆νDM. On timescales
δt & (∆νDM)−1, the complex phasor has changed amplitude and phase, relative to its value
at t0. The waveform has decohered, and the various frequency components become distin-
guishable. The coherence time of the field is therefore
tcoh ∼ 1
∆νDM
∼ 10
6
mDMc2/h
≈ 4 sec 1 neV
mDMc2
. (A8)
The temporal and spatial coherence properties of light-field dark-matter provide key dis-
crimination mechanisms for determining whether a detection of dark matter has been made.
One of the major technical challenges in any coherent detection experiment is mitigation
of electromagnetic interference. It is inevitable, regardless of the quality of the shielding
and grounding, that spurious pickup from the environment occurs, given sufficiently long
integration times. If a signal is detected, we may autocorrelate the timestream to determine
whether the signal possesses the appropriate coherence time needed to be dark matter. Fur-
thermore, if a signal is detected, a second experiment will be built to validate the signal as
dark matter or reject it as a false signal. If that second experiment is located well within the
coherence length (A7) corresponding to the signal frequency, then the output timestreams
should be highly correlated, with the signals carrying the same amplitude and phase in the
two experiments (and in the case of the hidden photon, implying the same direction).
2. Signal Size
To calculate the signal size, we rely on the representation of the axion and hidden photon
as effective electromagnetic current densities. As shown in [10, 11, 16, 41], these are
~Jeffa (~x, t) = −
κa
µ0c
(
~Bb(~x, t)∂ta(~x, t)− ~Eb(~x, t)× ~∇a(~x, t)
)
, (A9)
where ~Eb, ~Bb are the background electric and magnetic fields required for axion-to-photon
conversion and
~JeffHP (~x, t) = −ε0
(
mDMc
2
~
)2
~A′i(~x, t), (A10)
where ~A′i(~x, t) is the interaction-basis hidden-photon three-vector potential (omitting the
scalar component). The distinction between mass basis and interaction basis is denoted in
the subscripts for the potential (“m” vs. “i”). Dark-matter fields also produce an effective
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charge density, but the effects of the charge density are suppressed by the virial velocity
v/c ∼ 10−3. Even if one were to parasitically couple to the charge density, the excitation of
the circuit would be negligible, compared to the excitation from the current.
For the axion effective current, for background fields of equal energy density, a background
electric field gives rise to an effective current density (and thus, an oscillating electromagnetic
field) that is smaller than that from a background magnetic field by a factor of v/c ∼ 10−3.
We may thus consider only background magnetic fields. In practice, DC magnetic fields
produced in the lab can be orders of magnitude larger than their AC counterparts. We thus
assume a background field of the form:
~Eb = 0, ~Bb = B0Bˆ0, (A11)
where we have assumed the DC magnetic field to be uniform for simplicity. In Section II,
the magnetic field points in the z-direction, i.e. Bˆ0 = zˆ. For the calculation that follows, we
permit the uniform field to be finite in extent. The axion-induced effective, electromagnetic
current density is then
~Jeffa (~x, t) = −
κa
µ0c
B0∂ta(~x, t)Bˆ0, (A12)
where the equality holds for the region in which the field is applied. Outside of this region,
there is no axion current density. We have assumed a uniform DC field, but we find that
our parametric scaling for signal size also applies to non-uniform fields. In this case, we
interpret B0 as the characteristic size of the background field.
For the hidden-photon current density, we may replace the interaction-basis hidden-
photon vector potential with the mass-basis vector potential. The error is negligible in
the stiff-field limit. See [16, 36] for more information on the basis transformation. The
hidden-photon effective current density is then
~JeffHP (~x, t) = −ε0
(
mDMc
2
~
)2
~A′m(~x, t). (A13)
We derive the signal size (in particular, equation (53) for the energy in the dark matter
drive) from the dark-matter-induced magnetic field. The magnetic field is coupled into an
inductor and creates a voltage in the detection circuit. This mode of detection, in contrast
with electric field coupling, is motivated in Section III. Detailed calculations for particular
experimental setups can be found in Refs. [11, 16]. Here, we give a simple parametric
argument to help guide the reader. Our scaling agrees with that in the aforementioned
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references. We assume that the size of the experimental setup is much smaller than the
coherence length (A7) in all dimensions, so that we may take the dark-matter fields to
be spatially uniform. The assumption is usually appropriate for dark-matter rest-mass
frequencies below 300 GHz, where the coherence length is ∼1 meter. For higher frequencies,
one may need to consider corrections due to spatial variation of the field. We then drop
the position dependence from the dark-matter fields (A1) and (A2) and write the Fourier
transforms of the a(x, t) and ~A′m(x, t) fields as
a(x, t)→ a(t) =
∫ ν0DM+∆νcDM(ν0DM)
ν0DM
dν a(ν, ν0DM)exp(+2piiνt) (A14)
~A′m(x, t)→ ~A′m(t) =
∫ ν0DM+∆νcDM(ν0DM)
ν0DM
dν ~A′m(ν, ν
0
DM)exp(+2piiνt) (A15)
where we are using the cutoff bandwidth defined in equation (39).
As in eq. (51), we use delta-function normalizations for our Fourier transforms so that the
units for a(ν, ν0DM) are V/Hz and the units for
~A′i(ν, ν
0
DM) are V · s/(m ·Hz). Following [56],
the Fourier amplitudes from (A18) and (A19) are related to the dark-matter energy-density
distribution over frequency dρDM/dν by
9
0
2
(mDMc
~
)2
a(ν, ν0DM)a
∗(ν ′, ν0DM) ≈
dρDM
dν
(ν, ν0DM)δ(ν − ν ′) (A16)
1
2µ0
(mDMc
~
)2
~A′m(ν, ν
0
DM) · ( ~A′m(ν ′, ν0DM))∗ ≈
dρDM
dν
(ν, ν0DM)δ(ν − ν ′) (A17)
Implicit in these relationships is the approximation that the axion and hidden-photon fields
are stiff electromagnetic sources: the dark-matter density is essentially unchanged by the
interaction with a detector.
The Fourier components of the current are related to the axion and hidden-photon Fourier
components by
~Ja(ν, ν
0
DM) = −i(2piν)
κa
µ0c
B0a(ν, ν
0
DM)Bˆ0 ≈ −i
mDMc
~
κaB0
µ0
a(ν, ν0DM)Bˆ0 (A18)
~JHP (ν, ν
0
DM) = −ε
1
µ0
(mDMc
~
)2
~A′m(ν, ν
0
DM) (A19)
We first consider the energy coupled for detectors in vacuum and then discuss how the de-
rived expressions may be modified for linear media, such as dielectrics and high-permeability
materials (e.g. µ-metals).
9See Sec. IV A for information on Fourier transform conventions and normalizations.
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At frequencies where the Compton wavelength of the dark-matter signal, λ0DM =
h
mDMc
,
is much larger than the size of experimental apparatus that can be constructed, a lumped-
element inductor, such as that in the SQUID setup of (3), is used. In this situation, the
electromagnetic fields produced by the dark-matter current density can be treated as quasi-
static. The magnetic field strength can be estimated using Biot-Savart:
B(ν, ν0DM) ∼ µ0J(ν, ν0DM)V 1/3PU , (A20)
where VPU is the volume of the coupling inductor. V
1/3
PU is the characteristic size of the
detector. J(ν, ν0DM) is the magnitude of the current density Fourier component at frequency
ν assuming a dark-matter rest-mass frequency of ν0DM. The size of the electric field is
suppressed by ∼ V 1/3PU /λ0DM. For the axion, if the spatial extent of the DC magnetic field is
much smaller or much larger than the size of the detector, then we may need to replace V
1/3
PU
by the characteristic length scale of the magnetic field. However, the two spatial scales are
comparable in practice, so the parametrization in eq. (A20) is appropriate. 10
When the Compton wavelength of the dark-matter signal is comparable to the size of the
experimental apparatus that may be built, a cavity mode is typically used to couple to the
dark-matter signal. In this case, the dark-matter drive fields can no longer be treated as
quasi-static. The electric and magnetic field strengths are
B(ν, ν0DM) ∼ µ0J(ν, ν0DM)λ0DM (A21)
E(ν, ν0DM) ∼ µ0J(ν, ν0DM)λ0DMc (A22)
Essentially, the wavelength has replaced the pickup volume factor V
1/3
PU . This substitution is
appropriate because in a typical cavity, the linear dimension is comparable to the wavelength.
For magnetic coupling, we speak not of coupling to a lumped inductor, but rather the
equivalent inductance of the mode. This is denoted as LPU, as shown in Figs. 3, 5. Because
the energy in the electric and magnetic fields is comparable, and both couple to the cavity
mode, we treat this full coupling as an equivalent coupling to just the inductance.
The energy of the detector excitation is described by the spectral density
E(ν, ν0DM)δ(ν − ν ′) = c2PU
1
2µ0
B(ν, ν0DM)B
∗(ν ′, ν0DM)VPU (A23)
10Such a distinction regarding spatial extents may be relevant when the DC field is spatially separated from
the pickup inductor. For any experiment, there is a fixed total volume. If, within this volume, the magnetic
field extent is much smaller than the pickup size, then we sacrifice induced AC magnetic field strength. If
the field extent is much larger, then the pickup volume is necessarily small and we sacrifice coupled energy.
A straightforward optimization of this tradeoff yields that the two length scales should be comparable.
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c2PU is a geometrical factor relating to the aspect ratio of the inductor and the alignment
of the inductor (e.g. as determined by the central axis of a lumped solenoid or the mode
pattern of an antenna or cavity) with the drive fields.
Combining (A16), (A17), (A18), (A19), (A20), (A21), and (A23) now yields (53). The
result is reproduced here for convenience:
EDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
= g2DMVPU
dρDM
dν
(ν, ν0DM) , (A24)
The value of gDM = gDM(ν
0
DM) is
gDM =
κacB0cPUV
1/3
PU , axions
εcPUV
1/3
PU /λ
0
DM, hidden photons
(A25)
at frequencies for which the Compton wavelength is much larger than the characteristic size
of the detector. When the wavelength is comparable to the size of the detector,
gDM =
κacB0cPUλ
0
DM, axions
εcPU, hidden photons
(A26)
where we absorb purely numerical factors into cPU.
These expressions for gDM have been derived assuming that the detector sits in vacuum. It
is also possible to use detectors that are loaded with dielectrics or high-permeability metals,
such as in [37]. Suppose that the relative permittivity and permeability of the material are
r and µr, respectively. We now distinguish the quasi-static, lumped-element limit from the
cavity limit by comparison of the detector size and the wavelength scale λ0DM/
√
µrr inside
the medium. Using Biot-Savart, we obtain (A20) with the substitution
µ0 → µ0µr (A27)
In (A21), it is sufficient to make the modification
µ0 → µ0µr, λ0DM → λ0DM/
√
µrr (A28)
and in (A22), the modifications
µ0 → µ0µr, λ0DM → λ0DM/
√
µrr, c→ c/√µrr (A29)
The energy of the detector excitation, (A23), is also modified: µ0 → µ0µr. We again
find that in the lumped-element limit, the magnetic field is the dominant observable, while
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for wavelength-scale (cavity-limit) detectors, the electric field energy and magnetic field
energy are comparable, and may be treated as an equivalent inductive or capacitive coupling.
Combining all substitutions, we obtain (A25) with the substitution
cPU → cPU√µr (A30)
and (A26) with the substitution
cPU → cPU 1√
r
(A31)
As shown in eq. (A30), for detectors much smaller than the wavelength, the signal size
is naturally enhanced by the use of high-permeability materials because the magnetic field
strength is larger. However, as discussed in the main text, high-permeability materials are
challenging to use in an electromagnetic detector. In the cavity limit, the effect of higher-
permeability is cancelled by the smaller wavelength. The result is the substituted scaling
shown in (A31), which is consistent with the signal power calculated in ref. [11]. Note that
the coupled energy decreases as the permittivity increases even though one may couple to the
signal inductively rather than capacitively. The effect is a result of characteristic detector
size decreasing with increasing permittivity. When coupling to the electric field signal, one
may also interpret the reduction in energy as a result of screening due to polarization in the
dielectric. In the main text, we absorb the permeability and permittivity factors into cPU.
Appendix B: Amplitude, Direction, and Distribution Variation in the Dark-Matter
Field
1. Amplitude Variation
The local dark matter is likely to have some substructure. This substructure can affect
the optimal scan strategy for a resonant experiment, as we discuss in this appendix.
Substructure can be created just through the gravitational interactions of dark matter
as is seen in N-body simulations. This applies to any dark-matter particle so long as its
de Broglie wavelength, h(mv)−1, is small (much less than the length scale on which we
are interested in substructure). Over much of the frequency range of interest to axion and
hidden-photon detectors the de Broglie wavelength is indeed small and substructure can be
relevant to direct detection experiments.
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Additionally, more dramatic substructure may have been created by the original dark-
matter production mechanism. For example, the most natural production mechanism for
light vector dark matter is quantum fluctuations of the vector field during inflation [15].
This mechanism naturally produces a power spectrum with a peak at intermediate length
scales (which depends on the Hubble scale of inflation and the mass of the vector). Such a
vector has substructure on a range of scales which turn out to be relevant for direct detection
experiments. These clumps can be many orders of magnitude more dense than the average
local dark-matter density. Since the Hubble scale of inflation is currently unknown, even
given this production mechanism we cannot know the length scale for these clumps. Thus
in this section we consider the optimal scan strategy if the substructure length scale is
unknown. Of course if we did know the clump size, we would use the optimal strategy for
that size.
To see that dark-matter substructure can affect the optimal scan strategy, consider the
case that an order one fraction of dark matter is in clumps of significant overdensity compared
to the average. Consider the example that the earth (or the direct detection experiment)
passes through a clump every 105 s and spends 10 s inside each clump. Then the optimal
strategy would be to scan the entire frequency range every 10 s and continually repeat this
scan to use up the entire experimental integration time. If we are inside a clump, we desire
to scan all frequencies while we are inside that clump in order to maximize the chance of
hitting the dark-matter frequency while we are in the region of overdensity. A caveat to
this scan strategy is that it is (likely) still optimal to spend time at each frequency equal
to the dark-matter coherence time (or the resonator ring-up time, if that is longer), and
the maximum practical scan speed is likely to be limited by constraints on the experimental
apparatus. Depending on the actual time spent inside a clump and the frequency range
being considered, it may not be possible to cover the entire range during that time and still
integrate to the coherence time at each frequency. In this case it would be optimal to cover
only part of the range.
Since we do not know the expected substructure length scale, the actual optimal scan
strategy is simply to scan as fast as possible over all frequencies while still spending a
coherence time at each frequency, and then continually repeat that scan. This optimal scan
strategy assumes that we do not lose any time while changing frequencies. In a practical
implementation, there is a settling time while changing from one frequency to another.
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The length of this settling time compared to the other time scales affects the optimal scan
strategy. Furthermore, it may be necessary to change coil sets every ∼ decade in frequency,
or have multiple copies of the experiment at different frequency ranges.
2. Direction Variation
For axion searches, the direction of the effective current density–and therefore, the di-
rection of resultant oscillating magnetic fields– is set by the direction of the applied DC
magnetic field. We may always align our resonant detector to couple optimally to the axion-
induced magnetic fields; for example, if the DC magnetic field direction is set so that any
axion-induced magnetic field lies in the zˆ direction, then we may build a resonant LC circuit
whose inductor couples to magnetic fields in the zˆ direction.
In contrast, for the hidden photon, which is a vector particle, the direction of the effective
current density cannot be defined by the experimentalist. It is unknown. During the course
of a scan, the direction of the hidden-photon field may change. It is natural that a single
resonant detector only has sensitivity to dark-matter current density fields that have a
component along the axis of the detector [16], and as such, it does not detect a signal along
either of the two orthogonal axes. It thus follows that an optimal search for the hidden
photon will involve a minimum of three identical resonant detectors, pointing in mutually
orthogonal directions. This ensures that, regardless of the direction of the hidden-photon
field, the coherent addition of signals from the three resonators will couple to the same
energy as a single detector that happened to be perfectly aligned with the hidden-photon
field. Of course, a robust limit can be set with a single detector scanned at multiple times,
with proper consideration of the statistics.
For practical purposes, one may benefit from having two sets of three mutually orthogonal
detectors, with the sets spaced by less than a coherence length and misaligned in space. For
example, if one set of three is aligned to sense hidden-photon currents in the xˆ, yˆ, and zˆ
directions, then the other set of three could be aligned in the xˆ + yˆ + zˆ, xˆ − 2yˆ + zˆ, and
xˆ− zˆ directions. If a signal is detected in both sets of three detectors at the same frequency,
then one may determine the hidden-photon direction that would be required to explain the
signal in each set. Because the sets are spaced by less than a coherence length, the direction
inferred from each set must be the same. This provides a strong discrimination technique
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for any potential signal.
3. Distribution Variation
It is expected that the distribution of dark matter with frequency/velocity varies during
the search. In fact, owing to the Earth’s orbit around the Sun and the Sun’s motion in the
galactic rest frame, we expect some form of annual modulation in the dark-matter signal.
In this section, we describe this annual modulation and how it may be used as another
discrimination mechanism for candidate signals.
Annual modulation was first described in the context of WIMP direct detection [51, 60].
In the galactic rest frame, the Sun is moving at a speed of vS ≈ 220 km/s. In the rest frame
of the Sun, this produces a “wind” of dark matter. When the Earth is orbiting against
the wind, the flux of dark matter through the detector is highest, leading to an enhanced
event rate. When the Earth is orbiting in the same direction as the wind, the flux of dark
matter is lowest, leading to a reduced event rate. Thus, there is an annual modulation in
the detection event rate.
Because ultralight dark matter is better described as a field, rather than a particle, it is
not necessarily appropriate to discuss event rate. Rather, there is annual modulation in the
bandwidth of the signal. We may write the orbital speed of the Earth in the rest frame of
the dark-matter population (where the average velocity is zero) as [51, 61]
vd(t) = vS + vO cos γ cos(ωO(t− t0)), (B1)
where ωO = 2pi/ year is the orbital frequency, vO ≈ 29.8 km/s is the orbital speed of the
Earth around the Sun, and cos γ ∼ 0.51 is a numerical factor arising from the relative
orientations of the orbital plane and the velocity of the Sun. t0 represents the time when the
velocity vd(t) is maximal (Earth’s orbital velocity aligns maximally with the Sun’s motion)
and is the time at which the flux of dark matter would be largest.
In the dark-matter rest frame, the maximum speed of the dark-matter is set approxi-
mately by galactic escape velocity. In the Milky Way, this escape velocity is vesc = 544
km/sec. Then, in the rest frame of the detector, the maximum speed is ∼ vesc + vd(t). From
equation (A4), this corresponds to a dark-matter-signal bandwidth of
∆νDM
ν0DM
∼ 1
2
(vesc + vd(t))
2
c2
. (B2)
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We thus expect a ∼ 7.6% peak-to-peak variation in signal bandwidth. At time t = t0, the
bandwidth of the distribution is largest, owing to the largest detector velocity in the galactic
frame and the consequent largest maximum speed ∼ vesc + vd(t0) for dark-matter particles
in the detector frame. The width is smallest 1/2 year later, owing to the smallest maximum
speed.
If we detect a signal in a receiver, we may monitor it over the course of one year. If the
signal does indeed represent dark matter, we should observe an approximately sinusoidal
variation in bandwidth.
Appendix C: The Standard Halo Model
As discussed in [52, 56], the standard halo model (SHM) describes the velocity distribution
of virialized dark matter. Under this model, it is assumed that the dark matter follows a
isothermal, isotropic phase-space distribution, yielding, in the galactic rest frame (in which
the dark matter average velocity is zero), a Maxwellian velocity distribution cut off at the
galactic escape velocity vesc:
Q(~v) =
K
σ3v
exp
(
− ~v
2
2σ2v
)
(C1)
for |~v| ≤ vesc and Q(~v) = 0 for |~v| > vesc. For the Milky Way, the velocity dispersion is
σv =
√
3/2vc, vc = 220 km/s being the circular speed. K is a normalization constant defined
such that ∫
Q(~v)d3~v = 1. (C2)
Let ~vd be the velocity of the detector in the galactic rest frame. We calculate the mass
density distribution dρDM
dν
, which determines the signal power density. (See equations (53)
and (83).) The dark-matter distribution over relative velocity is
Q¯(~vr) =
K
σ3v
exp
(
−(~vr + ~vd)
2
2σ2v
)
(C3)
for |~vr+~vd| ≤ vesc and Q¯(~vr) = 0 for |~vr+~vd| > vesc. Letting θ be the polar angle between the
relative velocity and the detector velocity, and integrating over azimuthal and polar angles
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yields the distribution q(vr) over speed vr = |~vr|:
1 =
∫
Q¯(~vr)d
3~vr =2pi
K
vdσv
(∫ vesc−vd
0
dvr vr
(
exp
(
−(vr − vd)
2
2σ2v
)
− exp
(
−(vr + vd)
2
2σ2v
))
+
∫ vesc+vd
vesc−vd
dvr vr
(
exp
(
−(vr − vd)
2
2σ2v
)
− exp
(
−v
2
esc
2σ2v
)))
(C4)
so
q(vr) =
2piK
vdσv
×

vr
(
exp
(
− (vr−vd)2
2σ2v
)
− exp
(
− (vr+vd)2
2σ2v
))
vr < v−(vd)
vr
(
exp
(
− (vr−vd)2
2σ2v
)
− exp
(
−v2esc
2σ2v
))
v−(vd) ≤ vr ≤ v+(vd)
0 vr > v+(vd)
(C5)
where v±(vd) = vesc ± vd. From (A4),
vr = c
√
2(ν − ν0DM)
ν0DM
. (C6)
The mass distribution over frequency is therefore given by
dρDM
dν
(ν, ν0DM) = ρDMq(vr)
dvr
dν
= ρDMq
(
c
√
2(ν − ν0DM)
ν0DM
)
c√
2ν0DM(ν − ν0DM)
, (C7)
where ρDM is the local dark-matter density, measured to be ∼ 0.3 GeV/cm3.
Finally, we evaluate the integral∫ ν0DM+∆νcDM
ν0DM
dν
ν0DM
(
ν0DM
ρDM
dρDM
dν
(ν, ν0DM)
)2
(C8)
relevant to the detector sensitivity of equation (196). Taking the detector velocity to be its
maximum value vd(t) = vd(t0), this integral evaluates to
11
∫ ν0DM+∆νcDM
ν0DM
dν
ν0DM
(
ν0DM
ρDM
dρDM
dν
(ν, ν0DM)
)2
≈ 4.4× 105. (C9)
11If we assume a dark-matter density that stays constant throughout the year, then the value of this integral
will vary annually. We will see an annual modulation in the value of the integral, ranging from 4.4× 105 to
4.8 × 105. The modulation corresponds to a ∼ 3.6% variation in SNR. However, it is possible that such a
small effect will not be observable in an experiment due to variations in system noise or variations in density.
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Appendix D: Noise Correlations for Quantum-Limited, Phase-Insensitive Ampli-
fiers in the Scattering Mode Representation
Here, we derive the noise correlations (96)-(98) for a quantum-limited, phase-insensitive
amplifier in the scattering mode representation. For more information on these correlations,
as they pertain to our work, see [21] and [24]. We assume, as we did in the main text, that
the amplifier possesses high gain |G(ν)|  1, perfect input and output match, and reverse
isolation. The two-port amplifier scattering matrix is then
Samp =
 0 0√
G(ν) 0
 (D1)
Because this matrix is non-unitary, the amplifier circuit must add noise. We denote the
noise modes classically as c
(2)
1 (ν) and c
(2)
2 (ν) in the main text.
To derive the noise correlations for a quantum-limited amplifier, we promote the ampli-
tudes in equation (59) to operators, e.g. a
(2)
1 (ν)→
√
hνa†1(ν). The prefactor
√
hν relates to
the energy of a single photon at frequency ν and keeps the units consistent. Thus, we may
write the scattering relation: b†1(ν)
b†2(ν)
 =
 0 0√
G(ν) 0
 a†1(ν)
a†2(ν)
+
 c†1(ν)
c†2(ν)
 . (D2)
and similarly for the operators a1,2(ν), b1,2(ν), c1,2(ν), with G(ν) replaced by G(ν)
∗. Because
the input (a†1,2(ν)) and output operators (b
†
1,2(ν)) of the amplifier represent signals consisting
of photons, they must obey the canonical bosonic commutation relations:
[a1(ν), a
†
1(ν
′)] = δ(ν − ν ′), (D3)
and similarly for a†2(ν), b
†
1,2(ν). Plugging the commutation relations into equation (D2), we
obtain
[c1(ν), c
†
1(ν
′)] = δ(ν − ν ′) (D4)
and
[c2(ν), c
†
2(ν
′)] = (1− |G(ν)|)δ(ν − ν ′). (D5)
As promised, the commutator for the imprecision noise mode c2(ν) is nonzero as long as
|G(ν)| > 1; if the amplifier gains the input signal, the noise mode must be nontrivial.
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The symmetrized quantum noise correlator obeys
< {c†1(ν), c1(ν ′)} > ≥ | < [c1(ν), c†1(ν ′)] > |, (D6)
and similarly for c†2(ν). Here, <> represents an expectation value, and {, } represents the
anti-commutator. The inequality becomes an equality when c†1(ν) and c
†
2(ν) each represent
a single degree of freedom in its vacuum state:
c1(ν) = g(ν) (D7)
c2(ν) =
√
|G(ν)| − 1h†(ν), (D8)
where g(ν) and h†(ν) obey the canonical bosonic commutation relations. These conditions
represent the quantum limit for a phase-insensitive amplifier operated in scattering mode.
[24],[27]
The classical noise correlators may be related to the symmetrized quantum noise corre-
lators via [21]
< c
(2)
1,2(ν)(c
(2)
1,2(ν
′))∗ >=
hν
2
< {c†1,2(ν), c1,2(ν ′)} > . (D9)
Assume that the imprecision and backaction noise modes are uncorrelated. As discussed
in the main text, this is typical in many experimental realizations of quantum-limited
scattering-mode amplifiers [29]. Combining equations (D4)-(D9) then yields equations (96)-
(98).
Appendix E: Flux-to-Voltage Amplifiers
In the main text, we discussed the optimization of impedance/noise matching and time
allocation in an impedance-controlled system best described with a scattering mode repre-
sentation. In that system, the input impedance of the amplifier is matched to the input
transmission line. (See Fig. 5.) The noise impedance and input impedance of the amplifier
are identical and real-valued. Such a description is appropriate for a free-space cavity read
out with an impedance matched amplifier in scattering mode, as is used in ADMX and
HAYSTAC.
In this appendix, we discuss flux-to-voltage amplifiers. Such amplifiers are used in the
DM Radio, Axion LC, and ABRACADABRA searches. The most common example of a
flux-to-voltage amplifier is a dc SQUID. The current in the input coil of a dc SQUID couples
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flux into the device, resulting in an amplified voltage on its output. The dc SQUID typically
possesses a noise impedance far greater than its input impedance [62, 63]. In a sense, it is
the low-impedance dual of a standard voltage op-amp: a low-impedance current amplifier
reading out a relatively high impedance source. Moreover, owing to correlations between
the imprecision noise mode and the backaction noise mode, the noise impedance tends to
be complex-valued.
Numerous sophisticated models for noise in dc SQUIDs have been developed [44], but
these models typically only apply to specific architectures in specific regimes. Moreover, the
last few decades has seen the advent of numerous Josephson-junction-based flux-to-voltage
amplifiers which are not described by these preexisting models. One example, discussed in
Refs. [16, 45], is a dissipationless rf SQUID coupled to a lithographed microwave resonator.
The microwave resonator is coupled to a feedline and interrogated with a ∼GHz probe
tone. The SQUID acts as a flux-variable inductor. When a flux is applied to the SQUID
loop, the inductance of the SQUID changes, causing the resonance frequency of the coupled
microwave circuit to change. The change in resonance frequency is read out as a phase shift
in the probe tone. This phase shift may be modeled as an equivalent microwave-frequency
voltage source in series with the SQUID loop, which is converted to a low-frequency, near-
DC voltage source at a follow-on homodyne mixer. Owing to the use of unshunted junctions,
these dissipationless rf SQUIDs enable a higher quality factor in the dark-matter detector
than is possible with a dc SQUID.
As such, rather than adopting a pre-existing model for a particular architecture, in this
appendix, we develop a broad framework for understanding imprecision and backaction
noise in idealized flux-to-voltage amplifiers. We first discuss these noise modes classically
and define noise temperature. We then use a linear response approach, adapted from ref.
[27], to place a standard quantum limit on the performance of these amplifiers. The next
appendix is dedicated to optimization of the matching network using the quantum limit.
We derive a Bode-Fano constraint analogous to the scattering-mode constraint of Section
V A 2. We show that, again, the single-pole resonator is close to the Bode-Fano limit and
discuss the optimization of impedance matching/noise matching in the context of a tunable
resonator search using a quantum-limited flux-to-voltage amplifier. There, we also discuss
changes in the optimization that arise from correlations in the imprecision and backaction
noise modes and from minimum noise temperature in excess of the quantum limit.
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1. Classical Description of Noise in Flux-to-Voltage Amplifiers
FIG. 10. Flux-to-voltage amplifier circuit model. (a) Circuit model including input circuit, am-
plifier, and output circuit. (b) Equivalent circuit model showing the effect of noise sources in the
amplifier on the input circuit. All noises and impedances are permitted to be frequency-dependent,
but we have suppressed the dependence for brevity.
A circuit model for the flux-to-voltage amplifier is shown in Fig. 10a. The source of
voltage Vs(ν) and impedance Z
′
s(ν) drives current Is(ν) through the amplifier input coil of
inductance LIN. In response to the flux Φa(ν) = MIs(ν) applied to the amplifier loop, the
amplifier, presenting input impedance Zin(ν) to the source, produces circulating screening
currents J(ν). The circulating current, in turn, produces a voltage Vout(ν) in the output
circuit. 12 This voltage drives currents across the series combination of the amplifier output
impedance Zout(ν) and the load impedance ZL(ν). The load impedance is typically the
input of a second-stage amplifier. We assume that the gain of the flux-to-voltage amplifier
is large enough that the noise from the later amplification stages is negligible.
There are two noise sources in the amplifier. First, there are intrinsic fluctuations in the
output voltage. Through the flux-to-voltage transfer function, the output voltage fluctuation
can be referred as a fluctuation in the current through the input circuit. This noise current
is denoted as In(ν) in Fig. 10b and represents the imprecision noise of the amplifier. Second,
12In a dissipationless rf SQUID coupled to a microwave resonator, the voltage is the open-circuit voltage
produced at the output of a homodyne mixer, which reads out the phase change of the probe tone. 13
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there are fluctuations in the circulating current. This circulating current, via Faraday’s Law,
produces a noise voltage in the input current. This noise voltage is denoted as Vn(ν) in Fig.
10b and represents the backaction noise of the amplifier. It drives additional noise currents
through the input coil, resulting in additional noise at the output of the amplifier. The total
noise current in the input circuit is thus
In,tot(ν) = In(ν) +
Vn(ν)
Z ′s(ν) + 2piiνLIN + Zin(ν)
. (E1)
We now define the noise temperature of the flux-to-voltage amplifier. We define the
following single-sided, classical noise spectral densities:
< Vn(ν)V
∗
n (ν
′) >≡ SFVV V (ν)δ(ν − ν ′) (E2)
< In(ν)I
∗
n(ν
′) >≡ SFVII (ν)δ(ν − ν ′) (E3)
< In(ν)V
∗
n (ν
′) >≡ SFVIV (ν)δ(ν − ν ′) (E4)
We assume that these noise spectral densities are intrinsic to the amplifier and have no
dependence on the input circuit. Such is typical for an amplifier with adequate linearity to
be used in a practical measurement. We define the total source impedance as
Zs(ν) ≡ Z ′s(ν) + 2piiνLIN. (E5)
This is effectively the source impedance as seen by the flux-to-voltage amplifier. From this
point, we refer to this quantity as “the source impedance.” The total impedance of the
input circuit, as seen by any voltage source in the input circuit is,
ZT (ν) ≡ Zs(ν) + Zin(ν). (E6)
The one-sided, classical noise spectral density for the total noise current is
SFVII,tot(ν) = SFVII (ν) +
SFVV V (ν)
|ZT (ν)|2 + 2Re
(SFVIV (ν)
Z∗T (ν)
)
. (E7)
We define the noise temperature TN(ν) by
4kTN(ν)Re(ZT (ν))
|ZT (ν)|2 ≡ S
FV
II,tot(ν). (E8)
Qualitatively, suppose the real part of the total impedance is represented a physical, equi-
librium resistor at temperature kT0  hν. The noise temperature is the amount that we
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would have to increase the physical temperature of the resistor to increase the Johnson
current noise spectral density by an amount SII,tot(ν). Writing ZT (ν) = |ZT (ν)|eiφ(ν),
kTN(ν) =
1
4 cosφ(ν)
(SFVV V (ν)
|ZT (ν)| + S
FV
II (ν)|ZT (ν)|+ 2Re
(SFVIV (ν)eiφ(ν))) . (E9)
Minimizing with respect to ZT (ν), we obtain a bound on the noise temperature
kTN(ν) ≥ 1
2
(√
SFVV V (ν)SFVII (ν)− (Im SFVIV (ν))2 +Re SFVIV (ν)
)
, (E10)
where the minimum is achieved for the noise impedance ZN(ν) = |ZN(ν)|eiφN (ν), given by
|ZN(ν)| =
√
SFVV V (ν)/SFVII (ν) (E11)
sinφN(ν) = Im SFVIV (ν)/
√
SFVV V (ν)SFVII (ν) (E12)
Note that if the noise spectral densities appearing on the right-hand side of equations (E11)
and (E12) are dependent on the input circuit, it may not be possible to reach the minimum
noise temperature (E10). We avoid this scenario, as it is usually not representative of a
linear amplifier.
2. Standard Quantum Limit on Noise in a Flux-to-Voltage Amplifier
To describe the standard quantum limit on noise in a flux-to-voltage amplifier, previously
described classically, we utilize the linear response approach of refs. [27, 64]. As discussed
in [27], the scattering description of quantum limits, which appears in ref. [24] and which is
the subject of appendix D, does not directly apply to flux-to-voltage amplifiers. The linear
response approach enables us to express the quantum limits and the amplifier performance
in terms of the noise spectral densities (E2)-(E4). For details regarding this approach and
the distinction between flux-to-voltage amplifiers and scattering mode amplifiers, see [27], in
which a related linear response analysis is carried out for high-impedance voltage op-amps.
In a linear response approach, the interaction between the amplifier and its input and
output circuits is treated perturbatively, and first-order perturbation theory is used to de-
velop a description of the amplifier. Within this framework, we characterize the amplifier’s
input and output impedance and power gain in terms of response coefficients that describe
how system currents and voltages are affected by the interaction. These response coefficients
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depend on the intrinsic properties of the amplifier, i.e. they are parameters of the uncoupled
amplifier. The same response coefficients are then used in expression of the quantum limit.
We first define Hamiltonians for the interaction of the input circuit with the amplifier and
for the interaction of the amplifier with the output circuit. This requires us to promote the
voltages and currents in Fig. 10 to Hermitian operators. The input Hamiltonian describes
a flux from the input circuit which couples to the circulating currents of the amplifier [47]:
Hint = MIˆsJˆ , (E13)
where Iˆs is the interaction-picture operator for the current in the input circuit, and Jˆ is
the operator for the circulating current. The output Hamiltonian describes a current in the
output circuit due to the voltage signal from the amplifier:
H
′
int = QˆoutVˆout, (E14)
where Iˆout = −dQˆoutdt is the current flowing in the output circuit, and Vˆout is the operator
for voltage at the amplifier output. We assume that the coupling between the input circuit
and the amplifier is sufficiently weak such that the voltage response is linear in the input
current.
We characterize the amplifier input and output impedances and power gain in terms of
the amplifier operators Jˆ and Vˆout. This characterization proves useful in later discussions
of amplifier noise. For what follows, we assume that when the amplifier is uncoupled from
the input and output circuits, the expectation value of the circulating current in the flux-to-
voltage amplifier loop and the output voltage vanish. If the expectation values are nonzero,
we subtract them from the operators (i.e. subtract the product of the expectation and the
identity operator) and proceed as below. Assuming that the interaction Hamiltonians are
turned on adiabatically at time t = −∞, the expectation value of the circulating current in
the flux-to-voltage amplifier due to the input signal Iˆs(t) is given by the Kubo formula
< Jˆ(t) >= M
∫ ∞
−∞
dt′ χJJ(t− t′) < Iˆs(t′) >, (E15)
where the J − J susceptibility is defined by
χJJ(t) ≡ − i~θ(t) < [Jˆ(t), Jˆ(0)] >0, (E16)
and θ(t) is the Heaviside function. The subscript zero indicates expectation value of the
commutator is taken with respect to the density matrix of the uncoupled amplifier. Fourier
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transforming the currents and the J − J susceptibility
χJJ(ν) = − i~
∫ ∞
0
dt < [Jˆ(t), Jˆ(0)] >0 e
2piiνt (E17)
yields
< Jˆ(ν) >= MχJJ(ν) < Iˆs(ν) > . (E18)
The circulating current induces a voltage Vˆ (ν) = 2piiνMJˆ(ν) in the input circuit, so we
obtain an input impedance of
Zin(ν) = 2piiνM
2χJJ(ν) (E19)
The real part of the input impedance determines the damping of the input circuit due to the
coupling to the amplifier. Similarly, we may relate the output voltage to the output current
via the Vout − Vout susceptibility.
< Vˆout(t) >=
∫ ∞
−∞
dt′ χVoutVout(t− t′) < Qout(t′) > (E20)
χVoutVout(t) ≡ −
i
~
θ(t) < [Vˆout(t
′), Vˆout(0)] >0 (E21)
Fourier transforming, we find
Zout =
iχVoutVout(ν)
2piν
. (E22)
We define a power-gain GP (ν) in the frequency domain, which is the ratio of the power
delivered to the load impedance ZL to the power drawn by the amplifier input, maximized
over the load impedance. To compute the power gain, we first note that the output voltage
response to an input current signal is
< Vˆout(t) >= M
∫ ∞
−∞
dt′ χVoutJ(t− t′) < Iˆs(t′) >, (E23)
where the Vout − J susceptibility is defined by
χVoutJ(t) ≡ −
i
~
θ(t) < [Vˆout(t), Jˆ(0)] >0 . (E24)
Identifying Φˆa = MIˆs as the flux applied to the flux-to-voltage amplifier input, we may iden-
tify the Fourier component χVoutJ(ν) as the more familiar flux-to-voltage transfer function:
χVoutJ(ν)↔ VΦ(ν) =
Vout(ν)
Φa(ν)
. (E25)
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The maximum power delivered to the load is achieved for ZL = Z
∗
out, so we obtain a
power gain
GP (ν) =
M2|χVoutJ(ν)|2
4Re(Zin(ν))Re(Zout(ν))
=
|χVoutJ(ν)|2
4Im(χJJ(ν))Im(χV V (ν))
. (E26)
When the power gain is greater than unity, both quadratures of the signal are amplified
(the amplifier discussed here being phase-insensitive) and Heisenberg’s uncertainty principle
dictates that a minimum amount of noise must be added.
We are now ready to set the standard quantum limit on the added noise of the ideal-
ized flux-to-voltage amplifier. We assume that the amplifier possesses no reverse gain; a
signal coupled into the amplifier through the output voltage does not produce input flux.
Furthermore, we assume that the in-phase correlations of the current imprecision noise and
voltage backaction noise vanishes, Re SFVIV (ν) = 0. (Such an assumption is compatible with
some dc SQUID models. See, for example, [65].) Since both quadratures of the signal are
amplified equally, Heisenberg’s uncertainty principle places a constraint on the symmetrized
quantum noise spectral densities of the flux-to-voltage amplifier circulating current and the
output voltage. Identifying the symmetrized quantum spectral densities with the one-sided
classical noise spectral densities (i.e. Fˆ = Jˆ , Iˆ = Vˆout, and S¯JJ → SJJ/2 in equation (4.11)
of [27]), the constraint can be written as
SVoutVout(ν)SJJ(ν)− |SVoutJ(ν)|2 ≥ |~χVoutJ(ν)|2
(
1 + Ξ
( SVoutJ(ν)
~χVoutJ(ν)
))
, (E27)
where Ξ(z) is a complex function defined as
Ξ(z) =
|1 + z2| − (1 + |z|2)
2
. (E28)
We may relate the output voltage and flux-to-voltage amplifier circulating currents to the
current and induced voltage in the input coil:
I(ν) =
1
MχVoutJ(ν)
Vout(ν) (E29)
V (ν) = 2piiνMJ(ν) (E30)
so
SFVV V (ν)SFVII (ν)− |SFVIV (ν)|2 ≥ |hν|2
(
1 + Ξ
(
iSFVIV (ν)
hν
))
. (E31)
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Since we assume that Re SFVIV = 0, Ξ vanishes. From (E10) and (E31), we now obtain the
standard quantum limit on the noise temperature of a flux-to-voltage amplifier:
kTN(ν) ≥ 1
2
√
SFVV V (ν)SFVII (ν)− (Im SFVIV (ν))2 ≥
hν
2
. (E32)
The standard quantum limit on the added noise of the amplifier is equal to the zero-point
fluctuation noise of the equivalent source resistance Re ZT (ν). The quantum limit on noise
temperature is achieved when:
1. The quantum noise constraint (E31) for noise spectral densities SFVV V , SFVII , and SFVIV
is satisfied (i.e. equality is obtained).
2. The impedance ZT (ν), which is the sum of source and input impedances, is the noise
impedance ZN(ν) determined by the spectral densities.
Before moving on to the optimization of resonant searches using these amplifiers, we
discuss a few properties of a quantum-limited flux-to-voltage amplifier. First, when the
quantum noise constraint (E27) is satisfied and the power gain is much larger than unity,
one may show that SVoutJ(ν) is in phase with χV J(ν). (See Appendix I.3 of [27].) This implies
that Re SIV (ν) = 0, which is consistent with our original assumptions. This is expected
because the presence of such in-phase noise correlations constitutes wasted information and
thus, would prevent an amplifier from reaching the quantum limit. Second, combining
equations (E11) and (E19), we find∣∣∣∣Re Zin(ν)ZN(ν)
∣∣∣∣ =
∣∣∣∣∣
√
SV V (ν)
SJJ(ν)
Im χJJ(ν)
χV J(ν)
∣∣∣∣∣ = 12√GP (ν)
√
SV V (ν)
SJJ(ν)
Im χJJ(ν)
Im χV V (ν)
=
1
2
√
GP (ν)
 1,
(E33)
where, in the last equality, we have used the proportionality condition (I13)-(I15) from
[27]. Assuming that the noise impedance is real (no correlations between imprecision and
backaction noise modes), eq. (E33) demonstrates that, when the input circuit impedance
ZT (ν) is tuned to the noise impedance, the damping resulting from coupling to the amplifier
is much less than the internal damping of the input circuit. Then, ZT (ν) ≈ Zs(ν)+Im Zin(ν).
In the next section, we actually require the stronger condition that GP (ν) ξopt(ν, n(ν))2/4,
where ξ is defined in (143). The purpose of eq. (E33) is to show that sufficiently high power
gain is consistent with negligible damping from the amplifier input impedance. Without
such a property, additional complexities emerge in the scan optimization.
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Appendix F: Scan Optimization for Searches with Flux-to-Voltage Amplifiers
With the results on quantum limits in hand, we now discuss the optimization of searches
with flux-to-voltage amplifiers. Our treatment mirrors that in Sections IV and V of the
main text.
First, we present a brief SNR analysis for a readout with a flux-to-voltage amplifier,
which is analogous to the scattering-mode SNR analysis in Section IV. Then, we establish
a Bode-Fano constraint on integrated sensitivity in a log-uniform search read out by a
quantum-limited amplifier. The constraint is analogous to that in Section V A 2.
We then turn our attention to the optimization of single-pole resonant dark matter
searches with flux-to-voltage amplifiers. We discuss two examples. In the first example,
to compare our results to those in the main text, we consider a quantum-limited flux-to-
voltage amplifier with uncorrelated imprecision and backaction noise. Such an amplifier is
analogous to the scattering-mode amplifier described by equations (96)-(98). We show that,
like the scattering-mode case, a single-pole resonator is close to the Bode-Fano limit. In the
second example, we relax the assumption of a minimum noise temperature equal to one-half
photon and the assumption of uncorrelated imprecision and backaction noise.
1. Signal-To-Noise Ratio of Search With Flux-To-Voltage Amplifier
Here, we evaluate the SNR of a search with a flux-to-voltage amplifier. We assume that
the damping resulting from coupling to the amplifier is negligible, which is consistent with
eq. (E33).
We evaluate the sensitivity, not in terms of a scattering parameters, but rather, in terms
of the impedance seen by the amplifier. This quantity is denoted as ZT (ν) in eq. (E6),
and is displayed schematically, with the LR signal source, in Fig. 11. We have lumped the
imaginary part of the amplifier input impedance into the impedance ZT (ν). We assume that
the matching network between the signal source and amplifier is lossless and contains only
linear, passive, and reciprocal elements.
The SNR is determined by the voltage measured at the output of the amplifier, which
may be referred to a current through the input inductor LIN . This is analogous to the
determination of the SNR by analyzing the timestream of the wave at the output of the
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FIG. 11. Impedance seen by the flux-to-voltage amplifier.
scattering-mode amplifier.
Referencing Figs. 3 and 10, as well as our discussion in the introduction, there are two
voltage sources in the signal source that drive currents in the amplifier input coil. First, the
dark-matter signal coupling to the inductor produces a drive voltage VDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
,
defined in equation (52), across the inductor. Second, the loss in our circuit produces an
equivalent noise voltage VFD(ν) across the resistor R(ν), as dictated by the fluctuation-
dissipation theorem. The noise spectral density is given by
< VFD(ν)VFD(ν
′) >= SVFDVFD(ν)δ(ν − ν ′) (F1)
where
SVFDVFD(ν) = 4hνR(ν)(n(ν) + 1/2) (F2)
In order to determine the SNR, we must transform these series voltages in the signal source to
voltages between the terminals at the right-hand side of Fig. 11. For the thermal/zero-point
noise, the transformed noise voltage V tFD(ν) possesses power spectral density
< V tFD(ν)V
t
FD(ν
′) >= SV tFDV tFD(ν)δ(ν − ν ′) (F3)
where
SV tFDV tFD(ν) = 4hνRe(ZT (ν))(n(ν) + 1/2) (F4)
The dark-matter signal voltage spectral density must transform similarly because impedance
transformations do not change signal-to-thermal noise. We denote note the transformed
Fourier voltages as V tDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
. In analogy with eqs. (51) and (52), they
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obey
V tDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
V tDM
(
ν ′, gDM,
dρDM
dν
(ν ′, ν0DM)
)∗
≡ SDM,tV V
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
δ(ν−ν ′)
(F5)
where
SDM,tV V
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
=
Re(ZT (ν))
R(ν)
SDMV V
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
(F6)
The flux-to-voltage amplifier produces an equivalent current imprecision noise and voltage
backaction noise, denoted by In(ν) and Vn(ν) in equation (E1), with noise spectral densities
given by equations (E2)-(E4). The total equivalent current fed into the amplifier is then
I(ν) =
V tDM
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
+ V tFD(ν) + Vn(ν)
ZT (ν)
+ In(ν) (F7)
Note that, if the thermal noise dominates the flux-to-voltage amplifier noise, the SNR is
independent of value of the impedance ZT (ν). In the case of a resonant impedance, this
gives rise to sensitivity at frequencies outside of the resonator bandwidth.
Using the same optimal-filtering approach as in the main text, and replacing the amplifier
output b(ν) with the input current I(ν) (which can be referred from the flux-to-voltage
amplifier output voltage), we find that the SNR of a measurement of integration time τ much
longer than the dark-matter coherence time and input-circuit pole time (tpole, introduced
above (68)) is
SNR
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ, fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
)]
(F8)
=
∫
dν|fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
) |2SDM,tV V (ν, gDM, dρDMdν (ν, ν0DM)) /|ZT (ν)|2
(τ−1
∫
dν|fcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
) |4StotII (ν)2)1/2
where StotII (ν) is the total noise spectral density
StotII (ν) =
SV tFDV tFD(ν) + SFVV V (ν)
|ZT (ν)|2 + S
FV
II (ν) + 2Re
(SFVIV (ν)
Z∗T (ν)
)
(F9)
The filter which maximizes SNR is the Wiener filter∣∣∣∣∣f optcirc
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
) ∣∣∣∣∣
2
=
SDM,tV V
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)
g2DM|ZT (ν)|2StotII (ν)2
(F10)
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for which the SNR is
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ
]
(F11)
≡ SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ, f
opt
circ
(
ν, ν0DM,
dρDM
dν
(ν, ν0DM)
)]
=
(
τ
∫
dν
SDM,tV V
(
ν, gDM,
dρDM
dν
(ν, ν0DM)
)2
|ZT (ν)|4StotII (ν)2
)1/2
In a scan, in which multiple circuit configurations are used, each with a different impedance
ZT (ν), one may calculate the total SNR by adding the single-configuration SNRs in quadra-
ture. Such a technique is useful in particular when considering a scanned single-pole res-
onator, such as that in Fig. 3.
2. Bode-Fano Constraint on Integrated Sensitivity
Having an expression for the SNR in a search with a flux-to-voltage amplifier, we establish
a Bode-Fano constraint analogous to the scattering-mode treatment of Section V A 2.
We assume that the flux-to-voltage amplifier is quantum-limited and possesses a real-
valued noise impedance ZN that does not change appreciably within the sensitivity band-
width. The real-valued, frequency-independent noise impedance mirrors that in the scatter-
ing mode case, where the noise impedance is equal to the real-valued, frequency-independent
input impedance. A real-valued noise impedance implies from equation (E12) that the im-
precision and backaction noise are uncorrelated. We revisit the assumptions regarding noise
impedance at the end of this section. We express the voltage backaction and current impre-
cision noise spectral densities as
SFVV V (ν) = hνZN (F12)
SFVII (ν) =
hν
ZN
(F13)
Combining the amplifier noise spectral densities with equations (52), (F4), (F6) yields
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ
]
= 2pi2 (F14)
×
τ ∫ ν0DM+∆νcDM(ν0DM)
ν0DM
dν
(
νLPU
R(ν)
EDM(ν, ν
0
DM, gDM,
dρDM
dν
(ν, ν0DM))
h
1
NFVtot (ν, ZT (ν), n(ν))
)21/2 .
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where
NFVtot (ν, ZT (ν), n(ν)) =
Re(ZT (ν))(n(ν) +
1
2
) + 1
4
(
|ZT (ν)|2
ZN
+ ZN
)
Re(ZT (ν))
(F15)
plays the role of noise-equivalent number, similar to eq. (101). Define
ζ(ZT (ν)) = 1−
∣∣∣∣ZT (ν)− ZNZT (ν) + ZN
∣∣∣∣2 (F16)
ζ(ZT (ν)) describes the match, at frequency ν, between the impedance seen by the flux-to-
voltage amplifier and the noise impedance. ζ takes on values between zero and one; when
it is equal to one, the input circuit is noise-matched to the amplifier. One may note the
similarity between transmission in the scattering system of the main text and the definition
of ζ. ζ plays the role of |S(1)21 (ν)|2 in the evaluation of SNR and the determination of the
Bode-Fano limit. In terms of ζ, the noise equivalent number of equation (F15) may be
rewritten as
NFVtot (ν, ZT (ν), n(ν)) =
ζ(ZT (ν))n(ν) + 1
ζ(ZT (ν))
(F17)
which is identical in form to (101) with |S(1)21 (ν)|2 replaced by ζ(ZT (ν)). Similar to Section
IV C 3, the “+1” in the numerator represents the quantum noise associated with the SQL.
Because 0 ≤ ζ ≤ 1, only when the amplifier is noise-matched, ζ = 1, can we achieve
one-photon of noise (referred to the signal source) in excess of the thermal noise of n(ν)
photons.
Following Section V A 1, we may define a scaled log-uniform-search value functional,
which is the frequency-integrated inverse squared of noise-equivalent number. Assuming a
frequency-independent signal source resistance, R = R(ν), the functional is
F¯ FVneu [ζ(ZT (ν))] =
∫ νh
νl
dν
(
ζ(ZT (ν))
ζ(ZT (ν))n(ν) + 1
)2
(F18)
where νl ≤ ν ≤ νh is the search band. The Bode-Fano criterion constrains the match
between the impedance ZT (ν) and the real noise impedance ZN :∫ νh
νl
ln
1∣∣∣ZT (ν)−ZNZT (ν)+ZN ∣∣∣ ≤
R
2LPU
(F19)
which implies ∫ νh
νl
ln
1
1− ζ(ZT (ν)) ≤
R
LPU
(F20)
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Substituting ζ for |S(1)21 (ν)|2 in Sec. V A 2, we may proceed identically and establish an
identical limit on the value functional. The result is reproduced below:
F¯ FVneu [ζ(ZT (ν))] /
0.4
R
LPU
, n(νh) 1
1
4n(νh)
R
LPU
, n(νh) 1
(F21)
Equality is achieved when ζ(ZT (ν)) is a top-hat with respect to frequency. In other
words, outside of a narrow band, the input circuit is maximally mismatched to the amplifier
noise impedance. Such a top hat may be constructed using multi-pole LC Chebyshev filters.
Note that the Bode-Fano limit is independent of the noise impedance. We will find that the
single-pole resonator, with optimized noise impedance, is close to the fundamental Bode-
Fano limit.
Having set the Bode-Fano limit, we revisit an assumption made at the beginning of the
section: that the noise impedance is real-valued and frequency-independent. A common
feature of quantum-limited readouts operating in the op-amp mode (op-amp mode being
the mode in which flux-to-voltage amplifiers operate [27]), is uncorrelated backaction and
imprecision noise, i.e. real noise impedance. For instance, in quantum-limited cavity de-
tectors using phase-quadrature readout for mechanical displacement sensing, the radiation
pressure fluctuations responsible for backaction and the shot noise in the light output from
the cavity (e.g. the imprecision noise) are uncorrelated [66].14
A flux-to-voltage amplifier, such as a dc SQUID, tends to possess a noise impedance that
increases linearly with frequency [62]. In other words, the noise impedance is not frequency-
independent. However, we expect that the frequency-dependence has little effect on the limit
on integrated sensitivity. If the Bode-Fano limit (F21) pointed toward the optimal circuit
possessing a broadband noise match, then the frequency-dependence of noise impedance
would be important. However, the Bode-Fano limit (F21) points to a narrowband match.
In a narrow band, the noise impedance can be approximated as constant. We thus conclude
that, even with a frequency-dependent real-valued noise impedance, the single-pole resonator
is close to ideal for single-moded dark matter detection.
We now turn our attention to the optimization of single-pole resonant searches. Suppose
that the input circuit is resonant. The impedance seen by a voltage source is the sum of
14One may note that the definition of “Standard Quantum Limit” sometimes contains the assumption of
uncorrelated imprecision and backaction noise. See, for example, ref. [67]. In our treatment of quantum
limits on flux-to-voltage amplifiers, we have not included this assumption in our definition. Nevertheless,
we make note of the convention because it is commonplace.137
circuit and amplifier input impedances:
ZT (ν) = R(ν) + 2piiν(LIN + LPU) +
1
2piiνC
. (F22)
For a quantum-limited flux-to-voltage amplifier, the intrinsic damping of the input circuit is
much greater than the damping due to the amplifier (equation (E33)) so that the resistance R
is solely the intrinsic resistance (dielectric losses, etc). As such, from this point, we ignore the
amplifier-dependent damping. We have lumped the imaginary part of the input impedance
into the reactive part of the circuit impedance LIN.
15 Denoting the total circuit inductance
as L = LIN +LPU, the resonance frequency of this circuit is νr = 1/2pi
√
LC and the quality
factor is Q(νr) = 2piνrL/R(νr). We have denoted the quality factor as a function of resonance
frequency because in general, the loss may vary as we tune the resonator. For quantum-
limited flux-to-voltage amplifiers, unlike quantum-limited scattering mode amplifier, the
internal quality factor and overall quality factor are approximately the same, so we use
the two interchangeably. This is due to the fundamentally different damping properties
of the quantum-limited amplifiers, as dictated by the input impedance. For frequencies
|ν − νr|  νr, we may then write the impedance as
ZT (ν, νr) ≈ R(νr)
(
1 + 2iQ(νr)
ν − νr
νr
)
. (F23)
A scan is comprised of measurements conducted at a set of resonance frequencies νir. We
allow the quality factor Qi = Q(νir) to vary with resonance frequency. In accordance with
equation (168), we assume that the dwell time τi at frequency ν
i
r is much longer than
t∗(ν0DM, ν
i
r) at all frequencies ν
0
DM for which (F23) is a good approximation. Equation (F11)
gives the SNR for a measurement at a single resonance frequency. As in the main text, the
total SNR, integrated over the scan, is obtained from adding in quadrature the SNRs for
each resonance frequency.
15We have implicitly assumed here that the magnitude of the imaginary part of the input impedance is small
enough that it acts to reduce or increase the input coil inductance. A small reduction is commonplace; it
represents the screening of the input inductance by the input loop in a practical flux-to-voltage amplifier.
One usually does not need to consider a situation where the imaginary part of the input impedance is larger
than the input coil impedance in magnitude.
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3. Resonator Scan Optimization for Quantum-Limited Flux-to-Voltage Amplifiers
with Uncorrelated Imprecision and Backaction Noise
We assume that the noise impedance of the amplifier can be changed or tuned at each
scan step, so that the noise spectral densities of the amplifier depend both on frequency
and resonance frequency: SFVV V (ν) → SFVV V (ν, νir) and similarly for the current noise. From
equation (E12), for uncorrelated voltage and current noise, the noise impedance must be
real. Furthermore,
SFVV V (ν, νir) = hνZN(ν, νir), (F24)
and
SFVII (ν, νir) =
hν
ZN(ν, νir)
. (F25)
We define
ξiFV ≡
ZN(ν = ν
i
r, ν
i
r)
R(νir)
(F26)
as the ratio of the on-resonance noise impedance to resonator resistance at frequency νir. For
ξiFV < 1, the flux-to-voltage amplifier noise is dominated on-resonance by the imprecision
noise, while for ξiFV > 1, the flux-to-voltage amplifier noise is dominated by the backaction.
At ξiV = 1, the readout is noise-matched; the two noise sources contribute equally to the
total flux-to-voltage amplifier noise. Equation (F26) is the analogue of equation (130).
Combining spectral densities (F24) and (F25) with equations (52), (53), (F2), (F9), (F11),
(F14), (F23) yields the SNR for a single resonance frequency
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), ν
i
r, ξ
i
FV , τi
]2
= (4piQi)2τi (F27)
×
∫ ν0DM+∆νcDM
ν0DM
dν
 ν
νir
LPU
L
g2DMVPU
dρDM
dν
(ν, ν0DM)
h
ξiFV
4ξiFV n(ν) + (1 + ξ
i
FV )
2 + 4(Qi)2
(
ν
νir
− 1
)2

2
and the SNR for the scan:
SNRopttot
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), {νir}, {ξiFV }, {τi}
]2
≡
∑
i
SNRopt
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), ν
i
r, ξ
i
FV , τi
]2
. (F28)
In equation (F27), we have assumed that the dark-matter frequency is sufficiently close to the
resonance frequency and the noise impedance is sufficiently slowly varying, so that it may be
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taken as a constant over the integration range: ZN(ν, ν
i
r) ≈ ZN(νir, νir). In particular, we re-
quire that this be a good approximation within a few sensitivity bandwidths of the resonance,
as defined by the Q-factor (137). We restrict our attention to Qs(ν
i
r, n(ν
i
r), Q
i, ξiFV ) 1.
Our optimization procedure consists of two parts:
1. For each scan frequency νir, we maximize the expectation value of the square of the SNR
with respect to ξiFV . In performing this optimization, we hold the internal resistance
fixed, so we are effectively optimizing with respect to noise impedance. The value
function for this optimization is F [νir, ξ
i
FV ], as defined in (107); we have replaced the
scattering transmission S
(1)
21 (ν) with the resonator matching parameters ν
i
r, ξ
i
FV of the
flux-to-voltage detection circuit. This function measures the resonator sensitivity to
dark matter, integrated over a wide search range, and weighted by probability densities
associated with dark-matter properties. In this step of the optimization, we ask, for a
particular resonator design, with a particular quality factor (i.e. resistance), what is
the optimal noise impedance for the amplifier. Is it optimal to be noise-matched?
2. Assume that the total experiment time is fixed, i.e.
∑
i τi = Ttot. We find the dis-
tribution of time over scan steps that maximizes the weighted area of the search’s
exclusion region in mass ν0DM-coupling gDM parameter space. The value function for
this optimization is the integral A[{νir}, {τi}] of (170).
We assume a log-uniform search, as defined in Section V for both the matching optimiza-
tion and the time allocation optimization. It is evident from eq. (F27) that, to maximize
SNR, we should choose the pickup inductance to be much larger than the input inductance,
LPU  LIN, so that LPU ≈ L. Note the difference between this inductance optimization
and more common inductance optimizations in which the backaction noise is negligible and
the SQUID noise is characterized solely in terms of intrinsic energy resolution (based on
spectral density SVoutVout). In the latter case, one desires to maximize energy transfer to
the SQUID for maximum sensitivity to the input signal, and as such, the pickup and input
inductances are matched. However, integrated sensitivity, rather than energy transfer, is
the figure of merit, and as we have seen in the main text, measurement backaction plays
a substantial role in the optimization with a quantum-limited amplifier. Holding the cou-
pled energy EDM, quality factor, and resonant frequency fixed, it is evident that we should
maximize the participation of the pickup inductor to maximize the voltage signal and thus,
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SNR at each search frequency. This means taking LPU  LIN, so that LPU is the dominant
inductance.
Then, comparing equation (F27) with equation (167), we note that the two are identical if
we replace Qi with Qiint and ξ
i with ξiFV . The first identification is simply a reflection of our
treatment of the flux-to-voltage amplifier and in particular, the fact that the overall Q and
internal Q are approximately the same. This is in contrast to the scattering mode picture,
where the input impedance of the amplifier strongly damps the resonator, so that when the
thermal occupation number of the resonator is much greater than unity, the optimum value
of ξi is such that overall Q is much less than the internal Q. The second identification reflects
that both parameters are the ratio of noise impedance to internal resonator resistancce. The
similarity in the SNR expressions should not be surprising. In both cases, a resonant circuit
is being read out by a quantum-limited amplifier, which means that the minimum noise
added by the amplifier is equal to the zero-point noise in the system. (See equation (99).)
Note that the sensitivity limits from the flux-to-voltage amplifier is identical to those shown
in equations (197) and (198).
Recognizing the similarity in SNR expressions, we may make the following statements
about an optimized search with a flux-to-voltage amplifier, which are identical to their
scattering mode counterparts:
1. The optimum value of ξiFV in the log-uniform search is
ξopt(νir, n(ν
i
r)) =
1
2
(
2n(νir) + 1 +
√
(2n(νir) + 1)
2 + 8
)
. (F29)
2. The optimum scan strategy in the log-uniform search is described by the density
function
τopt(ν) =
Ttot
ln(νh/νl)
. (F30)
The particular placement of resonant frequencies is not consequential, for the scan is
sufficiently dense.
The second of these observations follows the same reasoning as the scattering case. The
first implies that, in a resonant scan across a large frequency regime, it is optimal not to be
noise-matched, but rather, dominated by back-action! We explore this further, focusing on
the thermal limit n(ν) 1.
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For a circuit with resonance frequency νir and quality factor Q
i, the total current noise
from the resistor and the quantum-limited flux-to-voltage amplifier is described by the spec-
tral density
StotII (ν, νir, ξiFV ) ≈
hνir
R(νir)
(
1
ξiFV
+
ξiFV + 2(2n(ν
i
r) + 1)
1 + 4(Qi)2 ((ν − νir)/νir)2
)
(F31)
for frequencies sufficiently close to resonance, |ν − νir|  νir. Here, we have used equations
(F2), (F9), (F24),(F25), along with the approximation R(ν) ≈ R(νir). The first term rep-
resents the current imprecision noise, the second represents the voltage backaction, and the
third represents the noise from the resistor. The thermal/zero-point noise and the back-
action noise–like the dark matter signal–are filtered by the resonant impedance, while the
imprecision noise is independent of the impedance. Therefore, if the second and third terms
dominate the first, the SNR is independent of the detuning from resonance. This gives rise
to significant sensitivity outside of the resonator bandwidth, as we observed in the main
text. Indeed, the resonator provides maximal sensitivity, without degradation from the
imprecision noise, for detunings satisfying
ξiFV + 2(2n(ν
i
r) + 1)
1 + 4(Qi)2 ((ν − νir)/νir)2
& 1
ξiFV
=⇒ |ν − νir| .
νir
2Qs(νir, n(ν
i
r), Q
i, ξiFV )
, (F32)
where Qs(ν
i
r, n(ν
i
r), Q
i, ξiFV ) is defined in (137). By assumption, Qs(ν
i
r, n(ν
i
r), Q
i, ξiFV )  1.
The assumption was validated in Section V A 3.
Suppose the readout is noise-matched to the input circuit on resonance. The on-resonance
current noise power spectral density is
StotII (ν = νir, νir, ξiFV = 1) ≈
4hνir
R
n(νir). (F33)
Qs(ν
i
r, n(ν
i
r), Q
i, ξiFV = 1) ≈ Qi/(2
√
n(νir)), so the sensitivity of the resonator to dark matter
is maximal for all frequencies
|ν − νir| .
νir
Qi
√
n(νir). (F34)
Now suppose the readout is noise-mismatched so that ξiV = ξ
opt(νir, n(ν
i
r)) and the voltage
noise backaction dominates. ξiFV ≈ 2n(νir) 1, so the current noise power spectral density
on resonance is
StotII (ν = νir, νir, ξiFV = ξopt(νir, n(νir))) ≈
6hνir
R
n(νir). (F35)
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From Qs(ν
i
r, n(ν
i
r), Q
i, ξiFV = 1) ≈ Qi/(2
√
3n(νir)), so the resonance has maximal sensitivity
to all detunings
|ν − νir| .
νir
Qi
n(νir)
√
3. (F36)
In return for a modest penalty in on-resonance SNR, the optimal coupling to the ampli-
fier achieves a parametrically larger frequency range over which the resonator has near-
maximal sensitivity to dark matter. The bandwidth is ∼ √n(νir) larger in the optimal,
noise-mismatched case than the noise-matched case. Thus, the sensitivity integrated over
the search band, as represented by the log-uniform search value function, is ∼√n(νir) larger.
A pictorial representation of this result, displaying the relative contributions of current
imprecision noise, voltage backaction noise, and thermal/zero-point noise of the resonator,
is shown in Fig. 12. We plot each noise term on the right-hand side of equation (F31),
normalized to the current noise spectral density scale hνir/R(ν
i
r), as a function of detuning
x = 2Qi ν−ν
i
r
νir
, assuming a thermal occupation number of n(νir) = 50. We consider both the
noise-matched and optimally-matched scenarios.
In the noise-matched case (top panel of Fig. 12), the imprecision noise and backaction
noise are sub-dominant to the thermal noise on resonance by a factor of ≈ 1/4n(νir). In
the optimally noise-mismatched case (bottom panel of Fig. 12), we have a larger ≈ 2n(νir)
voltage back-action contribution relative to the noise-matched amplifier. The backaction
noise on resonance is ≈1/2 of the thermal noise, resulting in an amplifier added noise number
of ≈ n(νr)/2 (same as in the scattering mode case in eq. 159) and a 50% SNR penalty.
However, for the quantum-limited flux-to-voltage amplifier with no current-voltage cor-
relations, the current-noise and voltage-noise back-action are inversely proportional, as per
equation (E32). This means the intrinsic current noise is reduced by a factor of ≈ 1/2n(νir)
compared to the noise-matched case, resulting in sensitivity further away from the resonance
frequency. In the case shown in the figure, the imprecision noise accounts for less than one-
half of the total noise at detunings |x| / 14 when the readout is noise-matched. This range
corresponds precisely to the sensitivity bandwidth. We have denoted the boundary for the
sensitivity bandwidth with a vertical, black dashed line. When the readout is optimally
mismatched, the imprecision noise is less than one-half of the total at detunings |x| / 173.
We thus again find that the penalty in on-resonance SNR is order unity, while the sensitivity
bandwidth is parametrically ∼√n(νir) much larger. In the thermal limit, the second effect
is much larger, so it is beneficial to be noise-mismatched, with noise impedance a factor of
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FIG. 12. The noise terms of equation (F31) plotted for the noise matched (top) and optimally
matched (bottom) networks. The x-axis is the detuning from resonance x = 2Qi ν−ν
i
r
νir
, while the
y-axis is a normalized noise spectral density SII/(hν
i
r/R(ν
i
r)). We restrict to positive detunings as
the spectrum is symmetric about x = 0. We assume a thermal occupation number of n(νir) = 50.
Thermal and zero-point noise are lumped together in blue, imprecision noise is in green, and
backaction noise is in red. The total noise is in cyan. All detunings below the vertical dashed black
line are within the sensitivity bandwidth.
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≈ 2n(νir) larger than the on-resonance resistance. This is analogous to the scattering mode
picture in the main text, where the backaction is increased to an order-unity fraction of the
thermal noise in order to provide sensitivity over a larger frequency range. See Fig. 9.
We may compare the single-pole resonator with optimized noise impedance to the Bode-
Fano limit of eq. (F21). Evaluating the log-uniform search value functional (F18) for
a resonator at frequency νr with amplifier coupling ξ
opt(νr, n(νr)) (i.e. with frequency-
independent, real-valued noise impedance given by the value of Rξopt(νr, n(νr))) yields
F¯ [νr, ξ
opt(νr, n(νr))] =
2(ξopt(νr, n(νr)))
2
(4ξopt(νr, n(νr))n(νr) + (1 + ξopt(νr, n(νr)))2)3/2
R
LPU + LIN
(F37)
The first fraction is an increasing function of ν, so the value functional is optimized by taking
νr = νh. The resonant circuit that best approaches the Bode-Fano bound in (F21) is one at
the top of the search range, for which the value of the optimization function is
F¯neu[νh, ξ
opt(νh, n(νh))] =
2(ξopt(νh, n(νh)))
2
(4ξopt(νh, n(νh))n(νh) + (1 + ξopt(νh, n(νh)))2)3/2
R
LPU + LIN
≈

8
27
R
LPU+LIN
if n(νh) 1
1
3
√
3
1
n(νh)
R
LPU+LIN
if n(νh) 1
(F38)
Using LPU  LIN, comparison of eqs. (F21) and (F38) demonstrates that the optimized
single-pole resonator is approximately ∼75% of the Bode-Fano limit; the result is identical
to the scattering-mode analysis of the main text. We find that in a log-uniform search
with quantum-limited flux-to-voltage amplification, the single-pole resonator is a near-ideal
single-moded dark matter detector.
As a final remark, we ask: What if we decide to sit at a single resonance frequency, rather
than scanning? This is what one would do if a signal was found, and a longer integration
was needed to validate the signal. In that case, the resonator would sit at the frequency of
the candidate signal and the value function reduces to the analog of (166), proportional to
ξiFV
4ξiFV n(ν
i
r) + (1 + ξ
i
FV )
2
, (F39)
which is maximized when noise-matched ξiFV = 1. Therefore, the optimal noise impedance
differs between a resonant scan and an integration at a single frequency. The fundamental
difference lies in the fact that, in the former, one is concerned about sensitivity integrated
over a wide bandwidth, whereas in the latter, one is concerned about obtaining the largest
possible sensitivity at a single frequency.
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4. Optimization for Imperfect Flux-to-Voltage Amplifiers
Here, we relax two of the assumptions made in appendix F 3. We permit the amplifier
to possess a minimum noise temperature greater than the quantum limit of equation (E31).
We also permit correlations between the current noise and voltage noise, SFVIV (ν, νr) 6= 0.
However, to compare our results with the previous section, we later set the real part of
the correlation to zero. We also assume, in keeping with appendices E 2 and F 3, that we
may ignore the damping from the input impedance of the amplifier and that the damping
is dominated by intrinsic sources.
The SNR for a dark-matter signal at frequency ν0DM from a resonance at ν
i
r (i fixed) is,
for |ν0DM − νir|  νir,
SNR
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), ν
i
r,SFVV V (ν, νir),SFVII (ν, νir),SFVIV (ν, νir)
]2
(F40)
= (4piQi)2
(
LPU
L
)2
τi
∫ ν0DM+∆νDM
ν0DM
dν
(
ν
νir
g2DMVPU
dρDM(ν,ν
0
DM)
dν
h
)2
× hν
4hν(n(ν) + 1/2) +
SFVV V (ν,νir)
R(ν)
+ SFVII (ν, νir)R(ν)
(
1 + 4(Qi)2(ν−ν
i
r
νir
)2
)
+ 2Re(SFVIV (ν, νir)(1 + 2iQi ν−ν
i
r
νir
))
2
For optimum SNR, we take the pickup inductance to be much larger than the input induc-
tance, so that LPU ≈ L. The SNR of a search, consisting of scan frequencies {νir}, is given
by adding the single-resonance-frequency SNRs in quadrature:
SNRtot
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), {νir}, {SFVV V (ν, νir)}, {SFVII (ν, νir)}, {SFVIV (ν, νir)}
]2
=
∑
i
SNR
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), ν
i
r,SFVV V (ν, νir),SFVII (ν, νir),SFVIV (ν, νir)
]2
. (F41)
The four terms in the denominator of (F40) represent the various noise sources in the
system. The first term is the thermal and zero-point noise of the resonator. The second
and third terms are the backaction and imprecision noise of the amplifier, respectively. The
last term is the noise due to correlations between the backaction and imprecision noise. The
amplifier noise spectral densities are functions both of the frequency and of the resonance
frequency, as we assume that the amplifier can be re-optimized at each scan frequency. If
detuning-dependent (i.e. dependent on ν−νir) terms are smaller than the other terms in the
denominator, then the the SNR is not degraded by the resonator rolloff. At these detunings,
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the signal rolls off, but the noise does as well, keeping the SNR the same. Similar to the
treatment in the main text and the previous section, the frequencies over which this occurs
are the frequencies over which the resonator is maximally sensitive. An optimization entails
maximizing this range of search frequencies without significantly degrading the SNR.
Assume that at each resonance frequency, all noise spectral densities can be taken to be
constants over frequencies |ν − νir|  νir, e.g.
SFVV V (ν, νir) ≈ SFVV V (νir, νir) (F42)
SFVV V (νir, ν) ≈ SFVV V (νir, νir) (F43)
and similarly for SFVII and SFVIV . The precise range over which we need this approximation
to hold for self-consistency is discussed below. Let
α1(νr) =
SFVII (νr, νr)R(νr)
hνr
(F44)
α2(νr) =
Im SFVIV (νr, νr)
hνr
(F45)
α3(νr) = 4(n(νr) + 1/2) +
SFVV V (νr, νr)
hνrR(νr)
+
SFVII (νr, νr)R(νr)
hνr
+ 2
Re SFVIV (νr, νr)
hνr
(F46)
As in previous appendices, define x = 2Qν−ν
i
r
νir
, as the detuning from the resonance frequency
as a fraction of the resonator bandwidth. The fraction in the last line of equation (F40),
which represents the SNR as a function of detuning, then reads
F¯(x, α1(νir), α2(νir), α3(νir)) ≈
1
α1(νir)x
2 − 2α2(νir)x+ α3(νir)
= α1(ν
i
r)
−1
((
x− α2(ν
i
r)
α1(νir)
)2
+
α1(ν
i
r)α3(ν
i
r)− α2(νir)2
α1(νir)
2
)−1
.
(F47)
The SNR is not degraded by the resonator rolloff, and the resonator is maximally sensitive
to the dark-matter signal at detuning x, as long as∣∣∣∣x− α2(νir)α1(νir)
∣∣∣∣ .
√
α1(νir)α3(ν
i
r)− α2(νir)2
α1(νir)
2
. (F48)
Equation (F48) gives the bandwidth over which the resonator is maximally sensitive to
the dark-matter signal. In the language of the main text, the sensitivity Q, describing the
bandwidth of maximal sensitivity is,
Qs(ν
i
r, Q
i, α1(ν
i
r), α2(ν
i
r), α3(ν
i
r)) = Q
i
(
α1(ν
i
r)α3(ν
i
r)− α2(νir)2
α1(νir)
2
)−1/2
. (F49)
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We require that the dark-matter frequencies that lie within a few sensitivity bandwidths of
the resonance satisfy the approximation of a constant noise spectral density in (F42)-(F43).
We assume, as we did in the main text, that
Qs(ν
i
r, Q
i, α1(ν
i
r), α2(ν
i
r), α3(ν
i
r)) 1, (F50)
and that the frequency range of equation (F48) is not comparable in scale to the reso-
nance frequency itself. Implicit in this calculation is the assumption that α1(ν
i
r)α3(ν
i
r) −
α2(ν
i
r)
2 > 0. If Re SFVIV (νir, νir) ≥ 0, this is readily satisfied because SV V (νir, νir)SII(νir, νir)−
|SIV (νir, νir)|2 > 0 (see eq. (E31)).
We see from equation (F47) that the presence of out-of-phase current-voltage correlations,
represented by Im SIV , has introduced an asymmetry in the resonator sensitivity to dark
matter. If Im SFVIV (ν
i
r, ν
i
r) > 0, then for detunings x > 0, the correlation reduces the noise,
relative to the detuning −x, and results in a larger range of positive detunings where the
SNR is not degraded, relative to the range of negative detunings. If Im SFVIV (ν
i
r, ν
i
r) < 0,
the opposite happens, and there is a larger range of negative detunings at which the SNR
is not degraded.
We optimize the resonator readout and noise matching at each resonance frequency for
a log-uniform search. We maximize the expectation value of the square of the SNR. The
value function evaluates to, in analogy with equation (141),
F (α1,2,3(ν
i
r)) ≈ γFV0
∫ β
0
du
(√
1 + u
h
dρDM
du
(u)
)2
(F51)
×
∫ νh(1+u)
νl(1+u)
dν¯
 1
4(Qi)2α1(νir)
(
ν¯
νir
− 1
)2
− 4Qiα2(νir)
(
ν¯
νir
− 1
)
+ α3(νir)

2
,
where γFV0 is a constant. Note that, instead of optimizing with respect to a single noise
matching parameter ξiFV , we are optimizing with respect to three parameters, α1,2,3(ν
i
r),
owing to the two additional degrees of freedom–noise temperature and correlations. The
value function needs to be optimized with respect to all noise matching parameters. Far
away from resonance, the approximation (F23) breaks down; strictly speaking, the integrand
of the ν¯ is then not an appropriate representation for the SNR. However, at these frequencies
far detuned from resonance, there is negligible sensitivity, and the contribution to the integral
is nearly zero. As such, it is an appropriate approximation, for the purpose of evaluating
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the integral, to use this integrand expression at all frequencies. The integrand is sharply
peaked near ν¯ ≈ νir, so using the change of variables x = 2Qi(ν¯ − νir)/νir and extending the
limits of integration to ±∞ (similar to (142)), we find
F (α1,2,3(ν
i
r)) ≈ γFV1
α1(ν
i
r)
(α1(νir)α3(ν
i
r)− α2(νir)2)3/2
, (F52)
where γFV1 is a constant, containing the integral over u. The expression
G¯(α1,2,3(νir)) =
α1(ν
i
r)
(α1(νir)α3(ν
i
r)− α2(νir)2)3/2
(F53)
represents the effect of thermal, zero-point, and amplifier noise integrated over the search
band. In analogy with the optimization over ξ performed for resonator readout with
quantum-limited scattering-mode and flux-to-voltage amplifiers (see Section V A 3 and Ap-
pendix F 3), it is critical to maximize the value of this quantity. We optimize G¯ with respect
to the three noise matching parameters α1,2,3(ν
i
r), assuming fixed temperature and fixed
minimum noise temperature.
Assume that Re SIV = 0, so that we may compare our results to the previous section
and utilize the quantum limits derived in Appendix E 2. This assumption is also in keeping
with SQUID models, such as that in [65]. Let kTminN (ν
i
r) be the minimum noise temperature
for the amplifier corresponding to resonance frequency νir
kTminN (ν
i
r) =
1
2
√
SFVV V (νir, νir)SFVII (νir, νir)− (Im SFVIV (νir, νir))2. (F54)
Let
η(νir) =
2kTminN (ν
i
r)
hνir
≥ 1. (F55)
Then, (F53) can be rewritten as
G¯(α1(νir), η(νir)) =
α1(ν
i
r)
(α1(νir)
2 + 2(2n(νir) + 1)α1(ν
i
r) + η(ν
i
r)
2)3/2
. (F56)
With noise temperature fixed, the maximum of G¯ over α1(νir) occurs at
αopt1 (ν
i
r) =
2η(νir)
2
2n(νir) + 1 +
√
(2n(νir) + 1)
2 + 8η(νir)
2
, (F57)
which corresponds to an current noise spectral density of
SII(νir, νir) =
hνirα
opt
1 (ν
i
r)
R(νir)
. (F58)
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Note that at η = 1, corresponding to a quantum-limited readout, αopt1 (ν
i
r) = ξ
opt(νir, n(ν
i
r))
−1,
and we recover the results of Appendix F 3. We find that the optimal amplifier, given fixed
noise temperature, is not unique. There are infinitely many solutions for amplifier noise
spectral densities SFVV V ,SFVIV that satisfy equation (F54), given the constraint (F58) on SFVII .
The conditions for the optimum only precisely constrain the current noise. In particular,
for fixed noise temperature (e.g. quantum-limited noise temperature), a readout with out-
of-phase correlations between current imprecision noise and voltage backaction noise can
perform (in terms of maximizing the value function F (α1,2,3(ν
i
r))) as well as a readout with
uncorrelated noise sources. This is of practical importance because these noise sources are
often the result of the same physical fluctuations (e.g. Johnson noise from resistive shunts
in a dc SQUID) and therefore, are usually correlated.
We may have guessed that correlations do not prevent us from obtaining the optimum
from analysis of equation (F47). This equation, indicative of the SNR as a function of
frequency detuning from resonance, may be rewritten in terms of the noise temperature
parameter η(νir),
F¯(x, α1(νir), α2(νir), η(νir)) = α1(νir)−1
((
x− α2(ν
i
r)
α1(νir)
)2
+
α1(ν
i
r)
2 + 2(2n(νir) + 1)α1(ν
i
r) + η(ν
i
r)
2
α1(νir)
2
)−1
.
(F59)
The second fraction in the outer parentheses represents the number of bandwidths over
which the resonator has maximal sensitivity to dark matter; it is the value of (Qi/Qs)
2.
This term depends only on the value of α1 and η. The maximum value of F¯ with respect to
detuning, which is a metric of the maximum sensitivity of the resonator, also depends only
on α1. As our value function F (α1,2,3(ν
i
r)) is roughly proportional to the maximum of F¯2
multiplied by the frequency range of maximum sensitivity, it follows that our value function,
and the value of G¯ only depends on these parameters. This is precisely is what we see in
(F56). The only relevant effect of correlations between imprecision and backaction noise is
to shift the frequency at which F¯ is maximized, i.e. introduce an asymmetry in resonator
sensitivity at positive and negative detunings.
One may also understand this result by looking at the total noise spectral density referred
to a voltage excitation in the resonator:
Sref,totV V (x, νir)
hνirR(ν
i
r)
≈ 4(n(νir) + 1/2) +
α2(ν
i
r)
2 + η(νir)
2
α1(νir)
− 2xα2(νir) + α1(νir)(1 + x2). (F60)
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The first term represents the thermal/zero-point noise from the resonator, the second term
represents the voltage-backaction-noise spectral density of the amplifier, the third term rep-
resents the correlation between voltage-noise backaction and current imprecision noise, and
fourth term represents the current-imprecision-noise spectral density of the amplifier.
We plot each of these terms for η(νir) = 10, n(ν
i
r) = 100, α1(ν
i
r) = α
opt
1 (ν
i
r), as specified
by equation (F57), for three different values of α2(ν
i
r), α2(ν
i
r) = −20, 0, +20. See Figs.
13 and 14. Even though the backaction and correlated-noise terms have different values
for the three situations, the minimum level of Sref,totV V (x, ν
i
r) is the same (≈ 604 hνirR(νir)).
The number of bandwidths over which the total noise is less than a factor of 2 above its
minimum is indicated by points below the dashed horizontal line in Fig. 13. This represents
the sensitivity bandwidth and is the same for each of the three cases (≈ 35 resonator
bandwidths). Indeed, Fig. 14 shows that the total noise curves are simply translations of
one another, as dictated by the sign and magnitude of the correlated noise.
The signal-to-noise of the scan at a single dark-matter frequency of interest can be eval-
uated by approximating a continuum of resonator frequencies and using the optimal scan
density function (188) found in the main text, τopt(νr) =
Ttot
ln(νh/νl)
. Assuming fixed Q across
resonant frequencies and LPU  LIN, we find, using methods similar to those already pre-
sented and the optimum readout defined by equations (F54)-(F57),
SNR2(ν0DM) ≈ 4pi3Q
Ttot
ln(νh/νl)
G¯(ν0DM, αopt1 (ν0DM), η(ν0DM))
∫ ν0DM+∆νcDM
ν0DM
dν
(
g2DMVPU
dρDM
dν
h
)2
(F61)
From this equation, sensitivity limits on gDM and therefore, sensitivity limits on ε and gaγγ
may be readily obtained. For a generic dense scan, we would replace Ttot/ ln(νh/νl) with
τ(ν0DM) in the above equation.
Appendix G: Comparison of Resonant and Broadband Searches with Flux-to-
Voltage Amplifiers
A broadband, non-resonant search using flux-to-voltage amplifiers has been proposed as
an alternative to a tunable resonant search. In [22], the sensitivity of a broadband search
is compared to a tunable resonant search, with the conclusion that the broadband search
is more sensitive at frequencies below 100 kHz. In this appendix, we develop an apples-to-
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FIG. 13. The various contributions to the noise, referred to an excitation voltage in the input
circuit, as a function of detuning x = 2Qi ν−ν
i
r
νir
from resonance frequency. η(νir) = 10, n(ν
i
r) = 100,
α1(ν
i
r) = α
opt
1 (ν
i
r). The top, middle, and bottom figures all represent different values of α2(ν
i
r):
α2(ν
i
r) = −20, 0, +20, respectively. The region of the total noise curve below the horizontal
dashed line represents the detunings at which the total noise is less than a factor of 2 from its
minimum value. This region, bounded in frequency space by the two vertical dashed lines, sets the
bandwidth of maximal sensitivity (set by Qs).
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FIG. 14. Total noise of equation (F60) as a function of resonator detuning for α2(ν
i
r) =
−20, 0, +20. The region of the total noise curve below the horizontal dashed line, and bounded
by the colored vertical line (same line positions as Fig. 13) , represents the detunings at which the
noise is less than a factor of 2 from its minimum value.
apples comparison between broadband and resonant searches in our generalized optimization
framework, and show that, in contrast to the conclusion in [22], a tunable resonant search
has better integrated scan sensitivity at any frequency where an electromagnetic resonator
can practically be constructed (&100 Hz).
We first discuss amplifier noise and noise impedance in a broadband search. We then lay
out assumptions for carrying out an apples-to-apples comparison of an optimized single-pole
tunable resonant search and an optimized broadband search with the same integration time.
We show that, under any set of priors, the resonant search must be strictly superior to the
broadband search, as long as a resonator can practically be constructed. We then evaluate
the size of the advantage for example scans. We calculate the SNR of each experiment at
each search frequency, and then determine the ratio of SNRs for two scans: a wide scan
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FIG. 15. (a) Resonant dark matter search (shown at a particular resonance frequency). (b)
Broadband dark matter search. The oscillating dark-matter signal causes a flux in the inductor,
which in turn causes currents to flow in the circuit. These currents are then read out as a flux
in the flux-to-voltage amplifier, shown here schematically as a dc SQUID. For each of the two
experiments, we assume that the pickup inductance LPU is much larger than the input inductance
LIN in order to optimize sensitivity. For an apples-to-apples comparison, the inductor quality is
assumed to be the same in the two experiments, but the inductance value is allowed to differ, e.g.
the number of turns in the pickup coil, determining LPU, is not necessarily the same.
and a low-frequency scan. We discuss the relationship of priors to optimized time allocation
(scan strategy) in a resonant search, which does not apply to broadband. We show that
the optimized resonant search generically enables search times (integration time needed to
reach a particular dark matter-photon coupling) a few orders of magnitude lower than an
optimized broadband search.
Circuit diagrams are shown for both types of searches in Fig. 15. The two fundamental
sources of noise in the detection scheme are thermal/zero-point noise from the resistor and
amplifier noise.
A quantitative, apples-to-apples comparison of single-pole resonant and broadband sen-
sitivities requires a careful treatment of the amplifier noise spectral densities and noise
impedance. In our previous calculations, we assumed that the amplifier noise spectral den-
sities and noise impedance are, to good approximation, constant in a narrow bandwidth
centered about the resonance frequency. This region, the sensitivity bandwidth, is that in
which the SNR is constant with respect to detuning from resonance and can be many res-
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onator linewidths. This is the “useful” bandwidth for detection. Beyond this bandwidth, the
SNR is degraded by the amplifier imprecision noise, and the resonator provides a negligible
contribution to the overall scan sensitivity. In a resonant search, the resonance frequency is
scanned, and the sensitivity of the search in different frequency bands can be chosen by time
allocation. However, in a broadband search, there is no scanning and one uses the informa-
tion over all bandwidth (up to ∼100 MHz, where parasitic capacitances not shown in Fig.
15 degrade the coupling to the amplifier). Over most of this bandwidth, the SNR is greatly
degraded by amplifier noise. But instead of discarding this information, it is integrated over
the full time of the experiment. To some degree, the degradation of SNR from amplifier
noise is mitigated by long experimental time.
In a broadband search, practically speaking, the noise spectral densities and noise
impedance of the flux-to-voltage amplifier (which is operated without retuning) vary sig-
nificantly over the entire frequency range. In order to enable a comparison of broadband
and resonant searches, we must make an assumption about the frequency-dependent noise
impedance of the flux-to-voltage amplifier used in the broadband search. One natural choice
for an amplifier in a broadband search is a dc SQUID. Because of correlations between im-
precision noise and backaction noise in a dc SQUID, the noise impedance tends to have a
complex value. We ignore this non-ideal property for the purposes of this comparison and
assume that the noise impedance of the amplifier is real. Furthermore, we make use of the
fact that flux-to-voltage amplifiers tend to possess a noise impedance that increases linearly
with frequency [62]. A simple and natural model for this noise impedance is thus:
ZN(ν) = 2piνLN , (G1)
where LN is a characteristic inductance. As we have done in the previous appendix, we
assume that the damping from the amplifier input impedance is negligible. Though we are
assuming a specific model for the real-valued noise impedance, we observe that our proof
that the resonant search is superior to the broadband search does not depend on the model.
We only need the model (G1) to calculate the size of the advantage.
It is important to understand (G1) in the context of the resonator optimization of Ap-
pendix F 3 in order to ensure that we are establishing an apples-to-apples comparison of
tunable resonant and broadband sensitivity. In the resonator optimization, we assumed ap-
proximately constant noise impedance in the sensitivity bandwidth at each resonant scan
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step. However, the noise impedance of (G1) is not constant with frequency, but rather,
linear with frequency. We may reconcile the two sets of assumptions by observing that the
sensitivity bandwidth is narrow (much smaller than the resonance frequency), and there-
fore, though the noise impedance is frequency-dependent, we may substitute νr for ν for the
purposes of sensitivity optimization and calculation. In other words, the noise impedance
can be approximated as constant during one scan step in the resonant search.
In the resonant search, after enough scan steps have been taken that the thermal occupa-
tion number changes significantly, the noise impedance of the amplifier is reoptimized. This
optimization can be conducted, e.g., by tuning a variable transformer based on Josephson
junctions, or by tuning the bias parameters of some flux-to-voltage amplifiers. At some fre-
quency interval, perhaps a decade in frequency, the amplifier would need to be swapped with
an amplifier with different coupling strength to enable a larger change in noise impedance,
in conjunction with the swap of the coil set to enable tuning to the next decade of frequency.
Optimizing the noise impedance is equivalent to optimizing LN . We also note that changing
the coil set does not invalidate the apples-to-apples comparison as long as the coupled vol-
ume remains the same — we are just changing the number of turns, which is a broadband
impedance transformation.
For the broadband experiment, we also need to optimize LN . In this case, we only choose
a single value of LN because we do not scan and change circuit and readout parameters.
Because we need to choose a single value for a wideband search, it would then seem that we
would require a value function that weights the importance of different search frequencies.
However, we will find that the value of LN that maximizes the SNR at each search fre-
quency is independent of the frequency, and therefore, such a value function is not required.
This observation suggests that an amplifier exhibiting this noise impedance scaling is an
appropriate choice for a broadband search.
We now establish the assumptions under which we will compare the optimized tunable
resonator search to the optimized broadband search. We assume that the two experiments
use the same pickup volume, which ensures that the two experiments couple to the same
amount of dark-matter signal energy, denoted EDM in eq. (53). However, the two experi-
ments may have different numbers of wiring turns around the detector volume, as long as
the coupled volume is the same. We further assume that the pickup inductance is much
larger than the input inductance (this is always the case when the sensitivity is maximized
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taking into account backaction). The resonator is tuned by a variable lossless capacitor (e.g.
a vacuum gap parallel-plate capacitor for which the electrode overlap area or the separa-
tion distance may be changed), represented by C in the figure. A broadband circuit can
be realized by removing the capacitor and shorting the leads together. In this manner, we
may assume that the loss in both circuits is the same; the loss is quantified by the induc-
tor quality, which is the ratio of its reactance to its resistance 2piν0DM(LPU + LIN)/R(ν).
Nevertheless, we emphasize that we do not require the values of the pickup inductance and
resistance to be the same in the broadband and resonant searches. It is evident from the first
fraction inside the integrand of equation (F14) and from our analysis below that inductor
quality is the relevant parameter for the signal source’s effect on SNR. We assume that the
tunable resonator is high Q, which implies R(ν0DM) 2piν0DM(LPU +LIN) at all dark matter
frequencies in both searches.
We assume that both searches possess optimized noise impedance, as described above.
The impedance optimization for the tunable resonator was carried out in Appendix F 3. The
optimization for the broadband search, in which the value of LN in eq. (G1) is chosen to
maximize SNR, is carried out below.
We set the lower limit for all scans at νl = 100 Hz. Below ∼ 100 Hz, building a res-
onant circuit is challenging due to the physically large components required and resultant
parasitic inductances and capacitances. We evaluate analytically the optimized resonant
and broadband scans–and the comparison of their SNRs–only for searches with lower limit
νl ≥ 1 kHz. Below 1 kHz, some of the approximations in the resonator optimization of
Appendix F 3 begin to break down. However, we emphasize that the results of our analysis
apply down to the lowest frequency at which a resonator can be practically built, νl ∼ 100
Hz. In fact, we show rigorously that, for any search range and any inductor quality, there
exists a resonator scan strategy such that the resonant search gives better sensitivity than
the broadband search at all frequencies in the search range. We set the upper limit for all
comparisons at νh = 100 MHz. We thus stay away from frequencies & 300 MHz in this
comparison, where uncontrolled impedances (for instance, stray inductances/capacitances)
in the nominally lumped-element input circuit will degrade system performance in both the
broadband and resonant experiment. For example, parasitic resonances associated with a
dc SQUID flux-focusing washer create challenges for broadband amplification. We consider
two specific examples of scans. In the first scan, a wide band scan, we set the lower limit
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for comparison at νl = 10 kHz and the upper limit at νh = 100 MHz. The second scan
we consider is a low-frequency scan, where νl = 1 kHz and νh = 10 kHz. The reason for
considering two scans becomes clear when we discuss the role of priors in the sensitivity
comparison.
We assume that the total search time Ttot is long enough that we may dwell at each
resonance frequency longer than the resonator ring-up/dark matter coherence time. For the
time allocation in the two resonant scans described above, we assume the log-uniform search
optimization represented by eq. (188).
Intuition suggests that the assertion that broadband has higher sensitivity below 100
kHz[22] may not be accurate. For a fixed resonance frequency, at frequencies high above
resonance, the capacitor shorts out and the RLC circuit is approximately identical in filter
characteristics to the broadband LR circuit. However, near resonance, the thermal noise,
presented as a voltage noise in series with the resistance, is rung up. If this thermal noise
dominates the amplifier noise, as is commonplace in SQUID readout of MHz resonant circuits
[68], the SNR is not degraded by the readout. In a broadband search, the thermal noise is
rolled off by the L/R pole of the input circuit and is generically lower than the amplifier
noise, resulting in degraded sensitivity. Near resonance, one then expects the SNR of the
resonant detector to be better than the broadband detector. If the resonator were not
scanned at all, but fixed at a single frequency, one should then expect the SNR to be better
than or equal to the broadband search at the resonance frequency and above. If we then scan
the resonator frequency, one might expect better SNR than broadband at all frequencies at
which a resonator can be built. As we will observe, a rigorous analysis is somewhat more
complicated, but comes to the same conclusion.
We may gain further insight from our Bode-Fano constraint in Appendix F 2. The opti-
mized integrated sensitivity, as constrained by the Bode-Fano criterion, is achieved with a
narrowband noise match (a top-hat spectrum when we consider ζ(ZT (ν)) as a function of
frequency), and the single-pole resonator is close to this limit. If a broadband search were
better than a resonant search, then we would expect the Bode-Fano limit to point toward
a wideband match, with ζ taking on nonzero values over a broad bandwidth of frequencies.
However, this is not the case.
Having established our assumptions for the apples-to-apples comparison, we are now
ready to calculate the sensitivity of the optimized resonant and broadband searches and
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compare them. Our comparison consists of two steps. First, we consider the SNR formula
for resonant and broadband searches, as given by (F14). We use this formula to show that the
optimized resonant search must be strictly superior to the optimized broadband search, at
all frequencies at which a resonator can be built. This statement is independent of the priors,
the search range, the resonator quality factor, and the particular model of real-valued noise
impedance. Second, we assume log-uniform priors and the noise impedance model (G1) to
calculate the advantage of the resonant search in example scans. The SNR for the resonant
search was considered in detail in Appendix F 3 and is given for the optimized log-uniform
search in eq. (195) of Section V B. We denote the square of this SNR as SNR2R(ν
0
DM),
where the subscript ‘R’ denotes a resonant search. It thus suffices to derive below only the
optimized SNR for the broadband search.
From equations (F11), (F14), and (F15), the signal-to-noise ratio for the broadband
search at search frequency ν0DM is given by
SNRB
[
ν0DM, gDM,
dρDM
dν
(ν, ν0DM), τ
]2
= (2pi2)2Ttot (G2)
×
∫ ν0DM+∆νcDM
ν0DM
dν
(
νLPU
R(ν)
EDM(ν, ν
0
DM, gDM,
dρDM
dν
(ν, ν0DM))
h
1
NFVB (ν, ZB(ν), ZN(ν), n(ν))
)2
where
ZB(ν) = R(ν) + 2piiν(LPU + LIN) (G3)
is the source impedance seen by the amplifier, and we have absorbed the imaginary part
of the amplifier input impedance into the total inductance. We have substituted Ttot for τ
because at each search frequency, we integrate for the total experiment time. The subscript
‘B’ denotes that the SNR is for the broadband search.
NFVB (ν, ZB(ν), ZN(ν), n(ν)) =
Re(ZB(ν))(n(ν) +
1
2
) + 1
4
(
|ZB(ν)|2
ZN (ν)
+ ZN(ν)
)
Re(ZB(ν))
(G4)
is the noise-equivalent number.
Suppose that we are performing a broadband search between frequencies νl and νh. We
insert a lossless series capacitor into the circuit such that it possesses resonant frequency
νl. We denote the impedance of this circuit as ZR(ν, νl). We compare the sensitivity of
the broadband search to a resonant search in which the resonance frequency is not tuned,
but simply sits at frequency νl for the entire integration time. At frequencies ν ≥ νl,
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|ZB(ν)|2 > |ZR(ν, νl)|2 because the capacitance reduces the circuit reactance and therefore,
the magnitude of the impedance. Since Re(ZB(ν)) = Re(ZR(ν, νl)) and the noise impedance
is the same for both circuits, the noise-equivalent number of the resonant circuit, evaluated
with (F15), is lower than that of the broadband circuit. Since the inductor quality and
coupled energy are the same for the two searches, (F14) and (G2) show that the SNR of the
resonant circuit is greater than that of the broadband circuit at all frequencies in the search
range. The optimal resonant scan performs at least as well as this fixed-frequency-resonator
scan strategy, so we conclude that the optimized resonant scan is better than the optimized
broadband scan at all search frequencies. Note that this statement is independent of the
particular model of real-valued noise impedance and inductor quality, as well as the search
range and the set of priors. 16
It is informative to quantify the difference in sensitivity between the optimized broadband
search and the optimized resonant search. For this calculation, we assume log-uniform priors
and the linear-in-frequency noise impedance model (G1). Since we have assumed low-loss,
R(ν) 2piν(LPU + LIN), we may approximate,
NFVB (ν, ZB(ν), ZN(ν), n(ν)) ≈ n(ν) +
1
2
+
1
4
2piν
(
(LPU+LIN)
2
LN
+ LN
)
R(ν)
. (G5)
The noise equivalent number is minimized and the SNR is maximized when the characteristic
inductance for the noise impedance is the sum of the pickup and input inductances: LN =
LPU + LIN. The optimal value of the noise equivalent number is then
NoptB (ν, ZB(ν), n(ν)) = n(ν) +
1
2
+
1
2
2piν(LPU + LIN)
R(ν)
(G6)
The first term on the right-hand side represents the thermal noise, the second the zero-
point fluctuation noise, and the third the amplifier noise. We identify 2piν(LPU +LIN)/R(ν)
as the quality factor of a resonator (i.e. the inductor quality) at center frequency ν. For
the purposes of the sensitivity comparison, we set the quality factor to be a frequency-
16From a practical perspective, one might argue, depending on the values of LPU and LIN in the broadband
circuit and the value of the frequency νl, that inserting a capacitor to produce the desired resonance is not
feasible, e.g. because the capacitance would be too large. However, our conclusions remain the same even
if the resonator inductance differs from the broadband circuit. We can lower the capacitance by increasing
the value of LPU and achieve resonant frequency νl. Suppose that the values of the pickup inductance and
resistance in the resonant circuit are N times larger than that in the broadband circuit. We may increase
the noise impedance by a factor of N , for example, by modifying amplifier bias parameters and/or by using
broadband flux transformers. Then, the noise-equivalent number of the resonant circuit is again found to
be lower than the broadband circuit, resulting in higher SNR.160
independent value Q 1. Combining eqs. (53), (G2), and (G6) yields the SNR expression
SNR2B(ν
0
DM) ≈ pi2Ttot
(
Q
n(ν0DM) +
1
2
Q
)2 ∫ ν0DM+∆νcDM
ν0DM
dν
(
g2DMVPU
dρDM
dν
(ν, ν0DM)
h
)2
(G7)
where, as we did for the resonator, we have assumed LPU  LIN, so as to maximize SNR.
The ratio of the SNR-squared for broadband and resonant searches is, from (195),
Γ(ν0DM) ≡
SNR2R(ν
0
DM)
SNR2B(ν
0
DM)
=
4pi
ln(νh/νl)
ξopt(n(ν0DM))
2
(4ξopt(n(ν0DM))n(ν
0
DM) + (1 + ξ
opt(n(ν0DM)))
2)3/2
(n(ν0DM) +
1
2
Q)2
Q
(G8)
We now focus on particular limits relevant to the frequency range in question. Assume that
both experiments are conducted at a temperature of 10 mK. Then, in the frequency range of
1 kHz to 100 MHz, the high thermal-occupation limit n(ν0DM)  1 applies. In this regime,
ξopt ≈ 2n(ν0DM), so we find
Γ(ν0DM) ≈
2pi
ln(νh/νl)
1
3
√
3
(n(ν0DM) +
1
2
Q)2
n(ν0DM)Q
(G9)
We calculated the optimal resonator sensitivity under the assumption that the sensitivity
quality factor is much larger than unity, which is appropriate at 10 mK for internal Qs on
the order of one million down to resonance frequencies of approximately ∼ 1 kHz. This
condition implies that Q n(ν0DM), so we find
Γ(ν0DM) ≈
pi
6
√
3ln(νh/νl)
Q
n(ν0DM)
 1 (G10)
The above expression has the expected parametric dependence on quality factor and thermal
occupation number. From the discussion of Fig. 12 and eq. (G6), the noise-equivalent
number for an optimized resonator at frequency ν0DM is lower than that for the broadband
search by a factor of ∼ Q/n(ν0DM). The noise number for the resonator is dominated by
the thermal noise, varying as ∼ n, while the noise number for the broadband search is
dominated by the amplifier noise, varying as ∼ Q. The broadband search spends more
time integrating at a given frequency than the resonant search, with the ratio of integration
times being proportional to the sensitivity quality factor ∼ Q/n(ν0DM). The SNR is inversely
proportional to the noise-equivalent number and varies as the square root of integration time.
Thus, we find that the parametric dependence of Γ on quality factor and thermal occupation
number is ∼ (√n(ν0DM)/Q×Q/n(ν0DM))2 = Q/n(ν0DM), which matches (G10). The numerical
prefactor in the first fraction of (G10) is not far from unity–approximately 0.03 for the wide
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band scan (νl = 10 kHz and νh = 100 MHz) and 0.13 for the low-frequency scan (νl = 1 kHz
and νh = 10 kHz). We thus find that the resonator sensitivity is superior to the sensitivity
of the broadband search.
To demonstrate the advantage of the resonant search more explicitly, we may consider
the ratio of minimum couplings to which each search is sensitive,
gRDM,min
gBDM,min
= Γ(ν0DM)
−1/4 (G11)
A value less than unity implies that the resonant search is superior. For the wide band scan,
the ratio is plotted, with the optimized log-uniform time allocation of eq. (188), as the blue
curve in Fig. 16. For the low-frequency scan, the ratio is plotted as the red curve. We have
assumed a quality factor of one million and in both calculations have used the formula (G8).
In contrast to the limits shown in [22], combining the two scans in the plot demonstrates
the resonant search with Q of 106 is considerably better than the broadband search at all
frequencies above 1 kHz. The ratio is lower than one at all frequencies, dropping below 0.1
in coupling at the highest frequencies. This corresponds to a scan rate (reflecting the time
to reach a particular coupling) that is more than four orders of magnitude higher.
We have cut off the analysis at 1 kHz not because coils at lower frequencies cannot be
made, but because the approximations used in the analysis break down. At these low fre-
quencies, the thermal occupation number is comparable to, or larger, than the resonator
quality factor, leading to an order-unity sensitivity bandwidth. The approximations used
to derive the curves in the figure (in particular, the assumption that the noise impedance
stay constant within the sensitivity bandwidth) break down at such low frequencies, which
manifests in the curving of the red line at lower frequencies. We know from our demon-
stration below eq. (G4) that the optimized tunable resonant search is strictly better than
the optimized broadband search, as long as a resonator can practically be constructed (at
frequencies & 100 Hz). It is simply that, below 1 kHz, the size of the advantage cannot be
calculated with the analytical optimization of Appendix F 3.
If one were to extrapolate the sensitivity comparison implied by the wide scan to below
10 kHz, it would seem that a broadband approach may be fundamentally more suitable.
However, this conclusion is not accurate because the time allocation for the scanned search
was selected by assuming the prior of a log-uniform search over the 10 kHz-100 MHz search
range. (Again, we refer the refer the reader to the proof below eq. G4.) Mathematically,
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this prior is represented by the natural logarithm in the denominator of eq. (G8) and thus
affects the calculated sensitivity curves. If there were reason to expect that dark matter is
more likely at lower frequencies, a different prior would be used.
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FIG. 16. Resonant vs broadband sensitivity.
gRDM,min
gBDM,min
vs frequency for a quality factor of 106 and
temperature of 10 mK. The comparison for a wide scan between 10 kHz and 100 MHz is shown
in blue, while that for a low-frequency scan between 1 kHz and 10 kHz is shown in red. The
small curvature at the lowest frequencies in the red curve is the result of increasing error in the
approximations used to evaluate resonant sensitivity. This error reflects the sensitivity quality
factor approaching unity.
This observation begs the question of conducting two separate experiments in the two
different frequency ranges, 1-10 kHz and 10 kHz-100 MHz. If the two experiments were con-
ducted for the same integration time, might one expect that, selecting a resonant experiment
for one, and a broadband experiment for the other, that the lower frequency sensitivity might
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be improved? However, asking this question is assuming a prior that weights low frequency
information as particularly interesting–in other words, as more valuable than high frequency
information. Assuming that prior, we find that two resonant scans can always be designed
to outperform a resonant scan and a broadband scan at all frequencies where a resonator
can practically be built. For example, one of the two resonant scans may integrate solely at
low frequencies. We consider a second, low-frequency scan covering only the 1 kHz-10 kHz
band, which yields the ratio of minimum detectable couplings shown in red. Again, the ratio
is smaller than unity, and it is evident that the low-frequency resonant scan outperforms the
broadband scan at lower frequencies. The scan rate is a factor of few higher for resonant
than for broadband in the 1-10 kHz range. The optimal choice for two experiments is thus
two resonant scans, rather than a resonant scan and a broadband scan, at all frequencies
above which a resonator can be built.
We further demonstrate, within our quantitative framework, that for any priors, a res-
onant search is superior to a broadband search. We have already proved this statement in
the comparison of a fixed-frequency resonator with a broadband LR circuit. Nevertheless,
our demonstration here provides broader context to the analytical comparison (G8) and
log-uniform priors that gave Fig. 16. For a generic scan density function τ(ν0DM) satisfying
(187), the ratio of SNR-squared for the resonant and broadband searches becomes
Γgen(ν
0
DM, τ(ν
0
DM)) ≈
pi
6
√
3
τ(ν0DM)
Ttot
Q
n(ν0DM)
, (G12)
where Q n(ν0DM) 1. We may choose the scan density function such that Γgen is constant
over the search range, νl ≤ ν0DM ≤ νh. This may be done by choosing τ(ν0DM) = Λ0n(ν0DM),
where Λ0 is a constant. We solve for Λ0 using (187) and obtain the result
Λ0 ≈ Ttot(n(νl)− n(νh))−1 (G13)
so
Γgen(ν
0
DM, τ(ν
0
DM) = Λ0n(ν
0
DM)) ≈
pi
6
√
3
Q(n(νl)− n(νh))−1  1 (G14)
Because the optimized time allocation must yield integrated scan sensitivity (weighted by
prior probabilities) at least as high as the chosen scan density function, we conclude that,
for any priors, the resonant search is superior to broadband at all frequencies above which
a resonator can be built.
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The data shown in Figure 16 is plotted with Q = 106. The advantage of a resonant
search is diminished as the Q is reduced. It may then seem that if an experiment only
achieves a lower Q ≈50,000, a broadband search would have a fundamental advantage at
lower frequencies. Again, one must be careful about extrapolating. Such an extrapolation
is inaccurate here. Eqs. (G8), (G10), and (G14) show that, as long as the Q is high enough
that the approximations used are correct, the integrated scan sensitivity is better for a
resonant search for any set of priors, including priors emphasizing lower frequencies. At
Q ≈50,000, our approximations break down at ≈ 10-20 kHz (instead of 1 kHz), but we can
still state that the advantage of a resonant search persists to lower frequencies and Q. This
assertion is based on the original argument that a fixed-frequency resonant circuit possesses
higher sensitivity than a broadband circuit at all frequencies above resonance.
In conclusion, given any inductor quality and set of priors, the optimized resonant search
is fundamentally superior to the optimized broadband search over all frequencies at which
a resonator may be built (& 100 Hz). The resonant search enables search times that are
generically a few orders of magnitude lower than the broadband search.
As a final remark in this section, we consider some of the practical advantages for a
resonant search. Both resonant and broadband searches are susceptible to false signals from
electromagnetic interference. In a resonant search, an interfering signal at a given frequency
is quickly detected, and after elimination of the source or modification of the experiment,
confirmation that the spurious signal is gone can be quickly achieved. In contrast, in a
broadband search, a weak spurious signal can only be detected (and its removal can only
be confirmed) after a long integration time. Broadband searches are also more vulnerable
to weak, intermittent transient signals, which can be eliminated in resonant experiments
by repeated scans. Resonant scans also have more subtle advantages. Because of ampli-
fier nonlinearities, in broadband scans, the many pickup lines that inevitably couple to the
experiment at some level will produce a forest of weak intermodulation products at many
points in the bandwidth of the experiment. These very weak products will only be evident
after a lengthy integration time. A resonator filters the pickup lines outside of the sensitivity
bandwidth before it is amplified, greatly reducing problems with intermodulation products.
The rejection may be further enhanced by use of narrowband filters (e.g. those containing
only the sensitivity bandwidth) in the readout lines following the first-stage amplifier. Such
filters inherently cannot be used in a broadband experiment. Finally, if a weak candidate
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signal is identified in a broadband search, optimal follow-up will require a resonant measure-
ment at the frequency of interest. A resonant experiment can quickly integrate to a much
higher signal-to-noise ratio than a broadband experiment at a given frequency of interest in
order to determine spatial, temporal, and directional properties, and measure the candidate
signal power spectrum.
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