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Abstract. This work focuses on the existence of quasi-periodic solutions for ordinary and
delay differential equations (ODEs and DDEs for short) with an elliptic-type degenerate equi-
librium point under quasi-periodic perturbations. We prove that under appropriate hypotheses
there exist quasi-periodic solutions for perturbed ODEs and DDEs near the equilibrium point
for most parameter values, then apply these results to the delayed van der Pol’s oscillator with
zero-Hopf singularity.
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1. Introduction
The existence problem of quasi-periodic solutions (invariant tori) is a very active research topic
of KAM theory for integrable or partially integrable systems under quasi-periodic perturbations.
This problem has been studied near elliptic equilibrium points by Jorba and Simo [19], near
nondegenerate invariant tori by Friedman [13]; Braaksma and Broer [4]; Braaksma, Broer and
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Huitema [5]; Broer, Huitema and Sevryuk [7], and Sevryuk [26]. Here we only mention those
works closely related to the present one for non-conservative systems.
In the case where the equilibrium point or torus is degenerate (that is, the coefficient matrix
of the linear part has zero as an eigenvalue, or there is a zero eigenvalue in the normal direction
of the torus), the linear terms of unperturbed systems can not control the shift of equilibrium
points so that this problem become complicated. Hence, the further restriction is imposed on
the perturbation except the smallness and smoothness [3, 12, 23, 14, 15, 17, 20, 22] where
the averaged perturbation system in normal direction has a nondegenerate equilibrium point,
or the higher-degree terms of the unperturbed system have to be taken into account [31] for
Hamiltonian systems and [29] for dissipative systems.
In [31, 29], some high-degree terms are used to control the shift of equilibrium points. You
[31] considered the real analytic Hamiltonian
H = 〈ω, y〉 + 1
2
v2 − u2d + P(x, y, u, v), d ≥ 2 (1.1)
in (x, y, u, v)-space Tn0 × Rn0 × R2, continuously depending on the parameter ω in an open set
D ⊂ Rn0 . It is proven that for beforehand fixed frequency vector ω0 satisfying the Diophantine
condition
|〈k, ω0〉| ≥ γ|k|−ι, ι > n0 + 1, 0 , k ∈ Zn0 ,
the hyperbolic-type degenerate n0 dimensional torus y = 0, u = v = 0 with frequency ω0 can
survive small perturbations, that is, there is an ω∗ such that (1.1) at ω∗ possesses an n-torus
with frequency ω0.
A similar problem has been investigated for degenerate lower dimensional tori for Hamilto-
nian systems by Cheng [9, 10].
Concerning on dissipative systems, Xu [29] considered the two dimensional quasi-periodic
and real analytic system 
x˙ = Ωy + h1(x, y, ωt) + f1(x, y, ωt)
y˙ = x3 + h2(x, y, ωt) + f2(x, y, ωt),
(1.2)
where (x, y) ∈ R2,Ω > 0 is a constant, h1 and h2 are high-degree terms
hi =
∑
n≥2 or l+n≥4
hiln(ωt)xlyn, i = 1, 2,
f1 and f2 are lower-degree small perturbation terms
fi =
∑
n≤1 and l+n≤3
filn(ωt)xlyn, i = 1, 2.
The origin (0,0) is a hyperbolic-type degenerate equilibrium point of the unperturbed system
of (1.2). In [29], it is proven that the system (1.2) has a quasi-periodic solution with frequency
2
ω near the origin if the perturbation ( f1, f2) is sufficiently small and the frequency vector ω
satisfies the Diophantine condition.
But the case where the degenerate equilibrium point is elliptic-type is more complicated
[31]: there are resonances between normal and tangent frequencies, which requires measure
estimates; the linear coordinate transformation of equilibrium points at each iteration step may
not smoothly depend on parameters. One aim of the present paper is to examine the existence
of quasi-periodic solutions in such a case.
One the other hand, Li and Llave [21] discussed the existence of quasi-periodic solutions
for delay differential equations under some assumptions, one of which is that the unperturbed
linear system does not have zero as an eigenvalue. Another aim of the present paper is exam-
ine whether quasi-periodic solutions still exist for delay differential equations when the linear
system has zero-eigenvalues. We will also use one high-degree term to control the shift of
equilibrium point and these results will be stated in Section 2.
We conclude this section by a remark on another degeneracy in KAM theory concerning
the frequency mapping of the unperturbed tori. In classical KAM theory, the frequency map-
ping is always required to satisfy the Kolmogorov non-degeneracy condition or some strong
non-degeneracy conditions concerning the dependence on the parameters of systems. But in
many concrete systems, the strong non-degeneracy conditions are not verified. This strongly
motivated searching for weaker non-degeneracy conditions, which have been studied in a series
of papers, for example, first by Arnol’d [1], then by Bruno [8], Cheng and Sun [11], Ru¨ssmann
[25], Sevryuk [26], Han,Li and Yi [16] for finite dimensional Hamiltonian systems, and Bam-
busi, Berti and Magistrelli [2] for infinite dimensional case.
2. Statement of Results
2.1 Quasi-periodic solutions: the ODEs’ case Consider the following real analytic ordinary
differential equation
v˙1 = Ω1(a)v31 + f1(v; a) + εg1(ωt, v; a, ε)
v˙2 = −Ω2(a)v3 + d1(a)v31 + f2(v; a) + εg2(ωt, v; a, ε)
v˙3 = Ω2(a)v2 + d2(a)v31 + f3(v; a) + εg3(ωt, v; a, ε),
(2.1)
where v = (v1, v1, v3)T ∈ R3 (·T denotes transpose), a ∈ Π0 ⊂ R is a parameter variable,
the perturbations εg j( j = 1, 2, 3) are quasi-periodic in t with frequency ω = (ω1, · · · , ωn0),
f j( j = 1, 2, 3) are higher-degree terms
f j =
∑
l∈Σ′
f j,l(a)vl, vl = v
l1
1 v
l2
2 v
l3
3 ,
Σ′ = {l = (l1, l2, l3) ∈ Z3+ : l1 ≥ 4, or l2 + l3 ≥ 2, or l2 + l3 = 1 and l1 ≥ 2}.
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The equation (2.1) is a perturbed one of the following equation with an elliptic-type degenerate
equilibrium point 
v˙1 = Ω1(a)v31 + f1(v; a)
v˙2 = −Ω2(a)v3 + d1(a)v31 + f2(v; a)
v˙3 = Ω2(a)v2 + d2(a)v31 + f3(v; a).
Our aim is to prove the existence of quasi-periodic solutions of (2.1). To this end the following
assumptions are made.
(H1) All functions in (2.1) are 2pi-periodic in φ = ωt, which means quasi-periodic
in t with frequency ω = (ω1, · · · , ωn0); analytic in variables φ ∈ Tn0 , v ∈ B(s0), ε in some
neighborhood of ε = 0 (it is notable that the analyticity is not necessary but it considerably
simplifies the proofs); and continuously differentiable with respect to the parameter a ∈ Π0.
Here Π0 ⊂ R is a bounded closed set of positive Lebesgue measure, B(s0) = {v ∈ R3 : |v| ≤ s0}
with s0 being a positive constant.
(H2) The frequency vector ω satisfies the Diophantine condition
|〈k, ω0〉| ≥ γ0|k|−ι, ∀k ∈ Zn0 \ {0}, (2.2)
where ι ≥ n0 + 1 and 0 < γ0  1 are constants, |k| = |k1|+ · · ·+ |kn0 | for integer vectors, and 〈·, ·〉
is the usual scalar product. Without loss of generality, we fix ι = n0 + 1 to simplify notation in
proving procedure.
(H3) There is a positive constant c0 such that
inf
a∈Π0
∣∣∣∣∣ ddaΩ2(a)
∣∣∣∣∣ ≥ c0, infa∈Π0 |Ω j(a)| ≥ c0, j = 1, 2.
Remark 1.1 In this paper, the continuous differentiability of a function f with respect to the
parameter a on a bounded closed set Π means that the f is continuous together with the first
derivative in some neighborhood of Π.
As g j is real analytic in v, expand g j into power series in v
g j =
∑
l∈Z3+
g j,l(ωt; a, ε)vl, j = 1, 2, 3.
Let φ = ωt,
g j,L =
∑
l∈Σ0L
g j,l(φ; a, ε)vl
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denote the lower-degree terms of g j,
g j,H =
∑
l∈Σ0H
g j,l(φ; a, ε)vl
denote the higher-degree terms of g j, where
Σ0L =
{
l = (l1, l2, l3) ∈ Z3+ : l2 + l3 = 0 and 0 ≤ l1 ≤ 3, or l2 + l3 = 1 and l1 = 0
}
,
Σ0H =
{
l = (l1, l2, l3) ∈ Z3+ : l1 ≥ 4, or |l| ≥ 2 and l2 + l3 ≥ 1
}
.
We want to look for quasi-periodic solutions of (2.1) with the frequency ω by a sequence of
quasi-periodic transformations to eliminate the lower-degree terms g j,L so that (2.1) can be re-
duced to suitable normal forms with the coordinate origin as an equilibrium point, respectively.
At each step of the transformation procedure we need to translate the coordinate origin to some
equilibrium point and the change may not be smoothly but only continuously depends on the
parameter even if the original equation analytically depends on the parameter. For the hyper-
bolic case, it is well known that we do not need to estimate the parameter measure. But for the
elliptic-type degenerate case, because of resonances between the frequency ω of perturbations
and the normal frequencies which requires the parameter measure estimate, we need to impose
some restrictive conditions on the perturbation so that translation changes are smooth.
Define the average of the function g1(φ, v; a, ε) in the equation (2.1) on φ with v2 = v3 =
0, ε = 0 by
ĝ1(0, v1, 0; a, 0) B
1
(2pi)n0
∫
Tn0
g1(φ, v1, 0, 0; a, 0)dφ =
∑
l1≥0
ĝ1,l100(0; a, 0)v
l1
1 .
(H4) Assume there is a positive constant c1 such that
Case 1 infa∈Π0
∣∣∣ĝ1,000(0; a, 0)∣∣∣ ≥ c1,
or
Case 2 ĝ1,000(0; a, 0) = 0 for a ∈ Π0, and infa∈Π0
∣∣∣ĝ1,100(0; a, 0)∣∣∣ ≥ c1.
Theorem 1 Suppose that for the equation (2.1) Assumptions (H1)-(H4) hold. Then there is a
sufficiently small ε∗ > 0 such that for 0 < ε ≤ ε∗, there exists a Cantorian-like subset Πγ0 ⊂ Π0
with the Lebesgue measure
MeasΠγ0 = MeasΠ0 − O(γ0),
and for any a ∈ Πγ0 , the equation (2.1) possesses a quasi-periodic solution v = v(ωt; a) which
is real analytic in ωt, Lipschitz in a ∈ Πγ0 and satisfies
sup
R×Πγ0
||v(ωt; a)|| = O(ε 13 ). (2.3)
2.2 Quasi-periodic solutions: the DDEs’ case Consider the perturbed delay differential
equation
x˙(t) = A(a)x(t) + B(a)x(t − 1) + f (x(t), x(t − 1); a) + εg(ωt, x(t), x(t − 1); a, ε), (2.4)
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where x ∈ Rq, A, B ∈ Rq×q, the small perturbation εg is quasi-periodic in t with frequency
ω = (ω1, · · · , ωn0), the parameter a ∈ Π0 ⊂ R and Π0 is a bounded closed set of positive
Lebesgue measure,
f = O(||(x(t), x(t − 1))||3).
Assume the unperturbed linear equation
x˙(t) = A(a)x(t) + B(a)x(t − 1) (2.5)
has a simple zero-eigenvalue and a pair of purely imaginary simple eigenvalues ±Ω2(a)
√−1,
and the rest eigenvalues {λ j(a) : j = 1, 2, · · · } satisfy
Reλ j(a) ≥ µ for all a ∈ Π0, j = 1, 2, · · · (2.6)
with some positive constant µ.
Our another aim is to obtain the existence of quasi-periodic solutions of (2.4). According to
the center direction and hyperbolic direction–infinite dimensional part (see pages 3753-3755 in
[22] for calculation, also see the next section for a similar calculation) we can decompose the
equation (2.4) into 
v˙1 = Ω1(a)v31 + f1 + εg1
v˙2 = −Ω2(a)v3 + d1(a)v31 + f2 + εg2
v˙3 = Ω2(a)v2 + d2(a)v31 + f3 + εg3
dzt
dt = UQzt + X
Q
0 [d3(a)v
3
1 + f4 + εg4],
(2.7)
where v = (v1, v2, v3)T , UQ is the restriction of U to the hyperbolic invariant subspace Q of (2.5),
U is the extension to C1([−1, 0],Rq) of the infinitesimal generator U0 of the solution operator
semigroup of the linear equation (2.5), zt ∈ Q, XQ0 is the projection of X0 on the hyperbolic
invariant subspace Q of (2.5), X0(θ) = 0 if −1 ≤ θ < 0; = Eq if θ = 0, and Eq is the q×q identity
matrix, and for j = 1, · · · , 4,
f j = f j(v, zt(0), zt(−1); a) =
∑
(l,m,n)∈Σ′′
f j,lmn(a)vlzmt (0)z
n
t (−1),
g j = g j(ωt, v, zt(0), zt(−1); a, ε) =
∑
l,m,n
g j,lmn(ωt; a, ε)vlzmt (0)z
n
t (−1)
with (l,m, n) ∈ Z3+ × Zq+ × Zq+, and
Σ′′ =
{
(l,m, n) ∈ Z3+ × Zq+ × Zq+ : l1 ≥ 4, or |l| + |m| + |n| ≥ 3 and l2 + l3 + |m| + |n| ≥ 1
}
.
The spectral set of UQ is just {λ j(a) : j = 1, 2, · · · } satisfying (2.6).
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If removing the hyperbolic direction from (2.7), then the equation (2.7) is reduced to a
similar form of (2.1), and we also have an analogous result on the existence of quasi-periodic
solutions of (2.7).
(H1)′Assume all functions in (2.7) are 2pi-periodic in φ = ωt, analytic in variables
φ ∈ Tn0 , v and zt on B(s0), ε in some neighborhood of ε = 0, and continuously differentiable
with respect to the parameter a on Π0, where
B(s0) B {(v, z) ∈ R3 × Q : |v| ≤ s0, ||z|| ≤ s0},
z ∈ Q ⊂ C([−1, 0],Rq) and ||z|| = sup−1≤θ≤0 |z(θ)|, s0 is a positive constant.
Define the average of the function g1(φ, v, zt(0), zt(−1); a, ε) in the equation (2.7) on φ with
v2 = v3 = 0, zt = 0, ε = 0 by
ĝ1(0, v1, 0; a, 0) B
1
(2pi)n0
∫
Tn0
g1(φ, v1, 0, 0, 0, 0; a, 0)dφ =
∑
l1≥0
̂g1,(l100)00(0; a, 0)v
l1
1 .
(H4)′ Assume there is a positive constant c1 such that
Case 1 infa∈Π0
∣∣∣ ̂g1,(000)00(0; a, 0)∣∣∣ ≥ c1,
or
Case 2 ̂g1,(000)00(0; a, 0) = 0 for a ∈ Π0, and infa∈Π0
∣∣∣ ̂g1,(100)00(0; a, 0)∣∣∣ ≥ c1.
Theorem 2 Suppose that for the equation (2.7) Assumptions (H1)′, (H2)-(H3) and (H4)′ hold,
and all eigenvalues of the operator UQ satisfy the condition (2.6). Then there is a sufficiently
small ε∗ > 0 such that for 0 < ε ≤ ε∗, the conclusions in Theorem 1 appear to hold true also
for the equation (2.7). Correspondingly, the equation (2.4) possesses a quasi-periodic solution
for any a ∈ Πγ0 .
In Section 3, we will apply Theorem 2 to delayed van der Pol’s oscillator with zero-Hopf sin-
gularity, and obtain the existence of quasi-periodic solutions of the system under quasi-periodic
perturbations. The proofs of our results are based on a rapidly convergent iteration process and
reducing the equations to some normal forms with zero as an equilibrium point. The sections 4
and 5 are devoted to the proof of Theorem 1. In Section 4, we consider one step of the iteration
and obtain several estimates, that is, we give an iteration lemma and its proof, which shows that
at each iteration step the transformed equation possesses much smaller lower-degree terms. The
convergence of the iteration sequence of quasi-periodic transformations and the measure esti-
mate of parameter sets are analysed in Section 5. As the hyperbolic direction in (2.7), involving
the infinite dimensional part, does not result in essential difficulties and its treatment is similar
to that in [22], and the argument for the center direction is the same as in (2.1), we will only
describe the proof sketch of Theorem 2 in Section 6.
3. Quasi-periodic response in delayed van der Pol’s oscillator
Consider the delayed van der Pol’s oscillator
x¨(t) + a(x2(t) − 1)x˙(t) + x(t) = f (x(t − τ)) + εg(ω′t, x(t), x(t − τ), ε), (3.1)
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where a is a constant, the delay τ ≥ 0, f and g are assumed to be analytic in all variables, εg is
a quasi-periodic perturbation in time t with the frequency ω′ = (ω′1, · · · , ω′n0).
Braaksma and Broer [4], Broer, Huitema and Sevryuk [7] investigated the existence of quasi-
periodic solutions of (3.1) for the case of the delay τ = 0.
For the case without the perturbation term, the bifurcation and stability of (3.1) have been
extensively studied, see [6, 18, 28, 30, 33] and the references therein.
Assume
f (0) = f ′′(0) = 0, f ′(0) = b, f ′′′(0) = 6b1
just as in [28, 30, 33]. The characteristic equation of the linearization of unperturbed equation
of (3.1) at the equilibrium point x = 0 is
λ2 − aλ + 1 − be−τλ = 0. (3.2)
The distribution of roots of (3.2) is analyzed by Jiang and Wei [18]. Especially, in the case
where b = 1, τ = τ0(a) and 0 < a <
√
2, the characteristic equation (3.2) has a simple zero root
and a pair of purely imaginary simple roots ±ω0
√−1, and the rest roots of (3.2) have negative
real parts (see Lemma 2.7 in [18]), where
ω0 =
√
2 − a2, τ0 =

1
ω0
arcsin aω0, 1 < a <
√
2
1
ω0
(pi − arcsin aω0), 0 < a ≤ 1.
(3.3)
We will discuss the existence of quasi-periodic solutions of Equation (3.1) in this case. We
will regard a as a parameter variable, and take a closed subset in its allowed domain, such as
Π0 = [14 ,
5
4 ] for simplicity.
We rewrite Equation (3.1) with b = 1, τ = τ0 (meanwhile, rescaling the time t by τ0t) as
y˙(t) = Ay(t) + By(t − 1) + F1(y(t), y(t − 1)) + F2(τ0ω′t, y(t), y(t − 1), ε), (3.4)
where
y(t) = col(x(t), x˙(t)),
F1 = col(0, τ0(−ax2(t)x˙(t) + b1x3(t − 1))),
F2 = col(0, τ0[ f (x(t − 1)) − x(t − 1) − b1x3(t − 1) + εg(τ0ω′t, x(t), x(t − 1), ε)]),
A =

0 τ0
−τ0 aτ0
 , B =

0 0
τ0 0
 .
Because in the considered case, the linear system of (3.4) has a zero eigenvalue, we will
regard F1 ana F2 as a principal term and a perturbation, respectively. We need to decompose
the equation (3.4) into the center and hyperbolic directions. Following an analogous procedure
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in Section 1 in [22], the phase space of (3.4) is C B C([−1, 0],R2) endowed with the supre-
mum norm. Let U0 be the infinitesimal generator of the solution operator semigroup for the
linearization system of (3.4) with ε = 0, given by
U0z =
dz
dθ
for z ∈ D(U0) B
{
z ∈ C : dz
dθ
∈ C, dz
dθ
|θ=0 = Az(0) + Bz(−1)
}
,
and U be its extension to C1 B C1([−1, 0],R2) defined by
Uz B
dz
dθ
+ X0
[
Az(0) + Bz(−1) − dz
dθ
|θ=0
]
, U : C1 → BC B C ⊕ 〈X0〉,
where X0(θ) = 0 if −1 ≤ θ < 0; = E2 if θ = 0, and E2 is the 2 × 2 identity matrix, 〈X0〉 =
{X0(θ)c : c ∈ R2}, BC is the enlarged phase space of all bounded functions from [−1, 0] to R2,
continuous on [−1, 0), with a possible jump discontinuity at θ = 0, which can be identified with
C × R2. The operators U0 and U have only point spectrum consisting of all roots multiplied by
τ0, of the characteristic equation (3.2) with τ = τ0.
Let C∗ B C([0, 1],R2∗), where R2∗ is the 2-dimensional row-vector space. Define a bilinear
form 〈·, ·〉 on C∗ × C by
〈ψ, z〉 = ψ(0)z(0) +
∫ 1
0
ψ(s)Bz(s − 1)ds, ψ ∈ C∗, z ∈ C,
and the formal adjoint operator U∗0 of U0 by
〈ψ,U0z〉 = 〈U∗0ψ, z〉 for z ∈ D(U0) and ψ ∈ D(U∗0).
Then
U∗0ψ = −
dψ
ds
forψ ∈ D(U∗0) =
{
ψ ∈ C∗ : dψ
ds
∈ C∗, dψ
ds
|s=0 = −ψ(0)A − ψ(1)B
}
.
Set
Λ = {0,±τ0ω0
√−1},
which is the set of eigenvalues of U with zero real parts. Thus, there exists a positive constant
µ, independent of a, such that
Reλ(a) ≤ −µ (3.5)
for a ∈ Π0, where the λ(a) denotes an arbitrary eigenvalue of U with a nonzero real part.
The phase space C is decomposed by Λ as C = PΛ ⊕ QΛ, and ΦΛ = (z1(θ), z2(θ), z3(θ))(θ ∈
[−1, 0]) is a real basis for the generalized eigenspace PΛ, where
z1(θ) =

1
0
 , z2(θ) =

sin(τ0ω0θ)
ω0 cos(τ0ω0θ)
 , z3(θ) =

cos(τ0ω0θ)
−ω0 sin(τ0ω0θ)
 .
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The daul basis ΨΛ of ΦΛ (i.e., the real basis for the generalized eigenspace of U∗0 with respect to
Λ), satisfying 〈ΨΛ,ΦΛ〉 = E3 (the 3 × 3 identity matrix), is ΨΛ(s) = col(ψ1(s), ψ2(s), ψ3(s))(s ∈
[0, 1]),
ψ1(s) = (
a
a − τ0 ,−
1
a − τ0 ),
ψ2(s) =
1
2(b22 + b
2
3)
(ω0(τ0 − a) cos(τ0ω0s) + (4 − a2 − aτ0) sin(τ0ω0s),
−2b2 sin(τ0ω0s) − 2b3 cos(τ0ω0s)),
ψ3(s) =
1
2(b22 + b
2
3)
((4 − a2 − aτ0) cos(τ0ω0s) − ω0(τ0 − a) sin(τ0ω0s),
2b3 sin(τ0ω0s) − 2b2 cos(τ0ω0s)),
where
b2 =
1
2
(a − τ0 cos(τ0ω0)), b3 = −ω0 + τ02 sin(τ0ω0).
From the characteristic equation (3.2), it follows
b2 =
1
2
(a + τ0 − τ0a2), b3 = ω02 (aτ0 − 2).
Therefore,
PΛ = {z ∈ C : z = ΦΛb0 for some b0 ∈ R3},
QΛ = {z ∈ C : 〈ΨΛ, z〉 = 0}, UΦΛ = ΦΛUΛ,
where UΛ is a 3 × 3 matrix
UΛ =

0 0 0
0 0 −τ0ω0
0 τ0ω0 0

.
If y(t) is a solution of (3.4), then yt (defined by yt(θ) = y(t + θ),−1 ≤ θ ≤ 0) may be decomposed
as
yt = ΦΛ〈ΨΛ, yt〉 + yQt B ΦΛv(t) + zt,
where v(t) ∈ R3, zt ∈ QΛ, but it does not necessarily satisfy zt(θ) = z(t + θ) for −1 ≤ θ ≤ 0.
Especially, we have
y(t) = ΦΛ(0)v(t) + zt(0), y(t − 1) = ΦΛ(−1)v(t) + zt(−1).
Let UQ denote U restricted to QΛ. The equation (3.4) can be written as
v˙(t) = UΛv(t) + ΨΛ(0)F(τ0ω′t, y(t), y(t − 1), ε)
dzt
dt = UQzt + X
Q
0 F(τ0ω
′t, y(t), y(t − 1), ε),
(3.6)
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where F = F1 + F2, X
Q
0 (θ) = X0(θ) − ΦΛ(θ)ΨΛ(0),−1 ≤ θ ≤ 0.
Let v = (v1, v2, v3)T , zt = (z1t, z2t)T . Noting
x(t) = v1(t)+v3(t)+z1t(0), x(t−1) = v1(t)−v2(t) sin(τ0ω0)+v3(t) cos(τ0ω0)+z1t(−1), (3.7)
and employing the Taylor series expansion of f , the equation (3.6) reads
v˙1 = − τ0b1a−τ0 v31 − τ0a−τ0G
v˙2 = −τ0ω0v3 − τ0b3b22+b23 [b1v
3
1 +G]
v˙3 = τ0ω0v2 − τ0b2b22+b23 [b1v
3
1 +G]
dzt
dt = UQzt + X
Q
0 · col(0, b1v31 +G),
(3.8)
where
G = εg(τ0ω′t, x(t), x(t − 1), ε) +
∑
(l,n)∈Σ′′
flnvlz
n1
1t (0)z
n2
2t (0)z
n3
1t (−1),
vl = vl11 v
l2
2 v
l3
3 , |l| = l1 + l2 + l3, |n| = n1 + n2 + n3,
Σ′′ =
{
(l, n) ∈ Z3+ × Z3+ : l1 ≥ 4, or |l| + |n| ≥ 3 and l2 + l3 + |n| ≥ 1
}
.
We obtain quasi-periodic solutions of (3.1) by employing Theorem 2 in the case where the
characteristic equation (3.2) has a simple zero root and a pair of purely imaginary roots (that is,
b = 1 and τ = τ0 defined by (3.3)). Thus we also want to impose a restrictive condition on the
lower-degree terms of g. Expand g as the power series in (x(t), x(t − τ))
g(ω′t, x(t), x(t − τ); ε) =
∑
m+n≥0
gmn(ω′t; ε)xm(t)xn(t − τ). (3.9)
(H4)′′ Assume that there is at least one whose average does not vanish, of the following
two functions g00(φ; 0) and g10(φ; 0) + g01(φ; 0) in φ = ω′t ∈ Tn0 from coefficients of the lower-
degree terms in (3.9).
Theorem 3 Suppose that for the equation (3.1) with b = 1, τ = τ0 and ω′ satisfying (2.2),
Assumption (H4)′′ holds and b1 , 0. Then for most parameter values a in the set Π0 = [14 ,
5
4 ]
and for sufficiently small ε, the equation (3.1) possesses a quasi-periodic solution x(t) with
frequency ω′ and x = O(ε
1
3 ).
proof We prove Theorem 3 by employing Theorem 2, which means we only need to verify
Assumptions (H1)′,(H3) and (H4)′ for the equation (3.8). In fact, using the expression (3.7) we
11
rewrite the equation (3.8) in the form of (2.7), and Assumption (H1)′ holds by the assumption
on the equation (3.1). Moreover,
Ω1(a) = − τ0b1a − τ0 , Ω2(a) = τ0ω0
and
g1(φ, v, zt(0), zt(−1); a, ε) = − τ0a − τ0 g(φ, v1+v3+z1t(0), v1−v2 sin(τ0ω0)+v3 cos(τ0ω0)+z1t(−1); ε),
(3.10)
where φ = τ0ω′t. The expression (3.3) and b1 , 0 imply (H3) with a ∈ Π0 = [ 14 , 54 ].
Noting that from the expression (3.10) it follows
ĝ1(0, v1, 0; a, 0) = − τ0a − τ0
∑
m+n≥0
ĝmn(0; 0)vm+n1 ,
the condition (H4)′′ implies (H4)′, which completes the proof of Theorem 3.
4. The iteration step
Introducing complex conjugate coordinates, which are more convenient to use in the following,
into the second and third equations of (2.1), that is
w1 = v1, w2 = v2 +
√−1v3, w¯2 = v2 −
√−1v3, (4.1)
the equation (2.1) reads
w˙1 = Ω1(a)w31 + F1(w; a) + εG1(φ,w; a, ε)
w˙2 =
√−1Ω2(a)w2 + d4(a)w31 + F2(w; a) + εG2(φ,w; a, ε)
˙¯w2 = −
√−1Ω2(a)w¯2 + d4(a)w31 + F3(w; a) + εG3(φ,w; a, ε),
(4.2)
where φ = ωt, w = (w1,w2, w¯2)T , d4(a) = d1(a) +
√−1d2(a), F j and G j, expressed in fi and
gi(i = 1, 2, 3), are the same forms as f j and g j ( j = 1, 2, 3) respectively, and satisfy the following
reality condition (see §15 in [27])
(H5) (Reality Condition)
H1(φ,w1, w¯2,w2; a, ε) = H1(φ,w1,w2, w¯2; a, ε),
H2(φ,w1, w¯2,w2; a, ε) = H3(φ,w1,w2, w¯2; a, ε),
H3(φ,w1, w¯2,w2; a, ε) = H2(φ,w1,w2, w¯2; a, ε),
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where H1,H2 and H3 are the right-hand-side expressions (RHSE, for short) of w˙1, w˙2 and ˙¯w2 in
(4.2), respectively. Here the complex conjugation F¯ of a function F means complex conjugation
of the coefficients in the power series of F. Noting Ĝ1(0,w1, 0, 0; a, ε) = ĝ1(0,w1, 0, 0; a, ε), the
assumption (H4) implies
inf
a∈Π0
∣∣∣Ĝ1,000(0; a, 0)∣∣∣ ≥ c1, (4.3)
or
Ĝ1,000(0; a, 0) = 0 for a ∈ Π0, and inf
a∈Π0
∣∣∣Ĝ1,100(0; a, 0)∣∣∣ ≥ c1. (4.4)
In order to regard the terms d4(a)w31 and d4(a)w
3
1 in the second and third equations of (4.2)
as small perturbations, rescaling
w1 → ε 14 w1, w2 → ε 12 w2, ε0 = ε 14 , (4.5)
the equation (4.2) is changed into the following form
w˙1 = ε20
[
Ω1(a)w31 + ε0F
0
1(φ,w; a, ε0) +
∑
l∈Σ0L ε
2|l|+1−l1
0 G1,l(φ; a, ε
4
0)w
l
]
w˙2 =
√−1Ω2(a)w2 + ε0d4(a)w31 + ε20F02(φ,w; a, ε0) +
∑
l∈Σ0L ε
2|l|+2−l1
0 G2,l(φ; a, ε
4
0)w
l
˙¯w2 = −
√−1Ω2(a)w¯2 + ε0d4(a)w31 + ε20F03(φ,w; a, ε0) +
∑
l∈Σ0L ε
2|l|+2−l1
0 G3,l(φ; a, ε
4
0)w
l,
(4.6)
where, F0j , j = 1, 2, 3, are the higher-degree terms.
As an analytic function in real variables can always extend to a real analytic function on
a complex domain of its variables, by the assumption (H1) there are positive constants r0, s0
and M0 such that all of terms in (4.6) are analytic in (φ,w) ∈ D(r0, s0) B U (r0) × W (s0),
continuously differentiable with respect to the parameter a ∈ Π0, satisfying Reality Condition
and
|‖F0j |‖r0,s0,Π0 B maxs=0,1 supD(r0,s0)×Π0
|∂saF0j | ≤ M0, j = 1, 2, 3,
where ∂a denotes the partial derivative with respect to a, U (r0) and W (s0) are complex neigh-
borhoods of the torus Tn0 and the origin respectively,
U (r0) = {φ ∈ Cn0/2piZn0 : |Imφ| B sup
1≤ j≤n0
|Imφ j| ≤ r0}, W (s0) = {w ∈ C3 : |w| ≤ s0}.
To obtain quasi-periodic solutions of (4.6), the main idea is to make the lower-degree terms
smaller and smaller by a sequence of coordinate transformations. So we assume that at the
general ν-th step it is true, then we want to look for a coordinate transformation which is defined
in a slightly smaller domain in φ = ωt, such that in the new coordinate (4.6) has much smaller
lower-degree terms than the ones in the ν-th step.
Before stating the iteration lemma, we list sequences for the pertinent parameters and nota-
tions. For ν ≥ 0, set
(i) ν+1 = 
9
8
ν (ν ≥ 1), 1 = ει0, 0 = ε40; γν = γ0/(ν + 1)2,
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the ι > 0 is a constant;
(ii) Kν = − 1r0 (ν + 1)22ν+2 ln 1, K0 = − 8r0 ln ε0;
(iii) rν = (1 − σν)r0, sν = (1 − σν)s0 with σ0 = 0, σν = (1−2 + · · · + ν−2)/(2 ∑∞j=1 j−2),
ρν = rν − rν+1, δν = 13 (sν − sν+1), Wν B W (sν), Dν B D(rν, sν) = U (rν) ×W (sν);
(iv) For two quantities u and v, if there is an absolute constant C such that |u| ≤ C|v|(|u| ≥ C|v|)
with some metric | · |, we write u l v(u m v);
(v) f ∈ AΠr,s means that f (φ, x; a) is analytic in (φ, x) ∈ D(r, s), and continuously differentiable
in a ∈ Π; moreover, for a given , the f satisfies
|‖ f |‖r,s,Π B max
j=0,1
||∂ ja f ||r,s,Π l , || f ||r,s,Π B sup
D(r,s)×Π
| f |,
denoted by f = Or,s,Π();
(vi) for f ∈ AΠr with Fourier series expansion
f (φ; a) =
∑
k∈Zn0
fˆ (k; a)e
√−1〈k,φ〉, φ ∈ U (r), a ∈ Π,
define the truncation operator ΓK as follows
ΓK f =
∑
|k|≤K
fˆ (k; a)e
√−1〈k,φ〉,
where |k| = |k1| + · · · + |kn0 |. We have
||∂ ja fˆ (k; a)||Π ≤ |‖ f |‖r,Πe−|k|r, j = 0, 1 (4.7)
and
||∂ ja(Id − ΓK) f ||r−ρ,Π ≤ C|‖ f |‖r,Πρ−n0e−ρK , j = 0, 1, 0 < ρ < r. (4.8)
Lemma 1 Assume 1 ≤ γ60 and that at the ν-th (ν ≥ 1) step we have obtained the following
quasi-periodic system
w˙1 = ε20
[
Nν1(w1; a) + F
ν
1(φ,w; a) + G
ν
1(φ,w; a)
]
w˙2 = Ων2(a)w2 + F
ν
2(φ,w; a) + G
ν
2(φ,w; a)
˙¯w2 = Ων3(a)w¯2 + F
ν
3(φ,w; a) + G
ν
3(φ,w; a)
(4.9)
with the normal form
Nν1(w1; a) = Ω
ν
1(a)w
3
1 + e
ν
2(a)w
2
1 + e
ν
1(a)w1,
satisfying
(ν.1) (Frequency condition) Ων2 = Ω
ν
3, and for j = 1, 2
inf
a∈Πν−1
|∂a(ImΩν2(a))| ≥ c0(1 − σν), infa∈Πν−1 |Ω
ν
j(a)| ≥ c0(1 − σν),
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inf
a∈Πν−1
|eν1(a))| ≥ c2(1 − σν)εκ0, |‖eν1|‖Πν−1 l εκ0, |‖eν2|‖Πν−1 l εβ0,
|‖Ωνj(a) −Ων−1j (a)|‖Πν−1 l ν−1, |‖eνj(a) − eν−1j (a)|‖Πν−1 l 
4
3
ν−1(ν ≥ 2),
where c2, κ and β are positive constants, and β < 43 ι, κ <
4
3 ι + β, e
0
j = 0;
(ν.2) (Smallness condition) for j = 1, 2, 3, Fνj ,G
ν
j ∈ AΠνrν,sν ,
Fνj =
∑
l∈Σ0H
Fνj,l(φ; a)w
l
are the higher-degree terms, and
Gνj =
∑
l∈Σ0L
Gνj,l(φ; a)w
l
are the lower-degree small perturbation terms with
|‖Fνj − Fν−1j |‖rν,sν,Πν ≤ 
1
3
ν , |‖Fνj |‖rν,sν,Πν ≤ M0(1 + σν), (4.10)
Gνj,l100 = Orν,Πν(
4−l1
ν ), 0 ≤ l1 ≤ 3, (4.11)
Gνj,0l2l3 = Orν,Πν(ν), l2 + l3 = 1; (4.12)
(ν.3) (Reality condition) denoting w = (w1,w2, w¯2)T ,w = (w1, w¯2,w2)T , the RHSEs of w˙1, w˙2
and ˙¯w2 in (4.9) by Hν1,H
ν
2 and H
ν
3, respectively, for φ ∈ Tn0
Hν1(φ,w; a) = H
ν
1(φ,w; a), H
ν
2(φ,w; a) = H
ν
3(φ,w; a), H
ν
3(φ,w; a) = H
ν
2(φ,w; a),
where φ = ωt with ω satisfying Assumption (H2).
Then there is a closed subset Πν+1 ⊂ Πν of the measure estimate
MeasΠν+1 ≥ MeasΠν(1 − c3γν), (4.13)
with a constant c3 > 0, and a quasi-periodic coordinate transformation T ν : Wν+1 → W (sν −
δν) ⊂ Wν in the form
T ν : w = w+ + Wν0 + W
ν(φ,w+; a),
where φ ∈ U (rν+1), a ∈ Πν+1, w+ = (w1+,w2+, w¯2+)T is the new coordinate, Wν0 = (wν10(a), 0, 0)T
with wν10(a) ∈ R, Wν = (Wν1 ,Wν2 ,Wν3)T ,Wνj ∈ AΠν+1rν+1,sν+1 is of the same form as Gνj( j = 1, 2, 3),
consisting of lower-degree terms, and satisfies Reality condition
Wν1(φ,w+; a) = W
ν
1(φ,w+; a), W
ν
2(φ,w+; a) = W
ν
3(φ,w+; a), W
ν
3(φ,w+; a) = W
ν
2(φ,w+; a)
(4.14)
for φ ∈ Tn0 , and the following estimates
wν10 = OΠν+1(
4
3
ν ), (4.15)
Wν1,l100 = Orν+1,Πν+1(ε
2
0
4−l1
ν γ
−2
ν ρ
−(3n0+2)
ν ), 0 ≤ l1 ≤ 3, (4.16)
Wν1,0l2l3 = Orν+1,Πν+1(ε
2
0νγ
−2
ν ρ
−(3n0+2)
ν ), l2 + l3 = 1, (4.17)
Wνj,l100 = Orν+1,Πν+1(
4−l1
ν γ
−2
ν ρ
−(3n0+2)
ν ), 0 ≤ l1 ≤ 3; j = 2, 3, (4.18)
Wνj,0l2l3 = Orν+1,Πν+1(νγ
−2
ν ρ
−(3n0+2)
ν ), l2 + l3 = 1, j = 2, 3, (4.19)
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such that the equation (4.9) is transformed into the same form as (4.9) satisfying Conditions
(ν.1) − (ν.3) by replacing ν with ν + 1 and (w1,w2, w¯2) with (w1+,w2+, w¯2+), respectively. Here
we have suppressed the dependence of all functions on ε0.
proof In the proof of the lemma we drop the index ν and write ‘+’ for ‘ν + 1′ to simplify
notation. Thus, F j = Fνj , F
+
j = F
ν+1
j , and so on. Also, we drop the parameter a from functions
whenever there is no confusion.
1) Quasi-periodic transformation
Set
N(w) = col(N1(w1),Ω2w2,Ω3w¯2), F(φ,w) = col(F1(φ,w), F2(φ,w), F3(φ,w)),
G(φ,w) = col(G1(φ,w),G2(φ,w),G3(φ,w)), Jε0 = diag(ε
2
0, 1, 1).
Then we can rewrite the equation (4.9) as
J−1ε0 w˙ = N(w) + G(φ,w) + F(φ,w). (4.20)
We will obtain the transformation T by two steps: the first step is to find a quasi-periodic
transformation T1 to reduce the lower-degree terms G into a simplest form with constant coef-
ficients, and the second step is to translate the equilibrium point to the origin. Take the T1 as
follows
T1 : w = u + U(φ, u)
with u = (u1, u2, u¯2)T and
U j(φ, u) =
∑
l∈Σ0L
U j,l(φ)u
l1
1 u
l2
2 u¯
l3
2 , j = 1, 2, 3.
Substituting the transformation T1 into (4.20), we have
J−1ε0 (E3 + DU)Jε0(J
−1
ε0
u˙ − N(u)) = −J−1ε0 ω∂φU − J−1ε0 DU · Jε0 N(u) + DN(u) · U + ΓKG(φ, u)
+(Id − ΓK)G(φ, u) + R1(φ, u) +
∫ 1
0
DG(φ, u + ξU) · Udξ + F ◦T1, (4.21)
where
R1(φ, u) = col((3Ω1u1 + e2)U21 + Ω1U
3
1 , 0, 0), (4.22)
∂φU denotes the partial derivative of U with respect to φ, DU and DG are the Jacobian matrices
of U and G with respect to u and w, respectively. The latter line consists of higher-degree
terms and smaller lower-degree terms. Hence, the transformation T1 for which we want to look
satisfies
Jε0 DN(u) · U + Jε0ΓKG(φ, u) − ω∂φU − DU · Jε0 N(u) = Jε0 N̂(u) + Jε0R2, (4.23)
where N̂ is the drift from G and can not be removed by the transformation T1, R2 consists of
higher-degree terms.
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Inserting the polynomial expressions of all functions in (4.23), we obtain the following
equations
ω∂φU1,l100 + (l1 − 1)ε20e1U1,l100 + (l1 − 3)ε20e2U1,(l1−1)00
+(l1 − 5)ε20Ω1U1,(l1−2)00 = ε20(ΓKG1,l100(φ) − Ĝ1,l100(0)), 0 ≤ l1 ≤ 3, (4.24)
ω∂φU1,0l2l3 − ε20e1U1,0l2l3 + l2Ω2U1,0l2l3 + l3Ω3U1,0l2l3 = ε20ΓKG1,0l2l3(φ), l2 + l3 = 1,(4.25)
ω∂φU j,l100 −Ω jU j,l100 + l1ε20e1U j,l100 + (l1 − 1)ε20e2U j,(l1−1)00
+(l1 − 2)ε20Ω1U j,(l1−2)00 = ΓKG j,l100(φ), 0 ≤ l1 ≤ 3; j = 2, 3, (4.26)
ω∂φU2,010 = ΓKG2,010(φ) − Ĝ2,010(0), ω∂φU2,001 + (Ω3 −Ω2)U2,001 = ΓKG2,001(φ), (4.27)
ω∂φU3,001 = ΓKG3,001(φ) − Ĝ3,001(0), ω∂φU3,010 − (Ω3 −Ω2)U3,010 = ΓKG3,010(φ), (4.28)
and the higher-degree terms R2 = col(R21, ε20R22, ε
2
0R23) with
R21 = (Ω2U1,200 − e2U1,300)u41 +
∑
l2+l3=1
(2e2 + 3Ω1u1)U1,0l2l3u1u
l2
2 u¯
l3
2 , (4.29)
R22 = −[2Ω1U2,200 + 3(Ω1u1 + e2)U2,300]u41, (4.30)
R23 = −[2Ω1U3,200 + 3(Ω1u1 + e2)U3,300]u41, (4.31)
here, we let U j,l100 = 0 if l1 < 0 for j ∈ {1, 2, 3}. We take
N̂(u) = col
 3∑
l1=0
Ĝ1,l100(0)u
l1
1 , Ĝ2,010(0)u2, Ĝ3,001(0)u¯2
 . (4.32)
The reality condition (ν.3) implies Ĝ1,l100(0), l1 = 0, 1, 2, 3, are real and
Ĝ2,010(0) = Ĝ3,001(0).
Set
Ω+1 = Ω1 + Ĝ1,300(0), Ω
+
2 = Ω2 + Ĝ2,010(0), Ω
+
3 = Ω3 + Ĝ3,001(0).
Then Conditions (ν.1) and (ν.2) imply Ω+j ( j = 1, 2, 3) satisfy requirements for them in Condition
(ν.1) replacing ν by ν + 1.
We solve the equations (4.24) and (4.26) according to the order l1 = 0, 1, 2 and 3, and each
equation of (4.24)-(4.28) by a standard procedure in KAM theory. Expanding all functions of φ
into Fourier series and comparing coefficients, we can find there are the following small divisors
√−1〈k, ω〉 + ( j − 1)ε20e1,
√−1〈k, ω〉 + jε20e1 −Ω2,3, , 0 ≤ j ≤ 3,
√−1〈k, ω〉 + Ω2,3 − ε20e1,
√−1〈k, ω〉 ± (Ω2 −Ω3).
These equations are solvable if we remove some parameter values from Π so that small divisors
satisfy the Melnikov conditions, and the Fourier series of unknown functions are convergent.
Noting that the frequency ω satisfies (2.2) and the reality condition implies e1 is real, thus, we
take the subset Π+ of Π as follows
Π+ =
{
a ∈ Π : | √−1〈k, ω〉 + m2Ω2 + m3Ω3| ≥ γ|k|n0+1 , 0 < |k| ≤ K, |m2 + m3| ≤ 1, 1 ≤ |m2| + |m3| ≤ 2
}
,
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where k ∈ Zn0 ,mi ∈ Z, i = 2, 3, and obtain the measure estimate (4.13) and solution estimates of
(4.24) by the proof of Lemma 2 in [24] (using (4.7))
||U1,000||r+,Π+ l ε20γ−1ρ−(2n0+1)|‖G1,000|‖r,Π,
||∂aU1,000||r+,Π+ l ε20γ−2ρ−(3n0+2)|‖G1,000|‖r,Π,
that is,
|‖U1,000|‖r+,Π+ l ε20γ−2ρ−(3n0+2)|‖G1,000|‖r,Π.
Similarly,
|‖U1,100|‖r+,Π+ l ε20γ−1ρ−(2n0+1)(|‖G1,100|‖r,Π + ε20γ−2ρ−2(n0+1)|‖G1,000|‖r,Π),
|‖U1, j00|‖r+,Π+ l ε20γ−2ρ−(3n0+2)
[
|‖G1, j00|‖r,Π + ε20γ−1ρ−(n0+1)|‖G1,100|‖r,Π
+ε40γ
−2ρ−2(n0+1)|‖G1,000|‖r,Π
]
, j = 2, 3.
Noting that if 1 is sufficiently small, then γ−2ρ−2(n0+1) l 1, the condition (4.11) and the above
inequalities imply
|‖U1,l100|‖r+,Π+ l ε20γ−2ρ−(3n0+2)4−l1 , 0 ≤ l1 ≤ 3. (4.33)
More detail is seen in [21, 32] for the measure estimate and continuous differentiability in
a ∈ Π+, and in [22] for estimates of solutions to (4.24)-(4.28) and omitted. We obtain the
following estimates of solutions to (4.25)-(4.28)
|‖U1,0l2l3 |‖r+,Π+ l ε20γ−2ρ−(3n0+2), l2 + l3 = 1, (4.34)
|‖U j,l100|‖r+,Π+ l γ−2ρ−(3n0+2)4−l1 , 0 ≤ l1 ≤ 3; j = 2, 3, (4.35)
|‖U j,0l2l3 |‖r+,Π+ l γ−2ρ−(3n0+2), l2 + l3 = 1; j = 2, 3. (4.36)
Obviously, T1 : W (s − 2δ) → W (s − δ) if 1 is sufficiently small. And U j ∈ AΠ+r+,s−2δ, and
satisfies Reality condition like G j, j = 1, 2, 3.
2) Translation
Let
N˜(u) = N(u) + N̂(u).
We want to change N˜ to the same form as N by a translation, which means we only need to
translate the first coordinate u1. Consider the equilibrium point equation
Ω+1 u
3
1 + (e2 + Ĝ1,200(0))u
2
1 + (e1 + Ĝ1,100(0))u1 + Ĝ1,000(0) = 0. (4.37)
From ||Ĝ1,l100(0)||Π l 4−l1(0 ≤ l1 ≤ 3) and Condition (ν.1) it follows
inf
a∈Π
|e1 + Ĝ1,100(0)| ≥ c22 ε
κ
0.
By Lemma 4 (see Appendix), the equation (4.37) has a read root w10(a) satisfying
|‖w10|‖Π l  43 . (4.38)
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Take the translation
T2 : u1 = w10 + w1+, u2 = w2+, u¯2 = w¯2+
and
N+(w+) = N˜ ◦T2(w+) = col(N+1 (w1+),Ω+2 w2+,Ω+3 w¯2+).
Then, for sufficiently small 1 it is clear that T2 : W (s − 3δ)→ W (s − 2δ) and
N+1 (w1+) = Ω
+
1 w
3
1+ + e
+
2 w
2
1+ + e
+
1 w1+
with
e+2 − e2 = 3Ω+1 w10 + Ĝ1,200(0),
e+1 − e1 = 3Ω+1 w210 + 2(e2 + Ĝ1,200(0))w10 + Ĝ1,100(0).
Thus, by (4.38) and ||Ĝ1,l100(0)||Π l 4−l1(0 ≤ l1 ≤ 3), we obtain the estimates in (ν.1) replacing
ν by ν + 1.
Take T = T1 ◦T2. Then T : W (s+)→ W (s − δ) and the transformation T is defined by
w1 = w1+ + w10 + U1(φ,w1+ + w10,w2+, w¯2+) B w1+ + w10 + W1(φ,w1+,w2+, w¯2+),
w j = w j+ + U j(φ,w1+ + w10,w2+, w¯2+) B w j+ + W j(φ,w1+,w2+, w¯2+), j = 1, 2.
As w10 is real and U j satisfies Reality condition, it implies that W j also satisfies Reality condition
(4.14) and W j ∈ AΠ+r+,s+( j = 1, 2, 3). By (4.33)-(4.36) and (4.38) we have the estimates (4.15)-
(4.19), and
|‖DT |‖r+,s+,Π+ ≤ 1 + 
1
3 . (4.39)
3) Estimates of remainder terms
Inserting the translation T2 into the equation (4.21) and using (4.23), we have
J−1ε0 w˙+ = N
+(w+) + J−1ε0 (E3 + DU ◦T2)−1Jε0[P1 + P2 + P3], (4.40)
where
P1 = −
(
J−1ε0 DU · Jε0 N̂
)
◦T2 + (R1 + R2) ◦T2 +
∫ 1
0
(DG(φ, Id + ξU) · U) ◦T2dξ,
P2 = (Id − ΓK)G ◦T2, P3 = F ◦T .
We have already proved N+(w+) satisfies the condition (ν.1) with ν + 1. Now, our aim is to
rewrite the equation (4.40) in the form of (4.9) and prove the conditions (ν.2) and (ν.3) hold for
(4.40) replacing ν by ν + 1. By Lemma 3, Condition (ν.3) and (4.14), it is easy to see that the
equation (4.40) satisfies the reality condition (ν.3) with ν + 1. In the following, we verify the
condition (ν.2) with ν + 1 for the equation (4.40).
Noting that the P1 is a polynomial in w+, the part P1H of its higher-degree terms satisfies
|‖P1H |‖r+,s+,Π+ l γ−2ρ−(3n0+2). (4.41)
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Let
Pi = (Pi1, P
i
2, P
i
3)
T , i = 1, 2, 3
and introduce the notation
|‖P|‖s1,s2,s3,Π+ B maxj=0,1 sup{|∂
j
aP(φ,w1+,w2+, w¯2+; a)| : |Imφ| ≤ s1, |w1+| ≤ s2, |w2+| ≤ s3, |w¯2+| ≤ s3, a ∈ Π+}.
The estimates (4.33)-(4.36) and (4.38), the expressions (4.22),(4.29)-(4.31) and (4.32), and the
condition (ν.2) imply
|‖P1j |‖r+,,2,Π+ l γ−2ρ−(3n0+2)5, j = 1, 2, 3,
which, by the the Cauchy inequality, implies
|‖P1j,l100|‖r+,Π+ l γ−2ρ−(3n0+2)5−l1 , 0 ≤ l1 ≤ 3, (4.42)
|‖P1j,0l2l3 |‖r+,Π+ l γ−2ρ−(3n0+2)2, l2 + l3 = 1; j = 1, 2, 3. (4.43)
The P2 consists only of lower-degree terms, and the definition of the truncation operator ΓK
(using (4.8)) and (4.38) lead to
|‖P2j,l1l2l3 |‖r+,Π+ l ρ−n0e−ρK |‖G j,l1l2l3 |‖r,Π,
which, by the definition of Kν and (4.11)-(4.12), implies
|‖P2j,l100|‖r+,Π+lρ−n05−l1 , |‖P2j,0l2l3 |‖r+,Π+lρ−n02, 0 ≤ l1 ≤ 3, l2 + l3 = 1; j = 1, 2, 3. (4.44)
To estimate P3, we divide F into two parts F = F′ + F′′,
F′j(φ,w) = F j,400(φ)w
4
1 + F j,110(φ)w1w2 + F j,101(φ)w1w¯2, F
′′
j = F j − F′j, j = 1, 2, 3.
By the Cauchy inequality and (4.10), we have
|‖F j,400|‖r,Π ≤ M0s4 (1 + σ), |‖F j,1l2l3 |‖r,Π ≤
M0
s2
(1 + σ), l2 + l3 = 1,
|‖F′′j |‖r,s,Π l 4M0(1 + σ), (4.45)
and
|‖F j ◦T − F j|‖r+,s+,Π+ ≤ δ−1|‖F j|‖r,s,Π|‖T − Id|‖r+,s+,Π+ l δ−1γ−2ρ−(3n0+2) |‖F j|‖r,s,Π. (4.46)
Let
P3′(φ,w+) = F′(φ,T (w+)), P3′′(φ,w+) = F′′(φ,T (w+)).
Then P3 = P3′ + P3′′, and the estimates (4.33)-(4.36) and (4.38) imply
|‖P3′j,000|‖r+,Π+ l γ−2ρ−(3n0+2)
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3 , (4.47)
|‖P3′j,100|‖r+,Π+ l γ−2ρ−(3n0+2)4, (4.48)
|‖P3′j,200|‖r+,Π+ l
(

8
3 + γ−2ρ−(3n0+2)3
)
, (4.49)
|‖P3′j,300|‖r+,Π+ l
(

4
3 + γ−2ρ−(3n0+2)2
)
, (4.50)
|‖P3′j,0l2l3 |‖r+,Π+ l 
4
3 , l2 + l3 = 1 (4.51)
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for j = 1, 2, 3. Using the Cauchy inequality again and (4.45) we obtain
|‖P3′′j |‖r+,,2,Π+ l 5,
hence,
|‖P3′′j,l100|‖r+,Π+ l 5−l1 , 0 ≤ l1 ≤ 3, (4.52)
|‖P3′′j,0l2l3 |‖r+,Π+ l 2, l2 + l3 = 1; j = 1, 2, 3. (4.53)
Here, we use the fact that s ≥ s0/2 and s0 is a constant.
Let P3jL and P
3
jH be the lower-degree terms and higher-degree terms of P
3
j , respectively. Then
the estimates (4.47)-(4.53) lead to
|‖P3jL|‖r+,s+,Π+ l
(

4
3 + γ−2ρ−(3n0+2)2
)
≤ +
and
|‖P3jH |‖r+,s+,Π+ ≤ |‖P3j − F j|‖r+,s+,Π+ + |‖F j|‖r,s,Π + |‖P3jL|‖r+,s+,Π+ ≤ M0(1 + σ)(1 + 
1
3
+ ) (4.54)
by using (4.46) for j = 1, 2, 3.
Set
P = P1 + P2 + P3 ≡ (P1, P2, P3)T .
Thus, by (4.42)-(4.44) and (4.47)-(4.53), we have
|‖P j,l100|‖r+,Π+ < 4−l1+ , |‖P j,0l2l3 |‖r+,Π+ < +, 0 ≤ l1 ≤ 3, l2 + l3 = 1; j = 1, 2, 3 (4.55)
for sufficiently small 1.
Set
P = J−1ε0 (E3 + DU ◦T2)−1Jε0 P.
Then
G+ =PL, F+ =PH,
wherePL andPH are the lower-degree terms and higher-degree terms ofP , respectively. As
the estimates (4.33)-(4.36) and (4.38) imply
J−1ε0 (E3 + DU ◦T2)−1Jε0 = E3 + O(γ−2ρ−(3n0+2)),
hence
|‖J−1ε0 (E3 + DU ◦T2)−1Jε0 |‖r+,s+,Π+ ≤ 1 + O(
1
3
+ ).
From (4.41), (4.46), (4.54) and (4.55), it easily follows that G+ and F+ satisfy the condition
(ν.2) with ν + 1. The proof of the lemma is complete.
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5. Proof of Theorem 1
We first reduce the equation (4.6) into the form of (4.9), then use Lemma 1 to prove Theorem
1. The reducing procedure is similar to the one in the proof of Lemma 1, only difference is the
translation. Just as doing in the proof of Lemma 1, introducing the change of coordinates
T 01 : w = u + U(φ, u), U j(φ, u) =
∑
l∈Σ0L
U j,l(φ)u
l1
1 u
l2
2 u¯
l3
2 , j = 1, 2, 3,
substituting the change into (4.6), and noting that in the present case, the normal form is N(w) =
col(Ω1w31,
√−1Ω2w2,−
√−1Ω2w¯2), we obtain the parameter set
Π1 =
{
a ∈ Π0 : |〈k, ω〉 ± mΩ2| ≥ γ0|k|n0+1 ,m = 1, 2; 0 < |k| ≤ K0
}
with the measure estimate
MeasΠ1 ≥ MeasΠ0(1 − c3γ0), (5.1)
and the estimates of the change
|‖U1,l100|‖r1,Π1 l γ−10 ρ−(2n0+1)0 ε3+l10 , l1 = 0, 1,
|‖U1,l100|‖r1,Π1 l γ−20 ρ−(3n0+2)0 ε3+l10 , l1 = 2, 3,
|‖U1,0l2l3 |‖r1,Π1 l γ−20 ρ−(3n0+2)0 ε50, l2 + l3 = 1,
|‖U j,l100|‖r1,Π1 l γ−20 ρ−(3n0+2)0 ε2+l10 , l1 = 0, 1, (5.2)
|‖U j,200|‖r1,Π1 l γ−30 ρ−(4n0+3)0 ε40,
|‖U j,300|‖r1,Π1 l (ε0 + γ−30 ρ−(4n0+3)0 ε50),
|‖U j,0l2l3 |‖r1,Π1 l γ−20 ρ−(3n0+2)0 ε40, l2 + l3 = 1; j = 2, 3.
The drifted terms from G are
N̂(u) = col
 3∑
l1=0
ε1+l10 Ĝ1,l100(0; a, ε
4
0)u
l1
1 , ε
4
0Ĝ2,010(0; a, ε
4
0)u2, ε
4
0Ĝ3,001(0; a, ε
4
0)u¯2
 .
We reduce N(u) + N̂(u) to a normal form as in (4.9) by the translation
T 02 : u1 = w10 + w1+, u2 = w2+, u¯2 = w¯2+,
where the w10 is a real root of the algebraical equation
Ω1u31 +
3∑
l1=0
ε1+l10 Ĝ1,l100(0; a, ε
4
0)u
l1
1 = 0, (5.3)
and based on the assumption (H4), equivalently, the condition (4.3) or (4.4), is determined in
the following manner.
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Case 1 In the case where infa∈Π0 |Ĝ1,000(0; a, 0)| ≥ c1, that is, the condition (4.3) holds, the
equation (5.3) has a real root w10 satisfying
w10 = −
(
ε0(Ω11)
−1Ĝ1,000(0; a, ε40)
) 1
3 [1 + O(ε0)]
by Assumptions (H1) and (H3), which implies
inf
a∈Π0
|w10| ≥ c4ε
1
3
0 , |‖w10|‖Π0 ≤ c5ε
1
3
0 (5.4)
for sufficiently small ε0, where c4 and c5 are positive constants, Ω11 = Ω1 + ε
4
0Ĝ1,300(0; a, ε
4
0).
Case 2 If Ĝ1,000(0; a, 0) ≡ 0 but infa∈Π0 |Ĝ1,100(0; a, 0)| ≥ c1, that is, the condition (4.4) holds,
then let w10 = 0 and put ε0Ĝ1,000(0; a, ε40)(= O(ε
5
0)) in the lower-degree terms on the next step.
Thus, the change T 0 = T 01 ◦ T 02 : W (s1) → W (s0 − δ0) in the form w = w+ + W00 +
W0(φ,w+; a)(φ ∈ U (r1), a ∈ Π1), transforms the equation (4.6), still denoting the new variable
w+ by w, into the form
w˙1 = ε20
[
N11 (w1; a) + F
1
1(φ,w; a) + G
1
1(φ,w; a)
]
w˙2 = Ω12(a)w2 + F
1
2(φ,w; a) + G
1
2(φ,w; a)
˙¯w2 = Ω13(a)w¯2 + F
1
3(φ,w; a) + G
1
3(φ,w; a)
(5.5)
with the normal form
N1 = col(N11 (w1; a),Ω
1
2(a)w2,Ω
1
3(a)w¯2),
where F1j and G
1
j , j = 1, 2, 3 are the higher-degree and lower-degree terms, respectively,
N11 (w1; a) = Ω
1
1(a)w
3
1 + e
1
2(a)w
2
1 + e
1
1(a)w1, Ω
1
1(a) = Ω1 + ε
4
0Ĝ1,300(0; a, ε
4
0),
Ω12(a) =
√−1Ω2 + ε40Ĝ2,010(0; a, ε40), Ω13(a) = −
√−1Ω2 + ε40Ĝ3,001(0; a, ε40),
e12(a) =

3Ω11w
0
10 + ε
3
0Ĝ1,200(0; a, ε
4
0), in Case 1
ε30Ĝ1,200(0; a, ε
4
0), in Case 2,
e11(a) =

3Ω11(w
0
10)
2 + 2ε30Ĝ1,200(0; a, ε
4
0)w
0
10 + ε
2
0Ĝ1,100(0; a, ε
4
0), in Case 1
ε20Ĝ1,100(0; a, ε
4
0), in Case 2.
Now we verify that the equation (5.5) satisfies Conditions (ν.1)− (ν.3) with ν = 1 in Lemma
1. By the assumption (H3) and the estimate (5.4), it implies that there exist a constant c2 such
that
inf
a∈Π0
|e11(a)| ≥ c2εκ0, |‖e11|‖Π0 l εκ0, |‖e12|‖Π0 l εβ0,
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where, for the case 1, we take
β =
1
3
, κ =
2
3
, ι =
1
2
, 0 < ε0 ≤ γ120 ,
and for the case 2
β = 1, κ = 2, ι =
7
9
, 0 < ε0 ≤ γ90.
Set
Ω01 = Ω1, Ω
0
2 =
√−1Ω2, Ω03 = −
√−1Ω2, 1 = ει0.
Then, by the assumptions (H1) and (H3), the reality condition (H5), estimates (5.2) and (5.4), it
is easy to see the conditions (ν.1) − (ν.3) with ν = 1 in Lemma 1 hold for sufficiently small ε0.
Hence, we use Lemma 1 inductively to obtain a sequence of quasi-periodic coordinate trans-
formations T ν : Wν+1 → Wν in the form
T ν : w = w+ + Wν0(a) + W
ν(φ,w+; a),
which is analytic in (φ,w+) ∈ D(rν+1, sν+1) and continuously differentiable in a ∈ Πν+1, ν =
0, 1, 2, · · · . Set
Tν = T
0 ◦T 1 ◦ · · · ◦T ν, D∞ = D(r02 ,
s0
2
), Πγ0 =
∞⋂
ν=0
Πν.
1) Measure estimate
By (4.13), (5.1) and Πν+1 ⊂ Πν(ν = 0, 1, 2, · · · ), we have
Meas(Π0 − Πγ0) ≤
∞∑
ν=0
Meas(Πν − Πν+1) ≤ c3MeasΠ0
∞∑
ν=0
γ0
(ν + 1)2
,
that is,
MeasΠγ0 = MeasΠ0 − O(γ0).
2) Convergence
By the transformation Tν, the equation (4.6) becomes
w˙1+ = ε20
[
Nν+11 (w1+; a) + F
ν+1
1 (φ,w+; a) + G
ν+1
1 (φ,w+; a)
]
w˙2+ = Ων+12 (a)w2+ + F
ν+1
2 (φ,w+; a) + G
ν+1
2 (φ,w+; a)
˙¯w2+ = Ων+13 (a)w¯2+ + F
ν+1
3 (φ,w+; a) + G
ν+1
3 (φ,w+; a).
(5.6)
From (4.39) and (4.15)-(4.19) it follows
|‖Tν −Tν−1|‖rν+1,sν+1,Πν+1 ≤
ν−1∏
i=0
|‖DTi|‖ri+1,si+1,Πi+1 |‖Wν0 + Wν|‖rν+1,sν+1,Πν+1 ≤ 2
1
3
ν . (5.7)
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Thus, {Tν} is convergent under the norm || · || r0
2 ,
s0
2 ,Πγ0
. Let the limit be T∞. Then T∞ is of the
form
T ∞ : w = w+ + W∞0 (a) + W
∞(φ,w+; a),
the W∞(φ,w+; a) is analytic in (φ,w+) ∈ D∞ and satisfies the reality condition (4.14), W∞0 (a) =
(w∞10(a), 0, 0)
T with w∞10(a) =
∑∞
ν=0 w
ν
10(a) being real, and W
∞
0 and W
∞ are Lipschitz in a ∈ Πγ0
by (5.7) (the proof of ”Lipschitz” is similar to the one in [21] and see the proof of Corollary 6.5
in [21]). By Lemma 1 and letting ν→ ∞ in (5.6), the T ∞ transforms (4.6) into
w˙1+ = ε20
[
N∞1 (w1+; a) + F
∞
1 (φ,w+; a)
]
w˙2+ = Ω∞2 (a)w2+ + F
∞
2 (φ,w+; a)
˙¯w2+ = Ω∞3 (a)w¯2+ + F
∞
3 (φ,w+; a),
(5.8)
where F∞j ( j = 1, 2, 3) are the higher-degree terms. Obviously, the w+ = 0 is a solution of (5.8),
hence w = W∞0 (a) + W
∞(φ, 0; a) is a solution of (4.6). By (4.5), (4.1) and the reality condition
(4.14), we obtain the quasi-periodic solution of (2.1)
v1 = ε
1
4 (w∞10(a) + W
∞
1 (ωt, 0; a)), v2 = ε
1
2 Re(W∞2 (ωt, 0; a)), v3 = ε
1
2 Im(W∞3 (ωt, 0; a)),
which is real analytic in ωt, Lipschitz in a ∈ Πγ0 and satisfies the estimate (2.3) noting estimates
(5.2) and (5.4). The proof of Theorem 1 is complete.
6. Proof of Theorem 2
As the proof procedure of Theorem 2 is supplied in the same manner as in Theorem 1, we only
describe the proof sketch. After transformed by (4.1) and (4.5) with zt → ε 12 zt, the equation
(2.7) can be written in the form
w˙1 = ε20
[
Ω1w31 + ε0F
0
1 +
∑
(l,m,n)∈ΣL ε
2(|l|+|m|+|n|)+1−l1
0 G1,lmn(φ)w
lzmt (0)z
n
t (−1)
]
w˙2 =
√−1Ω2w2 + ε0d4w31 + ε20F02 +
∑
(l,m,n)∈ΣL ε
2(|l|+|m|+|n|)+2−l1
0 G2,lmn(φ)w
lzmt (0)z
n
t (−1)
˙¯w2 = −
√−1Ω2w¯2 + ε0d4w31 + ε20F03 +
∑
(l,m,n)∈ΣL ε
2(|l|+|m|+|n|)+2−l1
0 G3,lmn(φ)w
lzmt (0)z
n
t (−1)
dzt
dt = UQzt + X
Q
0 [ε0d3v
3
1 + ε
2
0F
0
4 +
∑
(l,m,n)∈ΣL ε
2(|l|+|m|+|n|)+2−l1
0 G4,lmn(φ)w
lzmt (0)z
n
t (−1)],
(4.1)
here we have suppressed the dependence of all functions on a and ε0, F0j = F
0
j (φ,w, zt(0), zt(−1))( j =
1, 2, 3) are the higher-degree terms, the index set of the lower-degree terms is
ΣL = {(l,m, n) : l2 + l3 + |m| + |n| = 0 and 0 ≤ l1 ≤ 3, or l2 + l3 + |m| + |n| = 1 and l1 = 0}
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and the coefficient G1,lmn(= G1,(l1l2l3)mn satisfies the condition (4.3) or (4.4), that is
inf
a∈Π0
∣∣∣ ̂G1,(000)00(0; a, 0)∣∣∣ ≥ c1,
or
̂G1,(000)00(0; a, 0) = 0 for a ∈ Π0, and inf
a∈Π0
∣∣∣ ̂G1,(100)00(0; a, 0)∣∣∣ ≥ c1.
After reducing the equation (4.1) at the initial step, similar to the first part in Section 5, at the
iteration step we consider the following equation
w˙1 = ε20
[
Nν1(w1) + F
ν
1(φ,w, zt(0), zt(−1)) + Gν1(φ,w, zt(0), zt(−1))
]
w˙2 = Ων2w2 + F
ν
2(φ,w, zt(0), zt(−1)) + Gν2(φ,w, zt(0), zt(−1))
˙¯w2 = Ων3w¯2 + F
ν
3(φ,w, zt(0), zt(−1)) + Gν3(φ,w, zt(0), zt(−1))
dzt
dt = UQzt + M
ν
1(φ,w, zt(0), zt(−1)) + Fν5(φ,w, zt(0), zt(−1)) + Gν5(φ,w1)
+XQ0 [M
ν
2(φ,w, zt(0), zt(−1)) + Fν4(φ,w, zt(0), zt(−1)) + Gν4(φ,w1)],
(4.2)
where
Nν1(w1) = Ω
ν
1w
3
1 + e
ν
2w
2
1 + e
ν
1w1,
Mνi (φ,w, zt(0), zt(−1)) =
∑
l2+l3+|m|+|n|=1
Mνi,(0l2l3)mn(φ)w
l2
2 w¯
l3
2 z
m
t (0)z
n
t (−1), i = 1, 2.
Then, we can prove Theorem 2 by using the following iteration lemma.
Lemma 2 Assume 1 ≤ γ60 and that at the ν-th (ν ≥ 1) step the equation (4.2) satisfies
(ν.1) (Frequency condition) it is the same as in Lemma 1;
(ν.2) (Smallness condition) for 1 ≤ j ≤ 5 and i = 1, 2, Fνj ,Gνj,Mνi ∈ AΠνrν,sν ( in the present
case, W (sν) = {(w, z) ∈ C3 × QC : |w| ≤ sν, ||z|| ≤ sν}, the QC is the complexification of Q), Fνj
and Gνj are the higher-degree terms and the lower-degree small perturbation terms respectively,
Gν4 and G
ν
5 only depend on w1, M
ν
1,(0l2l3)00
(φ) ∈ QC⋂C1,C(l2 + l3 = 1), Mν1,0mn(φ) : C2 →
QC
⋂C1,C(|m| + |n| = 1) (here, the C1,C is the complexification of C1 = C1([−1, 0],Rq)), with
|‖Fνj − Fν−1j |‖rν,sν,Πν ≤ 
1
3
ν , Gνj,(l100)00 = Orν,Πν(
4−l1
ν ), 0 ≤ l1 ≤ 3, 1 ≤ j ≤ 5,
|‖Mνi,(0l2l3)mn−Mν−1i,(0l2l3)mn|‖rν,sν,Πν ≤ 
1
3
ν , Gνj,(0l2l3)mn = Orν,Πν(ν), l2+l3+|m|+|n| = 1, 1 ≤ j ≤ 3, i = 1, 2;
(ν.3) (Reality condition) denoting χ = (w1,w2, w¯2, zt(0), zt(−1)), χ = (w1, w¯2,w2, zt(0), zt(−1)),
the RHSEs of w˙1, w˙2, ˙¯w2 and dztdt in (4.2) by H
ν
1, · · · ,Hν4 respectively, for φ ∈ Tn0
Hν2(φ, χ) = H
ν
3(φ, χ), H
ν
3(φ, χ) = H
ν
2(φ, χ), H
ν
j (φ, χ) = H
ν
j (φ, χ), j = 1, 4.
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Then there is a closed subset Πν+1 ⊂ Πν of the measure estimate
MeasΠν+1 ≥ MeasΠν(1 − c3γν),
with a constant c3 > 0, and a quasi-periodic coordinate transformation T ν : Wν+1 → W (sν −
δν) ⊂ Wν in the form
T ν : w = w+ + Wν0 + W
ν(φ,w+, yt(0), yt(−1)), zt = yt + Wν4(φ,w1+),
where φ ∈ U (rν+1), a ∈ Πν+1, w+ = (w1+,w2+, w¯2+)T and yt are the new variables, Wν0 =
(wν10(a), 0, 0)
T , Wν = (Wν1 ,W
ν
2 ,W
ν
3)
T ,Wνj ∈ AΠν+1rν+1,sν+1 is of the same form as Gνj( j = 1, 2, 3) and
Wν4 ∈ AΠν+1rν+1,sν+1 as Gν5, satisfying Reality condition
wν10 ∈ R, Wν1(φ, χ+) = Wν1(φ, χ+), Wν4(φ,w1+) = Wν4(φ,w1+),
Wν2(φ, χ+) = W
ν
3(φ, χ+), W
ν
3(φ, χ+) = W
ν
2(φ, ψ+)
for φ ∈ Tn0 , where χ+ = (w1+,w2+, w¯2+, yt(0), yt(−1)), and the following estimates
wν10 = OΠν+1(
4
3
ν ), Wν1,(l100)00 = Orν+1,Πν+1(ε
2
0
4−l1
ν γ
−2
ν ρ
−(3n0+2)
ν ), 0 ≤ l1 ≤ 3,
Wν1,(0l2l3)00 = Orν+1,Πν+1(ε
2
0νγ
−2
ν ρ
−(3n0+2)
ν ), l2 + l3 = 1,
Wνj,(l100)00 = Orν+1,Πν+1(
4−l1
ν γ
−2
ν ρ
−(3n0+2)
ν ), 0 ≤ l1 ≤ 3; j = 2, 3, 4,
Wνj,(0l2l3)00 = Orν+1,Πν+1(νγ
−2
ν ρ
−(3n0+2)
ν ), l2 + l3 = 1, j = 2, 3,
Wν1,0mn = Orν+1,Πν+1(ε
2
0ν), ,W
ν
j,0mn = Orν+1,Πν+1(ν), j = 2, 3; |m| + |n| = 1,
such that the equation (4.2) is transformed into the same form satisfying Conditions (ν.1)− (ν.3)
by replacing ν with ν + 1 and (w1,w2, w¯2, zt) with (w1+,w2+, w¯2+, yt), respectively.
Outline of proof The proof is similar to that of Lemma1, only adding arguments of the
hyperbolic part. We reduce the lower-degree terms only depending on w1 in the equation of the
hyperbolic direction. Drop the index ν and rewrite the equation (4.2) as
J−1ε0

w˙
dzt
dt
 =

N(w)
UQzt
 +

G + F
M1 + G5 + F5 + X
Q
0 (M2 + G4 + F4)
 , (4.3)
where, Jε0 = diag(Jε0 , Id).
Take the first transformation as the following form
T1 : w = u + U(φ, u, yt(0), yt(−1)), zt = yt + U4(φ, u1)
with u = (u1, u2, u¯2)T . We introduce some notations. For a given function z(θ) from [−1, 0] to
Cq, set
U j,01(φ)z = U j,0m0(φ)zm(0)+U j,00n(φ)zn(−1), G j,01(φ)z = G j,0m0(φ)zm(0)+G j,00n(φ)zn(−1), 1 ≤ j ≤ 3,
27
Mi,01(φ)z = Mi,0m0(φ)zm(0) + Mi,00n(φ)zn(−1), i = 1, 2; |m| + |n| = 1.
Substituting the transformation T1 into (4.3), we obtain the homological equations
ω∂φU1,(l100)00 + (l1 − 1)ε20e1U1,(l100)00 + (l1 − 3)ε20e2U1,((l1−1)00)00
+(l1 − 5)ε20Ω1U1,((l1−2)00)00 = ε20(ΓKG1,(l100)00(φ) − ̂G1,(l100)00(0)), 0 ≤ l1 ≤ 3, (4.4)
ω∂φU1,(0l2l3)00 − ε20e1U1,(0l2l3)00 + l2Ω2U1,(0l2l3)00 + l3Ω3U1,(0l2l3)00
= ΓK[ε20G1,(0l2l3)00(φ) − U1,01(M1,(0l2l3)00(φ) + XQ0 M2,(0l2l3)00(φ))], l2 + l3 = 1, (4.5)
ω∂φU1,01 − ε20e1U1,01 + U1,01[UQ + M1,01(φ) + XQ0 M2,01(φ)] = ε20G1,01(φ), (4.6)
ω∂φU j,(l100)00 −Ω jU j,(l100)00 + l1ε20e1U j,(l100)00 + (l1 − 1)ε20e2U j,((l1−1)00)00
+(l1 − 2)ε20Ω1U j,((l1−2)00)00 = ΓKG j,(l100)00(φ), 0 ≤ l1 ≤ 3; j = 2, 3, (4.7)
ω∂φU2,(010)00 = ΓKG˜2,(010)00(φ) − ̂G˜2,(010)00(0), (4.8)
ω∂φU2,(001)00 + (Ω3 −Ω2)U2,(001)00 = ΓKG˜2,(001)00(φ), (4.9)
ω∂φU3,(010)00 − (Ω3 −Ω2)U3,(010)00 = ΓKG˜3,(010)00(φ), (4.10)
ω∂φU3,(001)00 = ΓKG˜3,(001)00(φ) − ̂G˜3,(001)00(0), (4.11)
ω∂φU j,01 −Ω jU j,01 + U j,01[UQ + M1,01(φ) + XQ0 M2,01(φ)] = G j,01(φ), j = 2, 3, (4.12)
ω∂φU4,(l100)00 − [UQ + M1,01(φ) + XQ0 M2,01(φ)]U4,(l100)00 + l1ε20e1U4,(l100)00
+(l1 − 1)ε20e2U4,((l1−1)00)00 + (l1 − 2)ε20Ω1U4,((l1−2)00)00
= G5,(l100)00(φ) + X
Q
0 G4,(l100)00(φ) + [M1,(010)00(φ) + X
Q
0 M2,(010)00(φ)]U2,(l100)00
+[M1,(001)00(φ) + X
Q
0 M2,(001)00(φ)]U3,(l100)00, 0 ≤ l1 ≤ 3, (4.13)
where, U j,(l100)00 = 0 if l1 < 0 for 1 ≤ j ≤ 4,
G˜ j,(0l2l3)00(φ) = G j,(0l2l3)00(φ) − U j,01(φ)[M1,(0l2l3)00(φ) + XQ0 M2,(0l2l3)00(φ)], l2 + l3 = 1, j = 2, 3.
We first solve the equations (4.4), (4.6), (4.7) and (4.12), then (4.5), (4.8)-(4.11) and (4.13).
These equations (4.6), (4.12) and (4.13) do not involve small divisors and are solved by the
same method as for (4.12) and (4.14) in [22], the other equations by the same manner as in
Lemma 1. The remainder of the proof of the lemma is similar to that of Lemma 1 and the detail
is omitted.
Appendix
The following lemma shows that the reality condition is preserved by the transformation of
a Jacobian matrix with the reality condition or its inverse matrix. For the sake of simplic-
ity, we introduce some notations. Let X denote the set of all vector-functions F(φ,w) =
col(F1(φ,w), F2(φ,w), F3(φ,w)), being analytic in (φ,w) ∈ U (r) × W (s) and satisfying the
reality condition
F1(φ,w) = F1(φ,w), F2(φ,w) = F3(φ,w), F3(φ,w) = F2(φ,w) (A.1)
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for φ ∈ Tn0 , where w = (w1,w2, w¯2)T and w = (w1, w¯2,w2)T , and DFDw (φ,w) represent the Jacobian
matrix D(F1,F2,F3)D(w1,w2,w¯2) of F with respect to w. Define F B col(F1(φ,w), F3(φ,w), F2(φ,w)). The
reality condition means F(φ,w) = F(φ,w) for φ ∈ Tn0 .
Lemma 3 Assume F(φ,w),H(φ,w) ∈ X. Then
(
DH
Dw F
)
(φ,w) ∈ X. Moreover, if the Jacobian
matrix DHDw (φ,w) is invertible for all (φ,w) ∈ U (r) ×W (s), then
(
DH
Dw
)−1
F(φ,w) ∈ X.
Proof Set B(φ,w) =
(
DH
Dw F
)
(φ,w). If F,H ∈ X, the reality condition (A.1) implies
B(φ,w) =
(DH
Dw
)
(φ,w)F(φ,w)
=
(
DH
Dw
)
(φ,w)F(φ,w) =
(
DH
Dw
)
(φ,w)F(φ,w) (A.2)
=
(DH
Dw
F
)
(φ,w) = B(φ,w),
that is, B(φ,w) ∈ X. Moreover, if H ∈ X and the DHDw is invertible, from
(
DH
Dw F
)
(φ,w) ∈ X and the
second equality in (A.2), it follows the second part of the lemma.
Lemma 4 Let f (x; a) = b3(a)x3 + b2(a)x2 + b1(a)x + b0(a) be a real third-order polynomial in
x. Suppose the coefficients b j(a)(0 ≤ j ≤ 3) are continuously differentiable in a ∈ Π (Π ⊂ R is
a bounded closed set), and there exist positive constants c j(6 ≤ j ≤ 8) such that
|‖b0|‖Π l 4, |‖b1|‖Π l εκ0, infa∈Π |b1(a)| ≥ c6ε
κ
0,
|‖b2|‖Π l εβ0, |‖b3|‖Π ≤ c7, infa∈Π |b3(a)| ≥ c8,
where
 ≤ ει0, β <
4
3
ι, κ < β +
4
3
ι.
Then the equation f (x; a) = 0 has a real root x0(a) which is continuously differentiable with
respect to the parameter a ∈ Π and satisfies the estimate |‖x0|‖Π ≤ c9 43 , here c9 is a positive
constant.
Proof By Theorem 2.1 in [29] it is obvious that the equation f (x; a) = 0 has a real root x0(a)
such that
sup
a∈Π
|x0(a)| l  43 . (A.3)
Noting that the assumption of the lemma implies
|∂x f (x0; a)| = |3b3(a)x20 + 2b2(a)x0 + b1(a)| ≥
c6
2
εκ0 > 0
for sufficiently small ε0, and f (x; a) is continuously differentiable in a ∈ Π, we deduce that
x0(a) is also continuously differentiable in a ∈ Π and satisfies
sup
a∈Π
∣∣∣∣∣ dda x0(a)
∣∣∣∣∣ l  43
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based on differentiating the equation f (x0; a) ≡ 0 with respect to a, and using (A.3) and the
assumption. The proof is complete.
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