An essential requirement for theoretical protein structure prediction is an energy function that can discriminate the native from non-native protein conformations. To date most of the energy functions used for this purpose have been extracted from a statistical analysis of the protein structure database, without explicit reference to the physical interactions responsible for protein stability. The use of the statistical functions has been supported by the widespread belief that they are superior for such discrimination to physics-based energy functions. An effective energy function which combined the CHARMM vacuum potential with a Gaussian model for the solvation free energy is tested for its ability to discriminate the native structure of a protein from misfolded conformations; the results are compared with those obtained with the vacuum CHARMM potential. The test is performed on several sets of misfolded structures prepared by others, including sets of about 650 good decoys for six proteins, as well as on misfolded structures of chymotrypsin inhibitor 2. The vacuum CHARMM potential is successful in most cases when energy minimized conformations are considered, but fails when applied to structures relaxed by molecular dynamics. With the effective energy function the native state is always more stable than grossly misfolded conformations both in energy minimized and molecular dynamics-relaxed structures. The present results suggest that molecular mechanics (physics-based) energy functions, complemented by a simple model for the solvation free energy, should be tested for use in the inverse folding problem, and supports their use in studies of the effective energy surface of proteins in solution. Moreover, the study suggests that the belief in the superiority of statistical functions for these purposes may be ill founded.
Introduction
Due to the increasing number of protein sequences that are being determined and the need to be able to predict their structures, there is an intense effort at present to devise potential energy functions that can distinguish native from misfolded proteins. Use of such functions is based on the thermodynamic hypothesis which states that a native protein has the conformation or set of very similar conformations that minimize the free energy of the system. The equilibrium probability distribution of protein conformations, p(q), is given by (e.g. Gibson & Scheraga, 1969; Karplus & Shakhnovich, 1992; Lazaridis & Karplus, 1999) :
where the effective energy W(q) of conformation q can be written:
Here E intra (q) is the intraprotein energy and ÁG solv (q) is the solvation free energy. A stable protein under physiological conditions populates a narrow range of conformations (within about 2 A Ê RMS), that together make up the native state (Brooks et al., 1988) . The effective energy surface in the neighborhood of the native state is a complex multiminimum surface, as has been demonstrated by experiments (Frauenfelder et al., 1991) and simulations (Caves et al., 1998; Elber & Karplus, 1987; Levitt, 1983; Noguti & Go, 1989) . Since the entropic contribution to the free energy of the native state can be approximated by that of a single or a few conformations relative to the multitude of conformations in the unfolded state, the native state minimum must be very deep, i.e. there must be a large gap between the energy of the native state and the average non-native state whose structure differs signi®cantly from it (Bryngelson & Wolynes, 1987; Karplus & Shakhnovich, 1992; Moult, 1997; S Ï ali et al., 1994) . Any function that is useful for representing the effective energy of proteins must satisfy the condition that the native state is lowest in energy and that there is a sizeable energy gap.
Much of the recent effort in the search for such effective energy functions has focused on the analysis of known protein structures supplemented by assumptions concerning the form of the potential function (Bowie et al., 1991; Casari & Sippl, 1992; DeBolt & Skolnick, 1996; Koehl & Delarue, 1994; Reva et al., 1997) . In many cases, such as the work described by Bowie et al. (1991) , the term``effective energy function'' is interpreted rather broadly since it depends only on the``environment'' of each atom. Although there has been considerable success in using such empirical potentials in fold recognition (Marchler-Bauer et al., 1997) , particularly if no additions or deletions are allowed, they do not account for distortion of the covalent structure or steric crowding. In a recent comparison (Marti-Renom et al., 1998) , for example, several empirical potentials failed to recognize a badly misfolded structure of potato carboxypeptidase inhibitor. Levitt and co-workers (Park et al., 1997; Park & Levitt, 1996) have tested a number of empirical functions and found none of them to be completely satisfactory in distinguishing incorrect conformations from the native structure. Others focused on discrimination of structures in the vicinity of the native structure, rather than grossly misfolded structures (Wang et al., 1995; Williams et al., 1992) .
One reason for the recent emphasis on statistically based criteria is the widespread belief that`m olecular mechanics'' potential energy functions of the type used in simulations (e.g. Brooks et al., 1983) cannot distinguish between native and misfolded structures. A study by Novotny et al. (1984) , which was a precursor to modern threading studies (Finkelstein, 1997) , is most frequently cited to support this thesis. In that study two proteins with the same number of residues but different folds were considered and the sequence of one was`t hreaded'' onto the fold of the other. This created two pairs of correct and incorrect folds. After sidechains were built onto the incorrect models, the energy calculated with the CHARMM potential was minimized to remove bad contacts and then compared to the energy of the correct structure. The conclusion of the study, which seems not to have been fully understood, was that the calculated energy after mild minimization to eliminate bad contacts (RMS shift of 0.5 to 0.9 A Ê ) was à`r easonable energy'' for a native protein of the size of the test system, i.e. from the absolute energy by itself it was not obvious that the misfolded structure was wrong. However, if comparisons of the energies of the native and misfolded structure were made, the calculations did, in fact, discriminate the native fold, in spite of many statements to the contrary (e.g. Eisenberg & McLachlan, 1986) .
Since there seems to be little, or actually no evidence that``physics-based'' energy functions (Moult, 1997) are``worse'' than statistically based functions, it seems worthwhile to make a more extended test of a function of the former type. As is evident from equation (2), it is the effective energy which includes solvation, that should be used both in minimization of the structure and in calculation of its energy. One speci®c problem that can arise in vacuum calculations is that conformations with the polar groups inside and the nonpolar groups on the surface (``reverse proteins'') are more stable because interactions between polar groups are strong and there is no desolvation free energy cost for their burial in the protein interior (Novotny et al., 1984) . This could happen in nonpolar environments, such as membranes, but it is opposite of what is observed in protein structures that are stable in aqueous solution; i.e. the polar groups tend to be on the surface and it is the nonpolar groups that are buried.
Explicit modeling of the solvent, although very useful in molecular dynamics (MD) simulations (Brooks et al., 1988) , is not suitable for protein structure prediction because of the large amount of computer time required to survey a range of conformations. For this purpose, one needs a function for the solvation free energy, ideally analytical with analytical derivatives, that can be calculated rapidly. Wesson & Eisenberg (1992) , for example, combined empirical atomic solvation parameters with the polar hydrogen CHARMM 19 potential energy function (Brooks et al., 1983; Neria et al., 1996) and performed dynamics simulations on melittin. Stouten et al. (1993) presented a model based on contacts rather than accessible surface areas, combined it with the GROMOS energy function (van Gunsteren & Berendsen, 1987) , and per-formed simulations on BPTI. They found the model to be a signi®cant improvement over vacuum simulations, although the observed RMSD from the crystal structure was somewhat larger than in explicit water simulations. Fraternali & van Gunsteren (1996) developed an empirical solvation potential adjusted so as to reproduce the experimental radius of gyration of proteins in MD simulations. Friesner and co-workers (Humphreys et al., 1995; Monge et al., 1995) used the AMBER force®eld with the Generalized Born model (Still et al., 1990) to evaluate protein structures and found that the resulting function sometimes showed nonnative structures to have a lower effective energy than the native structure. Augspurger & Scheraga (1996) recently simpli®ed the hydration shell model (Kang et al., 1987) by including only double overlap terms in the calculation of the hydration shell volumes, which leads to enhanced computational ef®ciency. They compared the solvation free energy calculated by this model to that obtained by the Poisson-Boltzman equation (Augspurger & Scheraga, 1997 ), but did not report extensive tests of the combined energy function. This is true for most physics-based effective energy functions presented to date. They have not been tested for their ability to discriminate native from non-native structures in the spirit of Novotny et al. (1984) or for their ability to give stable native states in room temperature molecular dynamics simulations. Recently, Vorobjec et al. (1998) performed a limited Novotny-type test on nine out of the 22 proteins of the EMBL set (see below) with a hybrid approach. They generated an ensemble of conformations starting with both the native and the misfolded conformation by molecular dynamics simulations in explicit solvent, and evaluated these conformations using a molecular mechanics energy function complemented by three solvation terms: one for the cavity formation free energy, one for the protein-solvent dispersion interactions, and one for electrostatic polarization, evaluated by continuum electrostatics methods. They found that the average effective energy was always lower for the native structure. A stricter test of the proposed solvation model would be to use it in the generation of the ensemble of conformations, as well as in their evaluation.
We have recently developed an effective energy function (EEF1; Lazaridis & Karplus, 1997 based on the polar hydrogen form of the CHARMM potential energy function (Brooks et al., 1983; Neria et al., 1996) complemented by a theoretically based solvation free energy model. EEF1 has been shown to give stable native structures for a series of proteins when used for MD simulations at room temperature, reasonable energies for unfolded conformations, and unfolding pathways in agreement with explicit water simulations (Lazaridis & Karplus, 1997) . This suggests that EEF1 may be suf®ciently accurate to be used for distinguishing native from non-native states for a given sequence. Here, we report the results of``N ovotny'' pairwise threading tests for a series of proteins with this effective energy function; for comparison we do the same test for the vacuum CHARMM 19 potential energy function. The threading tests are performed on the set of native misfolded pairs created by Holm & Sander (1992) , a subset of which was used by Vorobjec et al.
(1998), as mentioned above. Since these tests work well, we extend the tests to the small protein CI2 threaded into the fold of eight proteins of similar size. Finally, we apply EEF1 to a large number of decoys for six proteins prepared by Park & Levitt (1996) , and to a set of CASP1 homology models. Table 1 shows the results obtained for the HolmSander misfolded structures with the CHARMM 19 vacuum potential. The total energy, the van der Waals and electrostatic components, as well as the RMSD after dynamics, are reported. With respect to the energy minimized structures, we see that CHARMM discriminates the correct conformation in most cases; there are three exceptions: 1ppt (avian pancreatic polypeptide), 1sn3 (scorpion neurotoxin), and 3b5c (cytochrome b5). After MD simulations are performed, the CHARMM 19 energy of the correct structure is higher than that of the incorrect model in most cases. The largest contribution to the difference usually derives from the electrostatic energy. The poor performance of the vacuum force-®eld is due primarily to the ionic side-chains. The side-chains with opposite charges in vacuum can have large electrostatic stabilization energies and these become more negative when they approach each other during the MD simulation. Neutralization of the ionic side-chains and use of a distance-dependent dielectric improves the performance substantially (data not shown).
Results
The results obtained with EEF1 are shown in Table 2 . The total energy, the van der Waals, the electrostatic, and solvation contributions are listed, as well as the RMSD after the MD simulation. The electrostatic term is calculated with neutralized side-chains and a distance-dependent dielectric constant (see Methods). The total energy, both after minimization and after molecular dynamics is always lower for the native conformation. However, the energy gap is usually signi®cantly larger for the energy-minimized structures, since dynamics allows more effective relaxation of the misfolded structures. The exception of 1fdx versus 1fdxon5rxn for the energy-minimized structures (the misfolded structure is 1 kcal/mol lower in energy) is not a failure of the model, since ferredoxin (1fdx) has two iron-sulfur clusters which are an integral part of its structure and were omitted in the calculations. Tables 1 and 2 also show the RMS deviation from the starting structure after the dynamics simulation. For the CHARMM 19 vacuum potential the deviation is often larger for the correct than Discrimination of Misfolded Proteins for the incorrect structure. This never happens for EEF1, except for 2cdv (cytochrome c3), which has four heme molecules that were omitted in the simulation. Moreover, the RMSD with EEF1 after dynamics for native proteins is usually signi®-cantly smaller than that obtained with CHARMM 19 and the magnitude of the deviations are small (in the range 1.5 to 3 A Ê ). The largest deviations are observed for 2cdv (see above), 1rei (Bence-Jones immunoglobulin variable portion), which is a V-shaped dimer fragment of a full immunoglobulin, and 2ts1 (tyrosyl t-RNA synthetase).
The results of the threading test for CI2 are given in Table 3 . For all comparisons (minimized energy, dynamics average, dynamics plus minimization) the native state is signi®cantly lower in energy than any of the misfolded (threaded) structures. As before, the MD simulations result in a signi®cant reduction in the energy difference between the misfolded structures and the native structure. The smallest difference is observed for ubiquitin (about 35 kcal/mol). This suggests that molecular dynamics makes threading tests much more stringent and should be used whenever possible. Unfortunately, many of the potentials used in threading cannot be used for dynamics simulations because they are discontinuous or employ a representation of a protein that is incomplete (e.g. they do not include a van der Waals term). The ®rst entry in each group is the native structure (four letter PDB code) and the other entries are the misfolded structures (AonB means the sequence of A threaded onto the structure of B). Total energies (kcal/mol) are given after minimization and after dynamics plus minimization. In parentheses are the van der Waals and electrostatic components. The last column is the RMSD (in A Ê ) from the initial structure after the MD simulation. 
Discrimination of Misfolded Proteins
For CI2 built with extended side-chains, the energy is signi®cantly higher than native CI2. The short MD simulations do not overcome the barriers associated with side-chain rearrangement, so that after dynamics many side-chains remain incorrect. One example of a misoriented side-chain is Trp24, which forms part of the hydrophobic core. In the native structure its six-membered ring points into the core, whereas in the reconstructed structure the six-membered ring points outwards. This disrupts the packing in the hydrophobic core. The second entry in Table 3 describes what happens if we place only the Trp side-chain in its correct orientation``by hand'', minimize, and then run an MD simulation. Energy minimization does not make much difference (À1926 versus À1923 kcal/mol), but upon MD the energy drops by about 20 kcal/ mol, half of the energy difference relative to the native state. Also, the RMSD from the native decreases from 1.8 to 1.36 A Ê . The energy of the reconstructed CI2 structure (that with the incorrect orientation of Trp24) is not much different from the energies of the misfolded structures. This implies that the energy difference alone is not suf®-cient to determine whether the structure is``close'' or``far'' from the native state. Apparently, the energy function can pick out a native structure from those that are non-native, but does not provide a simple way of determining``native-like character'', e.g. there is no correlation between RMSD and the energy difference (see also MartiRenom et al., 1998) . This behavior also gives some insight into the cooperativity of protein folding. Once certain side-chains are displaced from the correct orientation, the energy is nearly equivalent to many other unfolded or misfolded conformations. This makes clear the dif®culty of protein structure predictions, since it shows how easy it is to``miss'' the native state unless all the essential elements are correct.
In the case of eglin c, an incorrect alignment with CI2 produces large deviations from the initial structure; the deviation is smaller when the alignment is correct (see Table 3 ). This suggests that the present approach could be used in detecting incorrect alignments in``inverse folding'' studies. The ubiquitin model is also of interest. Its energy is the lowest of the misfolded structures (much of which is due to very favorable electrostatic interactions, even with the solvation model) and exhibits small RMSD shifts after the MD simulation. Examination of this model reveals that it has an``ionic'' core instead of a hydrophobic core, i.e. several ionic groups form``salt bridges'' in the interior. This also explains why the solvation free energy of this model is so small in magnitude; there are only very few external pseudo-ionic side-chains that contribute to the solvation free energy.
The results for the decoys by Park & Levitt (1996) are shown in Figure 1 . The test in this case involves only energy-minimized structures due to the large number of structures considered. These energy minimizations produce very small RMS deviations from the starting structure, typically of the order of 0.5 A Ê . Therefore, the results are plotted in terms of the original RMSD. In all cases, the native structure (shown at zero RMSD) has lower effective energy than any of the decoys. The gap between the minimized crystal structure and the lowest in energy decoy varies between 5 kcal/mol for 3icb (Figure 1(f) ) and 92 kcal/mol for 1sn3 (Figure 1(c) ). The effective energy shows a tendency to increase as a function of RMSD. This is regarded as a desirable property, but there is no physical requirement for such a correlation. Signi®-cant scatter exists in the plots and it tends to increase as the RMSD increases (in these plots a few points with very high energies were omitted to improve the resolution for the bulk of the points). Examination of the energy components shows that the native state is favored by all internal terms (non-bonded as well as bonded), whereas the solvation term may favor the correct or the incorrect conformation. The electrostatic and van der Waals nonbonded terms usually are most important. For comparison, Figure 2 shows the same test for 2cro performed with the vacuum CHARMM 19 energy function, where there are several decoys with energies lower than the crystal structure. As in the results for the Holm-Sander set, this function discriminates against most but not all of the decoys.
The results for the CASP1 homology models are shown in Table 4 . The minimized crystal structure has lower effective energy than the models in all cases, except for the ®rst two models for nucleotide diphosphate kinase (NDK). These models are 0.5 and 1.4 A Ê backbone RMSD from the crystal structure. The ®rst model is favored by both the van der Waals and the electrostatic term, and the second one is highly favored by the van der Waals term. Interestingly, a recently developed statistical potential also failed to discriminate the crystal structure of this protein (Samudrala & Moult, 1998) . That EFF1 does not always discriminate with respect to structures in the vicinity of the crystal structure is not surprising considering the fact that the lowest energy structures found during molecular dynamics simulations of native proteins with this function are always 1-2 A Ê from the crystal structure. Also, different crystal and NMR structures of the same protein often have RMS deviations of the same order of magnitude (Smith et al., 1994) . Since proteins at ambient temperatures sample a range of conformations around the crystal structure with an RMS of 1 A Ê or more, it is not obvious that even nature's``function'' would pass the test described here.
Discussion
Compared to statistical database potentials, physical effective energy functions have many advantages. First, they have a sound theoretical basis, whereas the theoretical basis of database potentials is still being debated. Secondly, because they are``complete'' energy functions with analytic ®rst derivatives, they can be used in energy minimization and dynamics for studying the energetics unfolded, misfolded, and partially folded states, in addition to the native state. This can be very useful; for example, with MD one can test whether the structure examined is a stable (local) energy minimum. In the tests reported here we often observed that an incorrect structure unfolded during an MD simulation. The disadvantage of molecular mechanics energy functions is their higher computational cost; database potentials are more ef®cient for ®ltering a large number of putative folds. However, this is no longer signi®cant for the atombased (rather than residue-based) statistical functions that have been introduced recently (Samudrala & Moult, 1988) . Although, in principle, statistical database potentials could be developed for MD, in practice no such function exists at present. 
Discrimination of Misfolded Proteins
Compared to other molecular mechanics energy functions with implicit solvation EEF1 is probably the most extensively tested so far. It is an all-purpose function, not limited to a particular application. One signi®cant advantage of the present solvation model over a number of others is that it does not involve the calculation of accessible surface areas. This allows it to be only 50 % more expensive than the corresponding vacuum simulations. Accessible surface-based methods add signi®cant computational expense without being any more rigorous or accurate than the contact-based method used in EEF1.
The``Novotny'' test is a necessary but not suf®-cient condition for the validity of an effective energy function. Although the number of misfolded conformations considered here was large, the results do not``prove'' the validity of the energy function. In other work we examined thousands of conformations generated by high temperature unfolding molecular dynamics simulations and subsequent low temperature quenching and obtained a funnel-like effective energy surface for the protein CI2 (Lazaridis & Karplus, 1997) . This is consistent with the idea that EEF1 has a global minimum within 1 or 2 A Ê of the experimental native structure. Of course more exhaustive searches of conformational space are required to prove this point; such studies, as well as a more quantitative characterization of solvation effects, will be made in the future.
In conclusion, the series of tests reported here demonstrate that EEF1 can discriminate the native structure from a series of misfolded structures, and suggests that such physics-based energy functions can be useful in protein structure evaluation and prediction. Of particular importance is the result that such applications can be made taking into account relaxation of the misfolded structures by molecular dynamics. Moreover, comparison with published data of corresponding tests with statistical energy functions suggest that EEF1 is at least as good, and perhaps better. We hope that the present study has laid to rest the widely held belief that, at the present stage of development, statistical energy functions are superior to physics-based energy functions for evaluating protein structures. In the future, both types of functions should be used and it may well turn out that one or the other is better for certain applications, e.g., residue-based statistical functions may be better for evaluating low-resolution models.
Methods
The details of the effective energy function are given elsewhere (Lazaridis & Karplus, 1997 . The solvent contribution to the effective energy (potential of mean force) uses the assumption that the solvation free energy of a macromolecule ÁG solv is the sum of contributions from its constituent groups:
is the solvation free energy of group i in a reference compound, V j is the volume of group j and f i (r ij ) is the solvation free energy density of group i at distance r ij . Values of ÁG ref i
are obtained from the work reported by Privalov & Makhatadze (1993) , with slight modi®cations. The groups considered correspond to the atom types in the CHARMM 19 polar hydrogen potential energy function (e.g. CH3, CH2, CH, aromatic CH, amide N, carbonyl carbon, etc.). The solvation free 
All energies in kcal/mol. The quantity W is de®ned in equation (2). For details concerning the proteins and their crystal structures see http://prostar.carb.nist.gov energy density is given by a Gaussian function (f i 4pr 2 ij a i exp(Àx 2 ij )) with x ij (r ij À r min.i )/l i where r min,i is the van der Waals radius of group i and l i is a correlation length (3.5 A Ê for most groups). The value of a i is obtained from the solvation data and the requirement that the solvation free energy of deeply buried groups be approximately zero. Ionic side-chains are neutralized and a distance-dependent dielectric constant is used for the electrostatic interactions.
In performing threading tests, the quality of the constructed``decoys'' is at least as important as the quantity (Park et al., 1997; Park & Levitt, 1996) . There is no point considering the vast numbers of non-compact conformations that can be generated, since it can be assumed that almost all native proteins are compact and many energy functions would be able to distinguish them from the native state, i.e. the alternate folds considered should be as``native-like'' as possible. As the work of Novotny et al. (1984) showed for empirical energy functions of the CHARMM type, simple evaluations of the energy for an X-ray or a misfolded structure are not suf®cient. To obtain a meaningful result, energy minimizations or better MD simulations should be performed to anneal the protein conformations prior to application of the effective energy function (Novotny et al., 1988) .
We ®rst performed the threading tests on a set of native-misfolded pairs created by Holm & Sander (1992) available on the WWW (http://prostar.carb.nist.gov or http://www.ebi.ac.uk/ $ holm). Disul®de bonds were built where appropriate. In all cases, non-bonded metal ions and prosthetic groups were omitted. Since the native conformation that is given is the crystal structure whereas the misfolded conformation was minimized for 500 steepest descent steps with GROMOS (van Gunsteren & Berendsen, 1987) , direct comparison of the energies of the two would not be appropriate. We minimized both models for 300 ABNR steps (Brooks et al., 1983) with the function to be tested (EEF1 or CHARMM 19). Subsequently, the structures were subjected to 50 ps of MD simulations, again with the functions to be tested. The simulations started at 50 K and the temperature was increased by 50 K every 2 ps until a ®nal temperature of 300 K was reached; the simulations continued for 40 ps in a microcanonical ensemble. No MD simulation was performed for 1fdx (has two Fe 4 -S 4 clusters), 1hip (has one Fe 4 -S 4 cluster) and 2tmn (has four Ca and one Zn atom) due to lack of solvation parameters for these metals.
The next``Novotny'' test involved threading the small protein CI2 into the fold of eight proteins of similar size; the proteins are listed in Table 3 . This protein was chosen because its stability and unfolding have been studied with the EEF1 potential (Lazaridis & Karplus, 1997) . The procedure for the calculations was similar to the one used for the Holm-Sander structures. The backbone coordinates of the experimental structure of each of the eight proteins was used; if the target protein was longer, the additional C terminal residues were omitted. In the one case that the target protein was shorter (1shg) the remaining part of the CI2 backbone was built in an extended conformation. The CI2 side-chains were then built onto the backbone in an extended conformation and the energy was minimized for 300 ABNR steps. For comparison, we include CI2 with the side-chains built in the same way. This procedure was suf®cient for all cases except for 1ctf and 2cro, where an aromatic side-chain was built such that other protein bonds went through the ring. Since energy minimization does not remove such an interaction, the aromatic ring was moved out of the way``by hand'' using QUANTA (Molecular Simulations, Inc.). After energy minimization, the MD simulation procedure described above was used; at the end of the simulation the structure was minimized with 300 ABNR steps. For eglin c, which has the same fold as CI2, two studies were conducted: one with the correct alignment, aligning Glu20 of eglin c with Leu20 of CI2 and deleting residue 72A of eglin c, and one with an alignment in which the ®rst residue of the truncated CI2 (Leu20) corresponded to the ®rst eglin c residue (Thr15).
The third decoy set was the``asilomar'' set from J. Moult's Web site (http://prostar.carb.nist.gov). These are homology models submitted at the ®rst CASP protein structure prediction meeting. A few models were not considered because of signi®cant sequence mismatches between the models and the crystal structure. In case of limited sequence mismatches, the mismatching residue in the model was replaced by that in the crystal structure and the missing atoms were built in ideal geometry and extended conformation. As above, all models and the crystal structures were subjected to a 300 step energy minimization using EEF1.
The ®nal set of decoys was the``4state reduced'' set from M. Levitt's Web site (http://dd.stanford.edu). These are all-atom versions of the best among thousands of models created by Park & Levitt (1996) using their four-state off-lattice model, energy minimized for 2000 steps. Approximately 650 models are available for each of seven proteins but only six were considered here. The seventh, 4rxn (rubredoxin) contains an iron-sulfur cluster which would have complicated the energy evaluation. All models and the crystal structure for these six proteins were minimized with ABNR for 300 steps using EEF1. No dynamics simulations were done for this set due to the large number of structures. Several statistical energy functions have been tested on this set of decoys (Park et al., 1997) . Two of them were found to be reasonably good but did not rank the crystal structure ®rst in all cases studied.
