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Knowledge is deemed a key asset in today’s knowledge 
enriched society and such a ‘Knowledge Age’ has 
fuelled Knowledge Management discipline to address 
many complex problem issues pertaining to knowledge 
creation, procurement, representation, retrieval, 
capitalization, etc. Knowledge is categorized in many 
forms and one of the complex forms of knowledge is 
known as “Tacit Knowledge” that put forwards many 
challenges for acquisition and retrieval, in particular, 
from distributed repositories. We will present, in this 
paper, a novel strategical algorithm implemented with 
multi-agent architecture for the retrieval, of tacit 
knowledge with incorporation of ‘Ontology’ and ‘Query 
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1.0 INTRODUCTION 
Nonaka (Nonaka, 1994) describes important 
classification of knowledge views as a tacit or explicit. 
Explicit knowledge typically refers to knowledge that 
has been expressed into words and numbers. In Contrast 
“tacit knowledge includes insights, institutions, and 
hunches” (Irma et al., 2004). Tacit knowledge is more 
likely to be personal and based on individual 
experiences and activities. Therefore, it is difficult to 
express and formalize and additionally, difficult to share 
(procurement, retrieval, etc). It is widely contended that, 
within enterprises essential strategic knowledge is often 
tacit rather than explicit, stored within the minds of its 
employee (Abidi & Cheah, 2001). Efforts are being put 
forward for the acquisitions of tacit knowledge and 
different strategies and methodologies are being 
proposed in different domains of life. We note with 
interest that such knowledge is difficult to make 
available to share from heterogeneous distributed 
repositories, once acquired. Particularly in healthcare 
domain where healthcare practitioners and other stake 
holders are known to be non-technical in line with I.T 
technology and need just in time, 
information/knowledge according to their information 
needs to solve or to make decisions for the  critical 
problems at hand. As healthcare is knowledge enriched 
domain where experience plays a vital role, and 
techniques and strategies to solve or to come up with 
some decisions from expert minds would definitely be 
versatile. To solve this issue, acquisition and retrieval of 
tacit knowledge should be addressed with state of the art 
intelligent techniques and strategies. In this paper we 
would present our intelligent strategical algorithm 
which is applied on multi-agent architecture to retrieve 
acquired tacit knowledge from heterogeneous 
distributed repositories.  
We are working on the retrieval of tacit knowledge 
inline with the tacit knowledge acquisition model 
(structure) presented by Cheah (2001) where by the 
knowledge representation technique developed by cheah 
has been modified with regard to specification of our 
own work to make it more generic in nature but for 
explication purposes we apply it to the knowledge-rich 
domain of healthcare. In forth coming discussion we 
will discuss: (a) Tacit knowledge model (scenarios) and 
their representation; (b) Multi-agent architecture for 
ITKR (Intelligent Tacit Knowledge retrieval) system; 
(c) Operationalization of strategical algorithm and ITKR 
Info-structure by case study.      
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2.0 TACIT KNOWLEDGE ACQUISITION 
MODEL AND REPRESENTATION 
“In view that tacit knowledge is highly intangible, 
abstract and hidden, one can attribute its origin to be 
seemingly incorporated, embedded or interleaved with 
certain innate and essential skills – problem-solving 
skills, analytical skills and generalization or abstraction 
skills. We argue that it is the selective and systematic 
manipulation of these innate skills, subject to the nature 
and specification of the problem to be solved that brings 
into relief the so-called tacit knowledge that we seek to 
capture. Furthermore, with regards to representation 
schemes, the mention of schemata and mental models 
vis -à-vis tacit knowledge representation is of relevance 
here as it posits that mental models.  
In order to acquire tacit knowledge from domain 
experts, we propose a strategy that is grounded in the 
assumption that tacit knowledge can best be explicated 
by  provoking domain experts to act and apply their 
knowledge and skills to solve novel or atypical 
problems. Such a provocation is to be achieved by 
repetitively presenting domain experts ‘hypothetical’ 
Scenarios pertaining to novel or atypical problems and 
then observe and analyse the domain expert’s tacit 
knowledge based problem-solving methodology and 
procedures. In this context, the proposed problem-
specific scenario presents domain experts the implicit 
opportunity to introspect their expertise and knowledge 
in order to address the given problem, to explore their 
‘mental models’ pertaining to the problem situation and 
solution, and finally to apply their skills and intuitive 
decision making capabilities. This sequence, allows tacit  
knowledge to be ‘challenged’, explicated, captured and 
finally to be stored” (Cheah & Abidi, 2000). 
We have adopted an approach defined by (Cheah, 2001) 
for tacit knowledge acquisition and representation with 
some modification according to our knowledge 
representation. Scenarios are represented by a multi-tier 
scheme (see Figure 1) consisting of four layers: meta-
scenario, scenario-construct, episodes and events. Meta 
scenarios are placed at the top layer followed by 
scenario-constructs, episodes and events at the lowest 
layer. For our purposes, the meta-scenario component 
implements a three-level categorization of scenarios, 
termed as domain, class and sub-class.  
The scenario-construct provides key information 
pertaining to the description of a situational scenario.  
Typically, within a scenario knowledge structure the 
domain expert’s knowledge is captured in terms of (a) a 
sequence of distinct actions that might be taken to 
accomplish a particular task; and (b) the details of the 
sequence of interactions—comprising exchange of 
messages and responses to intermediate outcomes—
performed or experienced by the scenario’s entities to 
solve the problem (Cheah, 2001).  
“From a cognitive science perspective, a scenario can be 
deemed as a means to explicate the domain expert’s 
mental model of the problem and its solution. “From an 
artificial intelligence perspective, a scenario is  very 
similar to a case. However, the major distinction 
between the two is that a case is a real-life situation-
action structure, whereas a scenario represents a 
sequence of hypothetical situations purposely designed 
to draw out tacit knowledge. Furthermore, cases are 
merely ‘frozen’ snapshots of an episode and may lose 
whatever significant temporal or sequential elements 
they may possess. Whereas, as per our suggestion, 
scenarios can manifest temporal characteristics whereby 
they can capture the sequence of events as they may 
have occurred during a particular episode” (Abidi & 
Cheah, 2001). 
Here in scenario, two fields are of more importance with 
regard to tacit knowledge retrieval: (i) Contextual link: 
representing the nature of scenario and (ii) Keywords:  
representing the area of concern of the scenario. The 
episode component stores the individual episodes of a 
particular scenario. Episodes, akin to the chapters of 
book, help to group the events of a scenario into chunks 
and make the sequence of events more manageable and 
easily understood. Finally, the event component stores 
information about individual events which in turn 
provides details of the scenario through the parameter-
value list element construct. We have chosen a 
contrived knowledge acquisition approach. Contrived 
knowledge acquisition approaches are methods that 
employ unfamiliar situations that are presented to expert 
in order to allow him/her to respond in ways that may 
be novel (Cheah, 2001). 
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Figure 1 Scenario hierarchical representation 
3.0 ITKR: MULTI-AGENT ARCHITETURE 
In this section, we will present our multi-agent 
architecture for intelligent tacit knowledge retrieval 
(ITKR) system (see Figure 2). Here, the architecture 
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specifies the components (agents and modules), their 
workflow with complete data flow streams and the 
location of each agent in the system. The ITKR 
architecture consists of five layers: (1) Interface layer, 
(2) Transport layer, (3) Agent application layer, (4) 
Knowledge description layer, and (5) Object layer. 
• The Interface layer deploys the web interface 
agent as  it provides the ability for user to 
interact with the system.  
• The Transport layer provides a channel for the 
interface agent and rest of the system to send 
and receive data and messages. 
• The Agent application layer is the main 
processing layer of the ITKR as all main agents 
related with knowledge processing reside on it. 
• The Knowledge description layer deals with 
knowledge standardization and representation 
in the ITKR. 
• The Object layer defines the Tacit knowledge 
modal for ITKR as a DHR (Distributed 
Healthcare Repository). 
        
Figure 2 ITKR: Multi agent architecture 
 
3.1 Functional overview of the ITKR 
ITKR is a framework consisting of: (a) a DHR 
(Distributed Healthcare Repository) which provides the 
access paths to diverse knowledge sources; and (b) 
agent-mediated intelligent access to, and retrieval of, 
heterogeneous knowledge by approximate matching of 
resources, content navigation, and content correlation. 
The ITKR’s focused knowledge search and navigation 
is grounded in five fundamental principles: (i) it 
employs specific functionally-autonomous knowledge 
retrieval and procurement agents for each constituent 
repository; (ii) it employs a common ontology modeling 
the knowledge objects; (iii) it collects knowledge by 
leveraging a medical ontology that assists knowledge 
matching and adaptation; (iv) it populates the DHR 
from only those sources that need to be accessed for 
relevant content; and (v) it ensures inter-agent 
communication for agent collaboration to traverse the 
DHR for ‘holistic’ knowledge retrieval. 
Interaction with the DHR is facilitated by the ITKR, 
whereby the user’s knowledge needs are specified as a 
Knowledge Specification (KS)—akin to a query. The 
inherent medical ontology allows for the expansion of 
the KS. Based on such a KS, the manager agent of the 
ITKR will activate the broker agents to retrieve specific 
knowledge from the constituent repositories. 
Knowledge retrieved from the different sources will 
provide comprehensive perspectives to the user to full 
fill their knowledge/information need. The resulting 
knowledge package is therefore expected to be 
‘holistic’, and more attractively, it has been retrieved by 
a simple generic query akin to the knowledge 
specification of the human (end-user) mental model. 
 
4.0 CASE STUDY: OPERATIONALIZATION 
OF STRATEGICAL ALGORITHM 
AND ITKR INFO-STRUCTURE 
 In this section we will present a case study for 
comprehensive understanding and operationalization of 
strategical algorithm and ITKR info-structure. 
This case study presents a scenario where a user asks for 
knowledge assistance to solve a problem by knowledge 
specification to the interface agent. The Interface agent 
sends the request to manager agent which then selects a 
team of agents to achieve the objective of the system i.e. 
to fulfill the knowledge specification. Currently, there is 
one knowledge broker for tacit knowledge modal) i.e. 
one scenario broker. 
Throughout this case study we will develop our 
understanding of intelligent strategical algorithm and 
ITKR knowledge assistance mechanism and how agents 
behave to achieve their goals. Before processing further, 
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we would define some preconditions for this case study. 
(i)  System is up (i.e. manager agent is active), (ii) All 
agents have already registered their capabilit ies 
description, (iii) agents are not currently active, and (iv) 
a graphical user interface is available for interaction 
with the interface agent.  
In view that knowledge requests from the user is in the 
form of an information specifications, the Information 
specification of the user includes: (i) Selection of the 
domain to specify which area the user wants to receive 
assistance (currently the ITKR supports only healthcare 
domain), (ii) Selection of a domain class to narrow 
down the scope of the field. A field such as healthcare 
can be very diverse in terms of its scope, and (iii) 
allowing the user a choice of sub-classes which 
indicates the topic that user would like assistance on. 
Let us assume these selections by the user:  
• Domain: Healthcare 
• Class: Cardiology 
• Sub-class: Heart attack 
Next the user provides the conceptual key words 
separated by semicolon that is representative of the 
problem. The user can provide any number of 
conceptual words. The following are the conceptual 
words provided by the user: 
“had vascular diseases; got bleeding;  any valve was 
blocked;   blood pressure; cardiac failure ; arteries 
damage ” 
In next step, user may specify the mode (modal) of 
knowledge he/she is looking for, e.g. cases for 
experiential knowledge, scenarios for tacit  knowledge 
and documents for explicit knowledge etc. However, the 
selection is not compulsory. Currently, ITKR supports 
only scenario (tacit) knowledge modal. During 
knowledge specification, the user needs to provide a 
threshold value that specifies the lowest relevancy of the 
knowledge entities that need to be fulfilled. If the user 
does not provide threshold value, then 0.5 is selected 
automatically by the interface agent. In this case study 
let us assume a threshold of “0.8” is selected. 
4.1 Interface Agent Processing   
Once the user has completed with information 
specification, the interface agent then sends the 
information specification to manager agent. First it 
registers with the ANS (agent name server), then it 
sends a message requesting for the service to achieve 
the objective (global goal of the system). Interface agent 
sends two messages, first message is {register message} 
with register performative and necessary information 
like “its name” and receiver name (see figure 3). 
             
Figure 3 Interface agent request to Manager 
 
Note that the receiver is the manager agent even though 
registration is made with the ANS but manager provides 
channel to agents to be registered with ANS (as ANS is 
a sub-module of manager but not an agent). The second 
message contains all the information specified by the 
user and other necessary information to receive results 
from any agent e.g. reply with “knowledge assistance”, 
etc. After the second message, the interface agent waits 
for the response. 
4.2 Manager Agent Processing   
The manager agent receives the message sent by the 
interface agent and selects a team based on the 
objective. The team selected by the manager agent for 
this objective consists of:  query optimization agent, 
scenario brokering agent, and presentation agent. In 
view that the objective is to retrieve tacit knowledge 
modals that is why the manager agent selected scenario 
broker agent. Selection of the query optimization agent 
and presentation agent is made because the manager 
agent knows that the query must be optimized and the 
result must be formatted so that they could be presented 
in comprehensive and expressive manner. 
Having selected the team, manager agent checks the 
status of the agents whether the agents are active or not. 
Those which are not active are first sent standby 
message to turn their state to active. In this case study 
all agents are not active so the manager agent sends 
messages in the following sequence. 
4.3 Query Optimization Agent Processing   
First, a standby message is sent to query optimization 
agent and then manager agent prepares other relevant 
messages to send to other members of team. As soon as 
query optimization agent is registered with the ANS, the 
second message for the optimization of query is then 
sent to the QOA. While the query optimization agent 
processes the query, the manager agent sends standby 
messages to other agents. Upon receiving a message 
from the QOA {in reply to query optimization} as a 
successful status (meaning that the full query has been 
optimized), the manager prepares different messages 
with information about tasks to be performed, which 
agent to submit to, what to reply with, etc. and sends 
them to the related agents. 
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Having registered with the ANS, QOA is ready to 
accept any job (within its scope). It accepts the message 
from the manager agent with all necessary information 
to optimize a query (see figure 4 and 5). After accepting 
the message, it performs the following functions: 
(1) Extract the necessary information embedded in the 
message. For our case study, these are:   
• reply with “ query optimization” 
• submit to  “manager agent” 
• action “query optimization” 
• Conceptual keywords “had vascular diseases; 
got bleeding; any valve was blocked; blood 
pressure; cardiac failure; arteries damage” 
 
Figure 4 Query optimization and manager agent    
interaction 
(2) Query optimization  
                  
Figure 5 QOA processing 
• Separate conceptual keywords from the query 
based on the delimiter that is semicolon. 
• Check each extracted conceptual keyword 
against a list of stop words.  
• Remove all stop words found in all conceptual 
words.  
• Check all the conceptual keywords against the 
ontology for specific sub-class (this ontology is 
extracted from MESH (medical subject 
headings) ontology and has all the words 
(conceptual keywords) with their synonyms 
related with this sub-class “Heart attack”. 
• Standardize each conceptual keyword found in 
the query. 
• Transform the query into a format that is 
understood by each broker agent  
• Prepares message with all the necessary 
information and sends them to the manager 
agent 
4.4 Scenario Brokering Agent Processing   
SBA (scenario brokering agent) receives the stand by 
message from the manager agent and it registers with 
ANS and becomes ready to accept any goal (within its 
scope) with full motivation ( as agent are developed on 
the model that take care of emotions/motivations). 
When the moment manager agent finds that a scenario 
brokering agent (SBA) has been registered and ready to 
accept jobs, it sends a message with all essential input 
information to carry out its processes and interaction. 
Below are the steps that the scenario broker agent 
carries out to achieve its goal. 
Having extracted all information and deciding what goal 
it is supposed to achieve, the SBA takes the optimized 
query and accesses the scenario index to 
retrieve related scenarios by applying the 
similarity measure function. It is worth 
describing the structure of the scenarios 
index before proceeding further. Scenario 
structure has two fields to represent the scenario: (i) 
contextual link and (ii) keywords field. Contextual links 
are keyed in by healthcare practitioner during the 
population of new scenarios.  


























Figure 6 Scenarios Index 
These words are proactively standardized before being 
recorded in scenario base with the help of ontology. 
Keywords in the second field are taken automatically 
filed in by the agent based on the scenario. 
In  ITKR, we also standardize keywords before each 
scenario is recorded in the scenario base. Cheah’s 
(Cheah, 2001) scenario acquisition method only 
standardizes contextual links. Both these fields are 
important as both represent the scenario. That is why 
scenario index stores all the words present in both fields 
along with the scenario ID (see figure 6). 
The scenario brokering agent applies local similarity 
and global similarity measure for the retrieval of related 
scenario that are relevant to knowledge specifications. 
In local similarity measure process, it first calculates the 
local similarity measure (using equation 1) for the 
contextual link vector and then calculates the same for 
the keyword vector. New local similarity vector (final 
vector) that is a mixture of both  the local similarity 
measures of contextual link (C.L) and keyword field 
(K.F) is created to see If  there exist any redundant 
information (duplicate words) in the contextual link and 
keyword fields, which are filtered out in final vector. 
Local similarity measure: symbolic, mono-valued sim(a, 
b) ={1   if a =b, 0 if not} --------(1) 
Global similarity measure:   Cos Sim( d,q) =                                                                                                  




Figure 7 Local Similarity measures of Scenarios 
After calculating the local similarity measure for each 
scenario (see figure 7) using equation 1, the SBA 
calculates the global similarity measure for final vector 
of each scenario against keyword vector using equation 
2. If the angle between both vectors, final vector of a 
scenario and key word vector of query, is less means 
they are more similar. So, the value of cosine of the 
angle between them is calculated and if it is equal or 
above the threshold then those scenarios are taken to be 
retrieved. The SBA, in this case study, retrieves 
scenario 37 and 51 and creates a message to dispatch the 
result to the presentation agent (see figure 8& 9). 
 
 




Figure 9 Result Submission of SBA 
 
 
4.5 Prsentation Agent Processing 
 
Now we would discuss the functionality and interaction 
of presentation agent (PA). It first receives the results 
and applies a filtration process to filter out the 
redundant information (in this case study there is no 
redundant information but there may be when more 
brokers and more resources are involved in procurement 
processes). After that, it arranges all the knowledge 
according to their relevancy and a graph is created to 
indicate how many retrieved results are found in 
particular similarity value. 
 
Next, it provides a summary for each knowledge entity 
so that the user could know little about it before going 
through the full information/knowledge present in 
specific knowledge entity. The summaries are displayed 
after the user clicks on a particular similarity value bar 









Figure 11 View of single retrieved scenario 
 
Interaction-wise, the presentation agent receives a 
standby message from the manager agent and registers 
with the ANS. When the PA has registered with the 
ANS, a second message is sent which contains all the 
necessary information (like names of brokers, to 
receives the results from, to which agent to submit to, 
what to reply with description of goal, etc.). The PA is 
not a parallel agent in respect to the knowledge 
brokering agent. So, it waits until all the brokers have 
submitted their result within a specific time. If any 
broker agent fails to submit its result within a specific 
time the PA then requests the manager agent to check 
the status of that particular agent and take the necessary 
immediate action (e.g. if it is in sleep mode then to 
wake it up and wait for results, otherwise, the PA does 
not wait for that particular broker agent). When the PA 
receives all the results from the specified knowledge 
brokers, it processes the results (as defined above) and 




Towards our concluding remarks, we have developed a 
novel strategy and algorithm with incorporation of 
multi-agent technology to retrieve relevant, just in time 
tacit knowledge using very generic query. We believe 
that healthcare is a vast open environment characterized 
by shared and distributed decision making and 
management of care, requiring the communication of 
complex and diverse forms of information between a 
variety of clinical and other settings, as well as the 
coordination between groups of healthcare professionals 
with very different skills and roles . There is a growing 
interest in the application of agent-based techniques to 
problems in the healthcare domain. We argue that 
multi-agent systems are indeed an interesting tool 
capable of solving those problems, since the usual 
properties of intelligent agents match quite precisely 
with the needs of the healthcare domain (basically with 
the requirement of having autonomous intelligent 
proactive collaborative entities in a distributed 
environment).  
REFERENCES 
Nonaka, I. (1994). A dynamic theory of organizational 
knowledge creation. Organization Science, 14, 319-
340. 
Irma B.F, Avelino, G.R, Sabherwal. (2004). Knowledge 
mangment challenges, solutions, and technologies. 
Cheah Yu-N & ABIDI, S.S.R  (2000). A Scenario-
Mediated Approach for Tacit Knowledge 
Acquisition and Crystallisation: Towards Higher 
Return-On-Knowledge and Experience. 3rd 
International Conference on Practical Aspects of 
Knowledge Management (PAKM 2000), October 
30-31, Basel, Switzerland.  
Cheah, Y. (2001). A knowledge Management Info-
structure for Knowledge Creation: A Scenario-
Based Strategy for the Explication and 
Crystallisation of Tacit Kowledge . PhD Thesis. 
University Science Malaysia. 
ABIDI, S.S.R  & Cheah Yu-N. ( 2001).  A Knowledge 
Creation Strategy to Enrich Enterprise Information 
Systems with Enterprise-Specific Tacit Knowledge. 
IEEE International Conference on Enterprise 
Information Systems, 7-10 July , Setubal 
(Portugal).  
Potts, C. Takahashi, K.  & Anton, A. Inquiry-Based 
Scenario Analysis of System Requirements. Int. 
Conf. on Requirements Engineering (ICRE ’94), 
Colorado Springs, 1994. 
Bowman, C. M., Danzig, P. B., Hardy, D. R., Manbe, 
U., Schwartz, M. F., & Wessels, D. P. (1994). 
Harvest: A Scalable, Customizable Discovery and 
Access System. Technical Report CU-CS-732-94, 
Depart ment of Computer Science, University of 
Colorado, Boulder, CO 
Range of    





Zafar I, H., ABIDI, S.S.R ., Zaidi, S.Z.H.  & cheah, Yu-
N. (2003). Intelligent Agent Generic Architectural 
design Towards Multi-agents Healthcare 
Knowledge Management System For Knowledge 
Assistance, The IADIS International conference, 
Portugal 5-8. 
Zafar I, H., ABIDI, S.S.R., Zaidi, S.Z.H.  & cheah, Yu-
N,.(2003). Knowledge-Driven Strategy through 
Agents Oriented Knowledge Management for 
Enterprise Wide Health Care Industry The 18th 
International Congress of the European Federation 
for Medical Informatics (MIE’2003), France, 4 -7 
May.  
Dell. C.O & Grayson C.J. (1998). If Only We Knew 
What We Know: The Transfer of Internal 
Knowledge and Best Practice. New York: The Free 
Press,.4 -7 May.  
Winikoff, M., Padgham, L., & Harland, J. (2001). 
Simplifying the Development of the Intelligent 
Agents. In the processdings of the 14th Australian 
Joint Conference on Artificial Intelligence (AI’ 01) 
Adelaide. 
 
