ABSTRACT Device-to-Device (D2D) communication is considered to be a promising form of technology to distribute video contents to nearby users and devices at a high data rate and with few delays. In this paper, we propose utilizing the D2D services and cache of mobile devices as a bootstrapping system in a cellular network. The main objective of a bootstrapping-D2D (BD2D) system is to improve the quality of service in terms of achieving the minimum startup-time of popular video files in a cellular network. To achieve our objective, we propose a new caching concept for D2D communication in which each mobile device can cache and share the initial video portion or initial segments of the popular video files to other proximate users via a D2D communication link. We formulate an optimization problem that maximizes the cache-hit ratio of initial segments of the most popular video contents. The basic aim is to move the initial segments as close as possible to the wireless users. We also propose a network-assisted D2D architecture called mobile content delivery network-assisted-BD2D and algorithms that assist the BD2D system in the discovery of devices that have cached the initial segments of the requested video files, in cache placement decisions, and also in the registration of potential D2D devices at the core network. We evaluate the performance of the BD2D system and propose algorithms through extensive simulations under real wireless network conditions, such as interference, fading, and shadowing. Our concluding simulation results demonstrate that bootstrapping the initial segments using the short range BD2D system can significantly reduce the average startup-time of video files in comparison with bootstrapping the initial segments from the traditional cellular system.
I. INTRODUCTION
Driven by clients' growing appetite for videos, we are currently seeing huge growth in video data traffic over cellular networks. According to the latest Cisco Visual Networking Index update [1] , mobile data traffic is expected to grow by up to 49 exabytes per month by 2021 and, 75% of the total global video traffic will be generated by smart handheld devices. The resulting phenomenal growth in mobile video traffic over cellular communication has created opportunities for wireless service providers (WSPs) to maximize their number of customers and business revenue. However, to achieve that, WSPs need to keep their customers satisfied by providing high quality services such as low video startup-time. 1 A number of online studies have reported that a longer startup-time may cause users to abandon videos soon after starting to watch them. For instance, one study suggested that viewers of online videos follow the "two-second rule" [2] , [3] , meaning that they are more likely to abandon a video if it does not start within two seconds. It also means they are less likely to return to the website. More specifically, studies have suggested that viewers of short length videos are less tolerant of slow startup-time compared to those who watch longer videos. For businesses, one extra second of delay on a web video can cause millions of dollars of lost sales revenue. Therefore, providing a high quality service (QoS) for cellular users where videos start quickly is one of the major goals of mobile network operators (MNOs) [4] , [5] .
Unfortunately, due to a scarcity of radio resources [6] - [10] and inherent adverse features such as channel fading, interference, and variable end-to-end delay [11] , cellular infrastructure (3G/4G) 2 is failing to meet customer expectations, and Video on Demand (VoD) streaming is plagued by hundreds of milliseconds of delay when users stream video through the base station (BS) [12] . To deal with these issues, one of the best-known strategies adopted by the MNOs is to increase the density of the currently deployed wireless infrastructure [13] . This is achieved either by deploying very dense BS antennas in the form of "massive MIMO (Multiple Input and Multiple Output)", or by deploying "dense but small cells", resulting in the mobile back-haul network becoming a bottleneck. The deployment of high-speed fiber-optic cable is expensive and requires a higher CAPital (CAPEX) and Operating EXPenditure (OPEX) [14] . Meanwhile, the majority of mobile data users expect and demand high quality data services, however, at the same time they are not willing to pay for mobile data usage and services offered by their operators. Now, the prodigious interest of MNOs and the research community (and also the main objective of this article) is to find alternative and efficient methods that mitigate the stress of the core network and improve the QoS in terms of reducing the video startup-time without requiring any additional CAPEX and OPEX.
Recently, D2D communication has become an attractive distributed computing paradigm, following the popularity and standardization of unlicensed band D2D protocols in Long-Term Evolution (LTE) Rel.12 [12] . Device-to-Device technology supports direct communication between devices located in close proximity to high bit-rates and low delay without requiring the traversal through a BS [15] , [16] . Some initial case studies have investigated the impact of video distribution via D2D on cellular networks and suggested employing D2D technology to assist the BS in distributing multimedia content. For instance, Ji et al. [17] proposed deterministic and random caching policies for the D2D caching network from an information theory perspective, that may achieve the upper bound within a constant multiplicative. The authors in [18] proposed a novel architecture to investigate the throughput gain from a D2D caching system. The simulation results show that their proposal for video dissemination through D2D communication can enhance the video throughput by two orders of magnitude. Another study [19] proposed an algorithm to cache and distribute an Online Social Network's (OSN) multimedia content through D2D communication by exploiting the characteristics of 2 3rd Generation/4th Generation social networks. The simulation results reported an increase in the supported data rate of the system. To increase the probability of successful content delivery, Malak et al. [20] proposed a new caching technique for D2D communication, derived from the results of stochastic geometry in the presence of noise and interference. An optimization problem is formulated based on the Zipf distribution to determine the optimal cache probability that can maximize the number of requests satisfied for the desired video content using the D2D communication links. Similarly, Zhang et al. [21] formulated an optimization problem to maximize the throughput of the system by taking into consideration the transmission power constraints. Their proposal for D2D caching in combination with transmission power allocation constraints has led to an improvement in system throughput.
All the aforementioned research efforts have focused on improving the overall system throughput and have exploited the most common caching strategy in which complete and the most popular video content is cached on the users' limited storage space. Moreover, all mobile devices are assumed to be rich in storage capacity. However, in reality mobile devices are highly heterogeneous in resources. Although storage space on wireless devices is increasing, they have heterogeneous and limited cache capacities. Furthermore, the size and popularity of video files are also highly dynamic and mobile devices can sometimes cache and share only a fraction of the video file [22] . Therefore, considering a large video file as a whole and a single cache unit on the users' storage space is inefficacious.
As our first contribution, unlike prior D2D caching proposals, we propose a new D2D caching concept called "D2D communication as a bootstrapping system 3 in a wireless cellular network". The BD2D system allows mobile devices to cache and share only the initial-segments 4 via a D2D communication link to static or semi-static cellular users. Our simulation results show that the BD2D approach can significantly reduce the video startup-time in comparison to bootstrapping the initial-segments from the BS. To the best of our knowledge, we presented a detailed analysis of a D2D caching system as a bootstrapping system in a cellular network for the first time.
The first step before initiating a D2D communication between the two proximity devices is that they must detect the presence of each other within their radio frequency range. The device discovery procedure can be accomplished autonomously through the (occasional or periodical) broadcast of the proximity detection signal (PDS) also referred to as beacon signal. However, there can be a situation when a device periodically transmits beacon signals in order to find the potential D2D candidate, but no potential D2D device is available in close proximity. In such a situation, a D2D communication system may experience longer startup delays resulting in poor QoS for video streaming services. Therefore, to achieve a good QoS better control over the D2D communication system is mandatory.
As for our second contribution, we introduce a novel network-assisted D2D architecture 5 called a M-BD2D (Mobile Content Delivery Network (MCDN) assisted-BD2D) system that assists the BD2D system in the discovery of devices that have cached the initial-segments of the requested video files, in cache placement decisions, and also in the registration of D2D devices at the core network.
There is a lack of research effort describing the networkassisted D2D architecture that provides support and assistance in carrying out basic D2D procedures such as device discovery, connection establishment and mode selection etc. The idea of augmenting the D2D capabilities into an LTE-Advanced architecture is first proposed in [25] . In this architecture, Packet Data Network Gateway (PDN-G) 6 assists the D2D network in a device discovery and connection establishment. Moreover, the eNodeB is supposed to have full control over the spectrum resources used by the cellular and the D2D users. In order to minimize the effects of interference between cellular and D2D users, eNodeB can optimize the transmission power of D2D users by utilizing the cellular power control information of potential D2D devices. Yang et al. [26] introduce a Proximity Service Control Function (PSCF) in the PDN-G that can detect the potential traffic flow and find the pairs of devices that are linked through the same flow. Based on an observation that the eNodeB is an anchor point between the UEs and Evolved Packet Core (EPC) and can track the UEs positions in their active mode, Agarwal et al. [27] propose the integration of D2D capabilities such as device discovery and authentication and security in the eNodeB. They also propose some protocol modifications in the LTE standard to embed the authorization and authentication procedure for the D2D communication to occur. Raghothaman et al. [28] propose adding a new network entity called D2D-server. The D2D-server is placed within or outside the EPC architecture. In a case when a D2D-server is placed outside the EPC, it is supposed to have a direct interface with other logical network entities such as Mobility Management Entity (MME). The D2D-server is responsible for handling some important functions such as the device registration process, connection establishment, tracking the locations of D2D devices and service information requested or offered by the D2D users. Similarly, Pyattaev et al. [29] propose the introduction of a few network entities in the 3GPP architecture that can assist in device discovery and service continuity.
In the context of the aforementioned discussion, our proposed architecture is different from the approaches proposed in the literature. The M-BD2D exploits the services of a MCDN 7 [30] , [31] to assist the BD2D system. Similar to CDN, 8 MCDN exploits caching and prefetching techniques in order to optimize the bandwidth resources and reduces the latency by shifting the content from the overloaded content providers to the proxies or caches located closer to the content consumers. Our proposed M-BD2D system is an integral element of 3rd Generation Partnership Project (3GPP) LTE-Advanced architecture and relies on servers deployed within the Serving Point Gateway (SGW) and PDN-G which are internally connected to each other.
Further, we have formulated an optimization solution that maximizes the cache-hit ratio of initial-segments of requested video content and allows the mobile devices to find and download the initial-segments from the devices at a very short distance and with low startup download time. We have used a system model in which mobile devices are not limited to establishing a D2D connection within a cluster. In fact, a mobile device can establish a D2D connection with a neighboring device that falls within the transmission range. For further clarity, our contributions in this article are summarized as follows:
• We propose a new caching concept called a BD2D system that allows the D2D devices in a cellular network to cache and share only the beginning fragment of the most popular videos files with devices in close proximity, and with a low startup download time.
• We propose a novel network-assisted D2D architecture that exploits the services of MCDN and assists the BD2D caching system in the discovery of devices that have cached the initial-segments of the requested video files, in cache placement decisions, and also in the registration process of D2D devices at the core network.
• We have formulated an optimization solution that maximizes the cache-hit ratio of initial-segments of the most popular video files. To solve this nonconvex cache-hit ratio maximization problem, an iterative algorithm is proposed, where the closed-form cache probability is obtained in each step. Our simulation results demonstrate that the BD2D caching system can achieve better performance in terms of a higher percentage of cache-hit ratio (i.e., from 95% to 100%) even with small storage space.
• We consider several realistic assumptions in our simulations to analyze the performance of a BD2D sys- 7 MNOs have now started to integrate the CDN capabilities in the existing 3GPP LTE-A architecture. Such MNO-owned CDNs are referred to as Mobile-CDN (MCDN). 8 Content Delivery Network (CDN) is a system of servers that distribute content to users from the nearest geographically deployed edge nodes/servers with low latency and high QoS. tem: (i) a realistic channel model for the D2D communication system that is based on an indoor office environment with the well-known standard WINNER II channel model [32] , [33] , (ii) consider the important wireless link characteristics such as interference, path loss and body shadowing parameters for both Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) scenarios. The remainder of this paper is organized as follows: Section II describes our new caching concept and the architecture of a M-BD2D system. Section III presents the system model and the derived optimization problem. Simulation results are discussed and analyzed in section IV, and the conclusions are drawn in section V.
II. M-BD2D ARCHITECTURE
In this section, we first describe the M-BD2D architecture along with its components. Then, system operation is discussed in detail. As shown in Fig. 1 , M-BD2D architecture comprises two major components: BD2D and MCDN.
A. BD2D SYSTEM
The BD2D system consists of BSNs (BootStrapping Nodes) and UEs (User Equipments). The BSN is a mobile device that can cache the initial-segments of the most popular video files and share them upon request using D2D opportunities. We term this act of sharing initial video segments from a D2D link as BD2D. The BSN can retrieve and play the desired videos from its own storage with zero startup-time. A UE in our BD2D system is a cellular device that requests the video content and directly receives the initial-segment from the closest BSN or eNodeB depending on the channel quality and the corresponding link rate. Thus, instead of relying on the core of the cellular network, a UE can retrieve the initialsegments of desired video files from the neighboring shortrange caches.
1) BD2D CACHING SYSTEM
We assume that a video file in the BD2D system is composed of a number of small and equal size video segments. Each segment is a group of pictures called a frame. The first segment which contains a short video clip, will be referred to as an initial-segment and is the basic unit of operation. A BSN in our video streaming system maintains a playback buffer that stores all received segments from the network or neighboring BSNs. The received segments from different sources are assembled in the playback buffer in a playback order. The media player of a mobile device displays the content from this buffer. For simplicity, we assume that all video files are encoded using a constant bit-rate (CBR) encoding technique.
In caching systems of fixed line networks such as peerassisted content delivery networks (PA-CDNs) and peerto-peer (P2P) systems, cache locations and cache topology are fixed. The cache placement decisions and coordination between the caches can be predicted and determined by solving the analytical model and by using prior knowledge of the cache demands and the cache structure. However, in the D2D-cache networks due to mobility the location and topology of devices is not fixed. In such cases, it is very difficult and complicated to figure out the optimal object placement. However, the popularity of video objects can be predicted from historical statistics. Many studies have reported a skewed distribution of users' interest towards a small fraction of top ranked content [34] . We prefer to use the Zipf distribution model which has been used in many studies for the analysis of D2D caching [35] , [36] . We assume that each cellular user from a cell independently and randomly requests a file j from the library of size N , and the popularity of files can be expressed as:
where γ r is a value of the exponent characterizing the distribution i.e., larger the value of γ r , more popular files are demanded; and N is the number of video contents in the library. We consider a caching strategy, in which BSNs will only cache the initial-segments of video content with a Zipf exponent γ c , determined by the network administrator. Therefore, a cache-decision is made for each request for content.
In such a case, the initial video segments of the most popular video content will be cached and delivered through the BD2D caching system.
2) BD2D OPERATING MODE
To guarantee the QoS D2D link, the BD2D system will operate in a dedicated/orthogonal mode [37] , [38] . This means that the BD2D system will exploit the dedicated spectrum of resources of the network to share the initial-video clips with the neighboring devices in the cellular network, while the remaining video segments will be delivered using a traditional cellular mode via eNodeB. We suggested the use of a dedicated/orthogonal mode for the BD2D system because it guarantees the QoS in comparison to reuse (or underlay) mode. In underlay sharing mode, D2D devices share the cellular spectrum of resources with the cellular users. The dedicated sharing mode allows D2D devices to establish a direct link without causing any horrendous interference to cellular users with optimum significant performance (however, interference caused by D2D transmitters at the receiver end will exist).
B. MCDN ARCHITECTURE
The 3GPP LTE-Advanced architecture is characterized as a fully centralized radio access network in which PDN-G acts as an anchor point between the UEs and the external networks such as Internet and private networks. When a UE requests for some video content, the IP traffic generated by the UE is force to traverse through the core network all way from the SGW to the PDN-G by means of a tunneling procedure. In contrast, when a user requests some multimedia content in a MCDN, his/her request is redirected to the closest edge node/server via the eNodeB. The edge nodes/servers are deployed within the EPC architecture such as along the SGW or PDN-G [30] , [31] to integrate the CDN capabilities within the existing 3GPP LTE-Advanced architecture. All edge nodes along the gateways jointly cache the most popular video content. This allows cellular users to find and download the content within the domain from the server geographically nearby. The edge nodes are directly connected to the SGWs and SGWs are connected to a set of BSs which provide wireless connectivity to the mobile devices. Liebsch and Yousaf [39] have already investigated the direct connection between SGWs and their servers. SGW provides a wide variety of critical functions for the 4G mobile core network. It forwards and routes packets to and from the eNodeB and PDN-G. By means of such a setup, servers deployed within the SGW can play an active and crucial role in device discovery, mode selection, service continuity, D2D-indexing and cache placement decisions. However, in our architecture servers deployed within the SGW play three important roles: (a) actual media streaming server (MSS), (b) D2D-Tracker server (dTracker) and (c) cache-decision manager (CDM).
To distribute and deliver the requested video files from the closest server, as a MSS, it will cache the most popular video files. As a dTracker, it will maintain and manage a lookup table of registered BSNs and acts as a relay between UEs as well as a network for content exchange. We call this table a BSN-Information Table ( BIT) and will include an VOLUME 7, 2019 FIGURE 2. The flowchart of the delivery of the initial-segments through the M-BD2D system. entry for each BSN including the BSN-ID, video-ID, and their locations in a cell using the available positioning services. The dTracker in M-BD2D architecture will constantly update the BIT information by communicating with available positioning services to keep track of BSN locations and the content they have cached. For instance, eNodeB might assist in tracking and updating the locations of mobile devices. This information will be used by the dTracker to choose the appropriate BSN and then send this information to the requesting UE to establish a connection with the BSN and then download the initial-segments of the desired video file.
As a CDM, it will handle the most important cache problem, i.e., how to cache, which means initial-segments of which content will be cached in a local cache of each BSN.
C. SYSTEM OPERATION, CACHING ALGORITHM AND REGISTRATION PROCESS
The workflow in M-BD2D architecture is shown in Fig. 2 and for more detail see Algorithm 1. At the beginning there is no BSN. When a user clicks on the content link provided by the content providers (CPs) such as BBC iPlayer or Netflix, for some video content the mobile network relays the user request from the BS to the SGW. Upon receiving requests for the content, the SGW will first check whether the video is available in its own local storage. If yes, the requested video is delivered directly via the BS to the requesting device; otherwise it will look for the video (possibly through a directory service) from local servers of other SGWs. If no copy is found in the network of streaming edge servers, the request is relayed to the external Internet via a PDN-G.
Once the UE has received the initial-segments along with the cache's decision, it will store the segments in its local storage and the dTracker will register the requesting UE as a BSN using its ID, current location and video-ID into the BIT. With the creation of BIT, the SGW can assign the task of delivering initial-segments to the BSNs. If the storage of a BSN is full, the new initial-segment will be replaced using some optimal cache replacement algorithm such as a least recently used (LRU) algorithm.
When the SGW receives the request for the video content, to provide the initial-segments from a D2D link it will filter the information stored in the BIT to find the BSN within the Algorithm 1 Initial-segment placement Algorithm in the BD2D system 1: for all requests for the initial-segment of video content of index j from a library of size N do, 2: if the size of the initial-segment of the requested video content of index j is less than the storage capacity C of the requesting mobile device and has been requested according to the specified request distribution's exponent value i.e., γ r then, 3: download, play and cache the initial-segment in the storage of a requesting mobile device. 4: else 5: download and play the initial-segment but do not cache in the storage of a requesting mobile device. 6: end if 7: end for proximity of the requesting UE that has cached the initialsegments of the desired video content. Since achieving a quicker startup-time in a cellular network is our prime concern, channel state information (CSI) of each communication link is required to select the best mode for delivering the initial video clip. Based on the quality of the channel and other link-related information such as interference, the most appropriate operating mode is selected.
Similar to some of the network-assisted D2D systems such as [29] and [40] , eNodeB in M-BD2D system is actively involved in collecting statistics about the channel conditions and inter cell interference etc. Our M-BD2D system uses the method prescribed in [29] and [41] to acquire the full CSI and based on that will select the most suitable mode for the D2D communication. If the channel quality between the UE and the BSN is better than the channel quality between UE and eNB, then UE will be asked to establish a connection and download the initial-segments from the corresponding BSN. Meanwhile, SGW will forward the next video segments via eNodeB to the buffer of the UE for the sake of service continuity.
In the presence of multiple requests or a flash crowd, the M-BD2D will accept or reject the users' requests for the initial-segments of the desired video content according to the rules specified in the admission control system. Different admission control policies may be designed as per the requirements of the system. For example, the system may process the users' requests based on the channel conditions. However, this is beyond the scope of this paper.
III. SYSTEM MODEL AND PROBLEM FORMULATION
Our main objective in this article is to minimize the average startup-time of on-demand video streaming applications in a cellular network using D2D opportunities and the cache capacity of mobile devices. We solve the corresponding problem by formulating the optimization problem that maximizes the cache-hit probability of initial-segments of the most popular video content at each BSN. The main idea is to move the initial-segments closer to the cellular users. We called our optimization problem the initial-segment placement problem (IPP).
In this section, we first describe our system model. Then, IPP is formulated and its solution is derived. The parameters we used in IPP formulation are given in Table 1 .
A. SYSTEM MODEL For simplicity and without the loss of generality, we consider a cellular network where a BS can serve only one cell (see Fig. 1 ). We assume that, an η number of BSNs are distributed across the cell according to a Poisson Point Process (PPP) with an intensity λ η . Let a UE i (for i = 1, .., M) generates a request from an arbitrary position for an initial-segment of a video content j. The probability that η number of BSNs present within a distance from the requesting UE i is given as
To achieve the maximum cache-hit ratio, each BSN will cache the initial-segments of video content of index j from a library of size N subject to the availability of cache space. Each initial-segment will be cached at the requested UE i according to the cache probability p (i,j) . For the sake of tractability, we assume that the size of the initial-segment is fixed and given by S j = D t ×β, where D t is the size of an initial-segment in MB and β is the bit-rate in Mbps. Since each initial-segment will be cached independently with cache probability p (i,j) , therefore, according to the thinning property of the PPP each initial-segment will be disseminated with intensity λp (i,j) in a cell. We define the initial-segment cache-hit as an event in which a UE i requests for an initial-segment of video content j and finds at least one BSN within its maximum transmission range max . The probability that UE i can find an initialsegment of requested content j within its fixed maximum transmission range max is given as:
where P
M is the probability of cache-miss, i.e., it indicates the situation when there exists no BSN within the transmission range of UE i caching the initial-segment of the requested video file (i.e., when η = 0).
B. PROBLEM FORMULATION
We aim to minimize the average startup-time of on-demand streaming applications in a cellular network by achieving a maximum cache-hit ratio of initial-segments when each BSN has cached a subset of initial-segments, subject to the availability of storage. Let the caching capacity of each BSN be denoted by C, which determines the total number of initialsegments that can be cached in the storage of a BSN. Let F (i,j) denote the request probability for the initial-segment of content j by an UE i . Now, our optimization problem can be formulated as:
Our IPP is a cache-hit ratio maximization problem. The objective function (4) represents the cache-hit ratio of initialsegments. Constraint (5) represents the maximal cache capacity of each BSN. Through analyzing (4)-(7), the proposed IPP problem is a nonconvex problem with respect to S j and p (i,j) . It is generally difficult to achieve the global optimal solution to the nonconvex problem. In the following, we propose an iterative algorithm to obtain a suboptimal solution to the IPP problem (4)-(7) via alternatively optimizing p (i,j) with fixed S j and updating S j with optimised p (i,j) .
In the first step, we optimise cache probability p (i,j) with fixed segment size S j . Since the IPP problem (4)- (7) is a convex problem with fixed S j , we consider the Karush-KuhnTucker (KKT) conditions. The Lagrangian function of the IPP problem (4)- (7) with fixed S j is given by (8) where α i is a non-negative Lagrangian multiplier associated with constraint (5). Thus,
Setting ∂L ∂p (i,j) = 0, we have
Combining (7) and (10), the value of p (i,j) is given by
where [a] c b = min{max{a, b}, c}. According to (9) and ∂L ∂p (i,j) = 0, we have α i > 0. Therefore, the complementary slackness condition yields
Substituting (11) into (12), we have
Since the left-hand side of equation (13) is a monotonically decreasing function of α i , the value of α i satisfying equation (13) can be effectively obtained via the bisection method. Having obtained the value of Lagrange multiplier α i , we can calculate the optimal cache probability p (i,j) of an initial-segment as in equation (11) .
In the second step, we optimise segment size S j with given cache probability p (i,j) obtained in the previous step. The IPP problem (4)- (7) is a convex problem with fixed p (i,j) is a liner problem, which can be effectively solved via the popular simplex method.
As a result, the iterative algorithm for solving the IPP problem (4)- (7) is given in Algorithm 2. With given segment size S (l) j , obtain the optimal p (l+1) (i,j) of the IPP problem according to (11) and (13). 4: With given cache probability p (l+1) (i,j) , obtain the optimal S (l+1) j of the IPP problem by using the simplex method.
5:
Set l = l + 1. 6: until Convergence However, in order to avoid complexity we solve our optimization problem numerically using Monte Carlo simulations which asymptotically converges to the correct probability after 1000 Monte Carlo iterations.
IV. PERFORMANCE EVALUATION
This section provides a detailed discussion on simulation results in which we studied the performance of the BD2D approach. We divided our simulation experiments into two different sets, i.e., simulation results-I and simulation results-II. The first set of simulations find the optimal initial-segment size, i.e., S opt , and an exponent of caching distribution i.e., γ c , that maximizes the average cache-hit ratio of initial-segments of the most popular video content. The second set of simulations is conducted to study the performance of the BD2D approach by taking into account physical wireless network conditions such as interference, path loss and shadowing.
A. FINDING THE OPTIMAL VALUES
We ignore the interference among all wireless nodes for this set of simulations. Next, we illustrate our basic simulation setup, then a detailed analysis on the achieved results is presented. The parameters and their corresponding values are given in Table 2 .
1) SIMULATION SETUP
Given the transmission radius , first we distribute the BSNs in a square area of 600 × 600-m 2 for different values of λ η such that two neighboring BSNs can have an active D2D link with their corresponding receivers simultaneously. 9 For simplicity, we assume that the transmission range, i.e., of all wireless nodes in a cell is fixed. The transmission power of wireless nodes determines the number of D2D links that can be active in a cell simultaneously. This means that, the higher the transmission power of wireless nodes, the fewer D2D links that could be active in a cell [35] . We follow the proposed algorithm (see Fig. 2 ) to search for the BSNs that have cached the initial-segments of desired video content.
Each BSN will cache initial-segments of the unique video files. 10 We assume that each BSN can store only one Standard-Definition (640 × 480) YouTube video file at a rate of 24 frames per sec (fps) with 24 bit color depth due to its physical limitation. The size and number of initial-segments should not exceed the average length of the YouTube video file. According to one study, the average duration of the top YouTube video files is approximately 4 minutes and 20 seconds [43] . We varied the size of initial-segments i.e., from 5484 MB to 47 MB (or from 260 seconds to 1 second in duration) to observe the impact of size of initial-segments on average cache-hit ratio and average startup-time. The size of the initial-segment measures the corresponding number of video contents of which initial-segments will be cached in each BSN.
We implemented a BD2D caching proposal using the random caching policy [44] , [45] . To do so, we assign the 9 We apply the brute force search algorithm to generate the random and non-overlapping positions of BSNs in a cell [42] . 10 In our simulations, we make sure that each BSN is caching no duplicates of the initial-segments of the video contents.
initial-segments of video files to graphically distributed BSNs according to the Zipf distribution with exponent γ c from a library of N = 500 distinct video files. We generated 500 requests for initial-segments from arbitrary positions in a cell, according to request distribution exponent γ r = 0.6. 11 We compare the random BD2D caching approach with: the Most-Popular-Caching-Only (MPCO) 12 policy [48] , when each BSN is caching the initial-segments of the most popular video files; and traditional D2D random caching [15] , [16] , [18] , [20] , when each BSN is caching a complete video file.
2) EVALUATION METRIC
For the comparison of caching strategies the average cachehit ratio (CHR) is used as the performance criterion and is computed using the equation given below [49] : (14) where M is the number of requests 13 for the initial-segments of desired video files in a cell, CacheHit i refers to the number of requests for the initial-segments satisfied within the vicinity of requested UEs, and CacheMiss i refers to UEs' requests that are unable to find the initial-segments within their transmission range.
3) SIMULATION RESULTS-I Fig. 3 shows the average cache-hit ratio versus the size of the initial-segment for different values of the exponent of caching distribution γ c when the number of BSNs η = 70, 14 and cellular users are generating requests randomly for the initial-segments of video files with the request probability distribution γ r = 0.6. We can observe from the figure that the average cache-hit ratio increases as the size of the initialsegments decreases. For instance, we can observe that, when each BSN is caching a complete video file (i.e., 260 seconds in duration), we get the average cache-hit ratio from 10% to 20% approximately for all values of γ c . However, when the size of the initial-segment decreases, i.e., from 3 seconds to 1 second, the average cache-hit ratio rises to 100%. This indicates that, in comparison to caching a single large video chunk, caching only initial-segments creates a very large and diverse virtual pool of a cache of initialsegments (VCI) and users get the opportunity to find the initial-segments of desired video content within their vicinity. We can also observe from the figure that the average cache-hit ratio increases for all different values of γ c as we decrease the 11 This value has been evaluated in a measurement study conducted in 2008 on the University of Massachusetts Amherst campus [46] . 12 We selected the MPCO policy because according to one measurement study, the top 10% of the most popular videos account for up to 80% of the total videos on YouTube [47] . 13 Number of requests are equivalent to the number of UE i in the cell. 14 The maximum number of BSNs that can be distributed in a cell without overlapping for transmission range 30 is 70. size of the initial-segment. However, initially, this increase is smaller for the large values of γ c . This is because BSNs are caching the initial-segments of the most popular video files and users are requesting less popular files. But eventually large values of γ c also attain the highest performance similar to other exponent values of cache distribution as the size of the initial-segment is decreased. This implies that a smaller initial-segment size adds randomness and dynamism to the VCI and users get the initial-segments of the most popular as well as least popular video files. Thus, we selected γ c = 1.2 as our optimal value of caching distribution and initialsegment size, i.e., 1 to 3 seconds in duration as our possible S opt values. Fig. 4 shows how the density of BSNs in a cell affects the average cache-hit ratio for different sizes of initial-segments. We can observe that the percentage of the cache-hit ratio increases as the number of BSNs in a cell increases and the size of the initial-segments decrease. The reason is that as we grow the population of BSNs in a cell, mobile users are not only surrounded by more and more neighboring BSNs, but the aggregated size of VCI also quickly increases in comparison to the cache of a single large video chunk or file. This provides a great opportunity for users to satisfy their random requests for initial-segments from a neighboring device at a short distance. Fig. 5 shows the impact of size of the library on the average cache-hit ratio for different sizes of the initialsegments. We can observe from the figure that as the size of the library is increased the percentage of average cachehit ratio decreases. The reason is obvious; an increase in size of the library also adds diversity and randomness to the video library. Now users can request initial-segments of more dynamic and random video content from the library. This means VCI should also be filled with initial-segments of more dynamic and random video files. Therefore, to satisfy the users' dynamic requests for initial-segments of video content, the number of BSNs and size of storage capacity should be increased. Fig. 6 shows how different values of request distribution exponent, i.e., γ r , affects the average cache-hit ratio for S opt = 3 seconds, γ c,opt = 1.2 and η = 70. It can be observed from the figure that for γ c,opt , values of the γ r has a very small effect on the average cache-hit ratio and the performance achieved is from 96% to 100%. The implication is that the optimal value of γ c and η has created a very large and diverse virtual cache pool of initial-segments (VCI) of the most popular and least popular video files. Thus, users' requests for the initial-segments of desired and dynamic video content can be satisfied through the BD2D system without needing to go through the BS.
We have studied the effect of the transmission range of mobile devices on the average cache-hit ratio in Fig. 7 . The optimal initial-segment size, i.e., S opt is 3 seconds. For a smooth and simultaneous multiple D2D transmissions, we apply the brute force search algorithm for each value of and deployed the maximum number of BSNs randomly without overlapping each other. 15 The small value of means that a large number of BSNs can establish a D2D connection with their receivers simultaneously. For instance, for transmission range 10m we randomly deployed 600 BSNs in a cell. Whereas for transmission range 100m we could only deploy 6 BSNs randomly in a cell. We can observe that the average cache-hit ratio increases as we decrease the value of the transmission range . The arguments for this figure are the same as we have described for Fig. 4 . The transmission range and the resulting density of BSNs greatly impact the average cache-hit ratio. From transmission range 30m to 10m BD2D caching achieves its highest performance, i.e., from 15 In contrast to a clustering approach in which devices within the clusters are allowed to have a D2D connection we used this non-overlapping technique to make the deployment of BSNs more general and realistic. 90% to 100%. This means that users can download the initialsegments of desired video content from the BSNs at a very short range.
COMPARISON BETWEEN CACHING POLICIES (RANDOM BD2D AND MPCO)
Now, we compare the performance of random BD2D with the MPCO BD2D caching approach in Fig. 8, Fig. 9, Fig. 10 and Fig. 11 . These figures illustrate that random caching shows better performance than MPCO. This is due to the fact that, in MPCO technique each BSN is caching the initial-segments of similar video content, which increases the number of redundant contents in VCI. Therefore, the chances of finding initial-segments of dynamic and random video content within the transmission range of requesting users are also lower in comparison to the random caching policy. Although in VOLUME 7, 2019 random caching the cached initial-segments may overlap, due to the randomness and size of VCI the percentage of the average cache-hit ratio for random caching is higher than that for MPCO policy. Fig. 8 shows the effects of the size of library on the average cache-hit ratio for random and MPCO. We can observe from the figure that the performance of both caching techniques worsens as we increase the size of the library but random caching performs better. The arguments for this behavior have already been discussed in Fig. 5 for random caching policy. In the case of MPCO, the obvious reason is the presence of redundant video contents in a VCI. Fig. 9 compares the effects of the number of BSNs vs the average cache-hit ratio for random and MPCO. This figure illustrates that random caching outperforms as we grow the population of BSNs in a cell, whereas the performance and behavior of MPCO is very random. The reason is that, since each BSN is caching similar content, an increase in population of BSNs also increases redundancy in contents stored in VCI. This decreases the probability of finding the initial-segments of users' requests for random and dynamic video content. Therefore, improvement in performance of MPCO is random and lower in comparison to a random caching policy. Fig. 10 compares the performance of random and MPCO strategy for different values of γ r on γ c,opt . The effect of γ r on γ c,opt for random caching is the same as we discussed in Fig. 6 . However, the performance of MPCO improves as we increase the value of γ r . The reason is that, for the small value of γ r the probability of finding the less popular files among a virtual cache pool of the most popular video files is much less. However, as we increase the value of γ r the average cachehit ratio also increases, which also increases the probability of finding the initial-segment of desired video content within the vicinity of requesting cellular user. The performance of MPCO is higher for a larger value of γ r but poorer than a random caching policy. Fig. 11 compares the effects of storage capacity on a cachehit ratio between random and MPCO. We can observe from the figure that random caching shows a higher performance for small cache capacity in comparison to MPCO policy, which means mobile devices with small storage space can also contribute to a network in terms of reducing average startup-time.
In summary, a BD2D approach with a random caching policy has the capacity to satisfy the users' random and dynamic demands for initial-segments of desired video contents with a small storage space, few BSNs and at a very short distance, i.e., from 10m to 30m. In the next section we will investigate and discuss how different wireless network conditions such as interference and shadowing impact the startup-time when users download the initial-segments using the random BD2D caching approach.
B. FINDING THE AVERAGE STARTUP-TIME
In this second set of simulation experiments, first we discuss the simulation environment, performance metrics and channel models for two types of communication, i.e., between D2D-link and device-to-BS link. Then, we discuss our simulation results in detail.
1) DEPLOYMENT ENVIRONMENT
To evaluate the performance of BD2D in a realistic scenario, we consider the office environment for our simulation experiments. Specifically, we assume that our single cell consists of a Manhattan grid of square buildings of dimension 50m 2 . Each square plan building consists of offices, corridors and multiple floors. The size of each office is 6.2m 2 .
Our channel models for the cellular and D2D communication links are based on realistic assumptions. The former is based on a 4th generation cellular standard and the latter uses the 2.4 GHz D2D channel model. We take into account physical wireless network conditions such as interference, path loss and shadowing. 16 All the simulation parameters are summarized in Table 3 .
2) EVALUATION METRIC
We used the average startup-time as our performance metric which is obtained by taking a summation on an average startup-time of each user's request that gets the opportunity to download the initial-segment of desired video content within the vicinity through a BD2D approach. Mathematically, it is given as k∈R S k ; where R is the number of satisfied users' requests. The startup-time of requested video files depends on many parameter values and is computed as:
where D T is the transmission time of an initial-segment from the transmitter to the requesting user, D Q is the queuing delay which is defined as the total time taken when a mobile user requests for an initial-segment from the dTracker and receives the information of the BSN to establish a connection, D P is the propagation delay, D L indicates the playback delay which is the total time that a user waits to fill the buffer until there was smooth playback, and D C is the total time taken by the pair of transmitters and receivers to establish a connection. For simplicity, we assume that D Q , D L , and D C are negligible or constant for all users' requests. The transmission time D T depends on the size of an initialsegment of a requested content j i.e. S j and the link rate L r between a pair of transmitters and receivers. The channel capacity of a communication link depends on the physical quantities such as transmission power, interference and pathloss. We computed the channel capacity of each communication link using the Shannon capacity formula:
where, B denotes the signal channel bandwidth, and SNIR is the Signal to Interference plus Noise Ratio and is given by:
where P TX is the transmission power of a transmitting, G t indicates the transmit antenna gain, G r indicates the received antenna gain, PL( ) represents the path loss model, and P I is the sum of all interference at a receiver. The noise power on a dB scale is given by:
where k B T e = 174 dBm/Hz is the noise power spectral density and F N = 6dB represents a noise figure of the receiving device.
3) CHANNEL MODEL
We use the WINNER II channel model (A1) for communication inside the building. We assume that all wireless nodes are inside the building and BS is outside the building. The path loss model for indoor communication (A1) for both Line-ofSight (LOS) and Non-Line-of-Sight (NLOS) is given by:
where f c , indicates the carrier frequency. A1 includes the path loss exponent. A2 represents the intercept and A3 shows the path loss frequency dependency. X = 5n w is the (light) wall penetration parameter, where n w is the number of walls between transmitter and receiver. χ α indicates the shadowing parameter. Its value is assumed to be based on log-normal distribution with mean zero and standard deviation σ , where σ LOS = 3 and σ NLOS = 6. σ L b is the body shadowing loss [32] . For LOS, σ L b = 4.2 and for NLOS, σ L b = 3.6.
4) SIMULATION RESULTS-II
In Fig. 12 , we investigate the effects of different sizes of initial-segments on the average startup-time for different numbers of BSNs when each BSN is caching initial-segments of video files according to γ c,opt = 1.2. We can observe that in comparison to caching a large size initial-segment the average startup-time decreases as we start to deliver the video file in small size video chunks. For instance, for a segment size of 260 seconds, a higher average startup-time is achieved. However, as we decrease the size of the initial-segments e.g., from 3 seconds to 1 second, the BD2D approach achieves high performance in terms of minimum average startuptime. As we have discussed earlier, a smaller initial-segment size not only increases the probability of finding the initialsegments of the desired video files within the vicinity but also minimizes the average startup-time for the initial-video clips to be viewed by the wireless users due to the short distance between the transmitters and receivers. We can also observe from Fig. 12 that the average startup-time increases as we increase the population of BSNs in a cell. The impact of the number of BSNs on the average startup-time is twofold. On the one hand, a higher number of BSNs allows users to download the initial-segments using a D2D link. On the other hand, the existence of multiple D2D connections increases the sum of interference at each receiver, which impacts the channel quality and in turn reduces the data rate. From the figure we can also observe the behavior of LOS and NLOS scenarios for the indoor office model. The performance of NLOS in terms of achieving a lower average startup-time is better than the LOS. The reason is that, due to NLOS interference there is a probability that there exists on average less interference at each receiving node. Hence, as the sum of the interference at receivers decreases, consequently the channel rate increases. Fig. 13 shows the impact of the transmission range of wireless users on average startup-time. It can be observed from the figure that average startup-time is higher for the smallest value of (i.e., = 10m, η = 600) and starts to reduce as the transmission range is increased. The effect of transmission range on average startup-time is twofold. On the one hand, a smaller transmission range allows the deployment of a large number of BSNs in a cell; consequently the chances of finding the initial-segments of the desired video content at a very short distance are also much higher. On the other hand, higher density of BSNs increases the number of transmitters which in turn increases the probability of having higher LOS interference at each receiving device. This can degrade the performance of a BD2D system. However, from the figure we also conclude that downloading the initial-segments from a short range distance device yields a better performance than downloading through the BS; even in the presence of multiple transmitters and with resulting higher interference power. Fig. 14 shows the results for mode selection or number of requests served from a BD2D system and pure cellular system (i.e., from the BS). The mode is selected on the basis of channel quality of the D2D-link and the Device-BS link once the initial-segment has been found within the transmission range of a requesting user. Here in this experiment, we assume that the base station resides 100m from each device and each BSN is caching the initial-segments according to S opt and γ c,opt . The transmission range of each cellular user is 20m and a number of BSNs, i.e., η = 70. We can observe that a BD2D system markedly outperforms the cellular system in terms of delivering initial video clips with a minimum startup-time. Although the presence of multiple D2D pairs and other wireless network conditions add interference at each receiving device and are the most important aspects to consider, the availability of an initial-segment within the short distance and the corresponding higher channel capacity also play a very significant role. This allows D2D technology to become a very suitable candidate in providing minimum startup-time for short length video viewers in a cellular network.
In Fig. 15 , we compare the performance of the traditional random caching system [35] with the BD2D caching system in terms of average startup-time. In the traditional caching VOLUME 7, 2019 system each BSN is caching the complete video file according to γ c,opt = 1.2. In the BD2D system each BSN is caching the initial-segments of the video files according to γ c,opt = 1.2 and S opt = 3 seconds. The transmission range of each user is 10m and the number of BSNs varies from 160 to 10. We can observe from the figure that a BD2D system performs better than the traditional caching system in terms of delivering the initial video clips with a minimum startuptime. The reason is that, the aggregated size of VCI in a BD2D system is larger than the size of VCI in a traditional caching system. This increases opportunities for wireless users to find and download the initial-segments of the desired video files from a neighboring device at a very short distance with minimum startup-time. From the figure we can also observe that, the performance of NLOS in terms of achieving lower average startup-time is better than the LOS. As we have already discussed in Fig. 12 that, due to NLOS interference there exists on average less interference at each receiving node which consequently increases the channel rate.
V. CONCLUSION
In this paper, we propose a BD2D caching approach in which D2D devices randomly cache the initial-segments of the most popular video content and share with the devices in close proximity using a D2D direct link. We also introduced a new network-assisted D2D architecture called a M-BD2D system that assists the mobile devices in discovering the BSNs, in cache placement decisions, and in registration at the core network. The M-BD2D system uses servers deployed within the SGWs as a centralized Tracker-server to manage and collect the cache and location related information of the BSNs.
Our simulation experiments have shown that, typical wireless network conditions such as interference and shadowing may impact the performance of a BD2D approach. However, a BD2D system with a simple random caching approach works better in comparison to the traditional cellular communication system. The mobility support in terms of cacheexchange-information, when a BSN moves from one eNodeB to another eNodeB, is not considered in this paper and is one of the most important future directions to explore. In practice, users are unwilling to share their data over the D2D link due to limited energy and storage resources. There is a need for economically sound incentive mechanisms to encourage user participation and is a promising direction for future research. Furthermore, the performance of a BD2D system can be evaluated using the available real-world data and may be considered as a most interesting direction of work in the future. 
