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SUMMARY
This thesis contains the classification of two-parameter bifurcations up to 
codimension three, using a two-parameter version of parametrised contact 
equivalence.
Part one contains the classification up to codimension one. The result consists of the 
following components:
1. A list of normal forms for the germs having codimension less or equal to one.
2. Recognition conditions for each normal form in the list, i. e. conditions that 
characterise the equivalence class of the normal form. These conditions are 
equations and inequalities for the Taylor coefficients of the germs.
3. Universal unfoldings for each normal form.
The result is obtained by investigating the structure of the orbits, which are induced 
by the action of the group of equivalences on the space of all bifurcation problems. 
Techniques from algebra, algebraic geometry and singularity theory are applied.
In part two the classification is extended to codimension three. The second chapter of 
part two contains a generalisation of the singularity approach to equivariant 
bifurcation theory. The case of an action of a compact Lie group on state and 
parameter space is considered. The main example is the case of bifurcations with a 
certain D4-symmetry.
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Introduction
Golubitsky and Schaeffer [6] used methods from singularity theory to study 
bifurcations. This involves defining an appropriate equivalence relation on the set of 
all bifurcation problems and classifying these up to some codimension. In [7], for 
example, the same authors classify one-parameter bifurcations up to codimension four 
using the notion of parametrised contact equivalence. This result was extended, for 
problems in one state variable, up to codimension seven by Keyfitz [9]. There is a 
multitude of other classifications — many for equivariant bifurcations.
The problem treated in this thesis is the classification of two-parameter bifurcations in 
one state variable up to codimension one, using a two-parameter version of 
parametrised contact equivalence. The result consists of the following components:
1. A list of normal forms for the germs having codimension less or equal to one.
2. Recognition conditions for each normal form in the list, i. e. conditions that 
characterise the equivalence class of the normal form. These conditions are 
equations and inequalities for the Taylor coefficients of the germs.
3. Universal unfoldings for each normal form.
In this context there is a result due to Izumiya [8], who considered germs of the form
X2 +![>(».,, \ 2) . (1.1)
where x is the state variable, A.J and X2 being the parameters. She classified these up
2to codimension five. As we shall show even at codimension zero there are germs 
which are not of the form (1.1), e. g.
x3 + xA.j + Xj .
Izumiya does not give any recognition conditions.
The following is an outline of the contents of this thesis.
In chapter II we set up the theoretical basis for the methods used to obtain the 
classification: First we generalise the definition of parametrised contact equivalence 
to two-parameter bifurcations. The set of all such equivalences forms a group which 
acts on the space of all bifurcation problems. The equivalence classes are the orbits 
under this group action. For the classification it is necessary to characterise these 
orbits.
The first step is to show that for many germs this problem can be reduced to studying 
the action of an algebraic group on a finite dimensional vector space. In order to 
achieve this the concept of finite determinacy is used. A germ is called finitely 
determined if its equivalence class depends only on a finite number of its Taylor 
coefficients. Proving finite determinacy for a germ is more complicated than in the 
one-parameter case — the Malgrange-Mather Preparation Theorem has to be used.
The next step is to calculate the higher-order terms for certain normal forms, i. e. 
those terms which do not affect the equivalence class. Subsequently it is possible to 
determine the orbits under the group action modulo higher-order terms. To achieve 
this we use a theorem of Bruce, du Plessis and Wall [3], which guarantees that the 
orbits are algebraic varieties for unipotent equivalences. In order to apply this result 
we decompose the group of equivalences into a product, one of the factors being a 
subgroup of unipotent equivalences. Here we use the Bruhat decomposition for 
GL(2, IR). The decomposition can be generalised for equivalences of n-parameter 
bifurcations, since the Bruhat decomposition is valid for GL(n, IR).
To calculate the higher-order terms with respect to the unipotent equivalences, we use 
results developed for the one-parameter case by Melbourne [11]. According to one of 
his theorems, determining the higher-order terms is straightforward provided the 
equations defining the orbit are linear. Germs which satisfy this condition are called 
linearly determined. In the one-parameter case most germs of low codimension are 
linearly determined. This, however, is no longer true in the two-parameter case. 
Consequently, the calculations to determine the orbit become rather complicated. In 
this way the orbits of the normal forms are calculated with respect to the group of 
unipotent equivalences.
According to the decomposition of the group of equivalences the next step is to take 
scaling transformations into account. This is straightforward. Then the resulting 
recognition conditions have to be transformed into conditions with respect to the full 
group of equivalences. For several normal forms this turns out to be a non-trivial 
procedure. It involves finding certain polynomials which are invariant under the 
transformation. This is carried out in chapter III, section 4.
Knowing the list of recognition conditions immediately yields the classification. This 
is stated as theorem III. 6. 1.
Calculating the higher-order terms as described above involves selecting a particular 
normal form to start with. This leads to the question of how to reduce the amount of 
calculations by choosing the normal form in an appropriate way. We address this 
problem in chapter IV.
Chapter V contains a list of diagrams giving a geometrical description of the normal 
forms in the classification and their universal unfoldings.
3
CHAPTER II
1. Notation
We denote coordinates in IR x IR2 by x, X /, A2 • Putting A := (Xj, A 2) we define 
Exk  to be the ring of all C°°- function germs IR x IR2 —♦ IR at (0, 0) e IR x IR2 . 
Mx£  denotes the maximal ideal in Ex ^ .
Analogously defined are the rings Ex and Ek and their maximal ideals Mx and 
M Sometimes we abbreviate >M,x>x to M.
Let V be a vector space over the field of real numbers and let v j....... vk e V . Then
IR { v j , . . vk} denotes the linear span of v j , . . vk .
Let G be a Lie group. We denote its Lie algebra by LG.
IR*0 denotes the multiplicative group of positive real numbers.
The function sg: IR—*IR is defined by
( + 1  , if x > 00  . i f  X = 0
- 1 , if x < 0
For small values of a , P and y  we write hx, hxx, *lxX1Xi etc-  instead- It will
always be clear from the context, whether h = 0 means h(0) = 0 .
The following typographical scheme has been adopted throughout the text: All 
theorems and definitions are italicised and symbols and terms which are defined are 
printed in bold face, when they appear for the first time.
2. Parametrised contact equivalence
In this section we define parametrised contact equivalence for two-parameter 
bifurcations. This definition is analogous to the one introduced by Golubitsky and 
Schaeffer in the one-parameter case (See [6] and [7]. ). For later use two slightly 
modified versions of this equivalence relation are introduced. Each equivalence 
relation corresponds to a group and we state some results dealing with relations 
between these.
To avoid repetition the following definition incorporates all the three different 
equivalence relations. For notational convenience we use the term E-equivalence for 
parametrised contact equivalence. Compare [1], [4], [5] and [10] for the concept of 
ordinary contact equivalence.
2.1 Definition. Two germs f ,  g e  Mx ^ are called E-equivalent, if  there exist smooth 
germs S, X: IR3, 0 —>lR, and A2: IR2. 0 —+IRsuch that
g(x, X j, X2)  * S(x, Xj, X2) f(X (x, Xf, X2), Aj(X], X2), A2(Xj, X2))
and the following conditions are satisfied:
X (0, 0 ,0 )-0  
Aj(0. 0 ) -0
A^O.OJ-O  (2.1)
S(0. 0,0)>0 
X x(0, 0,0)>0;
7<Ah t (Ai h 2
t  o
<A2>X, <A2>X2
(2.2)
Furthermore, i f  the germs X, Aj, A2 and S satisfy the conditions (2.1) and 
additionally
f  and g are called O-equivalent.
Let E be the set of all quadruples (S, X, Aj, A2) satisfying the conditions (2.1) and 
(2.2). E acts on Mx^  in the following way: Let f e Mx ^ and e = (S, R) e E, where 
R = (X, Aj, A2). The conditions in the previous definition imply that R is a 
diffeomorphism germ IR3, 0 —► IR3, 0. Then the action is defined by
S(0) - 1  
Xx(0) -  1 
(*i)x , - 1
(*2>Xt -  0 
(*2>X2 -  1
(2.3)
f  and g are called U-equivalent.
ShouldX, A j, A2 andS satisfy (2.1), (23) and
(*i)x2 -  o (2.4)
e . f S ( f o R ) . (2.5)
Ecan be given a group structure by the following definition of a multiplication: Let 
c l = (Sj, Rj), *2 = CS2» R2) e E. Then
c 2 • C1 :=  (^ 2  ‘ S ,  o R 2, R j  o R 2)
With this definition of multiplication formula (2.5) defines a group action of E on 
The orbits generated by this action are precisely the equivalence classes 
corresponding to E-equivalence.
Let U (respectively U) be the set of all quadruples (S, X, Aj, A2) satisfying conditions
(2.1) and (2.3) (respectively (2.1), (2.3) and (2.4)). Then the multiplication on E 
induces one on U and U each. In this way U and U become subgroups of E. Again, 
the orbits generated by the actions of U and 0  on x correspond to the U- and In­
equivalence classes, respectively.
To illustrate the difference between these various equivalence relations, we consider 
the linear part of an element e = (S, X, Aj, A2) 6 E, where
Xfx.Xj.X^ -  px  + qXj + rX2 + . . .
Aj (A.j ,X2) “ s Xj + t X2 + . . .
A2(Xj ,X2)* u Xj + v^2 + . . .  ;
S(x,Xj,X2) -  A + Bx + CXj + DX2 + . . .
and p, A > 0 .
If e is in U, the linear part reduces accordingly:
X(x, Xj, X2) ■ x + qXj + rX2 + . . .
Aj(Xj ,X2)“ Xj + t X2 + . . .
A2(Xj , X2) ■ X2 + . . .  ;
S(x,Xj,X2) =1 + B x + CXj + DX2 + . . .  •
If c is in U, we have
9X(x, Xj, X2)  ■ x + () Xj + r X2 + • • •
Aj(Xi ,X2) = Xj + . . .
A2(Xj, X2) “ X2 + • • • ;
S(x, Xj, X2) “ 1 + B x + C X] + D X.2 + . . .  .
In the two latter cases the linear parts of S (i. e. S(0) ) and R = (X, Aj, A2) are 
unipotent matrices. The groups of diffeomorphisms induced by U and U on are 
also unipotent. Therefore the theory for unipotent groups (see [7a]) of 
diffeomorphisms developed by Bruce, du Plessis and Wall (See [3].) applies to U and 
U. One of their results will be stated in section 5.
In the remainder of this section we describe some properties of the groups of 
equivalences defined above. The first property is a decomposition of E. We introduce 
some notation: Let T, the group of scaling transformations, denote the subgroup of E 
consisting of all equivalences of the form
X(x,X1,X2) -v  x 
Ai(Xj ,X2)* mXj 
A2(Xj ,X2)" nX2 ;
S(x,X1,X2) -  )x,
where n, v > 0 and m, n 0 . Let W denote the subgroup consisting of the identity 
and the equivalence given by
X(x, Xj, X2) -  x 
AjfXj, X2) ■ X2
A2(Xj ,X2)« Xj ;
S(x, Xj, X2) -  1
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which interchanges Xj and X2 • Let N denote the subgroup consisting of all 
equivalences of the form
X(x, Xj, X2) -  x 
Aj(Xj ,X2)= X1 + ŒX2 
A2(Xi ,X2)= X2 ;
S(x,Xi.X2) - l  .
where a  e IR. Furthermore, let B = T U .
2.2 Proposition. The group E can be decomposed as
E = N W B  = N W T U  .
In order to show this, we need the Bruhat decomposition for GL(2, IR). Using the 
notation
this result is the following:
2.3 Proposition. GL(2, IR) can be decomposed as
GL(2, P )  = B* W* N* .
More precisely,••(“ I€ GL(2, IR )\B  can be written as
(2.6)
A proof can be found in [2], for example. Note that the order of the factors in the 
decomposition is not the standard one but has been reversed.
Proof of proposition 2.2: Let e = (S. X, Aj, A2). where
X(x, Xj, A.2) -  p x + qXj + rX-2 + Qi(x,
A|(A.i ,X2>* s Xj + tA.2 + Q2(Xi ,X2>
A 2(X j ,X2) “  u X j + v X2 + Q 3(Xi , X 2);
2 2 
Ql g ^ and Q2, Q3 g .
If u = 0 there is nothing to prove. Now suppose u * 0. Then e = n w b, where n is 
given by
12
Xix.Xj.Xj) = x
A , ( W -
= ^2 ;
S(x, Xj, X2) = 1 .
w by
X(x, Xj, X2) ■ x 
Ai (Xj ,X 2)“ X2
A2(Xj ,X 2)“ Xj ;
S(x, X,. X 2) -  1 .
and b = (S, 2£. Aj, A2), where
X(x.X1.X2) . p x  + ( r  -  ^ -q  j  X, + qX j +  +
A|(X,.X2) -  — +  sX 2 + Q ^ - - * - i  +  *2 ’)-|j
A jCXj.Xj ) -  “ Xj +  Q 3( - ' i X r f X2.X,) ;
3(x,X1.XJ) - s ( * . “ X, + X2.X1j .
This follows from proposition 2.3 . Obviously n e N, w e W and b e B.o
13
2.4 Remark. E is the disjoint union of B and the set
|(S ,X , A,, Aj)6  E l (A2)i] t
0) .
and the elements of the latter set can be decomposed as described in the preceding 
proof.
The next statement is a decomposition of U.
2.5 Proposition. The group U can be decomposed as
u  = n O .
Proof: Write u = (S, X, Aj, A2), where
X(x, Xj, X2) "  x + Q X| + r X.2 + Qj(x, Xj, X,2) 
Aj(Xj ,X2)=  Xj + tX2 + Q2$-i .^2) 
A2(X|,X2)= X2 + Q3^1’^2)«
2 2
Qi e R x ^ and Q2> Then u = n u , where n is given by
X(x.X|.X2> -  x 
Aj(Xi ,X2 )"  Xi + tX2 
A2(Xj ,X 2)- X2 ;
S(x, Xj, X2) -  1 .
14
and u = (S. 2£. Ai> A2), where
X(x, Xj, X2) -  x + q Xj + ( r  -  q t ) X2 + Qi(x, Xj -  t X2, X2) 
Aj(Xj ,A.2)“  Xj + Q2(Xj - 1X2, X2)
A2(Xj , X2) ■ X2 + Q3$>1 " * ^2» ^ 2);
S(x.Xi.X2) - S ( x .X i - tX 2.X2) o
2.6 Proposition. 0  is a normal subgroup ofE.
Proof: The reasoning is analogous to the one given by Melbourne in [11] for the one- 
parameter case. Mapping (S, X, Aj, A2) to
S(0),xx(0),
<AA ,
defines a group homomorphism from E onto IR*0 x 1R5”0 x GL(2, IR) . U is the kernel 
of this homomorphism and hence a normal subgroup of E.
An alternative proof is to check e U e'1 c  U for all e e E. □
15
3. Tangent spaces
It is a well known feature of singularity theory that questions of equivalence can be 
treated on an infinitesimal level. The crucial construction involved is the tangent space 
to an orbit generated by the group of equivalences. The different group actions defined 
in section 2 give rise to different tangent spaces to the group orbits. First we give a 
geometrical definition of these tangent spaces. (See [4], for example.):
3.1 Definition. Let G be a subgroup o f E, LG its Lie algebra and exp: LG —* G the 
exponential map. Then
is called the G - tangent space o f f.
To calculate the U- and U-tangent spaces of a given germ we use the following 
algebraic formulae:
3.2 Proposition.
}
16
T < f-U )-t,.x {  x f . X j  f, X2 f, Xj fx . X2 fx , x  fx ^  +
|  *2 fX, ’ X1 fX, • fx2 ’ *1 *2 fx2 ’ X2 fx2 )
Proof: The results follow from definition 3.1 and the definitions of the groups U and 
U. □
3.3 Example. Consider f = A x3 + B x X2 + C X j, where A, B, C ^ 0 . Then 
T(f, 0 )  = «M, + < X,, X2 > + IR ^  x Xj, x X2, x Xj X2, x Xj, x Xj, Xj, Xj X2, X2
and
T(f, U) = M4 -V 3< Xj, x2 > +
f  2 2 2 2 2 \
ip ( x X^ , ^ X2, x X, X2, x Xj, x X|, Xjt Xj X2, X2, X2 j  .
In order to define the concept of codimension, we need another kind of tangent space.
3.4 Definition. Let f  be a germ in Mx x . Then
Tt(f,E) =  exJL <f,fx) + ex { fXf fx2}
is called the extended E-tangent space off.
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Te(f, E) is the infinitesimal construction associated to unfoldings of the germ f. We 
omit the details, since they are analogous to the one-parameter case (See [7].1).
Note that all these tangent spaces are E^-modules, but — in general — not £x x.- 
modules.
3.5 Definition. Let f  be a germ in Mx^ . The codimension o f f  denoted by cod f  
is the codimension of T^f, E) as a vector subspace o f
Note that the codimension of f  is finite if and only if either T(f, U) or T(f, U) has finite 
codimension. This follows from
The first step to determine the codimension of a germ is to show that this codimension 
is finite. We deal with this matter in the next section. For both germs appearing in the 
next example, we already assume that they have finite codimension. Consequently, we 
can do all calculations modulo for some k e W and this is to be assumed in this 
example.
T (f. E) -  T(f.U) + (r {  f. f„. ,  f,. fv  X, fv  Xj fv  fv  X, fv  Xj }
and
•Note, however, that the terminology in (7) is slightly different.
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3 23.6 Example. 1. Consider f = x + xXj + X2 . After some calculations it turns 
out that
Te<r,E) = X 2 + + IR-( 1 }
and hence
Te(f.E) ’  ■
Therefore cod f = 1 .
2. Consider f  = x4 + x Xj + ^ . Then
Tff,E) = e ,A { x 4 + x X,  + X j.4x3 +X , j  + Ex < x , l >
- Ex a { - 3 x4 + X 2 ' 4, ‘3 + X 1 }  + El < ’U > •
Define a homomorphism <p: Ex.X —► £x by
<p(x) = x 
tp ^ )  = -4  x3 
<p^) = 3 x4
Then the following formula holds:
19
tIjq /  » •
B <p(T(f,E))
This follows from the fact that
ker (p = |  - 3 X + \ ,  4 x + ^ i^ »
which ensures that <p induces an isomorphism between £Xia/Tc(f,E) and 
tx
<|{T/.E>)
The following equality holds:
^T(F.E))
-4x ,3x
<p(T(f,E))
1 {*2} .
which implies cod f = 1 . I am grateful to Jim Damon for the reasoning in this 
example.
20
The next example shows that the germ f = x4 + x2 Xj + x X2 has infinite 
codimension. We treat a more general case.
4 23.7 Example. Consider f = x + x (p&j, Aj) +  x V&j, Aj) , where y  e .M,^  . 
Then f  has infinite codimension. We show this in the following way:
This expression can be estimated algebraically:
Te(f. E) c  l  {  x4, x2 oO.), x y(X), x3. x <p(X). }
. .  /  2d9(X) .. 9y(X) I jW X )  _ 3\|/(X) ^
d \, •*  d \ ,  ■ SXj ■ ~ S ^ ~ J
c  Ex,X < * -V 0 .)>  .
Let I denote the ideal ^ { x, \jr(X) } . Suppose now that f has finite codimension. 
Then
K k c  Te(C E) c  I
holds for some number k g W . Considering the varieties V (X k) and V(I) in C3 
corresponding to the ideals and I, we obtain
21
V(I) c  V
This, however, is impossible, since the dimension of V(I) is 1. Hence f has infinite 
codimension.
For use in the next section we introduce a name for a subspace of Te(f, E) which is an 
Ex>X*niodule.
3.8 Definition. Let f  be a germ in MXtx- Then
R T , ( f ,E )  = e xJL { f , f x } 
is called the restricted extended E-tangent space off .
The following result will be needed later:
3.9 Proposition. Let f  be a germ in Mx x and g e  E. Then
T(g 0 ) -  g . T(f, 0 )  .
Proof: Using definition 3.1 we obtain
22
- |  ^  ( * ' (*J exP<‘ A)«).f) J  A . L O  J 
’  e ' |  l i  ( i  * ' « po  A) e ) • f )  o I a e l Cj | .  <31>
Since U is normal in E (See proposition II. 2. 6. ) , g 1 0  g = 0  holds for all g e E. 
Therefore the curves g‘‘ exp(t A) g in U range over all curves in 0  through the identity 
element in U. This implies that the expression in (3.1) is equal to
g ■ |  expd A ). f ^  J  A - E L O j
= g • T(f, 0) ,
which proves the result. □
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4. Finite determinacy
Due to the mixed module structure of Tc(f, E), proving finite-determinacy for two- 
parameter bifurcations is rather complicated. In the one-parameter case this problem 
can be circumvented: There it is sufficient to consider RTc(f, E), since this space has 
finite codimension if and only if Te(f, E) has. (This result, which is due to Damon, is 
stated in [7]). This is no longer true in the two-parameter case.
It is a theorem of Damon (theorem 10.2 in [3a]) that a germ f is finitely determined, if 
and only if it has finite codimension.
In the remainder of this section we abbreviate Te(f, E) and RTe(f, E) to Te(f) and 
RTc(f) respectively.
The following method will be used: For some appropriate pairs (k, £) of non-negative 
integers the property
is verified. Here Te(f) and \  are regarded as ¡^-modules. Instead of checking
(4.1), we shall use the statement in proposition 4.2 below. First, though, it is 
necessary to introduce some more standard terminology from singularity theory, see 
m . [4], [5] and [10].
4.1 Definition. A germ f 0 e  Ex has finite K-codimension, if
(4.1)
TJC(V <V}
is of finite codimension as a subspace of Ex .
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4.2 Proposition. Let f  e and fo :=f(x, 0, 0) . Iffo is o f finite K-codimension then 
the condition
implies that
c  T'<f> ■
Proof: The statement is an immediate consequence of Nakayama’s lemma, once it 
has been shown that £x^/R Te(f) is a finitely-generated £x-module. We show this in 
the following way: Since fg has finite K-codimension, there exist germs mj, . . mk 
e t x such that
mk } .
Using the following isomorphism
TeK(f„) RTc(f) + < A.,, Xj >
we obtain
r t c(o + < x 1.x 2> e xX
» IR {m ........m. } ,
25
or equivalently
^  .......™k> + < ^ 1 ^ > ExA- <4 2 >
Since 8X ^/RTe(f) is a finitely-generated Ex x-module the following version of the 
Malgrange-Mather Preparation Theorem can be applied (See [10],p. 134 ):
4.3 Theorem. Let M be a finitely-generated £x x-module, nt], . . . .  mk e  Sx x> N on 
^xXsubmodule o f M and n(x, X) := X . Then the following conditions are 
equivalent:
A) N  + t x { m j.......mk]  = M
B) N + ¡R{m j.......mk } + (n*M x )M  = M .
Here 7t denotes the ideal generated by the components of it.
Putting M = £x x  and N = RTe(f) it follows that condition (4.2) is equivalent to
cxjL „ , ,
.....' V
i. e. £x^/RTe(f) is a finitely-generated E^-module. □
4.4 Example. Consider f - x  +  x Xj + Xj . Then f is 4-determined. This can be shown 
by the method described here or similarly as in the proof of lemma 3.5.3 in part two 
of this thesis.
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5. Orbits of umpotent Subgroups or Equivalences
The following theorem of Bruce, du Plessis and Wall shows why it is useful to 
consider the unipotent subgroups of equivalences defined in section 2.
5.1 Theorem. Let U be an unipotent affine algebraic group over IR acting 
algebraically on a real affine algebraic variety V. Then the orbits o f U are closed in 
the Zariski topology ofV, i. e. they are real algebraic subvarieties ofV .
Proof: See [3].
5.2 Remark. If G is an algebraic group acting algebraically on a smooth algebraic 
variety, then the orbits are smooth semi-algebraic sets. See [4] for a proof of this fact. 
Under the assumptions of the preceding theorem and if V is smooth — in particular, if 
V is a finite-dimensional vector space — the orbits are smooth real algebraic 
subvarieties of V.
For one-parameter bifurcations the orbits of the groups of unipotent equivalences are 
in fact affine linear subspaces in many cases. This is shown by Melbourne in [11]. It 
will turn out that the situation is entirely different for two-parameter bifurcations.
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CHAPTER III
1. Higher - order terms
We give the definition of higher-order terms and some results due to Melbourne (see 
[11]), who proved them for one-parameter bifurcations.
1.1 Definition. Let fb e  a germ in Mx -^ Then
M(f, V) :«  f p  e  MXtX /  f  + p e U . f )  
= { u . f  ■ f  /  u e  U ) .
Note that M(f, U) consists exactly of those germs that do not change the equivalence 
class of f when added to it. Hence determining M(f, U) solves the recognition 
problem. However, to do this in practice, we need a slightly different concept of 
higher-order terms. In order to define this we introduce some terminology first.
1.2 Definition. Let G be a subgroup o f E. A subspace V o f M ^ i s  called 
G -intrinsic, if  it is invariant under the action o fG .i.e . G .V  c  V . I f a subset M of 
M X'X contains a unique maximal G-intrinsic subspace, then this is called the 
G-intrinsicpart ofM  and is denoted by Utq M .
1.3 Definition. Let U be a unipotent subgroup o f E. We call
P(f, V) • -  {P e  Mx,x I g + p e U . f f o r a l l g e U . f }
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the module o f U-higher-order terms.
1.4 Theorem. Let f  be a germ in Mx % o f finite codimension and U a unipotent 
subgroup o f E. Then
A) P(f, U) = I try  M(f, U) ,
B) P(f,U) = ltru T(f,U) .
Proof: See [11]. The facts that U is unipotent and its action on Mx,x is linear are 
crucial. The proof works for the two-parameter case as well.
Part B) of the preceding theorem is useful for calculations. The first step to determine 
P(f, U) is to calculate T(f, U). the second is to find its U-intrinsic part. To do this we 
use the following criterion:
1.5 Proposition. Let M c  Mx ^ b e  a subspace o f finite codimension. Then M is 
U -intrinsic if and only if LU .M  czM.
Proof: See [11].
1.6 Remark. To find intrinsic parts of subspaces it is useful to note that spaces of the 
form
k
M <X1,X2 > .
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where k, t  e DJ0 are obviously E-intrinsic and hence G-intrinsic for any subgroup G of 
E.
1.7 Example. Let f = A x3 + B x + C \ 2 * where A, B, C ^ 0 . Then
T(f,U) = M4 + « X j.X jï3 + IR |  x2 X,, x2 X2, x X, X2, x X.2 x *-2. Xt X2' Xl }  
By remark 1.6
M + <X1,X.2 >
is U-intrinsic and hence
M + <Xr X2 > c  P(f,U)
holds. By applying the criterion in proposition 1.5 it follows that
P(f,U) = M4 + < \ V X2 >3 + b | x2 X2, x >.1X2, x X |xi »7A j }  ■
For later use we define another concept related to intrinsic subspaces.
1.8 Definition. Let V be a vector subspace o f Mx x and G a subgroup o f E. Then
v °  . = X  a  •» ■
v e V
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1.9 Proposition. Ve  is the smallest G-intrinsic subspace containing V, i. e. it satisfies 
the following two conditions:
A) V c  Ve  and Ve  is G-intrinsic.
B) If W c  Mx x is a G-intrinsic subspace containing V, then Ve  c  W .
The proof is straightforward.
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2. Determining the  U-orbits
Once P(f, U) is known, it is possible to determine the U-orbit of f, more precisely we 
determine
U . f
P(f.u) '
This is done by explicitly performing the coordinate changes giving U-equivalent 
germs to f.
2.1 Example. Let f = A + B x Xj + CX2 , where A, B, C £ 0 . P(f,U)was
determined in the preceding section, example 1.7. Working modulo P(f, U) we obtain 
the U-orbit of f  by first truncating equivalences (S, X, Aj, A2) in the following way:
X(x,Xj,X2) = x + pX1 + qX 2 
A jftj.X j) “ + r *-2
2 2A2(X,j , = X2 + sX,j + tX.jX2 +uX2 ;
S(x,X|,X2> = 1 +  ax  .
Now define
h(x, Xj, X2) S(x, X j, X2) f(X(x, X j, Xj), A|(Xj, X2), A2(Xj , X2)).
Then
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(1 + a x) ( a  (x + p Xj + q Xj)3 + B (x + p Xj + q X2) (X, + r X j2 +
C ^  X2 + s X j + t X| x2 + u x2 ^  )
Modulo P(f, U) this reduces to
(1 + a x) ^ A (x + p Xj + q X2)3 + Bx>?1+ C ^ X 2 + s X j j j  . 
Expanding this yields
CsXj + 3 A p x 2 Xj + Ax3 + CX2 + C axX 2 + ( b + C as  + 3 A p2 ) x X2 
+ terms in P(f, U)
Using this result, we obtain a parametrisation of U . f /  P(f, U ) . The coordinates in 
this space are the Taylor coefficients of h. The parametrisation is
h =0 
h = 0
X
h » 0
X X
h, « 0
hxxX, “  6 A P
c
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• C a
2B + 2 C a s  + 6A p2 .
According to theorem II. 5. 1 U . f /  P(f, U) is an algebraic variety. Eliminating the 
parameters p, s and a yields the equations defining it:
h -  0 
hx = 0
hxx 'O
\ - o
hxX ,"0
hxxx “  6 A
6 A c h x l , l l " 6 A h l 1X1hxX2 * C hxxl, - 1 2 A B C  .
These are the U-recognition conditions for the germ f, i. e. each germ h whose Taylor 
coefficients satisfy these equations is U-equivalent to f. We rewrite the equations in 
the following way:
h -  0 
hx = 0
hxx = °
\ - 0
I'xJl, "  ®
hxxx = 6 a
- J
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3. Solving the B-recognition problem
In this section we show how to obtain the B-recognition conditions of a germ, when 
the U-recognition conditions are already known. The following example illustrates 
the procedure.
3.1 Example. Let f  = e x3 + 8 x X2 + X2 , where e, 8 e {-1, +1 }. Since 
B = TU  = U T
h e B . f holds if and only if h e U . k for some k e T . f . The T-orbit of f is
T . f  = ^ e jx v 3 x3 + 8 n v m2 x X2 + n n Xj | v > 0 ;m,n £ 0 ^  . 
This expression shows that k G T . f holds, if and only if k is of the form 
A x3 + B x X2 + C X2 ,
where A, B and C satisfy the following conditions: 
sg A = e
sg B = 6 (3.1)
C * 0 .
The conditions for h g U . k were derived in example 2. 1 in the previous section. 
Combining these with (3.1), it follows that the B-recognition conditions for f are
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h = 0 
hx = 0
sg hxxx = e
\ - 0
• v °
hx X , - °
» « „ hxxX , 0
hx x l , ^xXjXj hxX2
0 V . s
We now give a list of certain germs and the corresponding B-recognition conditions. 
The germs have been chosen according to the following consideration: A K-versal 
unfolding of the germ xm (m £ 2) is given by
mx
where (Xj........a m_i e IR (See [1], [4], [5] and [10]. ). Hence every two-parameter
germ f(x, X2, Xj) is E-equivalent to some germ of the form
* "  + <P,(X,,X2)xm"2 + . . .  + <l>m_2<*T*2>* + <Pm-1<5Cl - X2> '
where <pj. . . ., <pm-i 6 To obtain germs o f low codimension we consider 
m = 2, 3, 4 and choose the germs <pj to be linear or quadratic in ^  and X-2 .
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e x3 + x Xj + X2 
where e e  { -1,+1 }
h -  0 
hx =0
hx*=0
sghXxx = e
Table 3.3
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ex2 + 5(X2 + X )^
where e, 8 e {-1, +1 }
h - 0  
hx »0
\ - o
hx2 " 0
sg hxx = e
sg Dj = e 8 
sg H = e ,
where
and
D. -
h.x,
1
XA1A1
h„ h.x, h.Xj
H  - \ x , V .
''»Xj hx,x, - x *
Table 3.5
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1 2 2 
ex + 8 (X , -
where e, 8 g {-1,+1 )
h -  0 
hx = 0
\ - o
sg hxx = e 
sgD! = e8  
sg H = - e ,
where
hxx  hxX,
c i -
Nx, \ x ,
\x , hxXj
H - h*>M V i hx1x2
^X^ V a V a
Table 3.6


4. Solving the E-recognition problem
Once the B-recognition problem has been solved, there is one additional step to solve 
the E-recognition problem. This procedure is based on proposition II. 2. 2 and is 
therefore a consequence of the Bruhat decomposition for GL(2, IR). Since this 
decomposition is valid for GL(n, IR), the method described below can be applied to 
bifurcations having more than two parameters.
4.1 Proposition. Let f  and h be germs in Mx Then the following statements are 
equivalent:
A) h e  E . f  .
B) Either h e  B . f  or there exists c  e  IR such that h(x, a X j + X2,&j) e  B . / .
Proof: We use the decomposition of E given in proposition n. 2. 2 .
A) =► B): Let h = e . f , where e e E . According to remark II. 2. 4 and proposition II. 
2. 2 either e e B or e = n w b , where n e N , w e W and b e B . In the latter case 
it follows that
( w"1 n'1) . h = b . f .
By the definition of the groups N and W there exists a o e R  such that 
(  ( w'1 n'1)  . h ) (x, Xj, Xj) = h(x, o  Xj + Xj, Xj)
holds. Hence h(x, a  Xj + X2, Xj) e B . f .
The implication B) =» A) is proved similarly. □
In order to apply part B) of the proposition it is necessary to know how the Taylor 
coefficients of h(x, a X 1 + X2, ^l) relate to those of h. This relationship is as follows:
4.2 Proposition. Let h be a germ in and
h*(x, Xj, X ^  h(x, 0  X j  + X2, Xj)
for some a e  F t. Then
Proof: Fix (a ', y') e No3, choose an integer m such that m £ a ' + P' + Y  and
consider the m-jet of h:
This implies
o x lij Çk a.y+k.p-k
o+P+Y^m
The coefficient of x° Xj X  ^ in this expression is
46
To obtain h we multiply by a '! P'! y i :
We now solve the E-recognition problem for three particular germs. These results are 
stated in theorems 4.3, 4.4 and 4.6.
2 2 24.3 Theorem. Let f  = e  x  + S (A j + X2) , where e ,S e {  -1, +1} and let hbea  
germ in M x ^  . Then h is E-equivalent to f  if  and only if h satisfies the following 
conditions:
h  = 0 (4.1)
hx  = 0 (4 2 )
s g h „ = e (4 3 )
h i  — 0  
Al (4.4)
h i — 0
X2 (4 5 )
s g D j  = e S (4.6)
s g H  = e . (4.7)
where
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D t -
hxx
1 \A f x
and
h„
hx l l ^A/A2
hxX2 ^*1*2 ^A2*2
Proofs both of this and the next theorem will be given following remark 4.5 .
4.4 Theorem. Let f  = e x 2 + X2 -  - where e e f - 1 , ^ 1 )  and let hbe a germ
in ■ Then h is E-equivalent to f  if  and only i f  h satisfies the following 
conditions:
h = 0 (43)
hx = 0 (49)
s g h „ = e (4.10)
hi =0  
*l (4.11)
hx =0
*■2 (4.12)
sg H  = - e . (4.13)
where
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hxx hxXxAt hxX2
hxX*A1 hx xAiA1 hxtx2
hx l2 \ * 2 ^*2*2
4.5 Remark. The determinant H appearing in theorems 4.3 and 4.4 is the determinant 
of the Hessian of the function h . The results show that no third-order-terms appear in 
the recognition conditions. That is, f is 2-determined. Therefore the classification 
corresponds here to the classification of quadratic forms allowing linear coordinate 
changes which preserve the sign of hxx . For example, taking e = 5 = 1 in theorem
4.3 the recognition conditions
hx*> 0
Dj > 0
H >0
are exactly the conditions for the quadratic form defined by the symmetric matrix
«X, hx,x, 1^^2
h* * 2 i
to be positive definite.
Proof of theorem 4.3: We apply proposition 4.1. Conditions (4.1) — (4.7) are 
identical with the conditions that h e B . f (Compare table 3.5. ). Hence the aim is to 
show that (4.1) — (4.7) are invariant under the transformation of Taylor coefficients 
given in proposition 4.2. For a  e IR let h*(x, Xlt X2) := h(x, a  Xj + X2, M) • The 
relevant Taylor coefficients of h* are given by
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h -  h
h* "  hx
“ hxx
\
= h, + o h , 
*2 A1
= h.
hà , -  K k t  *  a h xX,
"  h,x ,
-  W 2 0 lv .
^1*2 ^1^2 + °^1^1
*^2*2 hA.,A.i
Applying the B-recognition conditions to h* and substituting these expressions yields 
the following: (4.1), (4.2) and (4.3) are obviously preserved. (4.4) and (4.5) are 
transformed into
\  + c\
■ 0 ,
and these equations are equivalent to
\ - 0
Hence (4.4) and (4.5) are preserved.
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Now consider conditions (4.6) and (4.7). Let := hxx H . By (4.3) condition (4.7) is 
equivalent to
The following identity holds:
where
and
hxx h,X, 
hxXj hX,X2
hxx hxJ4 
hxX2 hX2X2
(4.14)
(4.15)
Now we determine the transforms of the three determinants D lt D* and D2 . After 
some calculations it turns out that Dj transforms into D2 + 2 a  D* + o2 D j, D* into 
D* + a  Dj and D2 into Dj. Now consider conditions (4.6) and (4.14). (4.14) implies
sgD, = sgD2 ,
since
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D , D2 > ( D’)
Hence (4.6) is equivalent to sg D2 = e 8 . This transforms into sg Dj = e 8 . Hence 
condition (4.6) is preserved. The transform of the determinant in (4.15) is
• 2  •
D2 + 2 o D  + 0  D j D + o D j 
D* + a D j D j
-  D ,D 2 + 2 0 0 ,0 *  + <j2 D2 - ( d ’)  - 2 a D 1D, - o 2 D^ 
D1 D'
Hence 'F is invariant under the transformation and condition (4.14) is preserved as 
well. Since hxx is invariant under the transformation, it follows that H is invariant. 
This proves the result. □
Proof of theorem 4.4: According to table (3.6) the B-recognition conditions for f are 
(4.8) — (4.13) plus
s g D , - e .  (4.16)
The invariance of (4.13) under the transformation of the Taylor coefficients follows in 
the same way as in the preceding proof. Using the same definition for 'F as above 
(4.13) is equivalent to
'F  <  0  . (4.17)
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Now consider condition (4.16), which transforms into
sg(E>2 +2 oD* + o2 D,) = e . (4.18)
Suppose that Dj ^ 0 . Then the quadratic polynomial in (4.18) has - 4 'F as its 
discriminant. By (4.17) this discriminant is positive. Hence the polynomial assumes 
negative and positive values, since it has two distinct real roots. Suppose now that 
Dj = 0 . By (4.17) D* does not vanish and hence the expression in (4.18) assumes 
positive and negative values.
We have shown that in both cases there exist values of a  such that (4.18) holds 
without further restrictions on Dj, D* and D2 . By proposition 4.1 the result follows. □
3 24.6 Theorem. Let f  = e x  + Sx + X2 , where e , S e  {-1, + 1 ) and let hbea  
germ in . Then h is E-equivalent to f  if and only if h satisfies the following 
conditions:
h = 0 (4.19)
hx  =  0 (4 2 0 )
ha  = 0 (4 2 1 )
Sg hjoa  =  E (4.22)
A - 0 (4.23)
r t o (4.24)
where
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and where
and
K1
hkAt
2 K  -  K2
^xxx hxxXJ 0
K 1 - hxxX, hxX,XJ hxX2
0 hX l hX*■2
hxxx hxxX2 0
K  « ^xxXj hxXtX2 hxX2
0 hXXK1K2
^XXX hxxX2 0
k 2 . hxxX2 hxX2X2 hxX,
0 hx2x2 hX *■1
Proof: The proof is divided into two steps.
Step 1: We show that the B-recognition conditions for f given in table 3.7 are 
equivalent to (4.19) — (4.24) plus the condition hj^ = 0 . It is sufficient to show that
l \ - 0
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hxX,=0
K, * 0
are equivalent to
\ = 0  (4.25)
A « 0
r* o .
Assume the conditions stated first hold. Since hj^ = 0 , T = h ^  K j . Since h^ ^ 0 , 
it follows that T jt 0 . = *1xX1 implies A = 0.
To show the converse, note that again T = h ^  K] . Hence h ^  jt 0 and K ] ^ 0 . 
Since 0 = A = - h ^  h ^ ^  , it follows that h ^  = 0 .
Step 2: We apply conditions (4.19) — (4.24) and (4.25) to the function
h*(x, Xj. X2) h(x, o  X, +  X2. X,).
We express the Taylor coefficients of h* according to proposition 4.2. Apart from the 
formulae stated in the proof of theorem 4.3 we need
^ x x X j ■  hx x X j +  ° hx x l ,
^xxA ^
^x Xj X j ■ h, » *  +  2 0 h >‘ 1>5
hxX,X2 +  o l l xX1X1
h« ^ hxX,X,
Condition (4.25) transforms into
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hi, + a  hi, = 0 .k2 A.,
The transform of A is
\ * a\  \
hxXj + °  hxX, hxX,
(4.26)
\  \ \  hxA, A,
l'xX2 hxX,
+ a
hxXj hxXj
-  -A  .
Hence (4.23) is preserved. Now consider the transform of T. After some calculation it 
turns out that K , transforms into K2 • 2 K* - a  K , . Let Q denote the transform of 
2 K* - K2 . Then T transforms into
Kj -  2 K* - o  Kj Q 
\  + o \  \  
Condition (4.26) implies that this is equal to
hXj (K 2 - 2K* - a  K ,)
-  hXi(K 2 - 2 K* ) - a  hX( K,
By (4.26) this is equal to
hx, ( K 2 ■ 2 K*) + hX jK,
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2 K *  -  K j
\
- r  .
This calculation shows that T is invariant under the transformation and hence 
condition (4.24) is preserved. By (4.24) hXj and h* cannot both vanish. Therefore 
there exists a o e IR  satisfying (4.26) if and only if hj^ * 0 . It is trivial to show that 
(4.19) — (4.22) are preserved.
We have shown that h * e B . f holds if and only if (4.19) — (4.22) hold and
\ + o
A -0
r ^ o  .
By proposition 4.1 the result in the theorem follows. P
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5. Data for E-equivalence
We now give lists of the E-recognition conditions for a collection of normal forms. 
These germs correspond to those in section 3, except that some of them are E- 
equivalent to each other like
2 2 x + Xj and x + X2 .
The reasons for choosing the germs are discussed in section 3.
Proofs for the recognition conditions in tables 5.3, 5.4 and 5.5 are given in section 4. 
The proofs for the other results are considerably easier. In fact, the relevant steps 
appear in the proofs in section 4 as well — as the rather trivial parts. For this reason 
these proofs are omitted here.
As additional information we include the codimension and — provided this is positive 
— the unfolding terms are given. Details concerning how to calculate 8X i/Tc(f, E) 
can be found in example n . 3. 6 for two cases. The calculations for the other cases are 
straightforward and similar to example II. 3. 6. 1 .
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ex2 + s a 2 + 4 )  
where e, 8 g {-1,+1 }
codimension 1 
unfolding term: 1
h -  0 
h* * 0  
s g h „ -  e
\ - o
hx2 - 0
sg Di = e 8 
sg H = e ,
where
and
D 1 ■
h«x
hx l , \ x .
hxX,
H  - \ x , **X,Xi
Table 5.3
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*■ A^  A l
ex  + -  ^2
where e e  {-1,+1 )
codimension 1 
unfolding term: 1
h -  0 
hx «0  
sg hxx = e
sg H -  - e ,
where
h»i, hx.,».1
h»>l2 hJl,l2 h 2^X2
Table 5.4
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3 _ ,2 ,ex  + 5 x A.j + ^2
where e, 8 e { -1,+1 }
codimension 1 
unfolding term: x
h - 0
hx - 0
h,x = 0
sg hxxx = e 
A - 0
r ^ o
where
and where
\  \
hx^l ^*^2
K , 2 K *  -  K j
\  \
hxxX, 0
hxXjXj hxX,
hX,X, \0
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6. The classification theorem
In this section we give the classification of two-parameter bifurcations up to 
codimension one.
6.1 Theorem. Let h be a germ in Bx Ji satisfying h = hx = 0 . Let the codimension of 
h be less than or equal to one. Then h is E-equivalent to one o f the following germs:
where e . S e  f  -1 ,+ 1 }  .
e x 2  +  X j
2 .2  ,2  
e x  +  A j  -  X2
e x 2 +  SC X2 +  Ji2)
e x  +  x  X j  +  X2
e x 3 +  S x X 2  +  X2
e  x 4 +  x  X j  +  X2 ,
Proof: The essential part of the proof consists of inspecting the E-recognition 
conditions for the normal forms given in section 5. The following diagram makes the 
procedure more transparent.
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Fig. 6.1
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Suppose h e Sx)l satisfies h = hx = 0 . Starting with hxx and following the arrows in 
the flow chart, the diagram shows how the Taylor coefficients determine the 
equivalence class of h.
There are five paths in the flow chart which terminate with the statement cod h ^ 2 . 
This follows from the fact that for each of these h satisfies five defining conditions 
(including h = hx = 0 ) — these are denoted by arrows marked by ” = 0 The 
codimension of a germ equals the number of independent defining conditions minus 
three — provided this is a non-negative number. The proof of this statement is 
analogous to the corresponding one for one-parameter bifurcations (See [7], corollary
III. 2.6., p. 126. ). □
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CHAPTER IV
1. Efficient calculation of the higher-order terms
In this section we describe a result, which is relevant for choosing the normal forms 
which were used in section III. 2 to calculate the U-orbits. The following example 
illustrates the importance of choosing the normal form appropriately.
3 21.1 Example. Consider the germ f = ex  + 8 x A.j + X2, where e, 6 e {-1, +1 }. f is
3 2E-equivalent to g = e x + 8 x + X j. It is possible to solve the E-recognition problem 
for g instead of f. However, the calculations are a great deal more complicated for the 
following reason: The higher-order terms for f are given by
P(f,U) = M4 + < .
(Compare example III. 2. 1.), whereas
P(g,U) « M4 + .
Hence U . g /  P(g, U) has five extra dimensions compared to U . f /  P(f, U) . As a 
consequence the parametrisation of U . g / P(g, U) turns out to be very complicated. 
However, it is possible to check that it eventually results in the same E-recognition 
condidons as for f . 1 Clearly, it is advantageous to choose f and not g as the normal 
form.
•This computation was done using M APLE —  a programme for symbolic computation.
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The example shows that it would be useful to have a criterion which allows to 
distinguish between f and g. The result which will be given below is such a criterion, 
which works in many cases. It is based on the relationship between the groups U and
U.
Let f be a germ in M.x x and g(x, Xj, X2) := f(x, X2> Xj) . We consider the tangent 
space T(f, U). Its relationship with T(f, U) is given by
Hence it is trivial to compute T(f, U) once T(f, Û) is known. It is obvious that the 
expression
is symmetric in the differential operators appearing with respect to exchanging Xj 
with X2 andd/dXj and 9/9X2. Let w e W be the equivalence interchanging Xj and X2 
(See section II. 2.). Then g(x, Xj, X2) = f(x, X2, Xj) = w . f . From proposition II. 3. 9 
we obtain
This means that when T(f, U) is already known, T(g, U) is obtained by exchanging Xj 
with X2 in T(f, U). Again it is then trivial to determine T(g, U) by adding the one­
dimensional space IR • (X2 gj^} .
}
T(g, Û) -  T(w . f, Û) «* w . T(f, Û) . O D
We now state the criterion.
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1.2 Theorem. Let f  be a germ in o f finite codimension. Then the following
statements are equivalent:
A) P (f ,0 ) <=P(f.U) .
B) For all p e  P(f, U)
Xk2^ € T ( f . U )
dXj
for all k e  DJq.
1.3 Remark. Note that statement B) does not involve P(f, U). Hence it can be 
checked once P(f, 0 )  and T(f, U) are known. For this X2k 3kp/dX 1k e  T(f, U) has to 
be checked only for a finite number of integers k and for a finite number of germs p, 
since f  is finitely-determined.
Theorem 1.2 can be used in the following way: Let f and g be defined as above. The 
first step is to calculate T(f, 0 )  and to determine P(f, U) = Itr(; T(f, U) by theorem 
III. 1. 4. This immediately yields P(g, U) by exchanging Xj with X2 in P(f, U), since 
P(g, U) = Itr(j T(g, U) and by equality (1.1). Applying the theorem it is possible to 
check, whether
P(f, 0 )  c  P(f, U) or P(g. 0 )  c  P(g, U) (1.2)
holds. The germ which the corresponding inclusion is satisfied for will then be chosen 
for calculating its U-higher-order terms. For many of the germs appearing in the 
classification theorem in section III. 6 one of the inclusions in (1.2) is satisfied.
1.4 Examples. 1. Consider f = A x  + B x Xj + CX2 and g = Ax -t-B xA ^+C X j
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where A, B, C £ 0 . Then
T(f, U) = M + < X,, X>2 > + IR ^  ^ x ^2» * ^2* ^ ^ ^2’ ^1* ^1 ^2’^ 2 ^  »
P (f,0 ) = m “ + « X j . X ^ 3 + IR | x 2 Xj, xX , X j,xX yX , X2, X ^  ,
In this case T(f, U) = T(f, U) and  it turns out that condition B) o f  theorem 1.2 is 
satisfied. To see this it is only necessary to check
X2 ^ T  e W U )ax,
where p is one of the monomials
2 “X. X. X \  X X^
As a consequence P(f, U) c  P(f, U) . In fact, in this case P(f, U) = P(f, U) .
For g we have
T(g, U) = M + < X,, X2  > +  IR ^  x Xj, x X2 , x X, X ,^ x X,, x X,, X,, X, X2 , ^2 ^  >
P(g, 0 )  = M + <X ,,X 2 >  + IR ^  x X,, x X, X2 , x X,, X, Xj, X, ^  
and it turns out that condition B) is not satisfied. Hence P(g, 0 )  P(g, U) —  in fact, 
P(g,U) =  M4 + iX j .X ^ » 3 .
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2. Consider f = x3 + x + X2 and g = x3 + x ^2 + X j. For these germs neither
P(f, Û) c: P(f, U) nor P(g, Û) c  P(g, U) holds. The codimension o f f is two.
We now give the proof of theorem 1.2. First we state a lemma.
1.5 Lemma. Let f  be a germ in o f finite codimension. Then the following 
statements are equivalent:
A) P(f, Û) <=P(f, U) .
B) There exists a U-intrinsic subspace V o f T(f,U) such that P(f, Û) c  V .
C) For all p e  P(f, Û) U . p c  T(f, U) .
Proof: A) =» B): This is trivial, since P(f, U) is U-intrinsic.
B) =» C): Suppose P(f, Û ) c V c  T(f, U) for a U-intrinsic vector space V. Then
U . V c  V c  T(f, U) ,
which implies C).
Q  =» A): Condition C) implies
p* P(f.Cl)
By proposition III. 1. 9 P(f, Û)u is U-intrinsic. Hence it follows that
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Pif. Û)U c  ItruTif, U) = P(f, U) .
Hencc
P(f, Û) c  P(f, Û)U c  P(f, U) . O
Proof of theorem 1.2: Assume P(f, U) c  P(f, U) holds and let p e P(f, U) . It is 
sufficient to prove condition B) for the case, when p is a polynomial. To see this note 
that since f is finitely-determined T(f, U) can be written as
T(f, 0 ) = M + V ,
where V is a finite-dimensional vector space. Mk is obviously U-intrinsic, hence 
Mk c  P(f, 0 )  .
Therefore we can write
P P + r ,
where r e X and p is a polynomial. It is trivial to show that X, —-  is in M and hence
ax.
X j-^4  € *  c  T(f, U)
d\ 2
for all k e W0 .
Now consider a polynomial p 6 P(f, Û) . By lemma 1.5 U . p c  T(f, U) . In 
particular p(x, Xj + 1X2, Xj) € T(f, U) for all t g IR . Using the Taylor-expansion — 
which terminates — with respect to t at t = 0 we obtain
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k -J
p(x a , + tx 2,x.2) -  p(x ,x ,.x2) » y  i  x i ~  p(x.x,,
i - i  J' 3XJ,
X2) i  (1.3)
for some number k e N0 . Applying this formula for k pairwise distinct values t j , . .  
tjj and using the abbreviations
w. := pix.Xj + t-A.2,X2) ~
Pj * jl 4  j pCx. x 2.
oA.j
for i, j  = 1 , . . k , we obtain the following linear system of equations:
‘1 ‘1 • • • ‘l
*2 *2 • • • £
^  s. k
Since Wj e T(f, U) for i = 1, . . k and the matrix in the system is invertible, it 
follows that
ax',
is in T(f, U) for j = 1 , . . k , which implies B).
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To show the converse first note that it is again sufficient only to consider polynomials 
p e P(f, U) and an equivalence u e U . According to proposition II. 2. 5 we can 
write u = n u , where n e N and u € 0  . We have
u . p = (n Q) . p
= n . (0 . p) .
Since P(f, 0) is U-intrinsic, u . p is in P(f, U). Define p := 0 . p . Then
u.p(x, Xj .Xj) = n.jKx.Xj.Xj)
-  p(x. A., + tXj.Xj)
for some t e IR By (1.2) it follows that p(x, X, + t X2. Xj) 6 T(f, U) and hence 
u . p € T(f, U). D
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CHAPTER V
1. Geometrical description of two-parameter bifurcations
This section contains diagrams depicting the zero-sets and discriminants of the 
normal forms in the classification and their universal unfoldings. The discriminant 
associated to a given germ f e M.x ^ \s the following set
The coordinates in the diagrams are oriented as follows:
Coordinates for the zero-sets 
Fig. 1.1
*2,
*1
Coordinates for the discriminants
Fig. 1.2
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C h ap ter 1
Classification o f  
tw o-p aram eter bifurcations
1  I n t r o d u c t i o n
This chapter contains an extension of the work in part one of this thesis. The 
result is a classification of two-parameter bifurcations in one state variable 
up to codimension 3.
The classification theorem is stated in subsection 2.1. The normal forms 
are obtained by classifying the orbits arising from the action of the group 
of equivalences inductively on degree using Mather’s lemma [Mat70]. The 
necessary determinacy results are then obtained by calculating the unipo- 
tent tangent spaces using results of Melbourne and Gaffney [Mel88], [Gaf86] 
based on work by Bruce, du Plessis and Wall [BdPW87]. A list of miniversal 
unfoldings of the germs in the classification theorem is also given.
Subsection 2.2 contains some examples of germs that have codimension 
greater than 3.
The work contained in part one of this thesis has meanwhile appeared 
in summarised form in [Pet91]. The normal forms given there also arise in 
a completely different context as part of another classification by Arnol’d in 
the paper [Arn76].
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N o ta tio n  in  c h a p te r  1 is th e  s a m e  a s  in  p a r t  o ne .
2  T h e  c l a s s i f i c a t i o n  u p  t o  c o d i m e n s i o n  3
2.1 The  classification theorem
Theorem 2.1.1 L e t  h  G £x\ b e  a  g e r m  s a t i s f y in g  h  = h x  = 0. L e t  t h e  
c o d im e n s io n  o f  h  b e  le s s  th a n  o r  e q u a l  t o  3 . T h e n  h  i s  E - e q u i v a l e n t  t o  o n e  
o f  th e  g e r m s  i n  ta b le  1 .1 . H e r e  e , 6 , d  G { —1,+1} a n d  f i  G R  \  {0} . T h e  
c o e f f ic ie n t  f i  i n  th e  n o r m a l  f o r m  f i x 7 + e x 5 + xA2 + Ai i s  a  m o d a l  p a r a m e te r .
Proof. It will be shown how to derive the normal forms e x 3 +  S x X ^  +  A] 
and e x 3 + xAj + 6 X \  . The other cases can be treated similarly. Also note 
that the germs of the form x2 +  <£( A], A2) have been classified by Izumiya 
up to codimension five in [Izu84].
Throughout the proof fc-jets of germs g  G £ x \  are written as
i k 9  = X ! v iP a?a;  ,
OKp.q.r
where
1 d p+q+rg  , 
apqr ~  d x p d X xqd X 2r (° ’ ° ’0 ) '
Let £ * x  denote the space of fc-jets of germs in £ x \  .
A) Consider germs in £ x \  having non-vanishing 1-jet and satisfying h  =  
h x  =  0 . W ithout loss of generality j l h  = Ai can be assumed. Now consider 
2-jets of germs, whose 1-jets are equivalent to Aj . By applying M ather’s 
lemma [Mat70] one finds three orbits in £ 7X listed below together with their 
corresponding recognition conditions:
1. a 2oo ^  0 : Aj ±  x2
2- «200 = 0, aioi 5^  0 : X \ + xA;
3. «200 = 0» «loi = 0 : Aj
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g e r m c o d im e n s io n
e x 2 +  A! 0
e x 3 +  xA2 +  Ai 0
e x 4 +  x X 2 +  Aj 1
e x 2 +  Aj -  A| 1
e x 2 +  ¿(Aj +  A*) 1
e x 3 +  f> x \2 +  Ai 1
e x 2 +  iAj +  A^ 2
e x 3 +  xAj +  iA | 2
e x 3 +  xA  ^+  Ai 2
£X 5 +  f>x4 +  x2A2 +  Ai 2
e x 2 +  ¿A2 +  \1X \ 3
H i 7 +  ex5 +  xA2 +  Aj 3
ex3 +  h x .X \ +  Ai 3
£X 5 +  ¿x4 +  t i x X \  +  Ai 3
£X6 +  ¿x5 +  x2A2 +  Aj 3
e x 7 +  6 x 4 +  x 2X 2 +  Aj 3
Table 1.1: Normal forms for the germs up to codimension 3
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Consider the last case. The orbits in for germs whose 2-jets are equiva­
lent to Ai are given by
1. 0300 ^ 0, D ^  0 : Ai ± x3 ± x\%
2. 0300 = 0, D ^ 0: Aj + z2A2
3. 0300 i1 0, D = 0 : Ai ± x3
4. 0300 = 0, D = 0 : A] ± zA2
Here
D  :=  603000102 — 2o|0, .
Consider the third case. The orbits *“ ¿ l x  for germs whose 3-jets are equiv­
alent to Aj ±  z3 are
1. a103 /  0 : Ai ± x3 + zA^
2 - aio3 = 0  : Ai ±  z 3
Taking the second case one finds for the orbits in £ * x  of germs whose 4-jets 
are equivalent to Aj ±  z 3 :
1 . O104 ^  0 : Aj ±  z 3 ±  zAj
2 . O]04 = 0  : A] ±  z 3
The second case leads to germs of codimension greater than 3. In the first 
case the germ A] ±  z 3 ±  zAj *s 5-determined and has codimension 3.
B) Consider germs in £ x \  having vanishing 1-jet. Mather’s lemma yields 
the following orbits in
1- o2oo ^  0, A' ji 0 : ± z 2 + Aj — A|, ±z 2 ±  (Aj + A^ )
2- «200 ^  0 . A  or D  ^  0 : ± z 2 ±  A2
3. a2oo ?  0. A  =  0, D  = 0 : ± z 2
4. 0200 = 0, L  ^  0 : zAj ±  A|
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5. a2oo =  0, L = 0 , Oho or flioi ^  0: xAi
6. 0200 =  0, a , 10 =  0 ,a,oi =  0, 2?* ± 0 : ±(A ? +  A j), Af -  X\
7. 0200 = 0 .« n o  =  0,aioi = 0,2?* = 0, 0020 or 0002 ^  0: ±A3
8 . 0200 =  0 , Oh o  =  0 , a io i =  0 , 2?* =  0 ,0020 =  0 ,0002 =  0 : 0
Here
A  := —4«020«200 + a?io >
2? :=  —4ooo2n2oo +  «10 1 ,
K  : =  Oqj j  O20O — «011«1 lOOlOl — 402000020fl002 +  O020O101 +  o f  10«002 •
L  :=  ooo2«?io -  a io i« o iiO n o  +  o j01a 02o ,
D" := Oqu — 4aoo20o20 •
Consider the fotirth case. The orbits in £3A of germs whose 2-jets are equiv­
alent to xAj ±  A| are
1- 0300 ^  0  : ± x 3 +  xAj ±  Aj
2. 0300 = 0,0201 ^  0: xAj ± A| + 1 X^2
3. 0300 = 0 ,0 2 0 1  = 0 : xAj ±  A3
Proceeding further in the second and third case leads to germs of codimen­
sion greater than  3. The germ ± x 3 + xAi ±  A| is 3-determined and has 
codimension 2. □
Corollary 2.1.2 M in iv e r s a l  u n fo ld in g s  o f  th e  g e r m s  i n  t h e o r e m  2 .1 .1  c a n  
be c h o s e n  a s  l i s t e d  i n  ta b le  1 .2 .
Proof. It will be shown how to derive miniversal unfoldings for the germs 
ex7 +  6xA + x 2X2 +  Aj
and
ex5 + 6 x 4 -I- X 3X 2 + Aj .
I l l
g e r m u n f o l d i n g  t e r m s
e x 2 +  Ai -
e x 3 + xA2 + Ai -
e x 4 + xA2 + Aj X 2
e x 2 + A? -  \ \ 1
e x 2 + ¿(Af + A2) 1
ex3 +  ¿xA2 + Ai X
e x 2 + 6 Aj + Aj i , a2
ex3 + xAi + ¿A| 1, A,
e x 3 +  xAj + Ai x , xA2
e x s  + 6 x 4 +  x2A2 + A! x, xA2
e x 2 +  ¿A? + tfAj 1, a2, A2
f i x 7 + e x 5 +  xA2 + A, x 2 , x 3 , x 7
e x 3 + b x X \  + Ai x, xA2, xA2
ex5 + S x 4 + d x X \  +  Ai x , x a, x2A2
e x 6 + 6 x 5 +  x2A2 + Ai x, xAi, xA2
e x 7 +  6 x 4 + x2A2 + Ai x, xA j.x3
Table 1.2: Miniversal unfoldings of the normal forms
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A) Let g  = e x 7 + 6 x 4 + x2A2 + • The germ g  is 7-determined. This implies
M a C T t ( g ) ,
where
T , { g )  =  £,» { e x ’  +  i x ‘  +  + A ,,7 fis +  4«is + 2iA,} +  A { l ,* 2} .
A calculation shows that
T t ( g )  = M * + <  A,,Aa >4 + R { * “A fA j:« € {0 ,2 } }
+ R | z 3A i,i3A2,xAj,xAtA2,zA2,iAi,2a:A2 + 4ix3|  .
Hence the only monomials x°Af Aj not contained in T e ( g )  are x3,xA3, XA2 
and x . Since 2xA2 +  4 ix3 G T e( g ) ,  it follows that codim(<;) = 3 and that 
x, xA3 and x3 can be chosen to yield a miniversal unfolding of g .
B) Let g  = Aj + x 2A2 +  ^ a:4 + £ i5 • The germ g  is 5-determined, which can 
be shown by using the preparation theorem. Since this method is described 
in a much more complicated case in chapter 2 in the proof of lemma 3.5.3 
the details are omitted here.
A calculation shows that
T r ( g )  = M 4 +  M 2 <  A,,A2 > + < A,,A2 > 2 
+ R  jx 2, xA!, 2xA2 + 4ix3, Ai, A2, l}  .
It follows that g  has codimension 2 and that x and XA2 can be chosen as 
unfolding terms. □
R em ark  2.1.3 It is possible to obtain the same result as in the preceding 
proof for £x5 + 6 x 4 + x2A2 + Aj in a different way using a theorem of Mond 
and Montaldi [MM91]. One can check by explicit coordinate changes that g  
is equivalent to
g  =  Ai + + x 4 ■4
One can think of g  as being induced by the mapping 
7 : (Ai ,A2) —► ^ 2, -£A2, Aj^
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into the space (a, 6 , c) of unfolding parameters of a AT-miniversal unfolding 
of x4 given by x4 + ax2 + bx + c . The theorem of Mond and Montaldi states 
that T AV-7 and T t ( g )  have isomorphic normal spaces. Here T AV-7  denotes 
the tangent space of the mapping 7  with respect to AV-equi valence, which 
preserves the discriminant of x4 +  ax2 + bx +c — the swallowtail. Using the 
explicit formula for T K y - ' l  leads to the same result as given above for the 
codimension and unfolding of g  .
2.2 Some add itional in form ation
This subsection contains some examples concerning germs of codimension 
greater than 3.
E xam ple  2.2.1 Consider the family of germs ¿7* := £x*+1 +  XA2 + A1 , where 
k  >  2  and £ € { — 1, +1} . All germs g k  are finitely-determined and
c o d im ^ ) — (2 I)
g k  is k  +  1-determined only for k  = 2 and k  = 3.
The first step to show that 2.1 holds is to obtain the formula
codim((/jt) = dimR  ----- ^ ¡ - — 7- (2 .2 )
by generalising the reasoning used in example 3.6.2 of part one of this thesis. 
To determine £,*+> X*{l,x} define two sets A'o and A'i by
A' 0 := { p k  + q ( k  + 1) : p ,  q  G N0} ,
■^1 : = { p k  + q ( k  + 1 ) + 1 : p, q  G No}
and let X  := AoUX \  . Also let /„, := {n € No : n > m} . The set A' has the 
following property: Suppose A' contains a subset of k  successive integers, 
{m, m + 1 ,.. . ,m  +  ( k  — 1)} say, for some m € No • Then I m  C X  . It 
follows that it is sufficient for 7m C X  to hold that A'o contains the subset 
{m, m + 1 , . . . ,  m  +  ( k  — 2 )} of k  — 1 successive integers.
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Xo = y , <2-3)
»>o
where
A .  =  { p k  +  q(k + 1) : p  +  q  = a; p , q  6  N 0} .
Note that the sets A ,  are pairwise disjoint and that A „  consists of a + 1 
successive integers, since
T h e  se t  Xo  c a n  b e  w r itte n  a s
A ,  = { a k ,  a k  +  1 . , a k  +  a }  .
Hence k -  2 is the smallest value of a such that A ,  consists of k  -  1 successive 
integers. This implies
I { k —2)k C X  ,
showing that
It follows by 2.2 that
codim(jfjt) <  (k -  2)k < oo .
To determine the precise value of codim(j7*) note that by the description of 
A'o given in 2.3, No \  X  is the disjoint union of the sets 
G .  := { (a -  l)(A :+ l)  +  2....... a k  -  1}
for a =  1 , . . . ,  k  — 2  . Therefore
k —2
codim(<;*) = ^ 2  ,
»=i
and since # G ,  =  k  — a -  1 ,  the result is
. (fc-2 )(fc-l)codim(jfe) =  -
It follows from
k — 2
No \  X  =  ( J  G .
that the germs = e x k+ l + x \ 2 +  are k  +  1-determined only for * = 2 
and k  =  3 .
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Example 2.2.2 Let k  > 1 and consider the germs /i* := e x 3 +  ¿xA* + Aj 
for even k  and h k  := e x 3 +  xA* + Ai for odd k , where e  G { — 1,+1} . 
Then codim(Zijt) =  k  — 1 and the terms x ,  x X j ,  ■ ■. ,xA*- 2  yield a miniversal 
unfolding of h k  ,.
Exam ple 2.2.3 Let k  > 2 and consider the germs p* := e x 3 +  xAj + ¿A* 
for even k  and p k  := £x3 + xAi + A* for odd k , where £ G { —1, +1} . Then 
codim(pi) =  k  and the terms l,A j yield a miniversal unfolding of p k  in the 
case k  = 2 and the terms 1, Aj, A2 , . . . ,  Aj;- 2  for k  >  2 .
Example 2.2.4 The germs e x 4 + £xA2 + Aj and £x3 + tfxA2-f A2 + A^  , where 
£,6 G { —1, +1} , both have codimension 4. Miniversal unfoldings are given 
by the terms x2,x 2A|,x,xAi inthe first and by x, xA2, 1 ,Aj in the second 
case.
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C h apter 2
E quivariant bifurcations 
w ith  group action on state  
and p aram eter space
1  I n t r o d u c t i o n
This chapter is devoted to to a generalisation of the singularity theory ap­
proach to equivariant bifurcation theory. In this context one studies the 
equivalence relation of parametrised contact equivalence on a set of map­
pings R" x R* — ► R" , where R" is referred to as the state space and R fc 
as the parameter space. These concepts were introduced by Golubitsky and 
Schaeffer [GS79b, GS79a]. Many cases have been studied, in which the bifur­
cations are equivariant, see e. g. [Mel8 6 ], [Mel8 8 ], [Mel87], [GR87], [GS84], 
[GSS8 8 ], [Ste8 8 ]. The property of equivariance is defined via a  group action 
of a compact Lie group T on the state space. The aim of this chapter is to 
study cases where the group F acts on the parameter space as well. This 
type of group action has been studied in a somewhat different context by 
Janeczko and Roberts [JR91], who use the theory of Lagrangian singularities 
to classify symmetric caustics. (See also [JR] for their work on this topic.) 
The problems treated in this chapter are certain Z2-equivariant and D4-
117
equivariant bifurcations. The first is a  simple example treated to show that 
the general theory outlined in section 2 works. The case of D.|-equivariant 
bifurcations forms the main example and is treated in section 3. The group 
action of D 4 defined there is motivated by a problem in physics having this 
particular symmetry.
2  G e n e r a l  d e f i n i t i o n s  a n d  b a c k g r o u n d
2.1 N otation
The following is a list of notation used in chapter 2. More notation will be 
defined within the text.
Coordinates in the state space R" are denoted by x  := ( x j . . . . ,  i„ )  and 
coordinates in the parameter space R* by A := (A j,. . . ,  A*).
£ Ul....Um denotes the ring of real-valued C°°-function germs in the vari­
ables u i , . . . , u m at (0, . . . ,0 ) .  M Ul....Um denotes the maximal ideal in
£u,...um.
Let T be a compact Lie group acting linearly on R n and let ffompfR") 
denote the set of linear maps R" — ► R" that commute with the action of 
T. Then £ ( r) °  is defined to be the connected component containing the 
identity map of ffomp(R") fl G L ( n ,  R ) .
The identity matrix in GL(n.R) is denoted by /„ . The trivial group is 
denoted by 1 .
The symbol ~  is used to denote T-equivalence. See definition 2.2.4.
2.2 Defin itions and determ inacy theorems
Definition 2.2.1 Let T be a compact Lie group acting on R" x R* by
7 .(*,A)= (7 X,j A),
i. e. r  has one representation on the state space R" and another one on the 
parameter space R k .
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A) A smooth m ap germ g  : Rn x R* — » R" at (0,0) is said to be T- 
e q u iv a r ia n t , if
g ( i x , y \ ) =
for all 7  G T , x G R "  and A € R* .
B) A smooth function germ /  : R " X R* — ► R  at (0,0) is said to be 
r - i n v a r ia n t ,  if
/ ( 7 x, 7 A) =  / (x ,  A) 
for all 7  G T , x € R n and Ag R1 .
R em ark  2.2.2 Let a particular group action of T be fixed. Then the set of 
T-invariant function germs forms a ring denoted by £lA( r ) . The set of T- 
equivariant map germs has the structure of an £xA(r)-module and is denoted 
by £,x  ( r ) .
Definition 2.2.3 Let g  G £ x \  (T ). If g  satisfies
5 (0 , 0 ) = 0 and ( D x g ) (  0,0) = 0, 
it is called a b i f u r c a t i o n  p r o b le m .
Definition 2.2.4 Two bifurcation problems g , h  G £ x \  (T) are said to be 
Y - e q u iv a le n t , if there exist T-equivariant diffeomorphism germs R  and 5 
satisfying the conditions given below such that
h  = S  ■ g  o  R .
R  is a diffeomorphism germ R" x R l  — ► R n x R* at (0,0) of the form 
tf(x ,A ) =  (JV (x ,A ),A (A )),
where X  is a smooth map germ R" x R* — * R" at (0,0) satisfying
and
A'(0,0) = 0 
D x X ( 0 , 0) G £ (H 0;
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a n d  w here A is a  sm o o th  m ap  germ  R* R fc a t  0 satisfy ing
dct(DA(0)) 0 .
S is a diffeomorphism germ R" x Rfc — * G L ( n , R ) at (0,0) satisfying
S(o,o)€£(r)°.
Remark 2.2.5 The property of T-equivariance for 5  can be restated as
S( 7*,7A) =  7 .5(x,A)7- 1 ,
i. e. the action of T on G L ( n ,  R) is defined by 
7.M  = 7 .3 /7 - 1
for all 7  € T and M  € G L ( n ,  R ) . The set of all T-equivariant matrix-valued 
germs R" x R* — ► G i(n ,R ) is denoted by £ r \  (T). The condition of 
T-equivariance for R  can be restated as
A'(7x,7A) = 7.Y(x, A)
A(7 A) = 7 A(A).
Using these statements it is easy to show that the set of all Inequivalences 
forms a group denoted by E , in which multiplication is defined in the stan­
dard way. (Compare [GSS8 8 , Mel8 8 ] or part 1 of this thesis.)
Definition 2.2.8 Let g  £ £ T\  (T). Then
T.r la ) : »  ? . a (T)g +  (D ,g)e , a ( H  +  (£>a s ) ? a ( H
is called the e x t e n d e d  ta n g e n t  sp a c e  of the germ g  . The number 
codimr (tf) := dimR
is said to be the T- c o d im e n s io n  of the germ g  .
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The following is the determinacy result for Inequivalence due to Da­
mon [Dam84].
Theorem 2.2.7 Let g  E £z\ (r ) . Then g  is  fin itely-d eterm in ed  with r e ­
sp ect to  T -equivalen ce i f  and only ifT x (g )  has fin ite cod im ension  in £z\ (T ). 
Proof. This follows by slightly modifying Damon’s result to account for the 
action of T on the parameter space R fc . (Compare theorem 10.2 in [Dam84].) 
□
Definition 2.2.8 Let (5, R )  = (5, A', A) be a T-equivalence as defined in 
definition 2.2.4. The subgroup V  consisting of all T -equivalences satisfying 
the additional conditions
5(0,0) = /„
D ,X (0 , 0 ) = /„
0 aA(O) = /*
is called the subgroup o f  unipotent T-equivalences.
Definition 2.2.9 Let g  E £zx (T ). Then
» r r ( j ,  u ) :=  M e .x  ( r ) «  +  (d ,9)(m I  +  M x )c ,x  (r>
is called the res tr ic ted  unipotent T -tangen t space of the germ g  and
7-r (9 , V )  := X T r ( g ,  t r ) + ( D x g ) M l e x ( r )
is called the unipoten t T -tangent space of the germ g  .
Remark 2.2.10 The unipotent T-tangent space Tr (g ,U ) corresponds to 
the group U of unipotent T-equivalences. It has finite codimension if and 
only if Tg ( g )  has.
Definition 2.2.11 Let g  E £ x \  (T ). The following £,*(T)-submodule Df
e , x  (r>
p ( 9 )  =  {p £  £ t \  (T) : h +p  ~  g  for all h G £ x \  (T) satisfying/» ~  g } 
is called the module o f  higher-order term s of the germ g  .
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D efinition 2.2.12 Let E be the group of T-equivalences and let V be a 
vector subspace of £ x \  (T ).
A) V is said to be in trin sic, if it is invariant under the action of E , i. e. if 
E.V = V.
B) The vector space
ItrV := p| e.V
e€E
is called the in trin sic part of V .
The following theorem due to Gaffney [Gaf8 6 ] based on work by Bruce, du 
Plessis and Wall [BdPW87] is a determinacy result for T-equivalence.
Theorem 2.2.13 Let g  € £r\ (T) be a g e rm  o f  fin ite  cod im ension . Then
/> (p)D ltr(rr (s,C)) .
Proof. The proof of this result is analogous to the one given in [Gaf86 ] in 
the case of ordinary Inequivalence. □
2.3 A n  example w ith  Z2-sym m etry
In this subsection a simple example for the general theory outlined above is 
considered. Let a group action of T = Z2 be defined by
— !.(*, A) := (—x, —A ).
It is easy to check (see also [GSS8 8 ]) that tti := x2 , u2 := xA and U3 := A2 
are generators of £ x a(Z2) and that they satisfy the relation
« i « 3  -  « 2 =  0 .
Similarly one finds that £  x \  (Z2) is generated by x and A over £xa(Z2) and 
£ x \  (Z2) = £ta(Z2) . Hence the extended Z2-tangent space is
7 ?> U ) = eu: UJUJ { g , x g r , \ g x } +  £Ui {A«7A} . (3.1)
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The extended tangent space in the corresponding case without symmetry 
(i. e. r  = 1), which is studied in [GS84, Key86] is
T } ( g )  =  £ r \  {g , g T} + £ \  {firx} •
Since
T ? ’ ( g ) = T } ( g ) n  e , x  (r),
it follows that any Z2-equivariant bifurcation problem g ,  which is finitely- 
determined with respect to 1-equivalence, is finitely-determined with respect 
to Zj-equivalencc as well.
Example 2.3.1 Let g  =  e x 3  — A, where e  € { —1,+1} . This is called a 
hysteresis bifurcation in [GS84]. Calculating T j ‘, ( g )  yields
by e x 3  -  A +  a x  .
I t  is easy to check that g  =  e x 3  -  A is the bifurcation of least possible 
Z2-codimension and hence can be regarded as the generic Z2-equivariant bi­
furcation: Consider first a bifurcation h  6 £ x \  (Z2 ) having a non-vanishing 
1-jet. It follows by Mather’s lemma that h  is in either of the two orbits in 
the space of 1-jets represented by A and A — e x 3 . Continuing this reasoning 
one finds a family of Z2-equivariant germs
T ? ' ( g )  = £UlUlU,{ f * 3 -A ,3 f* 3,3ff*JA} + £u,{-A }
= ^UlU2U,{ i3.A,a:2A}.
It follows that
This implies that codimZj((7) = 1 and a »universal unfolding of g  is given
g m  = f i 2m+1 -  A for m > 1 ,
where
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so th at codimZ,(<7m) =  m . This result corresponds to the family g„, = 
e x k + 6 A (where 6  € { — 1, +1})* in the unsymmetric case. (Compare [GS84].) 
The complement of T j* * (g m ) in £  x \  ( Z 2 ) can — as one would expect — be 
obtained by removing all the terms x 1 for even / from the complement of 
T } ( g m  ) in £  rX (1) = £ x \  • These are precisely those terms which are not 
Z2-equivariant. Now consider a bifurcation h  G £  x \  (Z2 ) with vanishing 
1-jet. It follows by formula 3.1 that codimz ,(h) > 2.
3  E ) 4 - s y m m e t r y
3.1 Introduction
In this section the following action of D 4 on R 2 x R 2 generated by 
*•(*!«X2,Ai ,A2) := (*1, -xa,Ai,A3)
and
/i.(ii,r2»Ai,A2) := ( * 2, * i , A j , -A 2)
will be studied. This is motivated by a problem in mechanics. Consider a 
thin square plate and two pairs of forces F i and acting on it horizontally 
and vertically as shown in figure 1.1. Constructing a mathematical model for 
this situation leads to a description where two coordinates 1 1 ,1 2  represent 
different buckling modes and two parameters F \ , F2 give the values of the 
forces. To study physically interesting phenomena like buckling of the plate 
one can try  to exploit the fact that the model has a certain symmetry: The 
physical situation does not change under the transformations
(*i,*2,F |,Fa) —♦ (x i,-r2 -F i,F 2)
and
( x l , x 2 , F u F 2 ) — ► (za ,* i,F 2,F i)
'T h e  sign  6 docs not a ppea r in [GS84], since there  th e  condition  A *(0) >  0 is used in 
th e  de fin itio n  of equivalence.
124
Figure 1.1: Forces acting on a  square plate
These two transformations generate a D^action. Introducing the new vari­
ables Aj := F \  + F j  and A2 := F t — F j  this action appears in the form given 
above.
The following is an outline of the material contained in this section, from 
now on r  will always refer to the particular action of D 4 just described. The 
subsections 3.2 and 3.3 give results which explicitly describe the ring £xA(r) 
of T-invariant function germs, the module £ x \  (T) of r-equivariant map 
germs and the module £ x \  (T) of r-equi variant matrix-valued germs. For 
the latter two sets of generators are found, which generate these modules
freely over a ring £ Ul... u< , where « i , . . . , « 4  are certain T-invariant germs.
Using these results the tangent spaces T ^ ( g )  and T r ( g , U ) are determined 
in terms of the invariants and equivariants in subsection 3.4. This is the 
most convenient way of doing calculations involving T [ ( g ) and T r ( g ,  U ) . 
Subsection 3.5 contains the main result, namely a normal form for generic
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D.|-equivariant bifurcations, it is obtained by using theorem 2 .2 .1 1  to de­
termine the module of higher-order terms for the normal form, to this end 
it is necessary to work out T r ( g , U )  explicitly, this proves to be rather 
complicated and involves using the Mather-Malgrange preparation theorem 
(see [Mar82] and also part one). The next step is to show that T r ( g ,  U )  
is intrinsic in the sense of definition 2.2.12. Finally the normal form is ob­
tained by a scaling transformation. The last subsection contains bifurcation 
diagrams for the normal form.
3.2 Invariants
Let T denote the action of D.| on R 2 X R 2 generated by 
/t.(xi,x2, Aj, A2) := (xj, -x2, A,,A2)
and
/i.(x , , x2,A ,,A2) := (xa,x , ,A i,—Aj).
Let N , 6 , A , u i  denote the following expressions
N
6
A
«4
Also let u := («1, . . . ,  u5).
P roposition  3.2.1 T h e  r i n g  Î j-aIT) o f  s m o o th  T- i n v a r ia n t  f u n c t i o n s  c a n  be 
w r i t t e n  a s  £ u , w h e r e  ui = N ,  u2 = A, u3 = Aj, «4 = A2, «5 = 6 A2 .
Proof. By a theorem of Schwarz [Sch75] it is sufficient to show that every 
T-invariant polynomial can be written as a polynomial in u.
Let /  be a polynomial in R[x i ,x2, Aj, A2]. Assume that /  is T-invariant. 
This is equivalent to the following two conditions:
/(x , ,x2,A.,A2) = / ( x j , - x 2, A|,Aa) (2.1)
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Ai.Aa) = /(* 2,*.,A„-A2). (2.2)
It follows from (2.1) that /  is an even function of x j .  Hence there exists a 
polynomial J  £  R [x i , x ^ ,  Ai, A2] such that
/  = 7(«it«a*Ai,Aa).
Using this and (2.2) it follows that
7(*1 , A,, >j) =  7 (* .. (2.3)
The right hand side of this equation is an even function of * 1, hence the left 
hand side is as well. Therefore there exists a polynomial/ such that
7 = / ( x? ,x£'Ai ,A a)
and
and therefore
/< *„ *a, A„ A.) = /<*?,
The result of the action of /i on (xf,ar|, Aj, A2 ) is (x^,xf, Ai, — A2 ) . Equiva­
lently the result of its  action on I N , 6 , Aj, A2 ) is (N , - 6 , Aj, —A2 ) . It is easy 
to see that the invariants for the Z2-action on R2 defined by
- l . ( x .y ) : = ( - x , - y )
are x 2, x y  and y 2 . Hence the invariants in the case above are N , Aj and 
6 2 = A, ¿A2 and A |. It follows that /  can be written as a polynomial in 
«1, . . . ,  Uj. which proves the result. □
R em ark  3.2.2 The invariants m , . . . ,u 5 satisfy one relation, namely 
«5 = ” 2“4 •
Otherwise there are no relations.
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3 .3  E q u iv a r ia n ts
Proposition  3.3.1 £ x \  (T) i s  g e n e r a te d  b y
a s  a n  £ z \ ( T ) - m o d u l e .
Proof. By a theorem of Poenaru [Poe76] it is sufficient to show that
(::)■ <U) -  *•(■;)
generate P  (T) — the P(T)-module of T-equivariant polynomials. Let /  G 
P  ( f ) . /  can be witten as
(  / i (* .,**, A,, A2) \
\ i,x2i Aj, A2) /
where f u  / 2 G R [x ,,x2, Ai, A2] .
Since /  is T-equivariant, /  commutes with k . This is equivalent to
/i(*i» ~ X 2 ,  Ai, A2) = /i(*i,*2» Ai, —A2) 
/a(*i» -* a , Ai, A2) = —/a(*i»*a» Aj, A2) .
It follows that f i  is an even and / 2 an odd function of x2. Hence there exist 
polynomials ~f\ and 7 i  such that
/ , ( x,,X 2,A ,,A 2) =  7iT(*i.x |, A», A2)
/ 2(x i ,X2,A i ,A2) =  A ,,A 2).
Using the fact that /  commutes with /i as well a  similar argument shows 
that
/ ( x i, x2,A|, A2) /  x i /i (x f ,x |,A i,  A2) \  
\  xa/a(*ft«a.A i, Aa) /
(3.1)
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for some polynomials f \  and / 2 . Define a  := x j  and 0  := x \  and consider 
the mapping /  given by
/(o,/3,Ai,A2)
/  / . ( « , /? ,A |,A a) \  
l  /,(« ,/* , A., *a) )  ’
The condition \ i . f  = f f i  can be restated as
M 0 ,a ,  A ,,-A a) =  /,(«./?, A,,Aa) 
/»(/?,o, A ],-A j)  =  fi (a ,0 ,  At, A2) .
(3.2)
(3.3)
Defining
:= j i / 1 + A)
and
92 ■■= \ u 2 -  h )
the last two equations are equivalent to g t f i  = g t and <72/i =  —g i . Since k 
acts trivially on (a,/?, Aj, A2) the first condition means that g \  is T-invariant. 
The second condition implies that
92 =  92) (<* -  0 )  +  922*2  ,
which can be seen by considering the Z2-action mentioned in the proof of 
proposition (3.2.1). Returning to (3.1) resubstituting yields
/i(* i.* 2 . Aj ,A2) =  g i  ^  J  ^ — g u é  ^  ^ ^ + 9 2 2 * 2  ^  ’
which proves the result. □
P roposition  3.3.2 £ x \  (T) i s  g e n e r a te d  b y
/ I O W A ,  0  W  6 0 \
V o  1 )  ' \  0 -A 2 )  ' V o - 6  )  '
{  0
*1*2 \ (  ° * i *2A2 \ a n d (  °
* 1*26  \
\  *1*2 o / ' V -X,X2A2 o ) V - x i X t S 0 )
a s  a n  £ X\ ( T ) - m o d u l e .
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P roof. This proof is very similar to the one of proposition 3.3.1. For this 
reason some of the details are omitted. Let 5  € £ x \  (T ). This is equivalent 
to the two conditions
S ( k.(x, , x2,Ai ,A2)) = k.5 (x, , x2, Alt A2)k 1
S (/i.(x ,,x 2,Ai,A2)) =  /i.5 (x i, x2, A|, A2)/i 1 .
As before we can assume that the components of 5  are polynomials. Using 
the definitions for k and /i it can be shown that there exist polynomials ¿¡j 
(1 < i , j  < 2) such that
5 (xj, x2) Ai , A2)
The following polynomial mappings ( n
( ¿ll(*?.*2»Ai,A2) XiX2Si2(Xj, x2, A,, A2) \ xix2âi2(x|, xj. Ai, — A2) ¿ n ( i2,xf, Ai , —A2) )
(3.4)
5i(o,y3,A|,A2) = (  )
Sa(o ,/J,A „A 2) = f  )
both satisfy conditions (3.2) and (3.3) in the proof of proposition 3.2.1. The 
reasoning there shows that the diagonal elements of the matrix in (3.4) are 
of the types
• C M - t M - ' )  - (:)•
where a , b ,  c  € £j-a(F) . The last case occurs, when 5j = 0 .
In the same way it follows that the off-diagonal elements in 3.4 are of 
the types
) ■•( )-(:)■
where e , f , g £  £ rA (r). The result follows. □
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Proposition 3.3.3 A )  £a(T) = £ \ lU,  > w h e r e  u4 = A^. 
B )  £ x (T) i s  f r e e l y  g e n e r a te d  b y
(i) and U)
a s  a n  £ \ ( T ) - m o d u l e .
Proof. A) Tliis follows immediately from proposition 3.2.1. 
B) Let
/  A,(A„Aa) \
\  Aa(Ai,Aa) /
t to /i.A = An , i. e.
/ A,(A,,Aj) \  / A ,(A , , -A a) \
V, -Aa(Ai,Aa) / \ A2(Ai,-A2) )
be T-equivariant. This is equivalen f /i
Hence Ai is an even and A2 an odd function of A2, which implies that
generate £ \  (T) over £a(T). It is straightforward to check that 
these generators are free. □
Unlike as for £ \  (T) the sets of generators given for £ z \  (T) and £ x \  (T) 
are not free. This is due to the fact that the T- invariants u i , . . . ,  u$ satisfy 
a relation. ( See remark 3.2.2.) However, for the tangent space calculations 
in subsection 3.4 it will be advantageous to work with free modules. To this 
end we show th at both £ x \  (T) and £ z \  (T) can be written as free modules 
over £ Ul... u, by increasing the number of generators.
P roposition 3.3.4 £ x \  (T) i s  f r e e l y  g e n e r a te d  b y  
a s  a n  £ Ut... u< - m o d u le .
0 )
131
Proof. Let g €  £ , \  (T ) .  By p roposition  3 .3 .1  g can  b e  w r i t te n  as
where p , q , r  € £XA(r) = £ Ul... «,,. Since u \  = «2*1«, there exist germs
Pi.9i»r« € £ u i.... (« = 1,2) such that
p  =  P i +  S X 3p 2 , 
q  =  q i +  6 X 2q 2 , 
r  = ri + 6 X 2 r 2 ,
) •
* (  - ) =  q i*  (  1 j +  &Q2 X 2 ( ** )\  ~ z 2  J \  ~ * 2  )  V ~ * 2  J
r J  -  ) = r iA2 [ * ) + u 4 r 2S (
V -* *  / V ~ * 2  J  \ - X 2 J
It follows that
X ' ) ,A 2 (  ** ) , i A a (
1 1  )\  * 2  /  V ~ z 2 J  \  - * 2  J  V z 2  /
generate £ r \  (T) as an £ Ut ....„«-module.
Now suppose
where a, 6, c, d  € £ Ux....u<. This is equivalent to two equations:
o + M + CA2 + df> X2 = 0 
a  — b6  — c X 2 +  dSX2 =
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0.
(3.5)
(3.6)
A d d in g  th o se  y ields
2 a  + 2 d fiX j  — 0 ,
which is equivalent to
a  ~  —¿Ajrf.
a is an even function of A2. This implies d  = 0 and hence a  = 0. Similarly, 
subtracting (3.6) from (3.5) yields
2M +  2cA2 =  0 ,
which implies c = 0 and 6 = 0. Hence the four mappings given above are 
free generators of £ xX (T) over S u , ....U4. □
P roposition  3.3.5 £ xX (T) i t  f r e e l y  g e n e r a te d  b y
( 1  0 )  ( * * 0 'l 1
f  6 0 \
l  0 1 )  ' \  0 - A 2 J  ’ 1<0 - b  )  '
(  0  * ' * ■ )  (
0 * i *2A2 n) (  0 x xx 2b \
V * l* a 0 J  \ - * , * 2.\2 » >1 V -* 1 * 2 <  0 J
a s  a n  £ Ul _
( 0* 1*2 )
- m o d u le .
P roof. Let S i , . . . ,  S& be the matrices listed in proposition 3.3.2 and let
• "■(; ;)
Let F  £ U t... i-4{5i , . .  .,5*} . To show that F  -  £ xX  (T ), it is sufficient
to check that fiX  ? Sj G F  fo r  j  = 1 ,.. . ,6 .  This condition is shown to hold
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b y  tlic  follow ing ca lcu la tions:
6XjSi = S j, 
*X2 S2 = U4S3 , 
fX2 S3 = AS‘2 , 
SX2S4 = 5», 
6X2 Si = u4Se, 
6X2 56 = A 5 s .
Now suppose
where <ij € £ u, ....u, for 1 — This condition is equivalent to four
equations involving a i , . . . , a a . It is easy to check that these equations con­
sist of two pairs each of which can be treated analogously to the proof of 
proposition 3.3.4. In this way it follows that a, = 0 for t = 1 ,.. . , 8  and 
hence 5 1....... 58 are free generators of £  x \  (T) over £ Ut.... U4 . □
3.4 Tangent spaces for the D.(-action
To be able to conveniently calculate with T-equi variant germs, we use in­
variant notation. Compare [GSS8 8 , GR87] . From now on the abbreviation 
H  : =  (tii....... u 4 ) is used.
Definition 3.4.1 A) Let p , q , r , s €  £ n . Then
B) Let 7, be ideals in ¿"57 for i = 1 , . . . , 4 .  Then we define the following 
submodule of £  xX (T ):
[ / i , / a ,/3, / 4] := 7i[l,0,0,0] + 72[0 ,1,0,0] +  73 [0,0 , 1 ,0 ] +  7,(0,0 , 0 , 1].
R em ark  3.4.2 By proposition 3.3.4 each germ g  € £ x \  (T) can be written 
uniquely as g  = [p.g.r.a] for some p , q , r , s  G £z . In other words £ xX (T) 
can be identified with £ n  ® £ v  ® £ n  © £ n .
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The remainder of this subsection is devoted to formulae for the various 
tangent spaces.
P ro p o sitio n  3.4.3 L e t  g  = [p, q ,  r ,  s ] , w h e re  p , q , r , s  £  S n  . T h e n  
T r ( 9 )  =  € u { g \ , - ■ • .0 1 2 }  +  £ \ | u, { ? I3 .0 1 4 }  .
w h e r e
9\ =  b» 9 . r «a] .
92 =  [ti4r , u 4s , p , 9 ] ,
93 = [ A q . p .  A s ,  r],
9 4  = [ N p -  A q , p -  N q , - N r  +  A s , - r +  N s ] ,
9 s  =  [ A p  — N A q , N p  -  A q , N A s  -  A r , A s  -  N r ] ,
9a — [—N u 4 r  +  A u4S ,—ti4r + N u 4 S ,N p — A q , p — N q],
37 =  [A m4s, w^r, A tj .p ] ,
9 8 = [ ~ A u 4 r  +  N A u 4 s , - N i i 4 r  +  A u 4 s , A p - N A q , N p - A q ] ,  
go  =  [ 2 N p N  +  4 A p & + p , 2 N q N  +  4 A q &  +  3 q , 2 N r N  +  4 A r &  +  r ,
2 N s n  +  4  A s &  + 3s],
9 10 = ( -2 A p s  ~  4 N A p ±  + A q ,  - 2 A q N  -  4 N  A q &  -  2 N q  +  p ,
“ 2A r N  -  4 N A r &  + A s , - 2 A s N -  4 N A s a  -  2 N s  +  r ] ,
9 u  = ( — 2AU4SN — 4 N  A u ^ s ^  — 2 N  U4S +  t i^ r ,  — 2 i<4Ç/v — 4N\i4q& +  U4S,
- 2 A q\ -  4 NAq& -  2 qN  +  p , -2p/v -  4 Np&  +  q],
9\2 = [2ArA«4(pAf + s/v) + 4A2ti4(pA + sA) + 3Au4s,
2 N  u 4 r s  + 4Au4rA + u 4 r , 2 N A q ^  +  4 A 2 q& +  3 A q , p ] ,
9  n  =  bA|.9A,.rA|,s A|],
9m = [2 ti4pU4, 2«49u4.2 u 4 r Ui + r, 2 «4S„4 + s ] .
P ro o f. By definition 2.2.6
TAg) = ? , a (rjp + (D,g)e,x  (r> +  (D xg)e* (d .
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The generators g \ , . . . ,  g s  are obtained by proposition 3.3.5. We have 
9> = 5,[p,ç,r,a]
for » =  1 , . . . ,8 ,  where 5, are the generators of £ x \  (T) from proposi­
tion 3.3.5. Table 4.1 displays a list of all the products 5, j/j (* = 1 , . . . ,  8 , j  =  
1 , . . . ,  4 ), where y j  are the generators of £ z \  (T) from proposition 3.3.4. The
! 2/1 2/2 y3 y 4
S i [1,0,0,0) [0,1,0,0] [0,0,1,0] [0 , 0 , 0 , 1]
S 2 [0,0,1,0] [0,0,0,1] [u4, 0,0,0] [0, u4,0,0]
s3 [0,1,0,0) [A,0,0,0] [0,0,0,1] [0,0, A, 0]
S< j|JV, 1,0,0] -|[A ,JV ,0 ,0] -j[0 ,0 ,JV , 1] £[0,0, A,Ar]
5s }(a , at, o, o] -JpVA.A.O.O) -  5(0,0, A , at) £[0,0, JVA, A]
56 J[0,0, N ,  1] -£ [0 ,0 , A, AT] — £[JVu4,t/4,0,0] j[A u4,iVu4,0 ,0]
57 [0,0,0,1] [0,0, A, 0] [0, u4, 0,0] [Au4, 0,0,0]
5s ±[0,0, A, JV] -ifO .O .A ^ A ] — |[A u4, N 114, 0,0] i[A'Ai/,|, Au4, 0,0]
Table 4.1: The products S , y }
expressions for g \ , . . . , g 8 follow immediately from table 4.1. (Table 4.1 will 
be used again in the proof of lemma 3.5.7.)
The generators <79. • • • .<712 arise from ( D x g ) £ x \  (T ) . They are obtained 
as follows. We have
9 j  = ( D x g ) y j
for j  =  1 , . . .  ,4 . Note that
- 4 ' ( : : ) )W ?<( - J ) +d- H  "J)
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(4.1)+D- h  (:;))•
The formulae for <79, - ■ ■, <712 now follow by calculating all the products of 
the four terms in (4.1) and y i , . . . ,  . One sample calculation will be given
for
Firstly, we have
/  Oq dq \
V & n’ d x i )  =  ( 2 x ' q N  q N  + 4  X2Sq A ) .
D* ^  ^ ^  -  6 (  _2 ^ (2 liIN ~ 4xi6q^,2x2qN + 4x26q^)
4 U))+ qDx
(2ar2qN  -  4 x i f> q ± ,2 x 2 qN  + 4x 2fiq& )
- 3 - . )
This yields
= * ( ; ; ) ( - 2 , , - 4,V,a | i A, 
/  * ,(i-2JV ) \
2 V ^(¿ + 2JV) j+ 9^2 ^
=  (0,0, - 2 A q N  -  4 N A q &  -  2 q N ,  q] .
The calculations for the generators g l3  and g u  arising from ( D \ g ) S \  (T) 
are considerably easier and are therefore omitted. □
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Proposition  3.4.4 L e t  g  =  [p, q ,  r ,  s], w h e r e  p ,  q ,  r, s  G S u  a n d  le t  g x, . . .  , g X4 
b e  a s  i n  p r o p o s i t i o n  3 .4 .3 .  T h e n
T ( g , U )  =  € v { N g x, A p,, Aisi, u 4g x, g 2, g 3 , g 4, g s , g 6 , g 7, g8 , N  g 9 , A g 9 , A,</9, 
«4fl9,5lO>5ll»î7l2}
+ £\,u« {*1013, «4ÿl3, -*1014, «4014} •
Proof. The result follows in the same way as for T e ( g )  — the only difference 
being the use of the conditions for unipotent D^-equivalences. (Compare 
definition 2.2.9.) □
Proposition  3.4.5 L e t  g  = [p, q , r ,  a], w h e r e  p ,  q , r , s £  £„  a n d  l e t  g x , . . . ,  g l4  
be a s  i n  p r o p o s i t i o n  3 -4 -3 . T h e n
T c ( g )  = T ( g , U ) + R{<7i , 0 9 ,0 1 3*^1013, 014} •
Proof. This follows immediately from propositions 3.4.3 and 3.4.4. □
3.5 The generic normal form
Theorem  3.5.1 L e t  g  =  [f0A| 4 aJV,*i, 1,0], w h e r e  c0,fi G {-1,4-1} a n d  
a  ^  0, ( \  . T h e n  g  h a s  D 4 - c o d im e n s io n  1. A l l  b i f u r c a t io n s  h  =  [/>, q ,  r, s ], 
w h ic h  s a t i s f y  p  =  0 ,q  ^  0 , p n  /  0 , p/v -  9  ^  0 , p \ ,  /  0 a n d  r  ^  0 a r c  
e q u iv a le n t  t o  g , w i th  th e  c o e f f i c i e n t s  e0 , <1 a n d  a  s a t i s f y i n g  th e  c o n d i t i o n s  
Co = sgpA, , Ci = sgq a n d  a  =  P n / \ q \ ■ B i f u r c a t i o n s  w h ic h  d o  n o t  s a t i s f y  a l l  
n o n - d e g e n e r a c y  c o n d i t i o n s  a r e  o f  h ig h e r  c o d i m e n s i o n  th a n  g  .
The proof of theorem 3.5.1 will be given at the end of this subsection.
R em ark  3.5.2 The theorem can be interpreted in the following way: The 
parameter a  which satisfies a  = pjv/lîl can be regarded as a modulus. In 
the proof of theorem 3.5.1 it will be shown that
T A g )  = [< JV2,JVA,,A?,A,u4
4- R  {o[JV, 0,0,0] 4- c, [0,1,0,0], [1,0,0,0], [A,, 0,0,0], [0,0,1,0]} .
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Here A4 denotes the maximal ideal in S ji . Hence [IV, 0,0,0] can be chosen 
as an unfolding term since
re(p) + R[jv, o,o,o]= s,x (r>.
For this reason it is justified to regard the normal form g  = [fo^i + a N ,  , 1,0] 
as the generic D4-equivariant bifurcation.
Lem m a S.5.S L e t  g  = [Aj + a N , ( 3 , 1,0], w h e r e  a , / 3  ^  0 a n d  a  ^  (3 . T h e n
T ( g , V )  =  [< JV2,iVA,,A;,A,u4 .
Proof. Applying proposition 3.4.4 with p  =  Aj + a N , q  = /?, r  = l ,s  = 0 
yields the following for the generators of T ( g , U ) :
N g i = [ATA, + oiV2,/JJV,JV,01,
& 9 i = [AA, + a N A ,  0 A ,  A, 0J,
^ i 9 i = [a; +  ojva, , / ja , , a, , o],
«4ffl = [A|U, + a N w,, 0 u , ,  h,,0] ,
92 = [w.,0, A, +  oJV,/3],
93 = l/JA.A, +  o A .0 ,1 ] ,
94 = [ATA, + a N 1 -  0 A ,  A, + (o -  0 ) N , - N ,  -1 ] ,
9 s = [AA, +  ( a  -  0 ) N A , N X ,  + a N 2  -  0 A ,  - A , -AT),
96 = [-A n ,,  N X ,  + a N 1 -  0 A ,  A, + (o -  0 ) N ) ,
97 = [0,1I..AA.A,
98 = [-A n ,, -AT»,, AA, + (« -  0 ) N A ,  N X ,  + a N 1 -  0 A ) ,
N g 9 = [JVA, +  3aJV,JV,0],
Affg = (AA, + 3aiVA.3/?A. A .0].
•^ 1*79 = [Af + 3aiVA,, 3/?A,, A,,0],
«409 = [A,ti, +  3n A' ii,, 3/in,, fi,, 0],
9 10 = [(-2 o  +  0 ) A ,  A, +  (a  -  20 ) N ,  0,1],
9 i \ = («,. 0, A, +  (a  -  20 ) N ,  - 2 a  +  0 ],
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[2a7VAu4, t<4,3/?A, A, +  a  AT],012 =
and
A?fli3 = (A?, 0,0,0],
«4013 = [«4 ,0 ,0 ,0],
A,Pm = [0 , 0 , A,,0 ],
«•1014 = [0,0, «4,0].
The proof is divided into three steps.
S tep  1: C a lc u la t io n  o f  th e  m o d u le
________ £u________
R T ( g , U ) +  < A] , «4 > C a
It will be shown that
________ £u________
R T ( g , U ) +  < A], «4 > £ jj
is generated by [JV,0 , 0 ,0 ],[1 ,0 ,0 ,0 ],[0 , 1 , 0 ,0 ] and [0 , 0 , 1 , 0 ] as a vector space
over R  provided a , ^  0 and a  ^  (3. To this end consider the module
M : = £ N A { h t .......h u },
where
A, = [ a N 7 , 0 N , N , O ] ,  
h 3 = [oJVA,0A.A,O], 
h 3 = [0 , 0 , o N , 0 ] , 
h 4 = [/3A,aJV,0,l],
/>s =  [ a N 3 -  U A , ( a -  0 ) N , - N , - 1 ) ,  
h e  =  [ ( a -  0 ) N A , a N 3 -  0 A , - A , - N ] ,  
h 7 = [O.O.aAT2 -  l l A , ( a  -  0 ) N ) ,
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ht
8 = [0,0,0 A, a AT],
9 = [0,0, (o — 0)NA, aN 2 — 0A], 
h l0 = [3aN 2,3 0 N , N ,0 ] ,
/in = [3aATA,30A,A,O], 
hi2 = [(—2q + 0)A, (a — 20)N, 0,1], 
/>I3 = (0,0, (a — 20)N, —2a + 0 ], 
hu  = [O,O,30A,aJV].
The generators /i, are obtained from the generators of R T ( g , U )  working 
modulo < Ai,u* > S n ■ A straightforward — if cumbersome — calculation 
shows that
M = [< N 2, A  M n & ,-M/vA,£yva] , 
if c t , 0  0 and a  j t  0 .  (Here the subscript N  A  indicates that all ideals 
are to be taken in the ring £ n & )• The conditions for o  and 0  arise in the 
following way: The calculation yields the terms
a 2 N 2 -  0 2 A
2a(0 -  a ) N 2 
a N 2 - aA
o2(2o -  0)N 2 + (-2 a  + 0)02A
generating the first component of M .  The matrix
' a 2 02 '
2 a(0 - a )  0
a —a
k o 2(2a — 0) (-2a + 0)02 J
defined by the coefficients of these terms has rank 2, if a, 0  ^  0 and a, 0 . 
This implies the result for M .
It follows that
________ ¿J7________
R T ( g , U ) +  <  Ai,u* > £ ü
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is generated by [AT, 0,0,0],[1,0,0,0],[0,1,0,0] and [0,0,1,0] as a vector space 
over R , if n j i  /  0 and a  ^  /?.
S tep  2 :  L e t  R  := [< AT2, ATA,, A}, A ,u4 > , M ,  M , £ ) . T h e n  R / T ( g , U )  
i s  g e n e r a t e d  b y  [ATAi,0,0,0], [Afu4,0,0,0],[0, Aj,0,0] a n d  [0, «4,0,0] as an 
£X,Ui -  m o d u le .
By the preparation theorem it follows from the result of step 1 that
€u
R T ( g , V )
is generated by [AT,0,0,0],[1,0,0,0],[0,1,0,0] and [0,0,1,0] as an £ \,„4- 
module. Now suppose <p e  R . <t> can be represented as
<t> = f a [ N , 0,0,0] +  0 j [ l ,0,0,0] + ^ [O ,1,0,0] + </>4[0,0,1,0] +  f i ,
where f a  6  £ X, U,  (*’ = 1 ,.. . ,4 )  and f t  € R T ( g , U ) .  Since R T ( g , U )  C R  — 
compare the list of generators for R T ( g ,  U )  — this implies
f a  [AT, 0,0,0] + <fo[l, 0,0,0] +  <fcj[0,1,0,0] +  <*>4[0,0,1,0] G R  .
This, in turn, implies f a ,  f a , f a  G A4a,u4 and f a  G £a,u4{A2, u4} . Therefore 
R / R T ( g , U )  is generated as an £ \ lU<-module by
[ATA,, 0,0,0], [JV«4, 0,0,0], [A?, 0,0,0], [u4, 0,0,0],
[0, A,, 0,0], [0, u4, 0,0], [0,0, A,, 0], [0,0, u4, 0].
Recalling that
T ( g ,  V )  =  R T ( g ,  U )  +  {[A?, 0,0,0], («,,0,0,0], (0,0, A,. 0], ( 0 , 0 , 0 ] }
yields the result.
S tep  5: T ( g , U )  = R .
It remains to show that R  C T ( g ,  U ) . The elements of R T ( g , U )  give rise 
to relations between the generators of the CXi -module R / T ( g ,  U ) .  In order 
to express these relations more conveniently some redundant generators are 
added yielding the following list:
[AT2, 0,0,0], [ATAj, 0,0,0], [A^A, 0,0,0], [Nu„, 0,0,0], [A, 0,0,0],
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[0, JV, 0,0], [0, A, 0,0], [0, A,, 0,0], [0, u 4 , 0,0], [0, JV2, 0,0],
[0.0, JV, 0], [0,0, A. 0), [0,0, JV*, 0], (0,0, JV A, 0], [0,0,0,1),
[0,0,0, JV], [0,0,0, JV2], [0,0,0, A ].
Now consider the relations defined by the following elements of R T ( g , U ) :  
N g \ , A g \ , . .  . , g \3 ( the generators of R T ( g , U ) , 18 relations) and
JV&2 , , N g 3 , N g 7 , N g l0 , N g t i , A 51i , -  ^JV(ffio -  g s ) ,
~ 2 ^ S i o  -  5 3 )* ~ 2 ^ S n  ~  9 2 ) 1 "  9 2 ) ~  9 i )  »04 -  93  .
g s  -  A «71 , N ( N g \  -  g 4) , ^(3A g x -  Ag 9) , ^JV(3 A«7i -  A g o ) ,
9 s  + A g u  , N g 7 +  g& , N g Xo — g n  ,  N ( g 3 -  Aig 9) , 
ijV(3JV9, -  N S a ) , i & { 3 N g ,  - N g e ) , K  and l  
(another 25 relations), where
K  := <72 -  0 g 3 -  3 o ,N g x + 2 a N g 9 
L  := 0 ( g 3 +  54 + JV5 ,) -  2 a N ( g 9 -  g x).
The generators and relations define a matrix with entries in S \ lUi — the 
relations correspond to its rows and the generators to its columns. In order 
to show R  c  T ( g ,  U )  we can ignore terms in A4a,u, R  by Nakayama's lemma. 
This simplifies the matrix, which is displayed in figure 5.1 — a  and 0  being 
replaced by n  and 6, respectively — and yields the following: If a , 0  ^  0 
and n  ^  0 ,  this matrix has rank 18. 2 This implies
f(sTF) = 0
and hence R  C T ( g , U ) .  □
The following propositions 3.5.4, 3.5.5 and 3.5.6 are devoted to proving 
that the tangent space T ( g , U )  of lemma 3.5.3 is intrinsic with respect to
J T h is  wan checked  using symbolic c om pu ta tion .
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Figure 5.1: The matrix defined by relations between the generators of
* / T i g , U )
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the group of D4- equivalences. This implies that the module P(g) of higher- 
order terms contains T(g,U), which is the content of lemma 3.5.7 below.
In order to show that T(g, U) is intrinsic, it is necessary to consider the 
eifect of D 4-equivalences on a germ g by explicit coordinate changes.
Let e =  (S, X, A) be a D4-equivalence, where X  = [a,6,c,rf], a, 6, c, d€ 
a(0) > 0 and
A(A,,A2) = (A1(Ai , u4),A2A2(A1,«h )),
where Ai G M \lUi , A2 € £\lU, ■
The following list contains notation for some invariants in £n, which will 
be used frequently below.
Ni
N2
D i
D2
Ai
A2
a 3
Àl
Â2
a2N + ft2IVA + c3N u4 + d2NAu4 -  2abA -  2c<IAu4 , (5.1)
2bcN + 2adN -  2ac -  2bdA , (5.2)
a2 + b2A  + c2u4 + d2Au4 -  2abN -  2cdNu4 , (5.3)
2i>cA + 2adA — 2acN -  2bdNA , (5-4)
Of, (5.5)
0 ,0 , ,  (5.6)
Of, (5.7)
AAi + »4A3 , (5.8)
2A2. (5.9)
Proposition 3.5.4 Let X  and A be defined as above and let N := N  o A ', 
A := A o AT , Ai := Ai o A , ü4 := u4 o A . Then the following formulae hold:
N  = Ni + 6\2N2, (5.10)
À = Â] + ¿A2Â2, (5.11)
Ài = A,(A,,u4) , (5.12)
», = B4Af(A„»4). (5.13)
Proof. The results are obtained by straightforward calculations. □
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P ro p o sitio n  3.5.5 L e t  p 6  a n d  l e t  X  a n d  A be d e f in e d  a s  a b o v e . L e t  
p  :=  p  o (X ,  A). T h e n  th e r e  e x i s t  g e r m s  p \  ,p ?  € € v  s u c h  th a t
P  = p(iVi, Aj, Ai, 6 4 ) + S X 2p i  + Au4p2 •
The point of this statement is th at the first term in the expression for p 
depends on JV],Ai ,Ai , u4 only — and not on iV2 and A2. This will be 
relevant in the proof of lemma 3.5.7 below.
P ro o f. Define
F ( f* u ( * 2 , x , y , z , w )  :=  p ( x  +  a \ , y  +  a 2, z ,  w ) .
Then
F ( a \ ,c > 2 , x , y ,  z , w )  = F ( 0 , 0 , x , y , z , w )
+ ¿ > £ ( 0 . 0 . * .
+ XI Bij(ai,a3,x,y,z,w)a\o^
• +J=2
for some germs H j} . Putting 
O F
hi := -5—(0,0, x , y ,  z, w) (* = 1,2)
OOti
and applying the last equation to o j  = S X 2JV2, a 2 = 6 A2A2 , x  =  N \  , 
y  = Aj , z  = A| and w  = u4 yields
p(7V| + W2JV2, A 1 + A2A2, A], u4)
= p(iVj, A j, Aj, u4)
+ i  A2 (jVili,(X , ,  A , , A ,,» ,)  +  a ,M JV ,, A ., A,, 8 ,))
•+>=2
Since the germs /fi2(£A2 JV2,iA 2A2, JVi, Ai,Ai,ti4) are T-invariant, there ex­
ist germs A',2, £g  € £57 such that
H i f i i X t N * , iA2A2, iVj, A |,A |, u4) = A i j ( v )  + S X j L i j f V ) .
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D efin ing
Pi :=  £ a M £ i . Â | , A | ( i4 )  +  Â a M & .Â |,A |, f i4 )
+ An, Y .  # I J* iLH’
i+j»a
n  := Y
•»=2
yields the result, since
p  =  P ( N i +  Î A j JVj , Â i  +  ¿ A 2 Â 2 ,Â j,  Û 4 ) .
□
P roposition  3.5.8 L e t  p ,  q , r, s 6  € w  T h e n
Ç» r,s] = [Ati4 , «4r, Aç,p]. 
P roof. The following calculation yields the result:
( 'C h u :| + r \2U ) i+rfA>(:;))
( 2-' ) + 9 ^ 2  | + rurf )(-à,)+*A*4(
□
Lem m a 3.5.7 L e t  g  = [Ai +  a N , 0 , 1,0], w h e r e  o ,/l ^  0 a n d  n  ^  0  . T h e n  
P ( g ) D  [< t f ’ .JVAi.Af.A.n, .
Proof. Let
R  := |<  JV!,JVA,,a; .A , o,  > , M , M , C \  .
By lemma 3.5.3 R  =  T ( g , U ) .  It will be shown that R  is intrinsic with 
respect to the group of D 4-equivalences. Then a theorem of Gaffney [GafSG] 
implies the result.
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Let e  = (5, A, A) be a D4-equivalence as defined above,
I : = <
and let p ,  q , r , s  G such that p  G 7 and q ,  r  G A4 . It will be shown first 
that e .h i  G lì for 1 = 1 , . . . ,  4 , where
hi = [p, 0,0,0], A2 = [0 , g,0 , 0 ], h3 = [0,0,r,0],A4 = [0 , 0 , 0 ,*].
Consider the effect of a coordinate change (A, A) on A,:
A, o(A',A) = (p o (A ,A ))[a ,6 ,c,rf]
= p [ a , b , c , d \ .
Hence by proposition 3 5.5
Ai o (AT, A) = p(lV ,,Â,,Â ,,S4 )[a,6 ,c,<i]
+ ^A2Pi[a, b, c , d]
+ A u Ap 2 [ a , b , c , d \ .
It follows from proposition 3.5.6 that the second and third term are in R . 
Consider the first term.
By formula 5.1
N \  = a ? N  + m ,
where m G /  . Hence IV,2 G 7 . Formula (5.8) implies A1 G J .  It is obvious 
that À2 G 7 and Û4 G 7 . Also IV,Âj G 7 , since Ài G M \ iUt . It follows that
p(lV ,,À ,,Â ,,«4 ) G 7, 
since p G 7. Hence A, o (A', A) G R -
Now consider h j  o (A, A). Using formulae (5.3) and (5.4) a calculation 
shows that
A2 o(A ,A ) = q [ b A D i  + c u AD 2 . n D x + d u AD 2 , d A D \  + a D 2 , c D \  + 6 D2] , 
where q = q  o (A, A). By propositions 3.5.5 and 3.5.6 it suffices to consider 
q ( N \ , Â], À], û A) \b A D \  + c u AD 2, n D \  + d u AD 2 , d A D \  + n D 2 , c D \  + b D 2].
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Inspection of this expression shows that it is sufficient to prove that 
g(JVi, Ai,A,,tk4 )aZ?i G M  .
This, however, follows immediately, since JV,,A|,A,,u« € M  by formulae
(5.1), (5.8),(5.12) and (5.13), and since q  € M  . Hence h 2 o ( X , A )  G R . 
Now consider h 2 o (AT, A) G R ■ A calculation yields
h 3 o ( X , \ ) =  f[u4cA2,U4dA2 ,aA2,5A2] ,
where r = r  o (AT, A). Since fti4cA2 G /  and f  G M  , it follows that h 3  o  
(A', A) € R .
For /14 o (A', A) one obtains
/>4 o (A, A) = .s[^i A2 +  D 2A 2 U4 0 , D 1A 2 U4 C +  D 2A 2 t1.il>,
D \  A2Aft +  D 2 A 2 U4C, 2?iA2a + Z?2A2«4 if],
where à = a  o (A', A), showing that o (A, A) G R  .
So far it has been shown that h  =  [p, 9, r, s] G R  implies h  o (A', A) G Æ .
It remains to show that A g J? implies 5,A G i? for 1 = 1....... 8 , where 5,
are the generators of £ (T). (Compare proposition 3.3.5.) This can easily 
be verified by looking at the multiplication table 4.1 in subsection 3.4. It 
follows that R  is intrinsic. □
P ro o f  o f  th eo rem  3.5.1: Consider a bifurcation h  = [p ,g ,r,s] satisfying 
the recognition conditions p  = 0 . 9  *  0 , p N  *  0 , p N  -  q  #  0 , p x , ?  0  and 
r  ^  0 . Let e  = (5, A',A) be a D4 -equivalence as above and let
ao := n ( 0 ) , /10 := (Ai )Ai (0 , 0 ) and mo := A 2 (0 , 0 ).
By lemma 3.5.7
r(g)D [< N*.NX,.A?, A,«, >.M.M,e] .
Working modulo P ( g )  the germ h  reduces to
^ := IpA|A| + p /vJV ,j,r,0 ).
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Again working modulo P ( g )  it is easy to check using formulae (5.1), (5.12) 
and table (4.1) that e . h  reduces to
[PA, oofioAi +  P N a % N , qa.%, r a o m 0 ,0]. (5.14)
Let f0 := sgpAi and f t  :=  sgq . The scaling equivalence defined by
Define a  := pjv/kl • This shows that all bifurcations h  satisfying the condi­
tions in the theorem are D^-equivalent to the normal form g .
It follows by proposition 3.4.5 that
A short calculation shows that
T ' ( g )  = [< JVMVA,,Aï,A,u4
+ R  {«[AT, 0,0,0] +  f ,[0,1,0,0], [1,0,0,0], [A,,0,0,0], [0,0,1,0]}.
Hence T e ( g )  and therefore g  is of D<-codimension 1.
To prove the last statement note first that for h  = [p, q ,  r ,  s] to be a 
bifurcation, it has to satisfy p  =  0 . If one of the degenaracy conditions is 
not satisfied, it follows by proposition 3.4.3 that
<k>:=|«l Jio ;= Ip a ,I *|ç|* m o : = r - , |ç|l
(5.14) becomes
T e( g )  = T ( g , U ) +  R  {(A, + a N ,  1,0), [A, + 3 n N ,  3c,, 1,0], 
(1,0,0.0), (A,, 0,0,0), [0.0,1,0)} .
codimD,(/i) > 2.
□
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3.6 Geom etrica l description o f the generic norm al form
This subsection contains gyratory bifurcation diagrams for the generic nor­
mal form in theorem 3.5.1. These schematic diagrams contain the following 
information: The curves drawn in the diagrams represent the branches of 
the zero set of the normal form. The case fo = <1 = 0 is considered — i. e. 
9  = [Ai +  o N ,  1 ,1 ,0]. Choosing other values for the signs t 0 and <i yields 
similar diagrams. The vertical coordinate corresponds to N  = i f  +  x \  . The 
horizontal coordinate, which is denoted by s , parametrises a circle around 
the origin in parameter space given by Ai =  coss and Aj = s in s . (This 
explains the term g y r a to r y ) . There are three different cases to consider: 
a  < 0 , 0  < a  < 1 and a  >  1 .
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'.iO.K.fO
Figure 6.2: 0 < o  < 1
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