In adolescents with eating disorders, percent expected body weight (EBW) is used for diagnosis and to make clinical decisions. The assumption is that the weight-for-stature (WFS) and BMI methods of determining EBW are equivalent, but that may not be true.
To test the hypothesis that the weight-for-stature (WFS) and BMI methods are not equivalent in determining expected body weight (EBW) in adolescents with eating disorders and to determine the sensitivity, specificity, and positive predictive value of each method to detect those ,75% EBW. We hypothesized that differences in EBW would be greatest at the extremes of height.
METHODS: EBW was determined for 12 047 individual adolescents aged 12 to 19 years by the WFS and BMI methods by utilizing the same National Center for Health Statistics data sets. Absolute difference between the 2 methods for each individual was calculated and plotted against height by using a generalized additive model. The number of individuals whose weights were ,75% EBW was determined by each method.
RESULTS: For girls, EBW was 3.52 6 3.13% higher when using the WFS method compared with the BMI method. For boys, EBW WFS was 3.45 6 2.72% higher than EBW BMI . Among adolescent girls, 65% had EBW WFS higher than EBW BMI . By using the EBW WFS method as the gold standard, specificity of the EBW BMI method to detect those ,75% EBW was 0.999, but sensitivity was only 0.329. Absolute differences in EBW were most pronounced at the extremes of height.
CONCLUSIONS:
The WFS and BMI methods are not equivalent in determining EBW in adolescents and are not interchangeable. EBW WFS was ∼3.5% higher than EBW BMI . In adolescents with eating disorders, use of the BMI method will underestimate the degree of malnutrition compared with the WFS method. Which method better predicts meaningful clinical outcomes remains to be determined. Both overweight and underweight in childhood and adolescence are associated with increased morbidity and mortality in adulthood. [1] [2] [3] [4] Although the prevalence of overweight and obesity among adolescents in the United States and globally has increased dramatically over the past 3 decades, [5] [6] [7] pediatric undernutrition also remains a major problem worldwide. In developing countries, the degree of malnutrition in childhood is a predictor of increased mortality. 4 In the United States, eating disorders constitute a major cause of underweight in adolescents. Despite advances in treatment, mortality remains at 2% to 10%. The degree of malnutrition, usually referred to as the percentage of expected body weight (EBW), is used clinically for current diagnostic criteria for anorexia nervosa 8 and for recommendations as to when to admit a patient to an inpatient facility for severe malnutrition. Guidelines from a number of professional organizations recommend hospitalizing a patient who is ,75% EBW. [9] [10] [11] A BMI (weight in kilograms divided by the square of height in meters) greater than the 95th percentile for age and genderduring adolescence is associated with increased morbidity and mortality during adulthood, 1, 12, 13 but BMI cutoffs at the lower end of the weight spectrum in adolescence, for those who are underweight, have not been agreed on. 14 There are challenges in determining EBW in adolescents because of rapid changes in height, weight, and body composition during puberty and individual variations in the timing of the pubertal growth spurt. Different methods of determining EBW based on measurements of both height and weight use different reference data for adolescents. The weight-for-stature (WFS) method uses tables of weight for height and age with data sets from National Center for Health Statistics (NCHS) tables using data from the National Health Education Survey (NHES) Cycle III (1966) (1967) (1968) (1969) (1970) . 15 The BMI method is used to calculate EBW from median BMI for age determined from the 2000 Centers for Disease Control and Prevention (CDC) growth references (available at www. cdc.gov/growthcharts). 16 The 2000 CDC growth references for 6-to 19-year-olds use data from NHES III, but add data from the NHANES I (1971) (1972) (1973) (1974) , and NHANES II (1976) (1977) (1978) (1979) (1980) . The 2000 CDC growth references, however, do not include WFS references for adolescents.
The assumption of many clinicians caring for adolescents is that the WFS and the BMI methods produce equivalent EBW determinations, but they may not do so. Such an assumption, if incorrect, has important implications both clinically and for research. We generated updated reference data of WFS by age for healthy US adolescents. Our primary aim was to determine whether WFS and the BMI methods are equivalent, particularly in detecting those ,75% EBW. We approached this question by computing sensitivity, specificity, and positive predictive value for each method. Our secondary aim was to evaluate the effect of height on the difference in EBW between the 2 methods. We hypothesized that the absolute difference in EBW would be most pronounced at the extremes of height.
METHODS
EBW was determined for 12 047 individual adolescents aged 12 to 19 years by using the WFS and BMI methods utilizing the same NCHS data sets, including NHES Cycle III, NHANES I, and NHANES II. We did not use data from NHANES III, because in the development of the 2000 CDC growth charts, weight data for children older than 6 years were deliberately excluded because of the increasing prevalence of obesity between NHANES II and NHANES III. 17 The NHES III was conducted on a nationwide probability sample of 7514 youth aged 12 to 17 years. Of the 7514 youth, 6768 (90%) were examined. Adjusted sampling weights were computed so as to closely reflect the 23 million youth in the US population at that time in terms of age, sex, and certain other demographic characteristics. The NHANES I was conducted on a nationwide probability sample of ∼32 000 persons 1 to 74 years of age. The NHANES I sample was selected so that certain population groups thought to be at high risk of malnutrition (persons with low incomes, preschool-aged children, women of childbearing age, and the elderly) were oversampled at preset rates. Of the 23 808 subjects examined, 2666 were adolescents (age at examination: 12-19 years old). The NHANES II is a nationwide probability sample of 27 801 persons from 6 months to 74 years of age with children and persons classified as living at or below the poverty level sampled at rates substantially higher than their proportions in the general population. From this sample, 25 286 people were interviewed, 20 322 were examined, and 2613 of those examined were adolescents. Of the 12 047 adolescents examined, there were no missing data for the variables (ie, age at examination, sex, weight, and height) included in our analyses. The NHES and NHANES are data sets made available by the NCHS of the CDC.
Using data from the 12 047 individual adolescents, we generated new tables for EBW, WFS (EBW WFS ) and EBW BMI (see Supplemental Tables). We computed new sample weights for the combined data sets as described by the NHANES analytic guidelines. 18 All analyses incorporating such sampling weights also took into account differential probabilities of selection and nonresponse. EBW WFS for the category with sample size ,6 was set to missing, resulting in 11 847 subjects available for further analysis.
For each individual, we computed 2 measures: The arithmetic and absolute arithmetic differences and their corresponding percentage differences of EBW for each subject were calculated. These measurements are presented as mean 6 SD. The Pearson correlation coefficient was used to examine the relationship of EBW derived from both WFS and BMI methods. Figures were plotted to compare EBW by the 2 methods for hypothetical subjects of certain heights by age for both boys and girls.
A generalized additive model (GAM), a nonparametric method, was used to model the association between height or age and absolute difference of the 2 EBW methods, stratified by sex. 19 We computed GAM plots by using the R programming language, version 2.14.1. 20 The number of individual adolescents whose weights were below or above the 75% EBW threshold was determined for each method. Sensitivity, specificity, In almost two-thirds of girls, EBW WFS was higher than EBW BMI . Although mean absolute differences in EBWs between the 2 methods for girls was 1.8 6 1.6 kg, the difference for an individual patient varied as much as 14.5 kg, particularly at the extremes of height in the sample. Pediatricians are familiar with the concept of a healthy weight range for a particular age and height, but until now, tables of WFS for age for adolescents utilizing the updated data sets EBW for a 165-cm (65-in) tall adolescent boy determined by using the WFS and BMI methods.
FIGURE 3
Plot of absolute difference in EBW determined by using the WFS and BMI methods by height, among female and male adolescents. Predicted absolute difference was used to "smooth" the plotting of values, where centered predicted absolute difference refers to [predicted(Y) 2 mean of predicted(Y)]. Y axis = 0 indicates that the predicted Y equals the mean of predicted Y. Y axis .0 indicates that the predicted Y is greater than the mean of predicted Y, so the absolute difference of 2 methods is large, even larger than its average difference. Yaxis ,0 indicates that the predicted Y is less than the mean of predicted Y, so the absolute difference of 2 methods is small, even smaller than its average difference. Each predicted Y value is always positive because it is the absolute difference; however, the graph can show values ,0 because an individual value could be less than its mean (average) difference of the 2 methods. Shaded area represents the 95% confidence intervals.
were not available. 21 Both the McLaren and Moore methods make assumptions not supported by data, particularly in the adolescent age group. The McLaren method, which does not take into account age, assumes that the weight-for-height ratio is a constant. 22 Although this assumption is generally true for younger children before puberty, it is not true in adolescence. In fact, the original 1977 charts of WFS specified that they were to be used only for prepubertal girls and boys. 17, 24 The Moore method assumes that a patient on a certain percentile for height should be on the same percentile for weight, 23 which is not correct. The CDC height-for-age and weight-for-age charts are 2 separate and independent plots. As we have previously described, it is an error to assume that a 16-year-old who is on the 90th percentile for height for age (ie, who is tall) should be on the 90th percentile for weight for age (ie, overweight). 25 Indeed, the only 2 methods that determine weight for both age and height are the WFS and BMI methods, the 2 methods we compared. We examined the differences in EBW in 11 847 individual adolescents between the ages of 12 and 19 years by using the same data sets and found that the 2 methods of determining EBW are not equivalent. Put another way, median weight for age and height does not reveal the same information as median BMI for age.
Each of the methods of determining EBW has limitations. Both methods are based on cross-sectional data. Percentiles on the height, weight, and BMI charts do not necessarily reflect longitudinal trajectories of individual patients, particularly during adolescence because of variations in the rate and tempo of puberty. Both early-and latematuring adolescents will cross percentiles of height, weight, and BMI. Neither method takes into account growth retardation, which occurs in states of malnutrition, including anorexia nervosa. [26] [27] [28] The WFS method groups individuals of the same age and gender by height ranges (eg, 160.0-164.9 cm) and does not differentiate between EBW for an individual with a height of 160.0 cm and one with a height of 163.0 cm, for example. The BMI charts reflect smoothed curves of BMI for age, but despite the large number of youths studied, the number measured at each height is still relatively small. Finally, there is danger of oversimplification. Both methods provide reference data to help describe an individual patient' s state of nutrition with reference to a standard sample. They do not define optimal weight for health for that individual patient.
FIGURE 4
Association between absolute difference in EBW determined by using the WFS and BMI methods and age and height, among female individuals, where age and height have been adjusted for 1 another. Bivariate model had both terms. Patients at or near 100% EBW can still be medically compromised in the presence of severe weight loss or unhealthy weight control behaviors. Recognizing this fact, in the proposed changes for the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, the threshold weight criterion for anorexia nervosa will most likely be eliminated. 29 In addition to height and weight, individualized healthy goal weight ranges should take into account previous height and weight percentiles, pubertal stage, growth potential, and objective outcomes reflecting return to health, such as resumption of menses.
The optimal method of determining EBW will be that method that best predicts clinical outcomes. For example, do patients with anorexia nervosa who are ,75% EBW by 1 method but not by the other, and therefore do not get hospitalized, do any worse than those who are hospitalized? Our study was not designed to answer that question, but such studies need to be conducted to inform clinical and policy decisions. In adolescent girls with anorexia nervosa, using WFS to determine EBW, we have previously shown that achievement of a weight 91.6 6 9.1% EBW was associated with resumption of menses within 3 to 6 months. 30 Based on the current study, using the BMI method, resumption of menses is likely to occur at a weight ∼95% EBW.
It is not clear why the differences in EBW using the 2 methods are greatest at the extremes of height. A likely reason is that the number of observations becomes smaller the further from the median, and therefore more variability at the extremes of height contributes to the differences. It is also possible that there is a mathematical reason. The WFS method calculates median weight within a particular height category and then compares an individual parameter (weight) to the median weight. The BMI method calculates median BMI of the entire sample population and then multiplies median BMI by the individual' s height squared. BMI is a measure of adiposity and by convention, the exponent of 2 is used for height for all ages because it correlates well with body fat and future morbidity. An exponent for height of 2 during adolescence may be imperfect, however, as demonstrated by Cole, who suggested that an exponent of 3 for height may better describe the relationship between body mass, weight, and height during puberty. 31 It is possible that multiplying median BMI by height to the power of 2 instead of a higher exponent, such as 3, may result in a lower EBW with the BMI method and that the differences will be more pronounced at the extremes of height.
We generated updated reference tables of WFS and age for healthy US adolescents and found that the WFS and the BMI methods of determining EBW are not equivalent and therefore not interchangeable. Overall, EBW WFS was
FIGURE 5
Association between absolute difference in EBW determined by using the WFS and BMI methods and age and height, among male individuals, where age and height have been adjusted for 1 another. Bivariate model had both terms. Predicted absolute difference was used to "smooth" the plotting of values, where centered predicted absolute difference refers to [predicted(Y) 2 mean of predicted(Y)]. Y axis = 0 indicates that the predicted Y equals the mean of predicted Y. Y axis .0 indicates that the predicted Y is greater than the mean of predicted Y, so the absolute difference of 2 methods is large, even larger than its average difference. Yaxis ,0 indicates that the predicted Y is less than the mean of predicted Y, so the absolute difference of 2 methods is small, even smaller than its average difference. Each predicted Y value is always positive because it is the absolute difference; however, the graph can show values ,0 because an individual value could be less than its mean (average) difference of the 2 methods. Shaded area represents the 95% confidence intervals. should then use a common reference and a common language.
