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Summary 
This thesis explores the possibility to exploit invariance theory in Hough Transform algorithms. 
The Hough Transform (HT) and its extension the Generalised Hough Transform (GHT) are very 
popular techniques used for shape extraction. In this thesis, two different lines of research are 
considered: the multi-view analysis and the multi-temPoral analysis of images. Two methods 
based on the GHT and with applications in each of those two scenarios respectively are pre- 
sented. These methods overcome some of the most relevant limitations inherent to Hough-based 
approaches, namely high computational cost and inability to accommodate for 3D motion mod- 
els, by incorporating the principles of invariance theory into their formulation. In the context of 
multi-view analysis, the Local Invariant Generalised Hough Transform (LIGHT) is presented, 
while the Three-dimensional Velocity Hough Transform (3DVHT) is introduced in the context of 
multi-temporal analysis. 
The LIGHT method is a shape extraction technique applicable under 4D similarity transformations 
while maintaining the dimensionality of the problem as that of the original 2D GHT. Thus, the 
computation time of the LIGHT method is at least one order of magnitude lower than the rotation 
and scaling invariant 4D GHT. This is possible due to the use of a set of Fourier based descriptors 
which remain invariant under translation, scale and rotation. In contrast with other invariants used 
in the same context, the descriptors presented here are local, and therefore the LIGHT method's 
tolerance to noise and occlusion is comparable to the GHT. Experimental results are presented 
demonstrating performance on highly occluded scenes and showing slightly superior performance 
of the method, relative to the GHT, in the presence of global unmodelled deformations. 
The 3DVHT addresses the problem of global analysis of extended stereo image sequences and 
the extraction of specified objects undergoing linear motion in full 3D. The algorithm exploits the 
invariance properties of the cross-ratio to accumulate evidence for a specified shape undergoing 
3D linear motion (constant velocity or otherwise). The method significantly extends some of the 
ideas originally developed in the Velocity Hough Transform, VHT, where detection was limited to 
2D image motion models. The 3DVHT is demonstrated on both synthetic and real imagery and it 
is shown that it is capable of detecting objects undergoing linear motion with large depth variation 
and in image sequences where there is significant object occlusion. 
Key words: Hough Transform, Invariance, Image Registration, Object Recognition, Object Track- 
ing, Fourier Transform, Cross-ratio. 
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Chapter I 
Introduction 
It is common in computer vision problems to have several sets of visual data available, each 
acquired by sampling the same scene at different times, from different perspectives, or even with 
different sensors. Despite all these measurements containing information about the same setting 
and the objects in it, aggregating such information to build higher level understanding of the 
scene is not immediate. Different data-sets must first be transformed into a common reference 
system that enables originally inconsistent data to be integrated in a coherent manner. This process 
inevitably involves finding matching or corresponding objects between the original images. 
The applications to benefit from the ability to find matching objects in different images are numer- 
ous. Thus, given a pair of stereo images, identifying which areas in each view correspond to the 
same objects in the, scene allows depth information to be obtained. Also, finding matching objects 
between successive frames in a video sequence is needed in order to gain knowledge about the mo- 
tion in a scene. Other practical applications include object tracking, image fusion or image-based 
object reconstruction. 
The analogy between the extraction of matching objects in images and the human visual sys- 
tem can be understood by considering how our eyes continuously capture data in the form of 
pairs of two-dimensional images. Even though each eye sees the three-dimensional world from 
a different perspective, our brain effortlessly finds corresponding objects in each view. This al- 
lows stereoscopic information to be integrated, which helps us build a sense of depth. Similarly, 
when observing a dynamic scene, we can easily recognise objects at different times, track them 
as they move around and infer their three-dimensional trajectories. We have the ability to quickly 
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identify the spatial and tempoml structure of objects in the real world based on the visual infor- 
mation received from them. Most importantly, this is done regardless of their appearance, which 
is constantly altered by factors such as the illumination in the scene, the perspective from which 
we look at them or their position in the space. In computer vision, the role of the eyes as sensors 
is taken over by cameras, while finding corresponding objects in the images acquired by them, a 
seemingly straight forward task for the human visual system, remains an open issue. 
One of the most popular techniques used in computer vision to extract matching objects in images 
is the Hough Transform. To understand the principle behind this method, it can be considered 
how, having an object in one image, the most direct way to find a match consists in overlaying 
its contour at all positions on a second target image, so called template matching. This simple 
approach, similar to the way toddlers play with shape-sorting toys, is also extremely robust as it 
always finds the contour passing through the maximum number of points in the target image. The 
Hough Transform capitalises on this idea to extract parametric curves, such as lines or circles, in 
images. However, rather than brute-force, the Hough Transform finds the best match by gathering 
evidence mapping contour points in the target image space into an alternative space that accounts 
for the parameters of the original curve. 
Since its first formulation, the Hough Transform has been extended so that it can extract not only 
parametric curves, but also arbitrary shapes. Moreover, it can also be applied to moving shapes. 
The Hough Transform is robust in the same sense as the example above, and therefore particularly 
appropriate for situations in which curves need to be extracted in the presence of noise, or even 
when parts of the original contour are missing in the target image. These properties make the 
Hough Transform very useful in many applications, from stereo matching to object tracking, as 
a means to find matches between objects in images. However, when a three-dimensional object 
is projected onto an image, its two-dimensional shape and motion patterns depend strongly on 
the relative position of the camera. Consequently, when used to find corresponding contours of 
objects in different views of a scene, or in successive frames of a video sequence, the Hough 
Transform must be reformulated in order to account for the transformations the shapes may have 
suffered. 
Ideally, the Hough Transform, as an extraction algorithm, should exploit attributes of the shape 
and motion of objects that are unaffected by changes in the image acquisition conditions. Thus, 
automatic tennis ball trackers look for round contours in video frames, as roundness is a quality 
1.1. Objectives 
of the shape of balls which is not altered by their position relative to the camera or by illumination 
factors. In this manner, the process of finding correspondences between objects in images resem- 
bles more naturally the way the problem may be solved by our visual system. Unfortunately, the 
geometry (and motion) of objects in the real world is usually more complex than that of a per- 
fect round ball, and defining measurable attributes that define their identity, and as such remain 
invariant under changes in the position of the objects relative to the camera, viewpoint, etc, is not 
trivial. 
Hough-based approaches typically overcome this problem by modelling the transformations in the 
perceived shape and motion of objects that result from changes in the image acquisition conditions, 
and gathering evidence for the extra parameters accordingly. Going back to the shape-sorting toy 
example, if rotations of the shape need to be considered, the original contour must not only be 
overlaid at all positions in the target image, but must also be rotated by all possible angles at 
each position in order to find the best match. This solution involves a considerable increase in 
computational cost. Moreover, the transformations on the two-dimensional shape and motion of 
objects arising from changes in the acquisition conditions such as the viewpoint, can be expected 
to be much more complex than a simple rotation. In Hough Transform terms, this approach 
results in an evidence gathering process whose complexity grows exponentially with the number 
of parameters of the shape transformation. 
As a consequence of all the above, and despite a number of works attempting to solve the issue, 
the applicability of the Hough Transform in situations where complex shape transformations must 
be considered is seriously compromised by its computational cost. 
1.1 Objectives 
The main goal of this thesis is to investigate the benefits of incorporating the concept of invariance 
into the formulation of the Hough Transform. 
Objects in the world have a persistent structure. However, the information received about them 
by any computer vision system is constantly changing as objects move around and the acquisition 
conditions vary. The first objective of this work is to define attributes inherent to the spatial and 
temporal structure of objects, on which numerical values can be estimated based on their visual 
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appearance. By definition, these numerical values will remain invariant under changes in the 
location of the objects or in the setup of the cameras. 
Typical Hough-based approaches are based on the use of attributes of edge points, like their posi- 
tion and orientation, that are not intrinsic to the structure of objects, and therefore are not invariant 
to the image acquisition conditions. The second objective of this work is to devise novel for- 
mulations of the Hough Transform in which these attributes are substituted by the invariant ones 
described above, so that some of the limitations of Hough-based algorithms are overcome. 
1.2 Contributions 
The major contributions of this thesis are made at two levels: a similarity transformation invariant 
Generalised Hough Transform, and a Hough-based method to extract, in images, moving objects 
that undergo linear motion in the space. Although these constitute two independent pieces of work, 
they share some of the principles on which they are founded. Thus, the notions of invariance, and 
the Hough Transform as a shape extraction technique, lie at the heart of both of them. 
In the context of the former piece of work, the contributions made are the following: 
o Proposal and development of a novel shape extraction technique based on the Generalised 
Hough Transform (GHT) and on the use of locally invariant descriptors. We call this method 
the Local Invariant Generalised Hough Transform (LIGHT). The descriptors used in the 
LIGHT method are based on Fourier theory and are not affected by similarity transforma- 
tions. By incorporating these invariants into the formulation of the LIGHT, the method is 
applicable under translations, scale changes and rotations of the template, while maintaining 
the dimensionality of the problem as that of the original 2D GHT. Unlike other invariants 
used in the context of the GHT [18][93][24][57], the Fourier-based descriptors used in this 
approach are not defined globally, or in terms of sets of distant feature points. Instead, they 
are obtained using relatively small edge contours, thus allowing for tolerance to occlusion. 
Moreover, Fourier descriptors are easy to compute and present high discriminatory power, 
whereas their multi-resolution properties enable them to accommodate global unmodelled 
deformations. 
1.3. Structure of the thesis 5 
Demonstration of the performance of the LIGHT method in different scenarios, including 
in the presence of occlusion and of global unmodelled transformations of the template, and 
comparison with other Hough-based approaches. 
In the context of the latter piece of work, the contributions made are: 
Proposal and development of a novel method based on the GHT to extract objects under- 
going linear motion in full 3D. We call this method Three-Dimensional Velocity Hough 
Transform (3DVHT). This method exploits the invariance properties of the cross-ratio, to 
allow 2D evidence in video sequences to accumulate for specific shapes undergoing lin- 
ear motion in space. By accounting for the underlying 3D motion of objects, the 3DVHT 
significantly extends the principles of the Velocity Hough Transform (VHT) [84], where 
detection is limited to 21) motion models. 
Demonstration of the ability of the 3DVHT to extract objects undergoing linear motion 
with large depth variation and significant occlusion in real and synthetic video sequences. 
Comparison of the performance of the 3DVHT with other Hough-based dynamic shape 
extraction techniques, in different scenarios. 
1.3 Structure of the thesis 
The main aim of this chapter was to serve as a general introduction to the thesis, presenting the 
motivations and objectives for the rest of the work, and stating the major contributions made. The 
remainder of the thesis is structured as follows: in chapter 2, a brief review of the most relevant 
literature in the context of the HT and on the use of invariants in computer vision is presented. 
Some of the ideas and methodologies introduced in this review, like the different Hough-based 
approaches or the basic principles of computer vision geometry, are discussed in greater detail in 
chapter 3 as they are particularly useful for understanding the work presented in the rest of the 
thesis (the reader who is familiar with these subjects may wish to skip this chapter and move on 
to chapter 4). In chapter 4, the first major novel piece of work of the thesis is presented. First, the 
possibility to exploit the principles of invariance to reduce the computational complexity of the 
GHT is studied. This discussion culminates with the formulation of a similarity invariant shape 
extraction method based on the GHT. - the LIGHT method. Local invariant Fourier descriptors 
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used in this approach are introduced, and it is demonstrated how they can be incorporated into 
the GHT to allow for rotations and scale of the template without increasing the computational 
cost. Chapter 5 constitutes the second novel piece of work in the thesis. Here, the use of the 
cross-ratio as a means to relate linear motion in 3D space and its projection on the image plane is 
investigated. This leads to the formulation of a novel method to extract shapes undergoing linear 
motion in full 3D, by gathering local evidence in 2D video sequences. The method is called the 
3DVHT. Lastly, chapter 6 closes the discussion on the exploitation of invariance in HT algorithms. 
Here, the conclusions of the work in the thesis are presented, and possible avenues for future work 
are suggested. 
1.4 Publications 
The results of this research have been reported in the following publications: 
* J. A. R. Artolazabal and J. Illingworth. 3DSVHT. Extraction of 3D linear motion via multi- 
view, temporal evidence accumulation. In Proc. International Conference on Advanced 
Conceptsfor Intelligent Vision Systems, pages 563-570,2005. 
* J. A. R. Artolazabal, J. Illingworth, and A. S. Aguado. LIGHT: Local Invariant Generalized 
Hough Transfonn. In Proc. International Conference on Pattern Recognition, pages 304- 
307,2006. 
Chapter 2 
Literature Review 
In this chapter, a short literature review is presented covering two major areas: The Hough Trans- 
form, and the exploitation of invariance in computer vision problems. Also, in order to introduce 
the context in which these two principles are used in this thesis, a brief section on the more general 
subject of image registration is included. 
2.1 Outline 
One of the problems that has received and continues to receive much attention from the computer 
vision community, is that of finding matches between different images corresponding to the same 
scene as acquired from different viewpoints, at different times, or by means of different sensors. 
Finding these matches is necessary in order to transform the images into a common reference 
system, or register them, thus allowing higher level understanding of the corresponding scene to 
be obtained. The potential applications of image registration are numerous, and include depth 
from stereo, image-based object reconstruction, or object tracking, to mention just a few. This 
variety of applications has motivated the development of thousands of different approaches to 
image registration. Despite all these efforts, no general solution to the problem exists, but rather 
many techniques providing partial solutions for specific applications, or for particular types of 
data. 
Presenting an exhaustive enumeration of all these techniques is out of the scope of this thesis. 
Instead, in section 2.2, the principles behind the most relevant attempts to solve the image re- 
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gistration problem are briefly introduced, emphasising their strengths and their limitations. For 
this purpose, two paradigmatic situations are considered: the stereo scenario, in which matches 
between different views of a scene are needed, and the problem of finding correspondences bet- 
ween images of a scene taken at different times. It is also shown how the main challenge for 
any registration technique lies in the fact that the positions and appearance of objects can change 
dramatically from one image to another. These changes, due to effects such as viewpoint, illumi- 
nation of the scene, time of acquisition, etc... make finding matches between images extremely 
difficult. To overcome this difficulty, the development of descriptors that capture the spatial and 
temporal identity of objects, and that are not affected by the effects mentioned above, has often 
been suggested. This last idea is considered in further detail in the last section of this chapter. 
Among the many different techniques used in the context of image registration, there is one in 
particular which has received a considerable amount of interest: The Hough Transform (HT). 
The Hough Transform is a feature-based approach to extract objects in images that has proved 
to be extremely robust in the presence of noise and missing data. Thus, methods based on the 
HT are often found in applications that involve matching objects in images when these objects are 
partially occluded, or in situations in which the amount of noise renders other matching techniques 
inapplicable. Section 2.3 is devoted entirely to the Hough Transform. However, rather than a 
comprehensive tutorial on different Hough-based techniques, which can be found in chapter 3, 
this section provides a brief account of the most relevant literature in the area: 
First, the main work related to the original formulation of the HT and the Generalised Hough 
Transform (GHT) is presented, emphasising the properties that make these techniques so power- 
ful, as well their most important flaws. Among these, their high computational cost is particularly 
significant. Thus, some extensions to the HT and the GHT attempting to overcome this problem 
in different ways are also introduced in this section. It is shown how, despite all the work in this 
direction, computational cost remains an issue that often limits the applicability of Hough-based 
approaches. Lastly, some of the most relevant attempts to apply the principles of the HT and 
the GHT in the temporal domain are reviewed. There exists a considerable amount of work that 
demonstrates the benefits of incorporating temporal as well as spatial information into the HT 
to solve different image registration problems. However, in such cases, as it is presented in the 
last part of the section, the problem of high computational cost inherent to HT approaches often 
aggravates. Moreover, in order to take full advantage of the information that the changes in the 
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temporal structure of objects provide, the relationship between the motion of objects in space and 
their projection on images must be careftilly considered. 
In section 2.4 the notion of invariance is introduced. The potential of invariant analysis as a 
solution to many problems in computer vision is widely recognised. In the context of image regis- 
tration in general, and of the HT as a shape extraction tool in particular, the relevance of invariants 
is especially evident. In effect, they enable the definition of visual attributes that are intrinsic 
to objects, and that as such can be used despite changes in the image acquisition conditions and 
parameters. Section 2.4 presents an account of the literature on the use of invariants in computer 
vision, where special attention is paid to their application in matching and object recognition. 
Also, two ideas that are of great relevance to this work are presented: first, the invariant proper- 
ties of the cross-ratio, and second, some attempts to incorporate invariants to HT algorithms as 
a means to reduce their computational cost. As far as the first is concerned, it is argued that the 
cross-ratio can be used as a means to relate the three-dimensional motion of objects in space and 
its projection on the image plane. As for the second one, it is shown how current attempts to 
incorporate invariants to the HT and GHT, succeed in limiting the computational cost associated 
to them, but often at the expense of compromising some of the properties that make them such 
powerful techniques. 
2.2 Image Registration 
When several observations of a scene are acquired under different imaging conditions, a wide 
range of distortions can be expected between them. Some of these are spatial distortions which 
result in the same physical point in one image to appear at a different position in another image. 
one example of this are images of an object obtained from cameras at different locations. Even 
though the object may look similar in all cases, its relative position on the images will surely vary. 
In other cases, distortion causes instances of the same object to present dramatically different 
appearances in different images without affecting its position. Thus, a change in the illumination 
conditions affects the intensity values of the pixels in an image without changing the position of 
the objects in it. 
The purpose of registration is to remove spatial distortion, in this manner geometrically aligning 
images and enabling the integration of different data sets. Depending on the particular problem 
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and the source of spatial distortion, the misalignment between images can take the form of diffe- 
rent geometric transformations, from similarity to perspective (for a further discussion on geo- 
metric transformations, see chapter 3). Moreover, changes in the appearance of objects, which 
make identifying physically corresponding points in images difficult, can also be caused by very 
different factors. This diversity of image distortions renders the design of a universal solution to 
image registration impossible. Instead, in the last years thousands of works on the topic have been 
published, each providing partial solutions to the registration problem for specific applications. 
For comprehensive surveys on the area, see [11] and [113]. 
In the reminder of this section, the strengths and limitations of the main approaches to image 
registration are presented. For this, two basic scenarios are considered: the multi-view analysis of 
images of the same scene obtained from different view-points, and the multi-temporal analysis of 
images of the same scene obtained at different times. 
2.2.1 Multi-view Analysis: Image matching 
Solving the registration problem for a set of images corresponding to different views of a scene, 
also known as stereo matching, has a wide range of applications, including mosaicing, depth from 
stereo and remote sensing. In this context, two main approaches can be distinguished: area-based 
matching and feature-based matching. Area-based matching is founded on the use of low level 
features (typically at pixel level) to solve the correspondence problem, and consequently provides 
a dense set of matches between the images considered. On the other hand, feature-based matching 
uses higher level primitives, such as comers or curves, as features on which the correspondence 
problem is solved. In this case, rather than a dense mapping between the points in the images, a 
set of sparse correspondences is usually obtained. 
Area based matching 
The ultimate goal of most area-based stereo matching algorithms is the definition of a one-to- 
one mapping between all the pixels in two images, which indicates the disparity or change in 
the position of points from one view to the other. Most of these methods are constructed as 
combinations of building blocks [90], which are used here to present an overview of the most 
relevant developments in the area. These building blocks are: 
ýdw 
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* Definition of a matching cost. 
4P Aggregation of this cost over a support region. 
e Computation of disparity. 
According to this block structure, in the most simple case, a disparity map could be obtained by 
using cross-correlation over square windows around each reference pixel and all the pixels in the 
target image. Figure 2.1 shows this idea. Given a pixel in the reference image R(ij), cross- 
correlation is used as the matching cost, and computed over a square support region around this 
pixel and all pixels in the target image T. In this way, an array of similarity scores is obtained 
like: 
Wwidth/2 Wheight/2 
dij (1, m) = 1: E 
tl=-Wwidth/2 tWheight/2 
R(i+u, j+v) XT(i+u+I, j+v+m) 
where the indices (i, j) represent the pixels in the reference image, and I and m are horizontal and 
vertical disparities respectively. The optimum disparity vector for each pixel R(i, j) can be then 
obtained as that for which the matching cost over the support region is maximum, ie: 
di, j=a, rgmaxfdi, j(l, m); (2.2) (I'M) 
and consequently the disparity map can be expressed as: 
D.,, y = 
Id.,,, 
y; 0: 5 x<N, ýa ; 
0: 5 y: 5 N,,,,,, } (2.3) 
A common assumption in most methods used to solve the stereo matching problem, is that the 
epipolar geometry of the setup is known (see chapter 3). This simplifies significantly the problem, 
as the search for matches is restricted to one-dimensional lines rather than searching whole two- 
dimension images. For the example described before, this involves a one dimensional array of 
similarity scores for equation (2.1). Some variations of the simple approach above include the use 
of different metrics. Thus, in [54], instead of cross-correlation, the sum of absolute differences is 
used in a video rate application. In [109], the authors propose two non-parametric transformations 
that rely on the relative ordering of intensity values within a square window as the basis for co- 
rrelation: the rank transform and the census transform. This approach presents certain advantages 
near object boundaries as the non-parametric transformations allow for a high tolerance to the 
presence of outliers. 
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Figure 2.1: Area based matching using square windows. 
The choice of the support region has also motivated a considerable amount of different approaches. 
In general, the optimal size and shape of the window used to aggregate cost depends highly on 
the nature of the data and the particular area of the image considered. Thus, small windows are 
more likely to accommodate changes near borders and avoid unwanted smoothing in the disparity 
function, as they usually do not straddle boundaries and hence provide measurements from a 
single, rather than two or more objects. However, small windows tend to fail in areas of low 
texture as not enough information is provided to disambiguate between possible matches. In 
[55] an iterative algorithm with an adaptive window whose size is calculated based on the local 
variation of the intensity, and of the disparity obtained for each iteration, is proposed. In [321, 
an adaptive algorithm which makes use of left to right consistency is presented. Here, the sum 
of squared differences (SSD) is computed for every pixel using nine square windows at different 
locations around the pixel, and the result providing the smallest SSD is retained. The work in 
[ 104] goes one step further by adapting not only the size, but also the shape of the window to the 
data. In this approach, the aggregation window (not necessarily square) is selected via a process 
of optimisation over a large class of windows. Also interesting is the work in [211, in which the 
traditional window approach to stereo is extended into the space-time domain. In this case, 3D 
windows are used to find matches between pairs of video streams rather than between images. 
This approach combines some of the principles of multi-view and multi-temporal analysis (see 
Target window 
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next section) in an elegant manner to solve the stereo disparity problem. 
All the methods described so far take decisions locally, that is, they rarely take into account cons- 
traints like those derived from the stereo geometry or scene consistency, and therefore ignore the 
fact that a match at some point may restrict others in a different part of the image [ 112]. Some 
other methods, commonly known in the literature as global, do take into account such constraints, 
and treat the final computation of the disparity as an optimisation problem. Amongst the first to 
incorporate global constraints for the calculation of dense disparity maps is [73]. In this work, a 
cooperative algorithm that uses uniqueness and continuity constraints to diffuse support between 
disparity estimates is proposed. A much more recent variation of this idea in which occluded areas 
in images are explicitly detected is presented in [ 112]. Other relevant global approaches include 
the use of dynamic programming [34][95] or stochastic methods [6]. 
Feature based matching 
Feature-based approaches to the stereo problem rely on the use of higher level primitives, or fea- 
tures, for matching. Here, a feature can be any characteristic of the images, usually spatially 
localised, as long as it is useful for the purpose of finding accurate matches. In general, useful 
features must be unique, repeatable, and physically meaningful. Unlike area-based techniques, 
feature-based approaches usually provide only a sparse set of matches. However, the use of 
higher level visual information results in these matches being more accurate and reliable than 
those obtained via typical con-elation techniques. 
A variety of primitives have been used in the context of feature-based matching. These include 
comers, edges (which usually delimit the structure of scenes), curves in general, and lines, circles 
and ellipses in particular. In [22], points of high curvature in curves are used as features, whereas 
in [7], interesting points with high variance in all directions are considered for the same purpose. 
in many cases, physically corresponding features in images can be dissimilar due to the distortions 
resulting of changes in the imaging conditions. Thus, a circle in one view of a stereo pair may 
correspond to an ellipse in another view. For all this, as well as unique, repeatable and physically 
meaningful, it is important for features used in matching to be invariant to the degradations in 
the particular application considered. The idea of invariance and its application to solve, among 
others, the matching problem, is presented in further detail in section 2.4 
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2.2.2 Multi-temporal Analysis. 
The multi-temporal analysis of images acquired at different times is a very common image regis- 
tration problem. In this case, obtaining matches between different images can provide a descrip- 
tion of how images are changing with time. Ideally, such two-dimensional description should be 
extrapolated to obtain the projection on the image plane of the three-dimensional motion in the 
world. In practice, obtaining correspondences between consecutive frames of a sequence is not a 
trivial task. Moreover, recovering a 2D velocity field from a sequence of intensity images is an ill- 
posed problem, due to well understood problems like the aperture effect, lack of texture in rotating 
objects, temporal aliasing (too low frame rate for large fast motions), etc... All this considered, the 
term opticalflow is defined as an approximation of the projected 2D motion field, based on spatial 
and temporal changes in image intensities. Estimating optical flow is a very important task for 
low level motion analysis. It is also a decisive step towards the solution of higher level problems 
such as structure from motion, video compression and, very importantly, object tracking. 
Optical Flow 
There does not seem to be unanimity about the most natural categories into which different op- 
tical flow methods should be divided. Here, feature-based, gradient-based and correlation-based 
approaches will be distinguished. Something that most optical flow methods share, regardless 
of the category into which they fall, are some of the assumptions used to constrain the problem 
which, as stated above, is in general ill posed. The most widely utilised constraint is the flow 
constraint or 2D motion constraint [46], which is based on the assumption that a 3D moving 
point in space, when projected on the image plane, maintains a constant intensity value over time. 
Mathematically, this can be formulated as: 
I(X, Y, t) = I(x + 6x, y+ Jy, t+ Jt) (2.4) 
where I(x, y, t) represents the intensity of a pixel at position (x, y) in the image at time t, and 
the pixel moves by (Jx, 6y) in time 6t. This idea is illustrated in figure 2.2, in which two patches 
appear displaced from one frame to the next. Equation (2.4), combined with other constraints and 
used in different ways depending on the specific method considered, has formed the basis of a 
very large proportion of research into optical flow. 
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Figure 2.2: The flow constraint: two patches in an image move in the time 6t. Even though the 
displacments are different for different pixels, their intensity maintains over time in both cases. 
The most intuitive method to obtain image displacements is the feature-based approach. Just as 
feature-based matching consisted of selecting certain primitives in two images and then finding 
correspondences between them, optical flow via features takes comers, edges, or even higher order 
primitives in an image, and then tries to locate them in the following frames of the sequence. In 
[431, image motion at edges (extracted via a Laplacian of a Gaussian detector) is found using, on 
top of the flow constraint mentioned above, various additional constraints. Such constraints are 
necessary to recover the motion parallel to the edge direction, and are based on the assumption 
that the image flow varies smoothly across the image. In [13] a space-time extension to the edge 
detector above to obtain optical flow is proposed. Edges are also the starting point of the algorithm 
in [17], where a relaxation approach is presented in which local support of optical flow is used 
to improve the motion estimate iteratively. In [351, the two components of optical flow at points 
of high curvature on zero-crossing contours are found, and the results then propagated along 
contours. 
Gradient-based and correlation-based approaches to optical flow are the equivalent to area-based 
methods in the context of stereo matching, in as much as they aim to provide a solution at all the 
pixels in the image, and not only for a sparse set of locations. While correlation-based approaches 
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are often used only in combination with other techniques [63], gradient-based methods are proba- 
bly the most common in the area. Gradient-based methods use spatial and tcmporal derivatives to 
estimate optical flow at all positions in the image. The most relevant work in this direction is that 
in [46]. Here, the basic and most widely used constraints in the area, like the flow constraint (see 
above), or a smoothness constraint that enables the calculation of the two components of optical 
flow thus overcoming the aperture problem, are presented. Other idea worth mentioning is the use 
of spatio-temporal Gabor filters (42], similar in principle to the use of spatio-temporal derivatives. 
Tracking 
In the context of computer vision, tracking refers to the process of following an object in an image 
as it moves around. Tracking is a higher level notion than optical flow, and therefore frequently 
uses the lower level information that this provides. In section 2.3 of this literature review, it is 
described how some of the principles of object tracking and the Hough transform are combined 
in order to implement robust dynamic shape extraction methods, as this is a very important idea 
for the work in this thesis. In this section, rather than a comprehensive survey in the wide field of 
tracking, which the reader can find in [66][48], the basic ideas and the most relevant work in the 
area are briefly presented. 
Object tracking methods are often divided into feature-based, active contour-based, region-based 
and model-based approaches. Again, this classification has certain analogies with the ones used 
for matching and optical flow methods. 
In feature-based methods, 2D image primitives are extracted, clustered into higher level features, 
and matched between images. In this context, Kalman filters (KF) [521 are used in literally hun- 
dreds of works to combine measures taken from the targets being tracked with information from 
a motion model, and thus estimate future positions of the targets. Also common is the Interac- 
tive Multiple Model filter approach [76], which allows for integration of several motion models 
and switching between them. For the cases in which multiple targets are to be tracked, a number 
of data association algorithms are reported in the literature, like the nearest neighbour filter, or 
the multiple hypothesis tracker. As they operate on sets of sparse 2D primitives, feature-based 
tracking algorithms can operate successfully in real-time applications. Moreover. they can handle 
partial occlusion, but can be unstable with large occlusion or interference of unrelated structures. 
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Active contour-based trackers use bounding contours of objects which are dynamically updated in 
successive frames. Thus, in [39], perspective motion compensation and morphological boundary 
refinement are used to track a contour previously initialised by hand. To allow for non-rigid 
movements, active contour models as well as 2-D meshes have also been utilised. In general, 
contour-based tracking methods provide an accurate object shape definition, but are obviously 
only reliable at contour level. Moreover, they are very sensitive to initialisation and therefore 
often require human intervention. 
In region-based algorithms, tracking is dependent on the variations in regions that roughly co- 
rrespond to the projection of moving objects on the image plane. These algorithms make use of 
the information provided by the entire region, either in the form of motion vectors [65], colour 
[69] or texture for tracking. Although region-based approaches work reasonably well in scenes 
containing only few objects, they are prone to fail around boundaries and whenever occlusions 
occur. 
Model-based tracking methods match projected object models to video data. These models reflect 
prior knowledge about the geometry, appearance and kinematics of the object being tracked. The 
two main applications for these methods found in the literature are vehicle tracking (rigid objects) 
and human body tracking (non-rigid objects). Amongst the former application, in [33] a method is 
proposed in which a human intervenes to provide initial information about the vehicle model, and 
a translation-based (it is assumed that typical turning motion involves purely translational motion 
locally) Kalman filter is used to track local features. More complete motion models that allow for 
complex vehicles movements are used in [60]. As for human body tracking, the main mathemati- 
cal tools used in this context are common to other model and non-model based tracking algorithms 
(Kalman filters, condensation or particle filters, Markov models etc ... ), but the complexity of the 
geometry and motion of the human body have motivated a complete and broad field of research on 
its own. Thus, a variety of models for the human body, ranging from sticks linked by joints, to 2D 
contours or 3D volumetric models, have been proposed, as well as motion models for limbs and 
joints. By making use of a priori knowledge of 2D and even 3D properties of objects and motions, 
model-based tracking methods are intrinsically robust. On the other hand, they often suffer from 
lack of generality and high computational cost. 
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2.3 The Hough transform 
In the previous section, image registration was introduced. It was shown how one of the main 
challenges to solve this problem lies in the difficulty to identify physically corresponding points 
in images when the imaging conditions change. Two scenarios were discussed, the multi-view 
scenario and the multi-temporal scenario, and different approaches to obtain correspondences in 
these two cases were briefly described. In this section, a powerful extraction technique commonly 
applied to some of the registration problems above is presented: The Hough Transform (HT). A 
brief account of the most relevant literature on this topic is given, emphasising the principles that 
make this technique so popular. It is also described how these principles have been extended to 
overcome the original limitations of the HT, enabling its use in a wide range of applications. A 
more in depth discussion on the subject, including implementation details of some of the ideas 
introduced in this section, can be found in chapter 3. 
The Hough Transform and the Generalised Hough Tranform 
The HT, first introduced by Hough in [47], is a method to detect parametrised models in images 
by mapping image evidence into manifolds in a parameter space. The HT, whose original formu- 
lation corresponds to an efficient implementation of the technique of template matching [941, was 
initially limited to the extraction of analytical shapes, such as straight lines, circles or ellipses. 
However, its robustness in the presence of noise and occlusion soon led to its extension so that it 
could deal with more general, non analytical templates. This last idea, commonly known as the 
Generalised Hough Transform, (GHT) [5], makes use of a non-analytical tabular representation 
of the shape template, the R-Table. This table stores the position of the edge points in the model 
indexed by the orientation of the gradient at such points. In the voting process, for each edge point 
in the image, points in the R-Table with the same orientation are utilised to get an estimate of the 
location of the model, and evidence is gathered accordingly in a two dimensional accumulator 
space. Rotation and scale parameters can be included in the process as two extra dimensions, 
thereby yielding a four-dimensional space (for a more detailed discussion on practical considera- 
tions regarding the GHT, see chapter 3). The GHT set the foundations for a wide range of research 
in the area in the years to follow. Comprehensive surveys on early Hough-based techniques can 
be found in [64] and [50]. 
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Reducing the computational cost of the Hough Transform. 
One of the lines of research that has received most effort is that concerned with the main weakness 
of the HT and GHT. their computational cost. Thus, a number of papers have been published 
addressing this problem in diverse fashions. In [67], the fast Hough transform, an iterative coarse 
to fine exploration of the parameter space, is proposed for line extraction. In it, quadrants with 
more than a predetermined number of points are subdivided iteratively until they are smaller than 
a certain size. The adaptive Hough transform (AHT) [49] uses a multi-resolution peak finding 
search of the parameter space by utilising a fixed 9x9 accumulator. This accumulator initially 
covers the whole possible range of parameter values, and is iteratively adjusted to focus on smaller 
areas corresponding to the most prominent candidate peaks. Similarly, the hierarchical Hough 
transform line finder described in [87] is based on applying HT like algorithms to all the levels 
of a pyramid structure. In [19], a reduction in the parameter space required to detect lines via the 
HT is proposed. This reduction is possible by not considering very short slanted lines near image 
comers that do not point towards centre regions, and which are unlikely to provide any usable 
evidence. 
In [61] the randomised Hough transforni (RHT) is presented. This method is based on the fact 
that a single parameter point can be determined with a pair, triplet, or in general an n-tuple of 
points from the original image, depending on the complexity of the shapes to be extracted. Thus, 
while in the HT every point in the image defines a manifold of possible values of the parameters 
for which voting is necessary, the RHT takes random sets of points in the input image, and selects 
a single point in the parameter space for which to cast a vote. The RHT is run until a maximum 
in the accumulator space is detected, and then the corresponding curve in the image space can be 
removed and the process started again. This many-to-one voting strategy results in a decrease in 
computation time and memory requirements. However, the RHT suffers in noisy and complex 
images, as the possibility of finding a maximum with only a few n-tuples decreases. 
In the same direction, the probabilistic Hough transform (PHT) [59] tries to minimise the number 
of points used in the voting process while maintaining the extraction rate as close as possible to the 
standard HT. Just as with the RHT, only a fraction p of the points in the input image are actually 
used for gathering evidence. In [59], it is shown how it is possible to obtain results identical 
to the standard HT with a value of p as small as 2%. In the original formulation of the PHT, 
a Hough like algorithm was applied to a preselected fraction of the available input points. This 
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requires a priori knowledge of the data, and usually leads to the need for conservative approaches, 
which diminishes the computational advantages inherent to the method itself. This limitation led 
to further extensions to the PHT, particularly relevant in the form of the adaptive probabilistic 
Hough transform (APHT) [106][107] and the progressive probabilistic Hough transform (PPHT) 
[75]. In the former, the termination of the voting process is based on a monitoring of the polling 
process. In the later, the authors go one step further and propose a line extraction algorithm that 
exploits the fact that lines with different numbers of supporting points (points in the image that will 
eventually accumulate for the parameters defining that particular line) require different fractions 
of votes for being detected amongst the noise. 
Error and ambiguity in the Hough Transform. 
One more problem inherent in the HT that has motivated a considerable amount of work is error 
and ambiguity. The influence on Hough-based algorithms of the quantisation of the parameter 
space, as well as the quantisation of the input image itself, were soon acknowledged and studied 
[102]. In [88] the HT is mathematically defined by means of a kernel function that is related to 
the shape parametrisation and to the parameter-space quantisation. This kernel function can be 
seen as a template in the feature space and as a point-spread function in the parameter space, and 
provides a powerful means to formally study the effects of quantisation errors, as well as errors 
due to the parametrisation chosen, in the performance of the HT. In [108], apart from the sources 
of errors above, a new bias inherent to the HT and associated to non-uniform voting is identifled. 
To mitigate the effects of such bias, a reformulation of the parametrisation equation is proposed. 
As well as the bias intrinsic to the HT, the error introduced by the extension of the principles of 
the HT to the GHT, and therefore specific to the latter, also prompted some research in the area. In 
[2], four sources of error that are introduced due to the implementation of the GHT are identified 
and studied: 
* errors generated by the computation of the gradient direction used in the GHT 
o false evidence introduced by the range of values in the point-spread function 
o false evidence introduced by background points 
o errors due to the non-analytical nature of the representation of the template via the R-Table 
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Rigorous analysis of such sources of error demonstrate that the GHT is actually a more robust 
and powerful technique than the standard HT, and that some errors that were often attributed 
elsewhere are in fact due to implementation issues, namely to the non-analytical tabular repre- 
sentation utilised. Thus, the GHT can be significantly optimised by replacing the non-analytical 
representation by an analytical one, or using a suitable range of values in the gradient direction. 
Following a similar approach to that in [2], the importance of the amount of false evidence gene- 
rated when GHT based techniques are used to extract arbitrary shapes which have undergone rigid 
transformations, such as scale, rotation, or affine transformations, is emphasised in [82]. In order 
to reduce this wrong evidence, two types of constraint are considered in this work: constraints via 
the use of gradient direction information, and constraints based on the use of invariant features. 
Motion extraction and tracking using the Hough Transform 
Despite the popularity of the HT, for many years most work on the area has been restricted to 
single images. Thus, from the point of view of image registration, Hough-based approaches have 
often been used to find correspondences in the context of multi-view analysis. On the contrary, 
the application of the principles of the HT to multi-temporal analysis, is much more recent and 
rare. 
As an early attempt to apply the HT to video sequences, it is worth mentioning the work in [53] 
and its later extensions. In these, a RHT is used, not to extract a particular shape in an image, but 
rather to estimate the most likely motion between two consecutive frames in a sequence. For this, 
pairs of matching points between images are chosen at random, and each provides evidence for a 
particular motion in a Hough space. Similarly, the HT is used to estimate motion parameters in 
[9] and [44]. In the former, the motion estimation problem is formulated as a weighted majority 
voting procedure in the Hough parameter space. To speed up the search process in the Hough 
space and avoid the possibility of getting trapped in a local minimum, a hierarchical approach is 
used. In [441, the excessive computational load involved in motion estimation by means of the 
Hough transform is also addressed. Standard optimization techniques help formulate an optimal 
iterative procedure to search for minima in the estimation error function, as well as an analytical 
solution for most of the motion models used in practice. 
All the works mentioned above demonstrate the advantages of applying the principles of the FIT 
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to obtain optical flow and dense motion fields for images. However, the possibility to use the HT 
in its original role as a robust shape extraction method, and extend this role naturally to deal with 
moving shapes in video sequences has also been considered. A very important contribution in 
this direction was the relatively recent introduction of the Velocity Hough Transform (VHT) [84]. 
The VHT extends for the first time the principle of the HT to detect objects that simultaneously 
satisfy a shape model as well as a motion model. This is accomplished by defining an accumulator 
space that accounts for both the shape and motion parameters, and then gathering evidence from 
an entire video sequence. For its original and simplest formulation, the authors focus on tracking 
circular objects moving with constant velocity. In this case, a five-dimensional accumulator space 
(three parameters to define the centre and radius of the circle, plus two more to represent the 
constant velocity motion) is required. The VHT clearly demonstrated the benefits of combining 
structural and temporal information. However, as more complex shapes and motion models need 
to be accommodated, the dimensionality of the problem grows, and as a result the VHT becomes 
very expensive to compute. 
This binding between the complexity of the motion model and the computational cost has moti- 
vated later extensions to the original idea of the VHT. In [36], a motion template is defined by 
means of Fourier descriptors, and then shapes undergoing such motion in an image sequence are 
extracted. In this way, the computational complexity that the introduction of the parameters asso- 
ciated to the motion involve is avoided. The main drawback in this idea is that a priori knowledge 
of the motion is needed, which limits the application of the method. 
To allow for tracking of arbitrary shapes under arbitrary motion in a computationally feasible 
fashion, and still exploit the robustness of Hough based algorithms, several methods which apply 
generic tracking techniques on top of a standard HT have been recently developed. In these, 
unlike the VHT and its later extensions, evidence is not gathered on the parameters defining a 
motion model, but rather tracking or optimisation methods are applied to the output of individual 
instances of the HT, each corresponding to the shape extraction process on one frame within the 
sequence under analysis: 
In [621 a dynamic programming approach is defined to find an optimal smooth motion trajectory 
for a shape through a video sequence. In this approach, first, evidence is gathered on a Hough 
space defined by the parametrisation of the features of interest for every frame. Then, an energy 
function, which accounts for the output of the HT as well as the constraints imposed on the motion, 
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is maximised for tracking. The terms of the energy function that account for the feature extraction 
are proportional to the height of the peaks in the corresponding accumulator space, while the terms 
related to the motion penalise paths that change speed or direction quickly. 
In [45], rather than an energy function and dynamic programming, a joint probability function is 
defined and used to track sets of parallel lines through the Hough space. A probability function 
is built as the product of three probabilities: the probabilities of the existence of each of two 
lines matching some specific parameters, and the probability of such parameters to represent two 
parallel lines. As evidence is gathered in a space that accounts for the parameters defining straight 
lines for every frame (typically offset and angle [23]), the first two probabilities are assumed to 
be proportional to the value of the Hough accumulator for the given parameters. The parallel 
component of the joint probability allows for a certain distortion and takes the form of a Gaussian 
distribution with zero mean. This is the model assumed for the observed difference (on the image 
plane) in the orientations of two lines that are actually parallel in space. At this point, tracking 
parallel lines along a sequence is equivalent to maximizing this joint probability function through 
the Hough spaces of the different frames. 
Another standard tracking technique that has been combined with the HT is the Kalman filter. In 
[29], an extended KF is used to estimate the 3D parameters of lines moving in image sequences. 
Lines are detected on the image plane via the HT, and the 2D motion of their end-points from 
frame to frame are fed into the KF in order to calculate the depth of such lines. Although the HT 
contributes to provide the KF with observations, this does not actually track the lines themselves 
through the Hough space. 
In [79], the FIT and the KF are more closely integrated in an algorithm that tracks groups of lines 
sharing a motion model through a sequence. The HT is used on a frame by frame basis and its 
output directly provides robust measurements to an extended KR The KF now tracks peaks in the 
accumulator space and estimates the motion parameters of the sets of lines. These estimates, as 
well as their covariance, are used to restrict the search for peaks in the accumulator space, which 
reduces the computational cost of the method. 
A very similar approach is presented in [30]. In this case, instead of an extended KF, a condensa- 
tion filter is used to track sets of parallel lines on the Hough Space. Results suggest that distrac- 
tions, such as small disconnected segments of lines, can be dealt with better with this method at 
the expense of a less accurate tracking than with the KF. 
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A number of approaches that extend the principle of the HT to accommodate moving objects 
in video sequences have been presented in this section. Some of these methods apply standard 
tracking techniques to estimate the motion of features as they change over time. They try to retain 
the advantages of the HT while limiting, when possible, its computational load. Some others, 
like the VHT, propose a more straight forward extension of the voting strategy at the heart of 
the HT by accumulating evidence in a space that accounts for a shape model as well as a motion 
model. In this case, the ability of the HT to deal with noise and occlusion in the image domain is 
nicely translated to the time domain, resulting in extremely robust but computationally expensive 
algorithms. 
All these approaches share a common and significant limitation: motion is in all cases modelled 
exclusively on the 2D image plane. However, in most computer vision problems, 2D motion ob- 
served on the image plane is the result of the perspective projection of motion in the 3D space. 
Consequently, the techniques described above may suffer in situations in which the effects of 
projective distortion on the 2D motion of the objects is severe, as 2D motion models fail to ac- 
commodate the underlying motion in space. 
2.4 Invariance 
A long-term challenge in computer vision has been, and continues to be, the development of des- 
criptors for image information that can be reliably used for a great number of tasks. For descriptors 
in images to be reliable in some particular application, they must capture the spatial and temporal 
identity of objects, and not just their appearance, as this is easily affected by many extraneous illu- 
mination and geometric factors. Descriptors that refer to attributes that are intrinsic to objects are 
specially appropriate for image registration applications, as they can be used to obtain correspon- 
dences regardless of changes in any parameter that may affect their visual appearance. Defining 
visual attributes that remain invariant to the parameters involved in image registration and other 
computer vision problems is, however, not trivial. Thus, depending on the application consid- 
ered, a variety of invariants to different parameters, from scale to rotation, and from viewpoint to 
illumination, can be found in the literature. 
In this section, a brief review of the most relevant invariants used in computer vision is presented. 
An account of diverse approaches is given, distinguishing between those that rely on the informa- 
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tion that the illuminance function in images provides (subsection 2.4.1), and those based on the 
use of geometric features in images (2.4.2). Amongst those in the latter group, special attention is 
devoted to the cross-ratio. In subsection 2.4.3, some attempts to incorporate the idea of invariance 
to the Hough transform are described. 
2.4.1 Illumination based invariants 
The first methods reported in the literature for the extraction of invariants based on the analysis 
of the illumination function were global. Thus, in [96], colour histograms are used as descriptors 
of the global structure of images. This technique can not be applied directly to the problem of 
database region-based retrieval, and a previous segmentation stage in which objects are extracted 
from the background is required. Moreover, colour histograms are in general not invariant to 
changes in illumination. For all this, descriptors of the local colour structure of objects that can 
accommodate changes in the background and partial occlusion, and that are invariant to changes 
in illumination, seem more appropriate for object recognition and region-based matching appli- 
cations than global descriptors. In [31], the colour indexing method above is extended in an 
algorithm that uses histograms of colour ratios computed locally for pairs of neighbouring pixels, 
and this also ensures illumination invariance. 
Some authors have tried to exploit in part the geometry in images by defining local invariants 
only around certain distinctive and repeatable locations [91][71][98]. In [91], a set of local grey- 
value orientation invariant descriptors is defined, which is based on the application of Gaussian 
derivatives around points of interest previously extracted via a Harris comer detector. Invariance 
to scale is achieved by computing a vector of invariants at different scales. This idea is extended 
in [71] to deal more naturally with the scale issue and avoid its effects on the performance of the 
Harris detector. In this work, key locations are selected at maxima and minima of a difference of 
Gaussian function applied in scale space. Such locations, at regions and scales of high variations, 
are particularly stable for characterising the image, and are used to generate the feature vectors 
relative to the scale. These vectors, invariant to similarity transformations and partially invariant 
to illumination changes and affine or 3D projection, are here called SIFT keys, and are later used 
as input to a nearest-neighbour indexing method that identifies candidate object matches. In [98], 
the authors go one step further and search for affine invariant regions which are defined by equally 
affinely invariant colour moments. In this work, regions are extracted by using an affinely invariant 
26 
ratio of arc-lengths of contours around comer points (see figure 2.3). 
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Figure 2.3: Affine invariant regions as defined in [98]. The ratios of arc-lengths Pý. --pb/pý. --pr_ and 
I PaP' /pI pI remain constant despite the curve on the right being an affinely transformed version bac 
of the curve on the left. The red lines define two affinely invariant regions 
Approaches very similar to that in [981 have also been applied to the problem of wide-baseline 
stereo. In this case, a crucial issue is typically the choice of the elements whose correspondence is 
sought. As regions like squares or circles, whose shape is not preserved under affine transforma- 
tions, are not appropriate for comparison between images, a number of stereo matching algorithms 
have appeared based on the definition of affinely invariant regions for computing correspondence: 
In [97], an algorithm in which the regions used for measurement are line segments connecting ran- 
domly selected pairs of Harris interest points is proposed. By using pairs of points, an extra degree 
of complexity is introduced in the computation of correspondences, which is in part reduced by 
invariants being computed over ID intensity profiles rather than over 2D patches. In this case, 
the invariants are scale invariant Fourier based feature vectors. Such vectors are compared across 
views, and a RANSAC-like algorithm is utilised to extract the epipolar geometry. The main flaw 
in this idea is the fact that pairs of Harris interest points, although stable over a range of scales, do 
not necessarily define affine invariant regions. 
In [891, parallelograms are used as measurement regions. The authors observed that, locally, 
cross-correlation can be made geometrically invariant by considering local homographies. Thus, 
cross-correlation is computed between pixels in a square neighbourhood in one image, and pixels 
inside the parallelogram in the second image resulting from mapping the original square via the 
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local homography. In this approach, homographies are automatically obtained first, typically via 
matching groups of line segments. These local homographies are then used to obtain a large 
set of putative comer matches, which are again refined by a RANSAC-like algorithm to find the 
fundamental matrix. 
In [99], the idea of invariant regions, as image patches that automatically deform with changing 
viewpoint so as to keep on covering identical parts of a scene, is extended. Here, it is assumed that 
small regions correspond to almost planar surface patches. Also, instead of relying on the presence 
of edges and comers, affinely invariant regions are derived directly from image intensities. The 
authors argue this approach to be, not only an extension of [98], but also a complement, as a 
wider range of regions can be defined depending on the information at hand. In their algorithm, 
starting points are not defined by geometric features, but rather by local extrema in the image 
intensity. Next, the intensity function along rays emanating from these starting points is studied, 
and locations for which this function reaches extrema are used to define affinely invariant regions. 
Then, ellipses with the same shape moments up to second order as the regions are fitted, (and then 
their areas doubled so as to include more distinct texture patterns , which facilitates matching), 
and a set of generalised colour moments is computed on them. Once tentative correspondences are 
found using the aforementioned approach, RANSAC is used to obtain the epipolar geometry. In 
this case, in order to disambiguate situations in which false matches outnumber good matches, a 
set of constraints are used prior to the application of the RANSAC algorithm. These constraints are 
both geometric (by checking that affine transformations that correspondences define are consistent 
with each other), and photometric (by assuming that at least parts of the images have similar 
intensity transformations from one view to the other). 
Another important contribution in this direction is that in [74]. Maximally stable Extremal regions 
(MSER) are introduced. These regions are defined solely by an extremal property of the intensity 
function in an area and its outer boundary. The extraction of these regions is similar to a watershed 
algorithm, and thus every MSER is a connected component of a thresholded image. MSER regions 
are invariant to affine transformations. Moreover, because only regions whose support over a 
range of thresholds is unchanged are selected, they are stable, which makes them appropriate for 
wide-baseline applications. In [74], affine invariants based on colour moments are computed over 
MSER regions in an algorithm that recovers the epipolar geometry of a stereo setup via RANSAC. 
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2.4.2 Geometric invariants 
Even though some of the object recognition and stereo methods described above take advantage 
of features such as comer points to some extent, invariants are ultimately defined based on ilIumi- 
nation. Here, invariants purely based on salient image features and on the principles of projective, 
affine or Euclidean geometry are considered. 
The importance of projective geometry in computer vision was early recognised and addressed 
[27]. This resulted in some comprehensive literature, including thorough and mathematically ri- 
gorous expositions on the topic in general, and on the use of geometric invariants in particular 
[831. Many of the ideas presented in these books have been applied, in more recent years, towards 
the solution of different problems in computer vision. These problems include tracking, feature 
detection, augmented reality and camera calibration [38][83] among others. Some of the princi- 
ples of computer vision geometry more relevant for this work, are discussed in further detail in 
chapter 3. 
The main difficulty inherent in the application of invariance theory in computer vision, lies in the 
small number of geometric invariants in the projection of 3D world coordinates to the 2D image 
plane. To overcome this, the object recognition community has often resorted to particular object 
models, or at least modelling assumptions about the 3D objects, like local planarity, as this enables 
the definition of such invariants for the single view case [105]. For the multi-camera scenario, it is 
common to approximate the perspective projection model by a simplified affine model, valid for 
objects whose distance to the camera is big compared to their depth range. 
The last idea is particularly relevant in the context of invariance applied to the description of 
shapes. Shapes are extremely meaningful geometric features in images and obviously important 
sources of information in computer vision, as humans rely greatly on them to recognise objects. 
Thus, a considerable amount of work has been directed towards the definition of affinely invariant 
shape descriptors which can be used for matching between views related by perspective distortion. 
This approach makes use of two assumptions: first, it considers 2D shapes as projections on the 
image plane of the boundary of 3D objects, and second, it uses a simplified affine model for 
perspective distortion. The first one is usually a good approximation, while the second one is valid 
for objects which are far enough from the cameras. Shape description techniques can be broadly 
classified into region-based and contour-based ones [110]. Amongst the first group, moments of 
2.4. Invadance 29 
the regions have been typically used as invariants [28]. The latter group is, however, the most 
relevant for the work presented in this thesis. In the literature, a number of invariants for contours 
of shapes obtained indifferent ways can be found[I I 1] [4][1][12][26]. 
In [111 ], the principle of affine moment invariants is extended from the region domain to the curve 
or contour domain, as some curve moments are defined over parametrised representations of the 
boundary of an object. In [41, Fourier descriptors are used to describe the closed curves corres- 
ponding to the boundaries of objects in the image plane. These descriptions are then normalised 
resulting in a set of coefficients which are invariant under affine transformations. Wavelets, a set 
of relatively new mathematical descriptors with frequency and spatial localisation properties, have 
also been applied as the basis for affinely invariant contour representations. For a complete survey 
on themost recent work in this area, the reader is referred to [26]. In [1] an affine invariant shape 
retrieval method based on the curvature scale space (CSS) is proposed. In this work it is shown 
how, under general affine transformations of the shapes considered, the number and order of CSS 
contours is preserved. A one to one correspondence between zero-crossing points therefore exists, 
and the height of such contours varies only slightly. All this enables the use of an affine invariant 
similarity metric based on the curvature scale space to be applied to the recognition of objects 
from arbitrary view points. 
Some of the invariants for shapes found in the literature rely on the use of high order derivatives, 
which makes them specially sensitive to noise. Moreover, most of them are global, and therefore 
can not be applied in the presence of occlusion. In [12] an approximation of global differential 
invariants by joint differential invariants evaluated locally at several points in a curve is proposed. 
This allows the recognition of partially occluded planar curves. Also, the use of the additional in- 
formation that point matches provide is suggested as a means to reduce the order of the derivatives 
in invariants used for recognition tasks. 
Invariance of the cross-ratio 
The cross-ratio is the only numerical invariant in projective geometry. As such, it has generated 
considerable interest in the research community. The definition of the cross-ratio for four aligned 
points and its implications in perspective geometry are explained in detail in chapter 3. 
The invariance of the cross-ratio has been widely applied to solve the general problem of finding 
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correspondences between features, both for stereo and for optical tracking [37][103][10][15]. In 
the more specific context of augmented reality, it is worth mentioning [100] and [101]. In the 
former, the authors propose augmenting input devices with patterns consisting of 4 co-linear or 5 
coplanar points, which are modelled and stored in a database. As the cross-ratio of such patterns 
remains unchanged regardless of the position and orientation of the input devices, recognition can 
be performed entirely in 2D. After recognition, pattern correspondences for different views of a 
scene are known and stereo geometry can be utilised to obtain the 3D positions of the groups of 
points and, consequently, of the input devices. The approach in [101] is very similar, but rather 
than groups of points, intersecting line pencils are used to augment input devices. Here, the cross- 
ratio of 4 intersecting lines, dual to the cross-ratio of 4 co-linear points, is used as an invariant. 
This renders the system more robust to noise and occlusion, as lines are more likely to be visible 
and less sensitive to noise than the points used in [100]. 
The same ideas are used in [16] to calibrate a pinhole camera using only 4 observations on a 1D 
object, and requiring no information about the distances between such observations. In [77], the 
invariance of the cross-ratio allows for a multi-camera tracking system to continue tracking even 
if some of the cameras are moved, removed, or new cameras added. In [56], the invariance of the 
cross ratio of 4 intersecting lines is used to detect road lines in an automatic driving system and 
hence obtain the vanishing point. 
All the approaches described above take advantage of the invariant properties of the cross-ratio in 
slightly different ways and for different purposes. What they all have in common is that, in all 
the cases, the invariance of the cross-ratio is exploited spatially. Even when applied for tracking, 
the constraints used to solve the problem are always based on the cross-ratio of particular fixed 
arrangements of features being invariant regardless of their absolute position in the space, or the 
parameters of the cameras. The idea of exploiting the cross-ratio in the temporal domain, Le. using 
subsets of points corresponding to motion trajectories to obtain projective invariants, has received 
much less attention. Among the few publications in this direction, ý it is worth mentioning the 
work presented in [86]. Here, the cross-ratio is utilised to define a view-invariant representation 
of object trajectories in video sequences. Such trajectories are defined as a function of time and 
are considered to be, at least locally, planar. These two assumptions enable the definition, for 
every point along the trajectory, of projective invariants based on the cross-ratio of 5 time indexed 
positions of an object in a local neighbourhood. 
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2.4.3 Invariance in the Hough transform 
In this subsection, the most relevant methods based on the inclusion of geometric invariants in the 
formulation of the HT as a means to reduce its computational cost are considered. This can be 
thought of as a continuation of section 2.3, where the HT was introduced. Also, its computational 
cost was then mentioned as one of the major challenges in the area, and some attempts to deal with 
this problem were presented. Nevertheless, a separate section on the incorporation of invariance to 
the HT was preferred, as this subject is particularly relevant to this thesis, and is better understood 
in the context of section 2.4, entirely devoted to the idea of invariance. 
The earliest attempts to alleviate the computational cost associated to the HT by means of invari- 
ants were [72], [5 1] and [92]. In the first of these, curvature at each edge point is used as a local 
invariant to rotations of the template. This work shows how, in conjunction with the slope, curva- 
ture can be utilised, in a GHT-based method, to gather evidence for the location and scale-rotation 
parameters in two independent two-dimensional accumulators. Despite reducing the computa- 
tional cost with respect to the standard GHT, the main downside to this method is the difficulty 
to obtain accurate estimates of the curvature in real imagery. In [92], the scale factor is removed 
from the problem by comparing the length of the perimeter of the template with candidates in the 
image, while the use of pairs of points in an R-Table similar to that of the GHT enables evidence 
gathering in a two-dimensional accumulator space. For candidate instances of the shape in the 
image, identified as peaks in such accumulator, orientation is a posteriori obtained by comparing 
their contour sequence with that of the template. An important limitation of this approach is the 
need to identify a priori continuous contours in the images. In [51], the four dimensions (two 
for the location parameters, and two more for scale and rotation) of the accumulator in the GHT 
are reduced to two by using half lines and circles instead of the typical displacement vectors. 
This ideas, known as the scale and orientation invariant GHT (SOIGHT) may reduce the memory 
requirements of the evidence gathering process, but certainly not its computational cost. Figure 
2.4 illustrates the use of half lines as an alternative to the displacement vectors to accumulate 
evidence. This allows for the scale factor to be accounted for, without having to resort to one 
extra dimension in the accumulator space. A similar approach allows orientation invariance by 
accumulating evidence along half circles. 
Later approaches exploit the idea of using sets of points from the contour to define invariants to 
scale and rotation. In most of the cases, these invariants are derived from the concept of angle 
32 Chapter 2. Literature Review 
V(tj 
P 
Template 
R-Table 
Accumulator 
pj\t 
scale 3: 83 
scale 2: S2 
GHT 
Accumulator 
(b) SOIGHT 
Figure 2.4: In the GHT (a), each entry in the R-Table provides a displacement vector that is used to 
add one vote in the accumulator space. In order to allow for scale invariance, displacement vectors 
must be scaled and votes added to a 3D space accordingly. By using half lines, the SOIGHT (b) 
avoids the need for the extra dimension in the accumulator space, as votes corresponding to all 
possible scales are projected onto a 2D space that accounts for the location parameters. 
[18][93][241, and the several methods differ in the way such angles are determined by different 
arrangements of points from the contour. In [93], pairs of edge points with the same gradient 
direction are used, which causes the method to struggle for certain shapes or if data is missing. 
The geometric relationships between these pairs of points (and a third point defined with respect 
to them to form an angle) allow for solving of the scale and rotation parameters, and therefore 
accumulate for the position in a 2D space. In [ 18], a more general (but more resource consuming) 
approach is described which considers all possible pairs of edge points regardless of their edge 
gradient. Models are encoded using a 2D Hash table which accounts for all the pairs and stores 
an invariant angle representation based on them and a third point. Again, evidence gathering 
for the position parameters takes place in a 2D space, while rotation and scale must be obtained 
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afterwards. A similar approach is presented in [24]. 
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These and similar ideas have also been applied to extend the GHT to the detection of planar 
shapes under perspective projection [70][40], which corresponds to the case of an object moving 
in 3-D space and being captured by a camera. In [701, the perspective transformation invariant 
generalized Hough transform, PTIGHT is presented. In this work, a shape is encoded using a table 
which incorporates information about all the possible perpective transformations of the original 
model. In this way, a point spread function on a 2D accumulator space can be used, but at the 
expense of a high computational cost. Once the position of the candidates have been identified, 
by applying the inverse transformations to those used to build the table, the best fitting candidates 
can be selected and their transformation parameters extracted. 
Another kind of transformation that has received attention in this context are the plane to plane 
affine transformations. As mentioned previously, the importance of affine transformations in 
computer vision lies in the fact that they can provide an accurate approximation of the three- 
dimensional orientation of planar shapes when the distance of the objects to the camera is much 
larger than the depth of the objects. Affine transformations are more general than similarity trans- 
formations (and therefore more parameters are needed to describe them) and are usually enough to 
model changes in shape in the three-dimensional space. Unlike similarity transformations, affine 
invariant features are not defined by the properties of angles, but by pairs of straight lines. In an 
analogous way to the incorporation of similarity invariance by means of triplets of points, quadru- 
plets of points in the contours of shapes have been used to formulate affine invariant versions of 
the GHT. In [57], arrangements of four points are used in an affine-invariant extension of the GHT 
that shows good results, but is ver-y sensitive to missing data. 
The most relevant ideas presented in this subsection on the incorporation of invariance into Hough 
algorithms, either regarding similarity or affine invariants, can be best understood considering 
Aguado et al. 's work [3]. There, a systematic new formulation and methodology for including 
invariance in the general form of the GHT is developed. 
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Chapter 3 
The Hough Transform and basic 
Computer Vision Geometry 
In this chapter, a short tutorial is presented covering some basic ideas that are used later in the the- 
sis. The first section is dedicated entirely to the Hough Transform. Firstly, its original formulation 
is explained in detail, and then the implementation of some of its most important extensions, like 
the Merlin and Farber detector and the GHT, is described. In the second section of the chapter, 
the principles of computer vision geometry that are most relevant to the thesis, like the epipolar 
constraints and 2D image transformations, are briefly introduced. The reader who is familiar with 
these subjects, may wish to skip this chapter and continue to chapters 4 and 5, where the two 
major pieces of work of the thesis are presented. 
3.1 The Hough Transform 
The principle of the Hough Transform (HT) as a means to detect parametrised curve models in 
images was first introduced by Hough in [47]. The HT, whose original formulation corresponds to 
an efficient implementation of the technique of template matching [94], soon became a common 
method for primitive extraction. The HT is based on an evidence gathering approach, where the 
evidence is the votes cast in an accumulator array. In its implementation, a mapping is defined 
from points in the image to points in a dual space that accounts for the parameters of the model. 
in this way, pieces of local evidence are used to vote in this dual accumulator space for all the 
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possible combinations of parameters that are consistent with such evidence. This accumulator 
corresponds to the discretisation of the continuous space of values for the parameters describing 
the model, where each parameter adds one dimension to the space. Given an instance of a model 
curve in an image, image points in it vote coherently into the bin in the accumulator space that 
represents the parameters of this curve. As a result, at the end of this voting process, maxima 
in the accumulator space indicate strong evidence supporting the presence of the curve with the 
corresponding parameters. 
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(a) A line p=x- cos 0+y- sin 0, for p=2 and (b) Manifolds generated by the three points in (a) 
0= 7r/4, and three points in it. 
Figure 3.1: The HT for a line: three points in the line in (a) are used to gather evidence. The 
respective manifolds generated (b) vote coherently for the parameters of the line. 
In his work, Hough chose to use the familiar slope - intercept parameters to detect straight lines. 
Later, R. O. Duda and P. E. Hart pointed out, in [23], that the disadvantage of this approach lies 
in the fact that these two parameters are not bounded, which complicates the application of the 
technique. As an alternative, they proposed the use of the normal parametrisation of a line instead. 
Figure 3.1 illustrates the voting process when the HT is used to extract the parameters of a line 
(expressed in polar coordinates, as proposed in [231). The manifolds for three of the points in 
the image space vote coherently into the accumulator space for the parameters p and 0. These 
parameters represent the perpendicular distance from the I ine to origin, and the angle between the 
normal of the line and the x axis respectively. 
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Figure 3.2: The HT for a circle: two points in the circle in (a) are used to gather evidence. The 
respective manifolds generated (b) vote coherently for the parameters of the circle. 
Also, in [23], the possibility to apply the principle of the HT to detect other analytic curves like 
circles, is introduced. Figure 3.2 shows this idea in an analogous way to figure 3.1. Now, two 
points in the circle in 3.2(a) are used to gather evidence in a three-dimensional parameter space that 
accounts for the coordinates of the centre and the radius of the circle respectively. The manifolds 
generated for these two points are represented in 3.2(b). Another important contribution in [23] is 
the appreciation of the importance of the quantisation of the parameters used to gather evidence. 
Thus, while finer quantisation generally leads to better results, it increases the computation time 
of the process. 
The main limitation of the HT as conceived by Hough or Duda and Hart, is that it can only be 
applied to analytical curves. In the next sections, some extensions to this idea that consider generic 
curves are presented. 
3.1.1 The Merlin and Farber Detector 
In [78], an extension to the HT to extract arbitrary curves at specific orientations in pictures is 
presented by RM. Merlin and D. J. Faber. In this way, the main limitation of the HT is overcome 
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as not only analytical curves can be detected. The process of extracting a template E in an image I 
with this approach is surnmarised in algorithm 3.1: For each point (xi, yi) in the image, a locus Li 
Algorithm 3.1 Merlin and Faber curve Detector 
i: Take a point A in the template curve E 
2: Rotate the curve E by 180' 
3: for afl points (xi, yi) in the image I do 
4: Trace the locus Li by making the point A in the rotated template coincide with the point 
(xi, yi) in the image 
5: end for 
6: Find the point where the maximum number of locii Li intersect: (xm, ym) 
7: The best fit for the template curve is that resulting of tracing E with the point A in (x,,,, 
defining all the potential positions of a reference point A (previously chosen in the model), such 
that the corresponding template E passes through (xi, yi), is obtained. This locus results from 
tracing the template E rotated 180', with the reference A on (xi, yi). Once this process has been 
repeated for all the points in the image, the point where the maximum number of locii intersect 
determines the position of the reference point A for the best fitting curve. This idea is illustrated 
in figure 3.3, where 3.3(a) represents the template to be extracted (E) and the point that is chosen 
as reference (A). In 3.3(b), an image and the resulting locus Li for the point (xi, yi) are shown. 
It can be seen that this locus, represented as a red dashed line, is obtained by tracing the rotated 
template E making A coincide with (xi, yi). In 33(c), three locii for three different points in the 
image are represented. As more locii are traced, the point in which they intersect becomes more 
distinguishable. This point indicates the position of the reference A for the best fit of the template 
to the image (see 3.3(d)). 
In their work, P. M. Merlin and D. J. Faber argue that the nature of the algorithm above makes it 
suitable for implementation on a parallel machine, thus saving computation time. However, the 
method is still extremely resource consuming compared with a further extension to this idea, the 
GHT, which is presented in detail in the next section. 
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Intersection=A 
(c) Locii generated for different points in the image, (d) Intersection of the Locii determines the reference in 
and their intersection the model for best fit in image 
Figure 3.3: Merlin Farber accumulator. Each point in the image is used to obtain a locus of 
possible positions for the template. The intersection of the locii indicates strong evidence of the 
existence of the template at that position. 
3.1.2 The Generalised Hough Iransform 
Although the application of the HT was initially limited to the extraction of analytical curves, such 
as straight lines, circles or ellipses, its robustness in the presence of noise and occlusion, soon led 
to extensions so that it could deal with more general, non analytical templates. The first of these 
extensions was the method by P. M. Merlin and D. J. Faber presented above. However, the most 
relevant contribution in this direction is the introduction of the Generalised Hough Transform 
40 Chapter3. The Hough Transform and Basic Computer Vision Geometry 
(GHT) [5], which provides a computationally feasible framework to incorporate the principles of 
the HT to extract arbitrary shapes. 
An arbitrary curve can be described, in terms of the parameter t, which represents the arc-length 
along it, and its x and y components, according to: 
10 
ii(t) = x(t) + y(t) (3.1) 
01 
If an instance of this model curve appears in an image, assuming it has been translated by the 
vector /3, it can be put as: 
L, ý(t, ý3) =3 V(t) (3.2) 
and therefore the location parameters of the curve can be solved for as: 
u)(t, 3) - v(t) (3.3) 
Equation (3.3) defines a mapping between points in the image and the location parameters of the 
template. Therefore, it can be applied to gather evidence in a two-dimensional accumulator space 
that accounts for the location parameters 0. Thus, given a point AO in the image, the locus of 
possible solutions to equation (3.3) can be traced, i. e.: 
O=Ao-v(t) Vt (3.4) 
considering all values of the parameter t. This simple approach is equivalent to the Merlin-Faber 
accumulator described in 3.1.1 as, by considering all values of t, the whole inverted model is 
traced and used to gather evidence. As mentioned before, this is not very efficient from the point 
of view of computational cost. Moreover, if scaling and rotation of the template are considered, 
two extra dimensions in the accumulator space are required. In this case, assuming an instance 
of the model appears in an image translated by the vector 3, scaled by a factor 8 and rotated 
according to the matrix R(d)), equation (3.2) becomes: 
w(t, 13,0 + sR(O)v(t) (3.5) 
and the location parameters of the curve can be solved for as: 
13 = L,; (t, ý3, s, 0) - sR(0)1, (t) (3.6) 
This equation shows that a four-dimensional space is required to extract a general curve that has 
undergone translation, scale and rotation. Thus, for each point in the image, a four dimensional 
A 
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locus of potential locations (0), rotations (6) and scales (s), consistent with the point, must be 
traced via the constraint equation 3.6. 
In the GHT, the high computational cost that results from using equations 3.3 or 3.6 to gather 
evidence, is avoided by means of an R-Table. The R-Table is a look-up table which replaces 
the need for directly using these equations by pre-computing their solutions using edge direction 
information. Figure 3.4 illustrates the process of creating an R-Table from a model and a reference 
R-Table 
Template v(t) 
Oj (Aj Pi 
Figure 3.4: Creating the R-Table from the template 
point (rf ). The R-Table is indexed by edge direction, with each row covering a part of the (0,27r) 
range. Thus, for each edge point v(tj) in the model, an entry is created, and the direction of the 
tangent 6j determines the row in the R-Table to which it must be is added. As the figure indicates, 
the infonnation stored in an entry for a point v(tj) includes: 
o the distance from the point v(tj) to the reference rf, represented by the magnitude of vector 
Pi 
e the direction of the tangent at the point v(tj): Oj 
* the direction of the vector pj relative to Oj 
Once the procedure above has been repeated for all the edge points in the model, the resulting R- 
Table can be used to extract this model in an image via the GHT. Now, given an edge point A0 with 
Tangent direction 
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tangent direction 00 in an image, not all points in the model must be used to gather evidence, but 
only those whose tangent direction is consistent with 0(). Thus, in theory, equation (3.3) becomes: 
0= Ao - v(t) VtI (ý(V(t)) = 0() (3.7) 
In practice, not only points with the same tangent direction are considered, but all those in the 
corresponding row of the R-Table. The process of gathering evidence in the accumulator by means 
of the R-Table is summarised in the pseudo-code 3.2. Also, figure 3.5 illustrates the accumulation 
Algorithm 3.2 Gathering evidence with the GHT 
1: for all points A0 the image I do 
2: Obtain direction of the tangent at the point Ao: Oo 
3: Find row i in R-Table corresponding to oo 
4: for all entries j in the ith row of the R-Table do 
5: Get location parameters as 0= \() - pj 
6: Add one vote in the two-dimensional accumulator at position 
7: end for 
8: end for 
process for a particular point in the image Ao. Given this point, the direction of the tangent 
deten-nines the row in the R-Table to be considered. Then, for each entry in that row, the position 
of the reference point rf (see figure 3.4) is obtained using the information stored in it, and one 
vote is cast in the two-dimensional accumulator space accounting for the location parameters. 
With the GHT, each point in the image generates only as many votes as entries in the corres- 
ponding row of the R-Table. This approach is more efficient than the Merlin-Faber accumulator, 
for which the whole template is used to accumulate evidence for each point. However, the GHT 
implementation described above can only be used to extract instances of the model that have not 
undergone any rotation or scale. In other words, the R-Table in figure 3.4 can be used to solve 
equation (3.3), but not equation (3.6). 
3.1.3 Including scale and rotation in the GHT 
The use of the R-Table in the GHT can be easily extended to accommodate for scale and rotations 
of the template. However, this is only possible at the expense of a considerable increase in com- 
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Figure 3.5: Evidence gathering for a point in the image and an R-Table via the GHT. 
putational cost, and requires the use of a four-dimensional accumulator space (two dimensions for 
the location parameters, one for the scale and one for the rotation). 
As far as scale is concerned, it can be shown that edge direction is invariant to scaling. Thus, given 
a curve v(t) and its scaled version v, (t) =s- v(t), and assuming t is normalised along the length 
of the curve, it holds that: 
1'7(v, ý(ti))l =s- 1'7(v(ti))l (3.8) 
Where the gradient V(v, (ti)) represents the tangent of the curve at the point. 
As the R-Table is indexed by edge direction, this indexing is appropriate to extract scaled instances 
of the model in images. In this case, the constraint equation used to accumulate evidence for an 
edge point Ao in the image, with tangent direction Oo, would be: 
0= Ao -s- v(t) vtI O(V(t)) = 00 (3.9) 
where, again, not only points in the model with the same tangent direction are considered, but all 
those in the corresponding row of the R-Table. Now, rather than a two-dimensional accumulator 
space, a three-dimensional one is required to account for the location parameters 0 and the scale 
parameter s. The accumulation process for a point AO in an image is similar to the one illustrated in 
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figure 3.5. However, the scale parameter s must be taken into consideration to obtain the location 
parameters of the reference point where a vote must be cast for a particular entry in the R-Table. 
The evidence gathering process for an image I in this case is summarised in pseudo-code 3.3. It 
can be seen how, as well as needing one more dimension in the accumulator space and therefore 
more memory, considering scale also involves an increase in computational complexity. 
Algorithm 3.3 Gathering evidence with the GHT: scale considered 
1: for all points A0 the image I do 
2: Obtain direction of the tangent at the point Ao: Oo 
3: Find row i in R-Table corresponding to Oo 
4: for all entries j in the ith row of the R-Table do 
5: for all values of the scale parameter considered: Sk do 
6: Get location parameters as 3= \O - Sk * Pi 
7: Add one vote in the three-dimensional accumulator at position (fl,, fly, SO 
8: end for 
9: end for 
10: end for 
Considering not only scale, but also rotations of the template, is also simple with the GHT. If an 
R-Table for a model exists with n rows (each row covering a 22i range of edge directions), the n 
R-Table for a version of the model rotated by mx 2", is a copy of the original R-Table in which n 
rows have been shifted by m positions. Consequently, the evidence gathering process for the GHT 
considering scale and rotations of the template, given a model v(t), its associated R-Table, and an 
image 1, can be summarised as pseudo-code 3.4 indicates. 
As it was the case with scale, considering rotations of the template does not only require adding 
one extra dimension to the accumulator space, but also involves an increase in computational 
complexity. 
3.1.4 Other invariant approaches to the GHT. - the affine GHT 
There exist a number of extensions to the original formulation of the GHT conceived to accommo- 
date not only rotation and scaling as presented in the previous subsection, but also more general 
transformations of the template. For this purpose, as it is discussed in detail in chapter 2, the idea 
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Algorithm 3.4 Gathering evidence with the GHT. scale and rotations considered 
1: for all points \0 the image I do 
2: for 0=0; 0=0+2: Iý; 0<2-pi do n- 
3: Obtain R-Table for vo (t) = R(O) v(t) by shifting the original R-Table 
4: Obtain direction of the tangent at the point Ao: Oo 
5: Find row i in the new R-Table corresponding to Oo 
6: for all entries j in the ith row of the R-Table do 
7: for all values of the scale parameter considered: Sk do 
8: Get location parameters as 3= AO - Sk * Pj 
9: Add one vote in the four-dimensional accumulator at position (flx) Pyi Sk7 0) 
10: end for 
11: end for 
12: end for 
13: end for 
of invariance has often been proposed as a means to avoid the need to add extra dimensions to the 
accumulator space and the resulting increase in computational cost. In [57], the affine Generalised 
Hough Transform is presented. The affine GHT extends the principles of the GHT to allow for 
affine transformations of the template. For this purpose, pairwise parallel tangents and properties 
of affine transformations, namely the fact that they preserve parallelism (see section 3.2), are used 
to define invariant arrangements of points that can be incorporated to the GHT. Figure 3.6 illus- 
trates the way these affine invariant quadruplets of points are obtained for this method. Given a 
pair of points pl and P2 in a curve with the same tangent Oj, a straight line is drawn through the 
midpoint of the segment Ti--p2 to the direction of Oj. The points resulting of the intersection of 
this straight line with the curve, plus the pair pl, P2, define an affine invariant quadruplet. 
The affine GHT uses a variation of the R-Table that consists of a linked list of quadruplets of points 
like those in figure 3.6. This R-Table is indexed by the tangent Oj of the pair used to generate the 
corresponding quadruplet, and also stores inforination about the relative tangent of the other two 
points in the quadruplet. The accumulation process for and image I via the affine GHT, based 
on the use of this R-Table, is summarised in algorithm 3.5. First, pairs of points with the same 
tangent are identified in the image. Then, affinely invariant quadruplets are obtained from these 
pairs, and compared to the quadruplets in different rows of the R-Table. In this way, the location 
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0 
Figure 3.6: Affine invariant quadruplets of points as obtained in 1571. First. pairs of edge points 
(p, and P2) with the same edge orientation (0j) are selected. Then, two extra points in the contour 
are obtained along the line passing through the midpoint of the segment p-I p-, Z, mid pandlel to the 
original tangent. 
parameters can be accumulated for separately in a 2D space, while a 4D space is requirrd for the 
parameters defining the affine transformation. 
3.2 Computer vision geometry 
In this section, the most common 2D geometric transformations that curves in images can undemp 
are introduced. These transformations are described in terms of their respective transformation 
matrices, and distinguishing between Euclidean, similarity, affine and projective. In the context of 
projective transformations, the cross-ratio of four aligned points is described. Also, the principles 
of multiple-view geometry are presented. This information is particularly relevant to understand 
some of the basic ideas presented in this thesis. 
3.2.1 Image transformations 
Figure 3.7 illustrates the results of applying these four transformations to some basic geometric 
primitives, indicating which are the main properties preserved in each case. 
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Algorithm 3.5 Gathering evidence with the affine GHT 
i: for an pairs (PI, P2) tne image i wim ine same tangent (Pj ao 
2: Obtain invariant quadruplet (P1, P3, P3, P4) as illustrated in figure 3.6. 
3: for (pi =0; 0i =0j+60i; 0j < 2-pi do 
4: for aH Entries in row corresponding to Oi of R-Table do 
5: Read invariant quadruplet (p' p/ P' p' ) stored in that entry. 1234 
6: Use the correspondences Pk ý* PI to obtain location parameters and affine transfor- k 
mation parameters. 
7: Accumulate for location parameters in 2D space 
8: end for 
9: end for 
10: end for 
II: for aH Peaks (Xk i Yk) in 2D space over a certain threshold do 
12: Repeat steps I to 6 accumulating for the affine transformation parameters in 4D space 
whenever the location parameters are (Xki Yk) 
13: end for 
Eucfidean 'Fransformations 
Euclidean transformations are the result of the combination of a translation and a rotation of the 
original curve or shape. As a simple translation in the two-dimensional plane is not a linear 
transformation, homogeneous coordinates must be used to allow for matrix representation. Thus, 
the Euclidean transformation that maps points in the plane of the form p= [x V 1]T to points 
in the form Pt = [XI y/ 11T, can be represented by: 
X/ 10 tx cos -sin 0x 
y01 ty sin Cos 0y 
001001 
P/ = TRp=Tp (3.10) 
where T, and R represent the translation and the rotation respectively, and T, is the matrix for 
the Euclidean transformation. It is important to notice that, by using homogeneous coordinates, 
a concatenation of transformations like the ones above results in a simple product of matrices. 
L 
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rransformation Preserves 
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Cross-ratio of 4 aligned points 
Figure 3.7: Types of geometric transformat ions, their effects on some basic primitives, and prop- 
erties preserved in each case. 
Consequently, if instead of a translation followed by a rotation, a rotation followed by a translation 
was considered, the order in this product would change accordingly. 
As curves or shapes in images affected by Euclidean transformations are only translated and ro- 
tated (see figure 3.7), distances and angles are preserved, as well as shapes themselves. Thus, a 
square transforrns into a square whose four angles continue to be of 90', and whose sides have the 
same length as the original. Collinearity is also preserved. 
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Similarity transformations are the result of the combination of an Euclidean transformation and 
scaling. In homogeneous coordinates, scaling can be expressed in matrix forrn as: 
x sx 
00xx 
y0 sy 0ySy 
00111 
where s, and s. are the scaling factors in the x and y direction respectively. Consequently, as the 
concatenation of transformations involves product of matrices, a similarity transformation can be 
expressed as: 
x SX 0010 tx Cos Sill 00x 
y0 Sy 001 ty sin Cos 0y 
L11L001JL001JL001JL1 
p/ = STRp=Tp (3.12) 
where T, is the matrix for the similarity transformation (with 5 degrees of freedom in the most 
general case), and a change in the order in which transfon-nat ions are applied results in a change 
in the order of the product of matrices. 
Similarity transfon-nations preserve shape, angles and collinearity. Unlike Euclidean transforma- 
tions, they do not preserve distances, although they do preserve ratios of distances (see figure 
3.7). 
Affine Transformations 
Affine transformations can be seen as a combination of a similarity transformation and shearing. 
A shear parallel to the x axis, whose effects are represented in figure 3.8, can be expressed in 
homogeneous coordinates as: 
I k, 0x 
010y sh, 
001--I 
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while a shear parallel to the y axis has the form: 
X100XX 
Y, ky 10Y Shy Y (3.14) 
1--00111 
Therefore, the matrix for an affine transformation presents seven degrees of freedom (only six if, 
as it is common in practical situations, s., = s. ) and can be put as: 
1001 kx 0 S. 0010 tx cos sin 00 
Ta ky 100100 . 5y 001 ty sin cos 00 
001--001. L001- -0 
01 
-- 
001- 
where, as mentioned before, a change in the order in which transformations are applied results in 
a change in the order of the product of matrices. 
y 
Figure 3.8: Effects of shear parallel to x axis according to equation (3.13) 
Affine transformations do not preserve either angles or shape. They do preserve colinearity, ra- 
tios of distances and, very importantly as it distinguishes them from projective transformations, 
parallelism. Affine transformations are particularly relevant in the context of computer vision 
problems, as they are a good approximation of the 2D projective transformation resulting from 
the mapping of a planar object into the image plane of a camera. This approximation can be used 
when the depth variation of the object considered is small compared with the distance between 
the object and the camera. 
Projective Transformations 
Projective Geometry is central to computer vision, as the process of image formation can be de- 
scribed mathematically by a camera projection matrix M, which takes a point P= [X, y' ZI 1]T 
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in three-dimensional space and transforms it into a point p= [X, y, 1]T on the two-dimensional 
image plane. This can be expressed as: 
P-MP (3.15) 
The projection matrix M is fully characterised by the the intrinsic and extrinsic parameters of 
the camera. These parameters are represented by the calibration matrix K and the matrix [R I t] 
(which accounts for the position and orientation of the camera in the world coordinate system) 
respectively. Thus: 
M=K[Rlt] (3.16) 
Detailed discussion of the principles of projective geometry and camera calibration are outside the 
scope of this work, and can be found in [41]. 
As far as the 2D transformations studied in this section are concerned, a projective transformation 
can be seen as the result of imaging a planar shape according to the model described above from 
different viewpoints. These 2D transformations can be defined by the homography H like: 
pl=Hp (3.17) 
where the 3x3 non-singular matrix H is such that colinearity is preserved (see figure 3.7), and 
has eight degrees of freedom. 
The cross-ratio 
As well as colinearity, projective transformations preserve the cross-ratio of four aligned points. 
The mathematical definition of the cross-ratio, given the colinear points A, B, C and D, is: 
A-C B-C Cr(A; B; C; D) = X-: (3.18) D D B-D 
where A-B denotes the usual Euclidean distance between the points A and B. 
Figure 3.9 shows four aligned points and their projection on another line. As the cross-ratio, 
defined as a ratio of ratios of distances according to equation (3.18) remains unchanged under a 
perspective projections, as long as the ordering in the points is preserved and these are collinear, 
it holds that: 
A-C B-C A'-C' B'-C' 
Cr(A; B; C; D) = X- D D: ii--=X=D,: U=D, =Cr(A'; 
B'; C'; D') (3.19) 
D 
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Figure 3.9: Four points on a line (A, B, C and D), and their perspective projection on another line 
(A', B', C'and D'). 
The invariance properties of the cross-ratio have proved considerably useful in computer vision 
applications [37][103][10][15][100][101][86], as they also apply to the 3D projection of points in 
the space into the image plane. Thus, the cross-ratio of four colinear points in 3D space coincides 
with the cross-ratio of the points resulting of their projection into a camera plane, regardless of its 
position or intrinsic parameters. 
3.2.2 Epipolar geometry. 
The principles of projective geometry, typically encoded by the Projection Matrix (see equations 
(3.15), (3.16)) in computer vision applications, have very interesting implications in the context 
of multi-view analysis. 
When a point in space is projected onto the two cameras of a stereo setup, the projected points 
generated in the two image planes are related by the well known epipolar constraints. The prin- 
ciples of epipolar geometry are illustrated in figure 3.10. A point P in space is imaged in two 
views at p and p' respectively. It can be seen that P, p and p', and the camera centres c and c' 
are coplanar. This plane is denoted as the epipolarplane. Clearly, the rays back-projected from p 
and p' intersect at P and lie on the epipolar plane. This property has some very interesting con- 
sequences. Thus, when only point p in one of the images is known, it can constrain the location 
of the corresponding point p'. As shown in the image, the epipolar plane is determined by the 
line joining the centres, known as the baseline, and the ray defined by p. As it is known that p' is 
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Figure 3.10: Epipolar geometry for a stereo setup. The baseline of two cameras and a ray back- 
projected from a point p in one of the images defines the epipolar plane. The intersection of the 
epipolar plane with the other image plane defines the epipolar line 1' on which the corresponding 
point p' must lie. The epipoles e and e' are the intersection points of the baseline with each of the 
camera planes. 
also on the epipolar plane, it must necessarily lie on the intersection of this plane with the second 
image plane, the epipolar line. 
The epipolar geometry allows for the stereo correspondence problem to be constrained to a search 
along a line, rather than over the whole image plane. The epipolar geometry is algebraically 
encoded by the Fundamental MatrLx, F, such that pFp' = 0. If the camera calibration parameters 
of the stereo rig are not known, which is often the case in many computer vision applications, F 
can be obtained from 7 image correspondences. Knowledge of F allows for the images acquired 
by the stereo rig to be transformed so that pairs of conjugate epipolar lines become collinear and 
parallel to one of the image axes (usually the horizontal one). This process, known as image 
rectification, involves transforming the image planes so that the baseline becomes parallel to the 
horizontal axis of both cameras. This situation is illustrated in figure 3.11. In this case, given 
a point in one of the images, the epipolar geometry constrains the search for the coffesponding 
point in the second image to a horizontal line with the same vertical component as the first point. 
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P 
Figure 3.11: Epipolar geometry for a rectified stereo fig. Given a point p in one image, the 
corresponding p' in the other image must lie in a horizontal line with the same vertical component 
as the first one. 
3.3 Summary 
In this chapter, details on the implementation of the basic Hough-based techniques were pre- 
sented. Also, the principles of computer vision geometry were briefly described, paying special 
attention to 2D curve transformations, the notion of cross-ratio and multiple-view geometry. This 
information will help understand the discussion in the rest of the chapters. Moreover, the no- 
tation introduced in the context of the GHT, and for the representation of 2D curves, is applied 
consistently in the remainder of the thesis. 
ýdd 
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Chapter 4 
A Local Invariant Generalized Hough 
Transform 
In this chapter, a novel method for two dimensional shape extraction based on the Hough Trans- 
forrn is presented: The Local Invariant Generalised Hough Transform (LIGHT). The method is 
applicable under 4D similarity transformations while maintaining the dimensionality of the pro- 
blem as that of the original 2D Generalised Hough Transform. This is possible thanks to the use 
of a set of Fourier-based descriptors that remain invariant under translation, scale and rotation. In 
contrast with other invariants used in the same context, the descriptors presented here are local, 
as only relatively small segments of a given shape around a point are needed to compute them. 
Therefore the method is especially tolerant to noise and occlusion. Moreover, the multi-resolution 
properties of the Fourier Transform (FT) make the method less sensitive to global unmodelled 
transformations of the template. 
4.1 Overview of this chapter 
This chapter commences by discussing the way in which curves are parametrised in the image 
plane. Although this parametrisation is not the only one possible, it is commonly used in the lite- 
rature as well as advantageous for our purposes (section 4.2). Next, in section 4.3, the framework 
and notation that will be used to incorporate the use of invariants into the general formulation of 
the GHT is presented. 
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In section 4.4, the Fourier based invariant descriptors which are the basis of the LIGHT are pre- 
sented. First, and using the parametrisation mentioned above, Fourier theory leads towards the 
formulation of the coefficients. Secondly, it is described how this theory applies to the particular 
kind of data available, and consequently how to obtain invariants which are appropriate for use 
in the context of the GHT. Section 4.5, turns to the different parameters involved in the practical 
extraction of the invariant coefficients, and how they affect their accuracy (and hence their invari- 
ance). This leads to a clearer understanding of the practical limitations of the processes so far 
described, and enables the tuning of the system for optimal performance. 
Next, the LIGHT is described in section 4.6. Here, implementation issues are discussed as all 
the results in previous sections culminate with the definition of a new similarity invariant shape 
extraction scheme. It is shown that the Fourier invariants can be used as indices in the R-Table 
as well as in the evidence gathering process, and the implications of this approach in tenns of 
performance and computational cost are analysed. Finally, section 4.7 accounts for experimental 
results and conclusions. 
4.2 Representation of 2D curves 
in this section, the parametrisation used in the remainder of this chapter to describe shape models 
and the invariant features calculated from them is presented. A shape can be defined as a set of 
points with a geometric relationship between them. In the context of this work, shapes in images 
are represented by the two dimensional curves that define their boundaries. It is the parametrisa- 
tion of these curves that is described here. 
The two dimensional image space can, for the purpose of representing curves, be thought of as 
the complex plane. A two dimensional curve v can be described as a function of the normalised 
arc-length along it, t, where the x and y components correspond to the real and imaginary parts in 
the complex plane. Thus, 
v (t) =x (t) +jy (t) for tE 
[0,1] 
This notation is compatible with the matrix form used in chapter 3, and which is also used later in 
this chapter. It may be convenient, in many applications, for a curve to be represented as a periodic 
function of the parameter t. In the case of closed curves, this is possible by merely normalising t 
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Figure 4.1: Representing a closed curve in the complex plane 
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so that the period t=T corresponds to one full traversal along the curve. This idea is depicted in 
figure 4.1. For open curves, however, a subtle variation to this idea is needed (see 4.4.2). 
4.3 Introducing invariance in the GHT 
The HT is a well known method for shape extraction that has proved useful for a great variety of 
applications. Under the formulation of the GHT, it can be used to extract arbitrary shapes, and 
even accommodate for general transformations of the template. This is possible, unfortunately, at 
the expense of a high computational cost which increases exponentially with the number of param- 
eters defining such transformations. In this section, it is shown how the GHT can be reformulated 
as a pose estimation mechanism that gathers shape evidence according to the geometrically inva- 
riant properties of the points in an image. This idea, presented in detail by Aguado et al. in [31, as 
well as its associated notation, serves as motivation for developing the LIGHT method in the rest 
-50 0 50 luo 
x 
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of the chapter. 
In section 4.2, the concept of shape was defined as a set of points with a particular geometric 
relationship, and a parametrisation for curves defining the boundaries of shapes was presented. At 
this point, it is worth emphasising the difference between the parameters intrinsic to a shape, and 
the geometric transformations that can be applied to the shape. Thus, a square, which intrinsically 
consists of four sides of the same length, can be transformed so that its scale, location or orienta- 
tion are altered, or can even be projected or affinely transformed into a different quadrilateral, like 
a rectangle or a trapezoid (see chapter 3). 
Keeping this in mind, it is possible to introduce the concept of invariance that will later be incor- 
porated into the GHT. Given a family of transformations f,, (where a is a vector containing the 
parameters of the transformation), a template shape described by the curve v(t) (where t repre- 
sents the normalised arc-length, see section 4.2), and a function Q (where Q: R2 __-ý RI), which 
computes a certain feature vector on every point in the curve, Q is invariant to the family f,,, if: 
Q(v(to)) = Q(f,, (v(to))) Vto Va (4.2) 
that is, if the feature vectors generated by Q for a point in the curve and for the corresponding 
point in the transformed curve (where the curve has been transformed via f. ), always coincide. 
This simple idea is key to understanding the full potential of incorporating invariance into the 
evidence accumulation. 
Figure 4.2 portrays an example of the aforementioned idea. In this case, the template v(t) corre- 
sponds to the regular pentagon in the centre of the image, and f, is a family of transformations 
that rotate the curve around its centre by a degrees. The function Q: R2 --+ R, simply generates, 
for each point in the template, the distance to the nearest neighbour along a line perpendicular to 
the tangent at the point. The curves at either side of the template are the result of the transfor- 
mation of v(t) for f15 and f45 respectively. As the figure shows, the result of applying Q to a 
point in the original template and to the corresponding point in the transformed curve coincide. It 
can be shown that this holds for all the points in the template (Vto), and for all the rotation angles 
(Va). Consequently, and according to equation (4.2), it can be concluded that Q, as defined in this 
example, is invariant to rotations of the template. 
In the original form of the GHT, a given point in the image (Ao E 1), generates evidence for all 
points in the model v(s) (or at least for all in the corresponding row of the R-Table). Moreover, if 
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f45 f15 
f45 (V (0) 11(t) fl5(V(t)) 
f45(V(t2)) 
fl5(1'(t2)) 
V(t2) 
Q(fl5(V(tl)Y) 
: Q( 
f45 (V(tl))) 'ýilf45( 
t2))) 
Q(V(t2) Q(fl5 (t2))) 
ffA451 ((V((tll 
V( ti) 
Q(V(tl)) Q(fl5(V(tl))) Q(f45(V(tl)) 
Q(V(t2)) Q(fl5(V(t2))) Q(f45(V(t2)) 
Figure 4.2: Example of a function Q that is invariant to rotations of the template. The function 
generates, for each point in the template, the distance to the nearest neighbour along 
a line perpendicular to the tangent at the point 
a transformation like fa is to be considered, the evidence gathering process must be repeated for 
all the possible combinations of the parameters defining this transformation. All this considered, 
in the standard GHT, evidence must be accumulated for all elements such as: 
j(b, a)jb=Ao-fa(v(so))j VAoEI, Vv(so) (4.3) 
where the vectors b and a contain the location and transformation parameters respectively. The 
equation above defines a multidimensional point spread jiunction (psf) of bins in the accumulator 
that must be incremented. Among these, determined by all possible values of b and a, only one 
will correspond to the actual location and transformation of the original template in the image. 
This approach involves an accumulator space with as many dimensions as location and transfor- 
mation parameters. It also generates a considerable amount of false evidence. 
The example in figure 4.3 illustrates the accumulation process in equation (4.3) for one point in 
an image, where only translation and rotation of an original template are considered. The model 
pentagon (4.3(a)), appears rotated and translated in the other images. These three images represent 
the accumulation process for one particular point in the image, A0, as it is matched to three of the 
points in the model (v(ti), V(t2) and V(13)), which for the sake of clarity are marked in the 
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(M) 
n (t2) 
v 
V(ti) 
(a) model 
-- -------- 
---------- 
(c) f (b, a) 1b= A0 - fa (V(t2» 
1 
(b) f(b, a)lb = Ao - f. (v(ti))l 
---------------------- 
-------- -- 
---------- 
(d) {(b, a) lb = \o - fa(v(t3»l 
Figure 4.3: Accumulating in GHT involves large amounts of false evidence. Each combination 
of point in the image (AO) and point in the model (v(ti)) defines a hyper-surface of potential 
parameters. The red pentagon corresponds to image data. Dotted pentagons in each of the three 
images, are locii of evidence generated by the hypothetical match of image point AO, with each of 
three points in the model indicated in the top right image. 
original model. Each of these combinations of point in the image and point in the model define a 
hyper-surface of potential locations and rotation parameters. In the figure, each dotted pentagon 
corresponds to a combination of b and a, and therefore a locus in the hyper-surface. The sum 
of all hyper-surfaces for Ao represents the psf of that point on a three dimensional accumulator 
space (two location parameters and one rotation parameter). It is obvious in this example how, 
first, the number of parameters of the transformation considered has an immediate impact in the 
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dimensionality of the problem. Thus, if not only rotation had been considered here, but also scale, 
evidence would need to be gathered on a four-dimensional space. Secondly, each point in the 
image must be matched to all points in the model (even though in this example only three of them 
are shown). Consequently, an important amount of false evidence is generated. In the pentagon in 
the figure, only one point of the psf of AO actually corresponds to the transformation parameters 
of the original model in the image, and that understandably occurs when AO is matched to the 
corresponding point in the model (see bottom left image). 
By incorporating the principle of invariance symbolised by the function Q into equation (4.3), 
the amount of false evidence, as well as the dimensionality of the problem, is drastically reduced. 
First, given a point Ao, potential points in the model are now only those such that Q(Ao) = 
Q(v(so)). That is, for every point in the image Ao, evidence can be constrained to a subset of 
points W(Ao) in the model given by: 
W(, Xo) = ýv(tj) 1 QGXO) - Q(v(tj» = 01 (4.4) 
This results in never generating a big number of false candidates, and therefore in improved per- 
formance and reduced computational cost. 
This last point can also be more easily understood by means of the example in figure 4.3. This 
figure illustrated how, given a point in the image, all points in the model needed to be considered 
as candidates according to equation (4.3), even though only one of them was actually a match. 
This situation can be avoided by making use of the function Q as defined for the example in 
figure 4.2. Now, only points in the model whose distance to the nearest other point along the 
perpendicular coincides with that same parameter calculated for the point in the image, must be 
taken into consideration. Intuitively, rather than all the points in the model, only five, one for each 
side of the pentagon (see figure 4.4), will be used as possible matches. 
Moreover, depending on the practical implementation of Q, an even more relevant simplification 
can be made which allows position and transformation parameters to be accumulated indepen- 
dently. In effect, given a pair of AO and v(tj) E W(Ao), and since Q is invariant to f., it is 
sometimes possible to solve for a (or at least for some of its parameters) in: 
Q(Ao) = Q(f. (v(tj))) (4.5) 
This allows the definition of the set of solutions to the equation above as: 
(Ao, v (tj)) =faI Ao = f. (v (tj)) 1 (4.6) 
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v(t4) v(t3) 
V(t 5) v(t2) 
tl) 
W(Ao) = ýv(tj) 1 Q(, \o) - Q(v(tj» = 01 
W(Ao) ýI l"(tl)i l, (t2), I" (t3), 1"(Wi I" (t5) 
I 
Figure 4A For a model (top left) and a point AO in the image (top right), using the function Q as 
defined in figure 4.2 limits the candidate points in the model (top left) to those in W(AO) (bottom) 
Now, it is possible to rearrange the equation (4.3) so that two separate accumulators can be used 
to gather evidence for the location and transformation parameters. To accumulate for b, a two- 
dimensional space is needed, and evidence can be gathered according to : 
f(b)lb=Ao-f,, (v(so)), aEf'ý'(Ao, v(to))ý VAoEI, Vv(to)EW(Ao) (4.7) 
while the dimensionality of the accumulator for a will depend on the number of parameters defi- 
ning the transformation f, and evidence can be gathered via: 
I (a) IaEf `ý'(Ao, v (to)) I VAo E 1, Vv(to) E W(Ao) (4.8) 
For the example of the pentagons employed so far, the last equations also have an intuitive mean- 
ing. Now, given a point in the image (AO) and one of the five points in the model in the set W(Ao) 
(see figure 4.4), evidence gathering can be decoupled into two. First, the rotation angle can be 
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calculated by comparing the tangent at AO and at the corresponding point in the image (equation 
(4.6)). Then, this rotation angle can be used to accumulate for a in a one-dimensional space (equa- 
tion (4.8)), as well as help obtain the location parameters b, which can be accumulated for in a 
separate two-dimensional space (equation (4.7)). 
The possibility of decoupling the evidence gathering process into two is a major breakthrough (for 
a more detailed discussion on this topic see [31), as it provides the appropriate framework towards 
more efficient Hough based algorithms. 
The discussion so far has avoided, except for the simple example in figure 4.2, naming any specific 
function that can be used as the invariant Q. This function is crucial for successfully putting 
the ideas presented here into practice. As mentioned before, the feasibility of the last of the 
simplifications induced by the use of invariance, depends entirely on Q and its ability to provide 
solutions for the transformation parameters through equation (4.5). There are other properties of 
Q that are also extremely important, such as the cost of calculation, its accuracy, the range of 
results it provides and its locality: 
The reduction in the dimensionality of the problem and in the number of false candidates 
considered in the accumulation process, is achievable at the expense of the extra cost in- 
volved in calculating the invariants from Q for the points in the model and in the image. 
Consequently, an extremely computationally expensive implementation of Q might render 
the whole idea impractical. 
The accuracy of the invariant function Q will also play a key role in the overall performance 
of the system. In this context, the term accuracy is used to refer to how invariant the results 
of applying Q to one point in a curve, and to the corresponding point in a transformed curve, 
really are. An ideal implementation of Q would result in Q(v(st))) - Q(fa(il(.,; ()))) =0 
for all the points in the curve and any a. In practice, a certain error will exist, mainly due to 
discretisation effects, that must be taken into account. 
The range of values is directly related to how distinct the points in a curve are from the point 
of view of Q. A big range and variety of values for Q will make points more distinguishable 
from each other, resulting in smaller W(Ao) subsets. Moreover, these subsets being widely 
separated from one another will lead to systems more tolerant to inaccurate calculations 
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Last, the concept of locality indicates how much of the near or distant neighbourhood of a 
point is needed for the calculation of Q on it. Ideally, only the point itself would be needed 
for such purpose. However, such an invariant function Q does not exist, and the less local 
the invariants the more susceptible they become to noise and occlusion. 
In the next section, elliptic Fourier descriptors are described as the basis for a function Q. Their 
use is justified based on the properties enumerated above. 
4.4 Elliptic Fourier descriptors 
In section 4.2, the parametrisation used to represent shape models was presented. As this repre- 
sentation is confined to the 2D complex plane. a Fourier expansion of equation (4.1) provides a 
series of elliptic Fourier descriptors. There exist two equivalent methods to obtain this expan- 
sion, namely using the exponential or the trigonometrical form. The trigonometric form is used 
throughout this work, as not only is it more intuitive, but it is also easier to implement. 
This section introduces some of the basic maths behind elliptic Fourier descriptors (see section 
4.4.1). This theory is then applied to the type of data available in the experiments. For this 
purpose, it is necessary to deviate slightly, but in an reasoned way, from the original formulation 
of the problem (see section 4.4.2). 
4.4.1 Mathematical formulation 
The Fourier series (FS) of a continuous periodic function f (t) with period 27r, is a representation 
of this function as a sum of periodic terms of the form ejkt, which are harmonics of eit. The 
extension of this idea to functions of any positive period would be immediate by a simple renor- 
malisation of the t axis. Equations (4.9) and (4.10) present the forward and inverse formulation 
for the FS: 
ir 
Fk T7r f (t) -e -jktdt (4.9) 
00 
(t) E Fk . ejkt (4.10) 
k=-oo 
A 
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where f (t) is square-integrable in the interval [0,27r]. Each Fk is called a Fourier coefficient, and 
each of the terms in the sum of equation (4.10) is known as a harmonic. 
As stated before, in the implementation of the method presented here, the sinusoidal version of 
the above equations was used. This can be derived via a simple change of variable by means of 
the Euler fonnula: 
e jkt = cos (kt) +j sin (kt) (4.11) 
This formula can be used to obtain the alternative trigonometric representation of the FS as: 
7r 
ak f (t) - Cos (kt)dt (4.12) 7r 
f7r 
7r 
bk J, f (t) - sin(kt)dt (4.13) 7r - 7r 
00 
(t) ao + E[ak - cos(kt) + bk - sin(kt)] (4.14) 2 
k=l 
Now, equations (4.12), (4.13), (4.14) can be used to represent any curve in the image plane. There- 
fore, a given contour v(t) can be described in terms of a series of sinusoids in the form: 
00 CO 
Z v(t) 20 +J: 
jaxk cos(kt)+bxk sin(kt)l+j( +E jayk cos(kt)+byk sin(kt)} 
) (4.15) 
k=1 k=1 
where the Fourier coefficients are, in this case: 
a, x k" -ý T 
f 
0 
x(t) - cos(kt)dt 
bxk "ý 
f 
x(t) - sin (kt)dt T o o 
2 
ayk = 7; 
fT 
0 
y(t) - cos(kt)dt 
2 
byk = 7; 
fT 
0 
y(t) - sin(kt)dt 
The terms in equation (4.15) have an interesting geometric interpretation in the 2D complex plane 
that is used to describe the contour v (t). Each defines a rotation vector, or elliptic phasor in the 
plane since, for a fixed value of k, the trigonometric summation defines the locus of an ellipse 
[85]. This idea is portrayed in figure 4.5, where two of these phasors for different values of the 
Fourier coefficients are shown. The value of k in this case, indicates the number of cycles around 
the ellipse for a ftill period of the variable t. 
So far, it has been shown, first, how a curve in the image plane can be defined as a continuous 
and periodic function of the arc-length t. This enabled the description of any 2D curve in terms 
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Figure 4.5: Two term s of the form: axk cos (kt) + bxk sin (kt) +i (ayk cos (kt) + byk sin (kt)), on 
the complex plane, for different values of the Fourier coefficients. A curve v(t) can be seen as a 
sum of elliptic phasors. 
of an infinite number of Fourier coefficients (equation (4.15)). However, what is required is a set 
of coefficients that are invariant to similarity transformations of the curve, and those in equation 
(4.16) do not have this property. Therefore, the reasoning must be taken one step further. Now, 
for the sake of simplicity, equation (4.15) can be expressed in a matrix form as: 
x axo axk bxk cos(kt) (t) 
2 
(4.17) 
YM ayo k=l ayk byk sin(kt) 
I 
Consider how this equation changes if the curve is translated by t, ý + jty, scaled by a factor s and 
rotated by an angle p. In this case, the new contour would be: 
V, 
a., o +8 
cos(p) sin(p) axk bxk cOs(kt) 
+tx 
2 
ayo 
I- 
sin(p) cos(p) k=l ayk byk sin(kt) ty 
I 
(4.18) 
By inspection of equations (4.17) and (4.18), it can be seen that: 
a' 0', Oc I ý, o 
( b'yo 
+ axk cos(kt) + bx sin(kt)ý +j-+E 
ýa cos(kt) + blyk v2 
k=l 
IIk2 
k=l 
yk sin(kt)l 
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where: 
axk =-- s(axk COS(P) + ayk sin(p)) 
b'xk s(bxk COS(P) + byk sin(p)) 
ayk s(-axk sin(p) + ayk COS(P)) 
b'y k s(-bxk sin(p) + byk COS(P)) 
axo = axo + 2tx 
at0= ayo + 2ty (4.19) y 
it is then straight forward to prove that coefficients of the form: 
22 
'y jAkl 
+ 
lBkl Výax2k + a, 
Vý ý+býý 
Ck yk + 
xk k 
(4.20) 
2 lAil jBil -21 + a., 2 21 ýa Vx Vrbxl + by 
are invariant to scale, translation and rotation. 
The theoretical analysis detailed in this section has led to the formulation of the invariant coeffi- 
cients in equation (4.20). Unfortunately, due to the nature of real image data, these results can 
not be directly applied to the calculation of the Fourier elliptic invariants suitable as indexes of 
a GHT R-Table. In the next section, subtle alterations in the above formulation are justified to 
obtain these invariants from our data in an appropriate and realistic manner. 
4.4.2 Discrete open curves 
The previous section showed how a set of elliptic Fourier descriptors which are invariant to simi- 
larity transformations can be obtained to describe a continuous periodic 2D curve. However, such 
continuous and periodic representation is often not available in the context of image processing. 
Therefore, it is necessary to resort to a discrete formulation of the problem, typically in the form 
of the discrete Fourier series (DFS) and the discrete Fourier Transform (DFT). In this section, the 
equations and ideas of section 4.4.1 are reformulated in order to be used with real discrete data, 
and to provide descriptors for a curve that are local to the points in it. 
The acquisition of digital images from real scenes leads to both spatial and photometric quanti- 
sation (see figure 4.6). Thus, a digital image can be seen as an array of picture elements, called 
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Spatial quantization Intensity quantization 
Figure 4.6: Digital image acquisition model 
pixels, which are arranged forming a two-dimensional grid. When an image is acquired, the inten- 
sity function is integrated over the corresponding area in the grid for each pixel (spatial quantisa- 
tion), and the resulting value stored as a digital number (photometric quantisation). Obviously, the 
density of the two-dimensional grid, as well as the number of levels used to represent the range 
of intensities are important quality factors. These two factors are known as spatial resolution and 
intensity resolution, and are usually measured in pixels and bits (where 8-bit intensity resolution 
means 2' quantisation levels are available). 
From the point of view of the work described in this chapter, the process of spatial quantisation 
means that a continuous description of the shapes under analysis such as that in equation (4.1) 
is not available. Instead, input data consists of discrete contours resulting from edge detection 
applied to a digital image. Unless edges are obtained to sub-pixel accuracy, the spatial resolution 
of these contours is one pixel. As a result, the FS described in section 4.4.1 fails to be applicable to 
the data, and the DFS must be used instead. For this purpose, curves must be conceived as periodic 
complex sequences rather than continuous periodic functions of the parameter t (see figure 4.7). 
The principle for the DFS remains similar to that of the FS. However, while an infinite number of 
harmonics is in general needed to describe a continuous-time periodic signal (see equation (4.10)), 
only N harmonics suffice in the case of a discrete sequence of period N. Equations (4.21) and 
(4.22), the analysis - synthesis pair for the DFS, are the discrete time equivalents of equations 
I Illage 1 (. 1 , y) Sampling grid I)iitaI 
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Fourier Series, FS 
Digital image acquisition 
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Discrete global representation 
Discrete Fourier Series, DFS 
Discrete local representation 
Discrete Fourier Transform, DFF 
(4.9) and (4.10): 
Figure 4.7: Relationship between FS, DFS and DFT 
N-1 
i ý-'- kn DFk = 
Ef[n]. e- N 
n=O 
1 N-1 2-kn 
f [n] =N 5-_ý DFk - ei N (4.22) 
k=O 
where f [n] is a periodic sequence with period N. From these equations, and following an analo- 
gous reasoning to that above, it is possible to define a set of N invariant descriptors for any curve 
represented as a periodic sequence with a period of N samples. 
So far in this section, it has been shown how the FS can provide similarity invariant representations 
of continuous curves, while the DFS allows for these representations to be obtained from discrete 
data. However, as discussed before, it is not a single global representation of a given curve that is 
needed for its application in the context of a local invariant Generalised Hough Transform, but a 
local representation for each point in the curve. Consequently, it is not the whole discrete contour 
of the shape that is used to obtain invariant descriptors, but small segments around each considered 
point. The smaller the segment considered, the more local the descriptors. Obviously, the trade-off 
in using small segments is a decrease in the number of samples available for calculating the Fourier 
descriptors and, accordingly, a decrease in accuracy. Regardless of the size of these segments 
relative to the total arc-length of the complete curve, they will always correspond to open portions 
. Jý 
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of the curve. In order to apply equations (4.21) and (4.22), it is necessary to obtain a periodic 
sequence from each segment. This is possible by tracing segments back and forth, thus allowing 
them to fold and build a closed contour. Figure 4.8, where a discrete open segment (top left) is 
used to construct a periodic sequence, shows this idea for one period of the new sequence. 
ýý9 
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Figure 4.8: A discrete segment of a curve on the complex plane (top left) and its x and y compo- 
nents (bottom left and top right respectively) 
In the way described above, similarity invariant local descriptors for points in a discrete curve can 
be obtained, from small segments around them, by means of the DFS. By transforming an open 
segment of a curve into a periodic sequence, advantage is implicitly being taken of the relationship 
between the discrete Fourier series, DFS, and the discrete Fourier Transfonn, DFT, where the 
latter operates on finite aperiodic sequences and provides a set of coefficients that coincide with 
the DFS of the corresponding periodic sequence (see figure 4.7). 
One last and very important consideration refers to how the term sequence has been employed in 
the context of the DFS, whereas the image data must be seen as a discrete function of the arc-length 
instead. For the two concepts to be totally interchangeable, samples in the discrete function must 
182 
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be equally spaced along the parameter t. Considering figure 4.8, it is obvious how the available 
samples of x(t) and y(t), which make up the corresponding discrete sequence, are not equally 
spaced. For the particular case here depicted, the samples are either I or v12- pixels away from 
each other. Had the edges been calculated with sub-pixel accuracy, the range of possible distances 
would be bigger. The samples not being equally spaced adds a non-linearity to the system that 
needs to be addressed. 
This problem is especially apparent in the case in which a particular curve has been rotated 45 
degrees. Due to the discrete nature of the data, matching segments of the same length can contain 
different numbers of samples and different distances between them, especially for versions of 
one curve rotated by 45,135,225 or 315 degrees. Figure 4.9 illustrates this phenomenon for 
two matching segments of the same curve, where one of them has been translated and rotated 45 
degrees. Note how, even though the total arc-length is the same for the two segments, the number 
of samples, as well as the distance between them, varies from one to the other. This explains how, 
as it is discussed in further detail in section 4.5, a bias is encountered in the calculation of the 
invariants from the elliptic Fourier descriptors, and this seems to lead an anomalous behaviour for 
certain rotations. 
There exist a number of papers concerning the application of DFT-like algorithms to non-equally 
spaced data ([81, [251, [68]), most of which involve a combination of Fast Fourier Transform (FFT) 
and interpolation techniques. In this work, a simplified approach that seems to provide accurate 
enough results has been adopted. This approach consists of fitting a spline to the available samples 
of each of the segments to be analysed, and then re-sampling it at a constant sampling rate. In this 
way, segments of the same arc-length are always used, and still the same number of samples exist 
in all the cases. As the samples are equally spaced, such discrete functions can now be thought 
of as sequences as far as the DFS and DFT are concerned. Moreover, a consistent number of 
coefficients can be extracted from each of the segments. 
4.5 Study of the local invariant Fourier descriptors 
In order to investigate the effects of the different factors involved in the practical calculation of 
invariant Fourier descriptors, a set of experiments was conducted. Theory studied so far suggests 
that the descriptors extracted for a point in a curve, and for the matching point in a similarity 
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Figure 4.9: A curve (a) and its rotated version (b) may have a different number of samples ((c) 
and (d) respectively) despite having the same total length. 
transformed version of the curve, should be identical. However, in practice, there exist a number 
of parameters which can invalidate that statement. The parameters whose influence is believed to 
be most relevant are: 
e The effect of a rotation of a curve. 
9 The effect of a global scaling of a curve. 
* The length of the segments of the curve used to obtain the Fourier descriptors. 
9 The spatial accuracy in the location of the edges extracted from the input images. 
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Figure 4.10: One of the original images (a) and close-ups of the two shapes under study in it ((b) 
and (c)). 
4.5.1 Setup 
The experiments used five different shapes taken from a set of real images. Figure 4.10 shows one 
of the images (4.10(a)), and two of the shapes in it used in the experiments. As the rotation and 
scale were the first two factors to be studied, rotated and scaled versions of these shapes were also 
utilised. Thus, the input to the experiments consisted of a set of original shapes, their versions 
rotated by 0= 0', 0= 1', = 2', ..., 0= 360', as well as scaled versions of all these with 
scaling factors in the range s 0.7,8 = 0.8,. .., s=1.3. 
In order to simulate the effects in a real image acquisition environment, rotation and scaled ver- 
sions were obtained from the original shapes via bicubic interpolation. This is one of the most 
common interpolation methods used in digital image processing, and it is based on the use of a 
weighted average of the nearest 16 samples to obtain the value of the interpolated function at the 
desired location. The use of bicubic interpolation guarantees the resulting interpolated function 
to be continuous, and to have continuous first partial and cross derivatives at all locations in the 
sampling grid, and usually provides better results than simpler methods, like nearest neighbour 
or bilinear interpolation. Figure 4.11 shows one of the shapes used in the experiments (4.11 (a)), 
and two versions of it obtained via bicubic interpolation, where 4.11 (b) corresponds to a rotation 
angle of 15", and 4.11 (c) corresponds to a rotation of 15' with a scaling factor of s=1.1. 
Figure 4.12 shows a flowchart that details the method used for these experiments. On the left side 
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Figure 4.11: One of the shapes used in the experiments (a), and two versions of it rotated and 
scaled via bicubic interpolation. 
(4.12(a)), the structure of the processes involved is represented, while some of the intermediate 
data is portrayed in 4.12(b). The input to the system consists of the original shapes, and their 
rotated and scaled versions obtained as described above. In the first step of the process, a Canny 
edge detector [ 141 is applied to each image. In his influential work, Canny treated edge detection 
as a signal processing problem, and aimed to design the optimal detector as one that maximised 
the signal to noise ratio, achieved good edge localisation and minimised the number of responses 
to a single edge. The resulting implementation, which involved convolving the image with a 
large number of orientated kernels, proved very inefficient. Therefore, the Canny edge detector is 
usually approximated by more efficient implementations like the one included in figure 4.12(a). 
Here, the process of edge detection with sub-pixel accuracy is broken down into five subsystems: 
* First of all, the image under study is smoothed to eliminate noise by means of Gaussian 
filtering. 
Second, the image gradient is found to highlight regions with high spatial derivatives. A 
Sobel mask is used for this purpose. 
9 Third, the algorithm tracks along lines perpendicular to these regions using gradient direc- 
tion information, and suppresses any pixel that is not a local maximum (non-max suppres- 
sion). 
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Figure 4.12: Flowchart of the methodology used in the experiments, including process structure 
(a) and simplified data structure (b). 
Next, hysteresis thresholding on edge magnitude is used to avoid breaking contours. Hys- 
teresis thresholding uses a high threshold to find a strong candidate edge pixel, and then 
traces along the edge marking pixels as edges if their magnitude exceeds a lower threshold. 
Last, gradient infon-nation is used to improve the accuracy of the edge localisation for those 
pixels marked as edges. To accomplish this, a surface is fitted to the values of the gradient 
in a5x5 neighbourhood around each edge pixel. This surface is then re-sampled, and 
the location of the edge defined by maxima in the value of the samples. The sampling grid 
obviously determines the accuracy of the edge localisation. This grid resolution factor, will 
be referred to as -1, and defined relative to the original image acquisition sampling rate. g 
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Figure 4.11: One of the shapes used in the experiments (a), and two versions of it rotated and 
scaled via bicubic interpolation. 
(4.12(a)), the structure of the processes involved is represented, while some of the intermediate 
data is portrayed in 4.12(b). The input to the system consists of the original shapes, and their 
rotated and scaled versions obtained as described above. In the first step of the process, a Canny 
edge detector [14] is applied to each image. In his influential work, Canny treated edge detection 
as a signal processing problem, and aimed to design the optimal detector as one that maximised 
the signal to noise ratio, achieved good edge localisation and minimised the number of responses 
to a single edge. The resulting implementation, which involved convolving the image with a 
large number of orientated kernels, proved very inefficient. Therefore, the Canny edge detector is 
usually approximated by more efficient implementations like the one included in figure 4.12(a). 
Here, the process of edge detection with sub-pixel accuracy is broken down into five subsystems: 
e First of all, the image under study is smoothed to eliminate noise by means of Gaussian 
filtefing. 
Second, the image gradient is found to highlight regions with high spatial derivatives. A 
Sobel mask is used for this purpose. 
Third, the algorithm tracks along lines perpendicular to these regions using gradient direc- 
tion information, and suppresses any pixel that is not a local maximum (non-max suppres- 
sion). 
0', s=1 
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Figure 4.12: Flowchart of the methodology used in the experiments, including process structure 
(a) and simplified data structure (b). 
* Next, hysteresis thresholding on edge magnitude is used to avoid breaking contours. Hys- 
teresis thresholding uses a high threshold to find a strong candidate edge pixel, and then 
traces along the edge marking pixels as edges if their magnitude exceeds a lower threshold. 
Last, gradient information is used to improve the accuracy of the edge localisation for those 
pixels marked as edges. To accomplish this, a surface is fitted to the values of the gradient 
in a5x5 neighbourhood around each edge pixel. This surface is then re-sampled, and 
the location of the edge defined by maxima in the value of the samples. The sampling grid 
obviously determines the accuracy of the edge localisation. This grid resolution factor, will 
be referred to as -1, and defined relative to the original image acquisition sampling rate. 9 
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Figure 4.13: An image containing part of a shape (a), edges extracted up to pixel accuracy (b), 
and edges extracted up to a tenth of a pixel accuracy. 
The above process results in a contour (see figure 4.12(b)). Figure 4.13 shows a close up of one 
of original input images and the contour obtained. Results are shown for values of g=I and 
g= 10. Notice how in the first case, the location of the edges always coincide with the centre 
of the pixels, as it has been calculated with no sub-pixel accuracy. In contrast, in the second case 
the location of the edges has been calculated up to a tenth of a pixel, and therefore they do not 
necessarily fall at the centre of the pixel. 
The last stage in the process is the calculation of the invariant coefficients for all the points in 
the extracted contour. The most important parameters involved in this stage are the number of 
coefficients to be extracted for each point, which will be referred to as n from this point, and 
the length of the local segments used for this purpose, known from now on as 1. As the local 
curves are wrapped versions of open curves they will always present even symmetry around half 
their length. Therefore, only the odd components of the invariant Fourier description need to 
be considered. In the experiments, 3 invariant coefficients for every segment under study were 
extracted. Consequently, leaving out the even coefficients, as well as the Oth one for invariance to 
translation, meant that 6 coefficients (n = 6) were calculated, only 3 of which could be actually 
used as invariants. 
According to the discussion in section 4.4, the number of samples in a given closed curve and the 
number of invariant Fourier descriptors obtained from it coincide, and thus I=n. In practice, as 
the data is not uniforrnly sampled (see 4.4.2), and high order Fourier coefficients are particularly 
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sensitive to noise, for a particular value of n, a bigger value for I is needed. In this work, the ratio 
of the length of each segment to the number of elliptic Fourier coefficients extracted from them, 
will be referred to as 7n, where: 
I=mxn (4.23) 
The lower part of figure 4.12(b) shows an example of the invariant signature obtained for a curve 
as a result of the whole process. The horizontal axis represents the normalised arc-length t, and 
the logarithm of the values of the 3 coefficients for each point in the curve is represented on 
the vertical axis. At this point, it is crucial for the start point in the curve to be the same in all 
instances of a shape, regardless of the rotation and scale parameters. Only then will signatures be 
comparable. Notice also how, from now on, whenever the terms first (k = 1), second (k = 2) 
and third (k = 3) coefficients appear, they will refer to odd coefficients, ie the first, third and fifth 
order coefficients of the full Fourier expansion. These signatures will enable checking of how 
invariant the descriptors are as parameters such as rotation angle, scale, g ornt are varied. 
4.5.2 Results 
The results of the study of the local invariant Fourier descriptors are presented here in terms of 
the four different parameters identified in the previous section. These parameters are the rotation 
angle q), the scale factor s, the grid resolution factor g and the ratio 7n. In all cases, the original 
image corresponds to a rotation of 0= 0' and a scale of s=1. To avoid over-cluttered diagrams, 
initial results are presented for scale s=1. Moreover, results shown include only rotation angles 
in the range 0E [1', 45'], as symmetry considerations mean that these are identical to results in 
other quadrants. 
In all cases, the results were obtained by comparing the value of the local invariant Fourier co- 
efficients for the original (s =I and 0= 0') and transformed images. Here, the value of the 
coefficients for all points in the original contours will be referred to as Cm, g, k(t), while terms of 
the form Cm, g, k, sA0 will apply to the coefficients of the transformed contours. 
Figure 4.14 shows the mean value of the absolute relative error in the coefficients, averaged for 
all the values of m and g considered in the experiments, and as a function of the rotation angle for 
the range 0E [1', 450]. Using the notation for the value of the coefficients described above, and 
assuming each contour is fon-ned by n, pixels, this averaged mean, PPk(ARE), was calculated 
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Figure 4.14: Mean values of the absolute relative error for each coefficient, averaged for all values 
of g and m, and as a function of the rotation angle. 
as: 
9=10m=20 
POk (ARE) = 10 x 20 
y 1: Aomgk(ARE) (4.24) 
g= 1 M=1 
where A0mgk (ARE) is the mean of the absolute relative difference for some particular combina- 
tion of m, g, and k, and therefore: 
ti-1 Comgk(ti) - Cm, g, k(ti) 
Aomgk(ARE) =1E (4.25) nc ti=O /-Imgk 
(C) 
and Amgk(c) represents the mean of the values of the coefficients for the original images, which 
can be calculated as: 
1 ti=l 
[Lmgk = 
n, 
1: 
Cm, g, k(ti) (4.26) 
ti=O 
Two important points can be observed in figure 4.14: 
* First, that the error increases as the curve is rotated further from the original. 
* Second, the error is greater for the higher order coefficients. 
These points can also be appreciated in figure 4.15. Here, in order to avoid the effects that long 
tailed histograms have on the mean and standard deviation, the median and median absolute de- 
viation (mad) of the relative error in the coefficients are presented instead. These can be expressed 
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in a similar way to the mean values above. Thus, the averaged median of the absolute relative error 
can be calculated as: 
I 9=10m=20 
Aok(ARE) = 10 x 20 
E T_, AOmgk(ARE) (4.27) 
g=l M=l 
where AOmgk (ARE), the median of the absolute relative difference for some particular combina- 
tion of m, g, and k, can be obtained like: 
Aomgk(ARE) = median 
CImgk(ti) - Crn, g, k(ti) (4.28) 
Pmgk (C) 
and ftmgk (C) is the median of the values of the coefficients for the original images, which can be 
calculated as: 
Pmgk = median f Cm, g, k(ti) 
1 (4.29) 
The averaged mad of the absolute relative error is obtained like: 
1 g=10m=20 COmgk (ti) - Cm, g, k 
(ti) 
madok(ARE) = 10 x 20 
EE medianf Ttmgk (C) 
AOmgk (ARE) 
g=l M=l 
(4.30) 
Figure 4.16 shows the influence of the grid resolution factor g used to extract the edges, on the 
error in the invariant coefficients. The left part of the figure (4.16(a)) represents the mean of the 
absolute relative error as a function of g, averaged for all the values of 0 and m considered in the 
experiments. Following the notation used in this section, this average can be expressed as: 
1 0=45 m=20 
Agk(ARE) = 45 x 20 
EE gomgk (ARE) (4.31) 
0=1 M=l 
In the right part of the figure (4.16(b)), two particular cases are represented, those of 0= I' and 
0= 45, averaged for all values of m. It is noticeable in this figure that incrementing g, i. e. the 
accuracy in the edges' localisation, in general decreases the error. Further observation are: 
9 First, using a value of g higher than 3 does not, in general, lead to better performance, while 
the computational cost associated with the edge extraction increases with g. Therefore, a 
value for the grid resolution of g=3 is a good working choice. 
* Last, some of the patterns observed in figure 4.14 are confirmed here. Higher order coe- 
fficients present more error. Moreover, as curves are rotated further from the original, the 
error increases. This can be seen in figure 4.16(b), where the average of the relative absolute 
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Figure 4.15: Averaged median of the absolute relative error as a function of the rotation angle and 
for all coefficients (a). Averaged median of the absolute relative error for each coefficient, with 
error bars showing the corresponding mad as a function of the rotation angle (b, c, d). 
error, averaged for all values of m, is represented as a function of g for rotation angles of 
0=P and 0= 45' 
Having studied the influence of the rotation angle 0 and the grid resolution factor g in the calcula- 
tion of the invariant Fourier descriptors, the next parameter considered in the experiments was m. 
This parameter is directly related to the length of the segments that are used in the calculation of 
the descriptors (see equation (4.23)), and therefore extremely significant since it determines how 
local the invariants are. 
Figure 4.17 shows the mean of the relative absolute effor in the values of the invariants as a 
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Figure 4.16: Mean of the absolute relative error in the coefficients as a function of the grid reso- 
lution factor g 
function of m. The mean is averaged for all the values of the other two parameters, 0 and g, and 
can be expressed as: 
g=10 0=45 
/-tmk (ARE) =11: 
1: 
Pomgk (ARE) (4.32) 10 x 45 g=1 0=1 
As before (see figures 4.14 and 4.16), higher order coefficients present more error than lower order 
ones. However, the most important point to notice here is that the error decreases as the value of 
m gets bigger. This means that the longer the segments used to obtain the invariant descriptors, 
the more accurate their calculation becomes. Figure 4.17 provides data from which the optimum 
value of m can be determined. Ideally, this parameter should be as small as possible, so that the 
invariants are more local. However, at the same time, accurate coefficients are needed to ensure 
maximum invariance. A good compromise is achieved with m= 10. This value is higher than 
that of m=1 suggested by DFT theory (see section 4.4.2), but it is the smallest one that allows 
for reasonably good coefficients. 
Figure 4.18 shows the absolute relative error in the value of the coefficients as a function of m, 
and for some particular values of the rotation angle 0 and the grid resolution g. It can be seen that 
the pattems observed in previous figures repeat here. 
The last parameter to consider is the scale factor s. For all the results presented so far a value of 
s=1 was used. Having fixed g=3 and m= 10 the influence of the scale factor was studied. 
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Figure 4.18: Mean of the absolute relative error in the coefficients as a function of the parameter 
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Figure 4.19 shows the relative absolute error in the invariants as a function of s. These results are 
presented for the scale factor varying in the range (0.7 ... 
1.3), and averaged for rotations in the 
range (00 ... 450). As expected, as the curve is scaled away 
from the original (S = 1), the error in 
the invariants increases. 
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Figure 4.19: Mean of the absolute relative error in the coefficients, as a function of the scale, for 
g=3, m= 10 and averaged for all values of 0 
In this section, the influence of different parameters in the practical calculation of the local inva- 
riant descriptors has been analysed. It was shown that there exists a compromise between how 
local such descriptors are, and how accurate their estimation becomes. It has also been observed 
that, contrary to theoretical results, a certain error appears in the descriptors when a curve is 
scaled or rotated. These experiments provide evidence on the error expected in the calculations, 
and therefore allow for tuning the system for its optimal performance. Despite these results being 
circumscribed to the particular data used here, most of the ideas can be generalised for a wider 
range of situations. In particular, the conclusions extracted at this point helped set up the final ex- 
periments in section 4.7, in which the models used do not differ much in size or frequency content 
from the ones used here. However, as it is shown later, the data used there does not allow for an 
in depth study of the effects of the edge detection process or the grid g in the calculation of the 
invariant coefficients. This motivated the experiments in this preliminary analysis to be conducted 
over a separate and more heterogeneous set of images. 
84 Chapter 4. Local Invariant Generalized Hough Transform: LIGHT 
4.6 The Local Invariant GHT method 
In this section, the results of the previous are used in the formulation of the LIGHT. Following the 
approach introduced in 4.3, the method incorporates invariance in the general form of the GHT 
via the Fourier descriptors described in 4.4. 
In the LIGHT method, an R-Table similar to that in the GHT (see section 4.6.1) is used to describe 
the shape model. This table is later utilised in the evidence gathering step in an implementation 
that puts in practice the principles in section 4.3, to allow for a reduction of the dimensionality 
associated with the GHT while maintaining most of its desirable properties. 
4.6.1 A similarity invariant R-Table 
The principle of the R-Table for the LIGHT are the same as the one behind the usual GHT: it is 
a look-up table which replaces the need for a parametric representation of the model by indexing 
all its feature points according to a certain parameter. In the original formulation of the GHT, this 
parameter is the gradient direction at an edge point. However, in the method presented here, a 
vector of similarity invariant Fourier coefficients is used as an index to the table. Looking back 
briefly at section 4.3 it can be seen how, by using vectors of invariants as indexes to the R-Table, 
the solutions to equation (4.4) are being precomputed for later use in the accumulation stage. In 
other words, each row in the R-Table contains information about all the points in the model with 
the same (or at least very similar in practice) vector of invariant coefficients. The number of 
dimensions of this invariant vector is equal to the number of Fourier coefficients used to locally 
describe each point. A value of n=6 was used in the experiments presented in sections 4.5 and 
4.7. 
When the parameter used as index is a scalar, as with existing GHT-based methods, its possible 
values can usually be easily divided into as many uniform intervals as there are rows in the R- 
Table. Then, the value the parameter takes for a particular point in the model will fall into one 
interval, and therefore immediately determine to which row it belongs. This process of linear 
quantisation is portrayed in figure 4.20. The left part of the figure represents the quantisation 
function, while the right part shows an example of the application of this quantisation to one- 
dimensional data. In the LIGHT method, as indexes to the R-Table are three-dimensional vectors, 
3D linear vector quantisation is needed to obtain a similar effect. The result of applying this 
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Figure 4.20: Effects of linear quantisation: the linear quantisation function q (a) is applied to a 
sinusoidal function x(t) (b). 
linear quantisation to the vectors of invariants is a uniform partition in the 3D space of Fourier 
coefficients. Ideally, this partition should group invariant vectors with a high degree of associ- 
ation or similarity, while keeping those which are distinct in separate sets. However, as linear 
quantisation does not take into account the distribution of the data, this is not necessarily the case. 
Alternatively, k-means clustering was used in the LIGHT method to partition the invariant vectors 
into k subsets, k being the number of rows in the R-Table. The difference between linear quan- 
tisation and k-means is illustrated in figure 4.21, in which a set of two-dimensional data appears 
partitioned into 4 subsets. In the left part of the figure, where linear quantisation is used, the 2D 
plane is uniformly divided into 4 quadrants and data labelled accordingly. As data points are not 
uniformly distributed, the partition leads to subsets of very different cardinality. K-means, on the 
other hand, accounts for the distribution of the data and results in more natural partitions. 
For the points in the model and the curves they are part of, using k-means in the space of 3D 
vectors of coefficients is equivalent to grouping together points with a similar invariant Fourier 
description. Clustering provides a set of k representative vectors (Fdi), one for each cluster or 
subset, which serve as indexes to the k rows of the R-Table. Thus, each feature point in the model 
adds an entry to the row whose representative vector is the closest to the invariant vector for the 
point: 
Row (v (so)) = arg min Q (v (so)) - Fdj (4.33) i 
where Q, according to the notation in section 4.3, represents the invariant function, in this case 
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Figure 4.2 1: Partition of 2D data points into four sets, where each colour represents a set. Linear 
quantisation (a) does not take into account the distribution of the data, which results in unnatural 
sets. In this case, the quantisation thresholds coincide with the dotted lines that divide the plane 
into four quadrants. k-means (b), on the other hand, finds more natural sets with a higher degree 
of similarity. The quantisation thresholds are now represented by yellow dashed lines. 
the invariant Fourier description used in the LIGHT. 
There exist a considerable number of clustering techniques available, all of which try to organise 
vectors into groups whose members are similar in some way. For this work, a k-means algorithm 
was chosen on the grounds that, although not optimum, it is fast and simple to implement, and 
provides reasonably good results. 
Selection of the number of rows in the R-Table 
At this point, it is worth making some remarks on the importance of the number of rows k in the 
R-Table, and its relationship to properties such as accuracy or range of values, of the indexing 
parameter. In general, as is the case with other GHT based methods that rely on the use of an 
R-Table, for a fixed model shape computational cost decreases as the number of rows in the R- 
Table increases. This is explained as the more rows, the less entries in each row, and therefore 
the less candidates from the original template for which evidence is gathered for each point in the 
image. i. e. the more rows, the less elements in any given W(Ao) in the accumulation step. The 
trade-off here is the time required to build the R-Table itself However, as in many applications 
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this is done once and off-line, then it is usually not the most critical process as far as computation 
cost is concerned. Despite all this, the influence of the number of rows on the overall performance 
of the algorithm is more subtle: 
Evidence needs to be gathered for all the feature points in the model that fall in the same row as 
the image point considered. This usually involves the corresponding point in the model as well as 
some others which provide false evidence. In other words, of all the elements in W(Ao), only one 
corresponds to the right point in the model. Moreover, by discretising the range of possible values 
that the invariant vectors can take into clusters (rows) by means of the R-Table, equation (4.4) is 
implicitly reformulated into: 
W (Ao) =ýv (sj) I Row (Ao) = Row (v (sj) 1 (4.34) 
That is, for every point in the image, the group of points in the model to be considered includes, 
not only those with exactly the same invariant vector, but also all those whose invariant vector is 
close enough to fall in the same cluster or row. 
Ideally, if the computation of the Fourier invariant descriptors was perfectly accurate regardless the 
rotation, scale, etc.... the optimum value of k would be the same as the the number of feature points 
in the model, hence making equations (4.4) and (4.34) equivalent, and minimising the amount of 
false evidence. Unfortunately, a certain error must always be assumed in such calculation (see 
section 4.5). As a consequence, a very high value for k may result in some of the points in the 
image falling into the wrong rows, deteriorating considerably the performance of the evidence 
gathering process. 
The effects that the accuracy of the invariant Fourier descriptors can have in the R-Table and, as 
a consequence, in the evidence gathering process have been discussed. The variety of values in 
the invariant function was also mentioned as an important factor in this context. In the LIGHT 
method, the invariant function Q produces a three-dimensional invariant vector, which presents 
several advantages. In effect, vector clustering provides a more distinctive collection of k subsets 
than it would be possible for scalar parameters such as the tangent orientation used in the standard 
GHT. These properties enable the use of a high number of rows in the R-Table, speeding the 
evidence gathering process while maintaining performance. 
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Building the R-Table 
In this subsection, the construction of the R-Table is described. Regardless of the number of rows 
k specified, clustering on the invariant vectors for all the feature points in the model results in 
a collection of k subsets, each characterised by a centroid or representative vector. Each subset 
corresponds to one row in the R-Table. Thus, for every row, one entry is added for each of the 
points in the model whose Fourier coefficients vector falls into the corresponding subset. As for 
the information stored in these entries, a scheme similar to that in the standard GHT is followed 
(see chapter 3) where, for every point, the corresponding entry provides information on: 
* the invariant Fourier descriptors calculated for that point. 
* the direction of the gradient at that point Z(17(v(sj)). For better understanding of these 
parameters, figure 4.22 shows the tangent at that point, whose orientation is Oj. This tangent 
is, by definition, perpendicular to the direction of the gradient. 
* the direction of the vector pj relative to Oj: aj - Oj. This vector goes from the reference 
point in the model rf to v(tj), and can be put in polar form like pj (aj, Ipj 1)). 
o the distance between v(, vj) and rf: Ipj I 
Figure 4.22 portrays the process of adding one entry to the R-Table. First, for a feature point 
in the shape model, a segment around it of length 1 (see section 4.5) is extracted and used to 
obtain a vector of three Fourier descriptors. Then, minimising the distance from this vector to the 
representative centroids obtained via vector quantisation, determines the appropriate row in the R- 
Table (this step is precomputed for all the points in the model). Lastly, an entry with information 
about that particular point in the shape model is added in that row. 
It will be seen in the next section how the infonnation in the R-Table is used to accumulate 
evidence for a shape. 
4.6.2 Gathering evidence 
'File use of' invariant Fourier descriptors as indexes to the R-Table enables the LIGHT method to 
provide a rotation and scale invariant shape extraction scheme similar to the GHT, while reducing 
dramatically its computational cost. 
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Figure 4.22: Building the R-Table for the LIGHT method: for each point in the model, the vector 
of invariant coefficients determines the row in the table in which an entry is added. 
The R-Table in the GHT is typically indexed using gradient direction at the points in the model 
(see chapter 3). This parameter happens to be invariant to scale but, unlike the Fourier descriptors 
described in this work, is not invariant to rotation. As a consequence, and leaving out the scale 
parameter at this point in our discussion, the GHT requires a 0(71: ') voting strategy, and a three 
dimensional accumulator space (two dimensions for the location parameters, plus one for the 
rotation parameter). With the LIGHT method, and following the precepts in section 4.3, a 0(11 2) 
voting scheme in which the location parameters can be accumulated for independently in a two 
dimensional accumulator suffices. 
The starting point for the evidence gathering process in the LIGHT method is a shape model, for 
which a R-Tabie like the one depicted in 4.22 exists, and an image. In all cases, for the creation 
of the R-Table from the model, as well as for the actual evidence gathering described here, it is 
assumed that edge level data is available. This data, resulting from an edge detector, includes 
edge magnitude as well as edge direction information for every point. The voting process call be 
broken down as algorithm 4.1 indicates. 
Here, Ao represents a feature point (edge) in the image plane, v(t) the model, and the function Q 
the local invariant Fourier description. The outline of this high level pseudo-code emphasises the 
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Algorithm 4.1 Gathering evidence for the LIGHT method 
1-. for al"O E Image do 
2- Calculate Local Fourier descriptors as Q (, \o) 
3: Calculate W(, \o) = {v(tj) I Row(Ao) = Row(v(tj)l 
4-. for aU v (sj) EW(, \o) do 
5-. Calculate rotation and scale parameters for the pair (AO, v (tj)) 
6-. Accumulate for transformation Parameters in 2-D accumulator 
7-. Calculate location parameters for the pair (AO, v(tj)) 
8: Accumulate for location parameters in 2-D accumulator 
9: end for 
io: end for 
fact that this algorithm will be O(n2), and that it is possible to accumulate for the transformation 
and location parameters independently. 
Calculating invariant Fourier descriptors 
As algorithm 4.1 indicates, given en edge point in the image (AO), the first step is the calculation of 
the invariant Fourier descriptors associated with it. This corresponds to applying the function Q: 
'R2 --+ R'. Two parameters which are specially relevant at this point are the number of invariant 
coefficients obtained (n), and the length of the segment of the curve around the point used in the 
calculation (1). Based on the results of section 4.5, values of n=6 and I= 10 -n were considered 
appropriate for the experiments. Such values provide a 3D Fourier vector (Q : R2 __+ R 3), as only 
the odd order coefficients can actually be used, and represent a good compromise between the 
accuracy and locality of the invariant descriptors. Regardless of the choice of n and 1, it is crucial 
to use the same value to build the R-Table from the model and to gather evidence from points in 
the image. 
Getting candidate points in the model 
Once the vector of Fourier descriptors for the point A0 is available, it is necessary to find the can- 
didate points in the model. In theory, only points with the same invariant Fourier descriptors fall 
into this category (see equation (4.4)). In practice, the solution to this equation is precomputed in 
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the R-Table, and allows for a certain discretisation in our coefficients (see equation (4.34)). Thus, 
finding the family of points in the model for which evidence must be accumulated, is equivalent 
to finding the row in the R-Table whose representative vector FDj is closest to Q(AO). Then, 
evidence must be gathered for all the points in the model which contribute with an entry to that 
row of the R-Table. 
Obtaining the transformation and location parameters 
Next, for the point in the image AO and each of the points in the model v(sj) E W(Ao), the 
location and transformation parameters must be extracted from the information available in the 
R-Table. The rotation can be easily extracted using the orientation of the tangent at AO, which will 
be available as the result of the edge extraction process on the input image, and the orientation of 
the tangent at v(sj), stored in the corresponding entry of the R-Table as Oj (see figure 4.22). The 
rotation of the template is: 
AO = Z(V(, \O)) - Z(Vv(sj)) = 00 - Oj (4.35) 
where Z(Vv(sj)) and Z(V(Ao)) represent the direction of the edge gradient at the points v(sj) in 
the model and AO in the image respectively, and Oj and Oo the orientation of the tangents. 
The scale parameter s can be obtained by comparing the coefficients in equation (4.16) (prior to 
normalisation and therefore carrying information on scale and rotation), for the point in the image 
AO and the con-esponding point in the model v(sj) . 
As for the extraction of the location parameters, represented by P, it is necessary to find po(ao, 1pol) 
in: 
0= Ao -po (4.36) 
Once scale and rotation are known, the procedure is similar to the standard GHT, and is illustrated 
in figure 4.23 for one particular point in the image. The entry for v(sj) in the corresponding row 
of the R-Table contains (aj - -0j), the direction of the vector pj (aj, Ipj 1) relative to Oj. This is 
invariant to scale and rotation, and therefore: 
ao =Z (V (Ao)) - aj (4.37) 
1pol =sx lpjl 
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Figure 4.23: The location parameters for a pair: point in the image Ao - point in the model v(tj), 
can be obtained using the information relative to v(tj) in the R-Table 
Gathering evidence in two separate accumulators. 
Following the scheme described in this section, for every point in the image and every candidate 
in the model, the location parameters and transfort-nation parameters (scale and rotation) can be 
obtained. This enables gathering of evidence in two separate 2D accumulators, rather than a single 
4D one. That is, if A-! ), k, A-, and k, are the number of grid cells for the location, rotation and 
scale parameters respectively, 2 accumulators of sizes ky x k, and ko x k, are needed instead of 
one of size A:,, x k, x kp x k, This results in a considerable saving in memory resources. 
4.7 Experimental results 
In this section, experimental results are presented demonstrating the performance of the LIGHT 
method. In all experiments conducted, real imagery from the SQUID shape database [80][811, 
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a well known collection of fish images, was extensively used. In subsecion 4.7.1, the SQUID 
database is briefly introduced, and the methodology followed in the experiments is presented. 
In subsections 4.7.2 and 4.7.3, the performance of the LIGHT method is assessed in different 
situations and compared to other Hough-based approaches. 
4.7.1 SQUID shapes data 
The SQUID database is a collection of 1100 contours offish images. The number of contour points 
in each shape ranges between 400 and 1600 and, due to copyright issues, the original grey level 
images are not provided. On the one hand, this may seem beneficial, as it makes edge detection 
an unnecessary step in the experiments; on the other hand, edge direction inforination, crucial 
in the implementation of the LIGHT method, can not be obtained via a Canny edge detector as 
suggested in figure 4.12 from a contour. To overcome this problem, two solutions with similar 
results were considered: 
1. Filling in the contour to obtain a binary image on which gradient direction information can 
be extracted by means of a simple Sobel mask. 
2. Fitting a spline to the contour and obtaining the direction of the tangent from there. 
For the fish contours in the database, the first approach was adopted as it is more consistent with 
the methodology used in section 4.5. 
The fish contours provide edge images from which edge direction can be extracted as described 
above, and used in the LIGHT method. In order to assess the performance of the method, how- 
ever, several other implementation parameters need to be specified. In section 4.5, values for g 
and I that minimised the error in the calculation of the Fourier invariant descriptors at the lowest 
computational cost were derived. For this purpose, a set of grey level real images was used. They 
enabled the study of the influence of the edge detection process in the calculation of the invari- 
ants descriptors in a more realistic manner than using the binary images in the SQUID database. 
However, the conclusions drawn there apply to the fish contours used in the experiments in this 
section. Thus, the following parameter settings were used: 
eA value of n=6, i. e. 3 meaningful invariant Fourier coefficients extracted for every point, 
either in the model or in the image, yielding three-dimensional invariant vectors. 
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9A value of g=3. The experiments in section 4.5 concluded that a higher value of g would 
not result in a significant improvement in performance, while the computational cost would 
increase. 
* Curve segments with I= 10 x n. The segments used to compute the Foutier descfiptors 
were consequently 60 pixels long. Due to the non-unifonn nature of the data, this does not 
necessarily mean using 60 edge points. 
Another important parameter to consider when applying the LIGHT method is the number of rows 
in the R-Table. A value of 50 rows was used in the experiments. This allows for a certain error in 
the invariant Fourier vectors without generating an excessive amount of false evidence. 
With the system tuned according to the parameters above, different sets of experiments were de- 
signed to assess the performance of the LIGHT under occlusion, as well as several unmodelled 
transformations of the template. Whenever possible, results were compared with other Hough- 
based techniques. Figure 4.24 outlines the methodology used for these experiments on the SQUID 
database. First of all, the contour to be used as a model is taken from the database, and the R- 
Tables are created from it. Apart from the LIGHT method, the standard and an affine invariant 
implementation of the GHT [58] were used in the experiments, each of which required slightly 
different R-Tables (see chapter 3). Different images containing transformed versions of the model, 
and in some cases other transformed shapes from the database, were created. The nature of these 
images depended on the particular experiment. Thus, when testing the performance of our algo- 
rithm under occlusion, other shapes from the database appear partially occluding a rotated and 
scaled version of the model; while blurred versions of the model were used in experiments de- 
signed to compare the LIGHT and the GHT under blurring. 
The model is extracted from the images by means of the LIGHT method and the other methods 
considered, each making use of the corresponding R-Table. This results in a series of accumulators 
indicating the location, rotation, and scale of the model in the images for each technique. This 
information enables comparison of the performance of the different approaches against ground 
truth data. 
For the implementation of these experiments, Matlab was used. The size of the images varied, 
depending on the particular fish shapes used, between 200 and 500 pixels in width and height. As it 
could be expected, the computation time for the LIGHT method was found to be at least one order 
4.7. Experimental results 95 
tabase 
R-Table LIGHT R-Table GHT 
1\ 
'vx 
LIGHT GHT 
Figure 4.24: Framework of the experiments on SQUID database: models from the database are 
used to generate the R-Tables, and then included in images from which they are extracted by 
means of the different techniques. This methodology allows for the comparison of the results 
obtained with the LIGHT method, the GHT and the affine GHT. 
ONE 
of magnitude below that of the GHT. Using the Matlab implementation, the 2D GHT (with no 
scaling or rotations considered) was reported to take 5-10 seconds, whereas the LIGHT method's 
computation time was in the range of 10-15 seconds. This difference is due to the computation 
of the Fourier descriptors for each point required by the LIGHT method, while only gradient 
information is needed for the GHT. However, in the case of full 4D extraction (i. e considering 
scaling and rotation of the template), the benefits of using the LIGHT method were obvious: the 
GHT was found to require several minutes as opposed to the 10- 15 seconds of the LIGHT method. 
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Note that the experiments were not conceived as queries in a database image retrieval system. In 
fact, all the images in the experiments contain the shape to be extracted, or a transformed version 
of it, either completely visible or partially occluded. Therefore, concepts like recall (the ratio 
between the number of shapes retrieved from the database and the total number of the shapes in 
the database), and precision (the ratio between the number of shapes retrieved correctly and the 
total number of shapes retrieved), do not apply here. 
4.7.2 The LIGHT method under occlusion 
The HT is a shape extraction technique which is robust to the presence of noise and missing data. 
The basic reason for this is the way it deals with outliers. Given a parametric model, the HT gathers 
evidence for the parameters in the model in a dual accumulator space. This is accomplished by 
considering all possible values of the model parameters when a point in the image is matched 
to a point in the model, and is much more efficient than checking for all potential parametrised 
models in the image (in the fashion of the Mellin-Farber accumulator). Outliers, which do not 
generally transforin coherently into the accumulator space, are unlikely to produce a significant 
shape signal. In this way, the HT guarantees to find the best solution to the extraction problem in 
an image as the curve passing through the maximum number of points. 
Due to the use of an R-Table, the GHT introduces the possibility to extract arbitrary non-parametric 
shapes. As all the points in the image are again used to gather evidence, which guarantees that a 
maximum in the accumulator space indicates the best fitting curve, the method remains robust to 
noise and missing data. 
In the LIGHT method, the use of a set of Fourier descriptors as indices to the R-Table provides 
invariance to similarity transformations. Ideally, these descriptors should be inherent to each 
point, as it is the case with the edge orientation used in the GHT. Unfortunately, although the 
Fourier descriptors are local to each edge point, a certain neighbourhood around them and along 
the contour is required for their computation. As a consequence of this, the LIGHT method can be 
expected to be slightly more sensitive to missing points than the GHT: now, not only do they fail 
to generate evidence, but they also affect the Fourier coefficients of points in their neighbourhood, 
and thereby indirectly affect the evidence these generate. 
The extent to which missing data, and therefore occlusion, affects the performance of the LIGHT 
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method, depends primarily on the parameter 1, the length of the segments used to calculate the 
Fourier descriptors. Thus, the smaller 1, the more local the Fourier descriptors are and the better 
the behaviour of the method under occlusion. Another important factor is the distribution of the 
missing data. If data is corrupted as the result of large scale occlusion, then long segments of 
the model's contour are likely to be missing, while the visible and uncorrupted parts appear as 
continuous segments. In this scenario, the LIGHT method is expected to be as robust as the 
GHT, as all visible points, except for a few in the vicinity of the occlusion areas, will provide 
evidence. Figure 4.25 depicts the effects of this kind of occlusion on the number of points used to 
GHT LIGHT Affine GHT 
Figure 4.25: Effects of large scale occlusion on the number of points available to gather evidence 
for the LIGHT method, the GHT and the affine GHT 
gather evidence for three different methods, namely the GHT, the LIGHT method, and an affine 
invariant GHT ([58]). On the top of the figure, a model is shown next to an image in which the 
model has been severely occluded. At the bottom, the points in the image that each of the three 
aforementioned methods uses to gather evidence is represented by a continuous line. The GHT 
uses all points, as gradient direction information is always available. The LIGHT method falls to 
use some the points in the vicinity of missing parts of the curve, as no Fourier coefficients can be 
obtained for them. On the right, the affine invariant GHT requires pairs of points with the same 
tangent orientation to define invariants, which reduces enormously the amount of points that can 
be used to gather evidence. 
if, on the contrary, rather than long segments of the contour being missing due to large scale 
occlusion, data in the contour is more sparsely corrupted, the performance of the LIGHT method 
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can be significantly affected. Now, many of the available edge points can not generate evidence as 
not enough uncorrupted data from which to obtain the Fourier coefficients exist in their vicinity. 
In this case, the LIGHT method can be expected to underperform the GHT. 
In order to compare quantitatively the performance of the GHT, the LIGHT method and the affine 
GHT, two different sets of experiments were conducted using the SQUID database and modelling 
the two scenarios described above. 
The LIGHT method under large scale occlusion 
A first group of experiments was designed to compare the GHT, LIGHT method and affine GHT 
under large scale occlusion, that is, when long segments of the contour are missing (see figure 
4.25). For this purpose, for every shape in the database, an image containing a rotated and scaled 
version of the model, plus a different shape from the database occluding the first one was created. 
One of these images can be seen in figure 4.26(b). In this figure, a model (4.26(a)) appears occlu- 
ded so only 70%, of its contour is visible. The resulting edge image, including the contour of the 
occluding fish, is also shown (4.26(c)). The rotation and scale followed two uniform distributions 
14001 
(a) Model (b) Image (c) Edge image 
Figure 4.26: Example of images used in the experiments: a model fish (a), appears occluded in an 
image (b). The resulting edge image (c) shows the severity of the occlusion. 
in the ranges of (0 ... 27r) and 
(0.9 ... 1.1) respectively, and the performance of the GHT the 
LIGHT method, and the affine GHT was compared following the scheme in figure 4.24. 
Figure 4.27 shows the perforinance of the GHT, the LIGHT method and the affine GHT in the 
presence of large scale occlusion side side by side. To present these results, two types of bar 
graphs are used. 
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1. The successful recognition rates of the GHT, the LIGHT method and the affine GHT for 
all experiments conducted in the SQUID database are represented as a function of the per- 
centage of the contour of the model visible (4.27(a) and 4.27(b)). A successful recognition 
is flagged if error in the location parameters is less than a certain threshold. This location 
error, in pixels, is calculated as: 
errl, = ý, 
/(y 
- yt)2 
-+(X 
- Xt)2 (4.38) 
where (y, x) are the coordinates of the location parameters as extracted by either the GHT, 
LIGHT or affine GHT methods, and (yt, xt) is the ground truth position of the model in the 
image. Recognition rates are shown for 2 different values of the threshold. 
2. Histograms of the errors in the location parameters for all the experiments (4.27(c) and 
4.27(d)). As described earlier, these experiments were conducted on images which include 
occluded rotated and scaled versions of the fish models in the database. Histograms for the 
errors for the three methods are shown for two different percentages of the contour visible. 
From the recognition rates (top), it can be seen how the performance of the LIGHT method is 
comparable to the GHT except when less than 20(/c, of the contour of the model is visible. Only 
in these very extreme cases, in which the available segments are not long enough to provide with 
the Fourier descriptors needed, is the performance of the LIGHT method compromised. The per- 
formance of the affine GHT, on the other hand, deteriorates rapidly with occlusion. This can be 
explained by the lack of pairs of edge points with the same tangent from which to gather evi- 
dence (see figure 4.25). It can also be appreciated how the recognition rates for all three methods 
decrease as the requirement on the location parameters error to flag a successful recognition be- 
comes more strict. All the aforementioned results are confirmed in the error histograms (bottom). 
Figure 4.27(c) shows the distribution of the errors when more than 90% of the contour is visible, 
while 4.27(d) corresponds to only 50% - 60% of the contour not being occluded. In both cases, 
the errors for the GHT and LIGHT methods distribute in a similar way around lower values. As 
occlusion gets more severe, both methods are obviously more likely to fail, but still maintain most 
errors close to 0. For the affine GHT, however, errors quickly spread as occlusion occurs. 
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Figure 4.27: Successful recognition rates and location error histograms for the LIGHT method, 
the GHT and the affine GHT in the presence of large scale continuous occlusion. 
The LIGHT method under random contour point drop out occlusion 
In the experiments described above, occlusion was such that only continuous segments of the 
contours of templates were missing. One more general case can be thought of in which occlu- 
sion results in a number of parts of the contour being occluded, and consequently an unconnected 
number of segments available for evidence gathering. This situation, here denominated random 
contour point drop out occlusion, is portrayed in figure 4.28. In order to compare the performance 
of the GHT, the LIGHT method and the affine GHT in these conditions, one more set of experi- 
ments was conducted on the SQUID database. These experiments, for which images like that in 
figure 4.28 were used, were conducted in an analogous fashion to those described in the previous 
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Figure 4.28: Example of images used in the experiments for random contour point drop put occlu- 
sion: a model fish (a), appears occluded in an image (b). The resulting edge image (c) shows the 
severity of the occlusion, and how the visible part of the contour corresponds to a number of not 
connected segments. 
section in the context of large scale continuous occlusion. 
Figure 4.29 shows the successful recognition rates and the distribution of the errors for the GHT, 
LIGHT and affine GHT methods. The results are similar to those in figure 4.27. However, it 
can be appreciated how the performance of the LIGHT in this case deteriorates more quickly as 
occlusions becomes more severe. This is due to the random contour point drop out occlusion 
causing many visible segments not to be long enough to provide the LIGHT with the Fourier 
coefficients required to gather evidence (see figure 4.28). 
4.7.3 The LIGHT method under unmodelled transformations of the template 
It has been shown how a similarity invariant GHT, the LIGHT method, can be implemented by 
means of a set of elliptic Fourier descriptors. This method presents lower computational cost 
than the standard GHT. Moreover, the local invariant descriptors used have other very interesting 
properties. The multiresolution nature of the Fourier series provides the LIGHT method with 
the ability to accommodate for unmodeled global transformations of the template. Unmodelled 
global transformations affect images as a whole, and are difficult to formulate analytically. Typical 
effects of these transformations might include the blurring that occurs when zooming in and out 
on an image, or the pixel-like appearance resulting of a decrease in spatial resolution (see figure 
4.30). 
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Figure 4.29: Successful recognition rates and location error histograms for the LIGHT method, 
the GHT and the affine GHT in the presence of random contour point drop out occlusion. 
In situations like those in figure 4.30, where detailed changes in the signal are affected, lower 
order coefficients of the Fourier representation used in the LIGHT method still provide enough 
information about the coarse structures in the image. If, on the contrary, the lower frequency 
components of the signal were affected, information in the higher order Foufier coefficients would 
enable the LIGHT method to tolerate these transformations. In any of the situations described 
above, the performance of the standard GHT, which relies solely on the location and direction of 
edge points, is seriously compromised. To demonstrate this, a set of experiments on the SQUID 
database was conducted in which the tolerance of the LIGHT and the GHT to a decrease in image 
resolution, to median filtering and to blurring of the boundafies was compared. 
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Figure 4.30: Effects of zooming (b) and decreasing the resolution (c) of the original image (a). In 
all cases, the size of the resulting images remains unchanged 
In accordance with the framework in figure 4.24, for every model in the database, the R-Tables 
for the LIGHT and GHT methods were first built. The R-Tables were then used to extract the 
corresponding model in a set of images. These images contained a transformed version of the 
model to be extracted as well as other randomly selected shapes from the database. The trans- 
formed versions of the models were obtained through scale and rotation of the template, followed 
by a decrease in image resolution, median filtering or blurring of the boundaries, depending on the 
transformation to be studied. The rotation angle and the scale factor were uniformly distributed 
random variables in the range of (0, ..., 27r) and (0.9, . .., 1.1) respectively. As for the change in 
image resolution, the median filtering and the blurring, the approaches followed in the experiments 
were: 
Decreasing the resolution in an image acquisition setup is equivalent to making each pixel 
integrate over a larger area in the scene. To simulate a similar effect on the fish shapes 
in the database, simple nearest neighbour interpolation was used. First, the size of the 
corresponding model was reduced by a factor r in each direction by keeping only every 
k-th data point. The resulting image was then resized back to its original size using a 
similar approach. The use of nearest neighbour interpolation in these two steps results in 
the transformed versions of the original models to remain binary, and to present the pixel- 
like appearance that can be appreciated in figure 4.31. Here, one of the models in the 
SQUID database is shown, as well as two images containing pixelized versions for r=3 
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Figure 4.3 1: Effects of lowering the resolution by a factor r in one of the models in the SQUID 
database. 
and r=5. The parameter r can be seen as the ratio between the resolution of the original 
and the transformed images. In the figure, the shapes resulting of the edge detection process 
are also shown. 
For the median filtefing, a square window was used. Median filtering is a popular non 
linear technique commonly used to eliminate noise. Unlike Gaussian filtering (see below), 
it does not cause blurring of edges in images. However, it can slightly distort high curvature 
boundaries. These two properties appear clearly in figure 4.32, in which the results of 
applying a median filter to a model in the database are shown for two different values of 
the size of the window w. The effects of this transformation of the detected shapes are also 
shown. 
9 The blurring of the boundaries was simulated by means of a Gaussian filter. Gaussian 
filtering is a technique often used to eliminate noise in images, and which it is known to 
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Figure 4.32: Effects of median filtering with a square window of size w on one of the models in 
the SQUID database 
blur boundaries. This can be appreciated in figure 4.33, in which the effects of applying 
this filter to a model in the SQUID database are shown. Effects show the blurring near 
boundaries, as well as the result of edge detection on the blurred images. In the figure, two 
different values of the cut-off frequency (f, ) of the Gaussian filter are considered. As a 
low-pass filter, the blurring induced by Gaussian filtering is more relevant for low cut-off 
frequencies, which correspond to wider convolution kernels in the space domain. 
Fur further discussion on the principles behind the transformations described above, the reader 
is referred to [20]. Figures 4.34 to 4.36 show the performance of the LIGHT method and the 
GHT side by side for the three different transformations described above. As in the experiments 
conducted to assess the performance of the GHT, the LIGHT method and the affine GHT in the 
presence of occlusion, for each transformation, two types of bar graphs are presented: 
1. The successful recognition rates of the GHT and LIGHT methods as a function of the pa- 
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(a) original (b) f, = 25 15 
(d) edges original (e) edges f, = 25 (f) edges f, = 15 
Figure 4.33: Effects of Gaussian filtering with cut-off frequency f, on one of the models in the 
SQUID database 
rameters of the transformation (i. e., the decrease in resolution r, the size of the window w 
used in the median filter, and the cut-off frequency f, of the Gaussian filter respectively). 
Recognition rates are shown for 2 different values of the threshold. 
2. Histograms of the errors in the location parameters for two different values of the transfor- 
mation parameters. 
Figure 4.34 shows the successful recognition rates and the histograms of the location parameters 
errors in the GHT and LIGHT methods, when the space resolution of the models in the SQUID 
database is reduced by a factor r. The recognition rates (top) are presented for different values 
of the threshold in the location parameters error. It can be seen how the stricter the requirement 
on the error, the lower the recognition rate. Moreover, the recognition rate of both the GHT and 
the LIGHT methods deteriorates as the value of r increases, i. e. as the deformation on the models 
gets more severe. For r=1, there is no change in resolution and both GHT and LIGHT methods 
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Figure 4.34: Successful recognition rates and location error histograms for the LIGHT method 
and the GHT under resizing of the model by a factor r. 
perform almost flawlessly, while as soon as the resolution is decreased, the perfon-nance of the 
two methods is affected. Neither of these two observations is surprising. The last conclusion that 
can be extracted from the figure is, however, much more important: the behaviour of the LIGHT 
method is more robust to the particular type of unmodelled transformation considered here than 
the GHT. Even though the recognition rate for the LIGHT method decreases as the parameter r 
increases, it does so to a lesser extent than the GHT. This is confirmed in the histograms (bottom). 
Here, the distribution of the location parameters errors is shown for r=1 (4.34(c)) and r=3 
(4.34(d)). Errors for the GHT and LIGHT methods are obviously more spread away from 0 for 
r=3, under severe distortion, than for r=0, when no distortion exists and both methods perform 
well. However, a bigger concentration of errors around lower values can be appreciated for the 
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LIGHT method when compared to the GHT, as soon as a change in resolution occurs. 
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Figure 4.35: Successful recognition rates and location error histograms for the LIGHT method 
and the GHT under median filtering of the model with a window of size w. 
The results for median filtering are presented in an analogous fashion in figure 4.35. In this 
case, the successful recognition rates for the GHT and LIGHT methods (top) are represented as 
a function of the size of the window w used in the median filter, while the histograms shown 
are those for w=1 and w=4 (bottom). The patterns observed above for the change in spatial 
resolution repeat here. It can be seen how the recognition rate decreases as the requirements on the 
location parameters error get more strict. It also decreases as models get more distorted (values of 
w different to 1). This last effect is, however, not so clear as it was in figure 4.34. This is due to 
the nature of the median filtering itself which, as mentioned before, does not blur edges and only 
distorts boundaries in high curvature areas. Consequently, the performance of the two methods 
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compared here is severely affected under median filtering only for windows of 5x5 pixels and 
larger. Most importantly, the LIGHT method outperforms the GHT in most cases when distortion 
occurs (w > 1). This can also be appreciated in the histograms. The location parameters errors 
for the LIGHT, when compared to the GHT, appear to concentrate more around lower values for 
the 4x4 window, while when no distortion occurs (w = 1), the performance of the two methods 
is very similar. 
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Figure 4.36: Successful recognition rates and location error histograms for the LIGHT method 
and the GHT under Gaussian filtering of the model with a cut-off frequency f, 
Last, figure 4.36 shows the performance of the GHT and LIGHT methods under Gaussian filtering. 
Successful recognition rates are presented as a function of the cut-off frequency f, of the Gaussian 
filter, and the histograms of the location parameter error are presented for f, = 200 and f, = 25. 
Results show how the performance of the two methods is affected as the cut-off frequency of the 
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filter decreases (top). Again, the LIGHT method is capable of accomodating the blurring resulting 
from the filtering to a bigger extent. This is confirmed by the histograms of location parameter 
errors (bottom). 
4.8 Conclusions 
In this chapter, the Local Invariant Generalised Hough Transform was presented. This novel 
technique is based on the Hough transform, and therefore inherits its robustness, and allows for 
similarity transformations of the template while dealing with the issue of its high computational 
cost in an elegant and efficient manner. 
In the first part of the chapter, it was argued that the incorporation of invariance theory into the 
formulation of the Hough transform provides a powerful framework towards the reduction of 
the computational complexity associated with Hough-based algorithms. By defining attributes 
of points in a curve that remain invariant under a certain type of transformation, the extraction 
of instances of a shape that have undergone such transformation can be solved by accumulating 
evidence on a 2D space that accounts only for the location parameters. The LIGHT method ex- 
ploits these principles by using a set of Fourier-based descriptors that are unaffected by similarity 
transformations, thus allowing for rotation and scaling of the template while maintaining the di- 
mensionality of the problem as that of the original 2D GHT. The Fourier descriptors employed 
in the LIGHT method present a number of properties that render them particularly appropriate 
for use as invariant attributes in the context of the Hough transform. First and most importantly, 
unlike other invariants used in this context these descriptors are local, as only small segments of 
a curve around a given point are needed to compute them. As results on real imagery show, this 
allows the LIGHT method to tolerate severe occlusion. Secondly, computation of Fourier descrip- 
tors is easy and fast, and therefore does not compromise the applicability of the LIGHT method, 
part of whose potential lies in its reduced computational cost. Thus, the computation time of the 
LIGHT method is at least one order of magnitude lower than the computation time for the scale 
and rotation invariant GHT, and only marginally higher than that of the 2D GHT. Thirdly, Fourier 
descriptors have high discriminatory power. And last, as results of the experiments show, their 
multi-resolution properties allow for increased robustness to unmodelled transformations of the 
template such as those resulting from Gaussian filtering, median filtering or image resizing. 
Chapter 5 
3DVHT: Extraction of 3D Linear 
Motion via Temporal Evidence 
Accumulation 
In this chapter, the use of invariants in the global analysis of extended image sequences, and 
the extraction of specified objects undergoing linear motion in full 3D is considered. A novel 
Hough Transform-based algorithm is presented that exploits the invariance properties of the cross- 
ratio to accumulate evidence for a specified shape undergoing 3D linear motion (constant velocity 
or otherwise). The method significantly extends some of the ideas originally developed in the 
Velocity Hough Transform (VHT), where detection was limited to 2D image motion models. The 
method is called the 77tree-Dimensional Velocity Hough Transform, 3DVHT. 
5.1 Overview of this chapter 
This chapter begins by describing the invariant properties of the cross-ratio for a set of four col- 
inear points in the context of projective geometry (section 5.2). Next, in section 5.3, the way that 
these properties can be applied to the characterisation of specific three dimensional linear motion 
models is described, as well as the two dimensional motion models resulting from their projection 
on the image plane. This point is crucial for understanding the novel object extraction method 
presented in this work. 
ill 
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In section 5.4, the three-dimensional Velocity Hough Transform is described in detail. Here, the 
discussion on the cross-ratio and its properties in the previous sections helps formulation of a 
novel parametrisation. This parametrisation allows for individual pieces of image evidence to 
generate votes in a parameter space that encodes both shape and motion, where the motion on 
the image plane is compatible with the underlying motion in the 3D scene. In section 5.5 it is 
discussed how evidence in one image of a stereo pair can restrict the votes generated by evidence 
in the other image of the pair via the well known epipolar constraints, and how these constraints 
can be extended for the case of stereo sequences of video. 
Section 5.6 presents results on both synthetic and real image sequences, and compares the algo- 
rithm's perfon-nance to both the GHT and the VHT. It is shown that the 3DVHT is capable of 
detecting objects undergoing linear motion with large depth variation, and in image sequences 
where there is significant amount of noise and object occlusion. Lastly, conclusions and future 
work are discussed in section 5.7. 
5.2 Projective invariance of the cross-ratio 
Consider a rigid object undergoing constant velocity linear motion in 3D space, as depicted in 
figure 5.1. It can be seen that, when such 3D motion is projected onto 2D image planes, it casts 
a linear but probably non-constant velocity motion trajectory in 2D. This idea, intuitive for the 
case of constant velocity, applies to any other linear 3D motions: the parameters defining the 3D 
linear motion of an object can not, in general, be directly applied to describe the 2D linear motion 
trajectories resulting from the perspective projection onto the image plane. 
The reason for this lies in the properties of projective geometry, chiefly, in the fact that it preserves 
neither distances nor ratios of distances. Thus, the relationship between the parameters describing 
the motion in the space and in the image plane is non-linear as a function of depth. The fact 
that the relationship between 2D and 3D motion is detenninistic but with unknown parameters, 
renders the characterisation of 3D motion from observed 2D motion not immediate. This idea is 
illustrated in figure 5.2, which shows the scene in figure 5.1 as seen from each of two cameras for 
four equally spaced moments in time: if the object moves closer to the camera plane at constant 
velocity, its centre of mass traces an accelerating trajectory on the 2D image plane of camera A. 
In contrast, if the camera plane is parallel to the 3D motion and therefore depth does not vary 
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Figure 5.1: Four samples of a ball moving in space, and their projection on two cameras at different 
locations. 
considerably, as is the case with camera B, the resulting 2D motion is almost constant velocity. 
This difficulty can be overcome by means of the cross-ratio of four aligned points. The cross-ratio, 
whose formulation is presented in detail in 3, is a quantity that has an interesting property: it is 
invariant to 3D projection, and therefore intrinsic to a specific motion trajectory. Figure 5.3 shows 
the commonly used pinhole camera model, and how the cross-ratio can be used to characterise 
the linear motion of an object. The points A, B, C and D can be thought of as the positions 
of the centre of mass of a rigid object as it moves along its linear trajectory. The corresponding 
positions in the image coincide with the intersection of the projection line of these 3D points on 
the camera's optical centre and the camera plane. These points are A, B', C' and D', and they 
trace a linear trajectory on the image plane. According to the definition of cross-ratio for four 
aligned points, it holds that: 
Cr (A; B; C; D) = 
A-C 
:B-C- 
A'- C' 
- 
B'- C' 
- Cr (A'; B; C'; D') A-DB-D A- D'* B'- D' 
This equation shows the cross-ratio is characteristic to the motion trajectory, as its value does not 
depend on the plane considered, and can be used to relate 3D and 2D motion models. In the 
next section, this idea is applied to define the 2D motion on the image plane as a function of the 
underlying 3D motion in the space. 
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Figure 5.2: The scene in figure 5.1 as seen from each of two cameras. The image plane for camera 
B is parallel to the 3D motion of the object, whereas the image plane for camera A is at an arbitrary 
angle to the 3D motion of the object. 
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D. Jç 
Figure 5.3: Pinhole camera model and the cross-ratio: the cross-ratio of four aligned points in 
space and of their projections on the image plane coincide. 
5.3 3D Motion Models and the Cross Ratio 
Given an object moving in a scene, the position of its centre of mass P in 3D space can be 
described by the vector equation: 
P(t) = Po + m(al, a2, .... ani 
t) (5.2) 
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where t represents time, and PO is a three dimensional vector indicating the position of the object 
for t=0. The vector rn defines the 3D motion and has n+1 dimensions, n being the number of 
parameters in the motion model. 
New coordinate system 
I 
Original coordinate system 
Figure 5A Change in the coordinate system that allows vector equation (5.2) to be expressed in 
scalar form like (5.3). The new coordinate system has its origin at 
Po, and one of its axis aligned 
with the motion of the object. 
If the object describes a linear trajectory as it moves in space, equation (5.2) can be simplified by 
applying a simple change in the coordinate system. The new coordinate system, as shown in figure 
5.4, has its origin at PO, and one of its axes coinciding with the line of motion. With this new 
reference system, only one of the components of P is non-zero, and it holds all the information 
about the motion. Thus, equation (5.2) becomes a scalar equation of the form: 
P'(t) = m'(a',, a2,. .., an ý t) (5.3) 
where the new m' is a function of time as well as of n parameters that define the motion along the 
axis. In this coordinate system, uniform velocity linear motion is described by a single parameter, 
at = v, and the equation of motion is: 
P'(t) =v-t 
» 
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Similarly, constant acceleration linear motion can be described by two parameters as: 
PI(t) =u-t+a. t2 
Relating 3D and 2D linear motion via the cross-ratio 
The framework proposed in equation (5.3) encompasses most linear motion models conceivable 
in the 3D space. If the linear motion model for an object is known, then its position in 3D space 
for any moment in time can be calculated by applying this equation. Ideally, it should also be 
possible to estimate the position of the object, as projected on any image plane, as a function of 
time. Unfortunately, this is only the case if the intrinsic and extrinsic imaging parameters are 
known, which does not generally occur in computer vision applications. However, 
Given a 3D linear motion modelfor an object, and three 3D-to-2D correspondences, 
it is possible to calculate the image coordinates of the projection of the object at any 
arbitrary time instant. 
The truth of this assertion can be demonstrated via the equality of the cross-ratio of four aligned 
points in 3D and their four projected positions in the 2D image plane: 
Denoting the three time instants for which the 3D to 2D correspondences are available as tag tb 
and t,, and assuming a model of 3D motion is available in the form of equation (5.3), the positions 
of the object in 3D space for these three instants are: 
I Pa' = P(t,, ) = m'(a',, a2,..., a,, ta) 
I Pb = PI (tb) = m'(a', a ...... a' 12 ni tb) 
m'(a', a ...... a' (5.4) 12 ni tc) 
The corresponding known projected positions of the object on the image at these three times would 
be p,,, pb and p,, where: 
Pa ---ý P(ta) 
P(tb) 
PC = p(tc) (5.5) 
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Although these positions are generally vectors in the image plane, by wisely choosing the new 
2D coordinate system, they can be represented as scalars. In an analogous way to the change of 
coordinates described above for the 3D space, the origin of the 2D coordinate system on the plane 
can be chosen so that its origin coincides with the projected position of the object on the image at 
t=0, and one of its axes is aligned to the linear trajectory of the motion on the plane (see figure 
5.4). 
The position of the object in 3D space at another arbitrary time t= ti can be easily calculated via 
the 3D motion model (Pi' = P(ti)). It is also known that the con-esponding position of the object 
on the image (pi) must be such that the cross-ratios of the four points in space (P., Pb, Pc' and P, 1) 
and the four points in the image (Pat At p, and pi) coincide, i. e.: 
and therefore: 
Cr (Pa; Pb; Pc; Pi) = Cr (Pa; Pb; Pc; Pi) (5.6) 
Pa - Pc : 
Pb-Pc 
= 
Pa-Pc Pb-Pc (5.7) Pa A, -P, Pa-Pi Pb-Pi 
j 3b A 
Finally, by solving for pi in equation (5.7), the position of the object in the image can be obtained 
as a function the arbitrary time considered ti, and the parameters defining the underlying 3D 
motion model (a', a' --- a' ). 12n 
A simple example 
The discussion above can be illustrated by a simple example in which an object moves linearly 
with constant velocity in the 3D space. The motion model in this case is: 
P(t) =v-t 
If the positions of the object as projected on the image plane are known for three moments in time 
t,, = 2, tb = 10 and t, = 15, and these aiv 
t,, = p(2) = p,, =5 
tb -': -- 10 ` P(tb) -": P(10) "A 10 
tc = 15 --+ P(tc) = P(15) = pc = 12 
(5.8) 
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the corresponding positions on 3D space, according to equation (5.8), can be obtained like: 
t,, =2 --+ P'(t,, ) = P'(2) = Pat =v-2 
I tb 10 PIN) PI(10) Pb V 10 
t, 15 P'(t, ) P'(15) Pc' v 15 
(5.9) 
The cross-ratio of a set of four aligned points in 3D space, consisting of these three positions, plus 
the position of the object at an arbitrary time ti, can be calculated as: 
Cr (P,,,; Pb; P,; Pi') = 
pl' - PC' Pb' - pl' 
Pal - pit Pbl - piý 
12v - 15vi 110v - 15vi 13 - ti - 130 (5.10) 12v-ti-vi IlOv-ti-vl 5-ti-10 
The cross-ratio for the corresponding points on the image plane must be the same. Thus, denoting 
the projected position of the object on the image plane at time ti by pi = p(ti): 
'; p Cr(Fý; Pb 
, 
'; Pi') 
Cr (P'(t. ); Pf (tb); Pt (tc); PI (tc)) 
= Cr (p.; Pb; Pc; Pi) 
= Cr(P(ta); P(tb); P(tc); P(ti)) (5.11) 
Hence 
13 - ti - 130 
5. ti - 10 
13 - ti - 130 
5- ti - 10 
from which the position of the object on 
Pa-Pc Pb-Pc 
Pa-Pi Pb-Pi 
. 
15-121 110-121 
(5.12) 
15-Pil 110-pil 
the image plane for an arbitrary instant in time can be 
expressed as: 
600 + 220 - tj (5.13) Pi -"': -9. ti T 190 
It is important to note that, while the 3D motion model in this example is described in terms of 
time as well as one more parameter (v), the resulting 2D motion is only a function of time. The 
reason for this can be found in the use of the cross-ratio, which removes a degree of freedom but 
thereby encompasses a set of 3D models that yield the same 2D results. 
In the next section, the ideas presented so far are used to define a novel parametrisation that can 
be incorporated into the Hough Transform to gather evidence, not only for a specific shape, but 
also for 2D motion compatible with a specific underlying 3D motion model. 
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5.4 3DVHT: The Three Dimensional Velocity Hough Transform 
In this section, a novel algorithm capable of extracting from sequences of video objects moving 
with linear motion in 3D space is described: the 77iree-Dimensional Velocity Hough Transform 
(3DVHT). The basic idea behind the 3DVHT, as other Hough-based methods for the extraction 
of moving shapes, is that pieces of image evidence vote in a parameter space for all consistent 
possible instances of the object and its motion. To put this principle in practice, is necessary to 
define a set of parameters that describe all possible object shape and motion instances, as well as 
a mapping from an image observation to all consistent instances. 
In this work, it is assumed that the model that describes the 3D linear motion of an object is known, 
while its extraction on a video sequence is required, and therefore observations are taken on the 
2D image plane. This situation, common in computer vision applications, complicates the choice 
of the parametrisation, as well as the mapping between a given observation and all the possible 
instances of the shape and its motion. The 3DVHT uses a novel parametrisation and an associated 
mapping, which are formulated using ideas on the cross-ratio presented in previous sections. 
5.4.1 The 3DVHT motion model 
In section 5.3, it was demonstrated how, given a 3D motion model of an object under linear motion, 
its position on the image plane for three different moments in time suffices to completely describe 
the projected 2D motion (see figure 5.5). It was also shown that this description involves some of 
the parameters describing the 3D motion, as well as time. In the 3DVHT, this principle is applied 
and, therefore, the parameters describing the 2D motion on the image plane are chosen to be the 
2D positions of the object being tracked in three arbitrary moments in time, plus the necessary 
subset of the underlying 3D motion model parameters. As in other Hough-based techniques, 
each of these parameters determines one dimension in an accumulator space on which evidence 
is gathered. Each bin in this motion accumulator defines one particular instance of the 2D linear 
motion of the object throughout the sequence under study. 
in the scenario considered in the 3DVHT, however, it is not only the motion of the centre of mass 
of the template that needs to be parametrised: the change in the scale of the template also needs 
modelling (see figure 5.5). The change in the observed size as an object travels in 3D is a non- 
linear function of depth. As happens with the motion of the centre of mass, the invariance of the 
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Figure 5.5: A ball under linear constant velocity motion in space: given its position on the image 
plane in 3 arbitrary frames the 2D motion is completely defined. pi represents the projected 
position of the object at time ti, while si denotes its scale. 
cross-ratio can be used to construct a model for the change in scale throughout the sequence. In 
this case, the observed sizes of the object at three moments in time suffice to describe the change 
in scale as a function of time, and can therefore be used as parameters in the accumulator space. 
To summarise, the parameters in the accumulator space for the 3DVHT that model the motion and 
change of scale of an object in 2D are: 
The parameters describing the 3D motion model. Due to the extra degree of freedom that 
perspective projection implies, if the 3D motion is described in terms of n parameters, only 
"-I parameters are required for the accumulator space. In the case of constant velocity 
linear motion, n=I and hence no additional motion specific parameters are needed. 
The positions (Pa, Pb and p, ) and scales (. 'ýa. 8b and s, ) of the projection of the object on the 
image plane for three moments in time. In video sequences, this is equivalent to selecting 
three arbitrary frames as references, namely I,,, Ib and 1, In the 3DVHT, these frames are 
chosen to be the first (t = t, ), last (t = t,, ) and middle (t = tb) frames. 
Each position in this motion accumulator space defines a unique 2D linear trajectory, including 
ýdw 
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scale changes, which is compatible with the corresponding underlying 3D linear motion model. 
In this space, the shape parameters are not accounted for. As explained later in section 5.4.3, these 
are used to define an intermediate sub-space that helps mapping local evidence into the motion 
accumulator described here. 
Size of the 3DSVHT motion space 
The motion accumulator space, whose dimensions represent three 2D positions and their asso- 
ciated scales plus some motion parameters, has to be discretised in a way that keeps the com- 
putational cost as low as possible while allowing for accurate representations of the possible 2D 
motions. 
As far as the positions are concerned, it is natural to use pixel units. Any discretisation below the 
pixel level would result in an unnecessary increase in computational cost with little or no gain in 
performance. The motion accumulator space consequently has four dimensions corresponding to 
the x and y positions of the template on the image for the first and last frames: 
Pa ý (PayiPax) 
PC ý (pey, pcX) 
with the y components having as many bins as rows in the image, and the x components having 
as many bins as columns in the image. The position parameters for the point in the middle frame 
requires only one more dimension, as Pa and p, define a line along which Pb must lie (see figure 
5.6). Hence a fifth dimension in the accumulator space represents the position of the template in 
the middle frame, using a reference system aligned to the line defined by p" and p, and with its 
origin at p, 
As for the scale, for which three more dimensions in the space are needed, it will be seen later (see 
5.4.3) that accumulation on this motion space is related to a previous accumulation on a shape 
sub-space. Therefore, the bin size for the scale related dimensions are chosen to be the same as in 
the shape sub-space: typically between -I- and 
1 of the original size of the template. 10 To 
All this considered, the Hough space for uniform constant velocity linear motion has five dimen- 
sions corresponding to the 2D positions of the object at three times (each with as many bins as 
columns and rows respectively in the image), three dimensions corresponding to the scale of the 
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Figure 5.6: Five parameters suffice to describe three aligned points on the 2D image plane. 
object at the three time instants, and no dimension for motion specific parameters. In the case of 
more complex motion, more dimensions for the motion specific parameters would be used and 
require the corresponding discretisation. 
5.4.2 The 3DVHT shape model 
In this section, the shape accumulator sub-space is described. The 3DVHT is based on the joint 
extraction of shape and motion in image sequences via evidence accumulation. Even though 
evidence is ultimately gathered on the motion accumulator space introduced in section 5.4.1, initial 
accumulation on a shape sub-space can be used as an intermediate step to speed up the global 
evidence gathering process. In the next subsection how local evidence is first gathered on the 
shape sub-space for every frame in the sequence in a way similar to the GHT is described. This 
evidence is later mapped into the Hough motion space, and thus evidence that is originally local 
to one particular frame becomes global to the sequence (see figure 5.9). 
In order to gather local evidence on the shape sub-space, the 3DVHT makes use of an R-Table 
similar to the one in the GHT. However, the R-Table is not built from the original template, but 
from a Fourier based approximation. The template curve is first represented as a Fourier expansion 
on the 2D plane, and then edge direction information is used to index the R-Table, which provides 
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a non-analytical representation of the approximated template. The principles of the Fourier series 
and its application to the representation of two-dimensional curves was presented in detail in 
chapter 4. 
The use of a Fourier approximation of the template allows for coarse representation of the model 
which is tolerant to a certain degree of distortion. This is a very important property in the context 
of the 3DVHT, as observations on the image plane correspond to the projection of objects that 
move in 3D space. In these situations, a level of non-linear projective distortion can be expected 
as objects move away or closer to the camera. Moreover, self-occlusion effects, which result in 
the visibility of parts of the objects changing with the viewing angle, must be considered. Figure 
5.7 shows a curve, and its reconstruction from the Fourier series for different resolutions. Leaving 
out higher order components results in a coarser representation of the template, which allows the 
3DVHT to accommodate slightly distorted versions of the model. 
(a) 5 coefficients (b) 10 coefficients (c) 30 coefficients (d) Original 
Figure 5.7: Using different number of Fourier components to reconstruct a curve. The 3DVHT 
uses a coarse approximation of the template to allow for slight distortions resulting of perspective 
projection and self-occlusion effects. 
Using the Fourier-based template described above, the 3DVHT gathers local evidence on the shape 
accumulator sub-space, and this accounts for the position and scale of the object on the image 
plane for a particular frame in a sequence. Consequently, this sub-space is three-dimensional. 
Figure 5.8 illustrates this idea. It can be seen that two of the dimensions of this space represent the 
x and y coordinates of the position of the template in the frame considered. The third dimension 
corresponds to the scale, for which a bin size between 1/10 and 1/20 of the original size of the 
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template is typically used. 
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Figure 5.8: Three-dimensional shape sub-space accumulator used in the 3DVHT. Two dimensions 
account for the location of the object in the i-th frame of the sequence, and one for its scale. 
5.4.3 Voting procedure 
Defining a parameter space which accommodates for all possible instances of a model and, in the 
case of the 3DVHT, of its motion, is a crucial step towards a reliable extraction strategy. Neverthe- 
less, this is not the only difficulty to overcome: it is also important for such a parametrisation to 
allow for a simple mapping between image observations and the corresponding parameter values. 
In the 3DVHT, votes are ultimately cast on the motion parameter space which, as described in 
5.4.1, is defined in terms Of Pa, Pb, Pc 7 Sa, Sb and s, plus possibly some motion specific parame- 
ters. In this space, all possible instances of a given model, for all possible 2D linear trajectories 
compatible with the underlying 3D motion model, are represented. However, the mapping from 
image observations to this accumulator space, via the cross-ratio, involves a considerable amount 
of computation. Consequently, for the sake of simplicity and computational cost, image obser- 
vations for each individual frame are first used to accumulate evidence on an intermediate shape 
sub-space like the one described in 5.4.2. Evidence in this sub-space is later mapped into the final 
Hough motion space. This idea is illustrated in figure 5.9, which shows a flowchart of the motion 
extraction process of the 3DVHT. 
In this section, the accumulation on the shape sub-space, which resembles the accumulation pro- 
cess for the standard GHT, is briefly introduced. Then, the voting procedure on the motion param- 
eter space is described in detail. It is shown how, by using the intermediate shape sub-space, rather 
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Figure 5.9: Motion extraction process in the 3DVHT. Local evidence is first mapped on the shape 
sub-space via an R-Table built from a Fourier approximation of the template. This evidence is 
then mapped into the motion space via the invariance of the cross-ratio. Maxima in the motion 
accumulator space indicate strong evidence of an instance of the model moving along a linear 
trajectory consistentwith the underlying 3D motion model. 
than exhaustively mapping each observation on the image to the motion space, large numbers of 
votes are mapped from the shape sub-space instead, resulting in a more efficient algorithm. 
Voting on the shape sub-space 
The voting on the shape sub-space of the 3DSVHT is similar to a standard Generalised Hough 
Transform for which, rather than the template itself, a Fourier approximation is utilised (see sec- 
tion 5.4.2). Image observations consist of edge pixels. Using the corresponding R-Table and edge 
orientation information, the GHT maps observations into the shape accumulator sub-space. Fig- 
ure 5.10 portrays this idea: a particular edge point found in the i-th frame of the video sequence, 
A shape Ashape 
12 
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defines a pair of the form (pi, si) for every entry in the corresponding row of the R-Table built 
from the Fourier-based model. Each of these pairs specifies the position (pi = (pjy, pj, )) and 
scale (si) of an instance of the shape in the image, and determines the bin in the three dimensional 
shape accumulator sub-space where a vote must be cast. 
Fourier model and reference R-Table 
Edge direction 
0 ... 01 
Ok ... 2 . 7r 
Frame i 
Edge point 
Figure 5.10: In the 3DVHT, local evidence in the form of edge points is used to gather evidence 
on the shape sub-space. In the figure, one edge point generates a candidate instance of the model 
for every entry in the corresponding row of the R-Table. One vote is added in the shape sub-space 
for its position and scale parameters. 
The process above, of complexity 0(n'), is applied to the frames in the sequence under study. 
From now on, the accumulator sub-space that results from the gathering of evidence for the shape 
and scale of the model in the i-th frame of the sequence is referred to as A shape. The next section 
describes how evidence for every A", ""', local to the corresponding frame, is mapped into the 
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motion accumulator space, which is global to the whole sequence. 
Voting on the 3D motion space 
Once the shape sub-space accumulator has been calculated for a particular frame of the sequence, 
the 3DVHT uses this inforination to build evidence on the final motion space. It is worth remarking 
that, if the intermediate shape sub-space was not used, each observation (edge point) in every 
frame would need to be independently mapped into the eight-dimensional motion space. This 
results in an algorithm of 0(117) computational complexity. By using the shape sub-space, only 
bins that contain evidence for several edge pixels in a frame are mapped into the motion space. 
Moreover, the computational complexity of the process of gathering evidence in the motion space 
can be reduced by using the approach described below: 
Shape, -space for the i-th frame of a sequence, the notation Given Ai the shape accumulator sub 
Ai'hape (pij; v, pij;.,, sij) can 
be used to represent a particular bin j, which contains votes for a 
shape with position parameters (pij; y, pij;, ) and scale parameter sij. These votes must be added 
to all the bins in the motion accumulator of the form: 
A"t "" (Pak, Pbk, Pck, Sak i Sbk i Sck) 
such that the points Pak, Pbk, Pck and pij are aligned, and the cross-ratios for the quadruples 
(Paki Pbk, Pck, pij) and (Sak, Sbk, Sek, Sij) Coincide with the cross-ratios for the corresponding 4 
points in the underlying 3D motion model. Using the same notation as in section 5.3, evidence 
accumulated at A 
hape(pij, 
ij) must count as evidence in the final motion accumulator at all ij 
Anlot'o, l (Pak, Pbk, Pck, Sak, Sbk i Sek) such that: 
Pak - Pbk, Pck and pij are aligned 
Cr (P(ta) i PI 
(tb) i PI (tc), PI (ti)) 
Cr(PI(ta), PI(tb), P'(t, ), P'(ti)) 
Cr (Pak 
i Pbk, Pck, Pij) 
Cr(Saki Sbk, Scki Sij) (5.14) 
Due to the nature of the cross-ratio, which is a ratio of ratios of distances, the frame index can be 
used as the time component in the equation above regardless of the video rate or the number of 
frames per second in the sequence. It is also important to notice that, for the sake of simplicity, 
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no extra motion specific parameters are considered in the motion accumulator A"106011. This 
is equivalent to considering constant velocity linear motion, as in this case the extra degree of 
freedom introduced by the cross-ratio renders the use of the parameter u unnecessary (see section 
5.3). 
A non-linear mapping 
The constraints in equation 5.14 define a non-linear mapping between the parameters of the shape 
sub-space (pij and sij), and the parameters of the motion accumulator (p" ... s,. ). In the 
3DVHT, 
the algorithm that gathers evidence in the motion space given a sub-space A'i"I" for a frame. 
is based on a recursive check of all linear trajectories between the first and last frames of the 
sequence, which results in an algorithm of O(n4) complexity. This is done considering all possible 
combinations of pa and p, where Pa represents the initial position of the trajectory for the first 
frame, and p, the position in the last frame. 
Each pair (Pa ý Paki Pc ý Pck) defines a linear trajectory along which the model must lie in 
the rest of the frames. Thus, for a frame i, only evidence in the bins of the form Aihape (Pi , 'S i), 
where pi lies on this line, must be mapped into the motion accumulator space Anlotion. In this 
way, exhaustive enumeration and testing is avoided. This idea is illustrated in figure 5.11, which 
represents the shape accumulator for a particular frame i. A pair (Pak, Pck) determines a set of 
bins in the shape sub-space that need to be considered. If the scale parameters corresponding to 
the first and last frames are known, this set defines a line in the three-dimensional shape sub-space 
as shown in the figure. For the sake of clarity, discussion on the scale parameters is obviated here 
and included at the end of this section. 
A pair (pa ý Pak i Pc ý Pck) also 
defines a slice in the 3D motion accumulator space of the form 
A ........... (Pak i Pbk, ... 
), on which evidence for trajectories along that line must be gathered. It still 
shape(p,, remains to determine how, and to what extent, evidence in the shape sub-space bins Ai 
for the permitted values of pi, contribute to this slice of the motion space. Leaving the parameters 
related to scale out for the time being, it is necessary to define Pbk in the motion space as a 
function of a particular pij from the shape sub-space. This is the point at which the cross-ratio 
proves crucial. 
Assuming constant velocity 3D motion, and given the i-th frame under study, the 3D cross-ratio 
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Figure 5.11: Given a pair Pa ý Pak, Pc ý Pck for the initial and final frames, not all bins of the 
shape accumulator for the i-th frame must be considered, but only those that represent positions 
that are aligned with the pair. 
for the four points in 3D space at times ta, tbi t, and tj can be calculated (see section 5.3) as: 
Cr (P (ta) 
ýP 
(tb) 
iP 
(tc) 
iP 
(ti)) =: 
t, V - taV / 
tcV - tbV 
= 
tc - ta / 
te - tb 
tiV - taV tiV - tbV ti - ta ti - tb 
where ta) tbi t, and ti are all known. Now, the invariance of the cross-ratio to projective transfor- 
mations can be used to find the relationship between Pb and pi, given by the equation: 
Cr(P(ta), P(tb)i P(tc), P(ti)) 
t, - t, / 
tc - tb 
ti - ta ti - tb 
Cr (Pak, Pbk, Pck, Pij) 
Pck -Pak / Pck Pbk 
Pij - Pak Pij Pbk 
(5.16) 
where only pij and Pbk are unknown. Equation 5.16 defines the non linear mapping between the 
shape sub-space, where evidence has been accumulated via a GHT, and the motion space, where 
evidence must be ultimately gathered. Thus, given thei-th frame in a sequence with evidence avai- 
lable in the corresponding shape accumulator sub-space A shape , and a pair (p, i : ---: Pak ý Pc -:: Pck), 
equation 5.16 defines how evidence on Ashape (pij, sij) is mapped into Al"OtiOll (Pak, Pbk, Pck.... 
for all possible values of pij which are aligned with Pak and Pck- 
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A non-continuous accumulator space 
Mapping evidence from the shape sub-space into the motion accumulator space by means of 
equation (5.16) would be straight forward if both spaces were continuous. However, as explained 
in 5.4.1 and 5.4.2, they have been discretized in all their dimensions. To complicate things further, 
equation 5.16 provides a solution for the position vector Pb as a function of pi. However, in the 
motion accumulator itself, the position of the template in this middle frame is represented as an 
scalar by means of fixing the coordinate system along the the line between p,, and p, 
Figure 5.12: Each pair (Pa --- Pak ý Pc -"-- Pck) defines a new coordinate system that allows for 2D 
positions to be expressed in scalar form. 
Setting this new coordinate system on the image plane, as in figure 5.4, equation 5.16 can be 
transformed into a scalar one, and this difficulty dealt with. Now, for each pair of the form (p. = 
Paki Pc = Pck), the new coordinate system will have its origin at Pak and one of its axes along 
the line Pak - Pck. Figure 5.12 portrays this idea, where the new coordinates for the four points 
on the image are Pak I PIbk 7 pý,, and PI, k' Moreover, Ptak =0 so that it coincides with the centre of 
coordinates. After this, equation 5.16 becomes: 
t, - ta tc - tb Pol Potý* - Pfbk 
ti - to ti - tb Pij Pij - Pbk 
Once pij has been put in its scalar form pij, equation 5.17 can be directly applied to map evidence 
from the shape space to the motion space. Figure 5.13 shows an example of this non-linear 
mapping between p'j and p' for different values of the index of the frame under study, i. Some i bk 
of the parameters chosen for this illustrative example are: 
*A 100 frame sequence: ta = 0, te = 100 and tb = 50 
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Figure 5.13: p' as a function of pý for different values of i. This map relates positions in bz 
the shape sub-space of the form A shape(p,,,, ) to positions in the motion space of the form ii 
motion (p/ *, * 8j), for Pak =0 and Pek = 400. A ak I Pfbk I Pfck 
In this figure, the y axis represents p' , that is, the position in the motion accumulator on which bk 
evidence is mapped. The x axis represents p'i ., the position in the shape sub-space from which '13 
evidence is mapped. These axes, each representing a dimension of the corresponding accumulator 
space, are discrete and share a similar bin size (see 5.4.1 and 5.4-2). Hence the mapping described 
by the curves in figure 5.13 can be thought of as a non-linear histogram equalisation, from an 
original histogram pý, to the goal histogram Plb* 
Even though the bin sizes used on the two axes are similar, evidence accumulated in one bin of 
A shape might not contribute to only one bin in of A""". In most of the cases, evidence in a i 
particular A 
shape (pýj, si) will contribute to several bins in the form Am""' (Pak) P1 and to i bk 
different extents. Figure 5.14 illustrates this idea. Each of the squares along the horizontal axis 
represents evidence accumulated in a bin A shape of the shape sub-space. The vertical axis i 
(Pi, SO 
represents bins in the motion space of the form Amotion(... P', for different values of p' b b* 
Thus, the squares along the vertical axis indicate the amount of evidence from the corresponding 
bin in the shape sub-space that is transfer-red into the motion space. The non-linear mapping that 
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Figure 5.14: Gathering evidence in the motion Hough space. Bins in the motion accumulator 
(vertical axis) integrate evidence for one or several bins from the shape sub-space (horizontal 
axis). The mapping between p'i and pb, represented by the red line, determines the bins involved i 
and the amount of evidence they contribute. 
relates p'i and pb is represented by the red line. In the case of the green or yellow squares, evidence I 
from a bin in the shape sub-space votes entirely into one specific bin of the motion space. In the 
case of the blue or purple squares, evidence in one bin of the shape sub-space contributes to more 
than one bin in the motion space. The amount of evidence in the bins of the motion space is the 
result of integrating the different contributions from the shape sub-space. 
Summary of the 3DVHT evidence gathering process. 
Throughout this section, the 3DVHT has been described, paying special attention to the process of 
gathering evidence on the Hough space. In this description, the scale components of the shape and 
model accumulators have not been mentioned. However, they are treated in a similar way as the 
position parameters. Thus, the algorithm recursively checks all pairs (Pak i Pck) and then applies 
a mapping from p'i to pb via the cross-ratio. The 2D motion parameters thus obtained constrain the 
range of scales (Sak7 Sck) that need to be considered, and the cross-ratio helps define a non linear 
mapping that relates si from the shape sub-space, with Sb in the motion space. 
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Algorithm 5.1 Gathering evidence in the 3DVHT for the i-th frame. 
1: for all edge points in the frame do 
2: obtain position pj and scale sj of Fourier-based model using R-Table 
shape ( 'Sj) 3 add one vote to Ai Pj 
4: end for 
5: for all pairs (Pak) Pck) do 
6: Set new 2D coordinate system with its origin at Pak along line Pak Pck 
7: for all pi aligned with Pak and pij do 
8: Obtain coordinates of pij for new coordinate system =* pli 
9: Obtain mapping pý 4=-ý p'k zb 
10: Get pairs (Sak , Sck) compatible with 2D motion. 
11: for all si E [Saki Sck] do 
12: Obtain mapping si 4=-> Sbk via the cross-ratio 
shape Si) to motion 13: Calculate contribution of Ai A (Pak7Pbk7PckiSakiSbkiSck) 
shape (p, j, S, ) to AmOtion 14: Transfer votes from Ai (Pak7PbkiPckiSakiSbk7Sck) 
15: end for 
16: end for 
17: end for 
All this considered, the evidence gathering process of the 3DVHT can be summarised according 
to the pseudo-code 5.1. In this, no initialisation to the tracking process has been assumed, and 
therefore all initial and final positions of the object in the sequence are considered as hypothesis. 
if information about the position of the object in the initial frame is available, the complexity of 
the algorithm above is reduced by a factor of O(n2). 
5.5 Incorporating the stereo constraints to the analysis of sequences. 
In the previous section, the 3DVHT was described. This method extends the principles of tempo- 
ral analysis of sequences by means of the Hough Transform, to allow for evidence-based extrac- 
tion of shapes undergoing 3D linear motion. For this purpose, the 3DVHT exploits the invariant 
properties of the cross-ratio. When not only one, but two image sequences corresponding to the 
same scene acquired from two different cameras are available, the principles of stereo geometry, 
encoded by the well known epipolar constraints, can be incorporated to the 3DVHT in order to 
improve performance. A detailed discussion on two camera geometry, the epipolar constraints 
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and image rectification was included in chapter 3. In the rest of this section, it is presented how 
these ideas apply to the case of pairs of image sequences, and how they can be used in the context 
of the 3DVHT. 
5.5.1 The Stereo 3DVHT. 
In the 3DVHT, as in other GHT-based methods, a considerable amount of false evidence can be 
expected in the Hough motion accumulator space. This false evidence, due to errors in the cal- 
culation of gradient direction used to construct the R-Table, or to the contribution of background 
points among other factors [2], can compromise the performance of the 3DVHT in certain situa- 
tions. The amount of false evidence generated in the accumulation process of the 3DVHT can be 
reduced by exploiting the epipolar constraint introduced above, which is easily extended to the 
analysis of stereo sequences. 
According to the parametrisation used in this work, the projected trajectory of an object that moves 
linearly in space, can be described in terms of its position on the image plane for the first, middle 
and last frames of a sequence under study. Thus, in the 3DVHT, every edge point generates a 
manifold of votes in a Hough space in which each bin represents a possible 2D linear trajectory 
compatible with the underlying 3D motion. When a rectified stereo sequence is available, given 
a 2D linear trajectory in one view, the epipolar geometry constrains the range of permitted trajec- 
tories in the other view. This idea is illustrated in figure 5.15. A 2D linear trajectory on the left 
view is represented, and defined by the points Pa Pb and p, in the first, middle and last frames. 
It is shown how not all trajectories are permitted in the right view, but only those described by the 
points p' p' and p, where: abC 
Pay -= Payi Pby Pf xi Pyx = y Plyx 
I Pf Pax ý! Pax Pbx Pfbx) Pcx cx 
(5.18) 
All this considered, these constraints can be incorporated into a stereo extension of the 3DVHT. 
For this purpose, not all possible 2D trajectories compatible with the underlying 3D motion model 
have to be accumulated for. Instead, evidence is gathered for pairs of trajectories, one in each view 
of a stereo sequence, which are compatible with the underlying 3D motion, as well as with each 
other via the epipolar constraints. 
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Figure 5.15: The points Pa, Pb and p, define a 2D linear trajectory in the left view of a stereo 
sequence. The epipolar geometry constrains the range of positions for the corresponding pa, pb ab 
and p' . This range, represented 
by the blue dotted lines, limits the number of permitted trajectories C 
on the right view. The trajectory represented by the green arrow is allowed, while that represented 
by the red arrow is not, as the second part of equation (5.18) does not hold. 
5.6 Experimental Results 
In this section the performance of the 3DSVHT is demonstrated on both real and synthetic image 
sequences. Firstly, outdoor traffic sequences as well as indoor sequences captured in a laboratory 
environment, are used to test the motion model of the 3DVHT. The results of experiments on this 
real imagery provide a qualitative comparison of the 3DVHT and other extraction techniques like 
the GHT and the VHT- Secondly, experiments conducted on synthetic data are presented. Syn- 
thetic data was obtained by means of POVRAY ray-tracer software, which allows the generation 
of complex and photo-realistic test data with known ground truth. Results on synthetic test data 
enable quantitative assessment of the performance of the 3DVHT. Also, it is demonstrated how, 
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by incorporating the well known epipolar constraints into the formulation of the 3DVHT, stereo 
information can be used to reduce ambiguity in the motion extraction process thus improving 
performance. 
The algorithm of the 3DVHT used in all the experiments was implemented partly in Matlab and 
partly in C++. In all cases, as it could be expected, the method was found to be considerably slow. 
Thus, in the case of the real traffic sequences mentioned in the next subsection, over 6 minutes 
were required for the accumulation on the motion space for each of the 320 x 240 frames when 
initialisation information was provided. 
5.6.1 Experiments on real data. 
In order to test the ability of the motion model of the 3DVHT to extract objects undergoing linear 
motion in 3D space, the method was applied to real image data. First, some outdoor traffic se- 
quences were considered. In this kind of scene, it is possible to select objects to track that undergo 
linear motion, and such that there exists a significant change of depth from the camera point of 
view. As explained before, techniques like the VHT based on a two dimensional motion model 
are very likely to fail in these conditions. Figure 5.16 shows one of these sequencesl. A truck 
describes an approximately constant velocity linear trajectory as it moves away from the camera. 
The circular logo on the back of the truck is used as the template for tracking. It can be appreci- 
ated how the scale of the logo varies non-linearly with depth, and so does the projection of the 3D 
constant velocity on the image plane. In order to make the experiment more challenging, 5% of 
randomly distributed salt and pepper noise was added at image level to the original frames. This 
results in extremely noisy edge images and many potential false candidates in each of the frames. 
The results using a standard GHT for each frame, a VHT with a 2D constant velocity motion 
model, and the 3DVHT are shown for three particular frames within the 30 frames sequence. In 
some of the frames, and due to the amount of noise at edge level, the GHT was unable to obtain a 
clear peak in the Hough space indicating strong evidence of an instance of the model. Neverthe- 
less, the positions and scales corresponding to global maxima in the GHT accumulator space are 
shown in all the figures for illustrative purposes. A thin black contour represents the result of the 
VHT, a thick black contour the GHT, and a white contour the 3DVHT. 
'The video sequences in AVI format corresponding to the images shown in this figure, as well as those in figures 
5.17 and 5.18, can he found in the separate CD-ROM provided. 
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Figure 5.16: Tracking a circular logo on a truck that moves with constant velocity linear motion. 
Original (top row) shows considerable amount of scale variation. Tracking using GHT, VHT and 
3DVHT with 5% salt and pepper noise of 5% added (middle row). White contour represents 
3DVHT, thick black contour the GHT, and thin black contour the VHT. Bottom row shows results 
at edge level. 
As expected, the GHT, which does not take advantage of temporal information, is more affected 
by noise, and finds wrong candidates in some of the frames thus not always tracking the logo. 
The behaviour of the VHT is also interesting as it illustrates its strengths and limitations: Despite 
the amount of noise, it tracks the logo correctly for the first few frames of the sequence. This is 
possible thanks to the global constraints imposed by the motion model of the VHT. In situations 
(d) 5% noise, frame 5 
(c) Original, frame 25 
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of very low signal to noise ratio, as it is the case in this example, other methods based on the GHT 
that make use of local temporal constraints are likely to fail. It can be appreciated how, for a larger 
number of frames (see results for 15th and 25th frames), the performance of the VHT deteriorates. 
The reason for this is that constant velocity 3D motion, when projected on the image plane for 
a small number of frames, corresponds to approximately constant velocity 2D motion. However, 
as the number of frames increases, the non-linear effects of depth on the projected trajectory and 
on the scale get more severe, and the motion model of the VHT fails badly. With the use of a 
3D motion model, the 3DVHT addresses this limitation while still allowing for global evidence 
accumulation. 
Figure 5.17 shows a similar example. Here, it is the grill at the front of the car that is used as the 
template. In this case, the car moves along a 3D constant velocity linear trajectory towards the 
camera. Results for the tracking with the 3DVHT for the original sequence and two different levels 
of noise are shown for 3 of the 30 frames in the sequence. Figure 5.18 shows the same results at 
edge level, where it is easier to appreciate the extent to which noise makes tracking a challenging 
task. The 3DVHT accommodates for the 3D motion of the car, and the global temporal constraints 
allow for robustness to considerable amounts of noise. Thus, tracking only starts to fail when the 
noise density exceeds 10%. 
Finally, the 3DVHT was applied to some sequences captured in the controlled environment of the 
laboratory. For this purpose, a bail rolling at approximately constant velocity on a table was used. 
The camera view was chosen to be such that the bail moves away from the viewer. The results 
of applying the GHT, the VHT and the 3DVHT are shown in Figure 5.19. The ball's location, as 
indicated by maxima in the GHT accumulator space, is shown as a square. The result of the VHT 
is shown as a diamond, and the result of the tracking by means of the 3DVHT is denoted by a 
circle. The GHT fails badly in many frames as the images are too cluttered and produce too many 
extraneous edge points. The VHT tracks the ball for the first few frames, but then fails as the ball 
moves away from the camera. This is due to the 3D motion of the ball projecting on the image 
plane as a trajectory that does not correspond to constant velocity, and which therefore fails to be 
captured by the 2D motion model. The 3DVHT, thanks its novel parametrisation which accounts 
for 3D motion models, successfully tracks the ball throughout the sequence even when its scale 
changes significantly due to changes in depth. 
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Figure 5.17: Tracking grill of the car using 3DVHT. Tracking on the original sequence is shown 
on the top row for the 5th, 15th and 25th frames. The middle row shows results when salt and 
pepper noise of 7% density is added to the original sequence. The bottom row shows results for 
noise density of 10%. 
5.6.2 Experiments on synthetic data 
In the previous section, the ability of the motion model of the 3DVHT to accommodate situations 
where other techniques like the GHT or the VHT fail, was demonstrated on real data. In this 
section, experiments conducted on synthetic sequences are presented. The main objective of these 
experiments is to compare the performance of the 3DVHT with other techniques quantitatively, 
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Figure 5.18: Results at edge level for tracking with 3DVHT presented in figure 5.17. Tracking 
on the original sequence (top row), on sequence with salt and pepper noise of 7% density added 
(middle row) and for density of noise of 10% (bottom row). 
which is only possible if ground truth data is available. Also, the use of an extension to the 3DVHT 
that makes use of the epipolar constraints when stereo information is available is investigated. For 
these purposes, povray-generated test sequences were used. 
First, the experiment reported in 184] and [62], where a small circle moving with uniform velo- 
city across the image plane is tracked, was reproduced. To obtain a similar effect from 3D data. 
a stereo setup was used in which a ball moves with constant 3D velocity parallel to the image 
planes, and far from the cameras so depth variations do not to occur. In these conditions, the 
IL)( )I. lg 111,11 ,tIaI Ile -, 
s (a) Origimil, frame 5 (b) (higinal, frame 15 
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Figure 5.19: Tracking a ball that moves away from the camera with constant velocity using GHT 
(square), VHT (diamond) and 3DVHT (circle). 
motion projected on the image planes can be accommodated by the 2D constant velocity model 
of the VHT. Moreover, as stereo inforination exists, the extension to the 3DVHT that exploits the 
epipolar constraints can also be applied. The performance of the GHT, the VHT, the 3DVHT and 
the stereo extension of the 3DVHT was tested on 76 sequences each consisting of II frames. Se- 
quences were distinguished by different values of the ball's velocity, and the density of randomly 
distributed salt and pepper noise added to the images. Examples of the edge images for the first 
and last frames of the sequence and different values of noise are shown at the top of figure 5.20, 
The bottom part of the figure illustrates the perfon-nance of the GHT, the VHT, the 3DVHT and its 
stereo extension as a function of the density of the noise. The error, measured in pixels, indicates 
the Euclidean distance between the position of the detected ball and ground truth, averaged over 
(a) Frame I (b) Frame 2 (c) Frame 3 (d) Frame 4 
(e) Frame 5 (f) Frame 6 (g) Frame 7 (h) Frame 8 
(i) Frame 9 0) Frame 10 (k) Frame I1 (1) Frame 12 
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Figure 5.20: Comparison of GHT, VHT, 3DVHT and stereo 3DVHT tracking a small ball moving 
with constant velocity in a noisy image sequence. 
the 76 sequences. It can be seen that the VHT and the 3DVHT, by incorporating temporal inte- 
gration, outperform the GHT. Contrary to what happened in the experiments presented in 5.6.1, 
the ball moves in a plane parallel to the cameras and no depth changes occur. Thus, in this par- 
ticular case its 3D motion can be approximated by a 2D model and the VHT and 3DVHT present 
similar results. Finally, it can be appreciated that by incorporating the epipolar constraints to the 
extraction process, the stereo extension of the 3DVHT tolerates a bigger amount of noise. 
The potential of incorporating the epipolar constraints to the 3DVHT is also illustrated in the next 
experiment conducted on synthetic data. In this case, a stereo setup was used to track a ball that 
moves linearly away from the cameras, resulting in a considerable change in its perceived scale. 
1, d= 20% (b) f= 11, d= 20% (c) f=1, d= 50% (d) f= 11, d= 50'/,, 
60 
GHT 
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Figure 5.21: Configuration for experiment in figure 5.22. The blue ball moves and is visible from 
the left camera (b) whereas a bigger balls occludes it in the right view (c). 
In this scenario, as it was demonstrated earlier, the VHT can not be applied. As shown in figure 
5.21, the arrangement of the cameras for this experiment is such that the moving ball is clearly 
visible from the left camera, whereas in the right view it is occluded by a bigger ball in most of 
the frames of the sequence. 
The results of the tracking applying the 3DVHT with and without incorporating the stereo cons- 
traints are illustrated in figure 5.22. The top row shows the left view, in which the 3D motion 
model of the 3DVHT suffices to track the ball as it moves away from the camera. The second 
row shows the view from the right camera, and how the moving ball is occluded in four of the six 
frames. The third row shows the results when the 3DVHT is used with no extra stereo constraints 
to track the ball on the right view. By taking advantage of time integration, a certain trajectory 
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(b) Re,, u I t,, of' tracking in the right view. First row shows results using the 3DVHT A ithout stereo uncgration. Second 
row shows these results, where the big ball has been removed to show ground truth. Third row shows results obtained 
by means of the 3DVHT using stereo integration. Bottom row shows these results against ground truth by removing 
the big ball. 
Figure 5.22: Tracking for the setup in figure 5.21 in left (a) and right (b) views. 
compatible with the underlying 3D constant velocity motion is extracted from the little data avai- 
lable. However, this trajectory is not necessarily correct as the fourth row, in which ground data 
is displayed, demonstrates. However, by incorporating the epipolar constraints to the 3DVHT, a 
different trajectory is extracted (see fifth row). This trajectory is not only compatible with the 
3D motion model and the data available for the right view, but also with the observations taken 
from the left view via the epipolar constraints. It can be seen in the last row that this trajectory is 
consistent with ground truth data. 
The last of the experiments conducted on synthetic data is illustrated in figure 5.23. In this case, a 
50 frame image sequence containing three synthetic objects: a dice, a duck and a cylinder topped 
by a cone was considered. The 3D setup was chosen so that the depth of the objects changes 
significantly as they moved at different velocities and at times occluding each other. Figures 
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Figure 5.23: Tracking results in a more complicated synthetic image sequence. 
5.23(a) to 5.23(c) show three of the 50 frames in the sequence. The Fourier-based contour of the 
duck represents the result of the tracking using the 3DVHT. It can be seen that the object is well 
tracked, even in the frames where it is severely occluded. The lower part of Figure 5.23 shows 
two curves representing the x and y coordinates of the position of the duck over the full 50 frame 
sequence. The green circles represent the position of the duck as extracted by the 3DVHT, the 
blue triangles represent the result of the extraction using the GHT for each frame, and the red line 
ground truth. It can be appreciated that the 3DVHT follows ground truth, whereas the GHT fails 
at some of the frames where the objects becomes occluded. This experiment also provides a good 
illustration of the relationship between 3D and 2D motion: The duck undergoes constant velocity 
x component of position of duck y component of position of duck 
146 Chapter5. Extraction of 3D Linear Motion via Temporal Evidence Accumulation 
in 3D. However, and even though the change in depth is not abrupt, the projected motion on the 
image plane is far from being constant velocity. Thus, neither the y nor the x components of the 
motion trace a straight line in figures 5.23(d) or 5.23(e) respectively. In this situation, a 2D motion 
model like that of the VHT would cease to be of any use, while that of the 3DVHT continues to 
work perfectly. 
5.7 Conclusions 
In this chapter, a novel method based on the Hough transform for the extraction of specified 
objects undergoing linear motion in full 3D was presented: The three-dimensional velocity Houg 
transform (3DVHT). 
The 3DVHT capitalises on the principles of the VHT, i. e. on the inclusion of motion in the ev- 
idence gathering process. However, it significantly extends this idea to allow for the detection 
of objects undergoing linear motion in 3D space. This is possible by virtue of the invariance 
properties of the cross-ratio, which allow for 2D evidence to vote only for feasible 3D hypothe- 
ses. By integrating evidence for each frame over the sequences as a whole, the 3DVHT presents 
an increased immunity to noise and occlusion over methods that do not incorporate temporal 
constraints in the accumulation process. Results on real imagery show this novel method can be 
applied in image sequences with extremely low signal to noise ratio, where more standard tracking 
techniques are prone to fail badly. Moreover, by considering motion in full 31), the 3DVHT can 
accommodate depth changes. Thus, experimental results show the 3DVHT outperforms the VHT, 
in which only 2D motion models are considered, in image sequences with significant variations in 
the depth of objects. 
As a possible extension to the 3DVHT, the inclusion of the constraints derived from epipolar 
geometry in the formulation of the 3DVHT was proposed. It was shown that this idea can help 
reduce ambiguity in the evidence gathering process when stereo sequences are available. 
Chapter 6 
Conclusions and Future Work 
6.1 Conclusions 
In this thesis, the possibility of exploiting invariants in Hough Transform algorithms has been 
investigated. For this purpose, two main scenarios have been considered: the multi-view analysis 
of images of an object acquired from different view-points, and the multi-temporal analysis of 
images of a scene acquired at different times. 
In the context of multi-view analysis, invariance theory has been studied as a means to overcome 
one of the most significant limitations inherent to Hough Transform algorithms, i. e. high compu. 
tational cost. The LIGHT method, a novel shape extraction technique that accounts for similarity 
transformations of the template without resorting to a O(n4) evidence gathering process, has been 
proposed. In the LIGHT method, shape extraction is solved by accumulation on a 2D space that 
accounts only for the location parameters. This dramatic decrease in computational complexity 
is possible due to the use of a set of Fourier descriptors that remain invariant under translations, 
rotations and scaling of the template. 
The use of invariant attributes of the shape of objects to avoid the need for an increase in the 
complexity of Hough-based algorithms when different transformations are considered is not new. 
However, the definition of these invariant attributes is not trivial, and it usually involves con- 
sidering objects and shapes as global entities. As a result, in most of the existing Hough-based 
approaches that exploit this idea, low algorithm complexity inevitably comes at the expense of 
a significant decrease in robustness. On the contrary, the Fourier descriptors used in the LIGHT 
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method provide an invariant representation that is local to each point in the curve considered. 
This allows tolerance to severe occlusion to be comparable to that of the GHT. The ability of the 
LIGHT method to robustly extract shapes, and accommodate for similarity transformations of the 
template while maintaining the dimensionality of the problem as that of the original GHT, renders 
it appropriate for a large number of computer vision applications. Moreover, the LIGHT method 
presents improved performance in the presence of global unmodelled transformations of the tem- 
plate. This last property is particularly useful in multi-view analysis tasks, where transformations 
resulting from changes in the image acquisition conditions can be expected. 
In the context of multi-temporal analysis of image sequences, the use of invariance theory has 
been proposed to allow for 2D image observations to be used to accumulate evidence for 3D 
motion patterns. The 3DVHT, a novel method for the extraction of specified objects undergoing 
linear motion in full 3D has been presented. Like other dynamic extraction techniques based 
on the Hough Transform, the 3DVHT incorporates temporal constraints into the accumulation 
process. This results in increased immunity to noise and occlusion over methods which solve the 
extraction problem on a frame by frame basis. Moreover, by exploiting the invariant properties 
of the cross-ratio, the 3DVHT ensures that 2D observations vote only for feasible 3D hypotheses. 
This is a significant improvement over similar approaches like the VHT, where detection is limited 
to 2D motion models. The ability of the 3DVHT to accommodate 3D motion makes it appropriate 
for tracking tasks where considerable changes in depth occur, thus rendering 2D motion models 
ineffective. Moreover, by integrating both spatial and temporal constraints, the 3DVHT tolerates 
severe spatial and temporal occlusion, and is applicable in very low signal to noise scenarios where 
more standard tracking techniques are likely to fail. 
6.2 Future work 
The use of invariance theory provides a powerful framework for the reduction of the computational 
cost typically associated to Hough Transform algorithms. The LIGHT method capitalises on this 
idea, and allows for robust extraction of shapes under similarity transformations by accumulation 
on a 2D space. For this purpose, a set of Fourier descriptors invariant under rotations and scale 
are used. As these descriptors are obtained from small contour segments of a fixed length, they 
may fail to provide accurate enough representations in situations when big changes in the scale of 
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objects occur. As a first extension to the LIGHT method, similar approaches in which the length 
of the segments used to obtain the Fourier descriptors is not fixed, but rather dynamically chosen, 
could be explored. Secondly, the possibility to use the Fast Fourier Transfonn (FFT) to compute 
these coefficients could be studied. The FFT is well known to require N1092N operations to 
compute the same coefficients that the DFT obtains by means of N2 operations. By using this 
principle, the computation time of the LIGHT method corresponding to the calculation of the 
Fourier coefficients could be significantly reduced. This extra computation time is responsible 
for the method being 30 - 40% slower than the 2D GHT, for which only edge information is 
required. In this manner, not only would the LIGHT method be extremely faster than the 4D 
GHT, but also comparable to the 2D GHT. Thirdly, it has been argued that the ability of the LIGHT 
method to accommodate similarity transformations, as well as its tolerance to global unmodelled 
transformations of the template, render this method useful for multi-view analysis tasks. However, 
when objects of the real world are imaged from different cameras, the resulting transformations 
on the image plane can be expected to be more complex than translations, rotations, scaling and 
a certain amount of unmodelled distortion. In many cases projective transformations, or at least 
their affine approximation, must be considered. Another possible line for further research would 
be to evaluate under which conditions, and to what extent, the LIGHT method provides a valid 
matching strategy for wide baseline stereo problems. Also, the formulation of easy to compute, 
highly discriminant local attributes of shapes that remain invariant under affine transformations, 
would allow the principles behind the LIGHT method to be extended to an even wider range of 
applications. 
In the context of the 3DVHT, several avenues for further research have been identified. Firstly, 
the 3DVHT exploits the invariance properties of the cross-ratio to allow for the extraction of 2D 
linear motion consistent with an underlying 3D motion model. In this thesis, the validity of this 
approach has been tested for constant velocity motion in real and synthetic data. An obvious 
extension to this work would be the use of higher level motion models. The principles of the 
3DVHT can be easily applied for this purpose as long as motion is linear and a model for the 3D 
motion is known. As it was argued when the formulation of the 3DVHT for constant velocity 
was presented, the extension to more complex models involves, in general, the inclusion of extra 
dimensions in the accumulator space. Thus, if constant acceleration motion was to be considered, 
one more dimension was needed than in the case of constant velocity. Some alternatives to deal 
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with the computational cost of the 3DVHT, which may be particularly high in the case of higher 
level motion models, are suggested later in this section. 
The 3DVHT integrates spatial and temporal evidence over extended video sequences, thus allow- 
ing for increased robustness to missing data and noise over differential approaches to tracking. 
This robustness comes at the expense of a relatively high algorithm complexity, especially if no 
initialisation information is available, or high level motion models are considered as suggested 
above. As a means to reduce computational cost, several alternatives can be thought of. One of 
them would be to minimise the number of points used in the voting process, as opposed to the 
exhaustive search over the available input data used in the formulation of the 3DVHT presented 
in this work. The fact that the linear trajectories of objects in 2D can be determined given their 
positions on the image plane at three different times, which can be explained by the invariance 
of the cross-ratio, suggests an interesting extension of the method based on the principles of the 
Randomised Hough Transform (RHT): in this case, rather than n-tuples of points from one par- 
ticular image, triplets of randomly selected points from three different frames in a sequence could 
be used to, via the cross-ratio, determine a single bin in the accumulator space on which to cast 
a vote. In this fashion, the one to many voting strategy of the 3DVHT could be substituted by a 
many to one strategy. The extent to which this approach would reduce the computational cost, as 
well as the amount of noise that it could tolerate could be investigated. Similarly, there is ample 
scope for the application of probabilistic approaches to the accumulation process to reduce its 
complexity. With the Probabilistic Hough Transform (PHT), results similar to those obtained by 
exhaustive search have been reported with as few as 2% of the available points used in the voting 
process. The high computation time of the 3DVHT is mainly caused by the exhaustive check for 
all possible linear trajectories in order to gather evidence on the motion space. By applying the 
principles of the PHT at this level, the computation time of the 3DVHT could be reduced from 
minutes to seconds per frame, thus rendering the method applicable in a wider range of situations. 
For this purpose, in order to allow for reliable detection using as few points as possible, it would 
be necessary to explore different stopping rules to be applied to the search for instances of the 2D 
motion consistent with the underlying 3D model. 
Another possibility to reduce the complexity of the 3DVHT would be to set some threshold on 
the shape sub-space for every frame of the sequence under study. In this manner, evidence for the 
spatial structure of objects would help identify a number of candidate positions in different frames. 
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From these positions, the problem of finding a set of candidate trajectories for the sequence could 
be formulated as that of finding 2D lines, which can be solved in a simple and efficient manner 
In the last stage, only the small set of linear trajectories thus obtained would be exhaustively 
checked for consistent instances of the 2D motion. One last alternative to reduce the computation 
time of the 3DVHT could be the parallelisation of the accumulation process. Thus, rather than 
sequentially processing all points in every frame in order to accumulate evidence on the shape 
sub-space, different regions of the images could be simultaneously processed by using of a multi- 
thread approach. Similarly, different frames in a sequence could also be processed in parallel to 
gather evidence in the motion space. 
The issue of temporal scale selection also opens several avenues for future work. The 3DVHT is 
founded on the assumption that objects are likely to undergo linear motion in 3D scenes for as long 
as observations last, thus allowing imaging systems to acquire sufficient 2D evidence for robust 
tracking. In real situations, however, more often than not this simple approach is not valid, as 
linear motion only accounts for one of the lower level components conforming a complex motion 
hierarchy. Therefore, it would be interesting to provide the 3DVHT with the ability to select the 
temporal scale on which the constraints on the 2D motion of objects, resulting from the invariance 
of the cross-ratio, can be applied, thus allowing for its integration into higher level motion tracking 
architectures. 
Following up on the ideas above, one more avenue for the extension of the 3DVHT would be 
to exploit the invariance of the cross-ratio to projective transformations locally. A number of 
approaches exist that use the Hough transform to track parametric objects in sequences. In [62], 
evidence on the spatial structure of an object accumulated separately for each frame of a sequence, 
is used as input to a dynamic programming algorithm that recovers its 2D trajectory. To constrain 
the search, assumptions on the smoothness of the motion, and on the minimum and maximum ve- 
locity of objects on the image plane are considered. One could think of the constraints that, given 
a 3D linear motion model, the cross-ratio imposes on the resulting 2D motion. The incorporation 
of these extremely physically meaningful constraints to this type of algorithms as an alternative to 
the exhaustive search-based formulation of the 3DVHT, and its effects on the associated compu- 
tational cost, could also be explored. 
Lastly, the potential of the 3DVHT as a means to solve the correspondence problem in stereo 
sequences, and its use in the context of video interpolation have been suggested in this thesis. This 
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idea is founded on the ability of the 3DVHT to deal with severe spatial and temporal occlusion in 
video sequences, plus the possibility to incorporate the epipolar constraints into its formulation. A 
simple example of the application of the 3DVHT for video interpolation from a pair of synthetic 
video sequences is presented in the separate CD-ROM provided. One possible extension to the 
work presented here would be further exploration of the performance of the 3DVHT in multi- 
view video interpolation of real complex scenes. For this purpose, the possibility to use a scheme 
similar to the LIGHT in order to generate evidence in the shape sub-space of the 3DVHT could 
also be considered. In effect, the LIGHT would allow for unmodelled transformations of the 
template resulting from the motion of objects and multi-view geometry to be accommodated for, 
and could provide the 3DVHT with the ability to deal with rotations and scaling in an elegant and 
efficient manner. This idea might lead to the development of extraction techniques that integrate 
the use of attributes inherent to the spatial as well as the temporal structure of objects. 
The methods presented in this thesis provide a good illustration of the potential benefits of in- 
corporating invariance theory into Hough-based approaches. This idea sets the foundations for 
research into new algorithms and techniques that might be applied in many different computer 
vision problems in the years to come. Also, as suggested in this last section, there is ample scope 
for further development and extension in the more particular context of the LIGHT and 3DVHT 
methods. 
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