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Abstract 
 
Using the Dirichlet integrals, which are employed in the theory of Fourier series, this 
paper develops a useful method for the summation of series and the evaluation of 
integrals.  
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1. Introduction 
 
In two earlier papers [19] and [20] we considered the following identity (which is easily 
verified by multiplying the numerator and the denominator by the complex conjugate 
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Using the basic geometric series identity 
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Separating the real and imaginary parts of (1.1a) produces the following two identities 
(the first of which is called Lagrange’s trigonometric identity and contains the Dirichlet 
kernel  which is employed in the theory of Fourier series [55, p.49]) ( )ND x
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(and these equations may obviously be generalised by substituting xα  in place of x .  
We first multiply by ( )p x  and, in this section, ( )p x  is assumed to be twice continuously 
differentiable on [ , . Integration then gives us ]a b
 
                     ( )
0
1 ( ) 1 cot( / 2) ( )
2
b bN
inx
N
na a
p x i x dx p x e dx R
=
+ =∑∫ ∫ +  
 
and we have 
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Therefore, provided  has no zero in [ ], a weak version of the Riemann-
Lebesgue lemma (which was previously employed in Eq.(2.17) in [19] where we required 
( 2/sin x ) ,a b
( )p x  to be twice continuously differentiable) tells us that .0lim =∞→ NN R  
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This will also be the case if ( ) 02/sin =a , provided 0)( =ap . From the above we can 
therefore derive the following trigonometric integral identities: 
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and more generally we have (by letting x xα→  in (1.2) and  (1.3) respectively) 
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Equations (1.5) and (1.5a) are valid provided (i) sin( / 2) 0  [ , ]x x a bα ≠ ∀ ∈  or, 
alternatively, (ii) if sin( / 2) 0aα =  then ( )p a 0=  also. 
 
Similarly, using the identity 
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we may easily prove that 
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and more generally 
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From (1.6) we note that the denominator is and hence (1.7) and (1.7a) are only 
valid provided either (i) has no zero in [ ] or (ii) if , then  
must also be zero. 
)2/cos(x
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Equations (1.8) and (1.8a) are valid provided (i) cos( / 2) 0  [ , ]x x a bα ≠ ∀ ∈  or, 
alternatively, (ii) if cos( / 2) 0aα =  then ( )p a 0=  also. 
 
The following simple trigonometric identities are easily proved  
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Therefore, combining (1.5) and (1.7) produces the following identity 
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which simplifies to 
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Similarly, using (1.10) we obtain  
 
(1.13)             ( ) cot
b
a
p x x d∫ x
0 0
( )sin ( 1) ( )sin
b b
n
n na a
p x nx dx p x nx d
∞ ∞
= =
= + −∑ ∑∫ ∫ x  
 
which simplifies to 
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It should be noted that in the above formulae we require either (i) both sin(  and 
have no zero in [ ] or (ii) if either  or  is equal to zero 
then  must also be zero. Condition (i) is equivalent to the requirement that  has 
no zero in [ ]. 
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Note that (1.14) is equivalent to (1.5a) with 2α = . 
 
More generally we have        
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Equations (1.14a) and (1.14b) are valid provided (i) sin( ) 0  [ , ]x x a bα ≠ ∀ ∈  or, 
alternatively, (ii) if sin( ) 0aα =  then ( ) 0p a =  also. 
 
We may also generalise Poisson’s integral [17, p.250] by applying the above analysis to 
the quotient 1
1 ixre±  and useful results may also be obtained by using 
1
1 ixire± . 
 
2. Application of Dirichlet’s integrals 
 
In the previous section we required that ( )p x was twice continuously differentiable on the 
interval [ , ; with the assistance of Dirichlet we now show that this condition may be 
significantly relaxed. 
]a b
 
Dirichlet [26] considered the following integrals in his classical treatment of Fourier 
series in 1829 (when he was then 23 years old) 
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where 0 < a  <  < b π . Dirichlet showed that these limits are valid if ( )f x  is continuous 
on [  and0, ]b ( )f x  only has a finite number of maxima and minima on [ . Jordan [37] 
subsequently showed in 1881 that the less restrictive condition that 
0,b
( )
]
f x  be of bounded 
variation on [  is sufficient. Proofs may be found in [5, p.314] and [17, p.219]. 0, ]b
 
We recall from [5, p.128] that if ( )f x  is monotonic on [ , then, ]a b ( )f x  is of bounded 
variation on [ . In addition, we also note that if , ]a b ( )f x  is continuous on [  and if , ]a b
( )f x′  exists and is bounded on the open interval, then ( )f x  is of bounded variation on 
. [ , ]a b
 
Even though Jordan wanted to relax the smoothness requirement for the pointwise 
convergence of Fourier series, it subsequently turned out that  functions of bounded 
variation are in fact fairly smooth anyway; Lebesgue ([50, p.356 ] and [7, p.192]) proved 
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that any monotonic function on a closed interval is differentiable almost everywhere, and 
that its derivative is integrable. 
 
With the substitution t xα=  in (2.1) and (2.2) we see that 
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where 0 < a  < b  < ′ ′ π . 
 
We may write (1.2) as 
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and, after multiplying this by a function ( )f x  of bounded variation on [ , we easily 
see that 
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Letting   we obtain                                              N →∞
 
(2.7)                      
0
1 ( ) ( )cos 2
2
b b
na a
f x dx f x nx dxα∞
=
=∑∫ ∫  
 
provided 0 < aα  < bα  < π . This is a generalised version of (1.4) above and, in 
particular, it should be noted that we no longer require ( )f x  to be twice continuously 
differentiable on [ , . ]a b
 
With α π=  we may write (2.7) as 
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We now consider the case where (2.2) applies. With the substitution t xα=  in (2.2) we 
see that 
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where 0 < b  < ′ π . 
 
Letting   in (2.6) and using (2.10) we then obtain                                            N →∞
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where 0  < bα  < π . 
 
With α π=  we may write this as 
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where 0  < b  < 1. 
 
There is clearly a connection between (2.11) and the Poisson summation formula in the 
form reported in Ramanujan’s Notebooks [10, Part II, p.252]. If ( )f x  is a continuous 
function of bounded variation on [ , then , ]a b
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where the #  on the summation sign on the left-hand side indicates that if a  or b  is an 
integer, then only 1 ( )
2
f a  or 1 ( )
2
f b , respectively, is counted. 
 
The equivalence is shown below. 
 
As noted by Bromwich [15, p.492] we consider the integral 
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and make the substitution 1x t= −  in the second part. This immediately gives us 
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The substitution 1x t= +  gives us 
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More generally we see that 
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and, if ( )f x  is continuous, this may be written as 
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Then using (2.6) we obtain a version of the Poisson summation formula 
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Another form of the Poisson summation formula is shown below [31] 
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Various proofs exist for the Poisson formula: these include, inter alia, those given by 
Apostol [5, p.332], Guinand [31], Ivić [36, p.490], Mordell [42] and Wilton [53]. 
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We now illustrate the intimate connection with the Euler-Maclaurin summation formula. 
Cast in its simplest form, the Euler- Maclaurin summation formula may be written as 
[38, p.521] 
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Hence, assuming that interchanging the order of integration and summation is valid, we 
obtain the version of the Poisson summation formula in (2.15) above 
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and hence we derive (2.16) again. 
 
3. Applications of the Poisson summation formula 
 
Previously in [20] we gave many applications of the basic summation formulae stated in 
section 1 above. Some further applications of the more generalised versions are given 
below. 
 
3.1 Digamma function 
 
We consider ( ) ( )f x a xψ= +  for Re > 0 where ( )a ( )xψ  is the digamma function, being 
the logarithmic derivative of the gamma function, i.e. ( ) log ( )dx x
dx
ψ = Γ . 
      
We have shown in [] (this corrects the entry in [30, p.652, 6.467 2]) that 
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where γ  is Euler’s constant. 
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Since (1 )xψ +  is monotonic on [ , we see that 0,1] (1 )xψ +  is therefore of bounded 
variation on [ and hence we may apply (2.13) to obtain  0,1]
 
                 
1
1 [ ( ) (1 )] log 2 [cos(2 ) (2 ) sin(2 ) (2 )]
2 n
a a a n a Ci n a n a si nψ ψ π π π π∞
=
+ + = + +∑ a       
 
Since 1(1 ) ( )a a
a
ψ ψ+ = +  this may be written as  
                      
(3.1.7)       
1
1( ) log 2 [cos(2 ) (2 ) sin(2 ) (2 )]
2 n
a a n a Ci n a n a si n a
a
ψ π π π π∞
=
= − + +∑        
 
which appears in Nörlund’s book [44, p.108]. Letting 1a =  results in  
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3.2 Log gamma function 
 
Here we let ( ) log ( )f x a= Γ + x  so that (2.13) becomes              
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We designate  by ( )F a
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1
0
1log ( ) log(2 ) log
2
a x dx a a aπΓ + = + −∫   
 
as reported in [49, p.207]. 
 
Combining the above results in 
 
(3.2.2)         
[ ]
1
1 1 1 1log ( ) log(2 ) log sin(2 ) (2 ) cos(2 ) (2 )
2 2 n
a a a a n a Ci n a n a si n a
n
π π ππ
∞
=
⎛ ⎞Γ = + − − + −⎜ ⎟⎝ ⎠ ∑ π π
 
We note that (3.1.7) may be obtained by differentiating  (3.2.2). 
 
With  we obtain 1a =
 
(3.2.3)            
1
(2 ) 1 log(2 ) 1
2n
si n
n
π ππ
∞
=
=∑ −   
 
which was given by Nielsen [43, p.79]. With 1/ 2a =  we obtain 
 
(3.2.4)            
1
( 1) ( ) 1 (1 log 2)
2
n
n
si n
n
π
π
∞
=
− = −∑   
 
 
3.3 Logarithm function 
 
We note that ( ) logf x x= x  does not meet the conditions required for (1.5) on the 
interval [0 ; however the conditions required for (2.13) are satisfied. ,1]
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Integration by parts gives us 
            2
( ) log sin (1 log )coslog cos Ci ax ax x ax x axx x ax dx
a
− + + +=∫  
 
so that we have the definite integral 
 
            
[ ]1
0
2
0
(2 ) lim ( ) cos( ) log
log cos 2
(2 )
x
Ci n Ci ax ax x
x x nx dx
n
ππ π
→− + −=∫  
 
Using the definition of  in (3.3) we see that ( )Ci x
 
              
0
cos 1( ) cos( ) log log cos( ) log
ax tCi ax ax x ax ax x dt
t
γ −− = + − + ∫  
 
                                                [ ]
0
cos 1log log cos( ) 1
ax ta x ax dt
t
γ −= + − − + ∫    
We consider the limit 
 
              
0 0
cos( ) 1lim log [cos( ) 1] lim log
x x
axx ax x x
x→ →
−− =   
 
                                               
0 0
cos( ) 1lim log lim
x x
axx x
x→ →
−= ⋅  
 
and using L’Hôpital’s rule we obtain 
 
              
0
cos( ) 1lim 0
x
ax
x→
− =                    
 
which shows that 
 
                  
0
lim[cos( ) 1]log 0
x
ax x→ − =
 
Then taking the limit as we obtain 0x→
 
              [ ]
0
lim ( ) cos( ) log log
x
Ci ax ax x aγ→ − = +   
 
Hence we have 
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1
2
0
(2 ) log(2 )log cos 2
(2 )
Ci n nx x nx dx
n
π γ ππ π
− + +=∫  
 and the integral  is elementary. 
1
0
log 1/ 4x x dx = −∫
 
Therefore, with ( ) logf x x x= in (2.13) we obtain 
 
                     2
1
1 (2 ) log(2 )2
4 (2 )n
Ci n n
n
π γ π
π
∞
=
− + += ∑  
 
so that 
 
(3.3.1)           22
1
(2 ) 1(2)[ log(2 )] (2)
2n
Ci n
n
π ς γ π ς∞
=
′= + − −∑ π  
 
3.4 An integral due to Ramanujan 
 
With 1( ) (1 ) log(1 )
2(1 )
f u u u
u
ψ= + − + + +  in (2.15) we have  
 
(3.4.1) 
1 0
1 1 1 1(1 ) log(1 ) (1 ) log(1 )
2 2 2(1 ) 2(1 )n
n n u u
n u
γ ψ ψ
∞∞
=
⎡ ⎤ ⎡ ⎤⎡ ⎤− + + − + + = + − + +⎢ ⎥ ⎢ ⎥⎢ ⎥ + +⎣ ⎦ ⎣ ⎦ ⎣ ⎦∑ ∫ du  
 
                                                            
1 0
12 (1 ) log(1 ) cos 2
2(1 )n
u u nu du
u
ψ π
∞∞
=
⎡ ⎤+ + − + +⎢ ⎥+⎣ ⎦∑∫  
 
The left-hand side of (3.4.1) may be written as 
 
1 1
1 1 1 1 1 1(1 ) log(1 ) ( ) log
2 2 2(1 ) 2 2 2n n
n n n n
n n
γ ψ ψ∞ ∞
= =
⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤− + + − + + = − + − −⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥+⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦∑ ∑ γ  
 
and we split the other integral on the right-hand side into three components as shown 
below 
 
         
0
1(1 ) log(1 ) cos 2
2(1 )
u u nu du
u
ψ π
∞ ⎡ ⎤+ − + +⎢ ⎥+⎣ ⎦∫  
 
                               [ ] [ ]
0 0
(1 ) log cos 2 log log(1 ) cos 2u u nu du u u nu duψ π
∞ ∞
= + − + − +∫ ∫ π
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0
1 cos 2
2 1
nu du
u
π∞+ +∫  
 
Ramanujan [12] obtained the following integral 
 
(3.4.2)         [ ] [ ]
0
1(1 ) log cos 2 (1 ) log
2
u u n u du n nψ π ψ
∞
+ − = + −∫   
 
which was rediscovered by Guinand [33] in 1947. 
 
As regards the next component, integration by parts readily gives us 
 
               [ ]log log(1 ) cos sin [ (1 )] cos [ (1 )] ( )a u u au du aCi a u a Si a u Si au− + = − + + + −∫
                                                           [ ]log log(1 ) sinu u+ − + au
n
   
 
With 2a π=  this simplifies to 
  
[ ] [ ]2 log log(1 ) cos 2 [2 (1 )] (2 ) log log(1 ) sin 2n u u nu du Si n u Si nu u u nuπ π π π− + = + − + − +∫ π
        
and we obtain the definite integral 
 
                 [ ]
0
(0) (2 )log log(1 ) cos 2
2
Si Si nu u nu du
n
ππ π
∞ −− + =∫  
 
                                                                    (2 ) (2 ) 1
2 2
Si n si n
n n 4n
π π
π π= − = − −  
        
The substitution  results in 1v = + u
 
                 
cos cos [ (1 )] sin [ (1 )]
1
au du aCi a u aSi a u
u
= + ++∫ +  
 
where ( ) ( )
2
Si u si uπ= + . Therefore we have the definite integral 
 
                 
0
cos sin ( ) [cos ( ) sin ( )]
1
au du aSi aCi a aSi a
u
∞
= ∞ − ++∫  
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and with 2a nπ=  this becomes 
                     
0
cos2 (2 )
1
n au du Ci n
u
π π
∞
= −+∫  
 
With 
0
1(1 ) log(1 )
2(1 )
I u u
u
ψ
∞ ⎡ ⎤= + − + +⎢ ⎥+⎣ ⎦∫ du  we then have 
 
[ ]
1 1
1 1 1 1 (2 ) 1( ) log 2 (1 ) log (2 )
2 2 2 2 2 2n n
Si nn n I n n Ci n
n n
πψ γ ψ π
∞ ∞
= =
⎡ ⎤ ⎡ ⎤ ⎡− + − − = + + − − −⎢ ⎥ ⎢ ⎥ ⎢⎣ ⎦ ⎣ ⎦ ⎣∑ ∑ π ⎤⎥⎦  
 
                                                    [ ]
1
1 (2 )(1 ) log (2 )
2n
si nI n n Ci
n n
π nψ ππ
∞
=
⎡ ⎤= + + − − − −⎢ ⎥⎣ ⎦∑  
 
                                                    
1
1 1 1 1( ) log log(2 ) 1
2 2 2 2n
I n n
n
ψ π γ∞
=
⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + − + − − − −⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦∑  
 
where we have employed the series  
 
                     
1
1 1(2 )
2 2n
Ci nπ γ∞
=
⎡ ⎤= −⎢ ⎥⎣ ⎦∑  
 
                     
1
(2 ) 1 log(2 ) 1
2n
si n
n
π ππ
∞
=
= −∑  
 
which were derived in (3.1.8) and (3.2.1) respectively. 
 
We therefore obtain 
 
(3.4.3)           
0
1 1(1 ) log(1 ) log(2 ) 1
2(1 ) 2
u u du
u
ψ π
∞ ⎡ ⎤+ − + + = −⎢ ⎥+⎣ ⎦∫   
                                                                                                                                            □ 
 
We now give an alternative derivation of the integral (3.4.3). We recall Binet’s second 
formula for lo  (which is derived in [51, p.250] using the Abel-Plana summation 
formula) 
g ( )uΓ
 
(3.4.4)            ( )12
0
tan /1 1log ( ) log log(2 ) 2
2 2 1x
x u
u u u u d
e π
π
−∞⎛ ⎞Γ = − − + +⎜ ⎟ −⎝ ⎠ ∫ x   
 
Another proof of this is also reported in [22]. This formula was also derived by 
Ramanujan [10, Part II, p.221] in the case where  is a positive integer. u
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Differentiation of Binet’s formula results in [51, p.251]  
 
(3.4.5)           2 2 2
0
1log ( ) 2
2 ( )( 1)x
xu u d
u u x e π
ψ
∞
− = + + −∫ x    
 
and thus we have 
 
(3.4.6)           2 2 2
0
1( ) log( ) 2
2( ) [( ) ]( 1)x
xt u t u dx
t u t u x e π
ψ
∞
+ − + + = −+ + + −∫    
 
Integration with respect to u  gives us 
 
            2 2 2
0 0 0
1( ) ( ) log( ) 2
2( ) [( ) ]( 1)x
xI t t u t u du dx
t u t u x e π
ψ
∞ ∞ ∞⎡ ⎤= + − + + = −⎢ ⎥+ + + −⎣ ⎦∫ ∫ ∫ du    
 
                                                                                2 2
0 0
2
1 ( )x
xdx du
e t uπ
∞ ∞
= − − + +∫ ∫ 2x  
We see that 
 
                     2 2 2 2
0 ( ) t
du dy
t u x y x
∞ ∞
=+ + +∫ ∫   
 
                                           11 tan
t
y
x x
∞
− ⎛ ⎞= ⎜ ⎟⎝ ⎠  
 
                                           11 tan
2
t
x x
π −⎡ ⎤⎛ ⎞= − ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦  
Since 
                      1 1 1tan tan tan
1
a ba b
ab
− − − +⎛ ⎞+ = ⎜ ⎟−⎝ ⎠   
 
we see that 
 
                      ( ) (1tan / tan /
2
)1x u π u x− −= −  for  > 0 /u x
 
and the integral may thus be written as 
 
                     12 2
0
1 tan
( )
du x
t u x x t
∞
− ⎛ ⎞= ⎜ ⎟+ + ⎝ ⎠∫  
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We therefore have 
 
                    ( )12
0
tan /
( ) 2
1x
x t
I t d
e π
−∞
= − −∫ x  
 
We then obtain from (3.4.4) 
 
                    1 1( ) log log(2 ) log ( )
2 2
I t t t t tπ⎛ ⎞= − − + − Γ⎜ ⎟⎝ ⎠  
so that 
 
(3.4.7)          
0
1 1 1( ) log( ) log log(2 ) log ( )
2( ) 2 2
t u t u du t t t t
t u
ψ π
∞ ⎡ ⎤ ⎛ ⎞+ − + + = − − + − Γ⎜ ⎟⎢ ⎥+ ⎝ ⎠⎣ ⎦∫  
 
Letting  gives us (3.4.3) 1t =
 
(3.4.8)          
0
1 1(1 ) log(1 ) log(2 ) 1
2(1 ) 2
u u du
u
ψ π
∞ ⎡ ⎤+ − + + = −⎢ ⎥+⎣ ⎦∫  
 
It is easy to determine that 
 
                    
0
1log log(1 ) log (1 ) log(1 ) log(1 )
1
N
u u du N N N N
u
⎡ ⎤− + + = − + + + +⎢ ⎥+⎣ ⎦∫ N  
                                                                     1log 1N
N
⎛ ⎞= − +⎜ ⎟⎝ ⎠  
 
and, since 2
1 1 1log 1 O
N N N
⎛ ⎞ ⎛+ = +⎜ ⎟ ⎜⎝ ⎠ ⎝
⎞⎟⎠ , we then see that 
 
              
0
1lim log log(1 ) 1
1
N
N
u u du
u→∞
⎡ ⎤− + + =⎢ ⎥+⎣ ⎦∫ −  
 
We note that 
 
                
0
1(1 ) log(1 )
2(1 )
u u
u
ψ
∞ ⎡ ⎤+ − + +⎢ ⎥+⎣ ⎦∫ du  
 
                                            
0
1 1(1 ) log log log(1 )
2(1 ) 1
u u u u
u u
ψ
∞ ⎡ ⎤= + − − + − + +⎢ ⎥+ +⎣ ⎦∫ du   
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and thus we have 
 
                
0 0
1 1(1 ) log(1 ) 1 (1 ) log
2(1 ) 2(1 )
u u du u u du
u u
ψ ψ
∞ ∞⎡ ⎤ ⎡+ − + + = − + + − −⎢ ⎥ ⎢+ +⎣ ⎦ ⎣∫ ∫
⎤⎥⎦  
 
Therefore using (3.4.8) we obtain  
                           
(3.4.9)     
0
1 1(1 ) log log(2 )
2(1 ) 2
u u du
u
ψ π
∞ ⎡ ⎤+ − − =⎢ ⎥+⎣ ⎦∫   
 
as previously obtained by Berndt and Dixit [12]. This integral may also be evaluated in 
the following manner: 
 
We see that 
 
00
1 1(1 ) log log (1 ) log log(1 )
2( 1) 2
u u du u u u u u
u
ψ
∞∞ ⎡ ⎤+ − − = Γ + − + − +⎢ ⎥+⎣ ⎦∫  
 
                                                   1lim log (1 ) log log(1 )
2u
u u u u u→∞
⎡ ⎤= Γ + − + − +⎢ ⎥⎣ ⎦  
 
                                                   1 1 1lim log (1 ) log log log 1
2 2u
u u u u u
u→∞
⎡ ⎤⎛ ⎞= Γ + − + − − +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦  
 
                                                   1lim log (1 ) log
2u
u u u u u→∞
⎡ ⎤⎛ ⎞= Γ + − + +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦  
 
The integral (3.4.9) may then be obtained upon using the asymptotic expression [49, p.8] 
 
                       1 1log (1 ) log log(2 )
2 2
u u u u
u
π⎛ ⎞Γ + ≈ + − + +⎜ ⎟⎝ ⎠
1
12
 
 
A generalised version of the integral (3.4.2) appears in [30, p.652, 6.471.3] 
 
(3.4.10)         [ ] [ ]
0
1(1 ) log cos 2 (1 ) log
2
u u ut du t tψ π ψ
∞
+ − = + −∫   
 
and integration results in 
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(3.4.11)   [ ]
0
1 (1 ) log 1sin 2 log (1 ) log
2 2
u u uv du v v v v
u
ψ ππ
∞ + − = Γ + − +∫  
                                                                                                                                            □ 
 
Merkle and Merkle [40] have recently shown that 
 
(3.4.12) 
0
1 1 2log ( ) [log(2 ) 1] (2 1) (1 ) log( )
2 2 2(n
xx x n x n
n
π γ ψ∞
=
1
1 )
⎡ ⎤−Γ = − − − + + − + +⎢ ⎥+⎣ ⎦∑  
 
and commencing the summation at 1n =  gives us 
 
(3.4.13)  
1
1 1 1log (1 ) [log(2 ) 1] (2 1) (1 ) log( )
2 2 2 n
xx x x n x n
n
π γ ψ∞
=
2 1
2(1 )
⎡ ⎤−⎛ ⎞Γ + = − − + + − + + − + +⎜ ⎟ ⎢ ⎥+⎝ ⎠ ⎣ ⎦∑  
 
Differentiation gives us 
 
                   
1
1 1(1 ) 1
1n
x
x n n
ψ γ ∞
=
⎡ ⎤+ = − + + − +⎢ ⎥+ +⎣ ⎦∑  
 
                                
1
1 1 1 11
1n x n n n n
γ ∞
=
⎡ ⎤= − + + − + + −⎢ ⎥+ +⎣ ⎦∑        
 
                                
1 1
1 1 1 11
1n nx n n n n
γ ∞ ∞
= =
⎡ ⎤ ⎡= − + + − + + − ⎤⎢ ⎥ ⎢+ + ⎥⎣ ⎦ ⎣∑ ∑ ⎦    
 
Hence we obtain the well-known formula for the digamma function [49, p.14] 
 
(3.4.14)          
1
1 1(1 )
n
x
x n n
ψ γ ∞
=
⎡ ⎤+ = − − −⎢ ⎥+⎣ ⎦∑        
 
Letting 1x =  in (3.4.13) gives us 
 
                   
1
1 3 10 [log(2 ) 1] (1 ) log(1 )
2 2 2 2(n
n n
n
π γ ψ∞
=
1
1 )
⎡ ⎤= − − + + + − + +⎢ ⎥+⎣ ⎦∑  
 
which may be written as 
 
                   
1
1 3 10 log(2 ) ( ) log (1)
2 2 2n
n n
n
π γ ψ ψ∞
=
⎡ ⎤= − + − + −⎢ ⎥⎣ ⎦∑
1
2
−  
 
Hence we have 
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 (3.4.15)         
1
1 1( ) log [1 log(2 )]
2 2n
n n
n
ψ γ π∞
=
⎡ ⎤− + = + −⎢ ⎥⎣ ⎦∑  
 
and we note that this series appears in (3.4.1). 
 
With  in (3.4.13) we get 0x =
 
(3.4.15.1)      
1
1 1 1(1 ) log 1 log(2 )
2(1 ) 2 2n
n n
n
ψ γ π∞
=
⎡ ⎤+ − − = + −⎢ ⎥+⎣ ⎦∑  
 
The left-hand side of (3.4.15.1) may be written as 
 
(3.4.15.2)     
1
1 1 1 1 1( ) log 1 log(2 )
2 2 2(1 ) 2 2n
n n
n n n
ψ γ π∞
=
⎡ ⎤− + + − = + −⎢ ⎥+⎣ ⎦∑  
 
and we see that this is consistent with (3.4.15) because subtraction results in the 
telescoping series 
 
                    
1
1 1 1
1n n n
∞
=
⎡ ⎤− =⎢ ⎥+⎣ ⎦∑    
 
Letting  in (3.4.13) gives us 1/ 2x =
 
(3.4.16)       [ ]
0
1 [1 log 2] (1 ) log 2 log(2 1)
2 n
n nψ∞
=
− = + + − +∑  
 
The Weierstrass expression for the gamma function may be written as [49, p.1] 
 
(3.4.17)      ( )
1
log ( ) log( ) ( ) log log
n
x ax a x a x a n n a x
n
γ ∞
=
+⎡ ⎤Γ + = − + − + + − + + +⎢ ⎥⎣ ⎦∑  
so that 
(3.4.18)      ( )
1
1log (1 ) log(1 ) (1 ) log log 1
n
xx x x n n x
n
γ ∞
=
+⎡ ⎤Γ + = − + − + + − + + +⎢ ⎥⎣ ⎦∑  
 
Subtracting (3.4.18) from (3.4.13) results in 
(3.4.19)     ( )
1
2 1 1(1 ) log( ) log log 1
2(1 )n
x xn x n n n x
n n
ψ∞
=
⎡ ⎤− ++ − + − + + + + −⎢ ⎥+⎣ ⎦∑   
 
                            1 11 log(2 ) log(1 )
2 2
x xπ γ= − − − − +   
 
 23
    and with  we obtain    0x =
 
                    ( )
1
1 1 1 1(1 ) 2 log log 1 1 log(2 )
2(1 ) 2 2n
n n n
n n
ψ γ π∞
=
⎡ ⎤+ − + + − − = − −⎢ ⎥+⎣ ⎦∑   
 
which may be expressed as 
 
                    
1 1
1 1 1 1 1(1 ) log log 1 1 log(2 )
2(1 ) 2 2n n
n n
n n n
ψ γ π∞ ∞
= =
⎡ ⎤ ⎡ ⎤⎛ ⎞+ − − − − + = − −⎜ ⎟⎢ ⎥ ⎢ ⎥+ ⎝ ⎠⎣ ⎦⎣ ⎦∑ ∑   
 
and this concurs with the result obtained by letting 0x =  in (3.4.13). 
                                                                                                                                            □ 
 
Merkle and Merkle [40] also showed that 
 
(3.4.20)        
0
1( ) (1 ) (1 )[ ( )
1n
xx n n x x
n
ψ ψ ψ γ∞
=
−⎡ ⎤+ − + − = − + −⎢ ⎥+⎣ ⎦∑ 1] 
 
where a misprint in their formula has been corrected. Starting the summation at  
gives us 
1n =
 
(3.4.21)        
1
1( ) (1 ) [ ( ) ] 2(
1n
xx n n x x x
n
ψ ψ ψ γ∞
=
−⎡ ⎤+ − + − = − + + −⎢ ⎥+⎣ ⎦∑ 1)         
 
Differentiation results in 
 
(3.4.22)        
1
1( ) ( ) ( ) 2
1n
x n x x x
n
ψ ψ ψ∞
=
⎡ ⎤′ ′+ − = − − − +⎢ ⎥+⎣ ⎦∑ γ  
 
so that 
 
                    
1
1(1 ) (1) 2
1n
n
n
ψ ψ∞
=
⎡ ⎤′ ′+ − = − +⎢ ⎥+⎣ ⎦∑  
 
or equivalently 
 
(3.4.23)       
1
1( ) 1
n
n
n
ψ∞
=
⎡ ⎤′ − =⎢ ⎥⎣ ⎦∑  
 
which may also be expressed as  
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1
1(2, ) 1
n
n
n
ς∞
=
⎡ ⎤− =⎢ ⎥⎣ ⎦∑  
 
We note that (3.4.23) is consistent with the asymptotic formula found by Barnes in 1899 
[49, p.23] 
 
                         m  ( 1
1
( ) log 1
m
n
n m O mψ γ −
=
′ = + + +∑ ) →∞
 
Adding (3.4.15) and (3.4.23) gives us 
 
(3.4.24)     
1
1 1 1( ) log ( ) 1 log(2 )
2 2 2n
n n nψ ψ γ∞
=
⎡ ⎤′− + = + −⎢ ⎥⎣ ⎦∑ π  
 
which, as stated by Srivastava and Choi [49, p.29], may also be derived from the 
following representation of the Barnes double gamma function 
 
              
1
2 22
1
1 1 ( ) 1(1 ) (2 ) exp ( 1) exp ( ) ( )
2 2 ( ) 2
x
n
nG x x x x x n x n
x n
π γ ψ∞
=
Γ⎡ ⎤ ⎡ ′+ = − + − +⎢ ⎥ ⎢Γ +⎣ ⎦ ⎣∏ ψ ⎤⎥⎦   
 
by taking logarithms of both sides and letting 1x =  in the resulting equation. 
 
                                                                                                                                            □ 
Differentiating (3.4.22) gives us 
 
                 
1
( ) ( ) 2 (
n
)x n x x xψ ψ∞
=
′′ ′′ ′+ = − −∑ ψ
p
 
 
and we see that 
 
(3.4.25)    ( ) ( ) ( 1)
1
( ) ( ) ( )p p
n
x n x x p xψ ψ ψ∞ −
=
+ = − −∑                   
 
which was obtained in a different manner by Merkle and Merkle [40]. 
 
We need to reconcile this with the result previously found by Adamchik and Srivastava 
([2] and [49, p.156]) which is valid for z ˂ 1 
 
(3.4.26)     
1 ( ) 2
( )
1
0
( 1) ! ( 1) ( 1) ! ( , 1, 1)( )
1
p p p
p n
p
n
p x p z z p xx n z
x z
ψψ
+∞
+
=
− + + − Φ ++ = + −∑ +   
 
where  is the Hurwitz-Lerch zeta function defined by ( , , )z p xΦ
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0
( , , )
( )
n
p
n
zz p x
x n
∞
=
Φ = +∑   
 
It should be noted that (3.4.26) has been corrected to show that the summation starts at 
(this is because the summation in the second equation on page 157 of [49] should 
also have been started at ). 
0n =
0k =
 
We may express (3.4.26) as 
 
     
1 21
( )
1
0
( 1) ! ( 1, 1) ( , 1, 1)( 1) !( )
1
pp
p n
p
n
p p x z z p xpx n z
x z
ςψ
++∞
+
=
⎡ ⎤− + + − Φ +− +⎣ ⎦+ = + −∑  
 
and, since , we may apply L’Hôpital’s rule to 
obtain 
2
1
lim ( 1, 1) ( , 1, 1) 0
z
p x z z p xς→ ⎡ + + − Φ + + =⎣ ⎤⎦
 
     
1
( ) 1 2
1 10
( 1) !( ) ( 1) !lim 2 ( , 1, 1) ( , 1, 1)
p
p p
p zn
px n p z z p x z z p x
x
ψ
+∞ +
+ →=
− ′⎡ ⎤+ = + − Φ + + + Φ + +⎣ ⎦∑       
 
                            
1 1
1
1 11 0
( 1) ! ( 1) !lim 2 ( 1, 1)
( 1 )
p n
p
p pz n
p np p x
x x
ς
+ +∞+
+ +→ =
z
n
⎡ ⎤−= + − + + +⎢ ⎥+ +⎣ ⎦∑       
 
                            
1
1
1 1
0
( 1) ! 2( 1) !
( 1 )
p
p
p p
n
p np
x x
+ ∞+
+ +
=
− += + − + +∑ n      
 
Since 
 
      1 1
0 0 0
2 1
( 1 ) ( 1 ) ( 1 )p pn n n
n x n
x n x n x n
∞ ∞ ∞
+ +
= = =
+ + += ++ + + + + +∑ ∑ ∑ 11 px +−   
 
we see that 
 
      
1
( ) 1
1
0
( 1) !( ) ( 1) ![ ( , 1) (1 ) ( 1, 1
p
p p
p
n
px n p p x x p x
x
ψ ς
+∞ +
+
=
−+ = + − + + − + +∑ )]ς  
 
                               
1
( 1) ( )
1
( 1) ! ( 1) (1 ) ( 1
p
p p
p
p p x x x
x
ψ ψ
+
−
+
−= − + + − + )  
 
Since 1(1 ) ( )x x
x
ψ ψ+ = +  this may be written as 
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           ( ) ( ) ( 1)
0
( ) (1 ) ( ) (p p
n
)px n x x pψ ψ ψ∞ −
=
+ = − −∑ x                   
 
which concurs with (3.4.25). 
 
                                                                                                                                            □ 
               
Equation (3.4.13) may be written as  
 
  
1
1 1 2log (1 ) [log(2 ) 1] (1 )(2 1) (1 ) log( )
2 2 2(n
xx x n x
n
π γ γ ψ∞
=
1
1 )
n⎡ ⎤−Γ + = − + − − − + + − + +⎢ ⎥+⎣ ⎦∑  
 
We multiply this by sin 2k xπ  and integrate this to obtain 
 
    
1 1
10 0
1 1log (1 )sin 2 (1 ) log( )sin 2
2 2n
x k x dx x n k x dx
k k
π γ ππ π
∞
= (1 )n
⎡ ⎤Γ + = − − − + +⎢ ⎥+⎣ ⎦∑∫ ∫  
 
Using  
 
    
1
0
2 log( )sin 2 [2 ( 1)] [2 ] log( 1) logk x n k x dx Ci k n Ci k n nπ π π π+ = + − − + +∫ n
 
we have the finite sum 
 
[ ]1
1 10
2 log( )sin 2 [2 ( 1)] [2 ] log( 1) log
N N
n n
k x n k x dx Ci k n Ci k n n nπ π π π
= =
+ = + − − + +∑ ∑∫  
 
and this telescopes to 
 
                                                [2 ( 1)] [2 ] log( 1)Ci k N Ci k Nπ π= + − − +          
 
We then have 
                                
1
2
1 0
12 log( )sin 2 [2 ( 1)] [2 ] log( 1) 1
1
N
N
n
k x n k x dx Ci k N Ci k N H
n
π π π π +
=
⎡ ⎤+ + = + − − + +⎢ ⎥+⎣ ⎦∑ ∫ −
           
and thus we have the limit as  N →∞
 
  
1
1 0
12 log( )sin 2 (2 ) 1
1n
k x n k x dx Ci k
n
π π π∞
=
⎡ ⎤+ + = −⎢ ⎥+⎣ ⎦∑ ∫ γ+ −  
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Hence we obtain the known integral 
 
            
1
0
(2 )log (1 )sin 2
2
Ci kx k x dx
k
ππ πΓ + =∫   
                                                                                                                                            □ 
 
Merkle and Merkle [40] also showed that 
 
(3.4.27)        21 1log ( ) [log(2 ) 1]( 1) ( 1)
2 2
G x x xπ γ= − − − −  
 
                                      
2
0
( 1)log ( ) log (1 ) (1 )( 1)
2(1 )n
xx n n n x
n
ψ∞
=
⎡ ⎤−− Γ + − Γ + − + − −⎢ ⎥+⎣ ⎦∑   
 
so that 
 
(3.4.28)    21 1log (1 ) [log(2 ) 1]
2 2
G x x xπ γ+ = − −  
 
                                     
2
0
log (1 ) log (1 ) (1 )
2(1 )n
xx n n n x
n
ψ∞
=
⎡ ⎤− Γ + + − Γ + − + −⎢ ⎥+⎣ ⎦∑   
 
It is well known that the Barnes double gamma function may be represented by [49, p.25] 
 
(3.4.29)      2 2
1
1 1 1 1log (1 ) log(2 ) (1 ) log 1
2 2 2 2n
xG x x x x x x x n
n n
π γ ∞
=
⎡ ⎤⎛ ⎞⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
+ = − + − + − + +∑    
 
and equating (3.4.28)  with (3.4.29) gives us 
                           
2
2 2
1 0
1 1 log 1 log (1 ) log (1 ) (1 )
2 2 2(1n n
x xx x x n x n n n x
n n
ψ∞ ∞
= = )n
⎡ ⎤⎡ ⎤⎛ ⎞− + − + + = − Γ + + − Γ + − + −⎜ ⎟ ⎢⎢ ⎥ +⎝ ⎠⎣ ⎦ ⎥⎣ ⎦∑ ∑   
 
which may be written as 
                            
(3.4.30)         2
1
1 log ( ) log ( ) log 1 ( )
2 n
xx x n n n n x x
n
ψ∞
=
⎡ ⎤⎛ ⎞= Γ + − Γ + + − −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑  
 
With 1x =  we get 
 
(3.4.31)             
1
1 1log log 1 ( ) 1
2 n
n n n
n
ψ∞
=
⎡ ⎤⎛ ⎞= + + −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑ −  
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Combining this with (3.4.15) results in 
 
(3.4.32)            
1
1 1 1 11 log(2 ) log 1 1
2 2 2
n
n n n
γ π ∞
=
⎡ ⎤⎛ ⎞+ − = + + −⎢ ⎥⎜ ⎟⎝ ⎠⎢ ⎥⎣ ⎦∑  
 
Since 1lim log 1 log 1
n
n
e
n→∞
⎛ ⎞+ = =⎜ ⎟⎝ ⎠ , we note that 
1 1lim log 1 1 0
2
n
n n n→∞
⎡ ⎤⎛ ⎞+ + − =⎢ ⎥⎜ ⎟⎝ ⎠⎢ ⎥⎣ ⎦
 and hence, 
as expected, the  term of the series (3.4.32) approaches zero as . thn n→∞
 
We showed in [21] that 
 
                        
1
1 1 11 log(2 ) log 1 1 log 1
2 2
n
n n n
π ∞
=
1⎡ ⎤⎛ ⎞ ⎛ ⎞− = + − + +⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦∑    
 
and subtraction of (3.4.32) gives us the well known result [47] 
 
                       
1
1 1log 1
n n n
γ ∞
=
⎡ ⎤⎛ ⎞= − +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑  
                                                                                                                                            □ 
 
Letting  in (3.4.21) gives us 1/ 2x =
 
                
1
1 1 1 1(1 ) 1
2 2(1 ) 2 2n
n n
n
ψ ψ ψ γ∞
=
⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞+ − + + = − + −⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥+⎝ ⎠ ⎝ ⎠⎣ ⎦⎣ ⎦∑  
 
                                                                         log 2 1= −  
It is easily seen that 
 
1 1 1
1 1 1log (1 ) (1 ) log
2 2 2(1 ) 2(1 )n n n
n n n n n n
n n
ψ ψ ψ ψ∞ ∞ ∞
= = =
⎡ ⎤ ⎡⎡ ⎤⎛ ⎞ ⎛ ⎞+ − = + − + + + + − −⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢⎢ ⎥ + +⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦ ⎣∑ ∑ ∑
1 ⎤⎥⎦
 
and substituting (3.4.15.1) we get 
 
(3.4.33)     
1
1 1 1log log
2 2 2n
n nψ γ 2π
∞
=
⎡ ⎤⎛ ⎞+ − = +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑          
 
This was obtained in a different way in [25]. 
 
                                                                                                                                            □ 
 
Another derivation of (3.4.33) is shown below. Differentiating (3.4.30) gives us 
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 (3.4.34)         
1
( ) ( )
n
xx x n n
n x
ψ ψ∞
=
⎡ ⎤= + − −⎢ ⎥+⎣ ⎦∑  
 
and with  we have 1/ 2x =
 
                     
1
1 1 ( )
2 2 2n
n n
n
ψ ψ∞
=
⎡ ⎤⎛ ⎞= + − −⎜ ⎟⎢ ⎥1 1+⎝ ⎠⎣ ⎦∑  
 
                        
1
1 1log log ( )
2 2n
n n n n
n
ψ ψ∞
=
⎡ ⎤⎛ ⎞= + − + − −⎜ ⎟⎢ ⎥1+⎝ ⎠⎣ ⎦∑     
 
                        
1 1
1 1log ( ) log
2 2n n
n n n n
n
ψ ψ∞ ∞
= =
⎡ ⎤⎛ ⎞ ⎡= + − − − +⎜ ⎟⎢ ⎥ 1
⎤⎢ ⎥+⎝ ⎠ ⎣⎣ ⎦∑ ∑ ⎦   
   
                       
1 1
1 1log ( 1) log
2 2n n
n n n n
n n
ψ ψ∞ ∞
= =
⎡ ⎤⎛ ⎞ ⎡= + − − + − − +⎜ ⎟⎢ ⎥ 1 1
⎤⎢ ⎥+⎝ ⎠ ⎣⎣ ⎦∑ ∑ ⎦     
 
               
1 1
1 1 1log ( 1) log
2 2(1 ) 2(1 ) 2 1n n
n n n n
n n n n
ψ ψ∞ ∞
= =
1 1⎡ ⎤⎡ ⎤⎛ ⎞= + − − + − − + − +⎜ ⎟ ⎢ ⎥⎢ ⎥ + + +⎝ ⎠⎣ ⎦ ⎣ ⎦∑ ∑                         
 
               
1 1
1 1log ( 1) log
2 2n n
n n n n
n
ψ ψ∞ ∞
= = (1 )
⎡ ⎤⎡ ⎤⎛ ⎞= + − − + − −⎜ ⎟ ⎢ ⎥⎢ ⎥ +⎝ ⎠⎣ ⎦ ⎣ ⎦∑ ∑      
 
                 
1
1 1 1
2(1 ) 2 1n n n n
∞
=
⎡ ⎤− − +⎢ ⎥+ +⎣ ⎦∑       
 
Using (3.4.15.1) we obtain 
 
              
1 1
1 1 1 1 1 1log 1 log(2 )
2 2 2 2 2(1 ) 2n n
n n
n n n
ψ γ π∞ ∞
= =
1
1
⎡ ⎤⎡ ⎤⎛ ⎞= + − − − + − − +⎜ ⎟ ⎢ ⎥⎢ ⎥ + +⎝ ⎠⎣ ⎦ ⎣ ⎦∑ ∑          
 
We see that 
 
              
1 1 1
1 1 1 1 1 1 1
2(1 ) 2 1 2 2 2 2 1 2n n nn n n n n n n
∞ ∞ ∞
= = =
⎡ ⎤ ⎡ ⎤ ⎡− + = − + −⎢ ⎥ ⎤⎢ ⎥ ⎢+ + + + ⎥⎣ ⎦ ⎣⎣ ⎦∑ ∑ ∑ ⎦      
 
                                                       1
1 1 2
1 1 1 1 1
2 1 2n nn n nn
∞ ∞
= =
1⎡ ⎤⎡ ⎤= − + −⎢ ⎥⎢ ⎥+ +⎣ ⎦ ⎢ ⎥⎣ ⎦∑ ∑       
and using (3.4.14)  
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1
1 1(1 )
n
x
x n n
ψ γ ∞
=
⎡ ⎤+ = − − −⎢ ⎥+⎣ ⎦∑        
we obtain 
 
             
1
1 1 1 1 1[ (2) ] [ (3 / 2) ]
2(1 ) 2 1 2 2n n n n
ψ γ ψ∞
=
⎡ ⎤− + = − + − +⎢ ⎥+ +⎣ ⎦∑ γ  
                                                 
                                                      1 log 2 1
2
= − + −    
and then deduce (3.4.33). 
                                                                                                                                            □ 
 
In passing, we note that Guinand [33] has shown that for arg z ˂ π  
                       
(3.4.35)       
1
1 1(1 ) log( ) [ log(2 )]
2 2n
nz nz z
nz z
ψ γ π∞
=
⎡ ⎤+ − − + −⎢ ⎥⎣ ⎦∑  
 
                                                          
1
1 11 log log
2 2n
n n z
z z z n
2
z
πψ γ∞
=
⎡ ⎤ ⎡⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + − − + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎤⎢ ⎥ ⎢⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎥⎣ ⎦ ⎣∑ ⎦  
 
and with  we have 2z =
 
                   
1
1 1(1 2 ) log(2 ) [ log(4 )]
4 4n
n n
n
ψ γ π∞
=
⎡ ⎤+ − − + −⎢ ⎥⎣ ⎦∑  
 
                                                          [ ]
1
1 11 log log
2 2 2 2n
n n
n
1ψ γ π∞
=
⎡ ⎤⎛ ⎞ ⎛ ⎞= + − − + −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦∑  
 
                                                                                                                                            □ 
 
We recall (3.4.29) 
 
               2 2
1
1 1 1 1log (1 ) log(2 ) (1 ) log 1
2 2 2 2n
xG x x x x x x x n
n n
π γ ∞
=
⎡ ⎤⎛ ⎞+ = − + − + − + +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑    
 
Batir [8] noted that  
 
                 2
0
1 1log 1
2
xx 1x x n t dt
n n k t
⎛ ⎞ ⎛ ⎞− + + = −⎜ ⎟ ⎜ ⎟+⎝ ⎠ ⎝ ⎠∫ k  
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and we have the summation 
 
         2
1 1 0
1 1log 1
2
x
n n
x 1x x n t dt
n n k t
∞ ∞
= =
⎡ ⎤⎛ ⎞ ⎛ ⎞− + + = −⎜ ⎟ ⎜ ⎟⎢ ⎥ +⎝ ⎠ ⎝ ⎠⎣ ⎦∑ ∑∫ k  
 
                                                        
10
1 1x
n
tdt
k t k
∞
=
⎛ ⎞= −⎜ ⎟+⎝ ⎠∑∫  
 
                                                          
0
[ (1 ) ]
x
t tψ γ= + +∫ dt
 
where we have used (3.4.14). 
 
Therefore having regard to (3.4.29) we see that 
 
                2
0
1 1 1log (1 ) log(2 ) (1 ) [ (1 ) ]
2 2 2
x
G x x x x x t t dπ γ ψ+ = − + − + + +∫ tγ    
 
and integration by parts results in an easy derivation of Alexeiewsky’s theorem [49, p.32]  
 
(3.4.36)      
0
1 1log (1 ) log(2 ) (1 ) log (1 ) log (1 )
2 2
x
G x x x x x x t dπ+ = − + + Γ + − Γ +∫ t    
 
                                                                                                                                            □ 
 
Letting sin( ) axf x
x
=  in (2.15) gives us     
          
          
1 10 0
1 sin sin sin cos 22
2 n n
na ax ax nxa dx
n x x
π∞ ∞∞ ∞
= =
+ = +∑ ∑∫ ∫ dx  
 
where we have used (0)f a= . 
 
It is well known that 
 
                
0 0
sin sin
2
ax vdx dv
x v
π∞ ∞= =∫ ∫  
 
and we have 
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0 0
sin cos 2 1 sin(2 ) sin(2 )
2
N Nax nx n a x n a xdx dx
x x
π π π+ − −=∫ ∫  
 
                                               
0
1 [ (2 ) (2 ) ]
2
N
Si n a x Si n a xπ π= + − −  
 
                                               1 [ (2 ) (2 ) ]
2
Si n a N Si n a Nπ π= + − −   
 
                                               
(2 ) (2 )
0 0
1 sin sin
2
n a N n a Nx adx dx
x x
π π+ − x⎡ ⎤= −⎢ ⎥⎢ ⎥⎣ ⎦∫ ∫    
 
                                               
(2 )
(2 )
1 sin
2
n a N
n a N
x dx
x
π
π
+
−
= ∫    
which gives us the limit 
 
              
0
sin cos 2 0ax nx dx
x
π∞ =∫   
 
We therefore obtain the well known Fourier series 
  
             
1
sin 1 ( )
2n
na a
n
π∞
=
= −∑  
                                                                                                                                            □ 
 
Letting cos cos( ) ax xf x
x
π−=  in (2.15) gives us     
          
          
1 10 0
cos ( 1) cos cos [cos cos ]cos 22
n
n n
na ax x ax x nxdx dx
n x x
π π∞ ∞∞ ∞
= =
− − − −= +∑ ∑∫ ∫ π  
 
where we have used . (0) 0f =
 
              
0 0
cos cos cos 1 1 cosax bx ax bxdx dx
x x
μ μ− − + −=∫ ∫    
 
                                             
0 0
cos 1 cos 1ax bxdx dx
x x
μ μ− −= −∫ ∫     
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0 0
cos 1 cos 1a bx xdx dx
x x
μ μ− −= −∫ ∫     
 
                                              ( ) ( ) log bCi a Ci b
a
μ μ= − +    
 
where we have used (3.1.3). We therefore obtain the limit 
 
              
0
cos cos logax bx bdx
x a
∞ − =∫    
 
as reported in [5, p.301] and [48, p.282]. In particular we have 
 
              
0
cos cos logax x dx
x a
π π∞ − =∫    
 
We have 
 
              
0 0
[cos cos ]cos 2 1 cos(2 ) cos(2 )
2
ax x nx n a x n a xdx dx
x x
π π π π∞ ∞− + +=∫ ∫ −  
 
                                                               
0
1 cos(2 1) cos(2 1)
2
n x n x dx
x
π π∞ + + −− ∫    
 
       
0 0
1 cos(2 ) cos(2 1) 1 cos(2 ) cos(2 1)
2 2
n a x n x n a x n xdx dx
x x
π π π∞ ∞+ − + − − −= +∫ ∫ π                              
 
                                                   1 (2 1) 1 (2 1)log log
2 (2 ) 2 (2
n n
n a n a)
π π
π π
+ −= ++ −  
 
We see that 
 
                      
1 1
cos ( 1) cos log 2
n
n n
na na
n n
∞ ∞
= =
− − = +∑ ∑  
 
and using the familiar trigonometric series shown in Carslaw’s book [17, p.241] 
 
                     ( )
1
coslog 2sin / 2
n
naa
n
∞
=
⎡ ⎤ = −⎣ ⎦ ∑      (0 <  < 2a )π  
we obtain 
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2 2
2
1
4log sin( / 2) log log
4 1n
n aa a
n
π ∞
=
−= + −∑  
 
                                           
2 2 2
2 2
1 1
4 4log log log
4 4n n
n a na
n n
∞ ∞
= =
1− −= + −∑ ∑  
 
Using the Wallis product 
 
                   
1
2 2lim
2 2 1 2
N
N n
n n
n n
π
→∞ =
= ⋅− +∏ 1  
 
we see that 
                   
2
2
1
4 1log log
2 4n
n
n
π ∞
=
−= −∑  
 
and we obtain 
 
                  
2 2
2
1
4log sin( / 2) log( / 2) log
4n
n aa a
n
π π ∞
=
−= +∑  
 
or equivalently 
 
                  
2 2
2
1
log sin( ) log( ) log
n
n aa a
n
π π ∞
=
−= +∑  
 
which corresponds with the Euler product formula for the sine function 
 
                                  
2
2
1
sin 1
n
aa a
n
π π ∞
=
⎛ ⎞= −⎜ ⎟⎝ ⎠∏  
                                                                                                                                          □ 
 
 
Integration of (3.4.7) with respect to t  results in 
 
(3.4.7)
0
1 1log ( ) log ( ) ( ) log( ) log log( ) log
2 2
x u u x u x u u u x x u u du
∞ ⎡ ⎤Γ + − Γ − + + + + + + −⎢ ⎥⎣ ⎦∫          
 
                    [ 2( 1) log ] log (1 ) log ( )
4
x x x x G x x= − + − + + − Γ x  
 
where we have used (3.4.36). 
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Integrating (3.4.20) gives us 
          
2 2 2
1 0
1 1 1 1log ( ) log ( ) (1 ) 2 ( )
1 2 2 2
x
n
x n n x n x x x x x u u
n
ψ γ∞
=
⎡ ⎤⎛ ⎞ ⎛ ⎞Γ + − Γ − + − − = − + − −⎜ ⎟ ⎜ ⎟⎢ ⎥+ ⎝ ⎠ ⎝ ⎠⎣ ⎦∑ ∫ duψ
 
and we have 
        
           
0 0
( ) log ( ) log ( )
x x
u u du x x u duψ = Γ − Γ∫ ∫
 
This gives us 
 
     ( )2 2
1
1 1 1 1log ( ) log ( ) (1 ) 3
1 2 2 2n
2x n n x n x x x x
n
ψ γ∞
=
⎡ ⎤⎛ ⎞Γ + − Γ − + − − = − + −⎜ ⎟⎢ ⎥+ ⎝ ⎠⎣ ⎦∑ x  
 
                                                                                            1log (1 ) log(2 )
2
G x x π− + +  
 
It is easily seen that this concurs with (3.4.36). 
 
3.5 Stieltjes constants 
 
The Stieltjes constants ( )p xγ  are the coefficients of the Laurent expansion of the Hurwitz 
zeta function ( , )s xς  about   1=s
 
(3.5.1)                        
0 0
1 1 ( 1)( , ) ( )( 1)
( ) 1 !
p
p
ps
n p
s x x s
n x s p
ς γ∞ ∞
= =
−= = ++ −∑ ∑ −  
 
and we have [54]  
 
(3.5.2)                         0 ( ) ( )x xγ ψ= −  
 
With 1x =  equation (3.5.1) reduces to the Riemann zeta function 
      
                                 
0
1 ( 1)( ) ( 1)
1 !
p
p
p
p
s s
s p
ς γ∞
=
−= + −− ∑  
 
where (1)p pγ γ= .  
 
We write (2.15) in the form 
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(3.5.2.1)            
1 10 0
1 (0) lim ( ) ( ) 2 ( )cos 2
2
NN
N n n
f f n f x dx f x nx dxπ
∞∞
→∞ = =
⎡ ⎤+ − =⎢ ⎥⎣ ⎦∑ ∑∫ ∫  
 
and, with the function log (1 )( )
1
p xf x
x
+= + , this results in 
 
                       
1
1 1 0
log (1 ) log (1 ) log (1 )lim 2 cos 2
1 1 1
p p pN
N n n
n N x nx dx
n p x
π
∞+ ∞
→∞ = =
⎡ ⎤+ + +− =⎢ ⎥+ + +⎣ ⎦∑ ∑∫  
 
since  for (0) 0f = 1p ≥ . 
 
Simple algebra gives us  
 
1 1
1 1
log (1 ) log (1 ) log log (1 ) log (1 )
1 1 1 1
p p p p pN N
n n
n N n N
n p n N
+ +
= =
+ + +− = + −+ + + +∑ ∑ Np+       
                              
                                      
1 1 1
1
log log log log (1 ) log (1 )
1 1 1 1
p p p p pN
n
n N N N
n p p p N
+ + +
=
⎡ ⎤+ += − + − +⎢ ⎥+ + + +⎣ ⎦∑
N  
 
and it is easily shown that the expression in parentheses vanishes as . Successive 
applications of L’Hôpital’s rule shows that 
N →∞
log (1 )lim 0
1
p
N
N
N→∞
+ =+  and hence we have 
 
(3.5.3)            
1 1
1 1
log (1 ) log (1 ) log loglim lim
1 1 1
p p p pN N
N Nn n
n N n
n p n
+ +
→∞ →∞= =
⎡ ⎤ ⎡+ +− = −⎢ ⎥ ⎢+ + +⎣ ⎦ ⎣∑ ∑
N
p
⎤⎥⎦
  
 
It is well known that Stieltjes [35] proved in 1885 that the Stieltjes constants pγ  may be 
represented by 
 
(3.5.4)           
1
1
log loglim
1
p pN
pN n
n N
n p
γ
+
→∞ =
⎡ ⎤− =⎢ ⎥+⎣ ⎦∑  
 
We see that 
 
                          
0 0
log (1 ) log (1 )cos 2 cos 2 (1 )
1 1
p px xnx dx n x dx
x x
π π
∞ ∞+ += ++ +∫ ∫  
 
and an elementary substitution gives us 
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0 1
log (1 ) logcos 2 (1 ) cos 2
1
p px un x dx nu du
x u
π π
∞ ∞++ =+∫ ∫  
 
Hence we obtain for 1p ≥  
 
(3.5.5)               
1 1
log2 cos 2
p
p
n
xnx dx
x
γ π
∞∞
=
= ∑∫   
 
which was originally derived by Briggs [14]  in 1955.  
 
It should be noted that this only applies for 1p ≥ . From Knopp’s book [38, p.521] the 
Euler-Maclaurin summation formula gives us 
 
(3.5.6)              0 2
1 1
1 sin 2
2 n
nx dx
n x
πγ γ π
∞∞
=
= = +∑∫  
 
and integration by parts gives us 
 
                       2 2
11 1
cos 2 sin 2 sin 2 sin 2
2 2 2
nx nx nx nxdx dx dx
x nx nx n
π π π π
π π π
∞∞ ∞
= + =∫ ∫
1 x
∞
∫       
 
Hence we have an additional factor of 1/2 in the case where 0p =    
 
(3.5.7)               0
1 1
1 cos 22
2 n
nx dx
x
πγ γ
∞∞
=
= = + ∑∫                                                                                                   
 
This factor arises because  in (3.5.2.1) when (0) 1f = 0p = . 
 
We note from (3.5.5) that 
 
                        
1 1 1
cos 22( 1)
p
p
p p s
n s
d nx dx
ds x
πγ
∞∞
= =
= − ∑∫   
                                                                                                                                            □ 
 
The above analysis may be generalised by considering the function log ( )( )
p a xf x
a x
+= + . 
Proceeding as before results in 
        
1 1
1 1 0
1 log log ( ) log ( ) log log ( )lim 2 cos 2
2 1
p p p p pN
N n n
a a n a N a a x nx dx
a a n p a x
π
∞+ + ∞
→∞ = =
⎡ ⎤+ + − ++ − =⎢ ⎥+ + +⎣ ⎦∑ ∑∫   
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which may be written as 
 
1 1
0 1 0
1 log log log ( ) log ( ) log ( )lim 2 cos 2
2 1 1
p p p p pN
N n n
a a a n a N a x nx dx
a p a n p a x
π
∞+ + ∞
→∞ = =
⎡ ⎤+ + +− + + − =⎢ ⎥+ + + +⎣ ⎦∑ ∑∫
  
We will see below in (3.7.17) that for 1p ≥  
 
                  
1
1 0
1 log log log ( )( ) 2 cos 2
2 1
p p p
p
n
a a a xa n
a p a x
γ π
∞+ ∞
=
+= − ++ +∑∫ x dx  
 
and hence we have 
(3.5.8)                       
1
0
log ( ) log ( )( ) lim
1
p pN
p N n
a n a Na
a n p
γ
+
→∞ =
⎡ ⎤+ += −⎢ ⎥+ +⎣ ⎦∑    
 
as previously shown by Berndt [9] in 1972. With 1a =  in (3.5.8) and using (3.5.3) we see 
that Stieltjes’s formula (3.5.4) immediately follows. 
                                                                                                                                            □ 
 
We see that 
 
      
1
1 0
1 log (1 ) log (1 ) log ( 1 )(1 ) 2 cos 2
2 1 1 1
p p p
p
n
a a a xa n
a p a x
γ π
∞+ ∞
=
+ + + ++ = − ++ + + +∑∫ x dx  
 
                     
1
1 0
1 log (1 ) log (1 ) log ( 1 )2 cos 2
2 1 1 1
p p p
n
a a a x n x d
a p a x
π
∞+ ∞
=
+ + + += − + ++ + + +∑∫ (1 ) x   
 
                     
1
1 1
1 log (1 ) log (1 ) log ( )2 cos 2
2 1 1
p p p
n
a a a x nx dx
a p a x
π
∞+ ∞
=
+ + += − ++ + +∑∫   
 
Therefore we have 
 
      (1 ) ( )p pa aγ γ+ −   
 
           
11 1
1 0
1 log (1 ) 1 log log (1 ) log log ( )2 cos 2
2 1 2 1 1
p p p p p
n
a a a a a x nx dx
a a p p a x
π
+ + ∞
=
+ + += − − + −+ + + +∑∫     
 
We see from (2.13) that 
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1 1
1 0 0
log ( ) 1 log log ( 1) log ( )2 cos 2
2 1
p p p
n
a x a a a xnx dx dx
a x a a a x
π∞
=
⎡ ⎤+ += + −⎢ ⎥+ +⎣ ⎦∑∫ ∫
p +
+        
 
                                                        
1 11 log log ( 1) log ( 1) log
2 1 1
p p p pa a a
a a p p
+ +
1
a⎡ ⎤ ⎡ ⎤+ += + − −⎢ ⎥ ⎢ ⎥+ + +⎣ ⎦ ⎣ ⎦
                                
 
and so we obtain 
 
(3.5.9)                        log(1 ) ( )
p
p p
aa a
a
γ γ+ − = −   
 
This identity may be obtained more directly as follows: 
 
Since 1( ,1 ) ( , ) ss a s a a
ς ς+ − = −  we have 
 
                       ( ) ( ) 1 log( ,1 ) ( , ) ( 1)
p
p p p
s
as a s a
a
ς ς ++ − = −   
 
and therefore using  
  
                     
1
( ) ( ) lim( 1) [ ( , ) ( , )]
p
p
p p ps
x y s x
s
γ γ ς ς→
∂− = − −∂ s y  
 
we obtain 
                       log(1 ) ( )
p
p p
aa a
a
γ γ+ − = −     
 
3.6 Connections with other summation formulae 
 
The following integral formula was originally obtained by Coffey in 2007 for the Stieltjes 
constants 
 
(3.6.1)        
1
2 2 2
0
1 log log ( ) log ( ) ( ) log ( )( )
2 1 ( )( 1)
p p p p
p x
a a a ix a ix a ix a ixa i
a p a x e π
γ
∞+ − + − + −= − ++ + −∫ dx     
 
and a different derivation appears in [24].  
 
It should be noted that 
 
                   2 2 2
0
( ) log ( ) ( ) log ( )
( )( 1)
p p
x
a ix a ix a ix a ix dx
a x e π
∞ − + − + −
+ −∫  
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                                                                      2
0
log ( ) log ( )
1
p p
x
a ix a ix dx
a ix a ix e π
∞ ⎡ ⎤+ −= −⎢ ⎥+ − −⎣ ⎦∫  
 
The structure of the integral in (3.6.1) therefore indicates the close connection with the 
Abel-Plana summation formula [49, p.90] 
 
(3.6.2)          2
1 0 0
1 ((0) ( ) ( )
2 1xn
f ix f ix) ( )f f n f x dx i dx
e π
∞ ∞∞
=
− −+ = + −∑ ∫ ∫  
 
which applies to functions which are analytic in the right-hand plane and satisfy the 
convergence condition 2lim ( ) 0y
y
e f x iyπ−→∞ + =  uniformly on any finite interval of x . 
Derivations of the Abel-Plana summation formula are given in [6], [34, p.339], [52, 
p.145] and [51, p.118]. 
 
Adamchik [4] noted that the Hermite integral for the Hurwitz zeta function may be 
derived from the Abel-Plana summation formula. 
                                                                                                                                            □ 
 
With ( ) (2 )f x f x→  in (3.6.2) we have 
 
(3.6.3)         2
1 0 0
1 ((0) (2 ) (2 )
2 1xn
f ix f ix2 ) ( 2 )f f n f x dx i dx
e π
∞ ∞∞
=
− −+ = + −∑ ∫ ∫  
 
                                                 
0 0
1 1 ( ) (( )
2 2 1u
f iu f iu)f u du i du
eπ
∞ ∞ − −= + −∫ ∫  
 
Subtraction results in 
 
                   2
1 1 0 0
1 ( ) ( ) ( ) ( )(0) 2 (2 ) ( )
2 1x xn n
f ix f ix f ix f ix
1
f f n f n i dx i dx
e eπ π
∞ ∞∞ ∞
= =
− − − −+ − = −− −∑ ∑ ∫ ∫  
 
and, since for suitably convergent series , we have 2
1 1 1
2 ( nn n
n n n
a a
∞ ∞ ∞
= = =
− = −∑ ∑ ∑ 1) na
     
(3.6.4)        
1 0
1 ((0) ( 1) ( )
2 2
n
n
f ix f ix) ( )
sinh
f f n i dx
xπ
∞∞
=
− −+ − =∑ ∫  
 
which is the alternating form of the Abel-Plana summation formula originally derived by 
Abel [16]. This may be compared with (2.16). 
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For completeness, we note that Saharian [46] reports the summation 
 
(3.6.5)        2
0 0 0
1 ( )( )
2 1xn
f ix f ix( )f n f x dx i
e π
∞ ∞∞
=
− −⎛ ⎞+ = −⎜ ⎟ +⎝ ⎠∑ ∫ ∫ dx  
                                                                                                                                            □ 
 
Letting ( ) ( ) cosf x f x xπ→  in (3.6.2) results in 
 
                  2
1 0 0
1 ((0) ( 1) ( ) ( ) cos cos
2 1
n
x
n
f ix f ix) ( )f f n f x x dx i i x dx
e π
π π
∞ ∞∞
=
− −+ − = + −∑ ∫ ∫  
 
and this may be written as 
 
(3.6.6)       2
1 0 0
1 ((0) ( 1) ( ) ( )cos cosh
2 1
n
x
n
f ix f ix) ( )f f n f x x dx i x dx
e π
π π
∞ ∞∞
=
− −+ − = + −∑ ∫ ∫  
 
and equating this with (3.6.4) gives us 
                                                    
                2
0 0 0
( ) ( ) ( ) ( )( ) cos cosh
2sinh 1x
f ix f ix f ix f ixi dx f x x dx i x dx
x e π
π ππ
∞ ∞ ∞− − − −= + −∫ ∫ ∫  
 
which simplifies to 
 
                  2
0 0
1 [ ( ) ( )]( ) cos
2 1
x
x
f ix f ix ef x x dx i
e
π
ππ
∞ ∞ −− −= − −∫ ∫ dx  
 
                                                                                                                                         □ 
 
Comparing (3.6.2) and (2.15) we see that 
 
(3.6.7)       2
10 0
( ) ( ) 2 ( ) cos 2
1x n
f ix f ixi dx f x
e π
π
∞ ∞∞
=
− − =− ∑∫ ∫ nx dx                 
 
for functions which satisfy the conditions relevant to both the Abel-Plana summation 
formula and the Poisson summation formula. An application of (3.6.7) is shown below. 
 
With ( ) axf x e−=  we have 
  
                  2 2
0 0
( ) ( ) sin( )2
1 1x x
f ix f ix axi dx
e eπ π
∞ ∞− − =− −∫ ∫ dx    
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Therefore (3.6.7) gives us       
 
                   2
10 0
sin( ) cos 2
1
ax
x
n
ax dx e nx dx
e π
π
∞ ∞∞ −
=
=− ∑∫ ∫    
 
We easily obtain the indefinite integral 
 
                   2 2 2
[2 sin 2 cos 2 ]cos 2
4
ax
ax e n n a ne nx dx
a n
π π ππ π
−
− −= +∫ x      
so that   
(3.6.8)        2 2
0
cos 2
4
ax ae nx dx
a n
π π
∞
− = +∫ 2       
 
We then have 
 
                   2 2
10
sin( )
1 4x n
ax adx
e aπ π
∞ ∞
=
=− +∑∫ 2 2n   
 
We may then use the well known identity ([15, p.296], [38, p.378]) 
 
(3.6.9)         2 2 2
1
1 12
4 1an
a
a n e aπ
∞
=
= − ++ −∑ 12  
 
to determine Legendre’s relation [52, p.119] 
 
(3.6.10)     2
0
sin( ) 1 1 1 1 12 c
1 1 2 2 2x a
ax adx
e e aπ
∞
= − + = −− −∫ oth a  
 
A rigorous derivation of this result is shown in Bromwich’s book [15, p.501]. It is 
interesting to note that Apostol [5, p.334] employed Poisson’s formula to derive the 
corresponding partial fraction decomposition formula for coth x . A slightly simplified 
version of this proof is set out below. 
 
With ( ) axf x e−= in (2.15) we have 
 
                    
1 10 0
1 2 cos 2
2
nx ax ax
n n
e e dx e nxπ
∞ ∞∞ ∞− − −
= =
+ = +∑ ∑∫ ∫ dx  
 
so that upon using (3.6.8) we immediately obtain (3.6.9). 
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Various applications of the Abel-Plana summation formula are contained in Ramanujan’s 
Notebooks, Part V [11]. 
 
As noted by Ivić [36, p.6] the identity (3.6.9) may be readily obtained from Euler’s 
infinite product representation of the sin x  function 
 
                           
2
2 2
1
sin 1
n
xx x
n π
∞
=
⎛ ⎞= −⎜ ⎟⎝ ⎠∏        
 
which was derived earlier in this paper using the Poisson summation formula. 
 
The substitution 1
2
x iu= −  gives us 
 
                          
2
2
1
1 1sin 1
2 2 (2 )n
uiu iu
nπ
∞
=
⎛ ⎞⎛ ⎞ = +⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠∏      
so that   
                          
2 2
2
1
1 1 (2 )sinh
2 2 (2 )n
n uu u
n
π
π
∞
=
⎛ ⎞+⎛ ⎞ = ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠∏        
 
Logarithmic differentiation then results in 
 
                          2 2
1
1 1 1coth 2
2 2 4n
uu
u u π
∞
=
⎛ ⎞ = +⎜ ⎟ +⎝ ⎠ ∑ 2n   
 
which is equivalent to (3.6.9). 
                                                                                                                                            □ 
 
Letting 1( )f x
u x
= +  in (3.6.7) gives us 
 
                      2 2 2
10 0
cos 2
( )( 1)x n
x nxdx dx
u x e u xπ
π∞ ∞∞
=
=+ − +∑∫ ∫   
 
                                                           
1
[cos(2 ) (2 ) sin(2 ) (2 )]
n
n u Ci n u n u si n uπ π π π∞
=
= +∑
 
and using (3.1.7)  
 
                     
1
1( ) log 2 [cos(2 ) (2 ) sin(2 ) (2 )]
2 n
u u n u Ci n u n u si n u
u
ψ π π π π∞
=
= − + +∑        
 
 44
we obtain Binet’s formula (3.4.5) 
 
                    2 2 2
0
1log ( ) 2
2 ( )( 1)x
xu u d
u u x e π
ψ
∞
− = + + −∫ x    
                                                                                                                                            □ 
 
We also note the recent paper by Butzer et al. [16] “The Summation Formulae of Euler–
Maclaurin, Abel–Plana, Poisson, and their interconnections with the Approximate 
Sampling Formula of Signal Analysis” where it is shown that these four fundamental 
formulae are all equivalent, in the sense that each is a corollary of any of the others. 
 
As mentioned in [16], the Abel-Plana summation formula may be expressed as 
 
(3.6.11)            
1
2
2
1 0 0
1 ((0) lim ( ) ( )
2 1
N
N
xN n
f ix f ix) ( )f f n f x dx i dx
e π
+ ∞
→∞ =
⎡ ⎤ − −⎢ ⎥+ − =⎢ ⎥ −⎢ ⎥⎣ ⎦
∑ ∫ ∫  
 
and with ( ) log(1 )f x x x= + we have 
 
                                    
( )2
2 2
0 0
log 1( ) ( )
1 1x x
x xf ix f ixi dx
e eπ π
∞ ∞ +− − = −− −∫ ∫ dx    
 
This gives us 
 
(3.6.12)              
( )1 22
2
10 0
log 1
lim log(1 ) log(1 )
1
N
N
xN n
x x
x x dx n n dx
e π
+ ∞
→∞ =
⎡ ⎤ +⎢ ⎥+ − + =⎢ ⎥ −⎢ ⎥⎣ ⎦
∑∫ ∫  
 
We note that 
 
                 
1
1 2
log(1 ) ( 1) log
N N
n m
n n m
+
= =
+ = −∑ ∑ m
 
                                         
1
1
( 1) log
N
m
m m
+
=
= −∑
 
                                        
1
( 1) log log( 1)
N
n
n n N N
=
= − + +∑
 
                                       
1
1( 1) log log log 1
N
n
n n N N N
N=
⎛ ⎞= − + + +⎜ ⎟⎝ ⎠∑   
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and we have 
 
   
1
2
2 2
0
1 3 3 1 1 1log(1 ) log
2 4 2 4 4 2
N
x x dx N N N N N N
+ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ = + − + − + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠∫
1
2
      
 
      2 2 21 3 1 3 3 1 1 1log log 1
2 4 2 4 2 4 4 2
N N N N N N N N
N
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛= + − + + − + − + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝
1
2
⎞⎟⎠   
 
Designating 
1
2
10
log(1 ) log(1 )
N
N
N
n
I x x dx n
+
=
= + −∑∫ n+  we then have 
 
1
2
1 10
1log(1 ) log(1 ) ( 1) log log 1
N
N N
N
n n
I x x dx n n n n N
N
+
= =
⎛ ⎞= + − + = − − − +⎜ ⎟⎝ ⎠∑ ∑∫  
                        
      2 2 21 3 1 3 3 1 1 1log log 1
2 4 2 4 2 4 4 2
N N N N N N N N
N
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛+ − − + + − + − + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝
1
2
⎞⎟⎠  
 
Since (2 32log 1 2u u u O NN N N −⎛ ⎞+ = − +⎜ ⎟⎝ ⎠ )  we have  
 
        ( )2 2 21 3 3 1 3 3 9log 12 4 2 2 4 2 8N N N N O NN N N −⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎡+ − + = + − − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ 3 ⎤⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎣ ⎦  
 
                                                      ( )13 9 34 16 4N O −= − + + N    
 
We then have 
 
(3.6.13)       
1
2
10
lim log(1 ) log(1 )
N
N
N n
x x dx n n
+
→∞ =
⎡ ⎤⎢ ⎥+ − +⎢ ⎥⎢ ⎥⎣ ⎦
∑∫           
 
                                      2 2
1
1 3 1lim ( 1) log log
2 4 4
N
N n
n n N N N N N→∞ =
⎡ ⎤⎛ ⎞= − − + − − + − −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑
5
8
  
 
Using the Euler-Maclaurin summation formula, Hardy [34, p.333] showed that the 
Riemann zeta function could be expressed as follows: 
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1
1
1 1( ) lim
1 2
sn
s
sn k
ns n
k s
ς
−
−
→∞ =
⎡ ⎤= − −⎢ ⎥−⎣ ⎦∑                          > Re( )s 1−  
 
               
1
1
1
1 1 1( ) lim
1 2 12
sn
s
sn k
ns n s
k s
ς
−
− − −
→∞ =
⎡ ⎤= − − +⎢ ⎥−⎣ ⎦∑ sn e( )s        R > 3−  
 
Differentiating the first identity results in for > Re( )s 1−  
 
              
1 1
2
1
log (1 ) log 1( ) lim log
(1 ) 2
s sn
s
sn k
k n s n ns n
k s
ς
− −
−
→∞ =
⎡ ⎤− −′ = − + +⎢ ⎥−⎣ ⎦∑ n    
      
and with  we obtain 0s =
 
             
1
1(0) lim log log
2
n
n k
k n n nς →∞ =
⎡ ⎤⎛ ⎞′ = − + + −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑  
 
Hence, using the Stirling approximation we see that 1(0) log(2 ).
2
ς π′ = −  
 
For >  we have Re( )s 3−
 
     
1 1
1 1
2
1
log (1 ) log 1 1 1( ) lim log log
(1 ) 2 12 12
s sn
s s
sn k
k n s n ns n n
k s
ς
− −
− − −
→∞ =
⎡ ⎤− −′ = − + + − +⎢ ⎥−⎣ ⎦∑ ssn n n− −  
 
and with  we get (cf [49, p.25] re the definition of the Glaisher-Kinkelin constant) 1s = −
 
    
2 2
1
1 1( 1) lim log log
2 2 12 4 12
n
n k
n n nk k nς →∞ =
⎡ ⎤⎛ ⎞′ − = − + + + − +⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦∑  
 
We then have 
 
(3.6.14)  
2 2
1
3 1 5 2( 1) log(2 ) lim ( 1) log log
4 2 2 2 12 4 3
n
n k
n n nk k n nς π →∞ =
⎡ ⎤⎛ ⎞′ − − + = − − + − − + − +⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦∑  
 
Adamchik [3] has shown that 
       
(3.6.15)                   
( )2
2
0
log 1 3 1( 1) log(2 )
1 4 2x
x x
dx
e π
ς π
∞ + ′= − − +−∫      
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It is clear that further work is required to resolve the two discrepancies between (3.6.13) 
and (3.6.14). 
 
3.7 Hurwitz zeta function 
We now consider the function 1( )
( )s
f x
a x
= + , where Re ( > 1, and using (2.15) we 
obtain                            
)s
                           
1 10 0
1 1 1 cos 22
2 ( ) ( ) ( )s s sn n
dx nx dx
a a n a x a x
π∞ ∞∞ ∞
= =
+ = ++ + +∑ ∑∫ ∫ s  
 
which may be written as 
 
                           1
0 1 0
1 1 1 1 cos 22
( ) 2 ( 1) ( )s s s sn n
nx dx
a n a s a a x
π∞∞ ∞
−
= =
= + ++ − +∑ ∑∫  
 
The Hurwitz zeta function is defined for Re > 1 as ( )s
 
                           
0
1( , )
( )sn
s a
a n
ς ∞
=
= +∑  
 
and we therefore have 
 
(3.7.1)                1
1 0
1 1 1 cos 2( , ) 2
2 ( 1) ( )s s sn
nxs a dx
a s a a x
πς
∞∞
−
=
= + +− +∑∫  
 
which corrects a misprint in Mordell’s paper [41].   
 
Using (2.13) we obtain 
 
                          
1 1
10 0
1 1 1 cos 22
2 ( 1) ( ) ( )s s s sn
dx nx dx
a a a x a x
π∞
=
⎡ ⎤+ = +⎢ ⎥+ + +⎣ ⎦ ∑∫ ∫    
         
and hence we have 
 
(3.7.2)               
1
1 1
1 0
1 1 1 1 1 1 cos 22
2 ( 1) 1 ( 1) ( )s s s s sn
nx dx
a a s a a a x
π∞
− −
=
⎡ ⎤ ⎡ ⎤+ = − − +⎢ ⎥ ⎢ ⎥+ − + +⎣ ⎦ ⎣ ⎦ ∑∫       
 
Subtracting (3.7.2) from (3.7.1) gives us 
                            
(3.7.3)              1
1 1
1 1 1 1 cos 2( , ) 2
2 ( 1) ( 1)( 1) ( )s s s n
nxs a dx
a a s a a x
πς
∞∞
−
=
= + + ++ − + +∑∫ s         
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Letting  in (3.7.1) results in the well-known formula  0s =
 
                        1(0, )
2
a aς = −  
 
and we are therefore lead to suspect that (3.7.1) is valid for a larger region than just 
Re ( > 1; as demonstrated by Mordell [41], by using integration by parts it is easily 
shown that 
)s
( , )s aς  exists over all the -plane except for a simple pole at . s 1s =
 
In particular, (3.7.1) is valid for Re ( < 0 and, in view of this, Mordell [41] was able to 
show how the representation (3.7.1) may be used to derive Hurwitz’s Fourier series for 
)s
( , )s aς ; for ease of reference, his proof is outlined below (with the correction of some 
misprints). 
 
Assuming that Re < 0, in the case where 1 > 0 and the interval of integration is 
, then the left-hand side of (2.12) gives us 
( )s a≥
[ ,0a− ]
 
                            1 1( ) ( 0)
2 2
s s
sa a a a
− −− + + =  
 
so that (2.12) results in 
 
                            
0 0
1
1 c2
2 ( ) ( )s s na a
dx nx dx
a a x a x
π∞
=− −
= ++ +∑∫ ∫ os 2 s  
 
                                   
01
1
cos 22
1 ( )
s
s
n a
a n dx
s a x
π− ∞
= −
= − +− +∑ ∫ x   
 
Then, upon adding (3.7.1) to this, we obtain for Re ( < 0 )s
 
(3.7.4)             
1
cos 2( , ) 2
( )sn a
nxs a dx
a x
πς
∞∞
= −
= +∑ ∫            
 
and using integration by parts this becomes 
 
                       1
1 1
sin 2 sin 2( , ) lim 2
( ) 2 ( )
N
s sN n n aa
nx nxs a s dx
n a x n a x
π πς π π
∞∞ ∞
+→∞ = = −−
= ++ +∑ ∑ ∫   
 
                                  1
1
sin 22
2 ( )sn a
nxs d
n a x
π
π
∞∞
+
= −
= +∑ ∫ x  
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                                  1
1 0
sin 2 ( )2
2 sn
n u as d
n u
π
π
∞∞
+
=
−= ∑∫ u  
and we obtain 
 
(3.7.5)           1 1
1 0 0
cos 2 sin 2 sin 2 cos 2( , ) 2
2 2s sn
na nu na nus a s du du
n u n u
π π π πς π π
∞ ∞∞
+ +
=
⎡ ⎤= −⎢ ⎥⎣ ⎦∑ ∫ ∫  
 
Using contour integration we have ([50, p.107], [18, p.91]) for a  > 0 and 1 > p > 0 
 
(3.7.6)                  1
0
( ) cos( / 2)cosp p
p pu bu du
b
π∞ − Γ=∫  
 
and with p s= −  we see that for 0 > > s 1−  
 
                            1
0
cos ( ) cos( / 2)
s s
bu s sdu
u b
π∞
+ −
Γ −=∫  
 
                                              (1 ) cos( / 2)s
s s
sb
π
−
Γ −= −       
 
Similarly, we have 
 
(3.7.7)                 1
0
( ) sin( / 2)sinp p
p pu bu du
b
π∞ − Γ=∫  
 
so that 
                           1
0
sin (1 )sin( / 2)
s s
bu s sdu
u sb
π∞
+ −
Γ −=∫  
 
We therefore obtain Hurwitz’s formula 
 
(3.7.8)               1 1
1 1
cos 2 sin 2( , ) 2 (1 ) sin cos
2 (2 ) 2 (2 )s sn n
s n a s ns a s
n n
aπ π πς π π
∞ ∞
− −
= =
π⎡ ⎤⎛ ⎞ ⎛ ⎞= Γ − +⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦∑ ∑     
 
where Re < 0 and 0 < . In 2000, Boudjelkha [13] showed that this formula also 
applies in the region Re ( < 1.  
( )s 1a ≤
)s
 
With  this reduces to the functional equation for the Riemann zeta function 1a =
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(3.7.9)              (1 ) 2(2 ) ( ) cos( / 2) ( )ss s s sς π π−− = Γ ς  
 
Employing the same procedure with cos( )
( )s
xf x
a x
π= + , it should be possible to derive 
Boudjelkha’s formula [13] for the alternating Hurwitz zeta function ( , )a s aς  which is 
defined by 
                        
0
( 1)( , )
( )
n
a s
n
s a
a n
ς ∞
=
−= +∑           
 
Boudjelkha’s formula is 
 
(3.7.10)  1 1 1
0 0
cos(2 1) sin(2 1)( , ) 2 (1 ) sin cos
2 (2 1) 2 (2 1)
s
a s s
n n
s n a s ns a s
n n
aπ π πς π ∞ ∞− − −
= =
⎡ ⎤+ +⎛ ⎞ ⎛ ⎞= Γ − +⎜ ⎟ ⎜ ⎟⎢ ⎥+ +⎝ ⎠ ⎝ ⎠⎣ ⎦∑ ∑
π              
 
and holds under the same conditions as (3.7.8) above, namely: 
 
              (σ  < 0, 0 < ;  0 < 1a ≤ σ ,  < 1) a
 
We also note that Oberhettinger [45] used the Poisson summation formula to derive a 
corresponding formula for the Lerch zeta function 
0
( , , )
( )
n
s
n
zz s a
a n
∞
=
Φ = ⋅+∑  
 
It appears that Oberhettinger [45] had some reservations about the rigour employed by 
Mordell [41]. 
                                                                                                                                            □ 
 
Letting   in (3.7.5) results in [36, p.10] 1a =
 
(3.7.11)             1
1 0
1 sin 2( ) s
n
s ns d
n u
πς π
∞∞
+
=
= ∑ ∫ u u  
 
and with  in (3.7.5) we obtain 1/ 2a =
 
(3.7.12)       1
1 0
1 ( 1) sin 2,
2
n
s
n
s ns d
n u
πς π
∞∞
+
=
−⎛ ⎞ =⎜ ⎟⎝ ⎠ ∑ ∫
u u  
 
Differentiating (3.7.11) gives us 
 
                    ( )
1 0
1 sin 2(0) ( 1) logm m m
n
m nu u du
n u
πς π
∞∞
=
= − ∑ ∫  
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             ( )
1 0
1 ( 1) sin 20, ( 1) log
2
n
m m
n
m nu u du
n u
πς π
∞∞
=
−⎛ ⎞ = −⎜ ⎟⎝ ⎠ ∑ ∫ m  
                                                                                                                                            □ 
 
Formal derivations of (3.7.6) and (3.7.7) are set out below. Using the definition of the 
gamma function we have 
 
                             1
0
( )zy s
s
se y dy
z
∞
− − Γ=∫  
 
and with  we obtain z u ix= ±
 
                             1
0
[cos( ) sin( )] ( ) ( )uy s se y xy i xy dy u ix s
∞
− − −− = + Γ∫  
 
                             1
0
[cos( ) sin( )] ( ) ( )uy s se y xy i xy dy u ix s
∞
− − −+ = − Γ∫  
 
This gives us 
 
                            1
0
sin( ) ( ) ( ) ( )uy s s si e y xy dy u ix u ix s
∞
− − − −⎡ ⎤= − + − − Γ⎣ ⎦∫  
 
                             1
0
cos( ) ( ) ( ) ( )uy s s se y xy dy u ix u ix s
∞
− − − −⎡ ⎤= + + − Γ⎣ ⎦∫  
 
Then, noting that  
 
                             ( ) ( ) ( ) ( )s s i s iu ix u ix re reθ θ− − − −+ − − = − s−   
 
                                                           [ ]s is isr e eθ θ− −= −   
we have 
                            12 2 / 2
2( ) ( ) sin( tan ( /
( )
s s
su ix u ix s x ui u x
− − −+ − − = + ))     
 
and we obtain 
 
                           
1
1
2 2 / 2
0
sin[ tan ( / )]sin( ) ( )
( )
uy s
s
s x ue y xy dy s
u x
∞ −
− − = Γ +∫  
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and 
                           
1
1
2 2 / 2
0
cos[ tan ( / )]cos( ) ( )
( )
uy s
s
s x ue y xy dy s
u x
∞ −
− − = Γ +∫  
 
Letting  gives us 0u =
 
                           1
0
( )sin( / 2)sin( )s s
s sy xy dy
x
π∞ − Γ=∫  
and 
                           1
0
( )cos( / 2)cos( )s s
s sy xy dy
x
π∞ − Γ=∫  
 
which correspond with (3.7.6) and (3.7.7) above. 
                                                                                                                                            □ 
 
We have the gamma function 
 
                             1
0
( ) p tp t e dt
∞
− −Γ = ∫  
 
and with the substitution t  this becomes ux=
 
                             1
0
1 1
( )
p xu
p u e dux p
∞
− −= Γ ∫         
 
Therefore we obtain upon integration 
                          
                             1
0 0 0
cos 2 1 cos 2
( )
p xu
p
nx dx u e nx du dx
x p
π π
∞ ∞ ∞
− −= Γ∫ ∫ ∫  
 
                                                    1
0 0
1 cos 2
( )
p xuu du e nx dx
p
π
∞ ∞
− −= Γ ∫ ∫  
and using 
                            2 2
0
cos 2
4
ux ue nx dx
u n
π π
∞
− = +∫ 2       
gives us 
                            2 2 2
0 0
cos 2 1
( ) 4
p
p
nx udx du
x p u
π
π
∞ ∞
= Γ +∫ ∫ n    
 
We have the summation 
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 (3.7.13)          2 2 2
1 10 0
cos 2 1
( ) 4
p
p
n n
nx udx du
x p u
π
π
∞ ∞∞ ∞
= =
= Γ +∑ ∑∫ ∫ n    
 
                                                  2 2 2
10
1
( ) 4
p
n
u du
p u nπ
∞ ∞
=
= Γ +∑∫   
 
assuming that the interchange of integration and summation is valid. 
 
We then use the identity (3.6.9)  
 
                    2 2
1
1 12
(2 ) 1 2yn
y
y n e yπ
∞
=
= − ++ −∑ 1  
 
to obtain 
 
                     1
1 0 0
cos 2 1 1 1 1
2 ( ) 1 2
p
p u
n
nx dx u du
x p e u
π∞ ∞∞ −
=
⎡ ⎤= − +⎢ ⎥Γ −⎣ ⎦∑∫ ∫   
 
For  < 1− σ  < 0 we have [36, p.24] 
 
                     1
0
1 1 1 1( )
( ) 1 2
p
us up e u
ς
∞
−⎡ ⎤= − +⎢ ⎥Γ −⎣ ⎦∫ du  
 
and we therefore have  
 
(3.7.14)        
1 0
cos 2 1 ( )
2sn
nx dx s
x
π ς
∞∞
=
=∑∫   
 
From (3.7.4) we see that  
 
                    
1 1
cos 2( ,1) 2
(1 )sn
nxs d
x
πς
∞∞
= −
= +∑ ∫ x   
 
                              
1 0
cos 2 ( 1)2 s
n
n u du
u
π∞∞
=
−= ∑∫   
 
which corresponds with (3.7.14). 
                                                                                                                                            □ 
 
Integration by parts results in 
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                   1
1 1 10 00
cos 2 sin 2 sin 2lim
2 2
N
s sNn n n
nx nx nxdx s dx
x n x
π π
π π
∞ ∞∞ ∞ ∞
+→∞= = =
= +∑ ∑ ∑∫ ∫ sn xπ   
 
                                             1
1 0
sin 2
2 sn
nxs d
n x
π
π
∞∞
+
=
= ∑∫ x   
 
and Titchmarsh [50, p.15] tells us that this is equal to 1 ( )
2
sς  
                                                                                                                                            □ 
 
Alternatively, we may consider the integral 
 
                            2 2 2 2
0 0
1
( / ) 1
p pu uI du du
u t t u t
∞ ∞
= =+ +∫ ∫     
 
Letting  we get 2( / )v u t=
 
                           
1 ( 1) / 2
02 1
p pt vI dv
v
∞− −
= +∫   
 
                              1
1
2 sin[ ( 1) / 2pt p ]
π
π−= +   
 
                              1
1
2 cos( / 2)pt p
π
π−=   
 
where we have used the well known integral  
 
                
1
0 1 sin
sv dv
v s
π
π
∞ −
=+∫ . 
 
Substituting this in (3.7.13) results in (cf [50, p.24]) 
 
                1
1 10
cos 2 1 1
( ) 2(2 ) cos( / 2)p pn n
nx dx
x p n
π π
π π
∞∞ ∞
−
= =
= Γ∑ ∑∫ p  
 
                                            1 (1 )2 ( )(2 ) cos( / 2)p
p
p p
π ςπ π−= −Γ  
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                                            1 ( )
2
pς=  
 
where we have employed the functional equation for the Riemann zeta function. This 
gives us (3.7.14). 
 
                                                                                                                                          □ 
 
We have from (3.7.6) 
 
                     
0
cos
2 ( )cos( / 2)s
u du
u s
π
π
∞
= Γ∫ s
x
 
 
and the substitution 2u nπ=  gives us 
 
                     1 1
0
cos 2
2(2 ) ( )cos( / 2)s s s
nx dx
x n s
π π
π π
∞
− −= Γ∫ s  
 
and we have the summation 
 
                       1
1 0
cos 2 (1 )
2(2 ) ( ) cos( / 2)s sn
nx sdx
x s
π πς
π π
∞∞
−
=
−= Γ∑∫ s
s
  
 
Using the functional equation for the Riemann zeta function  
 
                        (1 ) 2(2 ) ( ) cos( / 2) ( )ss s sς π π−− = Γ ς  
 
we obtain (3.7.14) again 
 
                      
1 0
cos 2 1 ( )
2sn
nx dx s
x
π ς
∞∞
=
=∑∫   
 
                                                                                                                                          □ 
 
We see that 
 
                    
0 1
cos 2 cos 2 ( 1)
(1 )s s
nx n udx du
x u
π π∞ ∞ −=+∫ ∫   
 
                                           
1
cos 2
s
nu du
u
π∞= ∫   
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and we therefore have 
 
                 
1
1 1 10 0 0
cos 2 cos 2 cos 2
(1 )s sn n n
nx nx nxdx dx dx
x x x
π π∞ ∞∞ ∞ ∞
= = =
= −+∑ ∑ ∑∫ ∫ ∫ sπ   
 
                                            
1
1 0
1 cos 2( )
2 sn
nxs d
x
πς ∞
=
= −∑∫ x  
 
Letting  in (3.7.1) gives us 1a =
 
                
1 0
1 1 cos 2( ) 2
2 1 (1 )sn
nxs d
s x
πς
∞∞
=
= + +− +∑∫ x  
 
which appears to suggest that 
 
(3.7.15)                  
1
1 0
cos 2 1 12 (
2 1sn
nx dx s
x s
π )ς∞
=
= + +−∑∫      
which does not agree with equation (8.16) in Berndt’s book [10, Part II, p.317] 
 
                       
1
0 1
cos 2(1/ 2) lim 2
n
nx dx
xε ε
πς ∞→ + == ∑∫    
 
Differentiating (3.7.15) gives us 
 
                      
1
2
1 0
log cos 2 12 (
( 1)sn
x nx dx s
x s
π ς∞
=
)′− = − −∑∫ +  
 
and with  we have 0s =
 
                       
1
1 0
(0) 1 2 log cos 2
k
x kx dxς π∞
=
′ − = − ⋅∑∫   
 
It is easily seen that 
 
                      
11 1
00 0
sin 2 sin 2log cos 2 log
2 2
nx nxx nx dx x dx
n nx
π ππ π π⋅ = ⋅ −∫ ∫  
 
                                                     
1
0
sin 2
2
kx dx
kx
π
π= −∫   
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1
0
(2 )log .cos 2
2
Si nx nx dx
n
ππ π= −∫      
 
This therefore suggests that 
 
                       
1
(2 )(0) 1
n
Si n
n
πς π
∞
=
′ − =∑  
 
but this does not agree with (3.2.3) 
         
                       
1
(2 ) log(2 )
2n
si n
n
π π π π∞
=
= −∑  
                                                                                                                                          □ 
 
We write (3.7.1) as 
 
(3.7.16)      
1
1 0
1 1 1 1 cos 2( , ) 2
1 2 1 ( )
s
s s
n
a ns a dx
s a s a x
πς
∞− ∞
=
−− = + +− − +∑∫ x  
 
It may be seen from (3.5.1) that 
 
                
1
1( ) ( 1) lim ( , )
1
p
p
p ps
da s a
ds s
γ ς→
⎡ ⎤= − −⎢ ⎥−⎣ ⎦  
 
and differentiating (3.7.16) p  times gives us 
           
( )
1 0
1 ( 1) log log ( ) cos 2( , ) ( ) 2( 1)
1 2 ( )
p s p p p
p p
p s
n
d a a a xs a f s dx
ds s a x
πς
∞− ∞
=
− +⎡ ⎤− = + + −⎢ ⎥− +⎣ ⎦ ∑∫
nx   
 
where we have denoted ( )f s  as  
 
                      
1 1( )
1
saf s
s
− −= −  
 
We can represent ( )f s  by the integral 
 
                     
1
1
1( )
1
as
saf s x
s
−
−−= = −− ∫ dx  
so that 
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                      ( )
1
( ) ( 1) log
a
p p s pf s x−= − − ∫ x dx  
and thus 
                      
1
( ) 1
1
log log(1) ( 1) ( 1)
1
a p p
p p px af dx
x p
+
+= − − = − +∫  
 
Therefore, upon taking the limit , we obtain for 1s→ 1p ≥  
 
(3.7.17)          
1
1 0
1 log log log ( )( ) 2 cos 2
2 1
p p p
p
n
a a a xa n
a p a x
γ π
∞+ ∞
=
+= − ++ +∑∫ x dx  
 
as previously shown in an equivalent form by Zhang and Williams [54, Eq(6.1)] in 1994. 
 
This may be written as 
 
                      
1
1
1 log log log( ) 2 cos 2 ( )
2 1
p p p
p
n a
a a ua n
a p u
γ π
∞+ ∞
=
= − + −+ ∑∫ u a du  
 
and with  we obtain (3.5.5). 1a =
 
Letting  in (3.7.16) gives us 1s→
 
                   0
1 0
1 cos 2( ) log 2
2 n
nxa a
a a
πγ
∞∞
=
= − + +∑∫ dxx  
so that 
                   [ ]0
1
1( ) log 2 cos(2 ) (2 ) sin(2 ) (2 )
2 n
a a n a si n a n a Ci n a
a
γ π π∞
=
= − − +∑ π π
a
  
 
and, since 0 ( ) ( )aγ ψ= − , this is equivalent to (3.7) as reported by Nörlund [44]. 
 
                                                                                                                                          □ 
 
Differentiation of (3.7.16) with respect to  gives us s
 
                   2 1
1 0
1 log ( 1) log 1 cos 2 log( )( , ) 2
2 ( 1) ( )s s sn
a s a nx a xs a dx
a s a a x
πς
∞∞
−
=
− + +′ = − − −− +∑∫  
so that 
(3.7.18)       
1 0
1(0, ) log 2 cos 2 log( )
2 n
a a a a nx a x dxς π
∞∞
=
⎛ ⎞′ = − − − +⎜ ⎟⎝ ⎠ ∑∫  
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Integration by parts gives us 
 
           
00 0
sin 2 1 sin 2cos 2 log( ) log( )
2 2
NN Nnx nxnx a x dx a x dx
n n a
π ππ π π+ = + − +∫ ∫ x  
 
                                                 
0
1 sin 2
2
N nx dx
n a x
π
π= − +∫   
 
and we therefore have 
 
           
0 0
1 sin 2cos 2 log( )
2
nxnx a x dx dx
n a x
ππ π
∞ ∞
+ = − +∫ ∫  
 
Using Hurwitz’s formula  
 
                  1(0, ) log ( ) log(2 )
2
a aς π′ = Γ −  
we obtain 
 
(3.7.19)      
1 0
1 1 1 sin(2log ( ) log(2 ) log
2 2 (n
n xa a a a
n x a
ππ π
∞∞
=
⎛ ⎞Γ = + − − +⎜ ⎟ +⎝ ⎠ ∑∫
)
)
dx  
 
which is one of the exercises posed by Whittaker & Watson [51, p.261]. This result was 
attributed by Stieltjes to Bourguet. Equation (3.7.19) may also be derived using the Euler-
Maclaurin summation formula (see for example Knopp’s book [38, p.530]). 
 
With regard to (3.7.18) we have 
 
                 
0
cos 2 log( )
N
nx a x dxπ +∫
( ) ( )
0
1 sin 2 2 cos 2 2 sin 2 log( )
2
N
n aCi n a x n a Si n a x n x a x
n
π π π π ππ ⎡ ⎤⎡ ⎤ ⎡ ⎤= + − + +⎣ ⎦ ⎣ ⎦⎣ ⎦+  
 
( ) ( )
0
1 sin 2 2 cos 2 2
2
N
n aCi n a x n a Si n a x
n
π π π ππ ⎡ ⎤⎡ ⎤ ⎡ ⎤= + −⎣ ⎦ ⎣ ⎦⎣ ⎦+  
 
Since 
0
sinlim ( )
2x
tSi x dt
t
π∞
→∞ = =∫  and  lim ( ) 0x Ci x→∞ =  we determine that 
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0
1cos 2 log( ) sin 2 (2 ) cos 2 (2 )
2 2
nx a x dx n aCi n a n a Si n a
n
ππ π π ππ
∞
π⎡ ⎤⎧ ⎫+ = − − −⎨ ⎬⎢ ⎥⎩ ⎭⎣ ⎦∫   
 
                                             [ ]1 cos(2 ) (2 ) sin(2 ) (2 )
2
n a si n a n a Ci n a
n
π π π ππ= −  
since ( ) ( )
2
si x Si x π= − . 
 
Therefore we have 
                           
[ ]
1
1 1(0, ) log cos 2 (2 ) sin 2 (2 )
2 n
a a a a n asi n a n aCi n a
n
ς π ππ
∞
=
⎛ ⎞′ = − − − −⎜ ⎟⎝ ⎠ ∑ π π  
 
which implies that 
 
          log ( )aΓ =
 
         
1
1 1 1 1log(2 ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2 2 n
a a a n a Ci n a n a si n
n
π π ππ
∞
=
⎛ ⎞+ − − + −⎜ ⎟⎝ ⎠ ∑ aπ π  
 
which we saw earlier in (3.10). 
 
We have the second derivative of (3.7.16)  
                      
        
2 2 2
3 1
1 0
1 log 2( 1) log ( 1) log 2 cos 2 log ( )( , ) 2
2 ( 1) ( )s s n
a s a s a nx a xs a dx
a s a a x
πς
∞∞
−
=
− + − + +′′ = + +− +∑∫
2
s  
so that 
        2 2
1 0
1(0, ) log 2 log 2 2 cos 2 log ( )
2 n
a a a a a nx a xς π
∞∞
=
⎛ ⎞′′ = − − + − + +⎜ ⎟⎝ ⎠ ∑∫ dx  
 
Integration by parts gives us 
 
          2 2
00 0
sin 2 1 sin 2 log( )cos 2 log ( ) log ( )
2
NN Nnx nx a xnx a x dx a x dx
n n a x
π ππ π π
++ = + − +∫ ∫  
 
                                                 
0
1 sin 2 log( )N nx a x dx
n a x
π
π
+= − +∫  
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2 2 2
0 00
1 sin 2 log( ) cos 2 log( ) 1 cos 2 [1 log( )]
2( ) ( ) 2( ) ( )
NN Nnx a x nx a x nx a xdx dx
n a x n a x n a x
π π π
π π π
+ + −− = ++ + +∫ ∫ +
 
 
                                      2 2 2 2
0
log( ) log 1 cos 2 [1 log( )]
2( ) ( ) 2( ) 2( ) ( )
Na N a nx a x dx
n a N n a n a x
π
π π π
+ −= − ++ +∫ +     
 
and, since log( )lim 0
( )N
a N
a N→∞
+ =+ , we have              
 
 2 2 2 2 2
1 0
1 (2) log 1 cos 2 [1 log( )](0, ) log 2 log 2
2 (n
a nx aa a a a a
a n a x
ς πς π π
∞∞
=
− +⎛ ⎞′′ = − − + − − +⎜ ⎟ +⎝ ⎠ ∑∫ )
x dx  
We note that Mathematica evaluates  in terms of the generalised 
hypergeometric function 3  and the incomplete gamma function. 
2cos 2 log (1 )nx x dxπ +∫
3F
 
 
4. Some integrals involving cot x  
 
In this section we shall have need of Bonnet’s second mean-value theorem which states 
[17, p.110]: 
 
(i)   Let ( )xφ  be bounded, monotonic decreasing and never negative in [ ; and let  , ]a b
      ( )xψ  be bounded and integrable in [ . Then we have , ]a b
 
                    ( ) ( ) ( ) ( )
b
a a
x x dx a x dx
ξ
φ ψ φ ψ=∫ ∫  
 
      where ξ  is some definite value of x  in a bξ≤ ≤ . 
 
(ii)   Alternatively, subject to the same conditions as above but with ( )xφ  monotonic 
        increasing, we then have 
 
                    ( ) ( ) ( ) ( )
b b
a
x x dx b x dx
ξ
φ ψ φ ψ=∫ ∫  
 
We now use Bonnet’s second mean-value theorem to prove the following proposition. 
 
Proposition 
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We assume that ( )f x  is continuous on [  and that 0, ]b (0) 0f = . Let us also assume that 
( )f x is non-negative and monotonic increasing on [ . 0, ]b
 
Then we have 
 
(4.1)           
10 0
( ) cot( / 2) 2 ( )sin 2
b b
n
f x x dx f x nx dx
∞
=
= ∑∫ ∫       
 
Proof 
 
We recall (1.3) 
 
                   
)2/sin(2
)2/1cos(sin)2/cot(
2
1
0 x
xNnxx
N
n
++=∑
=
 
 
                                      
1
sin cot( / 2)cos sin
N
n
nx x Nx Nx
=
= + −∑
 
We now multiply this by ( )f x  and integrate over the interval [ / , ]N bπ where b π≤ .   
 
Provided the relevant integrals exist, we easily see that 
                                                           
1
1 ( ) cot( / 2) ( )sin ( ) cot( / 2)cos ( )sin
2
b b b bN
n
N N N N
f x x dx f x nx dx f x x Nxdx f x Nx dx
π π π π=
= + −∑∫ ∫ ∫ ∫
 
                                    1 2
1
( ) ( )
N
n
n
J I N I N
=
= + +∑
 
and, first of all, we employ the approach adopted by Zygmund [55, p.59] for the integral  
1( ) ( ) cot( / 2)cos
b
N
I N f x x Nx
π
= ∫ dx .  
 
Since we assumed that ( )f x  is continuous and that (0) 0f = , given ε > 0, we may 
choose η > 0 such that ( )f η <ε  and we write 
 
       ( ) cot( / 2)cos ( )cot( / 2)cos ( ) cot( / 2)cos
b b
N N
f x x Nx dx f x x Nx dx f x x Nx d
η
π π η
= +∫ ∫ ∫ x           
 
and we have the inequality 
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       ( ) cot( / 2)cos ( ) cot( / 2)cos ( ) cot( / 2)cos
b b
N N
f x x Nx dx f x x Nx dx f x x Nx d
η
π π η
≤ +∫ ∫ ∫ x           
 
We note that cot(  is monotonic decreasing on [/ 2)x / , ]Nπ π  and never negative in 
[ / , ]Nπ π  (which is the reason why we specified that b π≤ ) and hence the second mean-
value theorem (i) gives us for the first part 
 
(4.2)         cot( / 2) ( )cos cot( / 2 ) ( ) cos
N N
x f x Nx dx N f x Nx dx
η η
π π
π
′
=∫ ∫  
 
Since we assumed that ( )f x is non-negative and monotonic increasing on [ , we may 
apply the second limb of Bonnet’s second mean-value theorem (ii) to the integral on the 
right-hand side of (4.2) 
0, ]b
 
                ( ) cos ( ) cos
N
f x Nx dx f Nx d
η η
π η
η
′ ′
′′
′=∫ ∫ x  
 
and we obtain 
 
                ( ) cot( / 2)cos cot( / 2 ) ( ) cos
N
f x x Nx dx N f Nx dx
η η
π η
π η
′
′′
′=∫ ∫  
 
                                                          [sin sin ]cot( / 2 ) ( ) N NN f
N
η ηπ η ′ ′′−′=   
 
We recall the elementary inequality sin x < x < tan x  for 0 < x < / 2π  which yields 
 
                 0 < cot x  < 1
x
  
 
and we then have 
 
                ( ) cot( / 2)cos
N
f x x Nx dx
η
π
∫ < 2 2N Nεπ    
 
Since η > 0, the strong version of the Riemann-Lebesgue lemma [5, p.313] tells us that  
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                lim ( )cot( / 2)cos 0
b
N
f x x Nx dx
η→∞
=∫     
 
and similarly we also have 2lim ( ) 0N I N→∞ = .Therefore as  we have the limit N →∞
 
                 
10 0
( ) cot( / 2) 2 ( )sin 2
b b
n
f x x dx f x nx dx
∞
=
= ∑∫ ∫       
 
where, as stated above, we require that (0) 0f = . We may also show that 
 
(4.3)         
10 0
( ) cot( / 2) 2 ( )sin 2
b b
n
f x x dx f x n x dxα α∞
=
= ∑∫ ∫       
 
It is easily seen that this may be generalised to 
 
(4.4)         
1
( ) cot( / 2) 2 ( )sin 2
b b
na a
f x x dx f x n x dxα α∞
=
= ∑∫ ∫       
 
We therefore have a version of (1.4a) which now encompasses a larger class of eligible 
functions ( )f x . 
                                                                                                                                          □ 
 
Various applications of (1.4a) were considered in [] and these included the evaluation of 
the following integrals: 
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1 1
1 10 0
1 (2log ( 1)cot 2 log ( 1)sin 2
n n
Ci nx x dx x n x dx
n
)ππ π π
∞ ∞
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                                                                                                                                          □ 
 
 
Since ( ) (1 ) cotx x xψ ψ π− − = − π  we see that 
 
(4.5)                    
1 1
10 0
( )[ (1 ) ( )] 2 ( )sin 2
n
f x x x dx f x nxψ ψ π π∞
=
− − = ∑∫ ∫ dx   
 
Part of the following is based on an observation made by Glasser [29] in 1966. Let us 
consider the integral 
 
                      
1
0
( ) ( )I f x x dxψ= ∫  
 
where ( ) (1 )f x f= − − x  and ( )f x  is selected so that the integral converges. We then 
have 
                      
1 1
0 0
(1 ) (1 ) ( ) (1 )I f t t dt f t t dψ ψ= − − = − −∫ ∫ t  
 
and hence we see that 
 
                    
1
0
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Therefore, since ( ) (1 ) cotx x xψ ψ π− − = − π , we have 
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11 1 2
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2
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Integration by parts formally gives us 
 
            
1 1
1
0
0 0
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and, for suitably behaved functions, we have 
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1 1
0 0
( ) ( ) ( ) log ( )f x x dx f x x dψ ′= − Γ∫ ∫ x   
 
Hence we see that 
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11 12
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( ) cot ( ) cot ( ) log ( )
2
f x x dx f x x dx f x x dxπ π π π ′= =∫ ∫ ∫ Γ     
 
where ( ) (1 )f x f= − − x  and ( )f x  is selected so that the integral converges. 
 
An example of this is 
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Glasser’s formula (4.6) gives us 
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2n n
B x x dx B x x dπψ π+ += −∫ ∫ x    
 
and hence we have 
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The following integral appears in Abramowitz and Stegun [1, p.807] 
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0
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and there are many derivations of this; for example, see the recent one by Dwilewicz and 
Mináč [27]. A similar identity was also derived by Espinosa and Moll [28] in the form 
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1
2 2
0
(2 )! (2 1)( ) log sin ( 1)
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n
n n
n nB x x dx ςπ π
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and it is easily shown that equation (4.11) above is equivalent to (4.10) following a 
simple integration by parts. 
 
Hence we obtain  
 
(4.12)      
1 1
2 2 1
0
( 1) (2 )! (2 1)( ) log ( )
2(2 )
n
n n
n nB x x dx ςπ
+
+
− +Γ =∫     
 
in agreement with [28].  
 
5. Open access to our own work 
  
This paper contains references to various other papers and, rather surprisingly, most of 
them are currently freely available on the internet. Surely now is the time that all of our 
work should be freely accessible by all. The mathematics community should lead the way 
on this by publishing everything on arXiv, or in an equivalent open access repository. We 
think it, we write it, so why hide it? You know it makes sense. 
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