Abstract: This paper describes data-glove-driven vocal tract configuration methods. Unlike direct mapping from hand gestures to sounds using a data glove, intuitive manipulation of the data glove was applied to configure the vocal tract shape. Two manipulation methods were proposed and then evaluated in terms of the vocal tract area function, resulting formant frequencies and ease of manipulation. It was revealed that although both methods were capable of producing the resulting formant frequencies with reasonable accuracy for steady vowel production, the method with three fingers enabled users to easily configure the vocal tract shape. Moreover, the effect of training in manipulating the data glove to configure the vocal tract shape for continuous vowels was evaluated in terms of their sound spectrograms and the distribution of the resulting formant frequencies. An experiment to evaluate the effectiveness of training proved that beginners were able to produce continuous vowels within about three training sessions.
INTRODUCTION
Data gloves are widely used, particularly in the field of virtual reality, because of their intuitiveness. In the field of speech communication, speech synthesis based on finger and/or hand gestures using a data glove has been proposed [1] [2] [3] [4] . In most cases, synthesized speech sounds are directly mapped to hand gestures using a formant synthesizer because of the advantage of real-time processing. The wearable synthesizer FutureGrab [4] can produce vowel-like formants based on source signal generation followed by filtering. Although its idea is based on the vowel production process, only mouth shapes are mapped to hand gestures.
A method that configures the whole vocal tract shape with a data glove would provide various advantages. It could be used as a useful education tool for users to understand the relationship between the vocal tract shape and the resulting speech sounds through interactive and intuitive manipulation of the data glove. It could also be used as an efficient tool for setting related parameters in vowel synthesis systems based on the vocal tract shape such as those in [5, 6] , in which users can currently configure its shape using a keyboard or mouse. Moreover, it may be capable of producing speech sounds that reflect the individuality in the hand motion of users.
A simple method for configuring a specific vocal tract shape is to assign the vocal tract shape to a specific finger. However, it is difficult to change the vocal tract shape directly and the produced vocal tract shapes depend on the shapes assigned to the fingers. One of the advantages of using the vocal tract shape for speech synthesis is the possibility of continuous shape changes. Therefore, we focus on methods that allow users to configure and change the vocal tract shape continuously.
An original vocal tract has a complicated shape [7] , making it difficult to mimic its shape and behavior using a data glove. However, one-dimensional model of the vocal tract, i.e., an acoustic tube model, can be a simple but effective model of the vocal tract. Indeed, it is reported that the acoustic characteristics of the one-dimensional model are similar to those of a three-dimensional model at lower frequencies [7] .
In this paper, an acoustic tube model is used as the vocal tract shape and data-glove-driven vocal tract configuration methods are studied. Section 2 introduces the configuration of the system. In Sect. 3, two manipulation methods of the data glove are proposed. In Sect. 4, the effectiveness of the two manipulation methods for steady vowels is evaluated in terms of the vocal tract area function, resulting formant frequencies and ease of manipulation. In Sect. 5, the effect of training in manipulating the data glove for continuous vowels is evaluated in terms of their sound spectrograms and the distribution of the resulting formant frequencies. Finally, we present the conclusions of this study in Sect. 6.
DATA GLOVE AND VOWEL SYNTHESIS
In this section, the concept of vowel synthesis based on the data-glove-driven vocal tract shape is described. Figure 1 shows the concept of the synthesis. Digitized signals from a data glove are used to configure the vocal tract shape and a vowel sound is synthesized on the basis of its shape parameters. The entire system developed in this study consists of a data glove, its interface computer and a speech synthesis computer. The details of each component are described below.
Data Glove
A five-channel data glove for the right hand (Data Glove 5 Ultra by 5DT, 12 bit A/D, sampling frequency: 60 Hz) is used. The data glove is equipped with a flexural sensor for each finger and signals from the glove are inputted to an interface computer via a USB (universal serial bus) cable.
Interface Computer
As described above, the data glove is connected to the interface computer (CPU: Intel Core 2 Duo T9400 2.53 GHz, memory: 4 GB, OS: Microsoft Windows XP). Interface software for acquiring the signals from the glove and displaying the resulting vocal tract shape was developed in the C++ language (Microsoft Visual C++ 2008 Express Edition). Continuous capture of the hand motion is possible by pressing a capturing button on the interface window. The detail of the interface window is described in Sect. 3.3. The interface software also produces parameter files to be used in the software for speech synthesis. Time series data related to speech production such as the vocal tract shape and vocal fold vibration are transferred to the speech synthesis computer.
Vocal Tract Model and Speech Synthesis
The software for speech synthesis is based on the speech production model by Sondhi and Schroeter [8] . In our system, the vocal tract is approximately represented as twenty cascaded acoustic tubes, i.e., a transmission line model, and is parameterized using cross-sectional areas of the tubes and the vocal tract length. The parameters used in the synthesis are the same as those used in [5] , i.e., crosssectional areas of the tubes and the length for the vocal tract, and the subglottal pressure, the glottal rest area and the vocal-cord tension for the vocal fold. Because we focused on configuring the vocal tract shape in this study, parameters associated with the vocal fold vibration were fixed for voiced sounds in the synthesis.
MANIPULATION METHODS FOR THE DATA GLOVE
In this section, we describe the methods for configuring the vocal tract shape with the data glove. Two manipulation methods are proposed. An interface window for displaying the vocal tract shape is also shown. Figure 2 illustrates a manipulation method for configuring the vocal tract shape [9] . In this method, the five fingers of the right hand are used to configure the vocal tract shape. The output signal from each finger via the data glove corresponds to one of the acoustic tubes, each of which has a total of twenty sections. The 4th, 8th, 12th, 16th and 20th sections from the glottis were selected as control points for configuring the vocal tract shape (hereinafter, this method is referred to as the direct method). In the literature [10] , it was reported that the area of the laryngeal cavity is almost constant for the five Japanese vowels. In order to reduce the number of control points, the cross-sectional area of the first section from the glottis was fixed to a value of 0.81 cm 2 . The fixed value was obtained by averaging all the cross-sectional areas of the first section for the vowels except for /u/ because our data regarding the vocal tract area functions [11] showed similar values except for /u/.
Direct Method
In this method, the vocal tract length was fixed to a value of 17.08 cm which is the average length for the five vowels in [11] .
The size of the acoustic tubes between the adjacent control points was calculated by interpolation. Although linear interpolation was used in the previous system [9] , spline interpolation is used in the current system. Figure 3 shows a comparison between linear interpolation and spline interpolation. In this figure, the result for vowel /i/ is shown with its original area function indicated by a thick gray line. The area functions for both interpolation methods were theoretically obtained from the five control points on the original area function as a reference. As can be seen, the area function obtained by spline interpolation is close to the original one. Figure 4 shows the RMSE (root mean square error) values of the areas around a constriction of the vocal tract. The areas of the constriction and the neighboring sections, a total of three sections, were evaluated because the vocal tract constriction is crucially important for vowel production. In the figure, the RMSE values around section 20, corresponding to the lip area, are also shown for vowels /u/ and /o/ because of the importance of lip rounding. As shown in the figure, spline interpolation is superior to linear interpolation in most cases. Figure 5 shows a comparison between the first and second formant frequencies for the two interpolation methods. This figure also shows the advantage of using spline interpolation in most cases. On the basis of these theoretical analyses, spline interpolation is used in the current system. Figure 6 illustrates the other manipulation method [12] . The red dashed line shows a vocal tract area function as a template pattern. The yellow area shows a portion to be removed from the template pattern, and the resulting vocal tract area function from the glottis to the lips is shown as a thick black line (hereinafter, this method is referred to as the subtraction method). The boundary of the yellow area is modeled as a second-order polynomial. The two filled circles on the area function are control points operated by fingers. The bottom of the figure shows the assignment of the three fingers to these control points. The concept of this method is to reduce the number of fingers used and effectively control the important parts of the vocal tract for vowel production. Figure 7 illustrates the method used to make the template pattern. The four dashed lines correspond to the cross-sectional areas of /a/, /i/, /e/ and /o/ from [11] and the thick solid line corresponds to the template pattern. The template pattern consists of two portions whose boundary is section 12. The portion for the front cavity was obtained by averaging the cross-sectional areas of /a/ and /o/. Similarly, that for the back cavity was obtained by averaging the cross-sectional areas of /i/ and /e/. A vocal tract constriction, which plays an important role in vowel production, is produced by removing a portion from the template pattern in this method. Because the location and the degree of constriction are controlled by the fingers, the role of the template pattern is to produce cross-sectional areas for the other sections. As mentioned before, therefore, the front or back part of the template pattern was determined from /a/ and /o/ or /i/ and /e/, respectively. The vocal tract length was fixed to the average length of 17.08 cm as in the direct method. For intuitive understanding, several snapshots of manipulation by the subtraction method are shown later.
Subtraction Method

Interface Window
An interface window for displaying the vocal tract shape was developed for users to check the resulting vocal tract shape through hand motion. Figure 8 shows a snapshot of the window. In the window, the shape of a vocal tract is displayed as connected acoustic tubes having twenty sections. The vertical axis corresponds to the cross-sectional area of each acoustic tube. In most cases, the cross-sectional areas of vocal tracts are reported in the literature [13] [14] [15] . It is convenient for users to adjust the area on the basis of the reported values; therefore, the vertical axis is designed to display the cross-sectional area.
The small dot on each section in the window shows the cross-sectional area of each section for a typical area function in [11] . In this case, a typical area function for vowel /a/ is shown. Because a function for displaying typical area functions is available on demand, users can use these dots as reference points for configuring the vocal tract shape. The hand motion is captured at a sampling frequency of 60 Hz and the resulting vocal tract shape is displayed in real time.
Vowel synthesis is performed at a sampling frequency of 20 kHz on the basis of the cross-sectional areas of the tubes and the vocal tract length. The parameters for controlling the vocal fold vibration are fixed for voiced sounds: subglottal pressure P s ¼ 7 cmH 2 O, glottal rest area A g0 ¼ 0:05 cm 2 and vocal-cord tension Q ¼ 0:7. The current system cannot produce the resulting vowel sounds in real time.
Examples of Manipulation Using Subtraction
Method For understanding of the subtraction method, the role of the finger movements is shown in detail with several snapshots. Figure 9 shows finger movements and their effects on the vocal tract shape. As shown in Fig. 9(a) , the location of constriction along the axis of the vocal tract is controlled by bending the thumb. The degree of constriction is controlled by bending the middle finger as shown in Fig. 9(b) . Figure 9 (c) shows the role of the index finger, which controls the values in the lip area and neighboring sections. The lip area becomes smaller by bending the index finger. Fig. 7 Making a template pattern of the area function for the subtraction method. Fig. 8 Interface window for displaying the vocal tract shape configured with the data glove.
EVALUATION OF THE MANIPULATION METHODS FOR STEADY VOWELS
Comparisons were made between the two methods in terms of the vocal tract area function, resulting formant frequencies and ease of manipulation. Six subjects participated in a comparison experiment.
The experiment consisted of the following steps: (1) Free training for manipulation for 5 min.
(2) Capturing of the gestures for steady vowels /a/, /i/, /u/, /e/ and /o/ three times. (3) Questionnaire regarding the ease of manipulation. During the training in step 2, typical vocal tract shapes for the vowels were indicated by dotted lines for reference as shown in Fig. 8 . Among three trials, we evaluated the results whose cross-sectional areas were closest to the reference in terms of the three sections consisting of a constriction and its neighboring sections. Figure 10 shows a comparison of the area functions obtained from the configured vocal tract shapes for the five vowels. In each graph, area functions produced by the six subjects are shown with the original area function from [11] indicated by a thick gray line. As can be seen, the variation from the original data across the subjects for the subtraction method is smaller than that for the direct method. The constriction of the vocal tract, which is crucially important for vowel production, was successfully produced. Figure 11 shows the RMSE values of the areas around a constriction of the vocal tract. The areas of the constriction and the neighboring sections, a total of three sections, were evaluated because the vocal tract constriction is crucially important for vowel production. Although there is a significant difference (p < 0:05) between the methods for vowel /o/ around section 8 corresponding to its constriction, the errors for the two methods were comparable in most cases. Figure 12 shows a comparison between the first and second formant frequencies for the two methods. These formant frequencies were obtained with the speech synthesis software described in Sect. 2.3. Because the vocal tract length cannot be manipulated in our current control methods, as shown in Sect. 3, the average length over the five vowels in [11] was used in the synthesis. The formant frequencies of the five vowels with the average vocal tract length are also shown as open circles for reference. As shown in the figure, the distribution of the formant frequencies is similar for the direct method and subtraction method. Figure 13 shows the means and standard deviations of the Euclidean distances in the F1-F2 formant space. The distance between a pair of formant frequencies (F1 and F2) and the corresponding original distance was calculated for each trial. As can be seen, there are no significant differences between the two methods for the five vowels. This result shows that the resulting formant frequencies obtained by the two methods are comparable and that the subtraction method can produce reasonable vocal tract shapes with only three fingers. Table 1 shows the evaluation result for the ease of manipulation. The six subjects evaluated the ease of manipulation when they used the data glove for each method. The subjects were asked to judge the ease with a grading scale ranging from 1 to 5, where a higher value corresponds to easier manipulation. This result suggests that the subtraction method has the advantage of ease of configuring the vocal tract shapes in most cases.
As shown in the table, vowel /u/ for the subtraction method has a lower score than that for the direct method. Although the cross-sectional areas of /u/ were not used to make the template in Fig. 7 , reasonable formant frequencies were obtained as shown in Fig. 13 . The responses to the questionnaire suggest that it was not easy for the subjects to bend their thumb to adjust the location of constriction at section 12.
TRAINING FOR SYNTHESIZING CONTINUOUS VOWELS
As shown in the previous section, the manipulation method using three fingers has the advantage that the vocal tracts for steady vowels can be configured easily with reasonable accuracy in terms of formant frequencies. Another interest in manipulating the data glove is the possibility of synthesizing continuous vowel sounds by this method, i.e., how long it takes for users to achieve a successful change in the vocal tract shape for continuous vowels.
In this section, we describe the effect of training in changing the vocal tract shape for the continuous vowels /aiueo/ [16].
Experiment
A training session consisted of the following steps: (1) Calibration of the data glove. Because the training session had three capturing steps, nine trials were captured in total per session. Each subject had four training sessions in total.
Three subjects including two beginners in the use of data gloves participated in the experiment. Figure 14 shows a snapshot of an initial stage of the training session. In this case, the vocal tract shape for vowel /a/ was configured by a subject in front of the interface computer described in Sect. 2.2. During the training in step 2, typical vocal tract shapes for vowels /a/, /i/ and /u/ were indicated by dotted lines for reference as shown in Fig. 8 . During the capture in step 3, these dotted lines were not displayed and the subjects tried to configure the vocal tract shape for /aiueo/ from the initial shape for /a/ within about 6 s. Figure 15 shows examples of the sound spectrograms for beginner Subject 1. WaveSurfer [17] was used to produce these graphs. A trace of the formant frequencies is also shown as colored lines. In the first session, a formant transition from the initial vowel /a/ to /i/ can be seen at the early stage of the spectrogram. However, no formant transition can be seen after that. This means that the subject was not able to make a gesture for vowel sequence /ueo/ within a limited time because they did not know how to manipulate the data glove. In the second session, although formant transitions can be seen in the /a/ to /i/ and /e/ to /o/ sequences, the middle part shows a constant spectrogram. The spectrogram in the third session shows a clear change in the formant frequencies, particularly in the second formant. In addition, shortening of the duration of the sound can be seen in the spectrogram. These results suggest that the change in the vocal tract shape was successfully controlled as intended by the subject. A similar tendency can be seen for the other beginner Subject 2 as shown in Fig. 16 . These results suggest that users can successfully produce continuous vowels by the proposed method within about three sessions. Figure 17 shows the distributions of the first and second formant frequencies of the vowels on a logarithmic chart for the second, third and fourth sessions for Subject 1. A set of the first and second formant frequencies of each vowel was obtained from a steady part of the sound spectrogram. The ellipses with broken lines show the typical distribution ranges of the five Japanese vowels for male and female speakers ranging from seven-year-old children to adults reported in the literature [18] . The formant frequencies for nine trials are shown for each vowel. In the second session, dispersion among the nine trials can be seen, particularly for vowel /u/. However, the convergence of formant frequencies can be observed as the session progresses. Figure 18 shows the standard deviations of the Euclidean distances for the first and second formant frequencies. In the figure, the standard deviations for the five vowels are shown for the second, third and fourth sessions. Considering coarticulation in continuous speech, we evaluated the standard deviations of the Euclidean distances for the nine trials. Therefore, each distance was defined as the distance between each data point and the centroid of the nine data points. For vowel /u/ for Subject 1 and vowels /i/ and /u/ for Subject 3, the standard deviations are more than 100 Hz for the second and/or third sessions. However, the values for the fourth session decrease to approximately 60 and 40 Hz, respectively. Subject 3, not a beginner, shows relatively large deviations in the early sessions. This could be because the subject is not an expert with data gloves. Compared with Subjects 1 and 3, Subject 2 shows relatively small deviations in the early sessions.
Results
According to the results in terms of the spectrograms, distributions and standard deviations of the formant frequencies, it is confirmed that users are able to acquire manipulative skills through three or four training sessions using the proposed method.
CONCLUSIONS AND FUTURE WORK
In this paper, data-glove-driven vocal tract configuration methods were described. Intuitive manipulation of the data glove was applied to configure the vocal tract shape. Two manipulation methods were proposed and evaluated in terms of the vocal tract area function, resulting formant frequencies and ease of manipulation. It was revealed that although the resulting formant frequencies for the two methods were comparable, the method with three fingers enabled users to easily configure the vocal tract shape. An experiment to evaluate the effectiveness of manipulation training with the data glove showed that beginners were able to produce continuous vowels within about three training sessions. Speech synthesis based on a 3D vocal tract model [19] or gesture control using a bio-mechanical model [20] is a sophisticated method. However, it is not easy for users to master it because of the many parameters to be manipulated. Although the proposed method with three fingers is simple, the results in this paper provide us with an effective strategy for manipulating the data glove for vowel synthesis based on the vocal tract shape.
In this paper, we focused on methods for configuring the vocal tract shape using a data glove. The development of additional functions such as pitch control is necessary as a topic of future work.
