Abstract. Convolution quadrature (CQ) methods have enjoyed tremendous interest in recent years as an efficient tool for solving timedomain wave problems in unbounded domains via boundary integral equation techniques. In this paper we consider CQ type formulations for the parallel space-time evaluation of multistep or stiffly accurate Runge-Kutta rules for the wave equation. In particular, we decouple the number of Laplace domain solves from the number of time steps. This allows to overresolve in the Laplace domain by computing more Laplace domain solutions solutions than there are time steps. We use techniques from complex approximation theory to analyse the error of the CQ approximation of the underlying time-stepping rule when overresolving in the Laplace domain and show that the performance is intimately linked to the location of the poles of the solution operator. Several examples using boundary integral equation formulations in the Laplace domain are presented to illustrate the main results.
Introduction.
Let Ω be a bounded domain with boundary Γ. We consider the wave equation in the exterior Ω`:" R 3 zΩ given by (1.1)
Bt 2 pt; xq´c 2 ∆ x upt; xq " 0, x P Ω`, up0; xq " Bu Bt p0; xq " 0, x P Ω`, upt; xq " gpt; xq, x P Γ.
With the rise in massively parallel computing in recent years it has become important not only to achieve parallelism in space for the solution of (1.1), but also to exploit parallelism in time. One way to achieve this is by a Fourier or Laplace transform of the wave equation. This allows us to solve for a range of frequencies in parallel and to reassemble the time-solution by an inverse transform. Closely related to this approach are spacetime parallel convolution quadrature (CQ) type schemes. Consider a sequence of equally spaced discrete-time approximations u d pt 0 ; xq, u d pt 1 ; xq, u d pt 2 ; xq, . . . generated by, e.g., a multistep or Runge-Kutta scheme, such that u d pt n ; xq « upt n ; xq for n " 0, 1, . . . and t n " n∆t. We now apply a Z-transform to this sequence and define the function U d pz; xq :"
It turns out (see Section 2) that for each evaluation of U d pz; xq for a given value z, we need to solve m modified Helmholtz problems with typically complex wavenumber and known boundary data arising from a Z-transform of g. For multistep schemes we have m " 1. For Runge-Kutta schemes m is the number of stages of the scheme. The time-stepping values u d pt n ; xq can then be recovered by a simple Cauchy integral as (1.2) u d pt n ; xq " 1 2πi ż C U pz; xq z n`1 dz.
Convolution quadrature methods were introduced by Lubich in [22, 23, 24] . In recent years they have seen tremendous interest for the solution of exterior time-domain scattering problems via boundary integral equation formulations, see e.g. [7, 11, 2, 8, 12, 21] . The application to Maxwell problems is discussed in [13, 1] . A recent excellent overview of the literature on CQ type methods is also contained in [3] and [17] .
In this paper we take a slightly different approach to CQ methods. We do not consider the overall convergence of convolution quadrature methods to the continuous wave equation, but rather ask the question how well convolution quadrature approximates the time steps u d pt n ; xq generated by the underlying time-stepping scheme.
The crucial approximation here is the evaluation of the Cauchy integral in (1.2) via a trapezoidal rule. Based on classical analyticity results for the solution operator of the Helmholtz equation in the frequency domain we will give precise error bounds for the approximation of (1.2) as the number of evaluation frequencies N f tends to infinity. Moreover, the analysis will show how many frequency evaluations will be at least necessary to obtain an acceptable accuracy. As a byproduct the analysis in this paper will give decay estimates of the time-stepping values u d pt n ; xq similar in flavour to classical energy decay estimates for the continuous solution upt; xq of (1.1).
In order to turn this convolution quadrature approach into a numerical method, a solver for the modified Helmholtz equation in the Laplace domain is needed. Here, we focus on boundary integral formulations, as they are most frequently used in the context of CQ methods, and we analyse how the spectral properties of different formulations (e.g. integral equation of the first or second kind, combined formulations) influence the rate of convergence of the trapezoidal rule for (1.2). Other types of solvers in the Laplace domain are possible such as finite elements with a PML condition [9, 20] , and the type of analysis presented in this paper immediately extends to these formulations.
The paper is structured as follows. In Section 2 we give an overview of parallel convolution quadrature methods with a particular focus on the role of the underlying Z-transform. In Section 3 we discuss the analyticity of the solution operator in dependence of the exterior resonances of a related Helmholtz problem. This is needed for the convergence analysis in Section 4. In Section 5 we turn our attention to boundary integral formulations and discuss the influence of the poles of the solution operators for various integral equation formulations on the convergence results. In Section 6 we present numerical results, including a precise convergence estimate of the CQ approximation of the underlying time-stepping rule in case of a three dimensional trapping domain. We finish with conclusions in Section 7.
2. Convolution quadrature as a Z-transform method. In this section we review the CQ method. The derivation is similar to those given in [7, 2] but focuses explicitly on the representation in terms of a Z-transform and its inversion via Cauchy integrals. To simplify the presentation we rewrite (1.1) as a first order system of the form
where Y pt; xq "
We first write the frequency problems to be solved when applying a multistep scheme, and then we will see how to apply a m-stages Runge-Kutta scheme [5, 6, 4] .
Multistep schemes.
We start by applying a multistep rule to the first order system (2.1). The general form of the discrete scheme is then
Here, Y d pt n ; xq is the sequence of discrete approximations to Y pt n ; xq generated by the multistep rule, and the γ n´j are the coefficients of the multistep rule. For example, in the case of implicit Euler we have γ 0 " 1, γ 1 "´1, and γ j " 0, j ą 1. For convenience we will always assume that γ is an infinite sequence, where all but a finite number of elements (corresponding to the multistep rule) are zero.
We want to apply the Z-transform to (2.2) . We use the following definition for the Z-transform ZtXu of a general sequence tX n u with n ě 0:
Hence, the elements of the sequence become the Taylor coefficients of the function ZtXupzq. The inverse transform is given by a Cauchy integral as
where C is a contour around 0 inside the domain of analyticity of ZtXupzq. Typically, we use a circle of radius 0 ă λ ď 1. The following well knwon result holds for the existence of the Z-transform.
PROPOSITION 2.1. Let tX n u be a sequence with |X n | ď Ce´α n , C ą 0, α P R. Then the Z-transform of tX n u exists and ZtXupzq is analytic inside every closed disk around 0 with radius λ ă e α .
Proof. Let |z| " λ. Then
Hence, if the sequence tX n u decays exponentially, then ZtXupzq is analytic within a disk of radius λ ą 1. On the other hand, if the sequence is only bounded or grows exponentially, we require λ ă 1.
The Z-transform of (2.2) is given by
Define γpzq " ř 8 n"0 γ n z n and Y d pz; xq " ř 8 n"0 Y d pt n ; xqz n . Then, the left-hand side of (2.5) is a convolution of the Taylor coefficients of γpzq and Y d pz; xq. (2.5) is therefore equivalent to
Translating into a second order form, we obtain the modified Helmholtz problem
where U d pz; xq " ř 8 n"0 u d pt n ; xqz n and Gpz; xq " ř 8 n"0 gpt n ; xqz n . We still need to define suitable boundary conditions towards infinity. Consider a sphere S of radius r 0 ą 0 surrounding the domain Ω. Then in the exterior of S the solution of (1.1) is outgoing, and the appropriate boundary conditions for (2.6) are outgoing boundary conditions. For a general Helmholtz problem of the form (2.7) ∆vpxq`k 2 vpxq " 0, x P Ωẁ ith possibly complex wavenumber k, outgoing boundary conditions can be defined by requiring that v can be expanded into a series of the form
for r " |x| ą r 0 . Here,x " x{|x|, h p1q n is a spherical Hankel function of the first kind, the Y m n are spherical harmonics, and the a n,m are expansion coefficients of the solution v [20] . In the case of a real wavenumber k (2.8) is equivalent to the Sommerfeld radiation condition lim |x|Ñ8 |x|`B Bx´i k˘vpxq " 0, and generalises the Sommerfeld radiation condition to arbitrary complex wavenumbers.
Hence, suitable conditions towards infinity of (2.6) are given by (2.8) with wavenumber k :" k z , where
For each given z we can now evaluate U d pz; xq by solving the boundary value problem (2.6) together with outgoing boundary conditions specified above. Once we have computed U d pz; xq, the time-stepping values u d pt n ; xq are obtained by applying the inverse Z-transform (2.4) as
where we integrate over a circle around the origin with radius λ. In order to turn this into a numerical method we need to approximate this contour integral. The natural choice is the trapezoidal rule, since it converges exponentially in the number N f of integration points for periodic analytic functions. Let z k " λe
The trapezoidal rule applied to the above contour integral gives
Using the fact that U d pz; xq " U d pz; xq, we do not need to solve problem (2.6) for N f different frequencies but only for half the frequencies (see [7, Section 4.1] ). Furthermore, the Z-transform of the boundary data and the inverse Z-transform of the solution U d can be efficiently evaluated via FFT.
We can summarize the multistep convolution quadrature method in three steps:
1. Compute ω j " γpz j q{pc∆tq for equally distributed points z j located on the circle with radius λ used as contour for the inverse Z-transform to get the wavenumbers for the modified Helmholtz problem. 2. For each wavenumber ω j , approximate the solution of problem (2.6) using a boundary integral equation formulation or other method. 3. Perform the inverse Z-transform using (2.11) to evaluate the time-domain solution.
2.2. Runge-Kutta schemes. In order to apply a m-stages Runge-Kutta method to the first order system (2.1), we introduce the internal stages pV i q i"1...m . A Runge-Kutta method is defined by the matrix A " pa i,j q 1ďi,jďm and the two vectors b " pb i q 1ďjďm and c " pc j q 1ďjďm (see Appendix A). The general form of the discrete scheme applied to (2.1) is then [5] 
where L "
 . The third vector, pc j q j"1...m , that characterises the Runge-Kutta scheme does not appear at this stage; it will appear later for the evaluation of the right-hand side, see (2.21) .
By applying the Z-transform to (2.12), one has
(2.13)
We have to point out that by using a stiffly accurate Runge-Kutta scheme (that means a m,j " b j , j P t1, . . . , mu), from (2.12) we obtain the equality
From the second expression of (2.13), we get
which can be used in the first expression of (2.13),
Taking into account the fact that V j can be decomposed as V j pz; xq " rR j pz; xq, S j pz; xqs t and L "
we obtain a system of equations of the second order: We have to diagonalize ∆pzq in order to decouple the system of equations and be able to apply a boundary element method. We assume for the radius λ of the integration contour that λ ă 1. In this case ∆pzq always exists [2] . However, ∆pzq may not be diagonalizable for certain values of z within the unit disk. For example, in the case of Radau IIa this occurs for z " 3 ? 3´5 (see [2, Prop. 3.4] or Appendix A). In Section 3.2 we discuss this case in more detail.
Let Ppzq be the matrix of eigenvectors of ∆pzq and Dpzq the diagonal matrix containing the associated eigenvalues such that ∆pzq " PpzqDpzqP´1pzq, and Dpzq " diag pγ 1 pzq, . . . , γ m pzqq . Then we get the independent equationŝ γ j pzq c∆t˙2 W j pz; xq " ∆ x W j pz; xq (2.20)
We still need to define the boundary conditions for the frequency problems. Since V i pt n ; xq in (2.12) is an internal stage, we have the boundary condition (see [27, 
where c j is the jth coefficient of the vector c that defines the Runge-Kutta scheme and F pt; xq " " gpt; xq 0  with g the Dirichlet data of the acoustic problem.
Taking into account (2.21) and applying the Z-transform, one has the following boundary condition for R j :
Finally, the boundary condition for equation (2.20) writes as
The frequency problems to solve are:
with radiation conditions for W j at infinity (see (2.8) and [20] ). If we use a stiffly accurate Runga-Kutta scheme (2.14), we now obtain
and formulas (2.10) and (2.11) provide respectively the solution of our problem and its approximation by trapezoidal rule.
3. Scattering poles and analyticity of the Laplace domain problem. Crucial for the analysis of the CQ method presented in Section 2 is the analyticity of U d pz; xq with respect to z P C. Consider the Helmholtz equation (2.7) with outgoing boundary data (2.8) and given Dirichlet boundary conditions v " g on Γ.
Then one can define the solution operator Bpkq, which maps the boundary data g into a solution v of the associated Helmholtz problem with Dirichlet boundary data. The following result holds for the analyticity of B (see e.g. [29, Section 9.7, Corollary 7.5]). At the poles p j the solution operator B loses injectivity, and there exist exponentially growing outgoing waves that satisfy zero Dirichlet boundary conditions on Γ. These poles are also called scattering poles associated with the Helmholtz problem.
3.1. Analyticity of multistep schemes. Now consider the solution operator B U pzq associated with the modified Helmholtz problem (2.6) that maps boundary data Gpz; xq into the solution U d pz; xq. It follows that U d pz; xq " Bpk z qGpz; xq " B U pzqGpz; xq with k z as defined in (2.9). Hence, B U pzq " Bpk z q, and from the analyticity of B with respect to k z it follows that B U pzq is analytic with respect to z, since k z is a polynomial in z. We therefore obtain the following result. It follows that B U is an analytic function of z in the interior of the disk with radius λ B defined by
Analyticity of the solution operator B U alone does not guarantee analyticity of U d pz; xq. Since U d pz; xq " B U pzqGpz; xq the radius of analyticity of the boundary data G is crucial. Remember that Gpz; xq " ř 8 n"0 gpt n qz n . Hence, the radius of analyticity G depends on the rate of decay of the time data gpt n ; xq.
Consider boundary data given in the form gpt n ; xq " e´β t sin 5 p2tqf pxq for some sufficiently smooth function f on Γ and β ą 0 (see e.g. [2, Section 6.1]). Then the radius λ G of analyticity of Gpz; xq is determined by the requirement that
and therefore λ G ă e β∆t . Hence, as ∆t Ñ 0 the radius of analyticity becomes effectively λ G " 1.
Another example is an incident wave u i defined by a Gaussian beam of the form
, and gpt; xq :"´u i pt; xq. The values gpt n ; xq now decay super-exponentially as n Ñ 8. It follows that the associated function Gpz; xq is an entire function with λ G " 8.
We note that the above Gaussian beam does not satisfy the initial condition of (1.1) for t " 0, introducing a weak singularity in the solution. In practice this is not relevant if the beam starts sufficiently far away from the obstacle, and therefore the size of the boundary data at the obstacle at t " 0 is effectively zero in machine precision. A rigorous way to obtain smooth boundary data satisfying the initial conditions is to define the modified datã gpt; xq :"ˆ1´e´t 2 2σ 2 w˙g pt; xq with a suitably chosen σ w . Then, if the beam is starting sufficiently far away from the obstacle we havegpt; xq « gpt; xq with an exponentially small error, once the beam arrives at the obstacle. However,gp0; xq " Bg Bt p0; xq " 0, satisfying the initial conditions. Furthermore, λG " 8 still holds.
Combining the analyticity results for B U pzq and Gpz; xq, we obtain the following statement for the analyticity of U d pz; xq with respect to z. THEOREM 3.3. Let λ U :" mintλ B , λ G u. Then the function U d pz; xq is analytic with respect to z for all |z| ă λ U .
Proof. We have U d " B U pz; xqGpz; xq. Hence, U d is analytic with respect to z if both B U pzq and Gpz; xq are analytic with respect to z.
3.2.
A remark on analyticity for Runge-Kutta schemes. To compute the radius of analyticity of U d in the Runge-Kutta case we could exploit the diagonalisation (2.19) of ∆pzq and using formula (2.25) write the solution as However, this diagonalisation may break down at values of z for which ∆pzq has a multiple eigenvalue, such as at z " 3 ? 3´5 for Radau IIa. Hence, in the particular case of Radau IIa this would only give analyticity within the disk of radius 3 ? 3´5.
In the case of Runge-Kutta methods, instead of a scalar solution operator for a scalar PDE we need to consider the solution operator B R pzq for the vector modified Helmholtz equation
for |z| ă 1 with outgoing boundary condition
for sufficiently large r " |x|. Here, a n, is a vector of m coefficients. The matrix function h p1q n´∆ pzq z∆t r¯is well defined, since ∆pzq has no eigenvalue at 0.
If in a certain domain D Ă C the matrix valued function ∆pzq is diagonalisable as ∆pzq " PpzqDpzqPpzq´1 with Ppzq, Dpzq and P´1pzq analytic with respect to z P D by diagonalisation the solution operator B R is analytic if and only if the associated scalar solution operator B U is analytic. However, the question about what happens in a neighbourhood of points z for which ∆pzq is not analytically diagonalisable remains open. In Section 6.4 we show numerical results that indicate that for Radau IIa the singularity of ∆pzq at z " 3 ? 3´5 does not influence the rate of convergence, and that as in the scalar case the rate of convergence is dominated by the singularities of the scalar solution operator. The results in this section only require the analyticity radius λ U of the Laplace domain solution. While in principle the results could therefore also be applied to Runge-Kutta methods, precise estimates of the analyticity radius are only available for the multistep case.
Using the analyticity of the frequency solution, we can get the following exact error representation. 
REMARK 4.2. This error representation is well known in the context of trapezoidal rule approximations of analytic functions. However, it highlights immediately that a CQ approximation is accurate either if λ is sufficiently small or if the wave at time step u d pt n ; xq and all subsequent time steps have already left the area of observation, that is the values of x we are interested in.
Proof. We choose 0 ă λ ă λ U . Then U d is analytic in the disc of radius λ, and it can be expanded as a Taylor series
Then, inserting (4.2) into (2.11), it follows that
since by aliasing
In order to determine the asymptotic rate of convergence of this CQ method, we have to bound the errořˇˇu N f d pt n ; xq´u d pt n ; xqˇˇ. We first need to obtain a bound on the time-domain values u d pt n ; xq. We have the following Lemma. Proof. Since U d pz; xq is analytic with respect to z inside every closed disk of radiusλ ă λ U , the value of the integrand in (4.3) is independent ofλ, and we can estimate
The second statement follows by choosingλ arbitrarily close to λ U . be the local energy in SzΩ and }up0;¨q} E the total energy of the initial data in S.
In [26] it is shown that }upt;¨q} E,R ď Ce´β t }upt;¨q} E for C, β ą 0.
The estimate in Lemma 4.3 is an asymptotic estimate as n Ñ 8 and does not depend on whether Ω is trapping or not. It only depends on the location of the resonances and the behaviour of the Dirichlet boundary data. Note also that if λ U ă 1 then Lemma 4.3 becomes a growth estimate. This is for example the case if g is exponentially growing in time. We also note that the transient behaviour of u d pt n ; xq may look rather different, for example in Combining Lemma 4.3 and Theorem 4.1, we can bound the errorˇˇu N f d pt n ; xq´u d pt n ; xqˇˇas n Ñ 8.
Proof. Let 0 ă λ ăλ ă λ U . Inserting (4.5) into (4.1), we obtaiňˇˇu
for any ą 0 as N f Ñ 8 since we can chooseλ arbitrarily close to λ U . REMARK 4.6. The analysis shows that we can increase the rate of convergence by choosing λ small. However, while the rate of convergence indeed increases, choosing λ too small creates numerical instabilities that limit the achievable accuracy, as indicated in [2, Subsection 4.2] and also demonstrated in Figure 6 .1(b). Figure 4 .1 for the case of backward Euler, where γpzq " 1´z. The rate of convergence depends on the relative distance of the closest pole to C λ the red circle with radius λ.
Theorem 4.5 is depicted again in
5. Boundary integral formulations of the frequency domain problem. The frequency domain problem (2.6) is posed in an unbounded domain. In order to solve it numerically, we need to formulate a problem on a bounded domain, either by using boundary integral formulations or by discretising a finite domain together with an absorbing boundary condition such as Perfectly Matched Layers (PML) [18] or Hardy space infinite elements [19] . Both introduce additional poles in the solution operator. A PML layer will lead to an additional continuous spectrum from zero to infinity [20] . Boundary integral formulations have resonances, which are related to the corresponding interior problems. Hence, the convergence results depicted in Section 4 depend not only on the scattering poles, but also on the poles introduced by the formulation of the frequency domain problem on a finite domain.
This section gives an overview of possible integral equation formulations for the frequency domain problem and discusses how these formulations introduce additional poles into the solution operator. The frequency domain problem is a modified Helmholtz problem of the form
with ω P C and outgoing boundary conditions towards infinity as described in Section 2. The Green's function associated with the modified Helmholtz problem is g ω px, yq :"
We define the single and double layer potential operators for the modified Helmholtz equation as
Both operators satisfy the modified Helmholtz equation in the exterior of the domain. We also need the single layer boundary operator S ω and the double layer boundary operator K ω defined by
Let γ 0 be the exterior trace operator. Then S ω " γ 0 S ω and
where I is the identity operator. Details of mapping properties for these operators can be found in [16] .
In this paper we only consider indirect boundary integral formulations. The results for direct boundary integral formulations are very similar.
Indirect first kind integral formulation. An integral formulation of the first kind to solve the modified Helmholtz equation (5.1) for a given parameter ω P C is given by (5.2)
rS ω φs pxq " Gpxq, x P Γ,
The solution in the exterior Ω`is then obtained as U " S ω˝S´1 ω G. This representation holds for all ω such that iω ‰ k j and iω ‰ p j , where the p j are the scattering poles as defined in Theorem 3.1, and the k j are the eigenfrequencies of the interior Dirichlet eigenvalue problem, satisfying
for some nonzero v P H 1 pΩq (see [15] ). The situation is depicted in Figure 5 .1(a) for the case of backward Euler and a unit sphere as domain. The red dots show the Dirichlet eigenvalues closest to the contour given by the time-stepping rule.
Indirect second kind integral formulation.
Using an indirect second kind formulation, we obtain the integral equation
which gives the representation of the exterior solution in Ω`as U " K ω`1 2 I`K ω˘´1 G.
Similar to the case of the indirect first kind formulation, this representation is valid for all ω such that iω ‰ p j and iω ‰ µ j , where the µ j are the eigenfrequencies of the interior Neumann eigenvalue problem, satisfying
for some v P H 1 pΩq. We recall that n is the outgoing normal to Ω. However, since 0 is always an eigenvalue of the interior Neumann eigenvalue problem, the value ω " 0 is always a pole for the representation as indirect second kind integral equation. Suppose that we use backward Euler as time-stepping rule. Then γpzq " 1´z, and if the Z-transform of the boundary data has a sufficiently large radius of analyticity, it follows that λ U " 1. Applying Theorem 4.5, we obtain the simple convergence estimate
or any ą 0 and λ ă 1. Figure 5.1(b) shows the location of the poles with respect to the contour given by the backward Euler rule for the case of the indirect second kind formulation. The pole at zero is always closest to the contour and dominates the convergence behaviour. 
Indirect combined integral formulation.
The indirect formulation of the second kind always has a pole at zero while the indirect formulation of the first kind has a pole related to the first eigenvalue of the interior Dirichlet problem. It is therefore sensible to consider a combined formulation to try to push away the smallest magnitude pole introduced by the boundary integral formulation. A combined formulation to solve (5.1) takes the form (5.5)
The representation of the solution in Ω`is therefore given by In addition to singularities at the scattering poles, the combined formulation has resonances at the eigenfrequencies ν of the modified interior impedance eigenvalue problem
for some v P H 1 pΩq. For real η it can be readily seen that all eigenfrequencies ν lie on the imaginary axis. Moreover, as η Ñ 0 the smallest eigenfrequency ν approaches 0 since η " 0 corresponds to the Neumann case. For η Ñ 8 the smallest eigenfrequency ν approaches the smallest eigenfrequency of the Dirichlet case. If Imtηu ą 0, then by Theorem 5.1 and the fact that if ν is an eigenfrequency, then also´ν is an eigenfrequency, it follows that the interior impedance eigenvalues can only be located in the lower right quadrant and in the upper left quadrant of the complex plane. Hence, singularities can occur close to or in the interior of the contour defined by the values γpzq c∆t , |z| " λ. This is demonstrated in Figure 5 .2(a) for η " i. We now have a pole inside the contour given by the backward Euler rule, and we have to modify the contour (e.g. by choosing λ ă 1) to remedy the situation.
To avoid this problem, one strategy is to choose η " ω in (5.5). The mapping properties of the resulting combined field operator were analysed in [25] . There it is shown that the combined potential operator has a bounded L 2 inverse for all wavenumbers satisfying Retωu ą 0. The corresponding situation is depicted in Figure 5.2(b) . The location of poles in this combined formulation is not symmetric any more. However, as in the case of the second kind integral formulation, we still have a pole at zero. Hence, for the asymptotic rate of convergence of the CQ approximation for the backward Euler rule there is no difference between the second kind formulation and the combined formulation with η " ω. 
Numerical results.
In this section we demonstrate the numerical behaviour of the CQ method as the number of frequencies N f is increased for fixed time N t . The model problem is the acoustic wave equation
Bt 2 pt; xq´c 2 ∆ x upt; xq " 0, x P Ω`, up0; xq " Bu Bt p0; xq " 0, x P Ω`, upt; xq " gpt; xq, x P Γ, Here, we use the parameters t p " 10´3, σ " t . The final time is T f " 20¨10´3 and the number of time steps is N t " 40. We recall that gpt n ; xq decreases exponentially as n Ñ 8. Hence, for the radius of analyticity λ G of the Z-transform of the boundary data we obtain λ G " 8 and according to Theorem 3.3, λ U " λ B with λ B defined by (3.1). In the first part of this section Ω will be the unit sphere in R 3 . Later, we will present results for a more challenging trapping domain.
We evaluate the time-domain solution in the observation domain
The maximum pointwise error in Ω obs is measured as
Reference solutions are computed by using a very high number of frequencies N f in the Laplace domain. All numerical results in this section were computed using the boundary element package BEM++ (www.bempp. org) [28] .
6.1. Validation of the theoretical rate of convergence. We first compare the predicted rate of convergence in Theorem (4.5) with the observed convergence in the case of the indirect second kind integral formulation (5.3) and backward Euler time-stepping rule. The location of the poles for this formulation was depicted in Figure  5.1(b) . The pole at zero dominates the convergence. Comparisons of the theoretical estimated rate of convergence and the measured decay of AbsDiffpN f q for various λ are shown in Figure 6.1(a) . There is a very close match between the theoretical estimate and the achieved rate of convergence. It is interesting to consider the point N f " N t , where we have the same number of frequency domain solves as there are time-steps. This corresponds to previously proposed CQ methods. As expected, the error becomes smaller at this point as λ decreases. However, for very small λ the convergence soon starts to level off due to numerical instabilities with small λ. This is further shown in Figure 6 .1(b), where the maximum achievable accuracy in dependence of λ is demonstrated for the second kind formulation.
We now demonstrate how the rate of convergence changes for different coupling coefficients in the combined integral formulation (5.5). We fix λ " 0.95. Figure 6 .2(a) shows the convergence for constant real η " 1. In this case we have λ U « 1.0346 and therefore a convergence rate of´λ λ U¯N f « 0.9182 N f , whereas for the standard second kind formulation we would only expect a rate of convergence of 0.95 N f . The combined formulation with η " ω converges with a rate of 0.95 N f , the same rate as the second kind formulation, as shown in Figure 6 .2(b). However, comparing Figure 6 .2(b) and 6.1(a) it becomes obvious that the combined formulation with η " ω is significantly more accurate than the second kind formulation for the same number of frequencies. Indeed, at the point N f " N t we have an error of 3.106¨10´1 for the second kind formulation and an error of 8.572¨10´3 for the combined formulation. Hence, in practice the combined formulation may be preferable.
When η " i and λ " 0.95, there is a pole inside the contour and so Theorem 4.5 is no longer usable, but the solution still seems to converge when N f Ñ 8, as demonstrated in Figure 6 .3. However, the rate of convergence does not seem to be exponential.
Comparison of the rate of convergence for backward Euler and BDF-2.
It is interesting to compare backward Euler with BDF-2 as N f Ñ 8. Figure 6 .4(a) depicts the contour for backward Euler and BDF-2. We observe that the pole is closer to the BDF-2 contour than to the backward Euler contour. Hence, the rate of convergence of the convolution quadrature approximations to the exact time-stepping values will be slower for BDF-2 than for backward Euler, unless the pole is at zero, in which case both rates of convergence are identical. Figure 6 .4(b) confirms this by presenting the measured and the theoretical rate of convergence for these two schemes using a combined integral formulation with η " 20 and λ " 0.9. In the case of backward Euler we have λ U « 1.1318 and for BDF-2 λ U « 1.0118. We note, however, that BDF-2 is still a significantly more accurate scheme for the solution of the underlying wave equation, as it is second order in time, while backward Euler is only first order accurate.
6.3. Trapping domain. Until now, we were studying the solution of problem (6.1) when Ω is the unit sphere. We now consider the elliptic cavity shown in Figure 6 .3. It is a three dimensional version of the elliptic cavity studied in [10] . For the two dimensional case it was shown in that paper that there exists a sequence of wavenumbers along the real axis for which the norm of the combined potential operator for the Helmholtz equation grows exponentially.
For the three dimensional elliptic cavity it is not possible to evaluate explicitly the poles of the solution operator. Denote by Apωq the matrix obtained from a Galerkin discretisation of the combined potential operator
on the boundary Γ of the trapping domain. Let M be the associated mass matrix and 
M " CC
H its Cholesky decomposition. Then a simple way to have an idea of the location of the poles is to plot
If z is a pole, then ppωq Ñ 8 when ω Ñ z. We used η " 1 in order to have poles on the imaginary axis. Figure  6 .6(a) shows ppωq for ω P r0, 4is and allows to find the closest pole z 1 « 1.7718i, giving an estimated rate of convergence of 0.90896 N f for backward Euler. The observed rate of convergence in 6.6(b) matches very closely this predicted rate. Figure 6 .7 provides snapshots of the corresponding time-domain solution at four different time steps.
6.4. Convergence of Runge-Kutta methods. We solve problem (6.1) with incident wave (6.2), but this time using the Radau IIa Runge-Kutta method. We use a combined integral formulation with η " ω. Hence, for the scalar problem zero is the closest pole. The interesting question is how the vector Helmholtz problem (3.3) underlying the Radau IIa formulation influences the rate of convergence, and in particular whether the singularity of the eigenvalue decomposition of ∆pzq at z " 3 ? 3´5 is reflected in the observed convergence rate. Figures  6.8(a) and 6.8(b) show the absolute difference between the numerical solutions obtained for different numbers of frequencies and a reference result computed with a large number of frequencies, respectively for λ " 0.90 and λ " 0.95. It is interesting to observe that the convergence consists of two phases: an initial phase with a significantly faster rate of convergence and then an asymptotic (at least to machine precision) behaviour that shows the same rate of convergence as we would expect for the corresponding scalar solution operator. Hence, the singularity of the eigenvalue decomposition of ∆pzq at z " 3 ? 3´5 does not seem to influence the convergence behavior. At a much smaller scale, the initial superconvergence behavior can also be observed for the multistep case in Figure 6 .3. Our current asymptotic analysis does not explain these transient phenomena. to get the exact radiating solution u e pr, tq " bHˆt`1´r c˙ˆaˆt`1´r c˙˙m e´p p t`1´r c q r , (6.5) where H denotes the Heaviside function. We use the 2-stages Runge-Kutta Radau IIa scheme to discretize in time and 4 different integral formulations:
‚ an indirect first kind integral formulation, see (5.2), denoted SL, ‚ a second kind integral formulation, see (5.3), denoted DL, ‚ an indirect combined integral formulation, see (5.5), with η " 1, ‚ an indirect combined integral formulation, see (5.5), with η " ω, the wavenumber.
The numerical comparison is performed using the boundary condition (6.4) with a " 25, b " 300, m " 10 and p " 150 and evaluating the solution at points located on a circle of radius 1.1. The final time is T f " 0.30. We use N t " 80 time steps and λ " 0.95. To demonstrate the influence of the number of frequency solves on the number of time steps we performed the computation with N f " 100 and N f " 400 frequency solves.
In Figure 6 .9 we compare the error of the numerically computed solution to the exact solution for growing time t. It is remarkable that the two formulations with a pole at the origin (DL and η " w) deteriorate quickly while FIGURE 6.6. Trapping domain: Location of the nearest pole and absolute difference using an indirect combined formulation with η " 1 and backward Euler. The closest pole is located at 1.7718i and therefore λ U « 1.045, giving a predicted rate of convergence of
the two solutions with poles away from 0 have a small relative error throughout the observed time interval. This behavior is independent on wheter we choose N f " 100 or N f " 400. The bottom plot shows as comparison the absolute error for N f " 400. It shows that as the analytical solution converges to zero the DL and η " ω case remain bounded away from zero. Figure 6 .9 also nicely demonstrates the influence of the error of the underlying time-stepping scheme. For N f " 100 the error of the η " 1 formulation is larger than that of the SL formulation. However, for N f " 400 both errors are identical and indeed there is no difference in error for the SL formulation between N f " 100 and N f " 400. This means that already for N f " 100 frequencies the best possible error is achieved for the SL formulation, given the underlying time-stepping scheme. In contrast, for the η " 1 scheme the convolution quadrature approximation introduces errors that are larger than the underlying time-stepping rule for N f " 100, while again for N f " 400 the error of the time-stepping scheme seems to dominate.
7. Conclusion. Convolution quadrature methods have become a popular tool to solve wave propagation problems in unbounded domains. In this paper we have shown how the convergence of convolution quadrature methods depends on the location of the poles of the underlying solution operator. It therefore makes a significant difference whether we use a first kind, second kind or combined integral equation formulation. The numerical convergence results together with the comparison to the analytical solution in Figure 6 .9 demonstrate the importance of the location of the poles of the solution operator. Indeed, the results in this paper are only a first step to fully understand the influence of the poles of the frequency problems on the numerical approximation of the time-domain solution.
An interesting aspect of these results is that although for a purely theoretical analysis only the scattering poles of the solution operators are relevant, in practice we need to reduce the exterior domain onto a problem on a finite domain, either by using a boundary integral formulation, or by introducing a PML layer. Both lead to additional poles that usually dominate the rate of convergence, as we have discussed in the case of a boundary integral equation formulation.
An import practical conclusion from the results in this paper is that it may be useful to overresolve in the frequency domain by computing more frequency solutions than there are time steps. This is important if the overall error is dominated not by the underlying time-stepping rule, but by the convolution quadrature approximation as depicted in the comparison of the error results for N f " 100 and N f " 400 in Figure 6 .9.
Extensions of this current work to Maxwell problems are currently under investigation. Finally, all results in this paper have been computed using the freely available boundary element library BEM++ (www.bempp. We can diagonalize ∆pzq explicitly when z ‰ 3 ? 3´5:
∆pzq " PpzqDpzqP´1pzq with Dpzq " diag pγ 1 pzq, γ 2 pzqq and γ 1 pzq " 2`z´a´2`10z`z 2 γ 2 pzq " 2`z`a´2`10z`z 2 (A. 4) In case of higher order Radau IIa schemes it is not possible to obtain an explicit diagonalization for each z and the eigenvalues, and eigenvectors need to be approximated numerically. Figure: The same as before but with N f " 400 frequencies. Bottom plot: Absolute error for N f " 400 frequencies.
