Abstract-Based on discrete martingale theory, the LaSalle-type theorem for general discrete-time stochastic systems is obtained and the almost sure stability is in turn discussed. As applications, infinite horizon nonlinear optimal regulator is investigated, and a dynamical programming equation called the Hamilton-Jacobi-Bellman equation is also derived for discrete-time nonlinear stochastic optimal control.
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Weihai Zhang, Senior Member, IEEE, Xiangyun Lin, and Bor-Sen Chen, Life Fellow, IEEE of deterministic discrete-time systems, we refer the reader to the references Hurt [10] and LaSalle [11] . For the discretetime stochastic or uncertain systems, Taniguchi [12] obtained some stochastic stability theorems, which are based on a comparison theorem for the difference inequalities. Costa and Fragoso [13] discussed the Lyapunov stability for systems with Markovian jumping parameters. Oliveira et al. [14] presented a stability condition for uncertain discrete-time systems with convex polytopic uncertainty, which is based on a parameterdependent Lyapunov function. In recent years, Kelly et al. [15] derived a condition guaranteeing almost sure instability of the equilibrium of a kind of stochastic difference equations, which is based on the convergence of nonnegative martingale sequences. However, as far as we know, the stochastic version of LaSalle's theorem for the discrete-time stochastic systems with multiplicative noise has not appeared up to now, which motivates us to study the topics. In this paper, we firstly establish the LaSalle-type stability theorem for the following discrete-time stochastic system:
where
n is a measurable function, {β k } k∈N is an independent R d -valued random variable sequence defined on a given complete probability space (Ω, F , P). In order to obtain our main results, we introduce a new definition for Lyapunov function {V k (x)}, which satisfies an easily testing inequality involving the expectation of {β k } but not depending on the solution {x k } of (1) [see Theorem 3.1 and (5)]. It turns out that {V k (x k ), F k } is a nonnegative super-martingale. By the martingale convergence theorem, we prove the stochastic version of LaSalle's theorem. In addition, in our study, we find that the optimal control problem for the general stochastic discrete-time systems in infinite horizon must turns to the LaSalle-type theorem to prove the asymptotic stability.
As applications of our given LaSalle-type theorem, the nonlinear optimal regulator problem is studied: Under the constraint of
to minimize the cost functional given by
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where F k : R n × U × R d → R n are measurable functions, u = {u k } is the control with u k taking values in U ⊂ R n u , x u = {x u k } is the corresponding solution and x 0 ∈ R n is the initial value, U is the set of admissible controls.
Up to now, there are few results on infinite horizon general nonlinear stochastic optimal control (2), (3) . For the following discrete-time stochastic system:
Elvira-ceja and Sanchez [16] presented some results for the inverse optimal stabilizing control, and an integrated optimal control algorithm for finite horizon optimal control was given by Kek et al. [17] . Hernandez-Gonzalez and Basin [18] gave a method to obtain the solution to the optimal control problem for stochastic polynomial systems over linear observations and a quadratic criterion. Our objective is to find a controlū = {ū k , k ∈ N} which guarantees the system (2) to be almost surely asymptotically stable, and minimizes J(u, x 0 ) simultaneously, i.e.,
For convenience, we adopt the following notations: R : the set of all real numbers; R n : the set of all real n-dimensional vectors; N : all positive integers including 0; 1 {|x|≤N } : the indicative function of the set {x ∈ R n : |x| < N} (N is a given positive integer number) defined as 1 {|x|≤N } = 1 when |x| ≤ N , and
transpose of a matrix A or vector x; n u : the dimension of vector u; S n : the set of all real symmetric matrices; S n + : the set of all positive definite symmetric matrices; δ ij : the Kronecker delta, i.e., δ ij = 1 when i = j, while δ ij = 0 when i = j;σ(P ) = max 1≤i≤n {λ i }, σ(P ) = min 1≤i≤n {λ i }, where {λ i , 1 ≤ i ≤ n} is the eigenvalues of P ∈ S n ; u
II. PRELIMINARIES
Let (Ω, F , P) be a complete probability space and {β k } k∈N are independent and R d -valued random variables. Denote F k the σ-field generated by β 0 , β 1 , . . . , β k−1 , i.e.,
and F 0 = {∅, Ω} ( ∅ is the empty set, Ω is the sample space). Obviously,
. In the following discussion, without loss of generality, we suppose
From the definition of system (1), it is easy to see that the solution x k is F k −adapted. Now, we first review some results on conditional expectation and martingale theory. The following lemma is the special case of [19, Th. 6.4] .
Lemma 2.1: If R d −valued random variable η is independent with the σ-field G ⊂ F , and R n -valued random variable ξ is Gmeasurable, then, for every bounded function f :
The following lemma is the convergence theorem for discrete martingales (see [20, 
III. LASALLE-TYPE THEOREM
In this section we consider the stochastic version of LaSalle's theorem for the discrete-time system (1) . To this end, we first introduce the following definition. 
Remark 3.1: For system (1), we denote the left hand side of (5) as
Then (5) can be written as
Similarly, for the system (2) with control u, we denote
For the state-feedback controlū = {ū k (x)} ∈ U, if there exists
we call the function sequence {V k } k∈N to be the Lyapunov functions for the system (2) with controlū, which will be used in Section IV.
In the following discussion, we suppose all the functions are measurable, and random variables such as
It is easy to see that {x k , k ∈ N}, the solutions of system (1), are {F k , k ∈ N}-adapted, i.e., x k is F k -measurable for every k ∈ N. We first give the following lemma for the convergence property of super-martingale. 
Proof: By Doob's decomposition theorem-Lemma 2.3, we know that Y k can be written as
where M k is a martingale sequence and A k is an increasing predictable sequence with A 0 = 0. So
Since
let k → ∞ on both sides of (7), we can obtain (6).
The following lemma shows the convergences of
Since x k is F k -measurable and β k is independent with F k , by Lemma 2.1, we have
By (5), we have
We obtain
Taking expectation on both sides of (8), we obtain
With W (x) ≥ 0 and accordingly EW (x) ≥ 0 in mind, we have
By iteration, we have
Denote
By (10), we can obtain
i.e., {α k } k∈N is a positive and decreasing sequence, lim k→∞ α k exists. Note that
By iterating the inequality (9), it follows that
From the above discussion, we see that
and the proof is hence completed.
Remark 3.2:
From the proof of Lemma 3.2, using the similar techniques, we can see that for every fixed integer i
The following theorem is called the LaSalle-type theorem for the discrete-time stochastic system (1).
{x k } k∈N is the solution of (1), then
exists and is finite almost surely
Proof: Set
then from (8) we have
From the above inequality, it is easy to show that Y k is a nonnegative super-martingale. By Lemma 3.2, we know that
is also convergent and the limit is finite almost surely.
As far as W (x k ) → 0 almost surely, it can be shown by the following inequality:
and Lemma 3.1. This ends the proof.
and assume
In this case, x ∞ is the limit point of {x k } k∈N and
Furthermore, if we consider another case
and associated with this, there exists an increasing subsequence {k i } ⊂ N such that
then (19) should be replaced uniformly by
In other words, the set G (or G ∞ ) gives the possible values that the limit points of x k maybe take. So, in order to describe the limit point x ∞ more clearly, we hope the set G as small as possible, which depends on the selections of functions V k and W . In particular, if G only includes one point, this unique point is just the limit of x k . Proposition 3.1: If there exist functions V k : R n → R + , k ≥ 0, and a real number c ∈ (0, 1) satisfying (14) and
and {x k } k∈N is the solution of (1), then
Proof: Since the inequality (23) can be written as
similarly to the proof of Theorem 3.1, it is easy to show that
where 0 < c < 1 and (26)- (28) reduce to (5), (23), and (14), respectively. So, Theorem 3.1 and Proposition 3.1 still hold. Furthermore, if F k (x, y) has an equilibrium point, for convenience, we assume
is compact), we are in a position to obtain the following corollary.
Corollary 3.1: If V satisfies (27) , (28) and V (x) is a positive definite and proper function, and {x k } k∈N is the solution of (1), then
Proof: By Proposition 3.1, we have V (x k ) → 0 almost surely as k → ∞. So there exists a F -measurable set N with 0 probability such that for any > 0 and ω ∈ N c , there exists a positive integer K(ω), when k ≥ K(ω), there always holds
is compact, {x k (ω)} has limit points. Supposex is the limit point of {x k (ω)}, i.e., there exists a subsequence {x k i (ω)}, such that
By the continuity of V , we have
Since V is positive definite, we obtainx = 0. This proves that 0 ∈ R n is the unique limit point of x k (ω), so we have x k → 0 almost surely.
Remark 3.4:
In particular, for the following deterministic difference system:
(5) reduces to
If V k satisfies (14) , and W satisfies (18) and is also positive definite and proper, then the solution of difference equation (30) converges to zero.
In the following, we give the definition of almost sure stability of system (1), which is expected to be useful in nonlinear H ∞ control and regulator problem. Another concept called "asymptotic mean square stability" is often used in linear stochastic control; see [25] , [26] .
Definition 3.2: The system (1) is said to be almost surely asymptotically stable if the solutions {x k } of (1) satisfy Now, we consider the following autonomous stochastic system:
n is a measurable function, and β 0 , β 1 , . . . , β k , . . . are independent sequences. We choose the Lyapunov function V : R n → R + , which satisfies
Generally speaking, we also assume that
Theorem 3.2: Suppose V : R n → R + is the Lyapunov function satisfying (33), {x k } k∈N is the solution of (32), then lim k→∞ V (x k ) exists and is finite almost surely, and
If {β k } k∈N are independent and identically distributed, the
and the left hand side of (33) can be replaced by
The following corollary shows that our result includes that of [11] .
Corollary 3.2:
If {β k } are independent and identically distributed, and V : R n → R + is the Lyapunov function satisfying
and {x k } k∈N is the solution of (32), then lim k→∞ V (x k ) exists and is finite almost surely. Moreover, if ΔV (x) is a continuous function and the random variable ξ is the limit point of
Proof: The convergence of {V (x k )} can be obtained directly by Theorem 3.2 with γ k = 0 and W (x)= −ΔV (x) ≥ 0. Moreover, we also have
By the continuity of ΔV (x), we have
which implies ξ ∈ G * . This ends the proof. Remark 3.6: The continuity of ΔV (x) is necessary in Corollary 3.2, because, in general, the continuity of V (x) and F (x, β 0 ) (w.r.t. x) does not necessarily imply that E[V (F (x, β 0 ))] is also continuous. For example, let β 0 be a geometric distributed random variable with probability
is not continuous at x = 0. Remark 3.7: Corollary 3.2 contains the classical LaSalle's theorem as a special case. This is because if F is a deterministic function (see [11] ), then ΔV (x) given by (35) is equivalent to
IV. INFINITE HORIZON NONLINEAR OPTIMAL CONTROL
In this section, we consider the infinite horizon nonlinear optimal control problem (2), (3) . Denote U the set of all admissible controls that ensures the cost functional J(u, x 0 ) to take finite values, i.e.,
⎫ ⎬ ⎭ Now, we consider the state-feedback control and assume that the admissible control u = {u k } in the system (2) is a function of x k , i.e., u k has the form of u k = u k (x k ). DenoteŪ the set of all the admissible state-feedback controls
and x u = {x u k } k∈N is the solution of system (2) under admissible control u = {u k } ∈ U. Definition 4.1: The admissible controlū = {ū k (x k )} k∈N ∈ U is called an optimal (state-feedback) stabilizing control, if it satisfies the following two conditions: 1) Stabilization: The system (2) with the given controlū is almost surely asymptotically stable, i.e.,
2) Optimization: Minimizing the cost functional J(u, x 0 ) given by (3), i.e.,
Our purpose is to find sufficient conditions for the existence of state-feedback optimal stabilizing control. For simplicity, in the following discussion, we denote the cost functional with finite horizon starting at k as:
and for infinite horizon case as
for which, the admissible control 
Thenū = {ū k (x k )} k∈N is an optimal stabilizing control law. Moreover, we have
In particular
Proof: For every admissible state-feedback control u = {u k (x)}, by the smoothness of conditional expectation, we get
Setting u = {ū k (x)} in (42) and considering (38), it follows that:
Taking expectation and summation on both sides of (43) 
Combining the second inequalities of (37) and (38), the following: 
In view of the first inequality of (37), it yields that
Letting N → ∞ in equality (44) leads to
This proves (40).
Below, we proveū to be the optimal control. For each admissible control u ∈ U, using the similar technique in deriving (44) and taking the inequality (39) in mind, it deduces that
Specially, for k = 0 and x 0 ∈ R n , we have
This proves thatū is the optimal stabilizing control of the optimization problem (2), (3). Remark 4.1: Combining (38) with (39), we obtain the following so-called Hamilton-Jacobi-Bellman (HJB) equation
Theorem 4.1 may be viewed as a discrete dynamic programming principle, which asserts that under the condition (37), the optimal value function must satisfy the HJB equation (45). A maximal principle for discrete stochastic optimal control can be found in [21] .
Remark 4.2: HJB equation (45) gives the relationship between the optimal value functions in one period and in the next period as in [22] - [24] . As far as we know, for the discrete-time nonlinear optimization (2), (3), Theorem 4.1 and HJB equation (45) appear to be new.
In particular, for the LQ problem with the time-varying state equation
and the cost functional
then we have the following results. 
is the optimal stabilizing control for the LQ problem (46), (47).
By the first condition of (48), we have
and by the second condition of (48), we have
where the positive constants c 1 = sup k∈Nσ (P k ) and c 2 = inf k∈N σ(Q k ). Moreover, similarly to the derivations of [25] , applying the completing squares method to
By Theorem 4.1, we can prove thatū given by (50) is the optimal stabilizing control for the LQ problem (46), (47).
Furthermore, if β k , k ∈ N, are independent and identically distributed random variables, the functions F and l do not depend on k, then system (2) becomes the following timeinvariant control system
and the cost functional is
By Theorem 4.1, we have Proposition 4.2: Suppose there exist a continuous positive function V :
where l(x,ū(x)) is a continuous positive function. Thenū(x) is the optimal stabilizing control for the system (51). Moreover, we also have
Similarly, consider the time-invariant LQ problem with the system equation
We have the following result: Proposition 4.3: Suppose there exists a symmetric matrix P > 0 satisfying the following generalized algebraic Riccati equation (GARE):
is the optimal feedback stabilizing control for the LQ problem (56), (57). Remark 4.3: Zhang et al. [26] discussed the well-posedness of the indefinite LQ problem for system (56), and gave an LMIbased approach to solve the GARE (58).
Generally speaking, as far as the conditions of Theorem 4.1 are given, the main difficulty is to check or solve the HJB equation (45). The following proposition shows that, under some proper conditions, this problem can be solved technically as well. In order to make our notations simple, we denote:
and call H k (x, u) the Hamilton function of problem (2), (3) . In the following discussion, we also suppose H k is twice continuously differential with respect to u ∈ U = R n u . Theorem 4.2: Suppose {V k (x)} and {l k (x, u)} satisfy conditions of (37) and
Then {ū k = η k (x)} k∈N is the feedback stabilizing control sequence for the optimization problem (2), (3). Proof: For any x ∈ R n , taking Taylor's series expansion for
Applying the condition iii), we obtain
By the conditions i)-ii), we have
for all u ∈ R n u and x ∈ R n . By Theorem 4.1, this theorem is immediately obtained.
V. SIMULATIONS AND EXAMPLES
In this section, we give some examples to demonstrate the effectiveness of our obtained results.
Example 5.1: Consider the following one-dimensional second-order linear difference equation with white noises:
where {β k } is an independent random variable sequence with
. .. Introduce another variable y k+1 = x k , then (60) can be transformed into a 2-D first-order system as follows: If |a| + |b| < 1, we take the positive number c in (
2 ) < ∞, by Theorem 3.1, we know that x k → 0 almost surely as k → ∞; see Fig. 1 for the simulation.
If |a| + |b| ≥ 1, the solution of (60) is not necessarily convergent (see Fig. 2 ).
Remark 5.1: The following is the derivation of the constrained conditions |a| + |b| < 1 and c ∈ (
2 ) in Example 5.1. The quadratic form of W (x, y) can be written as:
It is well known that W (x, y) is a positive definite quadratic form if and only if (iff) The inequality (64) yields
A necessary and sufficient condition for the solvability of (65) is
By (62) and (63)
i.e.,
Again, by (62) and (63), it is easy to see |b| < 1. So, from (66), we have
i.e., |a| + |b| < 1 is a necessary condition for W (x, y) > 0.
Solving the inequality (65), we have
By (62) and (63), we obtain
Combining (67) and (68), c must satisfy
Consider the following n-order stochastic difference system:
which appeared in [27] for deterministic case. However, in this paper, we suppose {a k }, {b k } are independent identically distributed random variable sequences and
. We can transform (69) into a n-dimensional first-order stochastic system as follows:
We choose a fixed positive number α ∈ (1/(1 −ā), 1/b) and define V (y) = α|y
. . .
By Theorem 3.1, we know lim k→∞ V (y k ) exists and lim k→∞ W (y k ) = 0 almost surely. Because lim k→∞ W (y k ) = 0 almost surely implies lim k→∞ y (1) k = 0 almost surely, by the definition of y k , we know that x k = y (1) k . So, 0 is the limit of {x k } (see Fig. 3 ). So W (y) ≥ 0 for all y ∈ R n is needed. This implies the following two inequalities:
Combining inequalities (71) and (72), we see that 
is an independent random vector-valued se- It is easy to check that the controlū = (ū 1 ,ū 2 ) T withū 1 = (1/6)(|x 1 | + |x 1 + x 2 |) andū 2 = −(1/6)|x 1 − x 2 | satisfying the conditions of Theorem 4.2, soū is the optimal stabilizing control for (73), (74) (see Fig. 4 ).
VI. CONCLUSION
We have obtained the stochastic version of LaSalle's theorem for discrete-time stochastic systems, based on which, we have obtained the Lyapunov-type stability criteria. The obtained LaSalle-type theorem is very powerful in the study of stability of stochastic discrete-time difference equations. As applications, we apply the LaSalle-type theorem to study the infinite horizon nonlinear optimal regulator for the discrete-time stochastic control systems with multiplicative noise. Another potential application of the LaSalle-type theorem is in nonlinear discrete-time stochastic H ∞ control as done in continuous-time case [28] .
