Recent numerical simulations have shown that the distribution of conductances P͑g͒ in three-dimensional strongly localized systems differs significantly from the expected log normal distribution. To understand the origin of this difference analytically, we use a generalized Dorokhov-Mello-Pereyra-Kumar ͑DMPK͒ equation for the joint probability distribution of the transmission eigenvalues which includes a phenomenological ͑dis-order and dimensionality dependent͒ matrix K containing certain correlations of the transfer matrices. We first of all examine the assumptions made in the derivation of the generalized DMPK equation and find that to a good approximation they remain valid in three dimensions ͑3D͒. We then evaluate the matrix K numerically for various strengths of disorder and various system sizes. In the strong disorder limit we find that K can be described by a simple model which, for a cubic system, depends on a single parameter. We use this phenomenological model to analytically evaluate the full distribution P͑g͒ for Anderson insulators in 3D. The analytic results allow us to develop an intuitive understanding of the entire distribution, which differs qualitatively from the log-normal distribution of a Q1D wire. We also show that our method could be applicable in the critical regime of the Anderson transition.
I. INTRODUCTION
The full distribution of conductances P͑g͒ for noninteracting electrons at zero temperature has recently been studied in detail in quasi-one-dimension ͑Q1D͒ both analytically 1 and numerically. 2, 3 Large mesoscopic fluctuations lead to several remarkable features in the distribution, including a highly asymmetric "one-sided" log-normal distribution at intermediate disorder between the metallic and insulating limits, 4, 5 and a singularity in the distribution near the dimensionless conductance g ϳ 1 in the insulating regime. 6 While some numerical studies exist for 3D finite size systems, [7] [8] [9] [10] [11] there is no analytic method currently available to study the full distribution P͑g͒ in 3D, especially at strong disorder. Theoretical work based on 2 + ⑀ dimensions ͑⑀ Ӷ 1͒, where a weak disorder approximation can be applied, has been used to propose that the critical distribution at the Anderson transition point has a Gaussian center with power law tails, 12, 13 but this cannot be compared with numerical results in 3D ͑Refs. 7 and 8͒ that show a highly nontrivial asymmetric distribution similar to the one-sided log-normal form of Q1D. It has not been possible so far to study analytically even the simpler case of P͑g͒ in the deeply insulating regime in 3D, where numerical results point to nontrivial deviations from the expected log-normal form. 11 The P͑g͒ in Q1D systems were studied analytically within the transfer matrix approach. 2 In this paper we use a recently proposed generalization of the Q1D approach 14 to obtain analytically for the first time the full P͑g͒ for strongly disordered 3D systems. A brief account of the work has been published earlier. 15 In Secs. II and III we review briefly the DMPK equation and its generalization, respectively. In Sec. IV we analyze in detail the numerical data for 3D disordered systems in all three transport regimes: metallic, insulating and critical. Numerical data allow us to determine the free parameters of a matrix K which appears in the generalized DMPK equation. In Sec V we use them to formulate a simple model for K, and solve the generalized DMPK equation analytically. In Sec. VI, an analytical formula for the conductance distribution P͑g͒ is derived in detail. In our model, the form of P͑g͒ is determined by two parameters, ⌫, which measures the strength of the disorder, and ␥ 12 , which determines the strength of the interaction term in the generalized DMPK equation. ␥ 12 ϵ 1 in the Q1D systems. The fact that ␥ 12 Ͻ 1 in 3D makes the statistics of the conductance in 3D different from that in Q1D. Although we introduced two new disorder dependent parameters, they turn out to be related to each other and we show that the present model is not in contradiction with the single parameter scaling theory. 16 In Sec. VII we compare the analytical formula for the conductance distribution with the numerical data and analyze how the distribution P͑ln g͒ depends on the parameter ␥ 12 . In the limit ␥ 12 → 1, we recover the Q1D results. Section VIII discusses the possible extension of our solution to the critical point. We show that our results describe the critical regime qualitatively correctly, including the nonanalyticity of the critical conductance distribution. Finally, summary and conclusions are given in Sec. IX.
II. THE TRANSFER MATRIX APPROACH
The distribution of conductances for noninteracting electrons at zero temperature can be studied within the transfer matrix approach. In this approach, a conductor of length L z and cross-section L ϫ L is placed between two perfect leads; the scattering states at the Fermi energy then define N ϰ L 2 channels. The 2N ϫ 2N transfer matrix M relates the flux amplitudes on the right of the system to those on the left. 17 Flux conservation and time reversal symmetry ͑we consider the case of unbroken time reversal symmetry only͒ restricts the number of independent parameters of M to N͑2N +1͒ and M can be written in general as 17, 18 
where u, v are N ϫ N unitary matrices, and is a diagonal matrix, with positive elements i , i =1,2, ... ,N. Microscopic distribution of impurities will lead to a distribution p L z ͑M͒d͑M͒ of the transfer matrices where d͑M͒ is an invariant measure which we rewrite as
If we know the marginal distribution
then the distribution of conductances P͑g͒ can be written as
where
is the Landauer conductance. 19 A systematic approach to evaluate the N-dimensional integral, based on a mapping to a one-dimensional statistical mechanical problem, has been developed, 1 so the full distribution P͑g͒ can be obtained if the marginal distribution p L z ͕͑ a ͖͒ is known. Note that the distribution of other transport variables which can be written as ͚ a f͕͑ a ͖͒, e.g., shot noise power 20 
can also be obtained in the same way. The above approach is valid in principle for all strengths of disorder, in all dimensions.
If we assume that the distribution p L z ͑ , u , v͒ is independent of u , v, then the evolution of the distribution with length L z can be obtained from a Fokker-Planck equation first derived by Dorokhov and by Mello, Pereyra and Kumar 18 which has become known as the DMPK equation
Here ᐉ is the mean free path and the parameter ␤ is equal to 1, 2 or 4 depending on orthogonal, unitary or symplectic symmetry of the transfer matrices. We will consider only the case with time-reversal symmetry, for which ␤ = 1. Although the parameters a are not eigenvalues of M, it turns out that they determine the eigenvalues of the matrix TT † ͑T is the transmission matrix 22 ͒
which characterizes the conductance given by Eq. ͑5͒, and the matrix v contains the eigenvectors of TT † . So we will loosely refer to these as the eigenvalues and the eigenvectors in the text. Note that the parameter ␤ determines the strength of "level repulsion" between eigenvalues.
The assumption that p L z ͑ , u , v͒ is independent of u , v restricts the validity of the DMPK equation to quasi-onedimension ͑Q1D͒. Quasi-1D means not only that L z ӷ L where L z is the direction of the current and L is the crosssectional dimension, but it also requires that ӷ L, where is the localization length. In this limit, all channels become "equivalent," the matrices u and v become isotropic and the distribution becomes independent of u or v. The distribution of conductances P͑g͒ for such Q1D systems has been studied recently; it has many surprising features arising from large mesoscopic fluctuations. These include a highly asymmetric "one-sided" log-normal distribution at intermediate disorder between the metallic and insulating limits, 4, 5 and a singularity in the distribution near g ϳ 1 in the insulating regime. 6 It is not clear if these features persist in higher dimensions.
III. GENERALIZED DMPK EQUATION IN HIGHER DIMENSIONS
To study 3D systems, a phenomenological generalization of the DMPK equation has recently been proposed in which the Q1D restriction is lifted in favor of an unknown matrix
where the angular bracket represents an ensemble average. In terms of this matrix, the marginal distribution p L z ͑͒ satisfies an evolution equation given by
In Q1D under the isotropy condition, the matrix K reduces to
and one recovers the DMPK equation ͑with ␤ =1͒. In 3D, K is not known analytically, and must be obtained from independent numerical studies. These assumptions need to be verified before the equation can be used. Note that the matrix K depends on the choice of representation. Since the assumptions are most natural in the position representation, we will study the matrix in this representation.
IV. NUMERICAL DATA
The generalized DMPK equation apparently introduces a large number of new parameters, elements of the matrix K ab . There is no theoretical prediction about how these parameters should depend on the size of the system or on disorder. We only know that in the Q1D limit they should follow Eq. ͑10͒. Therefore our first goal is to study numerically various 3D and Q1D systems systematically in detail in order to answer the following questions: Q1: Are the assumptions ͑i͒ and ͑ii͒ discussed in Sec. III valid at all strengths of disorder? Q2: How do the elements K ab depend on disorder and on the system size? Q3: How do the elements K ab depend on the indices a and b? Q4: Given the size, disorder and index dependence of K ab , is it possible to construct a simple model of K at all disorder with only a small number of parameters? We will address all of the above in this section, but let us first briefly discuss the numerical procedure used to evaluate K.
We consider the tight binding Anderson model defined by the Hamiltonian
In Eq. ͑11͒, n = ͑xyz͒ counts sites on the simple cubic lattice of the size L ϫ L ϫ L z , and n are random energies, uniformly distributed in the interval ͓ − Note that the eigenvectors depend on the representation. In the original formulation of the DMPK approach, semiinfinite leads consist of mutually independent and equivalent 1D wires. Therefore, the transfer matrix in the leads is diagonal in both channel and space representations. In numerical work, we need to distinguish between these two, since the transfer matrix is diagonal only in the channel representation. We therefore calculate the matrix TT † in the channel representation, find eigenvalues and eigenvectors, and transform the latter back to the space representation to obtain the matrix v. Elements of v are then used for the calculation of the matrix K in the space representation.
We now go back and address the questions raised at the beginning of this section. increases. Data confirm that distribution is self-averaging ͑it becomes narrower and ⌬ ab → 0 when L increases͒ although it is broader than in the Q1D case.
A. Q1: Validity of assumptions (i) and (ii)
In order to check assumption ͑i͒, i.e., if the elements k ab can be replaced by their average K ab in 3D, we analyze the probability distribution P͑k ab ͒. We start with the weakly disordered metallic regime. Two values of disorder were used: W = 2 and W = 4. More relevant than the actual strength of the disorder is the mean free path ᐉ which can be estimated from the mean conductance
From the L z dependence of ͗g͘ in Q1D systems we estimate ᐉ͑W =2͒Ϸ9.2 and ᐉ͑W =4͒Ϸ1.8, in units of the lattice spacing.
First, we test how assumption ͑i͒ is fulfilled in the weakly disordered limit, where the DMPK equation is known to describe the universal features of transport statistics correctly. We show in Fig. 1 the distribution P͑k ab ͒ in the weakly disordered Q1D regime. As expected, the width of the distribution increases when W increases, but P͑k ab ͒ is self-averaging ͑it becomes narrower when L increases͒. Figure 2 shows the same distribution for 3D systems. The distribution is again self-averaging, although much broader than in the Q1D case.
In the critical regime, the probability distribution P͑k ab ͒ is no longer self-averaging but tends to be L-independent in the limit L → ϱ ͑Fig. 3͒. Although the distributions possess long exponential tails, they have well defined sharp maxima, which do not depend on the system size.
In the insulating regime, the distribution P͑k 11 ͒ becomes narrower when L increases ͑Fig. 4͒. However, on the basis of our numerical data we conclude that the distribution is not self-averaging. Although var k 11 decreases when L → ϱ ͑data not shown͒, the normalized width ⌬ 11 = ͱ var k 11 / K 11 ͑shown in inset of Fig. 4͒ slightly increases when L increases. As K 11 itself is nonzero in the limit L → ϱ ͑Fig. 9͒, ⌬ 11 should converge to an L-independent function for large L.
The distribution of off-diagonal elements P͑k 12 ͒ in the insulating regime ͑not shown͒ is qualitatively the same as that at the critical point.
We conclude that both in the critical and localized regimes the distributions converge to L independent functions with a well-defined peak, but the standard deviation is of the same order of magnitude as the mean. We note that the mostprobable value of k 11 is always very close to its mean value; we therefore expect that replacing k 11 by its mean value K 11 is a reasonable approximation as long as one is interested in qualitative results only. Thus, although to leading order assumption ͑i͒ remains valid for all disorder, we have to keep in mind that fluctuations of the elements k ab in the strongly disordered regime might become important if the final results are sensitive to the exact values of these elements. We have checked that the final distribution of conductances do not change in any appreciable way if fluctuations of k 11 are in- FIG. 3 . ͑Color online͒ Probability distribution of normalized matrix elements k ab . ͑a͒ P͑k aa / K aa ͒ ͑a =1,2, and 3͒ at the critical point W = W c Ϸ 9. Distribution is L-independent ͑apart from the exponential tail which is broader for larger L since mean value K aa ϳ 1/L͒. Note the logarithmic scale on the y axis. ͑b͒ Distribution of off-diagonal elements k 12 and k 23 possess sharp maxima close to zero, and long exponential tails. Insets show standard deviations of distributions as a function of mean values for 8 ഛ L ഛ 18. These data also show the accuracy of our estimate of the critical point since we expect both the mean and the standard deviation to be L-independent at W = W c . The distributions for Q1D systems L ϫ L ϫ 8L are almost identical to those for cubes ͑data not shown͒. cluded by overaging the conductance distribution over P͑k 11 ͒.
To check assumption ͑ii͒, namely if the L z dependence of K ab is negligible, we studied the L z / L dependence of K 11 and K 12 . Figure 5 confirms that for both critical and insulating regimes the parameters K 11 and K 12 converge to nonzero ͑although t-dependent͒ limits when the length of the system increases. It shows that the properties of the matrix K depend only slightly on the ratio L z / L and reach L z -independent limiting values when L z / L → ϱ in all transport regimes. The assumption ͑ii͒ is therefore reasonably well satisfied at all disorder as long as L z ജ L.
Thus we conclude from our numerical studies that to leading approximation the generalized DMPK equation ͑9͒ remains qualitatively valid at all disorder in 3D, but the effect of fluctuations of k ab on the final results has to be evaluated in more detail before a quantitative comparison with numerical results can be made.
B. Q2: Disorder and size dependence of K ab
We start with the weak disorder regime. To distinguish the generic W dependence of K 11 from finite size effects, we analyzed in Fig. 6 the L dependence of the parameter = ͑N + 1͒K 11 /2. ͑14͒
As expected, decreases when L increases. However, from the analysis of Q1D systems ͑also shown in Fig. 6͒ we conclude that converges to 1 only for very small values of disorder. As shown in Fig. 6 , Ϸ 1.36 for W = 4. Thus, deviations from Eq. ͑10͒ already appear in the metallic limit, probably due to the decrease of the mean free path.
In the next step we analyze how the matrix K changes when the disorder increases. Typical results are given in Fig. 12 . Also, 2K 12 differs from K 11 for small L. This agrees with data in Fig. 13 . To estimate limiting behavior of K 11 , we also considered Q1D systems L ϫ L ϫ 4L. is close to 1 only for very weak disorder W = 2. For W = 4 we obtained Ϸ 1.36. As this value does not depend on L for 8 ഛ L ഛ 18 ͑छ͒, we expect that 3D data for W = 4 will converge to the same value when L → ϱ. ␥ 12 converges to unity when L increases, qualitatively different behavior is obtained at strong disorder. In the insulating regime K 11 converges to a nonzero L-independent constant when L → ϱ ͑Fig. 9͒ and K 12 converges to zero as K 12 ϳ 1/L ͑Fig. 10͒. This means that ␥ 12 ϳ 1/L in the insulating regime ͑Fig. 8͒.
Figures 7a,b also show that there exists a critical disorder W = W c where both LK 11 and ␥ 12 are independent of L. Note that ␥ 12 Ͻ 1 at W = W c . We found that the critical value ␥ 12c depends on the anisotropy ͑Fig. 5͒. For the present case t = 0.4, ␥ 12c Ϸ 0.28. The qualitative L dependence in different transport regimes is summarized in Table I .
We observe that the disorder dependence of K 11 is consistent with K 11 ϰ 1/L m , where m =2,1,0 in the metallic, critical and insulating limits, respectively, in agreement with Ref. 26 . Note that in contrast, K 11 ϰ 1/L 2 for all strengths of disorder in Q1D. This is a major difference between Q1D and 3D. One can understand qualitatively how the L dependence of K 11 changes in the weak and strong disorder limits on general grounds. If all channels are equivalent, we expect the column matrix v 1a ϳ 1/ ͱ N, which satisfies the unitary condition ͚ a=1 N ͉v 1a ͉ 2 = 1. This leads to K 11 ϳ 1/N =1/L 2 in the metallic limit. On the other hand, if the localization length ϳ 1, then on any cross section at a given L z , we expect only a few sites on the back side of the sample to be "illuminated"
by an incoming wave, so we expect v 1a ϳ ␦ 1a . This leads to
2 in the metallic regime, we expect ␥ 12 ϳ 1 in the metallic regime. However, in the insulating regime, we have not found a simple physical argument why K 12 ϰ 1/L and hence ␥ 12 ϰ 1/L. We also find numerically in the insulating regime that for 1 Ӷ Ӷ L, K 11 ϳ 1/. The structure of the eigenvector v 1a that gives rise to K 11 ϳ 1/ and K 12 ϳ 1/L in the region 1 Ӷ Ӷ L is highly nontrivial, and deserves further study. Figure 9 confirms our claim that K 11 Ͼ 0 in the insulating regime. Its limiting value, K 11 = lim L→ϱ K 11 ͑L͒ can be used as an order parameter for the scaling analysis of the Anderson transition. It is evident that K 11 = 0 for W Ͻ W c and K 11 Ͼ 0 for W Ͼ W c . We show in Fig. 11 the L-dependence of LK 11 , and of the mean conductance ͗g͘ for various strengths of disorder. Similar behavior is shown in Fig. 8 for the parameter ␥ 12 . One sees that all three parameters, ͗g͘, LK 11 , and ␥ 12 , could be used for the estimation of the critical disorder W c , at which none of them depends on the system size.
C. Q3: Index dependence of K ab
Again we begin with weak disorder. To compare 3D and Q1D systems, we show in Fig. 12 the parameters K aa as a function of the index a. It is clear that the 3D data differ considerably from the DMPK value 2 / ͑N +1͒. In Fig. 13 we show the ratio ␥ 1a =2K 1a / K 11 for various L and compare it with Q1D numerical data. It is evident that ␥ 1a converges to 1 when the system size increases, in spite of the fact that both K 1a and K 11 differ from the DMPK values of Eq. ͑10͒. The convergence is much slower in 3D than in Q1D systems. Also, ␥ 1a converges slower for larger a. We conclude that although 3D metals are qualitatively similar to Q1D metals, there are quantitative differences that need to be explored further.
In the critical regime, Figs. 14 and 15 show that the a and b dependence of the matrix elements K ab can be described by simple functions: In the insulating regime we find a simple a-dependence of the difference
with ͉c͉ϳ0.04 ͑Fig. 16͒. We also found ͑Fig. 17͒, that for a Ͻ N /4, ␥ 1a ϳ 1/ ͱ aL, very close to the value obtained at the critical point. 27 There is an interesting correspondence between the a-dependence of K aa and the a-dependence of the parameters x a defined through the parameters
which is summarized in Table II . We find that the index dependence of K aa can be ignored in the metallic regime. The a-dependence is more pronounced at the critical point and in the localized regime. On the other hand, higher channels ͑a ӷ 1͒ do not contribute to the transport either at the critical point or in the localized regime, so the actual values of K ab for large a and b are not important. Therefore, we conclude that the weak index dependence of the matrix elements K ab is less relevant for transport properties compared to the dependence of the matrix elements on disorder in the L → ϱ limit.
It is also worth mentioning that since we are interested only in L-independent quantities at the critical point, the a-dependence of any parameter is relevant only for a ഛ L. When a becomes comparable to L, we cannot distinguish the true a-dependence from finite size effects.
D. Q4: Simple model for K
Finally we ask the question if it is possible to construct a simple model of K ab with only a small number of independent parameters. We just concluded in the previous section FIG. 11 . ͑Color online͒ Estimation of the critical point from the mean conductance ͗g͘ and from LK 11 . Both parameters ͗g͘ and LK 11 are L-independent at W = W c . LK 11 ϰ L ͑ϰ1/L͒ in the insulating ͑metallic͒ regime, respectively. From data we conclude that 9 Ͻ W c Ͻ 9.5 and use W c = 9 throughout the paper.
FIG. 12.
͑Color online͒ a-dependence of K aa ϫ ͑N +1͒ / 2 for 3D and Q1D systems with W =2, ͑mean free path l Ϸ 9.2͒ and for W =4 ͑l Ϸ 1.8͒. K aa are larger than is predicted by the DMPK theory. Good agreement with DMPK is observed only for Q1D systems with very small disorder ͑W =2͒. 
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that the weak index dependence of the matrix at strong disorder is not very important. We expect that the crude approximations
capture the major qualitative features of the matrix K. Approximation ͑17͒ introduces two new parameters, K 11 and ␥ 12 . We show that both parameters K 11 and ␥ 12 are unambiguous functions of the localization length. To do so, we calculated the limiting values of K 11 ͑Fig. 9͒ and of the parameter x 1 ͑Fig. 18͒ and plot K 11 versus ͑Fig. 19͒. We observe that the dependence of K 11 depends also on the anisotropy parameter t ͑data not shown͒.
In the same way, we analyzed parameter ␥ 12 . As was shown in Fig. 8 , we expect ␥ 12 ϳ L −1 in the localized regime. Data in Figs. 9 and 10 support this assumption. To estimate the disorder dependence of ␥ 12 , we plot in Fig. 20 which indeed increases linearly with localization length in the strongly localized regime.
V. SOLUTION OF THE GENERALIZED DMPK EQUATION IN THE STRONG DISORDER LIMIT
While modeling the full ␥ ab at the critical point needs more careful numerical studies, the insulating limit is simpler and provides a test case for the generalized DMPK equation ͑8͒. It predicts that the logarithmic interaction between the transmission eigenvalues a vanishes as 1 / L in the insulating limit. In the rest of the paper we will test this prediction by evaluating the full distribution of conductances in the insulating limit for a 3D conductor as described by Eq. ͑8͒, using the simple approximate model for K suggested by our numerical studies, namely,
It is useful to introduce another parameter,
and the ratio
⌫ ϳ 1/L z Ӷ 1 in the insulating regime, both in 3D ͑L = L z ͒ and Q1D ͑L z ӷ L͒ systems. It measures the strength of the disorder. The ratio ⌫ / ␥ 12 reduces to ⌫ in the Q1D limit when ␥ 12 = 1. For 3D ͑L z = L͒ we see in Fig. 21 
Note that fluctuations in k aa , ignored in the model, would lead to fluctuations of ⌫ and ␥ 12 as well, but will not change either the length or the disorder dependence of these parameters.
A brief description of the results has appeared in Ref. 15 . Here we provide many of the details.
We rewrite the generalized DMPK as
͑23͒
We define P = e −⍀/2 ⌿. Then following Ref. 30 , ⌿ satisfies the imaginary time Schrödinger equation −‫ץ‬⌿ / ‫͑ץ‬L z / ᐉ͒ = ͑H − U͒⌿ with
͑24͒
and U constant, where the strength of the interaction is given by
The interaction term in Q1D vanishes for the unitary case, when ␥ 12 Q1D = ␤ = 2. Note that the interaction also vanishes in the limit ␥ 12 → 0. In the 3D insulating case, ␥ 12 ϳ /2L Ӷ 1, and the interaction can be considered negligible, for all symmetries. We can therefore use the ␥ 12 = 2 solution of Ref. 30 for our 3D insulators. The solution in the insulating limit is then given by 30 P = e −H , with
͑26͒
The replacement of ␤ = 2 in Ref.
Ref. 30 by ␥ 12 → 0 in Eq. ͑26͒ has the consequence that while all ͗x a ͘ ӷ 1 in the insulating regime, the difference s = ͗x a+1 − x a ͘ is not of the same order as ͗x a ͘. For example, if we keep only the first two levels, the saddle-point solutions for x 1 and x 2 give ͗x 1 ͘ ϳ L z / and ͗x 2 − x 1 ͘ Ӷ ͗x 1 ͘. We therefore do not assume that x 2 ӷ x 1 . However, we do make the simplifying approximation that ln͉ sinh 2 x a − sinh 2 x b ͉ Ϸln sinh 2 x a and ln͉x a 2 − x b 2 ͉Ϸln x a 2 for a Ͼ 2 and a Ͼ b. Equation ͑26͒ then becomes
We can now use the method developed in Refs. 1 and 4 to obtain the full distribution P͑g͒.
VI. P"g… IN 3D IN THE INSULATING LIMIT
As in Refs. 1 and 4, we separate out the lowest level x 1 and treat the rest as a continuum beginning at a point x 2 . Then 
where we have used
The density satisfies the normalization condition
P͑g͒ can be obtained from H͕͑x a ͖͒ as
where the ␦-function represents the Landauer formula for conductance. It turns out that because of the nonlinear dependence of the Hamiltonian on the density, the complex delta function representation used in Refs. 1 and 4 is not suitable for the present case. We therefore use a real representation
.
͑35͒
Following Refs. 1 and 4, P͑g͒ may be expressed as
where the free energy functional F is given by
The saddle point density is to be obtained by minimizing F with respect to ͑x͒, subject to the normalization condition. We therefore define 
and minimize F. It is useful to rewrite the free energy using the normalization condition in a way that removes the upper limit from the resulting equation. We use
where we have defined
Taking a derivative of Eq. ͑42͒ with respect to x ͑represented by a prime͒ gives
͑y͒dy. ͑44͒
Evaluated at x = x 2 , this fixes x 2 as the beginning of the continuum
Taking another derivative with respect to x, it is now possible to obtain the density
͑46͒
We check that plugging ͑x͒ in Eq. ͑46͒ back to Eqs. ͑42͒ and ͑44͒ satisfy those equations. The density has the form
Plugging this form in the definition of , we obtain
which, expanded in powers of , is given by
Using the expansion for , given by Eq. ͑48͒, we obtain in the limit → 0 from Eq. ͑42͒
The free energy can then be written as 
There are two additional constraints that were not included in the variational scheme and will be enforced directly,
The conductance distribution now becomes 
͑57͒
On the other hand, defining
and using partial integration, we get
where we have neglected an irrelevant term ⌽͑b͒W͑b͒ / ␥ 12 independent of x 2 and we have used W͑x 2 ͒ = 0. Using fЈ͑x͒W͑x͒ = YЈ͑x͒ and VЈ͑x͒ − YЈ͑x͒ =− 1 hЈ͑x͒, we rewrite the above as
dxf͑x͒WЈ͑x͒W͑x͒.
͑60͒
The two alternate expressions for F 2 can now be combined to obtain
where C is a constant. Plugging this back to Eq. ͑60͒, we obtain
͑62͒
We can again use partial integration to rewrite the first term as an integral over VЈ͑x͒W͑x͒, using again the fact that W͑x 2 ͒ = 0. Then the two terms can be combined to obtain
We define
Then
B. The constraints
We already have one constraint YЈ͑x 2 ͒ = 0. We also demand ͑x 2 ͒ ജ 0 which requires
This defines x 2min . Also, from Eq. ͑50͒,
͑68͒
On the other hand defining W 1 ͑x͒ = VЈ͑x͒ / fЈ͑x͒ and W 2 ͑x͒ = hЈ͑x͒ / fЈ͑x͒, it is easy to see that
Using partial integration and the fact that YЈ͑x 2 ͒ = 0, we can also rewrite
C. Validity of the approximations
We started with the assumption that while ͗x 1 ͘ ӷ 1 in the insulating regime, the difference ͗x 2 − x 1 ͘ Ӷ ͗x 1 ͘. It is therefore important to estimate the difference from the above results. We will use saddle points of the free energy
where F 2 is given in Eq. ͑63͒. Let us define s = x 2 − x 1 and = x 1 −1/2⌫. We assume s Ӷ x 1 and Ӷ x 1 . The saddle point solutions for s and are obtained from ‫ץ‬F / ‫ץ‬ = 0 and ‫ץ‬F / ‫ץ‬s = 0. Using chain rule to write the partial derivatives in terms of ‫ץ‬F / ‫ץ‬x 1 and ‫ץ‬F / ‫ץ‬x 2 we obtain
͑72͒
where prime denotes derivatives with respect to the arguments. Combining the two gives
From the definition of F 2 we have
The integrals J 1 and J 3 depend on x 2 only via the lower limits of the integrals. Derivatives w.r.t. x 2 are simply the negatives of the integrands evaluated at the lower limit. Using definition of 1 this gives the first term in Eq. ͑74͒ equal to zero, leaving .
͑78͒
Since ͗x 1 ͘ϳ1/2⌫, we confirm our expectation that ͗x 2 − x 1 ͘ Ӷ ͗x 1 ͘. The results are also consistent with our assumption that both s and are much smaller than x 1 , so the free energy calculations remain valid. However, numerically we find that while ͗x 1 ͘ϳ1/2⌫, s ϳ 1 independent of disorder. Thus our result s =1/ ͱ 2⌫ Ӷ ͗x 1 ͘ is only qualitatively correct. The fact that actual s is much smaller than what we find is related to the inaccuracy in our evaluation of the density. Indeed, we can obtain the density directly from Eq. ͑46͒. In the limit x ӷ 1, ␥ 12 Ӷ 1 we find
where we have used k =2/␥ 12 ͓Eq. ͑30͔͒. In the limit x 2 Ӷ k but x տ x 2 , the density simplifies to ͑x͒ Ϸ 2⌫x. ͑80͒
The linear x-dependence as well as the ⌫ dependence agrees with numerical results. However, the slope turns out to be too large. This is possibly the consequence of our simplification of the Hamiltonian Eqs. ͑26͒ and ͑27͒, where all the interaction terms were neglected except for the one between the first and the second levels. As shown in Ref. 4 , it should be possible to obtain an integral equation for the saddle point density which can then be solved at least approximately. As we will show, the actual density of the levels play a minor role in the distribution P͑g͒, which is dominated by the first few levels. Therefore our results will be qualitatively correct, although there would be quantitative discrepancies due to the difference in the density.
Note that in the opposite limit x 2 ӷ k, x ӷ x 2 , the density becomes
͑81͒
This corresponds to a uniform average spacing s = ͗x a+1 − x a ͘ of eigenvalues of order unity ͑L = L z ͒, compared to the uniform spacing s Ϸ L z / in Q1D. In contrast, 3D metals are similar to Q1D metals having uniform ͑x͒ extending down to x = 0 and s ϳ L z / L 2 . The opening of a gap in the spectrum of Lyapunov exponents n ϵ͗x n ͘ / L z ϳ 1/ may be considered as the signature of the Anderson transition.
VII. RESULTS AND DISCUSSIONS
With the above caveat in mind, the saddle point free energy F sp ͑x 1 , x 2 ; g͒ has the form ͓Eq. ͑53͔͒
where primes denote x-derivatives. Equation ͑55͒ can then be rewritten as
where the integration over x 1 is eliminated by a constraint arising from the minimization of the free energy
The lower limit x 2min is the larger of the additional constraints imposed by the conditions ͑x 2 ͒ ജ 0 and
A. Analytical model
It is instructive to consider first a simple approximate solution of Eq. ͑83͒, which is dominated by the lower limit of the integral. To a good approximation, g 0 is negligible compared to g in the insulating limit, and x 1 Ϸ , u ϵ ln͑g/4͒. ͑86͒
We do a saddle point analysis of Eq. ͑86͒ to obtain ͗ln g͘ and var͑ln g͒ as a function of ⌫. In order to illustrate the difference between Q1D and 3D insulators, we will keep the general expressions without using the condition ␥ 12 Ӷ 1. The free energy can be written as
͑87͒
The saddle point solution of the mean x m ϵ͗ln g͘ is obtained from FЈ͑x m ͒ = 0 where the prime denotes derivative with respect to x. Denoting
this gives y͑y − ␥ 12 / ⌫͒ =2/⌫, leading to
The variance ␦x can be estimated from 1 / FЉ͑x m ͒, giving
͑90͒
In the limit ␥ 12 → 0 appropriate for our 3D insulators, y → ͱ 2/⌫. On the other hand in the Q1D limit ␥ 12 Q1D =1, y → 2. Thus compared to the Q1D result ͗ln g͘ Q1D Ϸ 1/⌫, the 3D result is shifted by ͱ 2/⌫. Similarly, compared to the Q1D result var͑ln g͒ =2/⌫, the 3D insulators have a much sharper distribution, with half the variance 1 / ⌫. Both results agree with numerical data. Although our model is not in general valid for ␥ 12 → 1 because of our neglect of the interaction terms, in the insulating limit the interaction terms are negligible and it is useful to see how the mean and the variance changes with ␥ 12 as it is changed from the 3D limiting value of zero to the Q1D limiting value of unity. Since ␥ 12 ϳ /2L, for a given disorder this will correspond to starting from a cubic sample of width L = L z ӷ ͑where L z is the length͒ and decreasing the width to L Ͻ to reach the Q1D limit. Figure 22 shows how the mean and the variance changes with ␥ 12 according to Eqs. ͑88͒ and ͑90͒
It is not possible to obtain a simple formula for the skewness ͗͑ln g − ͗ln g͒͘ 3 ͘ / ͓͗͑ln g − ͗ln g͒͘ 2 ͔͘ 3/2 except that in the limit ⌫ → 0 it approaches a number of order unity. Direct evaluation of the quantity as a function of ␥ 12 is shown in Fig. 23 , which shows that for a given disorder, the skewness starts from zero in the Q1D limit, as is well known, but saturates to a finite value ͑depending on disorder͒ in the 3D limit. It shows that the distribution is never log-normal for 3D insulators. It also shows that the distribution P͑ln g͒ is almost independent of ␥ 12 provided that both ␥ 12 and ⌫ are FIG. 22 . ͑Color online͒ Mean value ͗ln g͘ and variance var ln g as a function of ␥ 12 in the strongly insulating regime, calculated from analytical distribution ͑83͒. As expected, var ln g Ϸ −͗ln g͘ for ␥ 12 Ӷ 1 but var ln g Ϸ −2͗ln g͘ for ␥ 12 = 1. Note that both mean and variance depends only weakly on ␥ 12 when ␥ 12 is small ͑which is always the case when the system size L is large͒. small. This explains why the distribution shown in Fig. 25 does not depend on the ratio ⌫ / ␥.
Finally, Fig. 24 shows how the entire distribution P͑ln g͒ changes as a function of ␥ 12 , from a sharp, skewed form for ␥ 12 Ӷ 1 to a broad Gaussian form for ␥ 12 =1.
B. Comparison with numerical data
When comparing our theoretical prediction, Eq. ͑83͒, with numerical data, we distinguish two cases: ͑1͒ for 3D systems, both ⌫ and ␥ 12 decreases ϳ1/L, while the ratio Fig. 5͒ . Therefore, contrary to 3D geometry, ⌫ / ␥ 12 Ӷ 1 for L z ӷ L. This different behavior of parameters ⌫ and ␥ 12 explains difference between the shape of p͑ln g͒ in 3D and Q1D strongly disordered systems, shown in Figs. 25 and 26 . Figure 25 shows Eq. ͑86͒ compared with the results from direct integration of Eq. ͑83͒, both compared with numerical results based on Eq. ͑11͒. For the analytic curves, we chose ⌫ = 0.063 and ␥ 12 = ⌫ / 2 to have the same ͗ln g͘ as in the numerical case. 29 Note that using the Q1D result ␥ 12 Q1D =1 gives x 2 min Ϸ 1/⌫, leading to a log-normal distribution ͑see dotted line in Fig. 25͒ . As shown in Ref. 15 , variance and skewness calculated from direct integration of Eq. ͑83͒ compares well with numerical results, consistent with saddle point results from Eq. ͑86͒. Figure 26 compares theoretical formula, Eq. ͑83͒ with numerical data for p͑ln g͒ for insulating samples L 2 ϫ L z . While ⌫ is small, decreasing as ϳ1/L z , ␥ 12 does not depend on L z and is constant for fixed L.
Both Figs. 25 and 26 show qualitative agreement with numerical data and theoretical model. Quantitative differences between Eq. ͑83͒ and numerical results have origin in our simplified model Eq. ͑19͒, which still overestimates the strength of the interaction for higher channels.
It is important to note that in both Figs. 25 and 26 we compared numerical data with theoretical model with the same mean ͗ln g͘. This is consistent with scaling theory of localization since there is only one parameter, for instance ͗ln g͘, which determines p͑ln g͒ completely. In order to make sure that the analytical model has the same ͗ln g͘ as the numerical data for a given disorder, we used ⌫ as a free fitting parameter. Of course we could use Eq. ͑20͒ to obtain ⌫ independently for a given disorder. However, in order to do that we will need a good estimate of the mean free path ᐉ. This is difficult in the strongly disordered regime because the mean free path defined as the decay length of the single particle Green's function is actually smaller than the lattice spacing in the strongly disordered regime, 31 and our numerical model does not allow us to obtain such small lengths with good accuracy. While independent calculations of the mean free path are available for cubic systems below critical disorder 31 ͑e.g., ᐉ = 0.234 for W = 15 in the isotropic case͒, there is no data available in the insulating regime. We therefor use ⌫ as a free parameter. Nevertheless, as a consistency check, we estimate ᐉ from a plot of K 11 L vs x 1 ͓Fig. 19͑a͔͒, where the slope should give the mean free path ͑equivalently, we could identify ⌫ −1 with numerical value of x 1 ͒. The results are plotted as the inset in Fig. 27 to show the mean free path as a function of disorder. Using this result, we can estimate the value of ⌫ corresponding to the disorder W =16 used in Fig. 25 . We find that ᐉ͑W =16͒Ϸ0.48 and ⌫ = 0.070, which is close to the fitting value 0.063. This shows that while we can not obtain ⌫ accurately enough in our present numerical scheme, the fitted values are consistent with our crude estimates. As a further consistency check, we use the above estimate of the mean free path to plot in Fig. 27 the ⌫ dependence of ͗ln g͘. It shows that ͗ln g͘ is indeed an unambiguous function of ⌫, as required by the theory.
Finally, we have checked the effects of fluctuations of k 11 on P͑ln g͒ by integrating the conductance distribution in Fig.  25 over the distribution P͑k 11 ͒ ͑Fig. 4͒. We find that the effects are negligible.
VIII. BEYOND THE INSULATING LIMIT
From numerical simulations 7, 8 we know that the critical regime in 3D is also dominated by only a few eigenvalues x i ӷ 1. However, since ␥ 12 is neither 0 nor 2, it seems that we may not be able to use the free fermion ͑ =0͒ solution of Eq. ͑24͒ to obtain the distribution of the transmission levels. However, as shown in Ref. 32 , the solution is independent of the strength of the interaction in the strong disorder regime characterized by x i ӷ 1. This means that our solutions might be used, albeit only qualitatively, even near the critical regime. We show in Fig. 28 the distribution P͑ln g͒ for ⌫ ϳ 1 which is expected to be near the critical regime. It agrees qualitatively well with numerical results at the critical point, including a discontinuity in the slope near g = 1. It is known from analysis of the Q1D systems 6 that separating out an additional level helps to study the nonanalyticity near g =1. We therefore expect to obtain better results near the critical regime by separating out an additional level.
Finally, we show in Fig. 29 the distribution P͑g͒ for ⌫Ͼ1 and for ␥ 12 = 1 which corresponds to the metallic regime. Although we do not expect that our approximate formula works quantitatively for the metallic regime, Eq. ͑83͒ gives, for this choice of the parameters, a Gaussian distribution of the conductance. Also the width of the distribution qualitatively agrees with the universal conductance fluctuations 33 in this regime. This shows that our simple model already captures the essential qualitative features at all strengths of disorder. 
IX. SUMMARY AND CONCLUSION
We systematically analyzed the length and disorder dependence of the matrix K to check if the generalized DMPK equation proposed in Ref. 14 is valid in three-dimensional systems at all strengths of disorder.
We studied the matrix K in detail. The goal was to test the assumptions on which the generalized DMPK equation was derived and to construct a simple analytically tractable model for K which captures all the important qualitative features. In particular, since Q1D systems have been studied in great detail, we looked for any major qualitative differences in the structure of K between Q1D and 3D systems.
We find that to a good approximation, the generalized DMPK equation remains qualitatively valid for any disorder. We also conclude that to a good approximation, we can use only two parameters, K aa Ϸ K 11 and ␥ ab Ϸ ␥ 12 , to characterize the qualitative changes in transport at different strengths of disorder in different dimensions. We find that although fluctuations in k 11 at strong disorder are large ͑non-selfaveraging͒, the effect of these fluctuations on P͑ln g͒ is negligible. More importantly, we do not have an independent way to estimate the mean free path to obtain ⌫ = ᐉ / ͑L z K 11 ͒, but all qualitative features of the entire distribution P͑ln g͒ is obtained correctly once an effective ⌫ is used as a free parameter. We also find how these parameters depend on disorder and show their unambiguous dependence on the localization length. This is important since it indicates that the introduction of new parameters does not necessarily invalidate the single parameter scaling theory of localization.
We have also shown that the matrix K contains information about the Anderson transition. The scaling of the parameters LK 11 or ␥ 12 clearly identifies the critical point which agrees with numerical results.
We then concentrate on the strong disorder limit where our numerical results allowed us to construct a simple oneparameter model of the matrix K, containing ⌫ = ᐉ / K 11 L z and ␥ 12 =2K 12 / K 11 , with ⌫ / ␥ 12 = 2. By varying ␥ 12 , we show how one can go from a Q1D ͑ ӷ L͒ to a truly 3D ͑ Ӷ L͒ system in the insulating regime, which clearly shows the difference between a Q1D and a 3D insulator. We then use the model to obtain the full distribution P͑g͒ which agrees qualitatively with numerical results.
It is indeed remarkable that even though the generalized DMPK equation ͑22͒ neglects fluctuations in k ab and the model Eq. ͑19͒ neglects the index dependence of K ab , the theory still captures all the essential features of length, disorder as well as dimensionality dependence of the entire conductance distribution and provides in particular a simple understanding of the 3D distribution at strong disorder, which is qualitatively different from a log-normal distribution in Q1D. At the same time, our numerical studies suggest that having an independent estimate of the mean free path could provide a more quantitative description of the conductance distribution in 3D at all disorder.
We emphasize that there are large differences between Q1D and higher dimensions. In Q1D defined in Refs. 4-6 and 18, disorder is always weak enough to assure that the localization length ӷ L where L is the transverse dimension. The Q1D insulator corresponds to the weakly disordered systems of length L z ӷ . It is this length-induced insulating behavior that is described by the DMPK equation. This is different from localization in 3D which occurs at strong disorder, where is much less than both L z and L. This difference is clearly reflected in the matrix K, where Table I summarizes how the scale dependence of K 11 and ␥ 12 depend on disorder in 3D. In contrast, K in Q1D is independent of disorder. Our model recovers all the peculiarities of the 3D localized regime: we found that the distribution P͑ln g͒ is narrower than in Q1D and possesses nonzero skewness.
Although we concentrated on 3D systems, general considerations about the properties of the matrix K in the insulating regime should be valid in any dimension d Ͼ 2. In particular, the assumption that K 11 is a nonzero L-independent constant in the localized regime is correct independent of dimensionality. Therefore, we expect that our theory of the insulating regime is valid for any d Ͼ 2. Consequently, the distribution 
