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Consider the quadratic form Z=YH(XL XH)&1 Y where Y is a p_m complex
Gaussian matrix, X is an independent p_n complex Gaussian matrix, L is a
Hermitian positive definite matrix, and mpn. The distribution of Z has been
studied for over 30 years due to its importance in certain multivariate statistics but
no satisfactory numerical methods for computing this distribution appear to be
available. Hence this paper deals with a representation for the density function of
Z in terms of a ratio of determinants which is shown to be more amenable to
numerical work than previous representations, at least for small values of p. Also
for m=1 this work has applications in digital mobile radio for a specific channel
where p antennas are used to receive a signal with n interferers. Some of these
applications in radio communication systems are discussed.  2000 Academic Press
AMS subject classifications: 62H10, 33C70.
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1. INTRODUCTION
In 1966 Khatri [1] studied a family of quadratic forms of particular
relevance in multivariate statistics. He appears to be the first person to give
an expression for the density of the quadratic form,
Z=YH(XL XH)&1 Y, (1)
where Y is a p_m complex Gaussian matrix, X is an independent p_n
complex Gaussian matrix, L is a Hermitian positive definite matrix, and
mpn.
More precisely X: p_n is a matrix of random complex variates such that
the column vectors of X are independently and identically distributed as
multivariate normals with zero mean vectors and the density function of X
is given by
?&pn |7|&n |B|&p exp(&tr 7&1XB&1X H), (2)
where 7 and B are Hermitian positive definite. Y: p_m is independently
distributed of X and its columns are independently and identically
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distributed as multivariate normals with zero mean vectors. The density
function of Y is given by
?&pn |7|&m exp(&tr 7&1YY H). (3)
The density of Z given by Khatri [1] is written in terms of a hyper-
geometric function with matrix arguments and is
f (Z)=1 p(m+n)[1 p(n) 1 m( p)]&1 |BL|&p |Z| p&m q p(m+n)
_|Im+qZ| &m&n1F0(m+n; T*, S*), (4)
where









The representation in (4) is numerically straightforward except for the
hypergeometric function. Unfortunately these functions are not amenable
to numerical work. A straightforward evaluation of the hypergeometric
function uses a doubly infinite sum involving zonal polynomials with the
inner summation ranging over partitions of integers [1, 2]. Using Khatri’s
notation [1] we can write








where }=(k1 , k2 , ...) runs over all partitions of k, C}(T*) is a zonal poly-




[(m+n&i+1)(m+n&i+2) } } } (m+n&i+ki)].
The expression given in (5) is very awkward and computationally intensive
due to its use of partitions. Zonal polynomials of order k=2, 3, ..., 12 have
been tabulated by Parkhurst and James [3]. For larger values of k, tabula-
tion is prohibitive in terms of space; indeed for k=12, there are 77 zonal
polynomials corresponding to the 77 partitions of 12. One algorithm for
computing zonal polynomials is due to Mclaren [4]. An alternative
method for calculation is due to Kates [5], who expressed them as sums
of products of moments of independent normal random variables.
Alternative formulations might use the representation of hypergeometric
functions as solutions to certain differential equations [6]. Neither
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approach is numerically straightforward and the direct use of zonal polyno-
mials appears virtually infeasible.
In 1989 another representation of the function 1F0 was given by Gross
and Richards [7] who expressed them as ratios of n_n determinants
where the entries of the numerator matrices are standard hypergeometric
functions 1 F0 . In fact this result was also envisaged as an analytical tool
due to the difficulty in calculating determinants of this complexity.
Nevertheless Gao and Smith [811] have shown that this representation
can be used to derive simpler expressions for densities of various quadratic
forms. The layout of the paper is as follows. In Section 2 the Gross and
Richards [7] result is used to derive a determinant representation for the
density of Z. In Section 3 some applications of this result in digital mobile
radio systems are briefly discussed.
2. PROOF OF THE MAIN RESULT
In this paper we use the work of Khatri [1] and Gross and Richards
[7] to derive the following expression for f (Z) which does not require the
evaluation of any hypergeometric functions.
Result. Let x1 , x2 , ..., xm be nonzero eigenvalues of Z, and #1 , #2 , ..., #n















#n&p+m1 } } } #
n&1
1
21= }1 #2 } } } #n&p&12 #n&p&12(x1+#2&1 )m+1 } } } #n&p&12(xm+#2&1 )m+1 #n&p+m2 } } } #n&12 }b b b b b b b






#n&p+mn } } } #
n&1
n
1 x1 x21 } } } x
m&1
1 1 #1 #
2
1 } } } #
n&1
1
22= }1 x2 x22 } } } xm&12 } , 23= }1 #2 #22 } } } #n&12 } .b b b b b b b b1 xm x2m } } } xm&1m 1 #n #2n } } } #n&1n
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Proof. First we establish some notation which is necessary for the
proof.
0<x1<x2< } } } <xm , #=diag(#1 , #2 , ..., #n),
T=diag(t1 , t2 , ..., tn)=In&q#&1
=diag(1&q#&11 , 1&q#
&1
2 , ..., 1&q#
&1
n )
S=diag(s1 , ..., sn)
=diag(0, =1 , ..., =n& p&1 , (1+qx1)&1, ...,
(1+qxm)&1, 1, 1++1 , ..., 1++p&m&1)
0<=1<=2< } } } <=n& p&1<+1<+2< } } } <+p&m&1
h1, j (x)=[1&x(1&q#&1j )]
&m&1,




g1, j (x)=x j&1, g2, j (x)=(1+x) j&1, j=1, 2, ..., n
hi (x)=(hi, 1(x), hi, 2(x), ..., hi, n(x)),

























ci =\_ 1+qxiq(xi+#&11 )&
m+1
, _ 1+qxiq(xi+#&12 )&
m+1
, ...,
_ 1+qx iq(x i+#&1n )&
m+1
+ , i=1, 2, ..., m
c^i =(1, (1+qxi)&1, (1+qx i)&2, ..., (1+qxi)&n+1), i=1, 2, ..., m














giving Vn(w1 , w2 , ..., wn) as the familiar Vandermonde matrix with
det(Vn(w1 , w2 , ..., wn))= ‘
1i< jn
(wj&wi).
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From the properties of hypergeometric functions we have 1 F0(m+n; T*,
S*)= 1F0(m+n; T, S*). Also we can choose q>0 and sets [=1] and [+ i]
such that &T& &S&<1. Thus 1F0(m+n; T, S) converges absolutely. Now we
can use a result due to Gross and Richards [7] who express 1F0 as a ratio
of determinants. Note that this representation is only valid when T and S
have unequal eigenvalues. It is to ensure this property holds that S is
defined in terms of the perturbations =1 , =2 , ..., +1 , +2 , ... Using this result
gives
1F0(m+n; T, S*)= lim
[=i , +j ]  0
1F0(m+n; T, S)
= lim
[=i , +j]  0
c1, 0













1( j), (m+1)k=(m+1)(m+2) } } } (m+k).
V(S)=(&1)n(n&1)2 |Vn(s1 , s2 , ..., sn)|,

















1F0(m+1; sn tn) }.
We now reexpress the three determinants in (6) to facilitate the proof.
V(S)=(&1)n(n&1)2_det(Vn&1(0, =1 , ..., =n& p&1),
Vn&1((1+qx1)&1, ..., (1+qxm)&1),
Vn&1(1, (1++1), ..., (1++p&m&1)))
=(&1)n(n&1)2 det[ g1(0), g1(=1), ..., g1(=n& p&1), c^1 , ..., c^m ,







|Vn(#1 , #2 , ..., #n)|
=(&q)n(n&1)2 |LB|&n+1 23
det(1F0(m+1; si tj))
1 } } } 1
(1&=1(1&q#&11 ))








} } } \ 1+qx1q(x1+#&1n )+
m+1
=| b b |\ 1+qxmq(xm+#&11 )+m+1 } } } \ 1+qxmq(xm+#&1n )+m+1(1&(1&q#&11 ))&m&1 } } } (1&(1&q#&1n ))&m&1
(1&(1++1)(1&q#&11 ))




&m&1 } } } (1&(1++p&m&1)(1&q#&1n ))
&m&1
=det[h1(0), h1(=1), ..., h1(=n& p&1), c1 , ..., cm , h2(0), h2(+1), ..., h2(+p&m&1)].
The ratio of det(1F0(m+1; si t j)) to V(S) in (6) is troublesome since both
vanish as [=i , +j]  0. By repeated use of Cauchy’s mean value theorem we
can establish
det[h1(0), h1(=1), ..., h1(=n& p&1), c1 , ..., cm , h2(0), h2(+1), ..., h2(+p&m&1)]






1 (!2), ..., h
(n& p&1)
1 (!n& p&1),
c1 , ..., cm , h2(0), h
(1)
2 (&1), ..., h
( p&m&1)
2 (&p&m&1)&




1 (!2), ..., g
(n& p&1)
1 (!n& p&1),
c^1 , ..., c^m , g2(0), g
(1)




where 0!i= i , i=1, 2, ..., n& p&1 and 0&j+j , j=1, 2, ..., p&m&1.
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Since h ( j)i (x) and g
( j)
i (x) are vectors of continuous functions at x=0, the





1 (0), ..., h
(n& p&1)
1 (0),







1 (0), ..., g
(n& p&1)
1 (0),
c^1 , ..., c^m , g2(0), g
(1)




















1 (0), ..., h
(n& p&1)
1 (0),
c1 , ..., cm , h2(0), h
(1)







1 (0), ..., g
(n& p&1)
1 (0),
c^1 , ..., c^m , g2(0), g
(1)




We now simplify D1 and D2 so that (8) can be used to yield the main
result. Setting nP i=n(n&1) } } } (n&i+1) and nCi=n !(i ! (n&i)!) gives
1 } } } 1
m+1 P1 (1&q#&11 ) } } }
m+1 P1(1&q#&1n )
m+2 P2 (1&q#&11 )
2 } } } m+2 P2 (1&q#&1n )
2
b } } } b
n&p+m&1 Pn&p&1 (1&q#&11 )




} } } \ 1+qx1q(x1+#&1n )+
m+1
D1=| b } } } b |\ 1+qxmq(xm+#&11 )+m+1 } } } \ 1+qxmq(xm+#&1n )+m+1(q#&11 )&m&1 } } } (q#&1n )&m&1m+1P1 1&q#&11(q#&1n )m+2 } } } m+1P1 1&q#&1n(q#&1n )m+2





















&m&1 } } } (x1+#&11 )
&m&1
T




#m+1i + VTp&m&1 (#1 (1&q#&11 ), ..., #n (1&q#&1n ))= . (10)
Using Laplace’s expansion theorem and results on Vandermonde deter-
minants we can rewrite D11 as
D11 = :
1i1< } } } <imn















&m&1 } } } (x1+#&1im )
&m&1
D12= } b b } .
(xm+#&1i1 )
&m&1 } } } (xm+#&1im )
&m&1
:1=i1+ } } } +im+m(2n&2p+m+1)2 and the integers j1 , ..., jn&m are
the remaining integers from 1, 2, ..., n after you have removed the integers
i1 , ..., im . Hence
D11= :






< } } } <kn&pn&m
















where :2=k1+ } } } +kn& p+((n& p)(n& p+1)2) and the integers
l1 , ..., lp&m are the remaining integers from 1, 2, ..., n&m after you have
taken away the integers k1 , ..., kn& p . Hence











1i1< } } } <imn








































< } } } <k
n&p
n&m
(&1):2+((n&p&1)(n&p))2 (#jl1 } } } #jlp&m )
m+1
= ,_|Vn&p&1 (#&1jki , ..., #&1jkn&p )|_|Vp&m&1 (# jl1 , ..., #jln&p))|
= :
1i1< } } } <imn
(&1):1
{(&q)((n&p&1)(n&p))2_D12 }_ Vn&p&1 (#
&1




m+1 Vp&m&1 (#j1 , ..., #jn&m )&}=
1 } } } 1
#&11 } } } #
&1
n
#&21 } } } #
&2
n
b } } } b




&m&1 } } } (x1+#&1n )
&m&1
=(&q)((n&p&1)(n&p))2| b } } } b |(xm+#&11 )&m&1 } } } (xm+#&1n )&m&1#m+11 } } } #m+1n
#m+21 } } } #
m+2
n
b } } } b










=q((n&p&1)(n&p))2 |LB| &n+p+1 21 .







(m+1) j |Im+qZ| m+1
_q&[m(m+1)+(( p+m+1)( p&m)&(n& p&1)(n& p)2)] |LB|&n+ p+1 21 . (11)
Now we concentrate on the second determinant
1 0 } } } 0 1 } } } 1 1 0 } } } 0
0 1! } } } 0 (1+qx1)&1 } } } (1+qxm)&1 1 1P1 } } } 0
b b b b b b b b b b b
D2=|0 0 } } } 0 (1+qx1)&p+m+1 } } } (1+qxm)&p+m+1 1 p&m&1P1 } } } P&m&1Pp&m&1 |b b b b b b b b0 0 } } } (n&p&1)! (1+qx1)&n+p+1 } } } (1+qxm)&n+p+1 1 n&p&1P1 } } } n&p&1Pp&m&1
b b b b b b b b b b b








1 } } } 1 1 n&pP1 } } } n&pPp&m&1







1( j+1) |Im+qZ| &n+p D21,
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where
1 } } } 1 1 0 } } } 0
(1+qx1)&1 } } } (1+qxm)&1 1 1C1 } } } 0
b b b b b
D21=}(1+qx1)&p+m+1 } } } (1+qxm)&p+m+1 1 p&m&1C1 } } } p&m&1Cp&m&1 } .b b b b b
(1+qx1)&p+1 } } } (1+qxm)&p+1 1 p&1C1 } } } p&1Cp&m&1







1( j+1) |Im+qZ|&n+ p }AB
I
0 } , (12)
where








The elements of B can be rewritten as





















p&m+i&1Ckbk& p+mj . (13)
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From (12) we have






1( j+1) |Im+qZ|&n+ p |B|
and by using (13) and elementary row operations for the determinant |B|
we can rewrite the above equation as










b p&mj |Vm&1(b1 , ..., bm)|








































1( j+1) |Z| p&m |Im+qZ| &n+1 ‘
j>i
(x j&x i)







1( j+1) |Z| p&m |Im+qZ| &n+1 22 . (14)
Substituting (11) and (14) in (8) gives the hypergeometric function and







52 SMITH AND GAO
3. APPLICATIONS TO RADIO COMMUNICATIONS
In certain wireless radio systems using cellular schemes it is being
suggested that performance improvements can be made by using multiple
antennas at the base station instead of a single antenna as at present. For
such systems the random variable Z in (1) can be shown to be the perfor-
mance metric known as the signal to interference and noise ratio or SINR
[8, 9]. In this application m=1 and Y is a vector of length p where p is
the number of antennas at the base station. The matrix X is p_n where n
is the number of cell phone users making calls on the same frequency as the
call in question. L is an n_n diagonal matrix which represents the powers
of the other calls relative to the call in question. The Gaussian variables in
Y and X stem from a communications phenomenon called fast fading
which yields a complex zero-mean Gaussian fade for each user in contact
with each antenna. Using linear combining of the inputs to each antenna
gives a wireless system whose performance is governed by the SINR in the
sense that the bit error rate (BER) of the system is bounded in the follow-
ing way
BER: exp(&;Z),
where :, ; are constants dependent on the type of modulation used in
transmission. In [8, 9] the authors show that for this particular case the
main result in Section 2 can be simplified to give the density of Z as a
simple ratio of polynomials. This result is a major advance on simulation
methodology to study performance since simulating a large random matrix
(nr50, pr30) repeatedly over long runs becomes highly computer inten-
sive. The exact solution on the other hand is both rapid to compute and
numerically robust.
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