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Abstract
Let R be a Noetherian standard graded ring, and M and N two finitely generated graded R-modules. We
introduce regR(M,N) by using the notion of generalized local cohomology instead of local cohomology,
in the definition of regularity. We prove that regR(M,N) is finite in several cases. In the case that the base
ring is a field, we show that
regR(M,N) = reg(N)− indeg(M).
This formula, together with a graded version of duality for generalized local cohomology, gives a formula
for the minimum of the initial degrees of some Ext modules (in the case R is Cohen–Macaulay), of which
the three usual definitions of regularity are special cases. Bounds for regularity of certain Ext modules are
obtained, using the same circle of ideas.
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Assume that M is a graded module over a Noetherian standard graded ring R. Then
Castelnuovo–Mumford regularity (or regularity for short) of M is defined as
reg(M) := max
i
{
end
(
HiR+(M)
)+ i}.
A generalization of local cohomology functors was given by Herzog in his Habilitations-
schrift [H]. Let a denote an ideal of a commutative Noetherian ring R. For each i  0, the
functor Hia(.,.) is defined by Hia(M,N) = lim−→ n Ext
i
R(M/a
nM,N), for all R-modules M and N .
This notion is a generalization of the usual local cohomology functor, that corresponds to the
case M = R. This concept has attained more notice in recent years, see e.g. [HZ]. This notion
inherits many properties of the usual local cohomology. For example if M and N are two fi-
nitely generated R-modules such that pdimM < ∞, then, by [Y, 2.5], Hia(M,N) = 0 for all
i > pdimM + ara(a), where ara(a), the arithmetic rank of the ideal a, is the least number of
elements of R required to generate an ideal which has the same radical as a.
Now, assume that R = R0[R1] is a Noetherian standard graded ring and M and N are two
finitely generated graded R-modules. Then, for any i, HiR+(M,N) has a natural graded structure,
the R0-modules HiR+(M,N)n is zero for n  0, and is finitely generated for all n ∈ Z.
In view of the above mentioned properties of generalized local cohomology, it seems that
there might be some connections between this notion and regularity. The main aim of the present
paper is to investigate such connections. Under the above assumptions, we define the generalized
regularity of a pair (M,N) of R-modules as
regR(M,N) := sup
i
{
end
(
HiR+(M,N)
)+ i}.
We prove that regR(M,N) is finite in several cases. If R0 is a field and M and N are finitely
generated, we show that
regR(M,N) = reg(N)− indeg(M). (∗)
Notice that this shows in particular that regR(M,N) is independent of R whenever R0
is a field. This is not the case for the modules HiR+(M,N), as for instance H
i
R+(R0,R0) 
ExtiR(R0,R0) clearly depends on R.
In Sections 3 and 4, we will present several applications of this formula. In Section 3, we first
establish a version of Grothendieck’s duality theorem for graded generalized local cohomology.
Then by using (∗), we provide a sharp estimate for initial degrees of some Ext modules. As a
corollary, we obtain a formula for the regularity which generalizes the three classical definitions
of Castelnuovo–Mumford regularity. Namely, we prove that if R is a polynomial ring over a field,
then for any pair M , N of non-zero finitely generated graded R-modules
reg(M)− indeg(N) = −min{indeg(ExtjR(M,N))+ j}.
In Section 4, first by using formula (∗), an upper bound for the regularity of the Ext modules
of certain pairs of modules is obtained. This result contains a first result in this direction ob-
tained by G. Caviglia in his thesis. Then we establish some upper bounds for the regularity of the
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These results are very much in the spirit of the theorems obtained for the regularity of Tor mod-
ules, under essentially the same assumptions, by A. Conca and J. Herzog [CH], J. Sidman [Si],
G. Caviglia [Ca], D. Eisenbud, C. Huneke and B. Ulrich [EHU], and by the first author [Ch2].
Throughout this paper, R = R0[R1] is a Noetherian standard graded ring, m := R+ and
M =⊕n∈ZMn and N =⊕n∈ZNn are two finitely generated graded R-modules. For a graded
R-module Q, we denote by indeg(Q) (respectively end(Q)) the infimum (respectively the supre-
mum) of the degrees of non-zero elements of Q (with the convention indeg(0) = +∞ and
end(0) = −∞).
2. Generalized regularity
Definition 2.1. Let ai(M,N) := end(H im(M,N)). Then,
regR(M,N) := sup
i
{
ai(M,N) + i
}
.
If R is a standard graded algebra over a local ring (R0,m0, k) then regR(M,N) is finite
for any pair M,N of finitely generated graded R-modules if regR(k, k) is finite. In fact we
will later prove much more precise results on the value of regR(M,N) in this case (see for
instance Theorem 2.15). We will first concentrate our attention on conditions for the finiteness of
regR(k, k). As Him(k, k) = ExtiR(k, k) is the graded k-dual of TorRi (k, k), one has regR(k, k) =
supi{i + end(ExtiR(k, k))} = supi{i − indeg(TorRi (k, k))}. Thus, we will investigate the behavior
of the lowest degree of a minimal ith syzygy in terms of i, in contrast with the corresponding
study for the highest degree of a minimal ith syzygy in terms of i, as investigated for instance
in [AP].
Lemma 2.2. Let f : R → S be a finite graded homomorphism of standard graded Noetherian
rings. Assume that R0 is local. Suppose M is a finitely generated graded S-module and the
following conditions hold:
(i) there is a graded free R-resolution FS/R• of S and an integer a such that indeg(F S/Ri ) 
i − a, for all i,
(ii) there is a graded free S-resolution FM/S• of M and an integer b such that indeg(FM/Si ) 
i − b, for all i.
Then, a minimal graded free R-resolution FM/R• of M satisfies indeg(FM/Ri ) i − a − b, for
all i.
Proof. Let k be the residue field of R0. There is a spectral sequence
E2pq = TorSp
(
TorRq (S, k),M
) ⇒ TorRp+q(k,M)  FM/Rp+q ⊗R k.
Assumption (i) implies that TorRq (S, k) lives in degrees at least q − a. By assumption (ii), E2pq ,
which is a subquotient of TorRq (S, k)⊗S FM/Sp , lives in degrees at least (q − a)+ (p− b). Hence
E∞pq vanishes in degrees less than (p + q)− a − b. The conclusion follows. 
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following are equivalent:
(i) m0 contains an R-regular sequence of length dimR0,
(ii) Rμ is a free R0-module for any μ.
If (i) holds, then regR(k, k) = dimR0.
Proof. Notice that each Rμ is a finitely generated R0-module of finite projective dimension.
A sequence of elements in R0 is R-regular if and only if it is Rμ-regular for any μ. Therefore
condition (i) is equivalent to depthR0(Rμ) = dimR0, which in turn is equivalent to (ii).
Assume that (i) is satisfied. Let S := R/m0R and f : R → S be the natural onto map. Set
d := dimR0. Let π := (π1, . . . , πd) be an R-regular sequence generating m0. The Koszul com-
plex FS/R• := K•(π;R) is a graded free R-resolution of S, indeg(F S/Ri ) i−d , as FS/Ri = 0 for
i > d . Let Fk/S• and Fk/R• denote minimal graded free S-resolution and R-resolution of k, respec-
tively. As S is a standard graded k-algebra, one has indeg(F k/Si )  i, for all i. By Lemma 2.2,
indeg(F k/Ri )max{0, i − d}, which shows that Him(k, k)  ExtiR(k, k)  HomR(F k/Ri , k) van-
ishes in degrees above d − i, hence regR(k, k) d .
On the other hand, the degree 0 part of Fk/R• is a minimal free R0-resolution of k, so that
ExtiR(k, k)0  ExtiR0(k, k) 
∧i
kd 
= 0 for i  d . This proves that regR(k, k) d . 
Proposition 2.4. Let f : S → R be a finite graded homomorphism of standard graded Noetherian
rings. Assume that R0 and S0 are local with the same residue field k, and that f induces the
identity on k. If indeg(TorSi (R, k)) > i for all i > 0, then regR(k, k) regS(k, k).
Proof. We consider the change of ring spectral sequence,
E2pq = TorRp
(
TorSq (R, k), k
) ⇒ TorSp+q(k, k).
First notice that
indeg
(
TorRp
(
TorSq (R, k), k
))= indeg(TorRp (k, k))+ indeg(TorSq (R, k))
and therefore indeg(E2pq) indeg(TorRp (k, k)) + q + 1 for q > 0.
Recall that regS(k, k) = maxi{i− indeg(TorSi (k, k))}, hence indeg(TorSi (k, k)) i−regS(k, k)
for all i  0. We may assume that regS(k, k) < ∞. We use induction on i to prove that
indeg
(
TorRi (k, k)
)
 i − regS(k, k). (∗)
For i = 0, TorR0 (k, k) = TorS0 (k, k) = k.
Now assume that i > 0 and the inequality (∗) holds for any j < i. Let μ < i − regS(k, k),
then TorSi (k, k)μ = 0. As R0 and S0 are local with the same residue field k, and f induces
the identity on k, TorS0 (R, k) = k ⊕ N , for some finite k-module N . Therefore (E2i0)μ 
TorRi (k, k)μ ⊕ N ′ for some finite k-module N ′. Hence, it suffices to show that (E2i0)μ 
(E∞)μ. But for any r  2, Er+1  ker(Er → Er ), and by induction, indeg(Er )i0 i0 i0 i−r,r−1 i−r,r−1
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all r  2, which proves (∗). Our claim follows since regR(k, k) = maxi{i + end(ExtiR(k, k))} =
maxi{i − indeg(TorRi (k, k))}. 
Theorem 2.5. Let f :S → R be a surjective graded homomorphism of standard graded
Noetherian rings. Assume that S0 is local with residue field k. Let I := ker(f ).
(1) If indeg(I ) regS(k, k)+ 2, then regR(k, k) regS(k, k).
(2) If S is regular and indeg(I ) dim(R0)+ 1, then regR(k, k) = regS(k, k) = dimR0.
Proof. For (1), notice that for any i  0, indeg(TorSi (k, k))  i − regS(k, k), and therefore
indeg(TorSi (I, k))  indeg(I ) + indeg(TorSi (k, k))  i + 2. It implies that indeg(TorSi (R, k)) 
i + 1 for any i > 0 and the result follows from Proposition 2.4.
Now we prove (2). Our assumption on indeg(I ) implies that R0 = S0. Since S is regular, we
have S  R0[X1, . . . ,Xn]. Set X := (X1, . . . ,Xn), d := dimR0 and let π := (π1, . . . , πd) be
an R-regular sequence generating m0. The ith homology group of the Koszul complex K• :=
K•(π,X; I ) is TorSi (I, k). Notice that (Ki)μ = 0 for μ < indeg(I )+max{0, i −d}, in particular,
indeg(Ki)max{i, d} + 1. Furthermore, if i  d , for μ = i − d + indeg(I ),
Hi(K•)μ = ker
( i−d∧
Rn0 ⊗R0 Iindeg(I ) → (Ki−1)i+1
)
and this kernel is zero since
∧i−d
Rn0 ⊗R0 Iindeg(I )
×π1→ ∧i−d Rn0 ⊗R0 Iindeg(I ) ⊂ (Ki−1)i+1 is
already injective. Hence, indeg(TorSi (I, k)) i +2 for any i. It follows that indeg(TorSi (R, k))
i + 1 for any i > 0. Notice that regS(k, k) = dimR0 by Corollary 2.3 and that, for any stan-
dard graded Noetherian ring T over a local base ring (T0,m0, k), regT (k, k) dimT0. Now (2)
follows from Proposition 2.4. 
Lemma 2.6. Let R be a standard graded Noetherian ring. Assume that R0 is a regular local ring
of dimension d > 0 with residue field k. Then for any integer μ,
(1) TorRi (k, k)μ = 0 for i  (d + 1)(μ+ 1),
(2) ∑i (−1)i dimk TorRi (k, k)μ = 0.
Proof. First notice that if R is regular, then R  R0[X1, . . . ,Xn], and (1) and (2) follows
from the minimal free R-resolution of k given by the Koszul complex which shows that
TorRi (k, k) 
∧i
(kd
⊕
k[−1]n)  ⊕μ(∧i−μ kd ⊗k ∧μ kn)[−μ] which implies (2). It also
shows that indeg(TorRi (k, k)) = max{0, i−d} for 0 i  d+n (and +∞ else), which proves (1).
We induct on μ. For μ = 0, (1) and (2) follows from the isomorphisms TorRi (k, k)0 
TorR0i (k, k) 
∧i
kd .
Let S be a polynomial ring over R0 with variables indexed by a set of minimal generators of
the R0-module R1 and let I := ker(S→R). We consider the change of ring spectral sequence,
E2pq = TorRp
(
TorSq (R, k), k
) ⇒ TorSp+q(k, k).
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TorSq (R, k) 
⊕
jmax{1,q−d+1} k[−j ]βqj , with βqj := dimk TorSq (R, k)j .
By induction hypothesis, (E2pq)μ = 0 for 1  q  d and p  (d + 1)μ and for q > d and
p  (d + 1)(μ− q + d). Hence (E2pq)μ = 0 for p + q  (d + 1)μ+ d and q > 0. It follows that
for any p > (d + 1)μ+ d , (E2p0)μ  TorSp(k, k)μ = 0. This proves (1).
For (2), the spectral sequence shows that
∑
p,q
(−1)p+q dimk TorRp
(
TorSq (R, k), k
)
μ
=
∑
p,q
(−1)p+q dimk
(
E∞pq
)
μ
=
∑
i
(−1)i dimk TorSi (k, k)μ = 0
where the last equality follows from the regular case. It follows that∑
p
(−1)p dimk TorRp (k, k)μ +
∑
q>0
jmax{1,q−d+1}
(−1)qβqj
∑
p
(−1)p dimk TorRp (k, k)μ−j = 0.
But
∑
p(−1)p dimk TorRp (k, k)μ−j = 0 for j > 0, by induction hypothesis. This proves (2). 
Remark 2.7. The bound in Lemma 2.6(1) is sharp, as the following example shows. Let k be
a field, A := k[Y1, . . . , Yd,X0, . . . ,Xd ] and I be the ideal of 2 × 2 minors of
(X0 X1 ··· Xd
0 Y1 ··· Yd
)
.
Consider R0 := k[Y1, . . . , Yd ](Y1,...,Yd ), R := R0[X0, . . . ,Xd ]/I ′, where I ′ is the image of I by
the natural map from A to S := R0[X0, . . . ,Xd ].
By [A, 5.2.8], B := A/I is a Golod ring as it has minimal multiplicity. Notice that the minimal
graded free R-resolution of k is the image of the minimal graded free B-resolution of k via the
natural map from B to R, as this map preserves exactness and sends the maximal graded ideal
of B to the maximal graded ideal of R. Therefore, the graded Betti numbers of k over R are the
same as the ones of k over B , graded by setting deg(Xi) = 1 and deg(Yj ) = 0. As B is Golod,
they are given by the following formula for the Poincaré series (see [A, (5.0.1)]):
PRk (t, u) =
PAk (t, u)
1 − t (PAB (t, u) − 1)
= (1 + t)
d(1 + ut)d+1
1 − t (∑di=1 t i(d+1i+1)(∑ij=1 uj )) ,
with PTM(t, u) :=
∑
i,j dimk TorTi (M,k)j t iuj ∈ Z[u]t.
Indeed, PAk (t, u) = (1 + t)d(1 + ut)d+1 by the Koszul complex, and the minimal graded
free A-resolution of B is given by the Eagon–Northcott complex E•, with E0 = A and Ei =
(
∧i+1
Ad+1)[−1] ⊗A Symi−1A (A ⊕ A[−1]), which shows that PAB (t, u) = 1 +∑d
i=1 t i
(
d+1
i+1
)
(
∑i
j=1 uj ). In particular, PRk (t, u) has the monomials td (td+1u)j in its expansion,
which shows that dimk TorRd+(d+1)j (k, k)j = 1, and the sharpness of the bound.
Remark 2.8.
(i) The conditions (i) and (ii) in Corollary 2.3 are satisfied when R is regular (i.e. when R is a
polynomial ring over a regular local ring).
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ing example illustrates that even when R0 is a discrete valuation ring, regR(k, k) can be
infinite.
(iii) The following example illustrates that generalized local cohomology, unlike local cohomol-
ogy, is very dependent on R. It shows this dependence for generalized regularity as well.
Example 2.9. Let (R0,π) be a discrete valuation ring, k := R0/(π) and R := R0[X]/(πX).
Then R is a standard graded algebra over R0, which is local regular of dimension 1. Nevertheless
regR(k, k) = ∞. Indeed the minimal graded free R-resolution F• of k is
· · · ψ F2i+1 φ F2i
ψ
F2i−1
φ · · · ψ F1 R
with F2i := R[−i]2 and F2i−1 := R[−i+1]⊕R[−i] for i > 0, ψ :=
(
x 0
0 π
)
and φ := ( π 00 x ). This
resolution shows that for i > 0, Ext2i−1R (k, k) sits in degrees −i and −i + 1 and Ext2iR (k, k) sits
in degree −i.
Now, Hjm(k, k)  ExtjR(k, k), and therefore aj (k, k) = −[j/2] so that aj (k, k) + j =[(j + 1)/2] is unbounded.
Theorem 2.10. Let R be a standard graded Noetherian ring. Assume that R0 is a discrete valu-
ation ring with residue field k. Then the following are equivalent:
(i) R1 is a free R0-module,
(ii) regR(k, k) = 1,
(iii) regR(k, k) < ∞,
(iv) regR(k,M) = reg(M)+ 1, for any M .
Moreover if one of these conditions does not hold, then indeg(TorRi (k, k)) = i/2 for all
i  0.
Proof. First (i) ⇒ (ii) by Theorem 2.5(2) and clearly (iv) ⇒ (ii) ⇒ (iii). For (iii) ⇒ (i), we
will show that TorR2i+1(k, k)i 
= 0 for all i  0 when R1 is not a free R0-module. Let S =
R0[X1, . . . ,Xn] be a polynomial ring over R0 with variables indexed by a set of minimal gener-
ators of the R0-module R1 and let I := ker(S→R). Choose f = πml ∈ I1 \ πI1, where m 1
and l /∈ (π). Set S′ := S/(f ) and I ′ := IS′. We consider the change of ring spectral sequence,
E2pq = TorRp
(
TorS
′
q (R, k), k
) ⇒ TorS′p+q(k, k).
A minimal graded free S′-resolution F• of S′/(l,π)S′ is given by
· · · d2i+1 F2i
d2i
F2i−1
d2i−1 · · · d3 F2
d2
S′ ⊕ S′[−1] (π l) S′
with F2i := S′[−i]2 and F2i+1 := S′[−i − 1] ⊕ S′[−i] for i > 0, d2 :=
(
l 0
−π πm
)
, d3 :=
( 0 πm
l π
)
,
and for i  2, d2i :=
( π 0
m−1
)
, d2i+1 :=
(
lπm−1 0 )
.−l lπ l π
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is given by G• := F• ⊗S′ K•(X1, . . . , X̂i , . . . ,Xn;S′) (recall that S′/(l,π)S′  k[X1, . . . , X̂i ,
. . . ,Xn]). One has Gi =⊕ij=0(Fi−j ⊗S′ S′[−j ](n−1j )), in particular indeg(Gi) = indeg(Fi) for
all i.
It follows that, for i  0, indeg(TorS′2i+1(R, k))  indeg(TorS
′
2i (I
′, k))  i + 1. Furthermore,
TorS′2i−1(I ′, k)i  ker(I ′1
×π→ I ′1) = 0, because (lS0 ∩ I1)/f S0 = 0. It follows that
indeg(TorS′2i (R, k)) = indeg(TorS
′
2i−1(I ′, k))  i + 1 and therefore indeg(TorS
′
q (R, k)) q/2 + 1 for q > 0.
For q > 0 we get from Lemma 2.6 and the above estimates that
indeg
(
E2pq
)= indeg(TorRp (k, k))+ indeg(TorS′q (R, k)) p/2 + q/2 + 1 = i + 1
for p + q = 2i + 1. Hence, for any i  0, (E∞2i+1,0)i  TorS
′
2i+1(k, k)i 
= 0 is a submodule of
(E22i+1,0)i  TorR2i+1(k, k)i , which is therefore not zero. This proves (iii) ⇒ (i) and also shows
that if (i) is not satisfied, then indeg(TorR2i+1(k, k)) i. In this case, indeg(TorR2i+1(k, k)) = i by
Lemma 2.6. Furthermore indeg(TorR2i (k, k)) = i as indeg(TorR2i (k, k)) indeg(TorR2i+1(k, k)) =
i on one side and indeg(TorR2i (k, k)) i by Lemma 2.6 on the other side.
Now (ii) ⇒ (iv) by Theorem 2.15(3). 
As the following example shows, the finiteness of generalized regularity is not symmetric
in M and N .
Example 2.11. Let (R0,π) be a discrete valuation ring, k := R0/(π) and R := R0[X]/(πX,X2).
Then R is a standard graded algebra over R0, which is local regular of dimension 1,
regR(R, k) = 0 and regR(k,R) = ∞. Indeed the minimal graded free R-resolution F• of k is
given by
· · · d3⊕d2 F3 = (F2 ⊕ F1)[−1]
d2⊕d1
F2 = (F1 ⊕ F0)[−1]
d2
F1
d1
F0
with F0 := R, F1 := R ⊕ R[−1], d1 is given by the matrix (x π) and d2 is given by
the matrix
(
x 0 π
0 x 0
)
. The first three steps of the resolution were computed using the software
Macaulay 2 [GS], and the rest of the resolution follows by induction, due to the decomposi-
tion of the map from F3 to F2. The decomposition of the modules and maps in the resolution
also shows that for any module M and any i  3,
ExtiR(k,M)  Exti−1R (k,M)[1] ⊕ Exti−2R (k,M)[1].
Using Macaulay 2, it is easy to check that end(ExtiR(k,R)) = 0 for i = 0,1,2. It follows that
end(ExtiR(k,R)) = −[(i − 1)/2] for any i > 0, which proves that regR(k,R) = ∞.
If F• and G• are two complexes of R-modules, HomgrR(F•,G•) is the cohomological com-
plex with modules Ci =∏p+q=i HomR(Fp,Gq). If either F• or G• is bounded, or both F• and
G• are bounded below, then HomgrR(F•,G•) is the totalization of the double complex with
Cp,q = HomR(Fp,Gq).
We denote by C• (–) the ˇCech complex on –.m
4788 M. Chardin, K. Divaani-Aazar / Journal of Algebra 319 (2008) 4780–4797Lemma 2.12. Let FM• be a graded free R-resolution of M and I •N be a graded injective R-
resolution of N . Consider C••, the double complex with Cp,q = HomR(FMq ,Cpm(N)), D•• the
double complex with Dp,q = HomR(FMq ,ΓmIpN), T •C := Tot(C••) and T •D := Tot(D••). Then,
Him(M,N)  Hi
(
T •C
) Hi(HomgrR(FM• ,C•m(N))) Hi(T •D) Hi(HomgrR(FM• ,ΓmI •N )).
Proof. All these modules are the total homology of the triple complex T ••• with T i,j,k =
HomR(FMi ,Cjm(I kN)). On the other hand, Hi(T •D)  Hi(HomR(M,ΓmI •N))  Him(M,N). 
Lemma 2.13. Let F• be a free R-resolution of M . There exist two convergent spectral sequences,
′Epq1 = Hpm(N) ⊗R HomR(Fq,R) ⇒ Hp+qm (M,N)
and
′′Epq2 = Hpm
(
ExtqR(M,N)
) ⇒ Hp+qm (M,N).
In particular, ai(M,N) is finite for any i, and regR(M,N) is finite if ExtiR(M,N) = 0 for
i  0.
Proof. Consider the double complex with
Cpq := HomR
(
Fq,Cpm(N)
) HomR(Fq,R) ⊗R Cpm(N)  Cpm(HomR(Fq,N)).
This complex has total homology isomorphic to H •m(M,N) by Lemma 2.12, and first or second
terms of the spectral sequences associated to row and column filtrations are as stated. 
The following easy observation will be useful for the proof of the last theorem of this section.
Lemma 2.14. Let P and Q be two graded R-modules. If indeg(P ) and end(Q) are finite, then
end
(∗ HomR(P,Q)) end(Q) − indeg(P ).
Equality holds if P is free of finite rank.
In the sequel, for a finitely generated graded R-module P , we set ai(P ) := end(H im(P )).
Theorem 2.15. Assume that (R0,m0, k) is local.
(1) For any i, ai(M,N)  reg(N) − indeg(M) and if R0 is a field then ai(M,N)  reg(N) −
indeg(M) − i.
(2) 0 regR(M,k)+ indeg(M) regR(k, k) for any M 
= 0.
(3) If regR(M,k) is finite, then
regR(M,N) = reg(N)+ regR(M,k).
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p := min{i ∣∣ regR(M,k) = ai(M,k) + i}+ max{j ∣∣ reg(N) = aj (N) + j}.
(5) If R0 is a field, then regR(M,N) = reg(N)− indeg(M) = ap(M,N)+p for any p such that
reg(N) = ap(N)+ p.
Proof. Let F• be a minimal graded free R-resolution of M and set Cpq := Cpm(HomR(Fq,N))
as in Lemma 2.13. Set e := indeg(M) and F • := HomR(F•,R). Notice that Cpq  Fq ⊗R
Cpm(N). As the second spectral sequence of Lemma 2.13 provides an isomorphism Hqm(M,N) 
ExtqR(M,N) whenever M ⊗R N is supported in m, one has
ai(M,k) = end
(
ExtiR(M,k)
)= end(F i ⊗R k)= − indeg(Fi).
One has (′Epq1 )μ = HomR(F q,Hpm(N))μ = 0 for μ > ap(N)− e, by Lemma 2.14. If further
R0 is a field, indeg(Fj+1) > indeg(Fj ) for any j and Lemma 2.14 implies that (′Epq1 )μ = 0 for
μ > ap(N) − e − q . This proves (1).
If regR(k, k) is finite, a minimal free R-resolution Fk• of k satisfies indeg(F ki ) i−c, for c :=
regR(k, k). It follows that indeg(Fi) = indeg(TorRi (M,k)) indeg(M)+ i − c, as TorRi (M,k) 
Hi(M ⊗R Fk• ). This proves (2).
By [Ch2, 5.1(ii)], if regR(M,k) = supi{end(F i ⊗R k) + i} < ∞, then setting i0 = min{i |
regR(M,k) = ai(M,k) + i} and j0 := max{j | reg(N) = aj (N) + j}, one has:
regR(M,N) = ai0+j0(M,N)+ (i0 + j0) = regR(M,k) + reg(N).
This proves (3) and (4).
For (5), first notice that (1) implies that regR(M,N) reg(N)− indeg(M). Set μ := ap(N)−
e = reg(N) − p − e. One has ′Ep+r−1,−rr = 0 for any r  1, so that ′Ep0r+1 is isomorphic to the
kernel of the map
′Ep0r
′dp0r ′Ep−r+1,rr .
But (′Ep−r+1,r1 )μ  HomR(Fr,Hp−r+1m (N))μ is zero for r  1 because
end
(
HomR
(
F r,H
p−r+1
m (N)
))

(
reg(N) − p + r − 1)+ (−e − r) μ− 1.
Therefore (′Ep0∞ )μ  (Hpm(N)⊗R F 0)μ  Hpm(N)dimk(Me)ap(N) 
= 0. It follows that H
p
m(M,N)μ 
= 0,
which proves that regR(M,N) μ+ p = reg(N)− indeg(M). 
Remark 2.16.
(i) If R0 is regular, not necessarily local, and either Rμ is a free R0-module for any μ or R is
the quotient of a polynomial ring over R0 by an ideal of initial degree at least dimR0 + 1,
then
regR(M,N) reg(N) − indeg(M)+ dimR0.
4790 M. Chardin, K. Divaani-Aazar / Journal of Algebra 319 (2008) 4780–4797This follows from the fact that regR(M,N) = maxp0∈Spec(R0){regRp0 (Mp0 ,Np0)}, and that
for any p0 ∈ Spec(R0), reg(Np0) reg(N) and indeg(Mp0) indeg(M).
(ii) If M has finite projective dimension, or N has finite injective dimension, then ExtqR(M,N)
has dimension at most dim(R) − q for any q . Hence, the spectral sequence ′′Epq2 =
H
p
m(Ext
q
R(M,N)) ⇒ Hp+qm (M,N) shows that Him(M,N) = 0 for i > dim(R).
3. Duality for generalized local cohomology
We establish in this section a duality for graded generalized local cohomology in our context,
which is a graded version of the original result of Suzuki [Su] (see also [HZ] for further results).
Theorem 3.1. Let R be a standard graded Cohen–Macaulay ring of dimension d . Assume that
R0 is a field and let ωR be the canonical module of R, and M and N be finitely generated graded
R-modules.
(1) Him(M,R)  ∗ HomR(TorRi−d(M,ωR),R0).
(2) If M has finite projective dimension, or if N has finite projective dimension and
TorRi (M,ωR) = 0 for i > 0, then
Him(M,N)  ∗ HomR
(
Extd−iR (N,M ⊗R ωR),R0
)
.
Proof. Let FM• be a minimal graded free R-resolution of M and FN• be a minimal graded free
R-resolution of N . By Lemma 2.12 and [B, §6, Théorème 1, b],
Him(M,N)  Hi
(
HomgrR
(
FM• ,C•m(N)
)) Hi(HomgrR(FM• ,C•m(FN• ))).
As R is Cohen–Macaulay, Him(R) = 0 for i 
= d , and therefore
Him(M,N)  Hi−d
(
HomgrR
(
FM• ,FN• ⊗R Hdm(R)
))
.
As FM• or FN• is bounded
Him(M,N)  Hd−i
(
HomR
(
HomgrR
(
FN• ,FM•
)
,Hdm(R)
))
 Hd−i
(∗ HomR(HomgrR(FN• ,FM• ⊗R ωR),R0))
 ∗ HomR
(
Hd−i
(
HomgrR
(
FN• ,FM• ⊗R ωR
))
,R0
)
.
This shows (1) and, by Remark 2.16(ii), it implies that TorRi (M,ωR) = 0 for i > 0 if FM• is
bounded. Hence FM• ⊗R ωR is acyclic, and (2) follows. 
Theorem 3.2. Let R be a standard graded Gorenstein ring. Assume that R0 is a field, M and N
are finitely generated graded R-modules and M or N has finite projective dimension, then
min
j
{
indeg
(
ExtjR(N,M)
)+ j}= reg(R)− reg(N) + indeg(M).
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Him(M,N) 
(
Extd−iR (N,M)[a]
)∗
.
In particular,
−ai(M,N) = indeg
(
Extd−iR (N,M)[a]
)= indeg(Extd−iR (N,M))− a.
Therefore
regR(M,N) = max
i
{− indeg(Extd−iR (N,M))+ a + i}
= a + d − min
j
{
indeg
(
ExtjR(N,M)
)+ j}.
The conclusion follows from Theorem 2.15(5), since a + d = reg(R). 
Applying this result to M = R0, one recovers, in the special case where R is standard
graded over a field and Gorenstein, the relationship between the regularity defined by lo-
cal cohomology or by the graded Betti numbers for modules of finite projective dimension,
obtained—independently and in different settings—by Römer in [R, 1.4] and by the first author
in [Ch2, 5.3].
Corollary 3.3. If R is a polynomial ring over a field, then for any pair of non-zero finitely
generated graded R-modules M and N ,
reg(M)− indeg(N) = −min{indeg(ExtjR(M,N))+ j}.
Applying this corollary to N := R0 we recover the definition of regularity in terms of graded
Betti numbers, applying it with N := R we recover the definition of regularity as in Eisenbud’s
book [E, 20.16], which is equivalent to the one in terms of local cohomology by graded local
duality.
4. Regularity of Ext modules
The following result generalizes a result of Caviglia in his thesis (see [Ca, 3.10]).
Theorem 4.1. Let R be a Noetherian standard graded ring of dimension n such that R0 is a
field. Let M and N be two finitely generated graded R-modules and i0 an integer. Assume that
ExtiR(M,N) is zero for i < i0, Exti0R(M,N) has dimension at most n − i0 and ExtiR(M,N) is
either a Cohen–Macaulay R-module of dimension n− i or zero for all i > i0. Then,
(i) Hi−i0m (Exti0R(M,N))  Him(M,N) for all i 
= n.
(ii) maxi{reg(ExtiR(M,N)) + i} = reg(N)− indeg(M).
(iii) reg(Exti0R(M,N)) + i0 = reg(N)− indeg(M) if reg(N) = ap(N)+ p for some p < n.
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sion or N has finite injective dimension (see Remark 2.16(ii)).
Proof. Lemma 2.13 provides a spectral sequence
′′Epq2 = Hpm
(
ExtqR(M,N)
) ⇒ Hp+qm (M,N)
and our hypothesis implies that ′′Epq2 = 0 for p 
= n − q and q 
= i0, and for p + q > n. This in
turn shows that ′′Epq2  ′′Epq∞ for any p and q . It proves (i) and provides a filtration 0 = F−1 ⊆
F0 ⊆ · · · ⊆ Fn−i0 = Hnm(M,N) with Fi/Fi−1  Him(Extn−iR (M,N)). It follows that
an(M,N) = max
i
{
ai
(
Extn−iR (M,N)
)}
.
Notice that ai(Extn−iR (M,N)) = reg(Extn−iR (M,N)) − i for i 
= n− i0. Hence, by (i),
regR(M,N) = max
{
max
i
{
ai−i0
(
Exti0R(M,N)
)+ i}, max
i 
=n−i0
{
reg
(
Extn−iR (M,N)
)+ n − i}},
which proves (ii) by Theorem 2.15(5).
If reg(N) = ap(N) + p for some p < n, then regR(M,N) = ap(M,N) + p by Theo-
rem 2.15(5). Hence by (i), regR(M,N) = ap−i0(Exti0R(M,N)) + p  reg(Exti0R(M,N)) + i0,
which proves (iii) in view of (ii). 
Lemma 4.2. If M or N has finite projective dimension, there exists a spectral sequence:
TorRi
(
ExtjR(M,R),N
)⇒ Extj−iR (M,N).
Proof. Let FM• and FN• be minimal graded free R-resolution of M and N , respectively. The
double complex with terms HomR(FMp ,FNq )  HomR(FMp ,R) ⊗R FNq has total homology iso-
morphic to Ext•R(M,N), because M or N has finite projective dimension. It gives rise to a
spectral sequence with E2 term as in the lemma. 
Corollary 4.3. There exists a natural map
ExtjR(M,R)⊗R N −→ ExtjR(M,N),
whose kernel is supported on
⋃
i1 Supp(TorRi+1(Ext
j+i
R (M,R),N)) and whose cokernel is sup-
ported on
⋃
i1 Supp(TorRi (Ext
j+i
R (M,R),N)).
Proof. The spectral sequence of Lemma 4.2 provides a natural onto map from ExtjR(M,R) ⊗R N
to h∞E
j
0 whose kernel is supported on
⋃
i1 Supp(TorRi+1(Ext
j+i
R (M,R),N)) and a natural into
map from h∞E
j
0 to Ext
j
R(M,N) whose cokernel is supported on
⋃
i1 Supp( h∞E
j+i
i ). The con-
clusion follows as h∞E
j+i
i is a subquotient of h∞E
j+i
i  TorRi (Extj+iR (M,R),N). 
We assume from this point on that R = R0[X1, . . . ,Xn] is a polynomial ring over a field R0.
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c for all p ∈ Supp(N) such that dimR/p > e, then
Him
(
ExtcR(M,R) ⊗R N
) Him(ExtcR(M,N)), ∀i  e + 2,
and there is an onto map
He+1m
(
ExtcR(M,R)⊗R N
)→ He+1m (ExtcR(M,N)).
Proof. The assumption implies that ExtjR(M,R)p = 0 if p ∈ Supp(N), dimR/p > e and j 
= c
because H dimRp−jp (Mp) = 0 in these cases. This in turn shows that TorRi (Extc+iR (M,R),N) and
TorRi+1(Ext
c+i
R (M,R),N) are supported in dimension at most e for any i  1. By Corollary 4.3,
there is an exact sequence
0 → K → ExtcR(M,R) ⊗R N → ExtcR(M,N) → C → 0,
with dim(K) e and dim(C) e. Our claim follows. 
Corollary 4.5. Let c and e be two integers. Assume that locally at any prime p such that
dimR/p = e + 1, Mp is Cohen–Macaulay of codimension c, Np is Cohen–Macaulay, and
codimRp(Mp ⊗Rp Np) = codimRp(Mp)+ codimRp(Np). Then for any p  e + 1,
ap
(
ExtcR(M,N)
)
max
i
{
ap+i
(
ExtcR(M,R)
)+ bi(N)}
 reg(N)+ max
ip
{
ai
(
ExtcR(M,R)
)+ i}− p.
Proof. By Corollary 4.4, ap(ExtcR(M,N))  ap(ExtcR(M,R) ⊗R N) for p  e + 1. As R is
Gorenstein, it follows that, locally at each p such that dimR/p = e + 1, ExtcR(M,R) and N
are Cohen–Macaulay modules that intersect properly. Therefore dim(TorRi (Ext
c
R(M,R),N)) 
e, for i > 0 (see e.g. [Ch2, 1.8]) and so [Ch2, 5.11(i)] implies that ap(ExtcR(M,R) ⊗R N) 
maxi{ap+i (ExtcR(M,R)) + bi(N)} for p  e − 1. The conclusion follows. 
Theorem 4.6.
(1) If dim(M ⊗R N) 1, then
max
j
{
reg
(
ExtjR(M,N)
)+ j}= reg(N)− indeg(M).
(2) Let c be an integer. Assume that TorR1 (M,N) is supported in dimension at most 1 and that,for any p such that dim(R/p) 2, Mp ⊗Rp Np is Cohen–Macaulay and codimRp(Mp) = c.
Then,
(i) If reg(ExtcR(M,N)) + c reg(N) − indeg(M), then
max
j
{
reg
(
ExtjR(M,N)
)+ j}= reg(N) − indeg(M).
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reg
(
ExtjR(M,N)
)+ j  reg(N) − indeg(M), ∀j < c,
reg
(
ExtcR(M,N)
)+ c reg(N)+ reg(ExtcR(M,R))+ c, and
max
j>c
{
reg
(
ExtjR(M,N)
)+ j}= reg(ExtcR(M,N))+ c − 1.
If further TorR1 (M,N) is supported in dimension at most 0, then
reg
(
ExtcR(M,N)
)= reg(ExtcR(M,R) ⊗R N) reg(ExtcR(M,R))+ reg(N).
Proof. Set Ej := ExtjR(M,N). Our hypotheses in (1) implies that Ej has dimension at most 1
for all j . Recall that over a localization Rp, the following are equivalent:
(a) TorRp1 (P,Q) = 0 and P ⊗Rp Q is Cohen–Macaulay,
(b) P and Q are Cohen–Macaulay and codimRp P ⊗Rp Q = codimRp P + codimRp Q.
Notice that if M is Cohen–Macaulay of projective dimension p, then ExtjR(M,N) 
TorRp−j (Ext
p
R(M,R),N) and that Ext
p
R(M,R) is Cohen–Macaulay with the same support as M .
This implies that Ej has dimension at most 1 for all j 
= c in (2). By Lemma 2.13 the spectral
sequence with E2 term
· · · H 0m
(
Ec−1
)
H 0m
(
Ec
)
H 0m
(
Ec+1
)
H 0m
(
Ec+2
)
H 0m
(
Ec+3
)
· · · H 1m
(
Ec−1
)
H 1m
(
Ec
)
H 1m
(
Ec+1
)
H 1m
(
Ec+2
) · · ·
· · · 0 H 2m
(
Ec
)
0 · · · · · ·
· · · 0 H 3m
(
Ec
)
0 · · · · · ·
· · · 0 H 4m
(
Ec
)
0 · · · · · ·
as well as the one with E1 term Him(N)⊗R HomR(FMj ,R) abuts to H •m(M,N). (In this diagram,
the dotted arrows show direction of maps at steps 3 or 4 of the spectral sequence—notice that the
target of each map is a quotient of a local cohomology module of ExtcR(M,N)).
Set b′i (M) := indeg(TorRi (M,k)) and Bj := maxi{ai(N) − b′j−i (M)}. Notice that b′0(M) =
indeg(M) and b′ (M)  b′ (M) +  and therefore Bj  maxi{ai(N) − indeg(M) − j + i}  0
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a0(Ext
j
R(M,N)) Bj and a1(Ext
j
R(M,N)) Bj+1. Therefore, for j  c,{
a0
(
ExtjR(M,N)
)+ j  reg(N)− indeg(M) and
a1
(
ExtjR(M,N)
)+ 1 + j  reg(N) − indeg(M)}. (∗)
This shows that, in both part (1) and part (2), reg(ExtjR(M,N)) + j  reg(N) − indeg(M),∀j < c.
For j > c, again by comparing the two spectral sequences,
a0
(
ExtjR(M,N)
)+ j max{Bj + j, aj−c+1(ExtcR(M,N))+ j}
max
{
reg(N) − indeg(M), reg(ExtcR(M,N))+ c − 1},
a1
(
ExtjR(M,N)
)+ 1 + j max{Bj+1 + j + 1, aj−c+2(ExtcR(M,N))+ j + 1}
max
{
reg(N)− indeg(M), reg(ExtcR(M,N))+ c − 1}.
The above estimates and (∗) imply that in part (1), maxj {reg(ExtjR(M,N)) + j} reg(N) −
indeg(M). In part (2), the two above estimates show that
max
j>c
{
reg
(
ExtjR(M,N)
)+ j}max{reg(N) − indeg(M), reg(ExtcR(M,N))+ c − 1}.
Furthermore, recall that by Theorem 2.15(5), there exists p such that end(Hpm(M,N)) =
reg(N)− indeg(M) − p.
In part (1), this shows that a0(ExtpR(M,N)) = reg(N) − indeg(M) − p or a1(Extp−1R (M,
N)) = reg(N)− indeg(M)−p. It implies that either reg(ExtpR(M,N)) reg(N)− indeg(M)−p
or reg(Extp−1R (M,N)) reg(N)− indeg(M) − p + 1. This finishes the proof of (1).
In part (2)(i), this shows the same inequalities if p  c. If p > c, it shows that
a0(Ext
p
R(M,N)) reg(N)− indeg(M)−p or a1(Extp−1R (M,N)) reg(N)− indeg(M)−p or
ap−c(ExtcR(M,N)) reg(N) − indeg(M)− p. This proves (2)(i).
Finally, in part (2)(ii), choose i such that reg(ExtcR(M,N)) = ai(ExtcR(M,N))+ i. Notice that
i  2 by (∗). Hence it follows from Corollary 4.5 that reg(ExtcR(M,N)) reg(ExtcR(M,R)) +
reg(N). Let μ := ai(ExtcR(M,N)). As μ > reg(N) − indeg(M) − i − c by hypothesis,
H 1m(Ext
c+i−2
R (M,N))μ = H 0m(Extc+i−1R (M,N))μ = 0 implies that Him(ExtcR(M,N))μ = 0.
Hence, either a1(Extc+i−2R (M,N))  μ or a0(Ext
c+i−1
R (M,N))  μ. This shows that
maxj>c{reg(ExtjR(M,N)) + j} = reg(ExtcR(M,N)) + c − 1.
In view of (∗), Corollary 4.4 implies the last statement of part (2)(ii). 
Corollary 4.7. Under the hypotheses of Theorem 4.6(1) or (2)(i),
max
j
{
reg
(
ExtjR(M,N)
)+ j}− min
j
{
indeg
(
ExtjR(M,N)
)+ j}
= reg(M)− indeg(M) + reg(N)− indeg(N)
= regR(M,M) + regR(N,N) = regR(M,N)+ regR(N,M).
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estimates of Theorem 4.6, in the case M is cyclic.
Theorem 4.8. Let I be a homogeneous proper ideal of R, c := codimR(I), J the unmixed part
of I and X := Proj(R/J ). Then,
reg
(
ExtcR(R/I,R)
)+ c = 0
if either
(i) X is empty or arithmetically Cohen–Macaulay,
(ii) dim(X) = 1 and X is reduced,
(iii) X is smooth, char(R0) dim(X) and X lifts to W2(R0),
(iv) char(R0) = 0 and X has at most isolated irrational singularities.
Proof. If R/J is Cohen–Macaulay, then ExtcR(R/J,R) has the dual of a minimal free R-
resolution of R/J as minimal free R-resolution, from which (i) directly follows.
Notice that reg(ExtcR(R/I,R))+c = 0 is equivalent to reg(ωR/J ) = dim(R/J ), with ωR/J :=
ExtcR(R/J,ωR) and that reg(ωR/J ) dim(R/J ) (see [CU, 4.2]). Part (ii) is proved for instance
in the first line of the proof of [CU, 1.7], (iii) follows from [DI, 2.8] and (iv) follows from
[CU, 1.3]. 
Remark 4.9. In the case dim(X) = 1 above, the hypothesis that X is reduced or ACM is
essential, as the following example shows (see [Ch1, 13.5]). Let R := k[x, y, z, t] and I :=
(xnt − ynz)+ (z, t)n for n 2. Then I is unmixed, Proj(R/I) is locally a complete intersection
and reg(Ext2R(R/I,R))+ 2 = (n − 1)2.
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