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Chapter One 
1 Introduction 
During the last two decades, a number of new physical phenomena discovered in 
magnetic multilayer thin film systems, like giant magnetoresistance, interlayer 
exchange coupling, magnetic tunnel effect, colossal magnetoresistive effect, etc., have 
excited the magnetic community and resulted in a burst of innovative research. This in 
turn has lead to the development of devices with great economic potentials, such as 
GMR sensors (see Figure 1.1), a new breakthrough in the data density of hard drives 
and magnetic random access memories (MRAMs) based on the tunnel effect1. As 
extremely thin (in the order of nanometers or 10-9 m) layers with high quality and 
uniformity are prerequisite for these effects, they could not have been observed much 
earlier, because of lacking quality of the vacuum-deposition technology. However, the 
latter has continuously been improved during the last half century, in particular with 
the developments in the semi-conductor industry, allowing near atomic scale control 
of metallic thin film growth.  
Initially, the main focus of the research was on the understanding of the new 
phenomena, the enhancement of the effects by testing various combinations of layers, 
further improvements in the deposition technology and on the development of a 
theoretical framework. However, the potentials for applications were very obvious 
and, soon, industries joined in and started to develop devices. Also here, a rapid 
progress took place so that the functional tests of these could soon convince 
management to invest larger budgets. The harsh time with down to earth problems 
and demands started and the devices with their ultra thin layers with thicknesses of 
even less than 1 nm were required to survive extreme conditions like heat treatments 
at up to 400oC and the like. It is obvious that this is not self-evident for such fragile 
structures in which, in principle, displacements over atomic distances can cause 
dramatic changes in the operational parameters. On this aspect of multilayer systems, 
the focus of the present thesis will be.      
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Figure 1.1: Left: the magnetization of the soft magnetic layer incorporated 
in the electronic element follows the orientation of the permanent 
magnet. The resistivity is directly related to the angle between the 
magnet and the element. Right: Examples of GMR sensors2. 
Thermal stability is a technologically driven subject with great significance to 
applications. Most of the noise from nowadays personal computers is generated by 
several ventilators in the housing to cool down components like the processor. The 
speed increase of computers and also the capacity increase in the data storage 
technology are to a large extent generated by the reduction of dimensions, i.e. 
distances. The higher density by itself increases the local heat generation. This 
reduction also leads in general to a larger sensitivity to small fluctuations like the 
displacement of an atom induced by heat.  In fact, before the fundamental limit to the 
ever-decreasing dimensions, being the size of an atom, will be reached, the limit will 
be set by the long-term stability of the new artificial and mostly non-equilibrium 
structures. Interesting physics can be expected at the origin of the processes that 
occur upon annealing them. It is both a scientific and technological challenge to 
analyze, understand, correctly describe the evolution of these new ultrathin metallic 
multilayer stacks and finally control them. 
As they occur in nm thin multillayer films, most of the new magnetic phenomena are 
related to the presence of interfaces and the absence of a dominant bulk. 
Consequently, these phenomena are extremely interface sensitive, and it is of great 
importance to be able to accurately characterize the interfaces. However, due to the 
small thicknesses there are only a few techniques that give access to the interfaces, 
particularly the burried ones. A newly developed tool is Magnetization induced 
Second Harmonic Generation (MSHG) which is pre-eminently suited for probing 
both the magnetic and non-magnetic characteristics in a non-destructive fashion. A 
further development of this technique is one of the other goals of this thesis.  
1.1 Recent discoveries in the Magnetism of Multilayer Systems 15  
 
Figure 1.2: Schematic illustration of the GMR multilayer in the read head 
of a modern hard disk. The harddisk is typically 10 cm while the Ru 
coupling layer is 8Å, 9 orders of magnitude smaller. The soft magnetic 
layer, indicated by b, will fluctuate in its orientation due to the stray fields 
of the written magnetic domains and effectively change the resistivity of 
the stack. 
To illustrate the challenges of this field of research, the recent discoveries will be first 
presented in more detail, in order to get better insight in the issues concerning the 
magnetism in and the integrity of ultra thin layers. In particular, the role of the 
interfaces will be emphasized. Subsequently, the devices based on these principles will 
be briefly discussed, thus providing a better sense for the practical requirements that 
have to be met. The preparation method of the stacks sensitively influences not only 
the atomic lattice texture and, as a consequence, the magnetic behaviour of the 
systems, but also the stability of the multilayers. A separate section will be devoted to 
the preparation. In a subsequent section, the approach for the present study will be 
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sketched and important contributions of other researchers to similar kind of 
investigations will be surveyed.    
1.1 Recent discoveries in the Magnetism of  Multilayer 
Systems 
In the history of science, the development of new technical skills and equipment has 
been playing a crucial role in discovering new physical phenomena and disclosing new 
fields of research. This is exemplified by the developments in the vacuum deposition 
technology during recent decades which allow the growth of very thin (a few atomic 
layers thick) high quality (atomically flat) structures. It has resulted in the 
manifestation of a series of new physical phenomena like the interlayer exchange 
coupling (IEC), the Giant Magneto Resistance (GMR), the Tunnel magneto 
Resistance (TMR) and the strong interface anisotropy. 
Two of these concern the electron transport in these structures (GMR and TMR) 
while the remaining two are about contributions to the magnetic torque on the 
magnetization (IEC and Interface Anisotropy). More information on these effects can 
be found in literature, ref [3,4].  
1.1.1 Interlayer Exchange Coupling  
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Figure 1.3: IEC of CoFe\Ru\CoFe as a function of Ru coupling layer 
thickness for two different sputter conditions. 
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The IEC is observed between two thin magnetic metallic layers that are separated by a 
very thin (a few atomic layer thick) nonmagnetic metallic spacer layer. Depending on 
the thickness of the spacer, the two magnetic layers are found to have their 
magnetization directions either parallel or anti-parallel. It was first discovered as the 
antiferromagnetic coupling in a Fe/Cr/Fe multiplayer structure by Grünberg5,6 in 
1988. Later, by Parkin7, the coupling was shown to oscillate between parallel and anti-
parallel orientation as a function of the thickness of the non-magnetic metallic 
interlayer with a period of typically 1 nm and decreases very rapidly in strength as the 
spacer layer becomes thicker. Figure 1.3 illustrates the first antiferromagnetic region 
(<1 nm) in a CoFe\Ru Artificial AntiFerromagnet (AAF, see 1.2.1) where the 
interlayer exchange coupling is plotted as a function of the coupling Ru layer thickness 
for two different sputter-deposition conditions.  
The IEC originates in the so-called Ruderman-Kittel-Kasuya-Yosida (RKKY) 
coupling that was used decades before to explain the coupling between magnetic 
impurities in a nonmagnetic matrix8,9. In the case of the coupling across a non-
magnetic spacer, the RKKY-coupling experienced by a specific interface atom in 
magnetic layer B is the sum of the contributions of interface atoms of magnetic layer 
A. The interference of these coupling contributions is the strongest when these A 
atoms are periodically arranged. As a consequence, the coupling is detrimentally 
affected by the mixing of the interfaces. In the antiferromagnetic regime of the 
interlayer thickness, an external field Hsat is required to rotate the magnetizations in 
both magnetic layers parallel. The IEC  can be considered a surface effect with a 
specific strength J and the saturation field Hsat can be expressed as: 
 
eq. 1.1 
 
where D and Ms are the thickness and the saturation magnetization of the two equal 
magnetic layers, respectively. Note that, for a given J, the coupling Hsat appears to be 
weaker for thicker magnetic layers which sets an upper bound to these thicknesses.  
s
sat DM
JH 2=
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Figure 1.4: Cross-section of a hypothetical stack with a stepped interface 
at one of the surfaces of the coupling layer. Regions A couple 
ferromagnetically and B antiferromagnetically.  
Since the change in the sign of the coupling by a difference in the spacer thickness of 
typically 0.5 nm only, it is obvious that the coupling is very sensitive to corrugations of 
the interlayer, in particular, when the interlayer thickness is not uniform. This is nicely 
illustrated by the reduced coupling strength of the same multilayer stack produced by 
sputtering with different growth conditions (see Figure 1.3 and note that dc-
magnetron sputtering leads to smoother interfaces) or as compared to Molecular 
Beam Epitaxy (MBE) grown ones10,11 that in general has the smoothest interfaces. 
Investigations12,13 show that roughness at the interfaces reduces the strength and 
results in the disappearance of the shorter wavelength components in the coupling. It 
has also been shown that roughness can induce higher order terms in the series 
development of the coupling energy. In some cases this can lead to a significant 
biquadratic coupling, that favors a perpendicular magnetic orientation of the two 
magnetic layers14,15,16,17. Usually this reflects itself in the behavior of the magnetic 
orientations under influence of an external field. For example, the GMR curve of a 
trilayer with antiferromagnetically coupled magnetic layers separated by a nonmagnetic 
layer will deviate increasingly from a parabolic shape with increasing biquadratic 
coupling.   
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1.1.2 The Giant Magnetoresistive Effect 
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Figure 1.5: The magnetoresistivity versus magnetic field for a Co/Cu 
sandwich. 
The Giant Magnetoresistive effect (GMR) was discovered by the same Peter 
Grünberg in the same multilayer stack in which two magnetic Fe layers were separated 
by a Cr layer5,6. Upon saturation by a field, the resistance of the stack was decreasing 
by more than one percent rather than increasing, which is not in compliance with the 
anisotropic magnetoresistive effect (AMR). The resistivity was found to depend on the 
angle between the magnetization direction of the two neighbouring magnetic layers. 
When parallel at high field, the resistance was found to be lower than in the anti 
parallel situation enforced by the above mentioned antiferromagnetic coupling, which 
dominates at low external fields (see Figure 1.5). This is understood as being due to 
spin dependent scattering,18,19,20,21,22,23 where the conduction electrons are thought to 
be decomposed into two separate independent spin-channels with opposite spin 
directions24, as illustrated in Figure 1.6. The total conductivity is the sum of the 
contributions of the two channels. In the anti-parallel state, the difference in the 
scattering rate of the electrons in both channels is relatively small and it becomes 
larger upon saturation. In the latter case, the channel with spins parallel to the 
magnetization has a higher conductivity than the channels in the anti-parallel state. In 
the parallel state, the spin channel parallel to the magnetization are the so-called 
majority electrons, which have a low scattering rate with a mean free path up to 10 
nm. The opposite channel is occupied by minorities with a mean free path of typically 
0.5 nm only. It can be shown that the optimum of the GMR effect requires magnetic 
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layer thicknesses larger than the mean-free path of the minorities and significantly 
smaller than the mean-free path of the majorities (typically 3 nm), while the interlayer 
should be as thin as possible. 
 
ρ -           S z = - 1/2   
ρ +          S z =+1/2   
( ρ + + ρ - )/2    S z = - 1/2  
( ρ + + ρ - )/2    S z =+1/2   
a  b  
 
Figure 1.6: Cross-section of a superlattice with magnetizations in adjacent 
layers a) parallel and b) opposite with their electric circuit representations 
where the spin channels are denoted by Sz=-1/2 and Sz=+1/2 with their 
resistivities . 
It is obvious that only scattering events at magnetic lattice defects contribute to the 
GMR effect and that the density of the other defects should be minimized in the 
magnetic layers. On the other hand, the conductance of additional layers like 
interlayer, buffer and cap layers should be as small as possible, as this would reduce 
the overall effect. 
1.1.3 Tunnel Magnetoresistance 
Al2O3~1nm Al2O3
 
Figure 1.7: Tunnel magnetoresistance (TMR): Two magnetic layers are 
separated by very thin isolating layer. The tunnel current (open arrows), 
flowing from one magnetic layer to the other, is largest if the 
magnetizations are parallel. The magnetic layer thicknesses are typically 
a few nm. 
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The Tunnel Magnetoresistance (TMR) effect is found in stacks with two 
ferromagnetic conducting layers separated by a very thin (typically 1 nm or less) 
isolating layer. It has attracted much attention because of the large TMR effect, i.e. 
relative change of the resistance, at room temperature25. Again, the tunnel current is 
decomposed into two spin channels. The height of the current for a specific channel 
depends on the product of the corresponding density of states at the Fermi level of 
the two magnetic layers. In general, the total current is larger when the two magnetic 
layers are parallel magnetized. Taking two equal magnetic layers with density of states 
D+  and D− for the majority and minority electrons, respectively, a spin polarization 
can be defined as P = (D+-D− )/ (D++D− ). The size of the TMR then equals:  
 
eq. 1.2 
 
where the arrows indicate the relative magnetization orientations at the two interfaces. 
Note that D+  and D− are the densities at the interfaces between the barrier and the 
magnetic layers and thus sensitively depend on the quality of the interfaces.   
The thickness should be such that the layers exhibit no electric short cuts, however, 
simultaneously should be sufficiently thin so that a reasonable tunnel current is 
possible also for contacts with micron-size areas. It is obvious that the uniformity of 
the tunnel barrier has to fulfill extremely high demands because of the exponential 
dependence of the tunnel current on the barrier thickness.   
1.1.4 Perpendicular Interface Magnetic Anisotropy (PMA) 
The PMA is the result of the magnetic anisotropy at the interface which may 
considerably differ from the magnetic anisotropy in the bulk and can lead to a change 
in the easy magnetization direction for very thin films. The surface anisotropy was 
already predicted by Louis Néel in 1954 to result from the lower symmetry at the 
surface or interface. The first experiments which had revealed such an interface 
anisotropy were performed in 1968 by Gradmann and Mueller26 in ultrathin NiFe 
films on Cu(111). For multilayers PMA was first observed in 1985 by Carcia et al27 in 
the Co/Pd system. Later many more material combinations were found28. 
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Figure 1.8: Thickness dependence of the effective magnetic anisotropy 
(Keff) according to eq. 1.3 for a thin film with an out-of-plane favoring 
surface anisotropy (negative Ks). The critical thickness, dcr, at which the 
spin-reorientation transition takes place, depends on the particular thin-
film system29. 
The magnetic film thickness (d) dependence of the effective magnetic anisotropy 
(Keff) is often separated into a bulk magnetic anisotropy (KV) and an interface 
contribution (KS): 
eq. 1.3 
 
KV includes the magnetostatic energy, the bulk magnetocrystalline energy, and the 
magnetoelastic anisotropy. The interface anisotropy Ks originates in the interfacial 
breaking of the coordination of the atoms. This can be enhanced by surface 
reordering or interface stress induced by lattice mismatch. Due to this, the crystalline 
structure at the interface can change such that, via the magneto-crystalline 
contribution to the magnetic anisotropy, the PMA is induced. To observe this effect 
one usually needs to have an atomically sharp interface with large crystalline grains so 
that sufficient build-up of strain or deformation can take place. 
1.2 Applications 
The discoveries described above were very exciting as new physical concepts were 
involved, but also because of their potential for many applications. Successful 
applications already have been presented30,31,32and many more are still under 
development, like in the fields of sensor technology33,34 or storage media 
dKKK sVeff /2+=
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technology35,36,37. These are based on the new perspectives opened by the large relative 
changes of the resistance in the TMR and GMR effects. In addition, a completely new 
approach to electronics, known as spintronics (abbreviation of spinelectronics), is in 
the process of development, in which not only the charge but also the spin of the 
electron is utilized38.  
Sensors, like position and angular detectors, were among the first applications based 
on the GMR effect in ultrathin magnetic metallic multilayers32,34. In these, the field of 
a permanent magnet attached to the object transfers the spatial orientation or position 
to the sensor. A major advantage of this scheme is that no mechanical contact to the 
sensor is required, i.e. the operation is without wear.   
Another implementation of the GMR effect is in thin film heads for hard disk drives, 
by which the increase of data density by an order of magnitude was realized30,39. This 
gain was not only possible by the larger magnitude of the GMR signal as compared to 
the AMR effect, but also by the enhancement of the spatial sensitivity of the sensor 
due to the use of the extremely thin magnetic layers. 
word line
bit line
"1"
"0"
mem ory cell w ith
bin ary inform ation
Memory cells
 
Figure 1.9: Schematic arrangement of MRAM with word and bit lines for 
addressing individual memory cells. 
Magnetic Random Access Memory (MRAM)35,36 is a promising new concept that 
attracted a lot of resources from the industrial budgets because it should replace both 
DRAM and flash memories in the near future. It is particularly attractive due to the 
combination of high information density, non-volatility and high speed. An MRAM 
consists of a two-dimensional rectangular array of sensor elements, in which the 
magnetization can be switched between two ground states. Each cell is located in 
between the crossing of two orthogonal current word and bit lines, which are used 
both for writing and reading the information contents of the cell (see Figure 1.9).  
A further enhancement of the storage density in hard drives is anticipated by the use 
of perpendicular recording at which the perpendicular orientation of the 
magnetization is achieved by means of the interface anisotropy28. By keeping the 
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storage-layer thickness sufficiently small, the surface anisotropy can overcome the 
demagnetizing forces and a high density of stable bits can be realized. 
With the possibility to prepare structures with critical dimensions smaller than the spin 
flip length, the utilisation of the spin of the electrons becomes feasible40. The spin of 
the electron adds new functionality to the transport of electrical charge by which 
realization of compact logical devices comes within reach. Currently, the research is 
still focussed on finding good functioning basic logical units38,41. In addition, new 
functionality will be added and electronic circuit design will be revolutionized. 
Examples are the spin-valve transistor42 and new types of FET structures43. 
Crucial for the breakthrough of these concepts is their compatibility with the 
semiconductor (CMOS) technology, i.e. hybrid technology is needed. This would 
allow to gradually adding functionality to current electronic circuits instead of 
developing a whole new type of stand-alone spinelectronic technology and devices. 
The latter would require a lot of resources with no quick returns. 
1.2.1 Typical Multilayer Systems for TMR and GMR Sensors 
In the majority of the applications discussed above, a key component is formed by a 
GMR or TMR sensor stack. In such a stack, two magnetic subsystems can be 
recognized. First, a magnetically hard system with layers that have fixed uniform 
magnetization and, second, the so-called detection subsystem, the magnetization of 
which can relatively easily be rotated by an external field. The two subsystems are 
separated by a metal or by an Al2O3 interlayer in the case of a GMR or a TMR sensor, 
respectively (see Figure 1.10). When an external (permanent) magnetic element is 
rotated with respect to this sensor, the uniform magnetization of the detection 
subsystem that is adjacent to the interlayer is rotated with respect to the magnetization 
direction of the hard subsystem. As their mutual orientations change from antiparallel 
to parallel (or vice-versa), the resistance of the sensor stack changes.  
In general, it is not easy to combine hard magnetic properties in one layer with soft 
properties in another layer of the same stack, since the textures of the various layers 
are often strongly related. Soft properties require a polycrystalline nature with small 
strongly exchange coupled crystallites, while large weakly coupled crystallites are 
preferred in the hard layer. Therefore, the magnetic stiffness of the hard magnetic 
layer is artificially enhanced by attaching, by means of exchange coupling, additional 
magnetic layers with high magnetic rigidity (see Figure 1.10). For this purpose 
antiferromagnetic layers, like FeMn, IrMn, PtMn etc., are used, since these contribute 
frictional torques against rotation without providing a magnetic moment.  
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Figure 1.10: A schematic picture of a hard/soft system for sensory 
purposes. The hard subsystem, constructed by two antiferromagnetically 
coupled layers that is called Artifical Antiferromagnetic subsystem (AAF), 
will hardly be affected by an external field due to its small net magnetic 
moment while the soft layer will align parallel to it. Optionally an 
antiferromagnetic layer can be used to additionally pin the lower AAF 
magnetic layer. 
Another approach with the same purpose is called the Artificial Antiferromagnetic 
subsystem (AAF), which consists of at least two magnetic layers with about the same 
magnetic moment which are antiferromagnetically coupled via a metallic interlayer 
(IEC). The saturation field Hsat of the AAF, given by eq. 1.1, should be large in 
comparison to the field to be detected. A high Hsat can only be achieved by reducing 
the thickness D since a large Ms is a prerequisite for high GMR and TMR ratio's. In 
real devices, the magnetic layer thicknesses are typically in the order of 1 to 2 nm, 
while the thickness of the interlayer is chosen in the first maximum of the 
antiferromagnetic coupling, implying thicknesses of less than 1 nm.  
1.2.2 The Layer Processing 
1.2.2.1 Preparation Process. 
In the above it has become clear that the quality of the interfaces and the uniformity 
of the films are very important for the strength and the uniformity of the interlayer 
coupling, TMR, GMR and the interface anisotropy. It is evident that the growth 
conditions play a crucial role. There exist various deposition techniques by which 
multilayer structures can be grown, such as MBE, laser ablation44 and sputtering, in 
which these effects manifest themselves. They all have advantages and disadvantages. 
In the present treatise, the focus will be only on sputter deposition because of its 
technological relevance. All the structures for this investigation have been grown by 
sputtering.  
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The sputtering technique is frequently used in industrial production for the deposition 
of metal layers. It is a clean, flexible and fast way to cover large substrates with layers 
with excellent uniformity. It is possible to grow stacks with relatively sharp interfaces 
extending over a few atomic layers only. However, in general, the crystal structures are 
far from perfect: The layers usually are polycrystalline with grain boundaries, voids 
and other defects. 
1.2.2.2 Heat Treatments 
The trend towards hybrid electronics, in which magnetic and semiconductor 
technology are joined leads to incompatibilities, in particular, in the case of CMOS 
technology. For instance, the sputter deposition of the metal layers in MRAM's causes 
damage of the underlying CMOS structures that are needed for the electrical 
connections. These have to be healed by post thermal treatments of the structures at 
about 400oC for about one half hour. It is really questionable whether the extremely 
thin magnetic portions of the MRAM cells are able to survive such extreme 
conditions. It depends on the material choices, the stack configuration, the 
microstructure of the layers, etc. whether there is any chance. 
Another example of a post thermal treatment occurs during the adjustment of the 
antiferromagnetic layers, by exposing these to uniform fields at temperatures above 
the blocking temperature. Generally, the blocking temperature is well above 200oC for 
most antiferromagnets of interest.  
Heat treatments are not only used to reduce defects but also are used to impose 
characteristics, like a magnetic preferential axis or the initiation of demixing of 
interfaces in order to facilitate the development of surface anisotropies.  
Thermal processing required for certain functional parameters might easily lead to 
degradation of some parts of the stack. The more complex the system the more likely 
that conflicting requirements occur. 
1.2.2.3 Robustness of Ultrathin Film Structures 
In general, the multilayer structures are not in thermodynamic equilibrium, as inherent 
consequence of the deposition of different materials on top of each other and of the 
use of sputtering.  Even at room temperature, slow processes occur that drive the 
system towards equilibrium, eventually resulting in malfunctioning of the device due 
to a too strong deviation from the initial state. At elevated temperatures these 
processes will become faster. This sets limits to the life span of the device and to the 
upper limit of the operational temperature. 
Important for the life span of a device is not so much the stability of the structures 
but rather the stability of the physical parameters relevant to the application, like the 
GMR signal, TMR signal or the magnetic field sensitivity. The TMR signal, which 
strongly depends on the magnetic interface polarization, is more sensitive to atomic 
1.3 Thermal Stability of Ultrathin Films 27  
displacements at the interfaces than the GMR effect. An example of a problematic 
temperature limit is the GMR-based Co/Cu sensor stack. The maximum allowed 
temperature is 150oC. This does not suffice for many automotive position and angle 
detection systems, since many parts in current cars reach significantly higher 
temperatures. The usability of the sensors would be greatly improved if one could 
increase this limit above 200oC.    
It should be emphasized that, in general, the shift in the parameters that are allowable 
are relatively small as compared to the magnitude of the parameters.  For example in 
an MRAM, the TMR is typically 20 to 30% and the discrimination level for the bit 
state recognition should lie somewhere at 1.15 times the minimum tunnel impedance. 
This might suggest that the tolerance in the tunnel impedance is about +15%. 
However, in reality it is much smaller since other MRAM circuit parameters also 
exhibit tolerances. 
1.3 Thermal Stability of  Ultrathin Films 
As can be concluded from the above, a lot of research already has been done on ultra 
thin magnetic metallic films, in particular because of their potentially useful GMR and 
TMR effects. Applications based on these properties already are on the market and 
specifications for the life span and maximum operational temperature have already 
been given. However, no systematic studies of the behavior during thermal load of 
such stacks have been published up to now though there are probably many 
unpublished results. One may speculate how thorough these investigations are and to 
what extend they are focused on the fundamental understanding of the 
thermodynamic processes. Quite often the experiments do not exceed the level of 
brute trial and error methods by which a specific stack is tested.  
Only since a few years, an ever-growing number of papers on the thermal stability of 
ultra thin magnetic layer systems are being published, due to the rapidly increasing 
significance of the field45. The aim is to find the material combination with unique 
characteristics like strong AF coupling, thermally stable and a large MR signal. Among 
the many investigated material combination are Co\Cu,46,47, Co\Ru, Co\Ir48, 
NiFe\Cu49, CoFe\Ru, CoFe\Ir50 and Co\Rh51. Processes like mixing, demixing, 
defect elimination, grain growth, structural relaxation and crystallization are studied. In 
general a strong dependency on a large number of parameters exists like growth 
conditions, growth methods, stack geometries and type of material, so that a complete 
understanding of the thermal stability of ultrathin metallic multilayers has not been 
reached. 
There exist other and older areas where thermal stability has been investigated to a 
much greater extend: the stability of thin layers. In particular, a great amount of 
activity and money has been invested in this type of research by the semiconductor 
industry52,53. This has resulted in a lot of knowledge about the thermal stability of 
multilayers. Computer programs based on macroscopic theories have been developed 
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that use the geometrical structure along with relevant parameters like diffusion 
coefficients and the thermal conditions as input parameters to simulate the thermal 
evolution of the structure. Processes like segregation, mixing or demixing can be 
followed. The macroscopical diffusion equations constitute the mathematical core of 
this continuum approach54.  
In case of ultrathin multilayers where thicknesses of 1 nm (approximately 8 atomic 
layers thick) are involved, the continuum approach no longer may give a correct 
description and an atomistic approach is required. For instance, the thickness of a 
tunnel barrier might change drastically by the displacement of a few atoms near barrier 
interfaces only. These changes can be catastrophic for the barrier due to the 
exponentially dependence of the tunnel current on the barrier thickness, so that short-
cut channels can easily be created. This example demonstrates that local 
configurations can have more significance than average concentration profiles, which 
are the subject of the continuum theory. An atomistic approach is called for in that 
case55.  
Another important aspect is the granularity of the sputtered films with typical lateral 
grain sizes of 10 nm, i.e. slightly larger than the layer thicknesses. It is quite common 
that layers grow in a column like structure, so that the films tend to be interrupted. 
This granular nature can be expected to play an important role in the thermal stability 
of the layers. Such local aspects are not covered by the continuum models.  
Therefore, an approach which does justice to the local atomic nature is pursued in the 
present treatise. 
1.3.1 Simulations of Atomic Systems 
The numerical simulation of large many body systems has become a realistic option 
due to the massive growth in computer power during the last decade. A typical 
multilayer system relevant for this work is 50 nm in thickness. With grain sizes of 10 
nm, the lateral dimensions have to be typically 100 x 100 nm in order to be statistically 
reliable. The dimensions of a suited simulation cell are then 50 nm x 100 nm x 100 
nm. The total amount of atoms in 3D would be approximately 500.000.000 and in 2D 
500.000 atoms. Computers that can handle these enormous numbers of atoms and 
mutual interactions in a Monte Carlo (MC) type of simulation already exist or will 
become operative soon. Situations with smaller numbers are possible already and a lot 
of effort is already put into the development of numerical codes53,56. These codes have 
to be as realistic and simultaneously as efficient as possible. Solid-state systems that 
are described are various, like growth, bombardment, cluster energy minimization or 
phase transitions57. 
In this work, two-dimensional MC simulations will be presented, in which the granular 
state of multilayers has been taken into account. These MC results provide an 
additional reference to the understanding of the experimental observations.  
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1.4 Approach of  the conducted research 
Focus on the AAF 
One of the most critical portions of a sensor stack is the AAF since all layers involved 
have to be extremely thin and the demands on the strength of the antiferromagnetic 
coupling are stringent. Therefore, stacks have been selected with a high interlayer-
coupling strength. Furthermore, material combinations have been chosen which range 
from strongly miscible, like Co/Ru, to immiscible, like Co/Cu. Each individual layer 
in these stacks has been separately investigated by defining  complementary stacks. 
Several capping layers were used in order to protect the stacks during heating.   
Samples 
The stacks were grown at the Siemens laboratory in Erlangen (Germany). In most 
cases, DC-magnetron sputtering was used, which allowed a large number of 1x1 cm 
samples to be simultaneously grown in each deposition run such that an extreme 
equality of the samples was achieved. RF sputtering was required for targets with soft 
magnetic materials.  The sputter parameters were varied for controlling the film 
texture. 
Nonmagnetic
Magnetic
Nonmagnetic
Magnetic
Nonmagnetic
AAF
Nonmagnetic
Magnetic
Nonmagnetic
Trilayer
Nonmagnetic
Single layer  
Figure 1.11: Three typical stacks that have been grown.  
The anneal treatments were performed in ovens at constant temperatures ranging 
between 140oC and 400oC. During each heat cycle, about 7 samples, grown in the 
same deposition run, have been inserted simultaneously into an oven with stationary 
temperature. Subsequently, the samples have successively been taken out, each one at 
another point in time, to be investigated at a later moment. 
Investigations with various techniques 
Various experimental tools have been used to trace the development of the stack 
characteristics as a function of anneal time for a specific anneal temperature, at which 
one sample is available for each anneal time. The interface and surface characteristics 
were probed by the Magnetization induced Second Harmonic Generation (MSHG) 
technique, Small Angle X-ray Scattering (SAXS) and Atomic Force Microscopy 
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(AFM). X-Ray Diffraction (XRD), SAXS and the Transmission Electron Microscopy 
(TEM) techniques were used to obtain information about the texture or grain size and 
layer thickness. Magnetic information was gained by Vibrating Sample Magnetometry 
(VSM), MSHG, Magneto-Optical Kerr Effect (MOKE) and magneto-resistive (MR) 
techniques. 
Analysis 
The interpretation of the experimental findings is based on physical models. On the 
one hand, the magnetic behavior is explained in terms of macroscopic and 
micromagnetic models, by which the development of quantities like interlayer 
exchange coupling and coercivity can be interpreted. For the investigation of the 
structural processes, a Monte Carlo code that can simulate a 2D atomistic model of a 
granular multilayer with void defects has been developed. 
1.5 Overview 
The next chapter gives a theoretical introduction to some concepts encountered in 
proceding chapters. In chapter 3, the most important experimental techniques used 
during the investigations are introduced. In addition, in the appendix, the experimental 
investigation of the CoNi/Pt interface with MSHG, AFM and SAXS is given as an 
illustration of the interface sensitivity of the MSHG technique. In chapter 4, relevant 
magnetic properties of the as deposited structures will be presented. A new way to 
tune the magnetic characteristic of a single layer is described and its origin is 
discussed. In chapter 5, the dynamics of the magnetic parameters, their interrelation 
and their interpretation are presented. The understanding of the dynamics in the 
structure is further improved in chapter 6, which is focussed on MC simulations. The 
kinetic MC model and some of its important features are introduced. Simulation 
results and their interpretation in terms of the experimental findings from the 
previous chapters will be discussed. The main findings of this thesis are summarized 
in the final summary. 
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Chapter Two 
2 Theoretical Introduction and Micromagnetic 
Simulations 
In this chapter1, the micromagnetic theory and the basics of the magneto-transport 
will be reviewed. In addition, numerical calculations will be presented that cover 
important aspects for the interpretation of the experimental results in this thesis. The 
granularity of the layers constitutes a key to the understanding of the micromagnetic 
behavior and will be a center of attention. 
2.1 Micromagnetic Theory 
First, the basic micromagnetic equations will be given, that govern the magnetic 
behaviour of homogenous ferromagnetic media at T=0. Here, homogeneity of the 
material and of the layers is still assumed. Polycrystalline media will mainly be 
numerically treated, however, a number of features, like texture and coherence will 
also be analysed. Next, the coupling between layers will be discussed and some 
relevant aspects for the AAF will be treated.  
2.1.1 The Basic Micromagnetic Equations 
Micromagnetics is a macroscopic theory that is based on the microscopic Heisenberg 
exchange interactions between magnetic spins2. The exchange energy Wij of spin (i) is 
given by: 
 
eq. 2.1 
 
where J is the exchange integral and Sj/h  is the spin angular moment of the 
neighbour spin (j). 
Assuming that the magnetization is locally approximately uniform, the cosine term of 
the dot product can be developed in a series, so that the following expression can be 
derived for the volume exchange-energy density wexch: 
jj iij
JW SS .2 ∑−=
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eq. 2.2 
 
where N is the volume density of the spins and the summation is over the next 
neighbors. The vector v is the unit vector along the magnetization, so that: 
eq. 2.3 
 
where α, β and γ are the direction cosines of the magnetization with respect to the 
cartesian coordinate system with orthogonal unit vectors ji, and k . For a cubic 
crystal, the energy density simplifies to:  
eq. 2.4 
 
where the exchange constant is given by 
eq. 2.5 
 
with c = 1,2,4 for simple, body-centered and face-centered cubic lattices, respectively 
and a is the lattice constant.  
The anisotropy is incorporated by phenomenological expressions for the volume 
energy density wani, in which the energy is developed in the direction cosines. For 
cubic crystals with terms up to second order, this leads to: 
 
eq. 2.6 
 
while a uniaxial anisotropy is represented by: 
 
eq. 2.7 
 
where η is the cosine of the angle between easy axis and magnetization. K1 and K2 are 
the anisotropy constants.  
The field energy is represented by an external field term wH and a magnetostatic one 
wdem, given by: 
eq. 2.8 
 
and  
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eq. 2.9 
 
where Ho and Hd are the external and the demagnetizing field, respectively, and MS is 
the saturation magnetization. 
In order to find the equilibrium directions of the magnetization at a position ri, the 
first derivative of the total energy density wtot:  
 eq. 2.10 
 
with respect to the magnetization direction has to be zero, i.e. the torque on the 
magnetic dipoles has to be zero everywhere in the sample. This leads to the following 
equilibrium equation for points inside the volume V of the magnetic object: 
 
eq. 2.11 
 
where  ∇ 2 the Laplace operator,  
 
eq. 2.12 
 
with α 2 + β 2 + γ 2 = 1, and H = Ho + Hd. 
At the border S of the magnetic object, the boundary conditions have to be satisfied, 
leading to: 
 
eq. 2.13 
 
where n the unit outward pointing vector at S, Ks the surface-energy-anisotropy 
constant. 
In addition, the usual magnetostatic boundary conditions, implying the continuity of 
the normal component of the magnetic flux density and of the tangential component 
of H at S, have to be satisfied. 
The above equations constitute the basis of the numerical scheme for calculating the 
magnetization distribution in the magnetic single layers. 
Non-equilibrium situations are covered by the precession equations given by Landau 
Lifshitz: 
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eq. 2.14 
 
with 
 
eq. 2.15 
 
where γo is the gyromagnetic ratio and λ is the damping constant. 
The above equations are very general and apply to all kind of magnetic objects. In this 
thesis, the focus will be on polycrystalline films with thicknesses of typically a few 
nanometers. A few consequences of these characteristics will be discussed in the 
section below.  
2.1.2 Magnetism of Ultrathin Polycrystalline Films 
2.1.2.1 Shape Anisotropy 
In case of a homogenous thin film, the magnetostatic energy plays a special role as a 
consequence of the reduced dimensionality. This implies that the variations at a given 
lateral position in the direction perpendicular to the film are negligible and that the 
magnetization distribution bears a two-dimensional character. Assuming that the 
characteristic lateral coherence is significantly larger than the layer thickness d, the 
magnetostatic energy density per unit of the film surface can be rewritten by 
decomposing the magnetization and the demagnetizing field into the lateral 
components lM and 
d
lH  and into the components normal to the film zM and 
d
zH as: 
eq. 2.16 
 
where, due to the magnetostatic boundary condition for the flux density, 
z
d
z MH π4−= and demw  can be put in the following form: 
eq. 2.17 
 
The last term of eq. 2.17 has the form of a magnetostatic anisotropy, often referred to 
as shape anisotropy, with an easy plane parallel to the film. Also the surface-
anisotropy energy denisty: 
 eq. 2.18 
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can be incorporated in this anisotropy term, so that the effective anisotropy constant 
effK becomes:  
eq. 2.19 
 
effK  is an important parameter for the orientation of the magnetization with respect 
to the film plane. Assume that there is an additional uniaxial bulk anisotropy with 
constant bK  and easy axis perpendicular to the film plane. The magnetization tends 
to lie in the film plane when the so-called factor Q, given by: 
 
eq. 2.20 
 
is significantly smaller than one. This is the case for all magnetic films studied in this 
thesis. 
In the opposite case, with a strong perpendicular anisotropy (Q>1), the magnetization 
will tend to be oriented perpendicular to the plane. In thicker layers, the magnetostatic 
energy can be reduced by the formation of a structure of stripe domains with 
alternating perpendicular orientation of the magnetization. However, in the 
investigated films, the magnetization bears a two-dimensional character in which the 
magnetization direction does not vary over the thickness and with the magnetization 
predominantly in the film plane.  
2.1.2.2 Polycrystallinity 
All the films studied in this thesis have been prepared by sputter deposition on 
amorphous substrates and are polycrystalline. The directions of the crystalline axis 
vary from crystallite to crystallite in a random fashion. However, they usually exhibit a 
preferential texture in the growth direction, like the (111) for fcc and (001) for hcp, so 
that only the in-plane crystalline orientations vary. Each grain has a crystalline 
anisotropy strength that resembles the bulk value. The films studied are very thin and 
are typically a few nanometer thick. As a consequence, the crystallites stretch through 
the entire thickness of the layer and, in general, their lateral dimensions are 
significantly larger than the thickness.  
The crystallites are separated by crystallite boundaries and are coupled by inter-
crystallite-exchange interactions of the form: 
eq. 2.21 
 
where Wc is the surface coupling-energy density and ϕi and ϕj are the magnetization 
directions at opposite sides of the crystallite boundaries. In general the coupling is 
eff
b
K
KQ =
)cos( jicc JW ϕϕ −−=
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ferromagnetic, implying that cJ  is positive. Apart from this coupling, the usual bulk 
exchange interaction is active inside the crystallites. The inter-crystallite interaction 
generally weakens the bulk exchange. The higher the density of the crystallites, i.e. the 
smaller the crystallites, the stronger this weakening of the bulk exchange coupling will 
be. For a 2D polycrystalline layer consisting of cubic crystallites with celsize ∆ and 
only nearest neighbour interaction, an effective exchange constant Aeff can be derived 
that is given by3: 
eq. 2.22 
 
with 
eq. 2.23 
 
In general, the size ∆ of the crystallites and cJ vary from side to side and the values in 
the above formulas have to be understood as average values.   
The saturation magnetization Ms of an ultrathin polycrystalline film is in general lower 
than the bulk magnetization value in large monocrystalline objects. This is mainly due 
to the presence of the interfaces, crystallite boundaries and voids. The fraction of the 
atoms at film interfaces can be significant, often leading to a substantial loss of 
magnetic moment. In addition, the presence of a large amount of defects inside the 
crystallites, like vacancies and foreign atoms, results in a lower moment. As a 
consequence of all these effects, the Ms to be used in the numerical simulations should 
generally be smaller than the values found in the literature for bulk media.  
2.1.2.3 The Critical Crystallite Size 
As discussed above, polycrystalline materials are characterized by spatial variations of 
the direction of the anisotropy axes connected to the crystallites. This random 
anisotropy component reflects itself in the non-uniformity of the magnetization 
distribution and is at the origin of effects like magnetic ripple and the associated 
hysteresis. This non-uniformity is in particular large when the crystallites are large. 
When the crystallites are small, this tendency is suppressed by two interactions. First, 
the ferromagnetic exchange coupling between and in the crystallites tends to preserve 
uniformity of the magnetization. Second, this tendency is further enhanced by the 
magnetostatic energy, which favors solenoidal distributions at zero field, of which the 
uniform one is the example par excellence in infinite thin films. The question arises 
above which crystallite size the random anisotropy forces dominate. For this, the 
uniformity preserving energies will be compared with the change in anisotropy energy 
of cell (i) by a small deflection ϕi. 
Y
YAAeff +
=
1
A
JY c∆=
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Considering a situation with infinite A and negligible demagnetization effects, the 
magnetization distribution inside the crystallites is uniform and the exchange-coupling 
energy of cell (i) with its uniformly magnetized neighborhood is given by: 
eq. 2.24 
 
while the change in the anisotropy energy of the cell is equal to: 
 eq. 2.25 
 
so that the crytical crystallite size ∆cr between exchange and anisotropy dominated 
behavior is given by: 
 
eq. 2.26 
 
The exchange coupling plays a minor role for films with crystallites much larger than 
∆cr. In the opposite case, the impact of the anisotropy is greatly reduced since only an 
average anisotropy of many neighboring crystallites is experienced because of the high 
exchange stiffness, which prevents M
r
 in the crystallites to respond to the local 
anisotropy.  
A value for ∆cr can be derived from  
 
eq. 2.27 
 
using Aeff = ∆crJc that is valid for A infinite. Table 2-1 gives typical values for a 
granular Co film. 
 K (kJ/m3) Aeff (pJ/m) ∆cr (nm) 
Co 100 10 44 
Table 2-1: Calculated value for ∆cr with eq. 2.27 that is derived for a 
granular 2D film with infinite A as used in eq. 2.22 and eq. 2.23.  Values 
for K uniaxial and Aeff are typical values4.  
2.2 Micromagnetic simulation of  single layers 
In the following, a systematic numerical study of the magnetic behavior of single 
magnetic layers will be presented, based on the micromagnetic equations discussed 
above. The calculations have been performed with a numerical package, called 
22 icc DJW ϕ∆=
22
iani KDW ϕ∆=
K
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OOMMF5, provided by NIST. This code is based on a two-dimensional lattice of 
cells, which corresponds well to the thin polycrystalline films with crystallites 
extending from bottom to top film surface, subject of the present study.  
It is well known that the atomic microstructure plays a dominant role in the 
macroscopic behavior of the layers. In this section, the following correlations will be 
analyzed in order to get a quantitative feeling of the impact of the various physical and 
geometrical parameters: 
1 The bulk and inter-crystallite exchange coupling 
2 The crystallite size 
3 The film thickness 
4 The strength and the type of the anisotropy 
5 The crystalline texture of the films 
In the OOMMF code, the bulk exchange is implemented only, so that the corrections 
of eq. 2.22 and eq. 2.23 have to be taken into account for properly representing both 
bulk and inter-crystallite exchange effects. First the influence of the inter-grain 
coupling will be demonstrated for various grain sizes. 
2.2.1 Influence of the Intergrain-Exchange Coupling and the 
Crystallite Size 
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Figure 2.1: Hc as a function of the intergrain exchange coupling J for 
various grain sizes (10-200 nm). The random in-plane uniaxial anisotropy 
constant K is 100 kJ/m3, layer thickness is 2 nm, A is 30 pJ/m and Ms is 
1400 kA/m. The simulation mesh is 2x2 µm. 
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Figure 2.1 shows Hc as a function of the intergrain exchange coupling for grain sizes 
varying from 10 to 200 nm. The bulk exchange constant is kept constant at 30 pJ/m. 
Each grain is assumed to posses a uniaxial in-plane anisotropy constant, of value 100 
kJ/m3, while its direction varies from crystallite to crystallite in a random fashion.  
For large grain sizes (80nm and larger) it can be seen that the inter-grain coupling has 
no influence on the magnetic hardness; the latter is dominated by the anisotropy 
energy. The critical size ∆cr (2Jc/K) becomes vanishing small ( ≅1nm and smaller) for 
small grain coupling, as compared to the crystallite size. The increase of the coercivity 
with increasing grain size after 80 nm indicates that the magnetostatic coupling still 
plays a role. 
For smaller grain sizes (less than 40 nm) ∆cr is significant. It can be seen that for 20 
and 10 nm grain sizes Hc changes strongly when the grain-coupling constant is varied 
from 0.04 mJ/m2 to 20 mJ/m2. 
If the exchange energy is dominating the behavior, a further increase of the exchange 
coupling constant A influences Hc only very little. Of course, this further increment 
of the inter-grain exchange coupling increases the “stiff area” of strongly coupled 
crystallites, so that the frictional rotation torques reduce by averaging over more 
crystallites. This will reduce the rotational hysteresis further and as a consequence, also 
the Hc of loops that are dominated by rotation. This is also what the simulations 
show.  
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Figure 2.2: The coercivity Hc as a function of the layer thickness Ms 1400 
kA/m, Aeff 10 pJ/m, K 100 kJ/m3 and grain size 20 nm. 
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From the simulations it can be concluded that, within the parameter range used, the 
inter- grain exchange coupling has significant impact, however, only the combined 
effect of coupling and crystallite size can lead to a change in the Hc by more than an 
order of magnitude. The macroscopic magnetic behavior can well be understood in 
terms of critical grains sizes as derived in previous sections.  
2.2.2 Thickness of magnetic layer, magnetostatic coherence 
The coercivity as a function of the layer thickness has been plotted in Figure 2.2 for a 
layer with weakly exchange coupled grains. The coercivity decreases only by a factor 
of two in the thickness range of 1 to 20 nm. The lower Hc at large thickness can be 
understood as follows. 
For a given two-dimensional magnetization distribution, the exchange and anisotropy 
energy in the system increases proportionally with the thickness. On the other hand, 
the magnetostatic energy increases more than linear because both the volume and the 
demagnetizing field become larger. In Figure 2.2 a system with small inter-grain 
exchange coupling (with Aeff =10 pJ/m) is used where the magnetic behavior is 
dominated by the anisotropy (with K =100 kJ/m3) that is characterized by a large Hc 
for small thicknesses. With the increasing influence of the magnetostatic interaction 
the individual crystallites start to behave more collectively and the magnetization at a 
specific point responds to a sort of average anisotropy of several crystallites in its 
neighborhood.  
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Figure 2.3: Snapshot of the magnetic state during reversal at 45 mT (Hc = 
43 mT) in 2 nm thin film with weak exchange coupling. The following 
parameters apply: cell size 20 nm, mesh 2 µm, K=100 kJ/m3 and Aeff = 
0.1pJ/m. The bottom shows the legend indicating how the magnetization 
along the applied field direction is used for the greyscaling: white 
indicates the areas where the magnetization points upwards (↑) while 
black indicates down (↓).  
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Figure 2.3 shows a snapshot of the calculated magnetization reversal in a film with 20 
nm cell diameter and 2 nm thickness. The inter-grain exchange coupling is weak while 
the magnetostatic correlation has still some influence. In other words, the 
magnetization distribution is dominated by the anisotropy. A clear difference in 
correlation lengths in the longitudinal and transversal direction can be observed. It is 
induced by the magnetostatic interaction that is stronger perpendicular to the mean 
magnetization direction and weaker along the magnetization. No such directionality 
exists for the exchange interaction. 
2.2.3 Anisotropy constant 
2.2.3.1 Magnitude of the anisotropy constant 
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Figure 2.4: Hc as a function of the anisotropy constant for uniaxial and 
cubic symmetry. The easy-axis directions are randomly distributed in the 
film plane. The polycrystalline films with 20x20 nm grain size and 2 nm 
thickness are characterized by homogeneous crystallites with Aeff = 10 
pJ/m and Ms = 1400 kA/m. 
Figure 2.4 shows the Hc dependency on the strength of the anisotropy for both the 
uniaxial and cubic case. In the uniaxial films, the easy-axis direction is randomly 
distributed in the film plane and constant in each crystallite. The easy-axis directions 
are randomly distributed over a sphere in the cubic case. It is obvious that the 
coercivity of the cubic films is smaller due to the higher symmetry as compared to the 
uniaxial situation. At first glance, one might expect a linear relationship between Hc 
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and K. This does not occur because the coherence decreases with increasing K, 
implying that the number of crystallites that participate in the averaging process 
becomes smaller. However, the curves should be linear in the very high K-regime. 
Note that K strongly depends on the type of material and covers a very wide span of  
many orders of magnitude and so does Hc. In other words, it is often more important 
to have precise control of the material composition than of the morphology of the 
films.  
2.2.3.2 Texture 
It is well known that polycrystalline films frequently exhibit a texture, implying that all 
crystallites have a specific crystalline direction in common along the growth direction 
of the film. In such a case, the crystalline axes vary only in the plane of the film. The 
texture can have big impact on the magnetic properties, as will be shown below.  
In order to get an impression of the impact of different textures, the OOMMF 
program has been used in the homogeneous mode, i.e. monocrystalline films are 
considered3. The in-plane field direction is varied with respect to the crystalline axes 
and the calculated coercivities have been averaged. In this way the Hc values for 
polycrystalline films where the grains are randomly distributed in-plane is estimated 
for each texture. The results are summarized in Table 2-2. 
 Hc (mT) Relative αmax(K,H)  
Uniaxial      
 in plane 57 1 90  
 
Cubic     
 (110) 52 0,9 90  
 
 (100) 42 0,7 45  
 
 (111) 0,4 0,01 30  
Table 2-2 The calculated Hc’s for various textures on the basis of mono-
crystalline layers. For the simulations, the following parameters have 
been used: Exchange constant A=20 pJ/m, Anisotropy Constant K=100 
kJ/m3, Saturation Magnetization Ms=1400 kA/m, film thickness 2 nm. 
αmax(K,H) are the maximum possible angles between an in-plane easy-
axis and the applied field direction. 
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It can be seen that the uniaxial anisotropy has the highest Hc, the cubic (100) is 
significantly lower and the cubic (110) is between the uniaxial anisotropy and the cubic 
(100) anisotropy. The (111)-texture is particular striking because its coercivity is 
vanishing small. 
The hierarchy in the switching fields can be understood in terms of the maximum 
angles an in-plane easy-axis of the different textures can make with the applied field 
direction, also given in Table 2-2. The arrows in the last column indicate the 
orientations of the maximum angles for each texture (the horizontal direction is 
assumed to be the field direction). The smaller the maximum angle is, the lower a 
switching field one can expect. The cubic (110) texture, that is uniaxial if only the in-
plane easy-axis is considered, shows a smaller switching field with respect to the 
uniaxial texture as a consequence of its out-of-plane easy-axis that is absent in the 
latter case.  
2.3 Superparamagnetism in granular films  
In the sections on numerical simulation, much emphasis has been put on the inter-
grain coupling. In these calculations, only the ground state at 0 K has been considered 
and temperature effects have been completely neglected. However, these effects might 
become dominant when the coupling between the tiny crystallites becomes very small. 
To understand the influence of temperature one needs to consider the energies 
associated with the interaction between the grains as well as the energy associated to 
move or switch the magnetization of a single grain. Typically the crystallites in 
polycrystalline sputtered films are in the order of 15 nm. Combined with a 2 nm 
thickness, the volume of such a grain is so small that the formation of domainwalls is 
not possible and the grains will approximately have uniform magnetization due to the 
strong bulk exchange coupling. The magnetization in such a grain is oriented by 
ordering forces like external magnetic fields, the anisotropy, magnetostatic coupling, 
inter-grain exchange coupling and interlayer exchange coupling 
The first two are standard and concern the behavior of isolated uncoupled particles, as 
already discussed a long time ago by Bean and coworkers6. This is different for the 
other mechanisms, where the environment in which the particle is embedded is of 
decisive significance.  
In the extreme case when the distances between the crystallites are large, the 
interaction between crystallites can be neglected. The energy associated to switch the 
magnetization then will be determined by the anisotropy constant and the texture of 
the grain. When the ordering energy is in the order of or smaller than kBT, the 
magnetization direction inside the grains will not be fixed and is subjected to 
Brownian rotations.  
The superparamagnetic behavior of a particle in an external field Ho is described by 
the well-known Langevin function:  
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 eq. 2.28 
 
where α = VMsHo/(kBT), V is the particle volume and mpart is the magnetic moment 
along the field in thermal equilibrium. This formula can be approximated in the low 
field regime by: 
 
 eq. 2.29 
 
and in the high field regime by: 
 
eq. 2.30 
 
If the magnetic moment of a group of reasonably uniform non-interacting spherical 
superparamegnetic Co particles is recovered by 80% (mpart ≈ 0,8VMs with α=5) by 
means of the application of an external applied field of 200 kA/m at room 
temperature, the average particle diameter can be estimated to 4,4 nm. 
Similar relationships also apply for other ordering mechanisms. Alternatively, one 
could also estimate the critical strength of, for instance, the inter-grain exchange 
coupling needed for fixing the magnetization at a certain temperature, e.g. the ambient 
temperature, in a specific particle. A more detailed description of superparamagnetism 
can be found in ref[7]. 
2.4 Interlayer Exchange Coupling 
Many models have been proposed for explaining the phenomenon of interlayer 
exchange coupling. Most follow from earlier work on the coupling between magnetic 
impurities in a host metal which was explained in analogy to the RKKY coupling 
model first proposed for nuclear spins. The coupling between the localized d electrons 
of two magnetic impurities was considered to be via their mutual coupling to the 
conduction (s) electrons. Once the coupling between magnetic impurities is described, 
the extension of the RKKY model to the case of two interacting magnetic layers 
separated by a non-magnetic layer is then made by simply summation over the 
interactions. As an illustration, results of the derivation of the interlayer exchange 
coupling by Bruno and Chapman8 will be shown in which the free-electron gas 
approximation is used. The derivation can also be found in ref[9]. 
Consider two ferromagnetic layers F1 and F2 embedded in a non-magnetic metal. The 
distance between F1 and F2 is z = (N+1)d, where d is the spacing between atomic 
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planes and N the number of atomic planes of the spacer. For simplicity we restrict 
ourselves to magnetic layers of mono atomic thickness. The magnetic layers are 
assumed to consist of spins Si located on the atomic positions Ri of the host metal.  
When the coupling between the spins Si and the conduction electrons (spin s, position 
r) is approximated by a contact potential (which is a rude approximation), 
 
eq. 2.31 
 
it can be shown that the RKKY interaction between two spins Si and Sj of the two 
magnetic layers can be expressed as follows: 
eq. 2.32 
 
where )( ijRJ is the exchange integral, that can be expressed as 
 
eq. 2.33 
 
with Vo the atomic volume and 
 
eq. 2.34 
 
the non-uniform susceptibility of the host material. The indices n and n’ refer to the 
energy bands; G is a vector of the reciprocal lattice chosen such that k+q+G belongs 
to the first Brillouin zone (FBZ).  
The interlayer exchange coupling is obtained from eq. 2.33 and eq. 2.34 by summing 
Hij over all the pairs ij where i and j are related to F1 and F2 respectively. The 
associated coupling energy per unit area can be written as 
eq. 2.35 
 
where θ1,2 is the angle between the magnetization of F1 and F2. The interlayer coupling 
constant I1,2 is given by  
 
eq. 2.36 
 
where o labels one site on F1, taken as the origin. 
knGqkn
Gqknkn
nn
ff
kd
V
q
,,'
,',
',
3
3
0 )()(
)2(
)(
εε
εε
π
χ
−
−
=
++
++∑∫
∫ ⋅



−= )exp()(
)2(2
1)( 33
0
2
0
ijij Riqqqd
V
V
ARJ χ
π
iii SsRrAsrV ⋅−= )(),( δ
jiijij SSRJH ⋅= )(
2,12,12,1 cosθIE =
∑
∈
=
2
)(2
0
2,1
Fj
ojRJSV
dI
Chapter Two 
 
 
50
To derive an analytical expression for the interlayer exchange-coupling constant the 
free-electron approximation can be used. The host material is approximated by a free-
electron gas of equivalent density. If fcc lattices with one electron per atomic cell are 
considered, the Fermi vector is akF /)12(
3/12π= , where a is the lattice parameter. 
The problem can be simplified further, by approximating the actual ferromagnetic 
layers by a continuous uniform distribution of spins with the same density. Then the 
summations can be replaced by integrals 
 
eq. 2.37 
 
where R|| is the in-plane projection of Roj. The interlayer coupling is then given by 
 
for z  →  ∞                                            eq. 2.38 
 
with  
 
eq. 2.39 
 
There is a single oscillation period Λ = λF/2, and the coupling decays as z-2. 
It must be noted that the above-presented results are just the illustration of one 
approach which is widely used, and other models do exist (see ref[9]). The major 
drawback of this approach is that it is unable to correctly describe the strength and the 
phase of the coupling oscillations. This is the consequence of the approximation of 
the contact-type interaction between the magnetic moments and the conduction 
electrons of the spacer, which is hard to correct. 
2.5 Magneto-transport 
2.5.1 Resistivity of films 
For the resistivity of an ultrathin layer, the interfaces play an important role because of 
their generally high local defect density and because of the reflections of the electrons 
at these boundaries. The high defect density causes the conductivity to decrease while 
reflection at the outer boundaries has the opposite effect.  
Apart from phonons and magnons, lattice defects form important scattering centers in 
the bulk of the layer. Voids defects, interstitials, dislocations, growth defects like 
stacking faults and grain boundaries are examples of such scattering centers. In 
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particular, the polycrystalline nature of the layers subject of the present study strongly 
affect the conductivity σ, leading to significantly smaller mean free paths λ as 
compared to monocrystalline films. Only in very few cases, analytic expressions for 
the film conductance can be derived. Sondheimer10 studied the conductivity of a single 
film of thickness d with complete diffuse scattering probability at the outer boundaries 
and derived a complex expression as function of d/λ. The conductivity reduces 
significantly when d/λ is smaller than 5. For instance, σ reduces by a factor of 2 and 5 
for d/λ is 1 and 0.1, respectively.   No such reduction occurs when the electrons 
experience specular reflections at the outer boundaries. However, numerical schemes 
are required for more realistic cases.  
2.5.2 Magneto resistivity 
The anisotropic magnetoresistance (AMR) is a well-known effect that has been used 
for applications in magnetic tape read heads for quite some time now. It relies on the 
difference in the scattering rates between majority and minority electrons and on the 
anisotropic scattering cross sections with respect to the magnetization direction. It 
causes a dependency of the resistivity on the angle between the magnetization and the 
electrical current. As a result, the resistivity along the magnetization direction is 
generally a few percent smaller than orthogonal to it.  
This work, however, focuses on the more recent Giant-Magneto-Resistance (GMR) 
effect, which is used as an analytic tool to probe ultrathin magnetic metallic multilayer 
characteristics.  
The GMR effect is found in systems consisting out of disjoint ferromagnetic volumes 
that are separated from each other by non-magnetic, electrically conducting media. 
The change in the resistance occurs when the magnetization directions of the entities 
mutually vary. 
ρ-          Sz=-1/2 
ρ+         Sz=+1/2 
(ρ++ρ-)/2    Sz=-1/2 
(ρ++ρ-)/2    Sz=+1/2 
a b 
 
 Figure 2.5: Cross-section of a super lattice with magnetizations in 
adjacent layers a) parallel and b) opposite, together with their electric 
circuit representations where the spin channels are denoted by Sz=-1/2 
and Sz=+1/2 and with their resistivities by ρ+ and ρ -.  
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A qualitative description goes back to a very old hypothesis by Mott11 that the 
conduction electrons can be decomposed into two independent spin channels, 
referred to as spin-up and spin-down channel, in each of which the spin direction is 
preserved, i.e. spin-flip processes can be neglected. This is the so-called two-current 
model. A majority electron in a particular magnetic layer belongs to the spin-up 
channel when its magnetization corresponds to that channel and to the spin-down 
channel when the magnetization is opposite.   
Figure 2.5 presents a schematic visualization of GMR in the limit that the mean free 
path of the majority electrons (typical 10 nm) is much larger than the thicknesses of 
the layers. In Figure 2.5a with all magnetizations parallel, all the majority and minority 
electrons belong to the spin-up and spin-down channels, respectively. There are 
different scattering probabilities and therefore different resistivities, being ρ+ and ρ- 
for the majorities and minorities, respectively. The faster electrons, usually the 
majorities in media of practical interest, form a low resistivity channel in both 
magnetic layers, which shunts the spin-down channel. As a consequence, the total 
resistivity ρp = ρ+ρ-/(ρ++ρ-) is relatively low. Figure 2.5b represents the opposite case 
with an antiparallel arrangement of the magnetization in successive layers. The 
electrons of a specific channel that are majorities in a given layer are minorities in the 
two neighbor magnetic layers. As consequence, the electrons in both channels exhibit 
the same mean resistivity (ρ++ρ-)/2 and the mean resistivity of the layer becomes 
ρo=(ρ++ρ-)/4. The MR in the infinite mean free path limit can be expressed as: 
 
eq. 2.40 
 
with αρ= ρ-/ρ+.  One could also formulate it as follows. In the parallel situation, the 
majorities are free to move in the stack and constitute a short-cut, while in Figure 
2.5b, the motion of electrons in both channels is limited by the high scattering rate in 
the layers where they are minorities.   
It is obvious that the above presentation is much too simple. In real layers, the 
electrons have different scattering rates in the various layers which depend on the spin 
and the propagation direction. In addition, the electrons are scattered at the interfaces 
where its rate again is a function of the spin and propagation direction, implying that it 
also depends on the side from which the interface is approached.  The same factors 
play a role for the reflection coefficient of the interfaces.  
2.6 Structural Evolution at Elevated Temperatures 
During growth, atoms do not have the kinetic energy, i.e. the thermal energy, to 
equilibrate into a single crystalline layer. Upon annealing, energy is provided so that 
the atomic order in the system can increase. This occurs by means of atomic motion 
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in the structure. With increasing temperature first those movements will take place 
that do not require large activation energies. Depending on the temperature other 
processes will become activated, each having a certain effect on the structure and its 
characteristics. 
In the following two models for structural evolution are discussed in detail. The first is 
developed for an amorphous system where the dynamics is induced by the empty 
space within the structure and the vibration and movement of the atoms. The second 
is for a structure containing defects that randomly move around and can be trapped 
on randomly distributed sinks within the system. Both models are found to give good 
agreement with experimental and simulation data. 
2.6.1 Free-Volume Model 
An approach, known as free-volume model, first proposed by Cohen and Turnbull in 
1959, is found to be very successful in describing the structural evolution in an 
amorphous material12. The diffusion free-volume theory assumes molecular transport 
in a liquid consisting of hard spheres. In this type of system, molecules move with the 
gas kinetic velocity (when they move) but most of the time they are confined to a 
space defined by their immediate neighbours. Occasionally, a fluctuation in density 
opens up a hole large enough to permit a considerable displacement, giving rise to 
diffusive motion if a molecule jumps into the hole before the first can return to its 
original position. 
In amorphous material the average volume per atom is larger than in the crystalline 
state where the free volume is only partially present in the structure as atomically large 
voids (flow defects). Based on the free volume model the following relation was 
derived between the fractional concentration Cf of flow defects and the fractional free 
volume νf 13:  
 
eq. 2.41 
Here γ is a geometrical factor of order unity and ν* is the critical free volume needed 
for a jump. 
During annealing of a (amorphous) solid with excess free-volume, i.e. the defect 
concentration is much larger than the equilibrium defect concentration; the free-
volume will partly be eliminated. If the equilibrium flow defect concentration is 
ignored, the elimination can be described by a bimolecular process: 
 
eq. 2.42 
 
where B is a constant and kf  the jump frequency, given by: 
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eq. 2.43 
Here kf0 is the attempt frequency and Ef is the activation energy for the movement of 
flow defects. 
For isothermal annealing the solution of the bimolecular process expressed in terms 
of the free volume is given by: 
 
 
eq. 2.44 
 
 
This expression gives the evolution of the free volume in the structure as a function of 
time. Certain aspects of the structure like the structure dimensions or the electrical 
conductivity are likely to be influenced by this free volume and may show a similar 
temporal behaviour.  
2.6.2 Trapping Model 
The trapping model was derived in the mid-1970s and at that time it was primarily 
viewed as a natural physical model for charge relaxation in amorphous 
semiconductors, where excitons diffuse to and recombine nonradiatively at network 
defects14. The asymptotic solution of the trapping model has by now been derived in 
many different notations.  
The starting point is a density ρe of excitations (charges in the electronic case, or 
configurational entropy in the case of molecular relaxation). In addition one needs 
randomly distributed traps ρt which capture excitations within a distance b from a 
trap. As time passes excitations diffuse to the sinks and are absorbed by them. In the 
case of a uniform trap density, the capture rate would be constant, leading to an 
exponential Debye decay with β=1. In the case of randomly distributed and discrete 
traps this exponential decay is stretched in time by the depletion factor β.  
The following is a result of a less exact but simpler derivation (Grassberger and 
Procaccia 1982). More detailed derivations can be found elsewhere (Lifshitz 1964, 
Friedberg and Luttinger 1975, Donsker and Varadhan 1975)14. The diffusion equation 
for the excitation density ρe in the presence of traps with an average density ρt is 
( ) ( ) tee tDtt Γ−∇=∂
∂ ,, 20 rr ρρ
 eq. 2.45 
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where di is the dimensionality and with the sink property given by 
 
eq. 2.47 
 
The next step is to calculate the probability maxP  that a particle at Rmax, the time-
dependent depletion radius, has survived until time t. After some calculation one can 
find 
 
eq. 2.48 
 
where Cdi is a di-dependent constant and with the value β given by 
 
eq. 2.49 
 
Experimentally maxP , corresponding to the smallest value of β, will dominate the 
asymptotic relaxation.  
The essential assumption of the trap model is that the form of the distribution of 
relaxation times is determined by the combination of diffusion of excitations to 
relaxation centers and their absorption at such centers. For structural relaxation these 
excitations can be regarded as local structural distortions produced during growth or 
by quenching kinetics. The model will break down if some other mechanism distorts 
the diffusive relaxation. In practice this other mechanism often turns out to be partial 
crystallization. In the case of inorganic network glasses with short-range forces the 
minority of crystallized regions are expected to be largely decoupled from the 
disordered matrix, then the first-order effect will be to increase the β towards 1. In 
other words, towards uncorrelated simple Debye relaxation associated with crystallite 
growth at matrix–crystallite interfaces.  
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Chapter Three 
3 Experimental Methods  
The multilayers, subject of the present study, consist of a stack of many ultrathin 
layers of different materials with partly strongly deviating properties. In such stacks, 
heat treatment causes many types of atomic displacements, which reflect themselves 
in variations in the atomic ordering. Simultaneous changes may appear in principle 
anywhere in the stack with the rate of change varying from position to position. 
Therefore, it is a real challenge to identify and unravel all these complex structural 
alterations and to link them to the properties of interest of these stacks. 
In complex stacks this is an almost unsolvable task and, therefore, relatively simple 
geometries will be focussed on only in this thesis (Figure 1.11). These stacks will be 
investigated with various complementary techniques, each being sensitive to particular 
aspects of the samples. Some of these techniques, like TEM, are destructive and other 
measurements cannot be applied to the same sample afterwards. To circumvent this 
problem, advantage is taken of the excellent reproducibility of the sputter deposition 
technique. A large number of almost identical samples can be prepared in the same 
deposition run. This identity has been tested directly after deposition and, in addition, 
after the same heat treatments on these samples. Indeed, the evolution of the 
characteristics exhibited the reproducibility of 'identical' samples. Thus, destructive 
observation techniques can be applied without losing comparability.  
As said above, complementary measurement techniques, each being sensitive to 
particular aspects of the samples, will be used. The MSHG technique for instance is an 
interface sensitive technique, whereas MOKE or VSM are sensitive to the total sample 
magnetic moment. It is expected that the combination of and the correlation between 
the results of all the different samples and techniques will give qualitative as well as 
quantitative information on the type of thermal processes that occur, on their rate of 
change and the final properties of these structures. 
In this chapter, the main experimental methods used will be described. Three groups 
of physical parameters have been focused on, to wit the magnetic, transport and 
structural characteristics. Vibrating Sample Magnetometry (VSM), Magneto-Optical 
Kerr Effect (MOKE) and Magnetization induced Second Harmonic Generation 
(MSHG) are used to probe the magnetic characteristics. Four point resistance  
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measurements have been used for determining the Magneto Resistivity (MR) transport 
properties. The structural parameters are obtained from Small Angle X-ray Scattering 
(SAXS), X-ray diffraction (XRD), Atomic Force Microscopy (AFM) and Transmission 
Electron Microscopy (TEM).  
Next in this chapter, the deposition and the anneal procedures will be covered first. 
After that, the main measurement techniques will be introduced while others will only 
be briefly touched upon. This chapter concludes with the demonstration of the 
MSHG technique, combined with AFM and SAXS, applied to the CoNi/Pt interface.  
3.1 Sample preparation 
The samples were deposited by sputtering. During sputtering, Ar ions are generated 
and accelerated towards a target that contains a purified form of the material to be 
grown. Due to this bombardment, material from the target is recoiled and moves 
toward the substrate on which the multilayer grows. The quality of the growth will 
depend on the sputter method used, variations in substrate temperature, Ar pressure, 
acceleration voltage of the ions or the type of material that is sputtered.  
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Figure 3.1: Principle of magnetron sputtering. The high voltage is applied 
between the target and a metallic ring close to the target surface such that 
it does not block the sputtered material. 
The sputtering system was a Leybold Z-650 machine with 3 modules, separated by 
two controllable locks through which samples can be transported. The first module is 
the load lock, so that samples can be moved into the other modules without breaking 
the vacuum there. In the second and third module 6 and 3 targets could be mounted, 
respectively. A rotatable table that carries the substrates could be moved between the 
modules. Substrates with diameter up to about 7,5 cm could be used. Smaller 
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substrates had to be mounted in a steel frame in order not to deposit material on the 
substrate edges (necessary precaution for the VSM measurements). In general, a large 
number of small substrates were positioned on the same radius of the table, so that 
each sample passed through the same path under the targets during deposition. The 
base pressure of the chambers was normally 2x10-7 mbar and 5x 10-8 mbar with liquid 
nitrogen cooling. 
 
 
Figure 3.2: A schematic overview of the sputter machine 
The second module was equipped with Co, Co50Fe50 (or Cu), Al, Ru, Fe and NiFe 
targets with 3" diameter arranged at constant radius with respect to the rotating table, 
while, in the third module, a Cr target of 6" diameter was mounted.  
For Co, Cu, Al, and Cr, DC magnetron sputtering was used, for which purpose 
annular permanent magnets were attached behind the targets. RF-diode sputtering 
could only be used for the soft magnetic targets, i.e. Fe, NiFe and CoFe, while Ru was 
RF-sputtered because of the better target yield. For DC-sputtering, the targets were 
negatively biased at about 300V with respect to the grounded table, while the Ar 
pressure was typically 10-2 mbar. For the RF diode sputtering, an Ar pressure of 5x10-3 
mbar and a voltage of the order of 1800 Volt were used. Due to this high voltage and 
the low Ar pressure, the RF-sputtered interfaces tend to be stronger intermixed. 
The table supporting the substrates rotated during deposition, while all substrates are 
located at the same radius from the center of the table. The centers of the targets each 
also had the same distance to the table center. Between each target and the table, a 
screen was located with a slit along the radius through table and target center. The 
width of this slit varies along this radius, so to guarantee a uniform thickness of the 
layers. After the calibration at a given Ar pressure and target Voltage, the desired 
thickness can be sputtered by varying the total sputter time. In one run as many as 30 
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samples on 1x1 cm2 substrates could be grown. In general, glass substrates were used 
but thermally and naturally oxidized Si substrates were occasionally used. Glass 
substrates were used mostly because of their smoothness (roughness of typically 0.2 
nm). This smoothness reflected itself in the generally better characteristics of the 
layers grown on glass substrates than grown on Si substrates.   
3.2 Thermal treatment 
For annealing, identical samples, i.e. prepared in the same run, were put on a 
preheated base plate in ovens with atmospheric environment. The temperature could 
vary from 140oC to 400oC and, in principal, was constant for each sample. At 
predefined time steps, the samples were taken out successively one by one and 
subsequently measured at room temperature with the previously mentioned 
techniques. The samples acquired the desired temperatures within 3 minutes, and 
these were stable within ± 2.5o accuracy.  
In order to protect the samples during annealing under atmospheric conditions, the 
stacks were capped with oxidation-protection layers. Tests have been performed on 
the capability of Cr, Ta, Al and Ru as oxidation inhibitor. It was found that Cr and Ta 
offered the best protection.  
The following table shows the temperatures at which anneal experiments have been 
conducted for three different material combinations. 
 140oC 180 oC 210 oC 235 oC 300 oC 400 oC 
Co/Ru    X X  
Co/Cu X X X X X  
CoFe/Ru    X X X 
Table 3-1: Overview of the anneal temperatures for the three material 
systems. 
The steps in the anneal time were chosen by trial and error. The first time step was 
taken small and the changes in the samples were observed. If very small, about a two 
times longer time step was taken the next time. Depending on the results and progress 
new experiments at other temperatures and, if necessary, with different time steps 
were chosen. 
3.3 Magnetic characteristics 
In the previous chapter a number of important magnetic parameters, characterizing 
both single films and multilayers were discussed. Now the measurement methods will 
be discussed in more detail. 
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These techniques are the VSM (Vibrating Sample Magnetometer), MOKE (Magneto-
Optical Kerr Effect) and MSHG (Magnetization induces Second Harmonic 
Generation). All these methods can measure hysteresis curves. 
3.3.1 Vibrating Sample Magnetomter (VSM) 
A vibrating sample magnetometer (VSM) is based on Faraday's Law of Induction, 
which states that a changing magnetic flux enclosed by a coil induces a voltage in that 
coil.  
ω
Sample
Pick-up coils
 
Figure 3.3: VSM components. The position of the pick-up coils and the 
sample placed between large diameter poles for homogenous magnetic 
felds.  The arrow indicates the vibrational motion of the sample. 
The coil system of the VSM catches the flux induced by the sample magnetized by a 
perfectly uniform external field, which, generally, is kept constant during each 
individual measurement. The sample is oscillated with a high constant frequency and 
constant amplitude in the middle of the coil system, which is fixed to the laboratory 
frame. The resulting field change ∂B(t) at a point r inside the detection coils induces a 
voltage that is given by 
 
eq. 3.1 
 
∑∫ ⋅∂∂= n A dAt
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where A is the area vector of a single turn of the coil and the summing is done over n 
turns of the coils. V(t) can be detected to a high resolution and accuracy by means of 
suitable associated electronics. For stationary pick-up coils and a uniform and stable 
external field, the only effect measured by the coils is that due to the motion of the 
sample. Combined with the fixed frequency and oscillation amplitude, the induced 
voltage is to a high degree linearly proportional to the net magnetic moment of the 
sample. By systematically stepping the external field through a cycle, a complete 
hysteresis curve can be measured.  
Besides the stray field of the sample magnetization, the coils also collect other stray 
fields like from the diamagnetic glass substrate. For very thin layers (small magnetic 
signal) the other contributions may become significant and need to be subtracted.  
Once the VSM is calibrated, it is able to measure absolute values of the moments of 
the samples. By measuring the magnetic moment as a function of the film thickness, it 
is possible to determine the thickness of the so-called dead layer and also the growth 
mode during the incipient phase of the deposition of the magnetic layer.  
In general, the VSM technique is time-consuming. The accuracy can sometimes be a 
problem for ultrathin layers due to the small moment and the inductive nature of the 
technique. In addition the technique is probing the stray field of the whole sample and 
thus is nonlocal.   
3.3.2 Magneto-Optical Kerr Effect (MOKE) 
The Magneto-Optical Kerr Effect (MOKE), discovered by J. Kerr in 1877, refers to 
the change in the intensity and/or polarisation state upon reflection at a magnetic 
material. 
When linearly polarized light penetrates into a metal, the electrons in the material start 
a motion enforced by the incident electric field. This causes the light to penetrate only 
into a tiny top layer of the medium (screening) and to be strongly reflected. In 
magnetic materials, this electron motion is affected by the Lorentz force due to the 
strong local magnetization M in the material. As a consequence, the oscillating 
electrons will be deflected when M has a component normal to this motion and the 
polarization direction of the reflected light will be rotated. 
In general, the response of the electrons will be non-uniformly retarded because of the 
losses in the material, causing ellipticity of the reflected light. The ellipticity is defined 
as the ratio of the short and long axis of the ellipse described by the electric field 
vector. The induced rotation (θk) and ellipticity (εk) in the MOKE signal are in general 
very small, typically 10-3 rad. In this case, the Kerr effect can be expressed as the 
complex Kerr angle ψκ: 
eq. 3.2 
kkk iεθψ +≡tan
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Three basic Kerr effects are distinquished by the magnetization components with 
respect to the plane of incidence of the light and to the metal surface. The transverse 
and longitudinal Kerr effect concern M-components parallel to the metal surface 
perpendicular and parallel to the plane of incidence, respectively, while the polar effect 
is sensitive to the component of M normal to the metal surface (see Figure 3.4).  
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Figure 3.4 Schematic illustration of the Kerr effect including a polarizer, 
reflection and the Wollaston prism that splits the reflected signal into its 2 
polarization components. Also shown are the three different Kerr effect 
configurations; polar, longitudinal and transversal. 
The longitudinal and polar Kerr effects induce rotation and ellipticity. In both cases, 
the rotation is proportional to the magnetization both for s- and p-polarised incident 
light: 
eq. 3.3 
 
In contrast, the transversal effect does not induce any rotation of the plane 
polarization, but a change in the reflected light intensity only. In the transversal case, 
pollonk m ,tan ∝ψ
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the induced intensity change is also directly proportional to the transversal 
magnetization mtra: 
eq. 3.4 
 
Proper settings and calibration, in principle, allows measurement of the full 
magnetization vector1. 
3.3.2.1 Detection of the Kerr effect 
For the MOKE experiments, the same setup is used as for the MSHG. The latter 
setup will be described in the MSHG section. Here, only the components relevant to 
the MOKE will be discussed and schematically illustrated (see Figure 3.5). 
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Figure 3.5: Schematic representation of the MOKE setup: NDF - neutral 
density filter, BSC - Babinet-Soleil compensator, L1, L2 - lenses, WP – 
Wollaston prism, D1, D2 - diode. 
A linearly polarized beam of 800nm wavelength from a Ti-Sapphire laser illuminates 
the sample, after being modulated by a stable chopper. The signal of the chopper is 
fed into the lock-in amplifier as the reference. The polarization angle of the linearly-
polarized light can be rotated in any arbitrary direction with minimal loss of intensity 
with the Babinet-Soleil compensator. Subsequently, the light is focussed on the sample 
with a lens with a focus length of typically 30 cm. After reflection, a second lens is 
used that guides all the reflected light into the photodiodes. The beam further passes 
Neutral Density Filters (NDF) in order not to over illuminate the diodes. In front of 
tramI ∝∂
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the two diodes, the beam is split into two perpendicular components by the Wollaston 
prism. Each of the two beams is focussed on to another diode. The difference in the 
signals from the two photodiodes is measured with a lock-in amplifier.  
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Figure 3.6: Projection of the reflected electric field outE onto the 
Wollaston prism optical axis after Kerr rotation of  θ. 
In the split diode scheme the angle of the Wollaston prism with respect to the 
polarization of the reflected is adjusted such that the two splitted beams are exactly 
equal. With a p- or s-polarised incident light, a change in the ellipticity or the intensity 
of the reflected light will affect the splitted beams in the same way and cancel out as 
the difference of the diodes is detected with the lock-in. 
A rotation of the polarization on the other hand will lead to an imbalance of the 
intensities on the two diodes. In Figure 3.6 the projection of the electric field after a 
rotation is illustrated. It is easy to show that  
 
eq. 3.5 
 
In general intensity changes induced by reversing of the magnetization are less than 
0.1% and 2outE  can be assumed constant. With IEout =
2 one can write: 
 
eq. 3.6 
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As mentioned before, a change in the ellipticity leads to a similar change on both 
diodes and hence is not visible in the lock-in signal. With the split diode scheme it is 
still possible to measure a change in the ellipticity by adding a quarter wave plate in the 
reflected beam that converts the rotation into ellipticity and vice versa. The lock-in 
signal then reads: 
 
eq. 3.7 
 
Because of the finite skin depth of light, the reflected beam carries information only 
about the top part (~20 nm) of the magnetic layer. It is a fast technique and gives local 
information, enabling microscopy over a spot size (diameter typically 200µm) with 
optical (0,5µm) resolution. Another big advantage of the technique is that it can probe 
all vector components of the magnetization. Each vector component requires separate 
readjustment of the polarizer, analyzer and angle of incidence. MOKE has a high 
sensitivity and is suited for ultrathin layers.  
3.3.3 Magnetization induced Second Harmonic Generation 
(MSHG) 
Interfaces are considered to be of major importance for the magnetic characteristics 
of thin multilayer systems. From this perspective, it can be of great interest to have a 
method that is mostly sensitive to the interfaces. The observed changes at the 
interfaces can subsequently be related to the main characteristics of the complete 
system. 
3.3.3.1 Single interface, non-magnetic tensor components 
In general, the optical response of media is linear and nonlinearities come into play at 
extremely high electromagnetic fields only. However, modern mode locked fs laser 
sources (like the Ti:Sapphire laser used here) with an average DC output power of 
only ±1 W, produce peak powers in the order of 10kW. The polarization induced by 
the very intense field of pulsed lasers contains higher harmonics and can be developed 
in a series:  
eq. 3.8 
 
The oscillating polarization is associated with acceleration of charges, which, 
according to Larmor's theorem, generates electromagnetic radiation, i.e. the reflected 
light contains higher harmonics. 
For the second order polarization, which acts as the source for the second harmonic 
light, Guyost-Sionnest et al2 showed that in centrosymmetric media all second-harmonic 
sources up to first order in the spatial derivative could be expressed as an effective 
kI
I
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second-harmonic polarization. The following general formula describing the second 
harmonic generation (SHG) in terms of the fundamental electric field and the 
nonlinear susceptibility can be derived: 
eq. 3.9 
 
in which j,k,l,m = x,y,z. Summation over repeated indices is implied. The first term is 
the electric dipole contribution and the second one, the field gradient term, stems 
from electric quadrupole contributions. 
For centrosymmetric media, the second harmonic dipole susceptibility χ(2) from the 
bulk must vanish. This is a direct consequence of the inversion symmetry of the bulk, 
which requires invariance for the r → -r transformation. However, at an interface, the 
inversion symmetry is broken and some χ(2)-components no longer vanish. 
Consequently, for centrosymmetric media χ(2) is only nonzero at the interfaces and is 
thus interface selective, in contrast to the bulk allowed quadrupole term. 
In centrosymmetric films including the interfaces, the two contributions can be of the 
same order of magnitude but often, especially for metals, the quadrupole contribution 
from the bulk is negligible. This is the reason for the interface selectivity of optical 
SHG in magnetic metallic multilayers. Table 1. shows the nonzero tensor elements of 
an isotropic surface in the xy-plane.  
Non-magnetic interface in xy-plane  
χxxz=χxzx=χyyz=χyzy, χzxx=χzyy, χzzz 
Table 3-2: Nonzero tensor elements of the nonlinear susceptibility tensor 
χ (2) for the non-magnetized isotropic surface in the xy-plane. 
3.3.3.2 Single interface, magnetic tensor components 
The presence of a magnetization does not break the inversion symmetry in the bulk, 
implying that M conserves its direction upon applying the inversion operation. (The 
latter can easily be seen by bearing in mind that M can be represented by a circular 
current.) This means that the surface sensitivity is conserved.  
However, M does further lower the symmetry of the surface and will introduce new 
nonzero tensor elements for χ(2). It is possible to derive the nonzero elements of χ(2) 
once the relevant symmetry operators are known.  
Ru-Pin Pan et al1 suggested that the magnetic properties of the material are properly 
included by assuming the nonlinear susceptibility tensor elements to be magnetization 
dependent. 
...)()()()()2( )()2( +∇+= ωωχωωχω mlkQjklmlkjklj EEEEP
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This can be understood by realising that the system is invariant for the reversal of the 
magnetization combined with the relevant symmetry operations. The consequence of 
this is that the tensor elements that become nonzero due to the presence of a 
magnetization should change sign upon reversing the magnetization. The tensor 
elements that reverse sign are said to be odd in the magnetization and those with 
invariant sign are called even. For a full description of the odd and even tensor 
elements see ref[3]. 
In Table 3-3, the odd and even χ(2) components of the transversal, longitudinal and 
polar configuration that can be nonzero are given for an isotropic surface. The even 
elements are nonzero irrespective of the presence of the magnetization. Note that 
these even tensor components correspond to Table 2.1. The odd elements represent 
the nonlinear magneto-optical effects. 
Even in M χxxz=χxzx, χyyz=χyzy, χzxx, χzyy, χzzz 
Odd in M//y: 
Transversal 
χyxy=χyyx, χzxz=χzzx, χxxx, χxyy, χxzz 
Odd in M//x: 
Longitudinal 
χxyx=χxxy, χzyz=χzzy, χyyy, χyxx, χyzz 
Odd in M//z: 
Polar 
χxyz=χxzy=-χyzx=-χyxz, χzxy=χzyz 
Table 3-3: Nonzero tensor elements of the nonlinear susceptibility tensor 
χ(2)(M) for the magnetized isotropic surface with the magnetization 
parallel to the x-, y- and z-axis, z parallel to the surface normal, and x in 
the plane of incidence (the longitudinal, transversal and polar 
configuration respectively). 
The SH-intensity from the electric dipole sources at a single magnetic interface can 
then be written as: 
eq. 3.10 
 
where χeven(M) and χodd(M) are linear contributions of even and odd tensor elements, 
respectively. αeven and αodd are complex constants, which comprise the Fresnel 
coefficients, and I(ω) is the intensity of the fundamental beam. Changing the sign of 
M by reversing the magnetic field causes a phase change of 180o of the odd 
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contributions in eq.(3.21), and leads to a different SH-intensity, as long as χeven is 
nonzero. 
It is common to express the strength of the magnetic contribution with respect to the 
nonmagnetic contribution by the magnetic contrast that is given by the following 
expression. 
 
eq. 3.11 
 
A major advantage of this is that variations between independent measurements 
caused by fluctuations in the laser like laser power or focal point are filtered out.  
3.3.3.3 MSHG from multilayers 
In case of a multilayer, one deals with many interfaces that, in principle, all generate 
second harmonic light. There are several ways to isolate the contribution of one 
particular interface.  
One way is via the calibration of the other interfaces using a second sample that 
contains all the interfaces except the one that is aimed to be probed. This approach 
forces to use two samples, grown by different growth procedures and with a different 
stack composition. This might well induce poor compatibility between the samples.  
Another approach is to make a series of MSHG measurements with different angles 
of incidence. Effectively, one is changing the optical path of the light through the 
stack in a well-defined way, while the tensor components themselves are not affected. 
Subsequently, the measurements are fit to the different contributing tensor 
components with a computer programme that takes into account the diffraction 
process in the multilayer. This programme is based on a transfer matrix technique in 
which the second- harmonic-signal generation is also implemented4. 
The calculation has been shown to be in rather good agreement with experiments4. 
However, one has to take care not to fit curves with too many free parameters. In 
practice, one cannot investigate systems with more than three interfaces when high 
accuracy is required. 
A third way is to confine to structures that contain only one magnetic interface within 
the skin depth of the fundamental optical light. Thus, one can be certain that the 
magnetic contribution to the SHG is coming from that interface only. In practice, this 
is the easiest way giving the most reliable isolation of the contribution of an interface. 
However, it strongly constraints the type of stack geometries one can investigate. In 
addition, the structural details of interfaces generally depend sensitively on the rest of 
the stack in which it is incorporated, so that one has to be cautious with interpreting 
and generalizing the outcomes. 
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The SHG generation from interfaces, being due to only a few atomic layers, results in 
a very low efficiency. Consequently, the experiments require both laser pulses with 
extremely high intensity as well as a sensitive photomultiplier- detection system. A 
schematic representation of the used MSHG set-up can be seen in Figure 3.7. The 
mode-locked Ti:Sapphire laser is pumped by an Argon Ion laser. The output has a 
Gaussian profile, a repetition frequency of 82 MHz and a pulse width of about 100 fs. 
The wavelength of the output beam is adjusted to 800 nm and the time-average power 
is about 1 W. 
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Figure 3.7: Schematic representation of the MSHG setup: NDF - neutral 
density filter, BSC - Babinet-Soleil compensator, L1, L2 - lenses, F1, F2 -
colour filters, PM - photomultiplier tube. 
The average laser power on the sample is reduced with a chopper thus keeping the 
high peak intensities. NDF filters (Neutral Density Filters) can be used to further 
reduce the input intensity, though this can be done more accurately with a 
combination of a polarizer and a rotation of the polarization. The polarization of the 
incoming beam is adjustable with a Babinet/Soleil compensator. The beam is focussed 
by a set of lenses (L1, L2) with a focus distance of 30 cm (L1). The spot radius is 
approximately 200 µm. The color filter OG570 (CF1) removes all light with 
wavelengths below 570 nm, and, as a consequence, also the SHG light already present 
before the fundamental light reaches the sample. The sample is mounted between the 
poles of an electromagnet such that the field is perpendicular to the plane of 
incidence. This is the so-called transversal configuration. 
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After the generation of SH light, two BG39 colour filters (CF2) filter out the 
fundamental light, an analyser selects the output polarization and the second lens (L2) 
focuses the SHG light at the photomultiplier tube (PM).  
MSHG also allows to resolve all three components of the magnetization5. It is a local 
probe like the MOKE technique. MSGH can be used to investigate the symmetry of 
media, at which the interface and steps play an important role. For a more extensive 
overview see ref[3, 6]. A demonstration of the sensitivity of MSHG for the structural 
and magnetic interfaces is described in section 3.6.  
3.4 Transport measurements 
The transport properties of the samples were measured with the MR set-up. It 
measured the resistance of the sample as a function of the applied field. The samples 
were placed between two water-cooled coils, which generated a uniform magnetic 
field of up to 1500 kA/m. The resistivity of the sample was measured with the 
standard four-point method. Four collinear spring-loaded pins, with sharp points and 
identical spacings (s), were used as contacts. The pins and the sample were held in 
position by a sample holder. The current (I) ran via the two outer pins and the voltage 
(V) was measured between the inner two pins (see Figure 3.8). 
 
Magnetic Field  
current source   
voltage meter  
MR measurement  
s 
 
Figure 3.8: Schematic illustration of MR measurement configuration. A 
constant current flow is set between the outer two pins while the voltage 
is measured between the two inner pins.  
In case of a square sheet (w,s>>d), with width w, the distance between the contacts s 
and thickness d, the resistivity (ρ) of the sample measured in the standard 4-probe 
method is given by: 
 
eq. 3.12 
 
RdCdC
I
V
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where C is a constant that depends on w, s, and d.  
In this thesis, this setup was mainly used to detect the GMR effect. However, other 
magneto-resistive effects, like the anisotropic magneto-resistance (AMR) and the 
tunnel effect, were occasionally probed as well. The AMR effect is the anisotropy in 
the resistivity for currents parallel and perpendicular to the magnetization. It occurs 
because the scattering probabilities for conduction electrons exhibit an anisotropy 
with respect to the magnetization direction.  
The resistivity and its change can give also information about nonmagnetic structural 
features of multilayers. For example, the defect density is expected to influence the 
resistivity as the defects will contribute to the scattering frequency of the electrons in 
the multilayers.  
The GMR and the tunnel effect generally are expressed by the following formula: 
 
eq. 3.13 
 
where R0 is the zero field resistance and Rs is the saturation resistance at elevated 
fields. The magneto-resistivity is very important in the sense that it is the most 
commonly used parameter in applications. 
3.5 Structure 
3.5.1 X-ray optics 
Detailed structural information of ultrathin layers can be obtained with high angle 
XRD7,8 (X-Ray Diffraction), like texture, crystallite sizes, presence of stresses,  
coherence in the periodic order of the lattice or layer thicknesses.  Here, the usage of 
X-rays will be illustrated for obtaining information about the texture of a 
polycrystalline layer, its lattice spacing and the possibility to trace columnar growth.  
Scattering at grazing incidence is another kind of X-rays analysis, which is particularly 
suited for multilayers. This technique, called Small Angle X-ray Scattering7 (SAXS), 
provides additional information, like layer thicknesses, densities and interface 
roughness. SAXS can simply be formulated by straightforward classical wave 
propagation based on the Maxwell equations and refractive indices. 
3.5.1.1 X-ray Diffraction (XRD) 
In the XRD experiments, the X-rays of a Cu-Alfa-source with λ=0.154050nm and 
0.154434nm are used. In general, large angle measurements are done with specular θ 
scans. In case of periodically ordered atoms in a crystal lattice, the scattered X-rays 
will constructively interfere when the Bragg-conditions are met: 
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eq. 3.14 
 
where d is the distance between lattice planes parallel to the film surface and θ is the 
angle of incidence with respect to the film plane. As the distance between the planes 
in most cases uniquely relates to particular textures for a known material, simple 
comparison of the peak positions to literature values reveals the textures present in 
the layer. 
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Figure 3.9: Contructive interference of the scattered X-rays occur when 
the Bragg-conditions are met, eq. 3.14. 
In polycrystalline layers, one usually finds more than one peak, often indicating the 
presence of several textures. One can find the relative volume fractions of these 
different textures by careful measuring the intensities and taking into account the 
difference in diffracting power for the various textures. This difference depends on, 
first, the degree of constructive interference and, second, the magnitude of the 
scattered x-rays originating from the atomic planes. The degree of interference is 
related to the mutual arrangement and to the perfectness in the order of atoms. The 
magnitude is related to the density and type of atoms {scattering cross-section) in each 
plane. In calculations, these are taken into account by the so-called structure factor, 
F(H), that is the Fourier transform of the periodic electron density ρe(r), in real space: 
eq. 3.15 
 
Here H = ha+kb+lc, is called the diffraction vector and a,b and c are the reciprocal 
base vectors and h, k and l are integers and are called the reflection indices. The square 
of |F(H)| is directly proportional to the intensity of the reflection. 
An indication of the size of the crystallites perpendicular to the scattering plane may 
be obtained by analyzing the width of the peaks. Diffraction from an infinite plate 
( ) ( ) ( )[ ]∑ ⋅= − H rHiHFVre πρ 2exp1
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with thickness L=N*d, where N is the number of planes and d the plane spacing, is 
given by the following formula: 
 
eq. 3.16 
 
where γ is a constant and ε = (θ-θo) is the small angular variation around θo that is the 
position of the peak maximum.  
This can be understood as the appearance of a certain width in the peak due to an 
insufficient number of constructive interfering radiation sources. The width of the 
peak is given by the so-called Sherrer equation8: 
 
eq. 3.17 
 
with L is the total layer thickness.  
In general, one should be careful with the interpretation of a peak width and consider 
also other possible sources for widening like strain or experimental parameters like the 
slit widths. 
3.5.1.2 Small Angle X-ray Scattering (SAXS) 
If an electromagnetic plane wave reflects from an interface the resulting reflected and 
transmitted waves obey the Helmholtz-equation of wave propagation: 
eq. 3.18 
 
The frequency of the X-ray radiation is much larger than most of the natural 
resonance frequencies of the material. Therefore, solids are for X-rays less refractive 
than for vacuum. The refractive index can then be written as follows: 
eq. 3.19 
 
where δ(λ) describes the dispersion and ßa(λ) is the absorption. 
Since the real part is smaller than 1, there is a critical angle θc below which there is 
total reflection, called total external reflection. Neglecting the absorption, θc can be 
approximated by: 
eq. 3.20 
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where ρmass is the mass density. 
In case of a thin layer on a substrate, the reflections from the outer surface and the 
substrate-layer interface result in oscillations in the reflected intensity as a function of 
the angle of incidence. If the path difference between the two reflected waves is a 
multiple of the incident wavelength, one obtains intensity maxima: 
 
eq. 3.21 
 
with m =1,2,3,...,  θi,m the angles where maxima occur, index i indicates the particular 
combination of contributing interfaces, di is the distance (thickness) between the 
interfaces and θi,c is the critical angle where total reflection occurs. 
This is a linear function of m2 where the slope gives the layer thickness and the origin 
gives the density of the layer. In case of a multilayer, the waves reflected from the 
interfaces result in the superposition of several oscillation periods due to the complex 
interference. These are called the Kiessig fringes and permit the determination of the 
thicknesses and densities of the various layers. The evaluation of these parameters is 
usually performed with the help of computer simulations.  
The roughness of the interface is included by an ensemble of smooth interfaces, first 
introduced by Nevot and Croce in 1980, where their positions are distributed around 
z0 following a Gaussian distribution wz(z): 
 
eq. 3.22 
 
The standard deviation of wz(z), often called the rms-roughness, is given by σ. 
3.5.2 Atomic Force Microscopy (AFM) 
AFM was invented in 1986 by Binnig, Quate and Gerber9 and was based on a 
previous invention called Scanning Tunneling Microscopy (STM), made in 1982 by 
Binnig and Rohrer10. The latter shared the Nobel Prize for their invention of the STM, 
that for the first time allowed the direct spatial visualisation of atoms. In the AFM the 
force between the tip and sample is utilised to map the surface by scanning the tip 
over the surface.  
In AFM, a sharp tip is mounted on a flexible cantilever where the bending of the 
cantilever is directly related to the force. This bending is monitored by a laser beam 
that is reflected by the cantilever and its deflection is measured by a position sensitive 
detector. A feedback system ensures that the tip exerts a constant force on the sample 
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surface. In order to maintain this force the tip moves up or down when it encounters 
height differences during scanning.  
Since 1986, many different types of AFMs have been developed based on different 
kind of tip-sample interactions like the magnetic force or the shear force. 
In the classic mode (contact mode) of operation of the AFM, the tip is in continuous 
contact with the sample during the scan. A disadvantage is that the tip or sample 
might easily be damaged due to shear forces when abrupt height changes are met. 
Nowadays, mostly the tapping mode is used. Here the cantilever is oscillating in its 
eigenfrequency in the z-direction. When the tip starts to interact with the sample while 
approaching the sample the frequency changes. By scanning the surface in this way, 
while keeping this change constant via a feedback loop, lateral forces are minimized 
and the risk of sample damage is reduced. 
The force measured by an AFM in the tapping mode is the repulsive part of the Van 
der Waals force. 
Diode Laser
Cantilever Sample
PZT Scanner
PSPD
 
Figure 3.10: Schematic illustration of the AFM. The deflection of the 
reflected light from the cantilever is detected with the position sensitive 
photo diode detector (PSPD). 
The vertical movement of the tip is controlled by a piezo-electric element, made from 
PZT (lead zirconium titanate) that changes dimensions in response to an applied 
voltage.  
They need regular calibration that is done by measuring samples with well-defined 
distances. Image distortions that partly can be compensated for are usually caused by 
drift due to thermal fluctuations and heating of the system components.  
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The resolution of the microscope is limited due to the relatively large size of the 
touching portion of the tip, (typically 30 nm). The measured image will be a 
convolution between the tip shape and the sample corrugation. Consequently, height 
alterations over very short distances will be obscured and atomic resolution is in 
general not possible. 
AFM measurements, referred to in this work, are performed with a Dimension 3100 
from Digital Instruments in the tapping mode. 
3.6 CoNi/Pt interface probed by MSHG, X-rays and AFM 
The characteristics of an interface are of critical importance for phenomena like giant 
magnetoresistance, tunneling magnetoresistance or interlayer exchange coupling, 
found in ultrathin magnetic multilayers with layer thicknesses in the range of 0.5 to 3 
nm. The discontinuity in the electronic and magnetic properties at the interfaces is 
essential for the appearance of these effects. Both are crucially dependent on the 
interface structure. The establishing of this dependency, however, remains a challenge 
due to difficulties of existing experimental techniques. 
Magnetization-induced second-harmonic generation (MSHG) is a nonlinear magneto-
optical technique that has been shown to be a powerful and simple tool to study 
ultrathin magnetic films and multilayers, combining an extreme surface/interface 
sensitivity11,12 with very large magneto-optical effects.13  
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Figure 3.11: Schematic illustration showing the angle of incidence (ϕ) 
variation. 
Recently, it was shown how MSHG could be used to probe the crystallographic and 
magnetic changes at a CoNi/Pt interface induced by changing sputtering conditions.14 
The observed changes were assumed to be related to the increasing interfacial 
roughness with increasing sputtering pressures, as supported by ref[15]. Here, we 
prove the direct correlation between the crystallographic contribution of the MSHG 
Chapter Three 
  
 
 
78
technique with the roughness using small angle X-ray scattering (SAXS) and Atomic 
Force Microscopy (AFM) studies of CoNi/Pt multilayers16.  
3.6.1 MSHG from a multiplayer sample 
The theoretical description of MSHG is given in section 3.3 above. In a multilayer the 
crucial challenge is how to derive the nonlinear effective tensor elements for each 
interface. For this, angle of incidence measurements were done where in principle the 
local electric fields at the various interfaces are varied in a well-defined way (see Figure 
3.11).  
The resulting curves are then fitted by multiple scattering calculations (based on a 
transfer matrix technique17) where the variation of the local electric-fields E(ω) as a 
function of angle of incidence for every interface is taken into account. The (effective) 
tensor components χi(2) for each interface i then are used to calculate the second 
harmonic local electric fields E(2ω). The same multiple scattering calculation 
procedure is used afterwards to compute the outgoing SHG intensity.  In Figure 3.12 a 
schematic illustration is shown of the model used for the multiple scattering 
calculations. The layers, each with a refractive index n and thickness t, and the 
infinitesimal sheets where the second harmonic electric fields are calculated using the 
local fundamental electric fields can be seen. 
 
ω
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Figure 3.12: Schematic illustration showing the layers (each with a 
refractive index n and a thickness t), and the infinitesimal sheets at the 
interfaces where the second harmonic electric fields are calculated from 
the fundamental electric fields. The interface characteristics, like 
roughness, degree of interface mixing or the types of material, are 
expected to influence the magnitude and polarization of the second 
harmonic intensity18,19. 
For the MSHG measurements, a pulsed laser beam from a Ti: sapphire laser (82 MHz 
× 100 fs pulses) with a wavelength of 840 nm was focused onto the sample. After 
proper filtering, the outcoming specular second-harmonic light was detected with a 
photomultiplier. The asymmetry of the MSHG signal A = (I + - I -)/(I + + I -) (where I 
3.6 CoNi/Pt interface probed by MSHG, X-rays and AFM 
 
79 
± is the MSHG intensity for the magnetization up or down, respectively) was measured 
as a function of the angle of incidence in the transversal configuration.   
The samples used, Pt40nm/CoNi3nm/Pt3nm on a Si(001) substrate, were prepared at 
Twente University by magnetron sputtering at different Ar pressures (between 4 and 
36 µ), with a base pressure of 5 × 10-8 mbar. More information on the sample 
preparation can be found in ref[15]. Recently it was shown that at 6 µbar sputtering 
Ar pressure the CoNi/Pt multilayers have a low atomic roughness, and a strong 
preferential (111) texture, while at 36 µbar the roughness is increased and an 
additional (200) texture is present15.  
Pt 
CoNi  
Figure 3.13: Upper CoNi/Pt interface varying from a mixed to a rough 
state with increasing sputtering Ar pressure. 
3.6.2 Results and Discussion 
To determine the dependence of the χ(2) on the interface quality, the samples, 
prepared at different Ar sputtering pressures were measured as a function of angle of 
incidence. In Figure 3.14 the MSHG asymmetry (A) is plotted as a function of angle 
of incidence for different PAr. The symbols are experimentally obtained points and the 
lines are fits to the data. It can be seen that the deposition pressure has a significant 
influence on the magnetic second harmonic response of the interfaces.  
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Figure 3.14: MSHG asymmetry A as a function of angle of incidence for 
samples prepared at different Ar pressures (indicated in the figure). 
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For the fits, the assumption was made that all tensor components, within one sample, 
change in a similar way, i.e. the scaling parameters M and N were defined as 
 
eq. 3.23 
eq. 3.24 
 
with p0=12µbar. (Note: to emphasize the difference between the structural and 
magnetic contributions, here we use )2(magnχ  and )2(crχ  for )2(oddχ  and )2(evenχ  
respectively) To fit the data for any new sample, only the two complex parameters M 
and N are used (actually, this only gives three parameters in total because one phase 
can still be fixed).  The parameters )( 0
)2( pmagnχ  and )( 0)2( pcrχ  were determined in a 
separate experiment on a set of samples where only the CoNi thickness was varied.14 
The possibility to fit the data for any Ar pressure (see Figure 3.14) supports the 
assumption that all χ(2)’s change in a similar way. 
In particular the crystallographic contribution χ(2)cr appeared to increase rapidly above 
15 µbar, while staying almost constant below this pressure. This increase was 
accompanied by a strong decrease of the transversal interface magnetic contribution 
(PinPout) as is shown in Figure 3.15. Both were considered to be due to an increasing 
interfacial roughness for higher pressures.  
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Figure 3.15: The crystallographic and the magnetic contribution of the 
CoNi/Pt interface to the MSHG signals in the PinPout configuration as a 
function of sputtering Ar pressure.  Around 12 µbar the magnetic 
contribution clearly shows a maximum indicating the optimum 
sputtering pressure for a smooth interface. 
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To make a clear correlation between the effective χ(2) elements and the roughness of 
the buried interfaces, small angle X-ray scattering measurements of all eight samples 
have been performed. The interface and surface roughness of these samples were 
subsequently obtained by fitting, using a multiple reflection model. Measurement and 
fits of two samples are shown in Figure 3.16. Information on similar measurements 
can be found in ref[20]. The results are plotted in Figure 3.17 together with the χcr as a 
function of sputtering Ar pressure. It can be seen that below 15 µbar the roughness 
does not change significantly, while starting from 15-20 µbar the roughness starts to 
increase. The MSHG results for χcr show exactly the same behaviour. Although in 
ref[15] an increase of the (200) texture up to 20% coverage is observed, this is only 
expected to be a second order effect. Because the texture is still dominantly (111) and 
the grains are randomly oriented (polycrystalline), no significant difference is expected 
in the nonlinear optical polarizability between the two types of surfaces.  
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Figure 3.16: The measured and fitted small angle X-ray scattering curves 
for the samples prepared at 6 and 30 µbar. The measured and fitted 
curves are shifted for clarity. 
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As an additional check on the roughness values obtained from the X-ray data, AFM 
measurements were performed on the same set of samples. Figure 3.18 shows two 
AFM pictures of the samples prepared at an Ar pressure of 9 (left) and 30 µbar (right). 
For clarity the scales in both graphs are different and give an indication for the 
difference in roughness. In Figure 3.19(Left) the surface rms roughness as a function 
of sputtering Ar pressure obtained with AFM and X-ray scattering are shown. The 
two curves show a very good agreement with one another and show a similar 
dependency as the interface roughness on the sputtering Ar pressure.  
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Figure 3.17: The crystallographic contribution determined with MSHG 
and the interface roughness determined with X-ray scattering of the 
CoNi/Pt interfaces as a function of sputtering Ar pressure. 
From these results in Figure 3.17 we clearly saw that the increase of χ(2)cr is correlated 
with the increasing interfacial roughness. Using the SAXS and AFM results this can 
even more clearly be demonstrated in Figure 3.19 (Right) where the χ(2)cr is plotted as 
a function of the interface roughness. For interface roughnesses below 1 nm, one 
observes a linear behaviour between χ(2)cr and the interface roughness, whereas χ(2)cr 
changes more slowly above 1 nm. These results are similar for those obtained for Si-
SiO2 interfaces18,21, except for the fact that there the nonlinear susceptibility decreased 
with increasing roughness. An increase for the SHG response with increasing 
roughness is more often observed for metallic surfaces, which has been interpreted as 
resulting from excitations of local plasmons22,23. However more recent work shows 
that from a microscopic point of view, the presence of many steps and kinks on 
atomically rough surfaces may enhance the total nonlinear optical response due to the 
contribution of the step edges19,24. 
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Figure 3.18: AFM picture of the sample prepared at an Ar pressure of 9 
µbar (left) and 30µbar (right). Notice the different scales used in both 
graphs indicating the difference in roughness. 
In ref[14] it was found that the magnetic contribution has a clear maximum near 15 
µbar (see Figure 3.20) after which this contribution decreased with increasing 
sputtering pressure. This was explained by stating that for low Ar pressures the 
interface layers become slightly intermixed due to the high energies of sputtered 
atoms, leading to a lower magnetic contribution. The decrease for larger pAr was 
related to a decrease in the in-plane magnetic moment of the rough interface as the 
measurement was done in the transversal configuration. The latter suggests that the 
increasing roughness may lead to an out-of plane tilt of the local interface magnetic 
moments by changing the local coordination of the Co atoms. Such a polar 
magnetization may arise at rough interfaces due to strong perpendicular magnetic 
interface anisotropy, on the one hand, and due to possible presence of interface grains 
that are relatively decoupled from the bulk, on the other.  
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Figure 3.19: Left: Surface roughness of the CoNi/Pt sample obtained with 
small angle X-ray scattering (rectangle) and AFM (down triagle). Right: 
χ(2)cr plotted versus the interface roughness as determined from the data 
in Figure 3.17. 
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From Tabel I, it can be seen that only in the case of the appearance of either a polar 
and/or longitudinal component the PinSout signal is expected to become nonzero. In 
Figure 3.20, the PinSout (M⊥) signal is plotted as a function of Ar pressure, showing a 
strong increase above 20 µbar. This is a strong support for the appearance of a polar 
magnetization component. Even if on a small scale there would be local longitudinal 
magnetization components, on the larger scale of the laser spot size (~100 µm) these 
would cancel one another due to the in-plane symmetry.   
3.6.3 Conclusion 
In summary, we have shown that the nonlinear magneto-optical technique of 
magnetization-induced second harmonic generation (MSHG) is an excellent tool to 
probe both structural and magnetic properties of buried interfaces. By comparison 
with SAXS and AFM data we have established that for interface roughnesses below 1 
nm, the crystallographic contribution to the MSHG scales linearly with the rms-
roughness. This interpretation will be tested in further experiments to make an even 
more general statement. For the case of Pt/CoNi/Pt we found that the in-plane 
magnetic contribution decreased with increasing interface roughness, accompanied by 
an increase in the polar component.  
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Figure 3.20: Magnetic contributions to the MSHG from the CoNi/Pt 
magnetic interfaces as a function of sputtering Ar pressure with M⊥ 
(PinSout) out-of-plane magnetization contribution and M// (PinPout) in-
plane magnetization contribution. 
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Chapter Four 
4 Properties of  as-deposited Multilayer Stacks 
In this chapter the results obtained from the as-deposited multilayer state 
investigations will be presented and discussed. Multilayers have been prepared with 
the following material combinations: CoFe/Ru, Co/Cu and Co/Ru. These 
combinations all show interlayer exchange coupling (IEC) and are potential candidates 
for usage in artificial antiferromagnetic AAF subsystems. Each combination has its 
particular advantages and disadvantages from the applications point of view. For 
example the Co/Cu structure gives the largest GMR signal while the Co/Ru AAF on 
the other hand has the strongest antiferromagnetic exchange constant but is thermally 
very unstable. Most of the results in the next sections are based on earlier published 
work 1,2 that are updated and elaborated where seen necessary or useful. 
Aspects that have been used for comparison and understanding are the impact of 
deposition parameters on various material systems, based on a variety of magnetic 
layers, buffers, interlayers, substrates etc. The characteristics that have been monitored 
and investigated are magnetic moment, coercive field (Hc), resistivity, IEC, anisotropy 
etc.  
 
4.1 The Single Magnetic Layer 
It is obvious that the magnetic characteristics of a magnetic multilayer strongly depend 
on the characteristics of its individual magnetic layers. In the following the 
dependency of single magnetic layer characteristics on parameters like layer thickness, 
seedlayers and the order of growth will be discussed. The focus will be on the 
CoFe/Ru system as it is the most extensively studied combination among the three 
combinations of our investigations. 
4.1.1 CoFe Layer Thickness Dependence 
Figure 4.1 shows the Ms and the Hc as a function of CoFe layer thickness grown on 5 
nm Ru.  
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Figure 4.1: Magnetic moment (squares) and Hc (circles) as a function of 
CoFe layer thickness grown on 15 nm Ru. 
The fit to the magnetic moment as a function of the magnetic layer thickness, as 
shown by the red line through the squares, indicated a magnetically dead layer 
thickness of 0.26 nm per interface. The Hc as a function of the deposited thickness 
shows an increase for small values and a decrease for larger thicknesses, with a strong 
maximum around 2 nm. The small value of Hc for thicknesses below 1 nm is related 
to the strong loss of moment at the interfaces. With increasing thickness first small 
CoFe grains will be formed that are large enough to have a magnetic moment but are 
superparamagnetic due to their small size. Durther increase will start the formation of 
a closed magnetic layer with a nonzero Hc. For a 1 nm CoFe layer, where the dead 
layer at the interfaces in total amounts to 0.52 nm, it is likely that there is a continuous 
magnetic layer. 
When the layer thickness is 2nm a closed magnetic layer is formed. This can be 
concluded from the amount of the dead layers at the interfaces and the interface 
roughness, that is typically below 0.5nm. The Hc is larger in this state as the grains 
have just acquired sufficient interaction through magnetostatics and exchange, to 
dominate over the thermal agitation. Still, most grains behave to a large degree 
independently, such that the anisotropy energy dominates the behavior. For larger 
thicknesses, the CoFe grains will have more contact area and will feel each other 
stronger. The increased volume leads to a reduced influence of thermal agitation and 
increase of the anisotropy, exchange and magnetostatic energy. The layers behave 
more and more lake a continuous layer. Individual grains will less hamper the domain 
walls and the domain wall motion during switching will be smoother. This can be seen 
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from the shape of the hysteresis curve, displaying a sudden magnetization reversal 
dominated by domain wall motion (Figure 4.2). In Figure 4.2 the scaled hysteresis 
curves of 2 nm CoFe and 20 nm CoFe can be seen. It is clearly visible that the 20 nm 
curve shows a more sudden reversal compared to the 2 nm CoFe hysteresis curve. 
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Figure 4.2: Hysteresis curves of 2nm (open circle) and 20nm (closed 
circle) CoFe grown on 15 nm Ru.  Rescaled for comparison. 
From Figure 4.1 it can be seen that a 2nm CoFe, typically a thickness that is used in 
AAF subsystems, has the maximum hardness. As the hardness of an AAF subsystem 
is directly related to the hardness of its individual layers, this is a welcome aspect. 
However, this also implies that the layer has a strong granular nature where the 
grainboundaries play an important role in the magnetic layer characteristics.   
4.1.2 Ru seed layer influence. 
Another aspect that is found to be of crucial importance for CoFe is its Ru seedlayer. 
This is very nicely illustrated in Figure 4.3 where the Hc of 2 nm CoFe, plotted as a 
function of its Ru seedlayer thickness, shows a linear increase over a range larger than 
an order of magnitude. The inset shows typical hysteresis curves for 3 different Ru 
layer thicknesses, determined with VSM. The Ms is found not to change significantly, 
within the accuracy of 5%. 
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Figure 4.3 : The Hc of 2nm CoFe layer as a function of its Ru seedlayer 
thickness. The inset shows 3 typical hysteresis curves for Ru thicknesses 
of 5, 15 and 45 nm. 
This dependency is found to be reproducible, such that a desired Hc is obtained 
within reasonable accuracy. This provides the possibility to tune the rigidity of the 2 
nm CoFe layer in the range 3 – 45 kA/m, which will be very usefull for applications3. 
Having found this dependency, it is of interest to understand its origin. 
In Figure 4.1 it could be seen that the 2 nm CoFe layer is at the maximum of its 
hardness, which is assumed to be due to its granularity. To understand the seedlayer 
dependency in terms of this granularity, a series of samples has been made with three 
different CoFe layer thicknesses (2, 4 and 10nm) grown on top of three different Ru 
seedlayer thicknesses (5, 15, 45 nm). The results are summarized in Table 4-1 and 
clearly show that as the seedlayer thickness increases (from 5 to 45 nm), the 
granularity induced hardening of the CoFe layer increases. In other words, the 
granularity induced hardening visible in Figure 4.1, is strongly enhanced with 
increasing Ru seedlayer thickness. 
 
Hc (kA/m) CoFe 2 CoFe 4 CoFe 10 
Ru 5 3 2 0,9 
Ru 15 15 8 1 
Ru 45 47 18 - 
Table 4-1: The Hc of CoFe layers of 2, 4 and 10 nm grown on Ru layers of 
5, 15 and 45 nm. 
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For large CoFe thickness the coercivities go, as expected, towards the value found for 
thick CoFe layers where the interfaces do not play a significant role anymore (45 nm 
CoFe has a Hc of 0,8kA/m). Assuming that the top Ru seedlayer surface mainly 
influences the CoFe growth, the Ru top surface must gradually change in 
characteristics. In order to find what is exactly changing on the top Ru surface as a 
function of its layer thickness, several techniques have been applied to check 
characteristics like interface roughness, texture, crystallite sizes, the degree of 
granularity, the presence of stress or how CoFe grows on Ru. Both samples with 
single layer as well as samples with 2nm CoFe grown on top and capped with Ru have 
been used, where the Ru (seedlayer) thickness is varied. 
4.1.2.1 Roughness 
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Figure 4.4: A typical SAXS measured (open circles) and fitted (line) curve 
of Ru15CoFe2/Ru5nm with a roughness of 0,65 ± 0,1 nm. The inset shows 
an AFM image of the 15 nm thick Ru layer surface with a roughness of 
0,43 ± 0,1 nm. 
AFM measurements on Rux samples and SAXS measurements on the Rux/CoFe2 
samples indicate a small increase in roughness with seed layer thickness, that is 
however obscured by the error bars. In addition MSHG investigations of Rux samples 
also yield a negligible dependence of the crystallographic signal on the Ru thickness. A 
typical SAXS curve, where the specular reflection is plotted as a function of angle of 
incidence, is shown in Figure 4.4 for the Rux/CoFe2/Ru3 sample. The results could 
excellently be fitted, yielding the roughness of the interfaces. The inset shows the 
AFM image of the 15 nm thick Ru layer surface.  The rms value obtained with SAXS 
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for the Ru/CoFe interface was 0,65 ± 0,15 nm while AFM yielded a value of 0,43 ± 
0,1 nm of the Ru surface. 
The Rux surface roughness measured with AFM is slightly lower than the roughness 
obtained with SAXS on Rux/CoFe but the results are consistent within the errorbars. 
Both techniques show that the interface roughness does not change significantly. 
Considering this, it can be said that whatever the origin for the Hc increase, it does 
not strongly alter the roughness of the interfaces. The invariance of the 
crystallographic MSHG response, that is highly sensitive to the symmetry and 
electronic structure of the interface, indicates that either both are not changing 
significantly or that the changes present locally (grain size ~10nm) average out on a 
larger scale (spot size ~200µm). 
4.1.2.2 Texture 
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Figure 4.5: The FWHM of the (002) peak of the Ru layer  as a function of 
its layer thickness. The dependency nicely fits to the Scherrer equation 
indicating columnar growth. The inset shows the two normalised XRD 
peaks of the sample with 10 nm and 60 nm Ru. The FWHM values are 
obtained by a fitting procedure with Pseudo-Voigt functions where a 
broader angular range is used than shown in the inset. 
Another aspect of the Ru surface that may vary with increasing thickness and that can 
be experimentally explored is the texture. This is done with XRD measurements on 
the Rux samples where the specular intensity is measured as a function of angle of 
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incidence. Peaks are found for the atomic planes sufficiently present in the Ru layer. 
The position and relative magnitudes of the peaks are compared to reference values 
from literature. For Ru it is found that it has a polycrystalline structure, where the 
diffracted intensity indicated an over 80% (001) hcp texture and a 15% (101) texture. 
With increasing Ru thickness these fractions did not change and also the absolute 
intensities divided by the thickness did not change significantly. This means that there 
are no significant relative and absolute changes in the texture fractions as a function of 
the thickness. 
It must be mentioned that these measured intentities are dependent on the total layer 
thickness while the top surface characteristic of the Ru is the region of interest. This 
implies that although the above mentioned parameters do not show significant 
changes within their accuracy, still a limited amount of change on the top Ru surface 
may be occurring that is obscured by the averaging and accuracy of the measured 
intensities.   
In Figure 4.5 the full width at half maximum (FWHM) of the largest peak (002) is 
plotted as a function of Ru layer thickness. A decrease (sharpening) with increasing 
thickness can be seen, in good agreement with the Scherrer equation (the fit) that 
relates the thickness of the crystallites to the FWHM of the Bragg peak. This implies 
that the Ru layer has columnar growth, in agreement with the absence of relative and 
absolute changes in the texture fractions.  
Moreover, this columnar nature is confirmed by TEM measurements of the Ru45 
sample as shown in Figure 4.6, where in addition an in-plane grain size can be found 
of around 10 nm. 
Ru 5 nm
CoFe 2 nm
Ru 45 nm
 
Figure 4.6: TEM measurements of the Ru45/CoFe2/Ru3/Cr5 nm sample 
showing the columnar growth and the sharpening of the crystallite 
boundaries with increasing thickness.  
A slight cone like growth can be observed, however the increment in the crystallites 
diameter with thickness is too low to account for the more than one order of 
magnitude change in Hc4. On closer look, the TEM image clearly shows that the 
borders between the column-like crystallites are becoming more sharp and 
pronounced as the Ru layer is becoming thicker. For example the dark crystallite and 
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its left neighbor in the center of the image have ill-defined boundaries at the bottom 
while at the top part the grainboundaries are clearly sharper. This is the first structural 
parameter that shows a clear dependency on the Ru layer thickness. Furthermore, 
coherent growth of the CoFe on Ru can be seen at different locations, clearly 
indicating that this aspect of the Ru structure is transformed to the CoFe layer grown 
on top of it.  
The micromagnetic simulations in chapter 2 showed the influence of the inter grain 
boundary coupling (Figure 2.1) and the anisotropies (Figure 2.4). It is evident that the 
grainboundary sharpening in Ru, that is transformed into the CoFe, will increase the 
magnetic hardness accordingly. Within the parameters used in the simulations a 
change in the hardness, i.e. Hc, of more than a factor of two could not be obtained 
when the intergrain exchange constant was changed from very weak to the bulk value 
(Figure 2.1). The experiments on the other hand clearly show an increase of over an 
order of magnitude. In addition, for the simulations extreme inter grain exchange 
coupling values have been used (corresponding to the exchange value for bulk CoFe 
and to a negligibly small intergrain exchange value). It is not likely that the intergrain 
exchange coupling changes from very weak to very strong, but between less extreme 
values. Hence it is likely that not only changes in the inter grain exchange are of 
relevance but also other aspects like grain anisotropy strength should be considered.  
 
(002) Ru hcp texture,
lattice constant 2,7 Å
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Figure 4.7: Shcematic illustration of the two closest coherently matching 
textures of CoFe bcc on to the Ru (002) hcp texture. The (110) texture 
with 8% mismatch by far fits better than the next closest with texture (111) 
with 73 % mismatch.  
Therefore it is of interest to look at the growth of the CoFe on Ru into more detail. 
CoFe films, with 50-50 atomic percentages (as used throughout this thesis), are known 
to grow in the bcc structure. Indeed, XRD experiments on Ru15/CoFe40/Ru/Cr show 
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the presence of (002) and (101) peaks of Ru and the (110) bcc peak of CoFe. Other 
CoFe bcc peaks gave negligible intensities. This latter is not surprising because the 
mismatch of other CoFe bcc orientations with Ru hcp (002) are all much larger. In 
Figure 4.7 the two closest matching CoFe bcc (110) and (111) textures on to the Ru 
hcp (002) texture are compared to the calculation of the lattice mismatch. 
If the (110) CoFe was to perfectly match the Ru (002) texture via stretching and 
shrinking in the in-plane directions, the CoFe would have to shrink in the out-of-plane 
direction by 8% if constant volume is assumed. From the as-deposited XRD curves of 
Ru15/CoFe40, however, it was found that the (110) peak was shifted by 0.4% 
compared to its literature value. If this difference is interpreted as due to the stress in a 
layer of CoFe at the Ru/CoFe interface with a particular thickness d, while the rest of 
the CoFe is grown in its ground state (110), the thickness of the stressed region can be 
estimated to be approximately 5% of the total thickness, i.e. 2nm. This fits remarkably 
well with the strong drop of the Hc with increasing CoFe layer thickness after 2nm, as 
shown in Figure 4.1. This suggests that the strong Hc for larger Ru thicknesses is 
stress related. This may be understood as the induction of strain induced uniaxial 
anisotropy in the CoFe grains.  
It can be seen that changes in the Ru crystallite diameter, roughness or texture are not 
significantly changing within the experimental accuracy. The Ru crystallite boundaries 
on the other hand are clearly far less pronounced for small Ru thicknesses than for 
larger thicknesses. It seems likely that the Ru is forming more clearly defined grains 
and grainboundaries, i.e. the structural defects like voids seem to be more 
concentrating towards the grainboundaries whereas the grains themselves become 
more perfect, allowing a stronger stress effect on the CoFe grown on each Ru grain. If 
this is assumed to be the case, two mechanisms for the Hc increase can be identified. 
First is the amount of stress of the CoFe grains, affecting the in-plane anisotropies 
and second is the weakening of the intergrain exchange coupling due to sharpening of 
the grain boundaries. 
  
Ru
CoFe
 
Figure 4.8: Schematic illustration of the granularization with Ru seedlayer 
thickness increase. The strain at the CoFe\Ru interface and the structural 
discontinuity at the grainboundaries increase for larger Ru thicknesses. 
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The in-plane stress in the CoFe is a stretch in one direction (1 0 -1) and a shrink in the 
other perpendicular in-plane direction (010). This can be expected to lead to an 
increase in the uniaxial in-plane magnetic anisotropy. The (110) already has a cubic in-
plane anisotropy where one of the easy axes is stronger. In the presence of the shrink 
and stretch this inequality may increase to result into a uniaxial magnetic state, taking 
magnetostriction into account.   
The influence of an increase in the uniaxial in-plane anisotropy in a polycrystalline 
ferromagnetic film is checked by means of micro magnetic simulations. It could be 
seen that it can indeed lead to an increase in the coercivity by more than an order of 
magnitude (Figure 2.4). Considering the increase of the structural discontinuity at Ru 
grainboundaries, it is mostlikely that while stress build up in the CoFe grains the 
intergrain exchange coupling also is reducing, such that both aspects can be found as 
the origin of the Hc increase.   
Similar seedlayer dependency experiments on the Co/Cu system have been 
performed, but not as extensively. A similar seedlayer dependency is observed with 
smaller magnitude. The Co with 1.8 nm thickness grown on 3 nm Cu showed a Hc of 
1.6 kA/m while when grown on 40 nm Cu the Hc was 8 kA/m. It can be seen that 
the Hc increase here is much less. Cu grows in the fcc (111) texture. Co is known to 
grow coherently on Cu for most Co layer thicknesses that are used in this work. The 
lattice mismatch between Co and Cu is less than 1%.  This is much smaller than the 
8% for CoFe on Ru. In addition, the stress does not induce any uniaxial anisotropy, 
but is equal toward any direction in the plane. The (111) texture with cubic anisotropy 
along its basis axis is known to have very small directional anisotropy in the plane of 
the layer, if any. These factors indicate that the increase in Co/Cu cannot be induced 
by any change in the uniaxial anisotropy induced by the growth. That the magnitude 
of the increase is much smaller is possibly related to the absence of this aspect. These 
observations for the Co/Cu system in combination with the ones for the CoFe/Ru 
system indicate that more than one origin for the Hc increase can be present. 
4.1.2.3 CoFe combined with other Materials 
The relevant effects that are promising and newly found in these magnetic multilayer 
structures are mostly resistive effects: GMR and TMR. In most applications the 
current lines are made out of Cu-lines. It is thus important to be able to incorporate 
Cu into the system, both in the seedlayers as well as on top. The growth of Cu on top 
does not significantly alter the characteristics of the CoFe layer grown underneath. 
However, if it is grown as the seedlayer the CoFe is strongly affected, as can be seen 
from Figure 4.9 where an increasing Cu layer is added between a 15 nm Ru seedlayer 
and a 2 nm CoFe film. 
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Figure 4.9: Magnetic characteristics of 2 nm CoFe layer as a function of 
its Cu layer thickness.  A Ru seedlayer of 15 nm is used. 
It can be seen that the hardness (Hc) drops down to 4 kA/m for 2 nm of Cu, and the 
Hc increase effect induced by the Ru is completely gone. Etching of the Cu surface 
before deposition of CoFe did not have any influence. This is consistent with the 
previous explanation that is based on the specific growth of CoFe on Ru that is no 
longer the case when Cu is grown in between.  
4.1.2.4 Conclusion 
In this section we have explored the as-deposited characteristics of CoFe grown on 
Ru. We have seen a strong linear dependence of the CoFe Hc on the Ru buffer layer 
thickness. Experimentally, characteristics of the CoFe\Ru systems are explored with 
various techniques to determine the origin of this observation. No clear correlation 
could be found with increasing Ru layer thickness in most characteristics like 
roughness or texture, within the accuracy of the experimental techniques. However, 
TEM clearly showed an increasing sharpening of the columnar Ru grains and partial 
coherent growth of CoFe on Ru. In addition, XRD showed the presence of stress that 
very nicely could be understood in terms of the matching of CoFe bcc (110) texture 
on to Ru hcp (100) texture. Note that a uniaxial stress is induced onto the CoFe 
grains. 
These observations evidently point to the correlation between the CoFe hardness and 
the strength of the magnetic coupling between the CoFe grains (inter grain exchange 
Chapter Four 
 
 
98
coupling, IGEC) and the magnetic anisotropy of the grains (that is affected by the 
stress). 
Micromagnetic simulations have been used to explore these correlations. It is found 
that both aspects result into a change in the hardness consistent with the experimental 
observations. In addition, it was found that the IGEC alone, without taking magnetic 
anisotropy (stress) into account, was not able to account for all the increase in the Hc.  
Moreover, considering that increasing stress on CoFe grains very likely will affect also 
the grain boundaries, it can be concluded that both the IGEC and stress are at the 
origin for the Hc increase. 
This is also consistent with the reduction of the Hc with increasing CoFe layer 
thickness, as both the stress and the discontinuity induced by the Ru are expected to 
weaken and disappear. 
In the next chapter anneal experiments on the same systems and their results will be 
presented. The consequences for our understanding of the main origin for the Hc 
increase with Ru thickness will then be discussed.   
4.1.3 Effect of Growth Order of individual layers in Cu/Co/Ru and 
Ru/Co/Cu 
In the multilayers of interest the magnetic layers are placed between two different 
materials. An example of this is a Co/Ru AAF embedded between two Cu layers: 
Cu/Co/Ru/Co/Cu. The stack seems symmetric, however, if the order of growth is 
considered, the two Co layers are different. In the following the influence of the order 
of growth in Cu/Co/Ru single magnetic layer samples will be discussed, that is found 
to be of great influence on the thermal stability that is the subject of the next chapter.  
Ru  5 nm 
Cu  3 nm 
Co  1.8 nm 
Cr  5 nm 
RCC 
Ru 5 nm 
Cu  3 nm 
Co  1.8 nm 
Ru 3nm 
Cr  5 nm 
CCR 
Cr  4 nm 
Cu  40 nm 
Ru  x nm 
Cu  3 nm 
Co  1.8 nm 
Cr  5 nm 
RxCC 
Cr  4 nm 
Cu  40 nm 
Co  1.8 nm 
Ru x nm 
Cu  3 nm 
Cr  5 nm 
CCRx  
Figure 4.10: Single magnetic layer samples indicated by RCC, CCR, 
RxCC and CCRx with x = 0, 0.2, 0.4, 0.7 and 1.0 nm   
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To this extent single magnetic layer samples have been made with a fixed magnetic 
layer thickness. The samples have the following composition: 
glass/Ru5/Co1.8/Cu3/Cr5 indicated by RCC, glass/Ru5/Cu3/Co1.8/Ru3/Cr5 indicated 
by CCR, glass/Cr4/Cu40/Rux/Co1.8/Cu3/Cr5 indicated by RxCC and 
glass/Cr4/Cu40/Co1.8/Rux/Cu3/Cr5 indicated by CCRx, with x = 0, 0.2, 0.4, 0.7, 1.0 
nm. In the RxCC and CCRx samples we have used several Ru thicknesses in order to 
determine the amount of Ru involved in the interface. The latter is defined as the 
amount of Ru after which adding more has no influence on the Co magnetic moment.  
In the RCC and CCR samples we used a Ru buffer layer, different from the seed 
layers of the RxCC and CCRx samples, to study the impact of this difference. For all 
samples we used a 5 nm Cr cap layer. 
It is found that the RCC and CCR samples have saturation magnetizations (Ms) of 
1143 kA/m and 762 kA/m, respectively. For ultra thin magnetic layers with 
thicknesses of a few nm it is common to have reduced magnetic moments due to the 
dead layers at the interfaces. The loss in moment at the interface due to e.g. 
intermixing with nonmagnetic elements is observed for both Co/Ru5 and Co/Cu6. 
However, this does not explain that the RCC sample has a higher moment compared 
to the CCR sample.  
For typical spin-valves (grown by dc-magnetron sputtering at 4x10-3mbar) the dead 
layer thickness is below 0.2 nm and is to a large extent due to collisional mixing7,8 by 
energetic particles at the growing surface. In our samples, rf diode sputtering is used 
for Ru, where the Ar ions are accelerated to 1.56 keV. For Co and Cu, dc magnetron 
sputtering is used at 286 V only. The high acceleration of the Ar ions gives the Ru 
atoms higher kinetic energy than the Co or Cu atoms. In addition, the Ar pressure, 
being half of that used for the Co and Cu sputtering, causes the Ru atoms to be more 
weakly scattered before they arrive at the substrate. The higher energy of Ru probably 
causes a stronger mixing when colliding with the Co, i.e. the CCR and the CCRx 
samples have a thicker mixed Co/Ru interface than the RCC and the RxCC ones. This 
is in accordance with our observation. For the Co/Cu and Cu/Co interfaces such a 
difference is not expected.  
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Figure 4.11: The Ru\Co interface in the CCR samples are stronger mixed 
as there the Ru is grown on Co. 
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Concerning the influence of the surface energy on the growth of Co and Cu 
multilayers, no asymmetry is found in the order of growth in UHV conditions. Both 
Co and Cu grow pseudomorphic on top of one another 9. For Ru and Co on the other 
hand asymmetry is found. Co on Ru is expected to show a layer by layer growth while 
Ru on Co is not10. From these facts, it has to be expected that Co will likely exhibit 
pseudomorphic growth both on Cu and Ru seedlayers, such that the Co quality will be 
good in both the CCR and RCC samples. In addition, the sputtering is a non-
equilibrium growth technique that reduces the effect of the surface energies on the 
order of growth of Co, if any. 
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Figure 4.12: Ms plotted as a function of Ru thickness for 
glass/Cr4/Cu40/Rux/Co1.8/Cu3/Cr5 (RxCC) and 
glass/Cr4/Cu40/Co1.8/Rux/Cu3/Cr5 (CCRx) samples.  
In order to find how much Ru is involved in both the Co/Ru and Ru/Co interface, 
RxCC and CCRx samples have been prepared. In Figure 11 the Ms values of these 
samples are plotted as a function of the Ru-layer thickness, showing that Ms reduces 
for thickness up to 0.4 nm, and that the reduction is stronger for the CCRx than for 
RxCC. The curves indicate that a Ru-thickness in between 0.2 and 0.4 nm is involved 
in both interfaces.  
When comparing the Ms values of the RxCC and the RCC type of samples it can be 
seen that the RxCC type has a higher moment. When the stacks are compared two 
differences can be observed. First the RxCC type of samples have much thinner Ru 
layers and second they have a thick 40 nm Cu, instead of a Ru seed layer. Considering 
that the magnetic moment does not reduce further for thicker Ru layers in the CCRx 
samples (Figure 11), the origin is most likely related to the different seedlayers. The 
thick Cu will provide a smooth and well ordered Cu surface with large crystallites so 
4.1 The Single Magnetic Layer 
                                
101 
that the interface widths are reduced and a magnetic layer with larger and more 
strongly coupled grains is induced. 
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Figure 4.13: MR measurements for glass/Ru5/Cu3/Co1.8/Ru3/Cr5 (CCR) 
and glass/Ru5/Co1.8/Cu3/Cr5 (RCC) in the field- and current-in-plane 
configuration. 
In addition to the VSM measurements, magneto resistive (MR) measurements have 
been done on both types of samples. Figure 4.13 show MR measurements of the as 
deposited RCC and the CCR samples. Both samples show a small but clear triangular 
shape that points to a super paramagnetic effect, originating from relatively weakly 
coupled magnetic nanoparticles. This results in a resistance decrease by the same 
mechanism as in the GMR effect for multilayers, based on spin dependent scattering 
in the particles and at their boundaries11. The triangle shape originates from the 
interaction of the superparamagnetic nanoparticles with the ”bulk” part of the film in 
which the magnetization basically remains parallel to the field. This can be understood 
as follows. 
The resistance contribution of a particle, of which the magnetization direction has an 
angle φ with respect to the bulk magnetization, is proportional to ½(1-cos(φ)), where 
the net magnetic component of the particle M parallel to Hextern is proportional to cos(
φ). In the superparamagnetic limit with v*H<<kT, where v is the volume of the 
particle, it is well known that the mean magnetization component along the field is 
linearly proportional to the field, i.e. <vMHcos(φ)> = a*H.  This implies that the 
resistance change also is linear to the field and obeys R = Ro-b*H as seen in Figure 
4.13 with a, Ro and b constants.  
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External Field
 
Figure 4.14: Illlustration of superparamgenetic behaving magnetic 
nanoparticles embedded in nonmagnetic metal close to a ferromagnetic 
metal. If the nanoparticles are superparamegnetic a linear parallel net 
magnetic moment can be induced with the field. 
4.2 Artificial Antiferromagnetic Subsystem (AAF)  
In this section results on coupled magnetic layers will be presented. First the three 
material combinations will be compared whereafter the CoFe/Ru and Co/Ru will be 
looked at in more detail. Some aspects like growth parameters and the order of 
growth, mentioned in the previous sections for a single magnetic layer, will now also 
be discussed for the AAF. 
4.2.1 Comparison of the three AAF’s: CoFe\Ru, Co\Cu and 
Co\Ru 
In Figure 4.15 MR-curves of the AAFs based on the three systems mentioned above 
are shown. For clarity the saturation resistivities (Rs), respectively 2.06, 11.633 and 
12.950 ohm, of each system is subtracted from the curves. It can be seen that the 
Co\Cu AAF has the largest GMR signal. The CoFe\Ru and Co\Ru have similar 
magnitudes. The coupling strengths, obtained with eq. 1.1 and Hs values from curves 
as shown in Figure 4.15, are for Co\Cu Co\Ru and CoFe\Ru respectively 0.25, 0.51 
and 0.59 erg/cm2. 
Note that the curves shown are obtained on material combinations that are optimized 
and differ in coupling layer thickness, magnetic layer thicknesses and seedlayers.  
The signal of the Co\Cu AAF is significantly larger than the others. This originates in 
the lower Cu resistivity that leads to a lower spin independent scattering and thus 
increases the relative contribution of the spin dependent scattering to the total 
resistance. 
The value of the coupling strength is to a large extent a material parameter. If the 
growth is perfect higher values would be obtained. In literature others have reported 
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slightly higher but relatively similar values. The magnitudes strongly depend on the 
deposition conditions that can differ. 
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Figure 4.15: Qualitative comparison of three AAF systems based on 
CoFe(2)\Ru(0.7), Co(1.2)\Cu(1.1) and Co(1.8)\Ru(0.7nm) measured with 
MR. For clarity the Background resistivity (Rs) has been subtracted from 
the curves. Note that magnetic as well as nonmagnetic layer thicknesses 
(indicated in nm) are different. 
If the curves were to be rescaled such that the saturation values and maxima would 
coincide it would be visible that the curves deviate from each other in shape. The 
Co\Ru AAF almost has a perfect parabolic shape, as would be expected in the ideal 
linear coupling case. The other two clearly deviate from this ideal behavior, which is 
not uncommon and is related to imperfections like roughness induced coupling layer 
thickness variations, other couplings and other sources of MR signal like the AMR 
signal. 
The close to ideal shape of the Co\Ru AAF is more an exception. If the strong 
mixing\roughness in the CCR and RCC single magnetic layers are considered this 
shape is quite unexpected.  The VSM curve of the CoRu AAF does not show any net 
moment at zero field, i.e. the Co layers are fully rotated antiparallel in a symmetric 
way. This may indicate that the Ru/Co interface is nearly perfect, though it is more 
likely that the CoRu AAF or its AF coupling is less sensitive to imperfection of the 
interfaces or layers. This may be a material property; It is shown5,12,13 that Co atoms 
surrounded by Ir or Rh atoms tend to loose less magnetic moment compared to when 
they are surrounded by Ru atoms for example. 
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4.2.2 Deposition Parameter Dependency 
In Figure 4.16 the coupling strength between two CoFe layers as a function of the Ru 
spacer layer is illustrated for two different sputter conditions: rf-diode and rf-
magnetron sputtering.  
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Figure 4.16: IEC between two CoFe films (each 3 nm) as a function of 
coupling layer thickness for two different sputter conditions. 
It can be seen that rf-magnetron produces an AAF with higher coupling. The coupling 
is much stronger and present over a larger range of coupling thickness. This is thought 
to be due to smoother CoFe/Ru interfaces as a result of slower sputtered atoms. For 
rf-magnetron ~200 V is used and for rf-diode ~1500 V is used as acceleration voltage 
of the Ar ions towards the targets. Note that one should not consider this as very 
strongly mixed interfaces. The interfaces prepared in both conditions are still very 
smooth as they both show AF coupling.  
A third series of AAF was produced where the Ru was deposited with rf-diode and 
the CoFe with rf-magnetron. The coupling layer thickness as well as the thickness of 
the CoFe layers were varied. However an AF coupling between the layers could not be 
found. This is consistent with the single layers, prepared in the same way, that showed 
a relatively low magnetic moment with likely more rough/mixed interfaces.  
Due to the higher coupling value of the rf-magnetron sputtered CoFe\Ru AAF, for 
most of the investigations of this material combination rf-magnetron is used. 
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4.2.3 Influence of the order of growth in the Co/Ru AAF 
In the single layer characteristics it was possible to observe a clear influence of the 
order of growth combined with variation of the sputter parameter in the RCC and 
CCR samples. Here the consequences for the as-deposited characteristics of an AAF 
based on RCC and CCR like layers will be shown. The behavior of the following 
AAF’s will be discussed : the geometrical symmetrical AAF (i.e. the two magnetic 
layers of the AAF are of equal thickness) 
glass/Cr4/Fe2/Co0.8/Cu10/Col.8/Ru0.7/Co1.8/Cu3/Cr5, indicated by GSAAF, the 
magnetic symmetric AAF glass/Cr4/Fe2/Co0.8/Cu10/Co2.1/Ru0.7/Co1.8/Cu3/Cr5, 
indicated by MSAAF and the pure Ru AAF glass/Ru5/Co1.8/Ru0.7/Col.8/Ru3/Cr5, 
indicated by AAFRU. Here the numbers again indicate the layer thicknesses in nm and 
the AAF is underlined. These three stacks have two Co layers with a 0.7 nm coupling 
layer of Ru and MSAAF and GSAAF have a Fe/Co detection layer which is 
exchange-uncoupled from the AAF subsystem by a 10 nm thick Cu layer. A detection 
layer is included to enable the detection of the asymmetry between the two magnetic 
layers of the AAF. The detection layer is lacking in the AAFRU structure because the 
Ru at the AAF’s exterior has a high resistivity and would effectively suppress the 
interaction with the detection layer. 
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Figure 4.17: The studied AAF samples: the geometrical symmetrical AAF  
indicated by GSAAF, the magnetic symmetric AAF indicated by MSAAF, 
and the pure Ru AAF, indicated by AAFRU. 
In Figure 4.18 the GMR curves of the as-deposited GSAAF and MSAAF respectively 
can be seen. The GMR curves of the GSAAF shows a strong change (step) in 
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resistance near 0 field due to the switching of the detection layer, while the MSAAF 
does not. The implication of this difference can be understood by considering the 
magnetic behaviour of an ideal magnetically symmetric AAF in a magnetic field, as 
shown in Figure 4.19. Due to the symmetry, the magnetizations in both Co layers first 
rotate perpendicular to the field upon reducing the field from saturation value to zero. 
In this state the switching of the Fe/Co detection layer in the low field regime cannot 
give rise to a net change in the magnetoresistance. However, if the magnetizations 
have rotated asymmetrically like in an asymmetric AAF, a change in the resistance will 
occur. If the Co layer closest to the detection layer has rotated less than 90 degrees, 
the resistance will increase upon switching of that detection layer and a decrease will 
be seen if the rotation was more than 90 degrees. 
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Figure 4.18: MR curves of the as-deposited geometrically symmetrical 
AAF (GSAAF) and the as-deposited magnetically symmetric AAF 
(MSAAF). Measurements at room temperature in the field- and current-
in-plane configuration. 
The MSAAF curve in Figure 4.18 shows no step, implying that the two Co layers are 
magnetically symmetric. The additional 0.3 nm thickness in the lower Co layer has 
apparently compensated the asymmetry in the moment loss due to the sputtering and 
order of growth. From the step near zero field in the GSAAF curve on the other hand 
it can be concluded that the magnetizations of the Co layers have rotated 
asymmetrically, such that the Co layer closes to the detection layer has a significant M-
component opposite to the original saturation field. This can be concluded by 
considering that the resistivity of the GSAAF is larger than the MSAAF at zero field. 
This is in agreement with the difference in the magnetic moments of the as-deposited 
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single Co layer samples and excludes biquadratic coupling14 as the main origin of the 
net moment at zero field. Furthermore, the single Co layers and the GSAAF do not 
exhibit any anisotropy and the coercivities Hc (~ 10 kA/m) of the Co layers are not 
very different and are very low compared to Hs (~ 490 kA/m) of the AAF. Thus, the 
possibility that the observed asymmetry originates from the difference in coercivities 
can be excluded. Consequently, the asymmetric rotation of the Co layer 
magnetizations is mainly induced by the asymmetry in the magnetic moments.  
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Figure 4.19: Schematic picture of the magnetic behavior of the SAAF 
(symmetric) and an ASAAF (asymmetric) as a function of the magnetic 
field strenght. For the SAAF the magnetizations of the AAF are 
perpendicular to the external field and the detection layer magnetrization 
while in the ASAAF this is not the care. 
After the switch of the detection layer, the GSAAF curve in Figure 4.18 shows an 
increase in resistance upon increasing the field in the negative direction. This is due to 
the rotation of the AAF net-magnetization during the alignment of its net-magnetic 
moment along the external field, while the magnetizations of both Co layers remain 
basically anti-parallel. At higher fields, the anti-parallel alignment of the AAF is 
disrupted and the resistance contribution of the AAF and of the AAF-detection layer 
interaction reduces. Finally, at negative saturation, all the magnetic layers are parallel to 
the external field and the resistance is minimal again.  
4.3 Conclusion 
In this chapter as-deposited characteristics of metallic multilayers that constitute the 
AAF, based on Co\Cu, CoFe\Ru and Co\Ru, have been discussed. Some interesting 
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results that have been found, like the Ru seedlayer dependency of the CoFe layer 
hardness and the influence of the order of growth were presented. The first could be 
related to the granularization of the CoFe layer with increasing seedlayer thickness, 
where grains become more independent from each other. This was explained by the 
weakening of the ferromagnetic coupling between the grains or via the increase of the 
magnetic anisotropy, based on indirect experimental evidence. Micromagnetic 
simulations confirm both possibilities, however it remains unclear to what strength 
each source is the cause for the increase. The second aspect could be related to the 
order of growth and the different sputter deposition parameters of the Co and Ru. 
 The AAF’s based on the different material combinations also were discussed. In 
particular the order of growth was found to strongly affect the magnetic balance in the 
AAF with a Cu\Co\Ru\Co\Cu stack. The next chapter will treat the thermal stability 
of metallic multilayers discussed in this chapter and enable to trace the influence of 
the above mentioned aspects on the thermal stability of the stacks.  
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Chapter Five 
5 Thermal Stability of  Ultrathin Magnetic 
Multilayer Systems 
In this chapter, the results obtained from thermal stability experiments will be 
presented. The experiments were focused on the identification and understanding of 
the processes that occur upon annealing and on the understanding and comparison of 
the various material systems, with different magnetic layers, buffers, interlayers, 
substrates and combinations of these. A variety of physical parameters, like magnetic 
moment, coercive field, electrical resistivity, Interlayer Exchange Coupling, anisotropy 
and structure have been monitored and were mutually compared and correlated.  
As mentioned before, sputter deposited structures are far from perfect: The layers 
usually are polycrystalline with grain boundaries, voids and other defects. Changes in 
the structure at elevated temperatures by means of motions of these defects can be 
expected, leading to possible device failure. One approach is to cool the devices, like 
the usage of ventilators for most of the computer processors today. Another approach 
is to find the sources and mechanisms of the changes, understand them, control them 
and make more stable structures based on this knowledge. 
At the time our investigations started, Co\Cu based GMR sensors already were 
produced. Among the various other material combinations Co\Cu was selected due to 
its large GMR signal that is related to the relatively good conductivity of Cu. With the 
discovery of the high potential of the TMR effect for applications, with its larger MR 
signal and its potential to make smaller functional elements, the Cu became less 
essential and other material combinations with larger IEC were explored like Co\Rh1, 
Co\Ru, Ir\Co2 and CoFe\Ru to be used in the AAF. Currently CoFe\Ru based TMR 
sensors are being produced partly to replace the GMR sensors. 
In the next sections, the thermal stability of 3 multilayer systems will be discussed: 
Co\Ru\Cu3, CoFe\Ru4 and finally Co\Cu5. These sections are based on already 
published papers3-5, that are updated and elaborated where seen necessary or useful. 
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5.1 Thermal stability of  the Co/Ru based AAF 
In this section we present the results of our investigation conducted on the complete 
sensor stack: glass/Cr/Fe/Co/Cu/Co/Ru/Co/Cu/Cr as well as of separate studies 
on isolated parts. The as-deposited characteristics are already discussed in the previous 
chapter. For annealing the samples were put on a preheated base plate in ovens at a 
constant temperature of 300oC. The anneal was interrupted for room temperature 
measurements of the multilayer characteristics. 
5.1.1 Experimental Results 
5.1.1.1 Annealing of single magnetic layer samples. 
The single Co layer samples have been annealed at 300oC. In Figure 5.1, the Ms of the 
RCC and CCR samples versus annealing time is plotted where the continuous lines are 
exponential fits. A strong decrease can be seen with different rates and amplitudes for 
both samples. For the RCC curve two exponential functions are used where the first 
accounts for the decrease after the first heat treatment, with a characteristic time 
smaller than 1 minute. The RCC sample loses 67% of its moment from 1143 kA/m to 
381 kA/m after 350 minutes of annealing, with a characteristic time of 55 ± 8 min for 
the second function . For the CCR sample this change is less dramatic. A reduction of 
only 25% (from 762 to 571 kA/m) with a characteristic time of 146 ± 30 min has been 
observed.  
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Figure 5.1: Ms plotted as a function of annealing time at 300oC for 
glass/Ru5/Co1.8/Cu3/Cr5 (RCC) and glass/Ru5/Cu3/Co1.8/Ru3/Cr5 
(CCR), continuous lines show fits to the measurements with exponential 
functions. 
We also conducted anneal experiments at 300oC on samples without Ru and with only 
Co/Cu interfaces5. No significant moment-loss in the Co could be observed in 
accordance to results reported elsewhere,6. From this we conclude that the dramatic 
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change in moment seen in Figure 5.1, is not caused by an intrinsic (in)stability of the 
Co/Cu interfaces.   
The moment reduction is higher when Ru is underneath the Co (RCC) as compared 
to Ru on top of the Co (CCR). Above we mentioned that the Co/Ru interface is more 
strongly mixed when Ru is rf-sputtered on Co than when Co is dc-sputtered on Ru. 
This causes a higher concentration gradient (sharper interface) in the latter case. Upon 
annealing the changes for a sharper interface can be expected to be stronger. However 
the difference in the concentration gradient does not explain the fact that Ms of the 
RCC sample, initially being larger, becomes smaller than that of CCR at longer anneal 
times (see Figure 5.1). 
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Figure 5.2: schematic illustration of the relaxation of the strained Co on 
Ru and the appeareance of grainboundaries in Co upon annealing.  
A possible explanation might be based on the lattice mismatch between Ru and Co. If 
Ru is sufficiently thick, it will grow more according to its equilibrium hcp structure. 
The growth of a thin Co layer on top of it will be hampered due to the lattice 
mismatch of about 8%. This film will grow in a mixed fcc/hcp texture, or it will grow 
coherently with the natural lattice parameter of Ru, thus gaining surface energy. Upon 
annealing the Co lattice will relax towards its own lattice parameter. This relaxation is 
observed for a sample in which 14 monolayers of Co is evaporated on thick Ru hcp 
(001), which then was annealed at 500oC to see a decrease of the lattice parameter by 
7%7. So if Co is grown on thick Ru and annealed, it will go to a less perfect structure 
where the ferromagnetic coupling strength between crystallites is lower. For example 
by the widening of the grain boundaries due to the relaxation of the lattice parameter 
of the Co crystallites and the diffusion of Ru into the grain boundaries. Although Co 
and Cu  demix, as can be concluded from their phase diagram,  Cu may diffuse also 
into the grain boundaries due to the presence of voids formed during the relaxation of 
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the Co. When the coupling between the crystallites becomes sufficiently weak and the 
crystallites are sufficiently small, the magnetic layer will go into a superparamagnetic 
state. We consider this as the main cause for the dramatic change in the RCC sample 
upon annealing. 
For the CCR sample, its Co is grown on 3 nm thick Cu that can be considered as a 
buffer between Ru and Co, such that the stress due to the lattice mismatch will (partly) 
be relaxed over the Cu and less stress will be left in the Co. In addition, considering 
the relative small lattice mismatch and the good growth of Co on Cu, the Co layer will 
have less relaxation (thus less void formation) and the mean crystallite size is expected 
to be larger upon annealing. This prevents a superparamagnetic state from occurring. 
The moment loss in this sample will be mainly by the mixing at the Co/Ru interface, 
as the Co/Cu interface is found to be rather stable.  
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Figure 5.3: MR measurements for three different annealing times of a) 
glass/Ru5/Cu3/Co1.8/Ru3/Cr5 (CCR) and b) glass/Ru5/Co1.8/Cu3/Cr5 
(RCC), annealed at 300oC. Measurements at room temperature in the 
field- and current-in-plane configuration.  
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Upon annealing nearly nothing happened in the MR-curves of the CCR sample 
whereas in the RCC sample a peak appeared around zero field as can be seen in Figure 
5.3, indicating the formation of superparamagnetic Co particles. This peak steadily 
increased during the first 50 minutes of annealing and subsequently stabilized more or 
less. This can be correlated with the dramatic loss of moment, as seen with the VSM, 
also almost completely occurring within the first 50 minutes of annealing in the same 
sample.  
This new peak also exhibits a triangle-like shape, but it saturates at much lower fields  
(≈200 kA/m). This relatively low saturation field indicates the existence of disk-like 
particles with average lateral diameter of 6 nm if the height of the particle is kept at 1.8 
nm (the average layer thickness). The size of the Co particles is roughly estimated 
from the value of the magnetic field at which the resistance change begins to saturate, 
in analogy to Xu et al8. A similar observation with the MR technique was observed by 
Hylton et al,9 in NiFe/Ag multilayers. They suggested that under appropriate 
annealing conditions, penetration of the nonmagnetic material into the grain 
boundaries of the magnetic layer can be expected. Combining VSM and MR 
measurements, it can be concluded that the Co layer in the RCC sample breaks up 
into magnetically independent Co islands, while in the CCR sample the changes are 
much smaller and the Co layer remains to behave like a ferromagnetic layer. 
The RxCC and CCRx samples with x = 0,4 and 0,7 nm have also been annealed at 
300oC. Again the Ms of the RxCC samples decrease more than the ones of the CCRx 
samples. However, the amount of change and its rate reduces dramatically upon using 
thinner Ru-layers (i.e. 12% and 7% decrease respectively after 1377 minutes of 
annealing for 1.8 nm of Co). 
The difference in stability of the RCC sample as compared to the RxCC sample is 
related to the differences in the stacks of the two types of samples (Ru thicknesses and 
seedlayer). Concerning the Ru thickness, if there would have been 0.7 nm, instead of 5 
nm Ru at the 1.8 nm Co layer, the moment reduction of 67 % in the RCC sample (see 
Figure 5.1) would not have been this large. First, not much Ru would be present to 
mix with Co and second the Ru layer is not thick enough to grow in its natural lattice 
spacing so that a better lattice match to the Co (deposited on top) is present. 
5.1.1.2 Annealing of the Geometrical Symmetrical AAF (GSAAF) 
sample 
As discussed before, the GSAAF having equal thickness of the magnetic layers is 
characterized by a strong magnetic asymmetry, which has been traced back to unequal 
moments of the layers. This asymmetry in the magnetic moment in AAF-Co layers 
does not reverse or vanish upon annealing. This can be seen in Figure 5.4 where 
GSAAF MR sample curves are plotted for three different anneal times. Further it can 
be seen that both the GMR contribution of the AAF and of the AAF-detection layer 
interaction increases upon annealing. An increment in Hs is visible which might 
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originate in a reduction in the magnetization and/or in an enhancement in the AF-
coupling strength. 
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Figure 5.4: MR curves for three different annealing times of 
glass/Cr4/Fe2/Co0.8/Cu10/Col.8/Ru0.7/Co1.8/Cu3/Cr5 the geometrically 
symmetrical AAF (GSAAF), annealed at 300oC. Measurements at room 
temperature in the field- and current-in-plane configuration. 
Based on the intersection of the RCC and CCR curves in Figure 5.1 we could expect a 
reversing of the asymmetry upon annealing, implying the reversal of the sign of the 
step. Apparently the strong changes as seen there do not occur in the AAF and the 
situation in the AAF, with only 0,7 nm of Ru, resembles more the RxCC and CCRx 
samples. The 0.7 nm Ru coupling layer, corresponding to ≈ 3 monolayers, is most 
likely too thin for Ru to attain ist natural lattice parameter, as pointed out above. 
Taking also the strong mixing of the lower Co/Ru interface into account, not much 
Ru will be available for mixing and diffusion at the upper Co/Ru interface to cause 
the moment of the upper Co to reduce strongly. 
Although no reversal of the step can be seen in Figure 5.4, a small asymmetric 
moment reduction might still be present but may be too small to be resolved by the 
measurements. 
5.1.1.3 Annealing of AAFRu (Ru/Co/Ru/Co/Ru) sample 
If the asymmetry in the AAF indeed originates from the order in which Co and Ru are 
grown, such an effect should be absent in a stack with only Co/Ru or with only 
Co/Cu interfaces. For the Co/Cu case this is confirmed, and will be treated in the 
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coming sections5. The Co/Ru case is illustrated in Figure 5.5, displaying MR curves 
for three different annealing times of glass/Ru5/Col.8/Ru0.7/Co1.8/Ru3/Cr5, the 
symmetrical AAF based on Ru (AAFRu), annealed at 300oC. The 0 minute curve has a 
nice parabolic shape with mirror symmetry and without a flat ”plateau” close to zero 
field. This indicates the absence of asymmetry in the as-deposited curve, as confirmed 
by the VSM measurements. For the longest anneal times (1080 min), the appearance 
of a small net magnetic moment (from the VSM measurements) can be observed, 
indicating the appearance of a small magnetic asymmetry in the AAF. The nature of 
this magnetic moment asymmetry becomes clear by noting that the glass/Ru5/Co1.8 
portion of the AAFRu stack is identical to that in the RCC sample, except for a 
thinner Co layer. For the lower Co layer, a granularization similar to that in the RCC 
sample can be expected. For the upper Co layer, this is less likely, due to the smaller 
amount of Ru present underneath the Co. 
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Figure 5.5: MR curves for three different annealing times of 
glass/Ru5/Col.8/Ru0.7/Co1.8/Ru3/Cr5 the symmetrical AAF based on Ru 
(AAFRu), annealed at 300oC. Measurements at room temperature in the 
field- and current-in-plane configuration. 
Despite the strong mixing expected in the AAFRu sample, the annealing does not 
cause strong changes in the MR curves. This rather stable behavior is most likely due 
to the coupling between the grains in the lower layer via the upper continuous Co 
layer, so that they do not become superparamagnetic like in the RCC sample. Still, 
some very small superparamagnetic particles appear to be present, as evidenced by the 
tails of the 1080 minute curve in Figure 5.5.  
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5.1.1.4 Annealing of the Magnetically symmetric AAF (MSAAF) 
sample 
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Figure 5.6: MR curves for three different annealing times of 
glass/Cr4/Fe2/Co0.8/Cu10/Co2.1/Ru0.7/Co1.8/Cu3/Cr5 the magnetically 
symmetric AAF (MSAAF), annealed at 300oC. Measurements at room 
temperature in the field- and current-in-plane configuration. 
As discussed before in the previous chapter, the lower magnetization of the Co 
bottom layer can be compensated by an additional thickness of 0.3 nm Co, restoring 
the magnetic symmetry. This was deduced from the as-deposited MSAAF MR curve 
that is shown in Figure 5.6. In addition, two more curves are shown of the same 
sample that are annealed for different times (85 and 1070 minutes) at 300oC. It can be 
seen that upon annealing a step appears in the 85 min curve close to 0 field, that is 
reversed in direction in the 1070 min curve. From the 85 minute curve, we can 
conclude that the magnetization of the bottom Co layer has a significant M-
component parallel to the original saturation field. As concluded from the GSAAF 
sample, biquadratic coupling is not expected and so the balance must be broken by 
asymmetric changes in magnetic moments and/or coercivities. The coercivity plays a 
minor role because Hc is small compared to Hs. In addition, the Hc of the RxCC and 
the CCRx samples exhibit a symmetric behavior upon annealing (Figure 5.7). So the 
reason for these steps must be related to an asymmetry in the magnetic moments.  
For the GSAAF we mentioned that asymmetric changes indicated by the RxCC and 
CCRx samples cannot be excluded because they may be too small in magnitude to be 
determined with our MR technique. However, in the balanced MSAAF, a small 
asymmetric change in the magnetic moments of the layers can cause a significant 
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change in the alignment of the magnetic layers. If the observed changes in the single 
Co layer samples, RxCC and CCRx, are projected on the balanced MSAAF, the 
balance should change such that the upper Co layer (RxCC) will have a lower moment 
compared to the bottom Co layer (CCRx). Upon switching of the detection layer, this 
would result in an increase in resistance, in agreement with the first step. 
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Figure 5.7: Hc plotted as a function of annealing time at 300oC for the 
glass/Cr4/Cu40/Ru0.7/Co1.8/Cu3/Cr5  (RxCC) and 
glass/Cr4/Cu40/Co1.8/Ru0.7/Cu3/Cr5 CCRx samples, with x = 0.7 nm. 
For the reversing of the step direction between the 85th minute and 1070th minute 
curves a clear explanation is not at hand. The appearance of a biquadratic coupling 
upon annealing can not be the case, as otherwise the step direction in the GSAAF 
would have been opposite and the 1070 minute curve in Figure 5.5 would not have 
been flat, but have a sharp nose close to zero field. A possible cause might be the 
reversing of the asymmetry in the Co moments. This can be understood from the 
differences in the availability of Ru for the Co layers. In the AAF the Ru thickness is 
0.7 nm, which corresponds to ~ 3 monolayers. From Figure 4.12 it can be deduced 
that 0.3 to 0.4 nm Ru is involved in the dead layer at the lower Ru/Co interface and 
that less than 2 monolayers of Ru is available for mixing at the upper Co/Ru interface. 
Moreover, taking also the stronger mixing of the lower Co/Ru interface into account, 
most of the 3 monolayers of Ru will be involved in the lower Co/Ru interface. Upon 
annealing, due to the higher gradient, the upper interface will mix faster and cause the 
upper Co layer to reduce faster in moment. This corresponds to the upward step in 
resistance when the detection layer is switched. Upon further annealing the diffusion 
in both layers continues, however the lower one contains more Ru, which is more 
efficient in reducing magnetic moment when it is distributed more evenly. Presumably 
in the original mixed zone the Ru concentration is much higher than needed to let the 
moment vanish. The subsequent further reduction of magnetic moment in the lower 
Co layer then leads to the downward step in resistance. 
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Figure 5.8: Shematic illustration of how the reversing shown in Figure 5.6 
can be explained. At 0 minutes the AAF is symmetric, at 85 minutes the 
lower Co has a larger magnetic moment and at 1070 minutes the upper 
Co has a lower magnetic moment. The numbers indicate the layer 
thickness in nm or the annealing time in minutes. 
In Figure 5.6, we further see similar changes in the GMR characteristics upon 
annealing of the MSAAF sample as in the GSAAF curves (Figure 5.4). The GMR 
contribution of the AAF and of the AAF-detection layer interaction increases. An 
increment in Hs is also present. For the origin of the increase in the GMR signals no 
clear explanation is at hand. However, it is thought to be related to interface demixing 
of Co/Cu and the formation of more perfect crystallites upon annealing of the 
samples. Further investigations are needed to fully address this issue.  
5.1.1.5 Discussion 
Looking at the GMR response of the Co/Ru-AAF, one obtains the impression that it 
is a very stable entity because its saturation field Hs hardly changes upon annealing at 
300oC for more than 1000 min (~20 h). However, considering further parameters, like 
the magnetizations of the single Co layers, the Q ((d1M1+d2M2)/(d1M1-d2M2)) of the 
AAF and the transport properties of the individual layers, it turns out that the 
individual layers undergo dramatic changes upon heating and that the order of the 
growth of the Co and Ru layer plays a decisive role. The stack in which the Co layer is 
directly grown on Ru exhibits poor stability and superparamagnetic behavior as a 
result of Co-island formation due to the heat treatment. Several causes can be pointed 
out that lead to the improved stability of the AAF as compared to the single layers.  
First, the Co island formation is suppressed when the Co interacts via a thin Ru 
interlayer with a Co layer grown on Cu, resulting into a much better cohesion of the 
layer with Co-islands. The second reason for the relatively high stability of the AAF is 
the small amount of Ru, corresponding to a thickness of typically 0.7 nm in the stack, 
so that only a small reservoir of Ru is available for undermining the rigidity of the 
AAF by means of mixing (compare Figure 4.12 and Figure 5.1). The third reason for 
the AAF stability is the fact that both Co layers loose magnetic moment so that the 
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moment reduction has a limited impact on the Q, since d1M1-d2M2 exhibits a relatively 
modest change. However, the dynamics of the moment changes is very different for 
both Co layers (see Figure 5.1) and it takes about 2 h at 300oC to arrive at a stable 
configuration. By an adequate choice of the Co-layer thicknesses, it is possible to 
enhance the Q to extremely high values by subjecting the sensors to a preanneal 
phase. The alignment of the AAF occurs prior to the preanneal and subsequently the 
rigidity is enhanced by heating with an appropriate duration and temperature 
combination. The fourth reason for the AAF stability has not been discussed so far 
and originates in the enhancement of the coercivitiy of the Co layers by the annealing 
as seen in Figure 5.7.  
It is clear that all these properties are very sensitive to the material combination 
selected for the AAF system. In general one can see that the freedom for the selection 
of coupling layer is limited to a few pure materials, like Ru, Ir, Cu, Cr, Rh. The 
magnetic materials are limited to the magnetic transition elements and their alloys, 
supplemented by foreign elements like B, Al, Tb etc. One may expect material 
combinations to exist (for example due to better lattice matching) with significantly 
higher temperature stability as the one presented in this section. 
5.1.2 Conclusion 
In conclusion, we have investigated the thermal stability of the Co/Ru based AAF in 
combination with Cu. A striking asymmetry between both Co-AAF layers with respect 
to magnetic and transport properties is observed which develops in a different way for 
each Co layer upon annealing. We have exploited this by using an AAF in which the 
two Co layers have different thicknesses, such that the total response becomes 
magnetically symmetric. We have found that the Co/Ru interface is stronger mixed 
than the Ru/Co interface, due to difference in sputter energies and order of growth. 
The observed difference upon annealing can be explained by the difference in 
concentration gradients and lattice mismatch at the interfaces. Despite the strong 
mixing in the AAF, based on only Co and Ru, the impact on the rigidity is limited and 
it can even be employed to improve the rigidity.  
5.2 Thermal stability of  CoFe and Ru based multilayers  
In this paper we present the results of our investigation into the complete AAF stack: 
glass/Ru/CoFe/Ru/CoFe/Ru/Cr as well as separate studies on isolated parts. The as-
deposited characteristics were already discussed in the previous chapter. The samples 
that are used for the thermal stability experiments are to a large extent the same as 
used to determine the as-deposited characteristics and are shown in Figure 5.9.  
For annealing, the samples, prepared in the same run, were put on a preheated base 
plate in ovens with atmospheric environment at a constant temperature of 300oC. 
Successively, at predefined time steps the samples were taken out one by one and 
subsequently measured at room temperature with various techniques discussed in 
chapter three.  
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Figure 5.9: Schematic illustration of the samples used in experiments 
discussed in this section, based on CoFe\Ru. 
The studied AAF-stack geometry is as follows: 
glass/Ru5/CoFe2/Ru0.7/CoFe2/Ru5/Cr5. Here the subscripts indicate the layer 
thicknesses in nm. The following test structures with one magnetic layer have been 
used: glass/Rux/CoFey/Ru/Cr5 with x = 5, 7.5, 10, 15, 30, 45 nm and y = 2, 4, 40 nm, 
indicated by RuxCoFey. For all samples we used a 5 nm Cr or 30 nm Ru cap layer to 
protect against oxidation. Single Ru layer samples with varying thickness have been 
made as well: glass/Rux indicated by Rux. 
5.2.1 Results and Discussion 
 XRD data on Ru15/CoFe40 show the (002) and the (101) peaks of Ru and the (110) 
bcc peak of CoFe. Other CoFe peaks gave negligible intensities. The  (110) texture of 
CoFe has a lattice mismatch of 8% with Ru. As the mismatch of other orientations 
were all much larger, the growth of this texture is not surprising. From the as-
deposited XRD curves it was found that the (110) peak was shifted by 0.4% compared 
to its literature value, indicating that the CoFe is slightly stretched in plane. 
Upon annealing, the (110) CoFe peak shifted to its literature value, while the intensity 
of the peak reduced, indicating that texture transformation occurred. The (002) Ru 
peak was found to increase in intensity while maintaining its position. The (101) Ru 
peak did not to change at all. As the increase of the (002) peak occurred without the 
reduction of the other peak, it is most likely related to crystallization10 of amorphous 
or nano-crystalline Ru into the (002) texture. These changes were accompanied by a 
reduction of the electrical resistivity by 40% after 8 hours of annealing and the 
reduction of the thicknesses of Ru (45 nm) and CoFe (40 nm) by about 1 ± 0.2 %. 
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This indicates that upon annealing the CoFe is relaxing to a closer packed state, 
probably due to stress relaxation and crystallization. These processes are not 
surprising since the sputtering technique grows the multilayer in a non-equilibrium 
state. 
CoFe(110)Ru(101)Ru(002)
0 min
0 minannealed
annealed
Sample 
holder peakIn
te
ns
ity
 (a
rb
.u
.)
2θ(o)
42,153 44,006 44,828
 
Figure 5.10: As-deposited and annealed XRD curves of Ru15\CoFe45\Ru5 
grown on glass at 300oC. Upon annealing the Ru(002) and CoFe(110) 
show changes indicating structural relaxation. θ is the angle of incidence. 
The MSHG measurements are shown in Figure 5.11. The open squares are the second 
harmonic intensities when the magnetization was pointing along the positive y-
direction (upward) and the closed squares when the magnetization was reversed. In 
the beginning the intensity increased strongly with annealing time whereafter it was 
constant within the error bar. The intensity change upon magnetization reversal (the 
magnetization induced contribution shifts its phase by 180o) exhibited a similar course. 
The initial strong increase in intensity (over 400%) shows that the interfaces are 
strongly affected by the annealing process. Considering that small material movements 
in the bulk may alter the interface dramatically, the huge changes in the MSHG-
intensities are not unusual. On the other hand, the fact that the magnetic contribution 
remained strong indicates that the CoFe/Ru interface remained magnetically active 
and that no strong interface mixing had occurred11. 
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Figure 5.11:  MSHG curves of the Ru15/CoFe40/Ru3/Cr5 as a function of 
annealing time at 300oC. The open squares are the second harmonic 
intensities when the magnetization is pointing upward and the closed 
squares when the magnetization points downwards. The inset shows the 
magnetic contrast deduced from the intensities. 
In the measurements of the Ru40/CoFe2 sample, a decrease of Rs and Ms (18%) was 
found upon annealing. The Hc of the 2 nm CoFe had increased and saturated within 8 
hours of annealing at 300oC. This increase implies a stronger wall pinning, which is 
likely caused by the reduction of the exchange coupling between crystallites due to 
diffusion of material into their boundaries. The stability of the MSHG magnetic signal 
combined with the reductions of the Ms supports the motion of material into the 
crystallite boundaries. 
Figure 5.12 shows GMR curves of the AAF (Ru5/CoFe2/Ru0.7/CoFe2/Ru4/Cr5) 
annealed for different times at 300oC. The saturation fields (Hs) here were low due to 
the sputtering conditions used, leading to relatively higher mixing of the interfaces and 
lower interlayer exchange coupling. The inset shows that the normalized curves 
coincide, i.e. the saturation field remained unchanged. However, the GMR slowly 
decreased with annealing and a net remanence magnetization revealed itself after 2:15 
hours (10% of Ms), increasing to 70% after 20:25 hours. The occurrence of the 
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remanence indicates the development of ferromagnetically coupled areas so that these 
portions no longer contribute to the GMR. Since the response of the AF fraction of 
the stack was not affected by the anneal, i.e. the shape was not changed significantly, 
the ferromagnetic coupling between layers must occur via local ferromagnetic bridges 
(pinholes), likely located at the crystallite boundaries in the Ru (see Figure 5.13). These 
results clearly show that the CoFe/Ru0.7/CoFe is not very stable and a slow but 
continuous degradation is occurring. 
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Figure 5.12: Four GMR curves of the AAF 
Ru5/CoFe2/Ru0.7/CoFe2/Ru4/Cr5 annealed for different times (0, 2:15, 
20:25 hours) at 300oC. The inset shows the same curves but normalized. 
5.2.2 Conclusion 
Upon annealing, the single magnetic layer samples showed indications for structural 
relaxation, and limited crystallite boundary diffusion of Ru into CoFe, while the 
interfaces are only weakly affected. Annealing of the AAF samples at 300oC resulted 
in a slow but gradual degradation due to the formation of ferromagnetic regions, 
leading to loss in the GMR signal and to the development of remanence. These 
regions originate most likely in ferromagnetic bridges along the crystallite boundaries 
in the Ru coupling layer. Due to the tuneability of its hardness and strong interlayer 
exchange coupling, Ru/CoFe is a good candidate to be employed in various 
applications as long as the operation temperature remains well below 300oC. 
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Figure 5.13: Schematic illustration of the degradation of the CoFe\Ru 
based AAF by means of pinholes through the Ru coupling layer. 
5.3 Thermal stability of  the Co/Cu based AAF 
The Co\Cu  based multilayers were one of the first to be used in real applications. 
The main reason, besides that it showed the necessary effects found in ultrathin layers, 
was that it showed the largest GMR effect.       
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Figure 5.14: Schematic illustration of the samples used in experiments 
discussed in this section, based on Co\Cu. 
The thermal behavior of the AAF is studied for the following stack composition: 
glass/Cr4/Fe2/Co0.8/Cu10/Col..2/Cu0.9/Co1.2/Cu3/Cr5, indicated by AAF. Here the 
numbers indicate the layer thicknesses in nm. For the MSHG measurements a 
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separarate set of samples has been used: glass/Cr4/Cu3/Co40/Cu3/Cr5 indicated by 
Co40 and glass/Cr4/Cu50/Cr5 indicated by Cu50.  Characteristic to the MSHG 
samples is the thick Co layer that prevents the light to reach the lower Co interface 
and caused the MSHG signal to originate only from the top interfaces of which one is 
magnetic. In this way the interpretation of the MSHG is strongly simplified and better 
conclusions about the Co/Cu interface of interest can be obtained. For all samples we 
used a 5 nm Cr cap layer to protect against oxidation. We have investigated changes in 
the magnetic characteristics, coupling characteristics, the MR signals and the Co/Cu 
interface characteristics of the samples as a function of annealing time. 
5.3.1 Results and Discussion 
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Figure 5.15: MR measurements on the detection layer of a symmetric 
AAF sample glass/Cr4/Fe2/Co0.8/Cu10/Co1.2/Cu0.9/Co1.2/Cu3/Cr5 
at three different anneal times annealed at 300C. 
Figure 5.15 shows three MR curves of the AAF sample at different anneal times. 
Before annealing, we can see a small hysteresis effect that is due to the recombination 
of domains illustrated in Figure 5.16. The resistance of the state with many domains is 
lower because it contains significantly more domain boundaries where the 
magnetizations remain parallel to the detection layer.12 
Upon annealing, we see that first the hysteresis disappears, secondly the signal 
increases and thirdly, the curve broadens. In Figure 5.17 the progression of Hs, dR 
and Rs as a function of annealing time at 300oC is plotted. 
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Figure 5.16: When reducing the external magnetic field from the 
saturation field  (state A) the AAF magnetic layers will start to rotate by 
forming left and right rotating magnetic domains (state B). At zero field 
(state C) the domains will have agglomerated into larger domains and 
with increasing external field will rotate towards the field (state D). Note 
that state D will have less domain walls that leads to a different resistivity 
with respect to state B.   
The disappearance of the hysteresis upon annealing is correlated with the Hc increase 
of the samples with single Co layers and can be explained with the occurrence of 
crystallite growth in the Co layers. This means that weakly coupled crystallite 
boundaries are formed that hamper the domain wall motion and thus domain 
recombination, so no hysteresis will occur. 
The increase of the saturation field (Hs) could have two causes: 1) the coupling 
strength J between the Co layers increases and 2) the Co layers are loosing their 
magnetic moments. This can be deduced from eq. 1.1:  
 
 
 
where D is the thickness of the two Co layers and Ms the saturation magnetization.  
If the latter is the case, the GMR curve widens due to the reduction of the grip on the 
Co layers as a result of moment reduction. In experiments the width at 1/10 height is 
found to increase by nearly 35% at 240oC. If the magnetic moment reduction only 
s
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would have caused this increase then the magnetic moment in the Co layers should 
reduce by 26%. From the VSM measurements it was not possible to find a clear 
decrease in the Co magnetic moments due to the inaccuracy of the system at the 
required high saturation fields and the presence of the thick 5 nm Fe detection layer.  
If the coupling strength is increasing, this means that the Cu coupling layer and or the 
Co/Cu interfaces are changing. A possibility could be that the coupling layer becomes 
thinner and the density of defects is getting smaller due to void annihilation. In 
addition the curves in Figure 5.17 show a clear logarithmic behaviour that is 
commonly found also in amorphous structures upon annealing.  
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Figure 5.17: Characteristic parameters as a function of anneal time at 
300oC: saturation field of the antiferromagnetic coupling (closed squares), 
dR (circles) and saturation resistance Rs (open squares), deduced from 
GMR curves as shown in Figure 5.15. The continuous line in the Hs curve 
is a fit to A/ln(B+Kt)+C while the dotted line is a fit to a stretched 
exponential: Aexp(-(t/τ)β)+C. 
In Figure 5.17 the Hs and the dR are fitted by both the 1/ln(b+Kt) (continuous line) 
and exp(-(t/τ)β) (dotted line). The functions are obtained from the free volume and the 
trapping model respectively discussed in Chapter 2. The Hs is better fitted with the 
continuous line while the dR is well fitted with both functions.  
The continuous line is described by the same function as derived from the free 
volume model for isothermal annealing of an amorphous material. According to the 
model, the K is given by C* kf  where C is a constant and kf, the jump frequency, is 
given by: 
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eq. 5.1 
 
Here kf,0 is the attempt frequency, Ef is the activation energy for the movement of 
defects and R is the gas constant.  
Four curves of the Hs of the AAF as a function of annealing time at 182, 210 240 and 
300 oC are fitted simultaneously using the formula a/ln(b+E*t) + c. The E is used as 
the only unrestricted fitting parameter to fit the curves for the different temperatures 
simultaneously. When E is plotted in a so-called Arrhenius plot the activation energy 
obtained is 1.5 +/- 0.1 eV (Figure 5.18). An attempt to use the same formula for dR 
was less accurate and resulted in an activation energy of 1.3 +/- 0.2 eV (open circles 
in Figure 5.18). This energy is very close to the bulk activation energies of 1.3 eV and 
1.7 eV for self-diffusion in copper13 and cobalt respectively. These energies are lower 
than the self-diffusion activation energy for crystalline Cu (2,19 eV)14 and Co. The 
agreements show that the changes in the Co/Cu structure are related to the atomic 
movement in the polycrystalline structure. 
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Figure 5.18: Arrhenius plot of the coefficients obtained by fitting the 
GMR signal dR (open circles), the saturation field Hs (closed trangle) 
and the MSHG intensity (square). 
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Although the free volume model assumes an amorphous layer while our samples are 
polycrystalline, this difference is not expected to influence the mechanism for volume 
annihilation significantly. In general this annihilation can also be expected in other 
ultrathin multilayers. However an improvement in the GMR characteristics is not 
always seen. This is likely related to the fact that Co and Cu do not want to mix,  i.e. 
like to demix. For other materials the mixing is accelerated due to these voids, while 
for Co and Cu they are utilized for demixing and perfectioning of their crystallites.  
To study the Co/Cu interface as a function of annealing time with the MSHG 
technique we used the Co40 and Cu50 samples (see above). As the penetration depth 
of the laser light is about 20 nm, only the upper interfaces of these samples are 
probed. The non-magnetic sample is included in the investigation in order to separate 
the contribution of the Co/Cu interface from the contributions of the other 
interfaces.  
For the fits, we used a simulation program that accounts for multiple reflections, 
incorporates Fresnell coefficients and refractive indices and the thickness of each layer 
of the multilayer sample (see also Chapter 3).  
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Figure 5.19: MSHG measured and fitted curve of the magnetic sample in 
which the Co/Cu3/Cr5/air interfaces are probed as a function of 
annealing time at 310C. The inset shows the magnetic contrast derived 
from the main curves 
The tensor elements are used as fitting parameters for the measured MSHG signal15. 
Figure 5.19 shows the measured and fitted curves of the magnetic sample where the 
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SHG signals are plotted as a function of annealing time at 310oC. The inset shows the 
magnetic contrast derived from the main curves, defined as (I+-I-)/(I++I_). In contrast 
to the non-magnetic sample, here two clearly different changes can be seen, i.e. the 
abrupt increase of signal on a very short time scale (τ1) and the much slower increase 
of the signal after that (τ2).  
It is assumed that the structural changes observed in the non-magnetic sample also 
occur in the magnetic sample. This means that the magnetic sample needs to be fitted 
only by additional changes at the Co/Cu interface. In this case the contribution of the 
Co/Cu interface to the SHG signal can be described by an effective magnetic and an 
effective non-magnetic second order tensor-element.  
In the fits for the Co/Cu effective tensor elements shown in Figure 5.20 we find the 
following. First, we observe the presence of two changes, a fast and a slow one with 
time constants of τ1 < 1 and τ2 ∼ 45 seconds respectively. Secondly, surprisingly the 
fast change is present only in the even (‘non-magnetic’) effective tensor element and 
not in the odd (‘magnetic’) effective tensor element. 
0 50 100 150
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
no
rm
al
iz
ed
 c
ha
ng
e
time (min)
χ(2)crystallographic
χ(2)magnetic
no
rm
al
iz
ed
 c
ha
ng
e
 
Figure 5.20: The evolution of the crystallographic and magnetic effective 
tensor elements of the Co/Cu interface obtained from the fits in Figure 
5.19. Note the initial change in the crystallographic contribution while no 
such change is needed the magnetic contribution to fit the data well. 
The second observation, concerning the fast change, may indicate that topologically 
the interface is changing, while magnetically it is not. This can be correlated with the 
MR annealing experiments. There, on the same fast timescale, a reduction of the MR 
resistance change (dR), i.e. the spin selective scattering, showed only a ~3% reduction, 
that is 5 times smaller than the change induced by the slower process. 
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The experimental correlation between the crystallographic tensor and the topology, i.e. 
the roughness, can be found in the appendix of this thesis. The increase in the 
crystallographic contribution indicates an increase in the roughness possibly on the 
crystallite level (~10nm) while the stability of the magnetic tensor indicates a stable 
magnetic interface on atomic scale (demixing). The slow process is most likely the 
same process as the one found in the MR curves and is related to atomic diffusion 
leading to demixing and granularization.  
5.3.2 Conclusion 
In conclusion, upon annealing of the AAF samples it was possible to see a general 
improvement of the GMR characteristics. At least two processes are found to occur. 
A very fast one (<1min at 300oC) and a slower one that had an activation energy of 
1.5 +/- 0.1 eV. The logarithmic temporal change could excellently be fitted with 
functions derived from both the free volume model and with the trap model. The 
analysis of the GMR signal suggest that the same process affecting the Hs is also 
affecting the dR. The value for the activation energy for the slow process indicates 
that it is related to atomic diffusion leading to demixing and granularization in the 
polycrystalline structure. 
5.4 Comparison of  the three material combinations 
Upon annealing, in almost all material combinations as well as various layer stacks 
within one material combination, the electric resistivity was found to decrease while 
the GMR increased after the first minutes of the heat treatment. Similarly, also the 
heat treatment of single magnetic layers in all the three material combinations showed 
an increase in the coercive field and a reduction in the saturation magnetic moment. 
These material independent changes are thought to be related to material independent 
aspects of the layers.  
The mechanism behind the initial resistivity reduction is found to be defect 
elimination, or, in other words, void annihilation. The logarithmic changes observed in 
the Co/Cu system could very nicely be fitted to the relation that related the free 
volume in the system to the time for isothermal annealing. Also the stretched 
exponential (trapping model) gave good fits. The temporal evolution of both curves 
are very similar so that within the experimental accuracy it is not possible to prefer 
one above the other. Both models assume the elimination of defects either via the 
annihilation by an interstitial atom or via a trap (like a grainboundary) that accumulates 
defects. SAXS experiments on various stacks clearly confirmed the reduction of layer 
thickness that is a natural consequence of defect elimination. This void elimination is 
illustrated in Figure 5.21 where the main as-deposited characteristics and the changes 
that occur upon annealing in single magnetic layer samples are illustrated.   
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Figure 5.21: Schematic illustration of the main as-deposited 
characteristics and the structural processes that occur upon annealing of 
single magnetic layers for the three material combinations. 
The mechanism behind the Hc increase found in the experimental results on the 
Cu\Co\Ru single magnetic layer sample is schematically illustrated in Figure 5.21. 
There the Co layer splits up into superparamagnetic Co grains as a consequence of 
granularization. In this process the Co crystallites evolve into more spherical shapes to 
reduce their surface energies by annihilating or segregating the structural defects that 
were within the grain. Before reaching the superparamagnetic state the ferromagnetic 
coupling between the grains first weakens and/or the crystalline anisotropy within the 
grains is strengthened, leading to the initial increase of Hc. For the CoFe and Co/Cu 
this granularization also can be found, leading to an increased Hc, but not going as far 
as in the Co/Ru case. In the process of granularization the grains are expected to 
become more spherical. In principle, this should lead to increased roughness at the 
interfaces. Indeed an increased interface roughness can be observed with SAXS, 
however the increase is small and is of same magnitude as the accuracy. 
The stronger granularization in the Co\Ru system can not be only subscribed to the 
Co layer being thin (the Co layer in Co\Cu is also thin) but also to the stress present 
in the Co grown on Ru, that relaxes upon annealing. Also the fact that CoFe is a 
structurally rigid system that does not like to mix with Ru and the strong demixing 
force between Co and Cu are playing a role. The Co and Ru are more likely to mix. 
This aspect is also schematically illustrated in Figure 5.21 where the Co\Ru is strongly 
mixed while Co\Cu only a little. Experimentally this can be seen in the MSHG 
experiments. In Figure 5.22 the magnetic contrast is plotted as a function of annealing 
time for the Co\Ru, CoFe\Ru and Co\Cu interfaces. It can be seen that the magnetic 
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signal from the Co/Cu interface (similar to the CoFe\Ru interface shown in Figure 
5.11) remains strong while the signal from Co\Ru practically disappears within 10 
minutes of annealing at 300oC. 
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Figure 5.22: Magnetic contrast of Co\Ru, CoFe\Ru and Co\Cu as a 
function of annealing time. Note that Co\Ru goes to 0 while CoFe\Ru 
Co\Cu do not. 
When the AAF system stabilities are compared of the three systems, it can be seen 
that the CoFe/Ru and Co/Ru AAF’s degrade at 300oC, while the Co/Cu AAF 
improves. This is not exactly in line with the single magnetic layer thermal stabilities. 
There, in all three cases, granularization could be observed with a significant 
accompanying magnetic moment loss. Especially it is surprising that the strong 
granularization in Co/Ru does not lead to a complete destruction of the Co/Ru AAF  
coupling. The absense of superparamagnetic behavior may be related to the presence 
of the interlayer exchange coupling while the large relatively unaffected saturation 
fields may be explained by the loss of moment in the single layers while the 
antiferromagnetic coupling strength is reducing.  
A similar situation could explain the improvements in the Co/Cu system. The 
moment loss leads to the apparent increased saturation field and camouflages the 
reduction in the interlayer exchange coupling, if any. The resistivity and GMR 
improvements are related to defect elimination combined with absence of mixing or 
presence of demixing.  
The CoFe/Ru AAF shows a gradual decrease of the GMR signal with annealing while 
the saturation field remains stable. The latter may be caused by the cancellation of on 
the one hand the reduction of magnetic moment that should have increased the Hs 
and on the other hand the reduction of the coupling strength. The degradation 
probably is a consequence of an ongoing creation of ferromagnetic shortcuts across 
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the interlayer, leading to a gradual reduction of the GMR. Why the Co/Ru AAF GMR 
is seemingly more stable than the CoFe/Ru is not clear.  
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Figure 5.23: Schematic illustration of the as-deposited characteristics and 
their evolution of the AAF based on three different material 
combinations. 
For applications, the GMR of the AAF itself is not relevanct. More important are its 
magnetic uniformity, its coupling strength, Hs and the GMR between the AAF and a 
detection layer nearby. For the latter, the magnetic uniformity and amount of 
magnetic layer,i.e. non dead magnetic moment, is of relevance. Taking this into 
account the CoFe/Ru AAF would be a good candidate for applications that do not 
require very high thermal stability. The Co/Ru is the least stable as could be seen from 
the single layer experiments. Though it may seem to have a stable AAF, the instability 
of the single layers will effect its uniformity negatively. The Co/Cu AAF showed also 
strong changes at low temperatures. However the changes in general were stabilizing 
and positive, i.e. the characteristics were improving. This suggest that with a preanneal 
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treatment of the Co/Cu system that saturates the changes, the resulting Co/Cu based 
AAF may result into the most stable AAF among the three systems. 
5.5 Conclusion 
We have investigated the thermal stability of CoFe/Ru, Co/Cu and Co/Ru based 
single and multilayers. For the Co/Ru the order of growth played an important role 
that originated from the differences in sputter energies and order of growth of Co and 
Ru. This also affected the thermal stability, in the sense that a different behavior could 
be observed for both type of interfaces that was related to differences in 
concentration gradients and the presence of lattice mismatch at the interfaces. Despite 
the dramatic changes in the single layers, the effect of the same processes on the 
Co\Ru AAF was found to be limited. 
Characteristic to the CoFe/Ru system was the influence of the Ru seedlayer on the 
magnetic properties. The hardness depended linearly on the Ru thickness. Though 
many aspects could be ruled out like grain growth, roughness or texture change, the 
origin could not be pinned to one clear cause only but to the combination of several 
aspects that are interrelated. These are the uniaxial stress, perfectioning of the 
structure of Ru with growth and sharper grainboundaries. No clear relation was found 
between the stability of the stack and this seedlayer dependency of the as-deposited 
characteristics. Upon annealing, the single magnetic layer samples showed indications 
for structural relaxation, and limited crystallite boundary diffusion of Ru into CoFe, 
while the interfaces are only weakly affected. Annealing of the AAF samples at 300oC 
resulted in a slow but gradual degradation due to the formation of ferromagnetic 
regions, leading to loss in the GMR signal and to the development of remanence. 
These regions originate most likely in ferromagnetic bridges along the crystallite 
boundaries in the Ru coupling layer. 
For the Co/Cu system it was remarkable to see GMR improvements upon annealing 
for days at 300oC. At least two processes are found to occur. A very fast (<min) and a 
slower one (>days) where the latter had an activation energy of 1.5 +/- 0.1 eV. The 
analysis of the GMR signal suggest that the same process effecting the Hs is also 
affecting the dR. With the MSHG measurements it was found that the fast process 
only was present in the effective non-magnetic tensor. This indicates that the 
topological interface is changing while the magnetic interface is not. The value for the 
activation energy for the slow process indicates that it is related to atomic diffusion 
that leads to the demixing and granularization in the polycrystalline structure 
Besides the distinctiveness of the observations between the three systems, similarities 
also could be observed. The origin for the similar behavior like resistivity reductioan 
and Hc increase is found to be related to defect elimination in the stacks and 
granularization of the magnetic layers. The effect of these changes in the single layers 
on the AAF were on the one hand positive, like the increase of GMR due to defect 
segregation, but also negative due to granulatization that leads to increased coupling 
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distribution. It can be concluded that Co\Ru is the least stable of the three material 
combinations. The CoFe\Ru on the other hand is found to be the best candidate for 
low temperature regime applications due to its strong coupling. However, the Co\Cu 
system has the potential to be a good candidate for high temperature applications with 
the proper pre-anneal treatment.  
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Chapter SIX 
6 Kinetic Monte Carlo Simulations 
The performance and speed increase of state of the art microelectronics is driven by 
their ever-decreasing feature sizes, which have been shrinking exponentially according 
to Moore’s law. When the length scale of the thickness approaches the distance 
between atoms, continuum assumptions do no longer hold. As written in the 1997 
USA National Technology Roadmap for Semiconductors: “Continuum physics 
models are no longer sufficient below 100 nm. Tools are needed for the physical and 
chemical processes at an atomic level”. It is of great interest to find models that can 
take the atomistic nature of such structures into account and are able to predict the 
microstructure. 
A lot of work has been done in recent years, both experimental and theoretical1,2,3, to 
characterize and predict the growth of thin films based on external parameters like the 
temperature, deposition rate or type of substrate. Several models have been presented 
in the literature to deal with the polycrystalline aspect of thin films4,5,6. The difficulty is 
related to the handling of sites belonging to different crystalline orientations within 
the same simulation system. A solution proposed in a three-dimensional Monte Carlo 
atomistic approach is to use a unique orientation but assign labels to each different 
crystalline orientation4. Atoms in the middle of two regions are assigned to the grain 
boundaries. Another model was used by Bruschi et al5, that represents polycrystalline 
films in two dimensions. Other authors6 employed a fundamental unit consisting of 
cubic blocks containing about 1000 atoms. Each block is dynamically assigned one or 
more orientations when it is incorporated into the film.  
The models in general either need additional assumptions on how the atoms behave at 
grainboundaries or are computationally complex. In this work an approach is chosen 
that also can incorporate polycrystallinity into the model without any additional 
assumptions on the behavior of atoms at grainboundaries while remaining 
computationally equally simple.  
This has been realised by first setting the minimum atomic distance twice the unit grid 
distance, allowing incompatible types of atomic ordering (crystallites) on the grid, and 
second, by realizing the atomic moves in two steps. The first step is the calculation of 
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the activation probability, related to the number and type of the atoms in the 
neighbourhood of the moving atoms (rate theory), and the second is the acceptation 
or rejection of the move, related to the difference in the initial and final state energies 
(metropolis scheme).  
A 2D kinetic Monte Carlo (kMC) atomistic code is developed to help and understand 
the role of the elementary atomic diffusion mechanism of void hopping and atom 
exchange on the thermal processing of polycrystalline thin films. The code has been 
applied under different conditions, i.e. temperatures, interaction energies, degree of 
granularity and point defect density. The simulations are unlikely to describe any 
specific material in great detail; they should, however, provide a qualitative picture of 
the structural evolution of polycrystalline ultrathin layers. The simulations are used 
here as an additional, qualitative tool, to increase the understanding and improve the 
interpretation of experimental thermal stability investigations. 
In the following sections, first the model is introduced followed by the discussion of 
the key results. The chapter is concluded with discussion in which the simulation 
results are compared to the experimental results. 
6.1 Kinetic Monte Carlo Simulation Model 
In the following first the concept of the kMC and its relation to rate theory will be 
illuminated. Next, the description of the simulation cell is given followed by the 
explanation of how the atomic processes are selected and executed.  The section 
concludes with the description how the initial configuration can be constructed. 
6.1.1 The master equation 
A lattice system filled with one or more types of interacting atoms and voids in a given 
configuration can undergo changes by means of exchanges and atomic jumps at a 
particular temperature. The number of such possibilities depend on the actual 
configuration of the system. After some time, equilibrium will be reached for that 
particular temperature. Interface and surface roughness will have reached their 
equilibrium roughness values and the grains their sizes. If the temperature is changed 
the system will go toward the new equilibrium state. This may be a system with 
rougher interfaces and larger grains.  
The master equation defines the evolution in time of the probabilities of each lattice 
configuration. Let the symbol H denote a particular configuration, and k H→H’ the 
transition rate from H to H’. Figure 6.1 illustrates two of the many possible 
configurations of a system with 6 atoms on a 6x5 grid. In the figure, a transition 
mechanism from H to H’ is the hopping of the central atom to a nearby vacant site. A 
transition from H’ to H may occur through the opposite process. 
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H H’ 
 
Figure 6.1: A system with 6 atoms (black circles) on a 6x5 grid. Illustrated 
is the hopping of the central atom to a nearby empty grid point changing 
the configuration H  into H’. 
The master equation may be expressed in terms of sums over all the configurations 
 
eq. 6.1 
 
where t is time and PH(t) is the time-dependent probability of configuration H. The 
first term on the right-hand side reflects transitions from other configurations H’ into 
configuration H, and the second term represents transitions out of configuration H.  
Conventional thermodynamical MC simulation is a method for the calculation of 
average values in a given equilibrium thermodynamical ensemble. States in a space of 
configurations are generated and used for the calculation of the quantities of interest. 
The focus is on the convergence of the quantities calculated, and not on the 
generation of a sequence of states which properly corresponds to the dynamics of the 
system (in many cases the opposite is true).  
About 20 years ago MC simulations started to be used also for the study of kinetic 
processes. The aim of kMC simulation is to reproduce faithfully nonequilibrium, or 
relaxation processes7. The relaxation towards equilibrium in our system occurs via the 
preciously described processes, hopping and exchange, which have an activation 
barrier for their occurrence. Only when an atom is activated it may hop to a nearest 
neighbour site either randomly or with a probability which depends upon the energy 
that the atom will have in that site. Thus, the rate of hopping does not depend merely 
upon the relative energies of the configuration before and after hopping, as it would in 
a simple ‘spin-exchange’ Monte Carlo process, but rather the barrier plays an essential 
role. Diffusion thus proceeds via a two-step process and the simulation technique 
which matches this process is called kintec Monte Carlo8. 
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The average value of any variable, such as average grain size or root-mean-square 
roughness, may be expressed as a linear combination of the probabilities: 
 
eq. 6.2 
 
where Y is the quantity of interest, Y (H) is the value of Y associated with 
configuration H, and <Y>(t) denotes the time-dependent expectation value of Y .  
The number of configurations grows exponentially with the size of the lattice. 
Although it can be reduced by physical assumptions and symmetry arguments, it is 
clearly impossible to directly simulate the master equation for any realistic domain 
size. Alternatively the configurations can be realized in time according to their 
probability to occur by means of kMC simulations. In other words, the master 
equation defines the evolution in time of the probabilities of each lattice configuration 
while a kMC simulation is the stochastic realization of the configurations in the lattice 
model. This approach is also called importance sampling and dates back to the early 
usage of the computer MANIAC in statistical physics by Metropolis in 19538.  
A B 
Energy Landscape 
E a 
∆ E 
 
E b 
 
Figure 6.2: Schematic energy landscape for the transition of configuration 
H into H’ as illustrated in Figure Figure 6.1. 
The energy landscape associated with the transition is illustrated in Figure 6.2. The 
central atom is located in well A and when the transition is successful the atom will be 
situated in well B. The transition state theory9 provides the well-known expression for 
the transition rate 
 
eq. 6.3 
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where ω0 is the frequency at the well bottom.  
In the limit that the activation energy (Ea) and the energy dissipation in one vibration 
are much smaller than the thermal energy, the atom may either bounce back and forth 
until it thermalizes with a probability p inside the right well, or fall back with 
probability (1-p) into the initial well. An expression can be obtained for p when the 
principle of detailed balance is considered: 
 
eq. 6.4 
 
with Hp  and 'Hp the probability to find the atom in respectively well A and B at 
equilibrium and ∆E = Eb - Ea.  p then can be expressed as: 
 
eq. 6.5 
 
This expression is known as the Glauber expression10. In principle other expressions 
are possible provided the detailed balance condition is met. A scheme used by 
Metropolis is the following: 
 
eq. 6.6 
 
If the energy of the final state is lower (∆E<0) the change is accepted. If it is larger 
(∆E>0) randomly a number (r) is selected out of a uniform distribution between 0 and 
1. The move is accepted if r < exp(-β∆E) or else rejected.  
6.1.2 kMC Simulation Details 
6.1.2.1 The Lattice 
The most limiting aspect and, at the same time, the cause for its computational 
effectiveness is the usage of the lattice. Lattice sites are defined by their spatial 
location and deformation of the lattice under stress is not allowed. The simulation 
model consists of a 2D triangular grid that can be occupied by 4 different types of 
atoms. 
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Figure 6.3: A model space consisting of 231 grid points, 39 of which are 
occupied by atoms. The atoms are arranged such that they construct two 
grains. 
Usually the unit lattice distance is taken simultaneously to be the minimum atomic 
distance. This causes the ordering in the system to be either in one particular way, i.e. 
the way the lattice is ordered. In the model described in this chapter, the minimum 
allowed atomic distance is set to be two grid unit distances, see Figure 6.3. The 
advantage to introduce such an aspect is due to its allowance of granularity in 
simulations, i.e. it enables to a certain extent to simulate polycrystalline structures. 
With this integer value, 4 different types of grains are possible, two of which are 
illustrated in Figure 6.3. A larger value would enable more types of stacking, however 
more computation time would be required.  
A similar approach was explored in 1968 by Orban et.al11 where a 2D cubic grid was 
used and a minimum atomic distance of 2 grid units. It was shown that the system 
exhibits at least two phase transitions in some temperature range. These apparently 
were the first order solid-liquid and liquid-gas phase transitions. The model was later 
used by others to investigate grain growth12 and grainboundary melting12,13, at 
temperatures below the bulk melting temperature. New in our approach is the 
incorporation of the kinetic aspect and the application of the model to a ultrathin 
metallic multilayer. 
6.1.2.2 Boundary Conditions 
Periodic boundary conditionas are applied in both dimensions. A substrate is 
simulated by two rows of atoms that have sufficient large interaction energy with each 
other to remain fixed throughout the simulation. The row of atoms is positioned at 
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the bottom and at the top of the simulation grid. By leaving the upper part of the 
system empty a surface is induced. 
6.1.2.3 Cutoff Radius 
We scale the interaction energy for those atoms which are at least further apart than 
the equilibrium distance according to the functional given by LJ potential. For 
distances larger than the 1.5 minimum atomic distance units the interaction energy is 
set to zero. This implies that only for three distances between an atom and its 
neighbor an interaction is assumed (see Table 6-1 in which also the scaling factor is 
given).  
Distance (in units of the minimum atomic 
distance) 
Scaling energy factor (IEF) 
1 1 
1.275 0.3 
1.5 0.12 
Table 6-1: The interaction energy factor for the three relevant distances 
(given in units of minimum atomic distance) used to calculate the energy 
of a configuration. 
6.1.2.4 Atomic Mechanisms 
The structural evolution occurs through the movement of atoms. In the model an 
atom can hop to an empty nearby grid point (equal or smaller than two grid units, i.e. 
one interatomic distance) or it can exchange with one of its neighbours.  
During the simulation, first an atom is selected and then a nearby grid point, within 
the distance of 2 grid points. Both selections occur randomly. If the selected grid 
point is occupied by a different type of atom, or if it is empty and the atom can make 
a move to it (without violating the minimum atomic distance condition), the activation 
energies are calculated for the move.  
The move is executed in two steps. First the probability is calculated that the atoms 
overcome their activation energies. This is done with eq. 6.3, where the activation 
energy Ea is calculated depending of the local coordination(s) of the atom(s) as 
follows: 
 
eq. 6.7 
 
.
2
2
2
1
1
121 ∑∑ +=+=
NN
NN
NN
ef
NN
NN
NN
efaaa EIEIEEE
Chapter SIX 
 
 
144 
Here NNi denotes nearest atomic neighbours and the neighbouring grid points at 
1,275 and 1,5 atomic distances of atom i. NNiefI  denotes the interaction energy factor 
as given in Table 6-1 and NNiE the interaction energy (
a
iiE  see Table 6-2 and Table 
6-3) depending on the type of atoms that are interacting. (If the move is the exchange 
of two atoms, 1aE  and 
2
aE  are the activation energies of the two atoms while, if the 
move is the hopping of one atom, then 1aa EE =  and 0
2
=aE .) Once the probability 
of the move is calculated a random number (rn) between 0 and 1 is drawn. If rn < 
exp(-Ea/kBT) the move is considered activated and the execution proceeds to the next 
step, else the move is not accepted.  
In the second step the initial and final state energies are evaluated according to the 
Metropolis algorithm. Depending on the energy of the initial and final states the event 
is accepted or rejected according eq. 6.6. in the same way as was done by Metropolis. 
The evolution of the system strongly depends on the initial state of the system. Simple 
but as physically realistic as possible (within the constraints of the model) initial states 
are constructed and used in the simulations. 
6.1.2.5 Time 
There is no real time in thermodynamical MC simulation, and usually the number of 
steps, or better the number of steps per site (MCS) is used as ‘time’. The number of 
MC steps (MCS) is clearly not the correct measure, since it does not take into account 
that different processes last for different time intervals. Nevertheless, it is a good 
approximation to take t ∝ MCS [7]. 
In the simulations, the expected time between moves with the highest activation 
probability (eq. 6.3) of occurrence is taken the unit time. In case of a simulation where 
void hopping is allowed this move is taken as the move of an atom with 3 neighbours. 
The probabilities of all other moves, expected to have 3 or more atomic neighbours, 
are scaled with this probability. 
6.1.2.6 Interaction Energies 
In MC there is only one relevant energy per bond that usually can be obtained from 
the heat of formation. In kMC one needs also to estimate the energy values relevant 
for the calculation for the diffusion of atoms. The atom that is to move within the 
solid, does not need to break its binding iiE  to all its neighbours but, in effect, only 
partly given by aiiE .   
The interaction energies iiE  used in the simulations are deduced from the formation 
energies given in Table 6-2 for different materials. The energies are needed to 
transform one mol of the solid material into the gas state from room temperature, 
6.1 Kinetic Monte Carlo Simulation Model 
                                
145 
∆Hg. The division of this energy by the number of bonds per atom (3 for a 2D 
triangular grid)) gives approximately iiE .  
In literature the migration energy of Cu can be found to be ~800 meV14. This energy 
is the activation energy for an atom to hop to an empty neighbouring site. In our 
simulation model this corresponds to the partially breaking of 5 neighbours, i.e. 
a
iiE =160 meV.  
 Co  Cu  Ru(a)  Fe  
∆Hg, 293,3oK to gas (kJ/mol) 426,68 337,4 642,7 415,47 
a
iiE  (meV)15 203 160 305 197 
iiE  (meV) 1474 1166 2220 1436 
Table 6-2: The energies needed to transform one mol of solid material 
from room temperature into the gaseous ∆Hg state and the interaction 
energy between identical neighbours. 
If the neighbouring atoms are of different type the Eab energies in Table 6-3 are used.  
They are estimated using the energy of mixing ∆H and the Eaa values for the 2D 
triangular lattice with: 
eq. 6.8 
 
( ) HEEE bbaaab ∆−+= 3121  Co-Cu Co-Ru Fe-Ru 
∆H, Energy of mixing (meV/atom)16 147,9 156,7 120,8 
Eab (meV) 1271 1795 1788 
a
abE  (meV)15 174 146 245 
Table 6-3: Eab and ∆H as used for the kMC. The ∆H values are taken 
from ref 16. They have been calculated by means of density functional 
theory employing the local density approximation (LDA). The indicated 
energy of mixing is the total energy of the alloy (50-50 atomic %) at its 
calculated equilibrium volume minus the total energy of all the 
constituents in their calculated ground states. From the ∆H values and 
the values for Eaa in Table 6-2 the value for Eab are estimated using eq. 
6.8. 
( ) HEEE bbaaab ∆−+= 3121
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As a test of the model, the evaporation of a half-filled single crystalline system of Cu 
was simulated for different temperatures. From the rate of evaporation as a function 
of the temperature, an activation energy of 4080 meV could be obtained with an 
Arrhenius plot. This value is almost equal to 3.5*Eaa=4081 and is close to the binding 
energy of an atom at a flat surface with 4 neighbors (4*Eaa). Similarly, the mixing of 
the single crystalline Cu system is simulated where one half of the system is tagged 
differently than the other half. The rate of mixing as a function of temperature plotted 
in an Arrhenius plot yielded an activation energy of 1803 meV. This value is close to 
12*Eaa=1920 meV that is the activation energy of the exchange process in a defect 
less structure in the simulation model. These tests clearly show the self-consistency of 
the simulation model.  
6.1.3 The Initial State 
 
Figure 6.4: The initial state of a trilayer with two types of atoms. Void 
locations, grains and mixed and rough interfaces can be seen. In the 
upper part of the figure a row of atoms is included clarifying the presence 
of a surface. 
As mentioned before, 4 types of grains can be included in the simulation structure. 
This is done by first placing, either at random or systematically, seeds that then are 
allowed to grow to fill up the structure. The growth occurs randomly until the grains 
touch each other. It is also possible to fill up the structure at random, to create an 
amorphous like state.  
If an atom is positioned at a particular height in the system, the type of atom can be 
set to a particular one so that a multilayer can be constructed. It is possible to make 
the layers grow coherent and columnar, as is shown in Figure 6.4, but they can also be 
made incoherent. Voids are created by random removal of atoms in the lattice. 
Interfaces can be additionally mixed or roughened by a random exchange procedure.  
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Figure 6.4 shows a typical initial state of a trilayer that resembles a single magnetic 
layer packed between layers of another material. These are the kinds of layers that are 
of interest in this study, as has been discussed in the previous chapters. In general, the 
simulation grid consists of 400 x 200 points. 
6.1.4 Limitations of the Lattice Model. 
At forehand it is clear that the model uses basic assumptions, like the usage of a 
lattice, such that certain aspects of the structure, like stress, cannot be taken into 
account. This inevitably leads to discrepancies between simulation and experiments 
that in most cases prevents a quantitative agreement. 
The aim is to see whether the basic assumptions that are made within the framework 
of the lattice model are sufficient to have qualitative agreement with the experimental 
results. In addition we want to see what the influences are of particular parameters 
that are used as input. 
 
 
Figure 6.5: Snapshots of a (Cu) system with only one type of atoms initial (upper) and 
after 963 kMCS (lower) at 600K. The initial state contained 0,5% point defects. The 
row of atoms on the top indicates the boundary of the simulation system. 
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6.2 Results 
First the simulation of a single layer with one type of atom and afterwards the 
simulation of a trilayer with two types of atoms will be presented. The influence of 
voids and granularity on layer properties like surface roughness and layer thickness 
will be discussed. 
In this section most of the simulations are obtained with the parameters for Cu (single 
layer) and Co/Cu (trilayer).  
6.2.1 Single layer 
In Figure 6.5 two snapshots of the system with ~9200 atoms after 0 and 32047 MCS 
are shown. The initial state contains 0.5% point defects and is in a single crystalline 
state with 89 monolayers.  
During the simulation the system can be seen to evolve from the initial state towards 
equilibrium. The initial state contained point defects and a flat surface. As could be 
expected, the point defects either go to the surface or they accumulate together in the 
bulk and slow down in mobility. If the simulation runs long enough all the point 
defects will have moved out of the bulk. 
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Figure 6.6: The number of atom-void pairs, layer thickness and rms 
roughness of the same simulation as shown in Figure 6.5. The lines are 
fits to the simulation data. Both the dotted lines (stretched exponential) 
and the continuous lines (a/ln(b+Et)+c) fit the data nicely. 
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During the evolution of the system, the surface roughness, the layer thickness and the 
number of atom-void neighbours in the structure have been followed. The latter gives 
an indication for the resistivity of the structure. In Figure 6.6 the three aspects are 
plotted as a function of MCS. The lines are fits to the data. 
From the figure it can be seen that the rate of change can very well be fitted with both 
a/ln((b+Et)+c (continous lines) and a stretched exponential (dotted lines). This 
behaviour coincides very nicely with the experimental result on the Co/Cu system in 
Figure 5.17 in chapter five. This behaviour in annealing experiments are generally 
encountered in glassy systems where there is local order but no long range order. With 
annealing the local order is further increased by means of the elimination of defects. 
The influence of the point defect density and granularity on this behaviour can now 
be explored next. 
6.2.1.1 Influence of voids and granularity 
Figure 6.7 shows two curves indicating the evolution of the roughness in time for a 
system with grains and voids at 900K. Both show a similar dependency on anneal time 
that can be fitted with both free volume and trapping model. A simulation of a single 
crystalline system with no point defects and a perfect flat surface (not shown here) 
remained flat throughout a regular simulation with several millions MCS. 
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Figure 6.7:The evolution of the surface roughness in time for two initial  
states: crystalline with point defects (triangle) and grains (open circle). 
The lines are fits to the data. 
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The curves in Figure 6.7 are compared, the granular system (open circles) starts with a 
larger roughness value (0.38 grid units) and shows a smaller magnitude of change. The 
openings of the grain boundaries at the surface causes its initial higher roughness. As 
they remain, their contribution to the roughness remains. The magnitude being 
smaller is related to voids that are trapped at grainboundaries not reaching the surface. 
During the evolution of the granular system it could be seen that the defects on the 
surface diffuse and are trapped by the grainboundary openings, leading to the 
rounding of the edges of the openings and smoothening of the terraces. This is 
illustrated in Figure 6.8.  
 
Figure 6.8: Surface point defects are trapped by the grainboundary 
openings that leads to flat surfaces (terraces) and rounded grainboundary 
openings. Compare to Figure 6.4.  
Although eq. 2.44 and eq. 2.48 originate in principally from different models (the free 
volume and trapping model respectively) they both are able to fit the data well within 
the error margins and range of parameters. It is of interest to find to what extent and 
which one fits the data best. MC simulations now offer a nice possibility to explore 
how details of the simulations influence the time dependency of parameters. For 
example whether other type of atomic movement calculations also would lead to the 
same dependency can be explored. However this is out of the scope of this thesis and 
is not elaborated further.  
6.2.2 Trilayer 
Figure 6.9 shows a typical initial state of a trilayer system that is used in simulations, 
including voids, interface mixing and roughness. Grain boundaries also can be 
imposed as will be shown later.  
The settings for the simulation of the trilayer are identical to the previous simulations. 
Here in addition a new type of atom is introduced. The additional interaction energies 
Ebb and Eab are taken according to Table 6-2 and Table 6-3.   
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Figure 6.9: The initial state of a trilayyer system with two types of atoms. 
The initial state contained 1,3% point defects. The row of atoms on the 
top indicates the boundary of the simulation system. The inner layer is 
approximately 13 monolayers thick. The parameters for the Co/Cu 
system are used where the inner layer is set to be the Co. 
 
6.2.2.1 Evolution of the system 
It is possible to systematically vary many parameters and observe the influence on the 
stack evolution. However here only particular aspects relevant to the thermal stability 
experiments will be highlighted. In the following the influence of voids and the 
granularity on the evolution of the trilayer as shown in Figure 6.9 will be discussed. 
 Voids 
In the previous subsection the influence of voids on the evolution of a single layer 
could be seen. Also here first the voids move around in the system, either segregate 
out of the layer to the substrate or surface or agglomerate together, making them 
slower. In the following graph a snapshot of the system after 173 kMCS is shown that 
illustrates these processes. 
The voids that have gone to the substrate or remained in the bulk have further 
agglomerated and have formed bubbles. In addition, it is found that voids have a 
slightly higher probability to be found at interfaces than at other locations in the bulk. 
This is related to the energy gain of the configuration when the void is between two 
different atoms compared to when the void is between identical atoms.   
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Figure 6.10: Snapshot of a trilayer system with two types of atoms 
(Co/Cu) after 173 kMCS at 600K. Both void hopping and atom exchange 
mechanisms are allowed. The initial state is shown in Figure 6.9. 
 For longer simulation times the interfaces, where a certain degree of mixing was 
incorporated, showed clear demixing. Simulations of the same system without the 
atom exchange mechanism clearly indicate that this is induced by the exchange 
mechanism. 
Moreover, the exchange mechanism allows atoms at the interfaces to escape from 
their layer into the foreign layer (partial mixing) and diffuse homogenously around in 
the foreign layer (gas like behaviour). For the evolution at higher temperatures 
(>1300K), this mechanism is found to be the main source of diffusive material 
transfer in the simulations. Due to the exchange mechanism, the interfaces could be 
seen to fluctuate in position, such that sometimes it was possible to see that interfaces 
of the inner layer coincided, i.e. the thickness at that point became zero. After that a 
splitting-up of the layers could be seen due to the tendency to rounding of the layer 
edges to lower the surface energy.  
The probability for such a splitting to occur is related to the fluctuations of the 
interfaces on the one hand and on the thickness of the layer, on the other. If the layer 
is thin the layer could split up and due to the surface energy form small round grains 
that are magnetically decoupled from each other.  
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Figure 6.11: Snapshot of the system after 30 kMCS. Here the simulation is 
done in the standard MC method, i.e. without the rate calculation (Ea=0 
for all possible moves). In this way the equilibrium is reached faster (the 
dynamics is lost) and the snapshot gives an indication of the final state 
the kMC simulation evolves towards. 
In general in the beginning, the voids assisted diffusion is the main cause of change 
and once the voids are trapped the fluctuation of interfaces dominates the evolution 
of the system (<900K). For higher temperatures (>1300K), the exchange mechanism 
leads to partial mixing that becomes the main mechanism for material transport, while 
for lower temperature <900K material transport mainly occurs around interfaces. 
 Granularity 
Figure 6.4 shows a typical granular initial state build up out of 4 grains. Upon 
simulation the first striking difference with respect to previously discussed systems is 
the much faster elimination of voids in the system, simply due to the additionally 
capturing of the voids by the grain boundaries (see Figure 6.12). This implies that 
voids have a smaller influence on the evolution of polycrystalline stacks with smaller 
grains. Voids that are trapped at the grainboundaries increase the structural 
discontinuity that can be expected to decrease the magnetic coupling in case of a 
magnetic material.   
Another difference is in the dynamics of the grains. That is, the grain boundaries 
fluctuate in position, similar to the fluctuation of the interfaces mentioned in the 
previous section. Here the fluctuations are caused by the void hopping mechanism.  
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Figure 6.12: Snapshot of the granular trilayer system with two types of 
atoms (Co/Cu) after 429 kMCS at 600K. Both void hopping and atom 
exchange mechanisms are allowed. The initial state can be seen in Figure 
6.4. 
When two grain-boundaries coincide, its neighbours consume the grain in between 
(only occurred at a higher temperature, not shown here). The outer grains consume 
the inner grains due to the higher curvature of the grain surface of the inner grain: It is 
easier for an atom to escape from the surface of a sphere than from an inversely 
shaped object. The atom on a spherical surface has less binding neighbours compared 
to the other. In effect, the fluctuation of the grain boundary induces grain growth in 
time or sets a limit to the minimum grain size.  
Figure 6.13 shows the histogram of the system shown in Figure 6.12 after more or les 
equilibration. The equilibration is realised by simulating the system in the standard MC 
procedure where the rate of processes are necglected, i.e. Ea=0, and only ∆E is 
considered. The scale shows the occupation probability (%) in the system of the inner 
layer atom. It can be seen that the regions where the grain boundaries fluctuate, the 
occupation probability is lower, giving an indication for the location of the grain 
boundaries. Further, it can be seen that the inner layer atoms have a nonzero 
probability to occupy a position in the rest of the structure. At higher temperatures 
(>1300K) this probability strongly increases, where the innerlayer atoms diffuse in the 
other layer (and vice versa) by means of the exchange mechanism. The atoms with the 
lower binding energy (Eii) tend to wet (the atoms diffuse into the grain boundaries) 
the other layer. It is clear that in the final state the inner layer will have evolved into a 
layer with stronger structural discontinuous grain boundaries, at lower temperatures 
mainly due to the trapping of voids at the grainboundaries and at higher temperatures 
(or much longer annealing times) by means of diffusion into grainboundaries.  
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Figure 6.13: The histogram of the same system as in Figure 6.12 after 
equilibration. The scale shows the occupation probability in the system of 
the inner layer atom 
6.3 Discussion 
In a lattice model, where the atoms can only hop to a nearby empty grid point or 
exchange with a different type of neighbor, the number of local environments for a 
move are relatively small. Each of such an environment of an atomic move is 
characterized by an activation energy and the energy difference between the initial and 
final states. Some moves will be executed more often than others, depending on the 
relevant energies and the temperature, as given by eq. 6.3 and eq. 6.6. 
Within the spectrum of moves those with the relevant energies much larger than the 
Bolzmann energy kBT will be executed too rerely to have influence on the dynamics of 
the system during a simulation. By increasing the temperature some moves now will 
be executed more often such that they start to influence the dynamics.  
Figure 6.14 illustrates three typical local environments for moves where the associated 
energies are given. The open and closed circles are assumed to be atoms (the atom 
exchange mechanism) or they can be atoms and voids (void hopping) respectively. In 
Table 6-4 the (Ea+∆E)/kbT values for the three environments with different settings 
and assumptions are given. 
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 Atomic moves 
Ea=5Eaa+7Eab 
∆ E=0 I 
Ea=4Eaa+4Eab+4Ebb 
∆ E=3Eaa+3Ebb - 6Eab 
II 
Eaa 
∆ E= Eaa +Ebb - 2Eab 
III 
a 
Ea= +7Eab+4Ebb 
a a 
a a a 
a a 
 
Figure 6.14: Atomic moves in three different local environments where the 
associated energies Ea and ∆E are given. If the open circles are viewed as 
voids, the energies can be obtained by setting Eab=Ebb=0. 
It can be seen that for I, the exponent for the void hopping is much smaller than for 
the atom exchange while for II and III the situation is reversed. The latter originates 
from the fact that for those two cases the number of neighbouring atoms before and 
after the void hopping, while for the atom exchange this does not. The difference in 
the exponents for moves of type I is related to the size of the activation barrier that is 
proportional to the sum of the number of binding of the moving atoms. In the case of 
void hopping only one atom moves while in the case of atom exchange two atoms 
move and hence more bindings participate in the barrier calculation. Environments II 
and III, where the open circles in Figure 6.14 are voids, occur typically at stepped 
surfaces and void agglomerations.  
For our simulations this implies that a process where the number of neighbours is 
reduced almost does not occur and processes where this number increases occur 
relatively fast. This fast process can be identified in our simulations as the diffusion 
and trapping of voids. Once this fast process more or less finishes atomic moves 
where the number of neighbours remains constant drive the evolution of the 
structure. They are the atomic exchange and the hopping of an atom at the grain 
boundary from one grain to the other. The latter leads to the fluctuation of the grain 
boundaries while the exchange leads the fluctuation of interfaces. 
The simulation model is by far not fully explored in all of its aspects. Only some 
inspired by experimental investigations were explored, i.e. the voids and the granular 
nature, as well as the energy barrier height and interaction energies. Other aspects like 
incoherent growth, amorphous regions or interface mixing were not investigated. 
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T=600K Atom Exchange Void Hopping 
(Ea+∆E)/KbT Co/Cu Co/Cu 
I 43 15 
II 47 80 
III 42 26 
Table 6-4: (Ea+∆E)/KbT values for the three systems shown in Figure 
6.14 at 600K. A comparison has been made between the values for Atom 
Exchange and Void hopping. 
6.3.1 Comparison with Experiment 
Simulations showed qualitative agreement on three important aspects (partly as 
expected): the void segregation, the rate of change and the granularization. Interesting 
is the presence of two timescales in the experiments and in the simulation. (In the 
latter the fast one is related to the mobility of voids and the slower one is related to 
the exchange of atoms primarily around grainboundaries.) This confirms that the 
experimental annealing results are to a large extent related to the atomic movements in 
the structure at elevated temperature and the non-equilibrium state of the as-deposited 
structure. This agreement now offers the possibility to look into the detail of the 
processes with a large degree of control offered by the simulation. One aspect for 
example is to what extent the procedure to calculate the probabilities for the moves 
influences the dynamics, described by the stretched exponential.  
6.3.2 Conclusion 
In conclusion we have seen the realization of an atomistic lattice model with kMC 
simulation to simulate the thermal evolution of ultrathin metallic layer stacks.  The 
model was deduced mainly from prior knowledge of the structure of such stacks and 
their modelling found in literature and is implemented on systems resembling the 
experimentally investigated structures. 
In the simulations remarkable qualitative agreement with experiments could be found: 
The thickness reduction, granularization and the logarithmic behaviour found with 
experiments could also be found in the simulations. These clearly support the simple 
microscopic origin of most of the experimental observation in the thermal stability 
experiments. 
The simulations have presented a new and more detailed picture of how microscopic 
processes can evolve the structure of an ultra thin multilayer. However one should be 
careful at this stage and consider it more as a tool that shows what to look for during 
experiments.    
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Summary 
With the possibility to make high quality atomic scale magnetic multilayer structures, 
new phenomena have been discovered like Interlayer Exchange Coupling, Giant 
Magneto Resistance (GMR) or Tunnel Magneto Resistance (TMR). These discoveries 
have led to many new applications, like a GMR read head to read the increased bit 
density in modern hard disks, and new applications are being developed like the 
Magnetic Random Access Memory (MRAM), a fast non-volatile computer memory. 
In general, the new artificial ultrathin structures that are the basis of these devices are 
not in thermal equilibrium and structurally evolve in time upon heating. As these 
structural changes also affect the magnetic properties, it is both of technological and 
fundamental interest to understand this evolution. The main focus of this thesis has 
been on the thermal stability of ultrathin magnetic metallic multilayers. Three material 
systems have been investigated to this extent: Co/Ru, CoFe/Ru and Co/Cu. These 
multilayer systems were all prepared with the industrially relevant sputtering 
technique, using the preparation and characterization facilities of Siemens Research 
Laboratories, at Erlangen. 
The smallness of the structures of interest prevents the direct observation of the 
evolution of the system. In this work a combination of various techniques are used to 
investigate the evolution of the magnetic, electric and structural properties of the 
multilayer structures. Among the techniques used are the well known Vibrating 
Sample Magnetometry (VSM), X-Ray Diffraction and Scattering (XRD and SAXS), 
Transmission Electron Microscopy (TEM) and Magneto-Optical Kerr Effect 
(MOKE). In addition, we have developed and applied the new technique of 
Magnetization induced Second Harmonic Generation (MSHG). 
In these ultrathin layers, the interfaces are very important, as most, if not all, of the 
new phenomena are related to the buried interfaces in the structures. However, it is 
very difficult yet simultaneously very important to access these interfaces. MSHG is an 
interface sensitive magneto-optical technique that has been a proven tool to probe 
buried interfaces. In chapter 3 the MSHG investigation of CoNi/Pt ultrathin films as 
a function of sputtering Ar pressure are presented. A clear correlation between the 
interface roughness and the crystallographic contribution of the MSHG signal is 
established. In addition, the MSHG as a powerful tool to probe buried magnetic 
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interfaces is demonstrated by finding the optimum deposition pressure for obtaining 
good CoNi/Pt interfaces. 
The theoretical background of the new phenomena and the micromagnetic behaviour 
are also treated in this work. Two models (the free volume model and the trapping 
model) are discussed that attempt to describe the structural changes of thermally 
nonequilibrium structures upon isothermal annealing. In addition, micromagnetic 
simulations, where the polycrystalline nature of the magnetic layer is explored, are 
presented. 
Already before annealing some striking aspects of the investigated structures were 
discovered. The first one was the strong dependency of the magnetic hardness of the 
thin CoFe layer on its Ru buffer layer thickness. The second was the large difference 
in properties between the seemingly similar Cu/Co/Ru and Ru/Co/Cu magnetic 
layers. The first could experimentally be correlated to the increasing discontinuity at 
the crystallite boundaries, weakening the magnetic coupling across the boundary, and 
the increased magnetic anisotropy as a result of uniaxial stress. Micromagnetic 
simulations have been successfully used to verify this. The second was shown to be 
the result of the interplay between the order of growth and sputter parameters of Ru 
and Co. In addition, this order in growth was found to strongly influence the thermal 
stability of the structure. 
Upon annealing of the three material combinations, CoFe/Ru, Co/Ru and Co/Cu, 
common aspects could be found in their structural evolution as well as clear 
differences. In general the Co/Ru was the least stable one. It is related to a large 
extent to the stronger initial mixing and the large lattice mismatch that relaxes upon 
annealing. The Co/Cu combination was found to be more stable, which is due to the 
good lattice matching and a strong demixing force between Co and Cu. The structure 
did show strong changes upon annealing, however, the evolution is not degrading the 
structure, thus the magnetic phenomena are preserved and even inprove. This 
suggests that relatively stable structures with excellent GMR properties can be made 
based on Co/Cu, simply by applying a post anneal heat treatment that allow the 
structure to relax to a more stable configuration. The stability of CoFe/Ru is in-
between the other two material combinations. Despite the large lattice mismatch, the 
system is more stable than Co/Ru due to the stable bcc CoFe structure (preventing 
any strong mixing with Ru).  
The three systems also showed some common behaviour upon isothermal annealing. 
In the first heat treatments they al showed resistivity reduction, GMR improvement 
and increase of the coercivity. Further experimental investigation (CoFe/Ru only) 
showed layer thickness reduction. The origin of the common changes like the 
resistivity reduction and GMR improvement were identified as defect elimination in 
the structure. The coercivity increase was found to be the consequence of the 
granularization of the magnetic layer. This is best seen in the Co/Ru system where the 
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granularization goes much further than in the other systems (the Co layer splits up 
into magnetically independent superparamagnetic particles). 
The common behaviour of the multilayer structures of three very different material 
combinations suggests that the mechanisms behind are the same and that it is related 
to the nonequilibrium polycrystalline nature of the structure with many defects. 
Indeed, 2D Kinetic Monte Carlo simulation using a model that allows to incorporate 
the relevant dynamic aspects clearly confirmed this. In addition, the rate of change in 
both experiments and simulations showed the same time dependency that nicely is 
described by both the free volume model and the trapping model. 
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Samenvatting 
De thermische stabiliteit van nanometer dunne lagen (één nanometer = één miljoenste 
van een millimeter en komt overeen met ongeveer vijf atoomlagen) is een nieuw 
technologisch als ook een nieuw fysisch onderzoek gebied, wat steeds belangrijker 
wordt met het alsmaar toenemend belang van de nanotechnologie. In dit proefschrift 
zijn drie belangrijke bijdragen te vinden. Ten eerste zijn er de resultaten die direct het 
gevolg zijn van het thermische stabiliteit onderzoek, namelijk de verschillen en 
overeenkomsten tussen de op Co/Ru1, CoFe/Ru2 en Co/Cu3 gebaseerde multilagen. 
De eruit voortvloeiende inzichten zijn voorts getest en verder verfijnd met behulp van 
micromagnetische en Monte Carlo computer simulaties. Ten tweede is er de bijdrage 
aan de verdere ontwikkeling van de nieuwe grensvlak gevoelige niet-lineaire magneto-
optische techniek van Magnetizatie geïnduceerde Tweede Harmonische Generatie 
(MSHG). Hierbij is eenduidig de gevoeligheid van MSHG voor de grensvlak 
magnetisatie gedemonstreerd en is er een correlatie aangetoond tussen de ruwheid van 
het CoNi/Pt grensvlak en het effect hiervan op het MSHG signaal4. Ten derde is er 
een groeiprocedure ontwikkeld waarmee de magnetische hardheid van een ultradunne 
CoFe laag eenvoudig gemanipuleerd kan worden en zodoende de gewenste hardheid 
gegeven kan worden, met een varieerbaarheid van meer dan een orde van grootte2,5.  
Met de daadwerkelijke vervaardiging van ultra dunne magnetische metallische 
multilagen (enkele atoomlagen dik) van zeer hoge kwaliteit zijn er nieuwe fysische 
fenomenen ontdekt zoals de sterke magnetische tussenlaagse koppeling (IEC), het 
tunnel magnetoweerstand effect (TMR) of het gigantische magnetoweerstand effect 
(GMR). Deze ontdekkingen hebben inmiddels geleid tot vele nieuwe toepassingen  
zoals de GMR leeskop, welke het mogelijk maakt om de hoge informatie dichtheid op 
moderne harde schijven te lezen, of de contactloze hoek- en positie sensoren welke 
ook van het GMR effect gebruik maken (Figuur 1). Op dit moment is men bezig, 
gebaseerd op deze multilagen, een niet-vluchtige geheugen te ontwikkelen (Magnetic 
Random Acces Memory) welke geen informatie verliest als plotseling de spanning 
wegvalt. 
In het algemeen zijn deze kunstmatige multilaag structuren niet in thermisch 
evenwicht en vertonen relatief sterkere veranderingen als functie van de tijd bij 
verhoging van de temperatuur, naarmate de afmetingen kleiner worden. De toename 
van het aantal ventilatoren in huidige computers is hiervan een direct gevolg. Het is 
vanuit technologisch oogpunt als ook vanuit fundamenteel natuurkundig oogpunt van 
belang, de thermische evolutie van deze structuren te bestuderen en te begrijpen. Dit 
proefschrift houdt zich daarom bezig met de thermische stabiliteit van ultradunne 
magnetische metallische multilagen. 
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Figuur 1: Schematische illustratie van een GMR rotatie sensor waarbij de 
magnetisatie van een van de magnetische lagen in de GMR sensor de 
oriëntatie van de permanente magneet volgt,  waardoor de weerstand van 
de multilaag verandert (≡het GMR signaal). Naar links wordt de 
multilaag structuur tot atomair niveau schematisch vergroot. 
Drie verschillende materiaal combinaties zijn in dit kader onderzocht op hun 
eigenschappen: Co/Ru, CoFe/Ru and Co/Cu. Deze multilagen zijn allemaal 
vervaardigd met de industrieel relevante sputtergroei techniek waarbij gebruik is 
gemaakt van de groei en karakterisatie mogelijkheden welke voorhanden waren bij de 
Research Laboratoria  van Siemens in Erlangen.   
De grootste handicap bij de karakterisatie zijn de kleine afmetingen van de lagen (vele 
malen kleiner dan de optische golflengten) wat ertoe leidt dat het bijna onmogelijk is 
om de structurele evolutie van de multilagen direct te observeren. Om een zo volledig 
mogelijk beeld te vormen is ervoor gekozen om gebruik te maken van verscheidene 
technieken, elk met een eigen set van eigenschappen waar ze gevoelig voor zijn. 
Magnetische, elektrische en structurele eigenschappen zijn onder meer onderzocht 
met de vibrating sample magnetometer (VSM),  röntgen diffractie (XRD), röntgen 
reflectie (SAXS), elektronen microscopie (TEM) en het lineaire magneto-optische 
Kerr effect (MOKE).   
De grensvlakken in deze structuren zijn zeer belangrijk, immers, hun aanwezigheid en 
hun hoge kwaliteit bepalen het al of niet aanwezig zijn van de gewenste fenomenen. 
Het is zeer moeilijk maar wel zo belangrijk om toegang te krijgen tot die grensvlakken. 
De magnetisatie geïnduceerde tweede harmonische generatie (MSHG) is een nieuwe 
niet-lineaire magneto-optische techniek waarvan is aangetoond dat het gevoelig is voor 
magnetische grensvlakken van ultradunne multilagen. Er is dan ook gebruik gemaakt 
Samenvatting 
 
                                
165 
van deze techniek, terwijl tegelijk een bijgedrage is geleverd aan de verdere 
ontwikkeling ervan. In hoofdstuk 3 wordt deze krachtige methode gebruikt om de 
optimum sputter depositie druk zichtbaar te maken van CoNi/Pt ultradunne 
multilagen waarbij een eenduidige correlatie gevonden wordt tussen de grensvlak 
ruwheid en de verschillende bijdragen tot het MSHG signaal.  
In dit werk worden tevens de theoretische achtergronden van de nieuw ontdekte 
fenomenen ingeleid en het micromagnetisch gedrag van ultradunne granulaire 
magnetische lagen behandeld. Daarnaast worden twee modellen (free volume en 
trapping model) kort ingeleid welke de structurele evolutie beschrijven van structuren 
die niet in thermische evenwicht zijn.  
Direct na vervaardiging laten de multilaag structuren verrassende eigenschappen zien. 
Ten eerste is er de sterke afhankelijkheid van de magnetische hardheid van een dunne 
CoFe laag van de dikte van zijn Ru ondergrond laag. Deze waarneming kan worden 
verklaard door de observatie van een toenemende discontinuïteit tussen de 
kristallieten waaruit de magnetische laag is opgebouwd en door de toename van de 
magnetische anisotropy van deze kristallieten als gevolg van uniaxiale groei 
spanningen (Figuur 2). Micromagnetische simulaties ondersteunen deze bevindingen. 
Een tweede onverwachte eigenschap is het grote verschil tussen Cu/Co/Ru en 
Ru/Co/Cu multilagen, met schijnbaar gelijke structuren. De verschillen laten zich 
verklaren door de volgorde van groei en de verschillende sputter parameters voor Co 
en Ru. Deze verschillen blijken grote gevolgen te zullen hebben voor de thermische 
stabiliteit van de structuren. 
Ru 5 nm
CoFe 2 nm
Ru 45 nm
 
Figuur 2: TEM beeld van de Ru/CoFe/Ru/Cr systeem waarin de 
kolomnaire groei en de verscherping van de kristalliet grenzen van Ru 
(45nm)  met toenemende dikte duidelijk zichtbaar zijn.  
Na verwarming van de drie systemen blijken er gemeenschappelijke aspecten te zijn in 
hun structurele evolutie, maar ook duidelijke verschillen. In het algemeen blijkt Co/Ru 
de minst stabiele van de drie, met meer vermengde grensvlakken die een grotere 
structurele relaxatie vertonen. Co/Cu blijkt het stabielst te zijn, wat voor een groot 
deel het gevolg is van de goede structurele compatibiliteit van Co en Cu (qua grootte). 
De structuur vertoont significante veranderingen met temperatuur, maar deze zijn in 
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het algemeen niet desastreus. De magnetische eigenschappen blijven behouden en 
sommige verbeteren zelfs. Dit levert de mogelijkheid om zeer stabiele systemen te 
maken met zeer goede eigenschappen door ze eenvoudig een post-depositie 
warmtebehandeling te laten ondergaan. De structuur gaat dan naar een stabielere 
toestand waar de gewenste eigenschappen behouden blijven. De stabiliteit van 
CoFe/Ru bevindt zich tussen de twee andere systemen in, ondanks de vergelijkbaar 
grote structurele incompatibiliteit tussen CoFe en Ru als tussen Co en Ru. De oorzaak 
kan gevonden worden in de stabiele CoFe bcc structuur welke vermenging met Ru 
verhindert. 
Alle drie de systemen vertonen gemeenschappelijk een elektrische weerstand 
vermindering, GMR-signaal verhoging en een toename in de magnetische hardheid na 
de eerste warmte behandeling. Dit blijkt ook gepaard te gaan met laag dikte 
vermindering (onderzocht alleen voor CoFe/Ru). De oorsprong voor deze 
gemeenschappelijke waarnemingen blijkt de segregatie en eliminatie van defecten in de 
structuur te zijn, hetgeen verder wordt onderbouwd met kinetische Monte Carlo 
simulaties. De toename van de magnetische hardheid blijkt het gevolg te zijn van 
granularisatie van de magnetische laag, waarbij de magnetische koppeling tussen de 
kristallieten vermindert. Dit laatste kan het beste gezien worden in het Co/Ru systeem 
waar dit proces veel verder gaat, dusdanig dat de magnetische kristallieten geheel 
ontkoppeld raken en zich gedragen als superparamagnetische deeltjes. 
De overeenkomsten tussen de drie verschillende materiaal systemen suggereren dat de 
mechanismen achter de waarnemingen dezelfde zijn en gerelateerd zijn aan de niet-in-
evenwicht zijnde polykristallijne structuur met zijn vele defecten. Inderdaad laten 
kinetische Monte Carlo simulaties, waarin vele relevante aspecten van een atomaire 
polycrystalline structuur mee genomen kunnen worden, dit zien. Verder blijkt ook dat 
de veranderingen als functie van tijd tussen experimenten, simulaties en de modellen 
(free volume and trapping model) verrassend goed met elkaar in overeenstemming 
zijn.
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Abbreviations 
AAF Artificial anti-ferromagnetic subsystem 
AAFRu Ru/Co1.8/Ru0.7nm/Co1.8/Ru 
AF Anti-ferromagnetic 
AFM Atomic force microscopy 
AMR Anisotropic magnetoresistive effect 
CCR/CCRx Cu/Co/Ru, where the x indicates the variation of the Ru thickness 
CMOS Complementary metal-oxide semiconductor 
DRAM Dynamic random access memory 
FET Field-effect transistor 
FWHM Full width half maximum 
GMR Giant Magnetoresistance 
GSAAF Geometric symmetric AAF: Cu/Co1.8/Ru0.7/Co1.8/Cu 
IEC Interlayer exchange coupling 
IGEC Intergrain exchange coupling 
kMC Kinetic Monte Carlo 
LJ-potential Lennard-Jones-potential 
MBE Molecular beam epitaxy 
MC Monte Carlo 
MCS Monte Carlo step 
MOKE Magneto-optical Kerr effect 
MR Magnetoresistivity 
MRAM Magnetic random access memory 
  
 
MSAAF Magnetic symmetric AAF: Cu/Co2.1/Ru0.7/Co1.8/Cu 
MSHG Magnetization-induced second harmonic generation 
PMA Perpendicular magnetic anisotropy 
PSPD Position sensitive photo diode 
PZT Lead zirconium titanate 
RCC/RxCC Ru/Co/Cu, where the x indicates the variation of the Ru thickness 
RKKY coupling Ruderman-Kittel-Kasuya-Yosida coupling 
SAXS Small angle X-ray scattering 
SHG Second harmonic generation 
STM Scanning tunneling microscopy 
TEM Transmission electron microscopy 
TMR Tunneling Magnetoresistance 
UHV Ultra high vacuum 
VSM Vibrating sample magnetometry 
XRD X-ray diffraction 
 
