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Localization phenomena in a DNA double helix structure : A twisted ladder model
Sourav Kundu∗ and S. N. Karmakar†
Condensed Matter Physics Division, Saha Institute of Nuclear Physics, 1/AF, Bidhannagar, Kolkata 700 064, India
In this work we propose a model for DNA double helix within the tight-binding framework that
incorporates the helicity of the molecules. We have studied localization properties of three DNA
sequences,the periodic poly(dG)-poly(dC) and poly(dA)-poly(dT) sequences and the random ATGC
sequence, all of which are coupled to backbone withrandom site energies representing the environ-
mental fluctuations. We observe that due to helicity of DNA, electron transport is greatly enhanced
and there exists almost a disorder-strength independent critical value of the hopping integral, that
accounts for helicity of DNA, for which the electronic states become maximally extended. We have
also investigated the effect of backbone energetics on the transmission and I − V characteristics of
DNA.
PACS numbers: 72.15.Rn, 73.23.-b, 73.63.-b, 87.14.gk
I. INTRODUCTION
In recent years interest on DNA mediated charge mi-
gration has enhanced remarkably because its potential
for the development of new generation DNA-based nano-
electronic devices and computers. Also in biology, a pre-
cise understanding of the mechanism of electron trans-
port along DNA could play an important role for the
description of the processes like damage sensing, pro-
tein binding, gene regulation, cell division, etc. However,
the question that does DNA conduct electron is quite in-
triguing to the physicists as well as biologists, and, even
today the electronic and transport properties of DNA
are not well understood. Inspite of the current intense
debate, the electron transport properties of DNA were
being addressed soon after the discovery of the double
helix structure of DNA by Watson and Crick [1]. Eley
and Spivey [2] first suggested that DNA could behave
like an electric conductor. More recently with the ad-
vent of measurements on single DNA molecule, Kelley
et al. [3] showed that DNA behaves like a conducting
molecular wire. But a number of conflicting experimen-
tal results [4–11] and a variety of theoretical models [12–
22] appeared in the literature. Experiments on periodic
double stranded poly(dG)-poly(dC) DNA sequence re-
ported both conducting [4] as well as semiconducting [5]
behavior. Measurements on aperiodic λ-phage DNA se-
quence suggested that it could be metallic [4], supercon-
ducting [23] at low temperature or insulating [9]. Unam-
biguous and reproducible experimental results are still
a great technological challenge due to the complexity
of environment, thermal vibrations, contact resistance
and sequence variability of the DNA molecules. On the
other hand, lack of clear understanding of charge trans-
fer mechanism in DNA leads to various phenomenolog-
ical models in which charge transport is mediated by
polarons [24], solitons [15], electrons or holes [25–27].
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The electronic properties and the conducting behavior
of DNA thus remain highly controversial and Ref. [28]
provides an excellent review on this issue.
In order to explain the diverse experimental results,
one should consider three different contributions that
are present in an experiment with DNA, namely, the
sequence of the pairs of nucleotides(i.e., base-pairs) in
DNA, the presence of backbones and the influence of
environment. The environment in turn pieces out into
three main parts, the substrate on which experiments are
performed, the surrounding temperature [29] and the hu-
midity. As the sugar-phosphate backbones are negatively
charged and hanging outside the double-helix structure
of DNA, they can easily interact with the substrate and
the effective on-site energies of the backbone get modu-
lated to a great extent [7–9, 23, 30, 31]. The experiments
with DNA are performed mostly in two different condi-
tions: i) in natural aqueous buffer solutions, and ii) in
dry conditions. In DNA’s natural aqueous buffer solu-
tion, the backbone phosphates usually attract counter-
ions and polar water molecules to neutralize the phos-
phates, and in the process modify their ionization poten-
tial [32]. Even for the dry case in vacuum, there are few
counter-ions or water molecules that may still reside on
the phosphates of the backbones even after the drying
process and hence can change the effective on-site energy
of the backbone sites. Though the main conducting path-
way is believed to be the π−π interaction of the stacked
base-pairs in double stranded DNA and the backbones
do not take part directly in the electronic transport pro-
cess of DNA, one can significantly control the transport
behavior of DNA just by tuning the environment which
effectively modifies the backbone on-site energies intro-
ducing disorder. We have shown that this kind of control
can ignite a semiconducting to metal transition in the
conducting behavior of DNA.
In this paper we study the electronic conduction prop-
erties of DNA double helix within the tight-binding
framework where environmental fluctuations are mod-
elled in terms of disordered on-site potentials of the back-
bone sites. We propose a model that explicitly takes into
account the helicity of the DNA molecule. We have ob-
2served that helicity significantly enhances electronic con-
duction, and, the interplayof helicity and backbone dis-
order has nontrivial effects on the transmission charac-
teristics of the DNA molecules.
This paper is organized as follows. In Sec. II we in-
troduce the model Hamiltonian and briefly describe our
theoretical formulation. We analyze our numerical re-
sults in Sec. III and finally conclude in Sec. IV.
II. MODEL AND THEORETICAL
FORMULATION
DNA, carrier of genetic code of all living organism, is a
long and complex biological macro-molecule, a π-stacked
array of base-pairs made from four nucleotides guanine
(G), adenine (A), cytosine (C)and thymine (T) coupled
via hydrogen bond and forms a double-helix structure as-
sociated with sugar-phosphate backbone attached to each
base-pair [21]. In most of the theoretical models it is as-
sumed that electronic transport [17, 33–35] is through the
long-axis of the DNA molecule. In the present study, the
helicity of the DNA molecule is incorporated in a tight-
binding (TB) dangling backbone ladder model [21, 36] by
adding hopping integrals due to the proximity of atoms
in the upper strand with the corresponding atoms of the
lower strand in the next pitch (see Fig. 1). The Hamil-
tonian for the twisted ladder model can be expressed as
HDNA = Hladder +Hhelicity +Hbackbone , (1)
where,
Hladder =
N∑
i=1
∑
j=I,II
(
ǫijc
†
ijcij + tijc
†
ijci+1j +H.c.
)
+
N∑
i=1
v
(
c†iIciII +H.c.
)
, (2)
Hhelicity =
N∑
i=1
v′
(
c†iIIci+nI +H.c.
)
, (3)
Hbackbone =
N∑
i=1
∑
j=I,II
(
ǫ
q(j)
i c
†
iq(j)ciq(j)
+ t
q(j)
i c
†
ijciq(j) +H.c.
)
, (4)
where c†i and ci are the creation and annihilation oper-
ators for electrons in the ith Wannier state, tij = hop-
ping integral between neighboring nucleotides along each
strand of the ladder, ǫij = on-site potential energy of
the nucleotides, t
q(j)
i = hopping amplitude between a nu-
cleotide and the corresponding backbone site, ǫ
q(j)
i = on-
site potential energy of the backbone sites with q(j) =↑, ↓
for j=I and II respectively denoting upper and lower
backbone sites, v = interstrand hopping integral between
two neighboring sites of DNA within a given pitch, v′ =
interstrand hopping integral between neighboring atomic
sites in the adjacent pitches which actually accounts for
the helical structure of DNA. Here n is the number of
sites in each strand within a given pitch. For simplicity
we set ǫ
q(j)
i = ǫb, tij = ti and t
q(j)
i = tb.
It is possible to obtain an analytical expression for the
dispersion relation of an infinite homogeneous DNA chain
(setting ǫij = ǫ and ti = t) modeled by twisted ladder
in the absence backbones. Using Bloch’s theorem, the
dispersion relations for the highest occupied molecular
orbital (HOMO)(E−) and the lowest unoccupied molec-
ular orbital (LUMO)(E+) can be expressed as E± =
ǫ+2t cos(k)±
√
v2 + v′2 + 2vv′ cos(nk), which are sepa-
rated by an energy gap Eg = 2
√
v2 + v′2 + 2vv′ cos(nk).
Notice that for fixed v and v′, Eg explicitly depends on
n.
FIG. 1: (Color online). Schematic view of the twisted ladder
model for electronic transport along ds-DNA. The red (thick)
and blue (thin) lines are the two strands and the solid dots
on them are the nucleotides. The solid lines between the solid
dots represent the interstrand hopping (v) between neighbor-
ing nucleotides within a given pitch and dashed lines represent
the interstrand hopping (v′) between neighboring nucleobases
of adjacent pitches. Backbones are not shown in the figure.
In order to study the transport behavior of DNA, we
use semi-infinite 1D chains as leads connected cross-wise
to the left (L) and right (R) ends of the DNA double
helix and the Hamiltonian of the entire system is given
by H = HDNA +HL +HR +Htun. The explicit form of
HL, HR and Htun are
HL =
0∑
i=−∞
(
ǫc†ici + tc
†
i+1ci +H.c.
)
, (5)
3HR =
∞∑
i=N+1
(
ǫc†ici + tc
†
i+1ci +H.c.
)
, (6)
Htun = τ
(
c†0c1 + c
†
NcN+1 +H.c.
)
, (7)
where τ is the tunneling matrix element between DNA
and the leads.
We use the Green’s function formalism in order to ob-
tain transmission probability T (E) of electron [37, 38]
through DNA. The single particle retarded Green’s func-
tion operator for the entire system at energy E is given
by Gr = (E − H + iη)−1, where η → 0+. The trans-
mission probability is given by T (E) = Tr[ΓLG
rΓRG
a],
E being the incident electron energy and the trace is
over the reduced Hilbert space spanned by the DNA
molecule. The retarded and the advanced Green’s func-
tions in the reduced Hilbert space can be expressed as
Gr = [Ga]† = [E − HDNA − ΣrL − ΣrR + iη]−1, where
Σ
r(a)
L(R) = H
†
tunG
r(a)
L(R)Htun and ΓL(R) = i[Σ
r
L(R)−ΣaL(R)],
G
r(a)
L(R) being the retarded(advanced) Green’s function for
the left(right) lead. Here ΣrL(R) and Σ
a
L(R) are the re-
tarded and advanced self-energies of the left(right) lead
due to its coupling with the DNA molecule. It can be
easily shown that ΓL(R) = −2 Im(ΣrL(R)).
Restricting ourselves within the linear response regime,
at absolute zero temperature, the conductance g is given
by the two-terminal Landauer formula g = 2e
2
h T (EF )
and the current for an applied bias voltage V is given by
I(V ) =
2e
h
∫ EF+eV/2
EF−eV/2
T (E)dE , (8)
EF being the Fermi energy. Here we have assumed that
there is no charge accumulation within the system, i.e.,
the voltage drop occurs only at the boundaries of the
conductor.
III. RESULTS AND DISCUSSIONS
We first study the localization properties of the system.
The localization length l of the system is calculated from
the Lyapunov exponent [39]
γ = 1/l = − lim
Λ→∞
1
Λ
< ln(T (E)) > , (9)
where Λ = length of the system in terms of basepairs,
and <> denotes average over different disorder configu-
rations. In actual experimental situations there are vari-
ous environmental fluctuations. We have simulated these
environmental fluctuations in the model by considering
the backbone site energy ǫb to be randomly distributed
within the range [ǫ¯b-w/2, ǫ¯b+w/2], where ǫ¯b is the av-
erage backbone site energy and w represents the disor-
der strength. For the purpose of numerical investigation
the on-site energies of the nucleotides are taken as the
ionization potentials, and the following numerical val-
ues are used through out this work: ǫG = −0.56eV ,
ǫA = −0.07eV , ǫC = 0.56eV , ǫT = 0.83eV . The in-
trastrand hopping integrals between like nucleotides are
taken as t = 0.35eV while those between unlike nu-
cleotides are taken as t = 0.17eV . We take interstrand
hopping parameter to be v = 0.3eV . As all the nucle-
obases are connected with sugar-phosphate backbone by
identical C-N bonds, the corresponding hopping param-
eter between the nucleobase and backbone is taken to be
equal for all the cases and we take tb = 0.7eV [19]. The
parameters used here are the same as those used in [11]
which were extracted from the ab initio calculations [40–
42].
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FIG. 2: (Color online). Lyapunov exponent γ vs v′ for three
DNA sequences at six different disorder strengths (w). The
left column shows plots for ǫ¯b = 0 eV and the right column
for ǫ¯b = 3 eV. The critical values of v
′ (say, v′c) correspond-
ing to the minima of γ are almost insensitive to the disorder
strength.
In Fig. 2 we have plotted inverse localization length
γ of the periodic poly(dG)-poly(dC) and poly(dA)-
poly(dT) sequences and the random ATGC sequence
with respect to v′ (where v′ accounts for the helicity of
DNA) for various values of the disorder strength w. It has
been observed that all the curves have a general shape
for the periodic as well as random DNA sequences. The
variation of γ with v′ is not monotonic, there exists a flat
minimum of γ for each sequence and the position of this
minimum for a specific sequence is almost insensitive to
the disorder strength w. As we increase v′ starting from
zero, γ starts decreasing, which is quite natural because
by allowing v′ we are opening new channels for electron
4conduction, so the system becomes much more conduc-
tive and γ decreases. Now there is a flat minimum which
signifies that in this region the system is most conducting
as both the channels, one along the main DNA ladder
and one arising due to helicity,are contributing almost
equally.
Then γ starts increasing implying that v′ channel
starts to dominate over the other channels due to t and
v, and as we further increase v′ the system becomes more
and more like a 1D disordered one (as the role of t and v
becomes negligible). As in the 1D systems Anderson lo-
calization sets in if we introduce small amount of disorder
into the system, the same thing is also happening here as
we increase v′ beyond the minimum, γ starts increasing
indicating that the system effectively becoming a 1D dis-
ordered one. One may ask why these minima of γ versus
v′ plots are almost insensitive to disorder strength. The
minimum of any γ versus v′ curve is a result of the com-
petition of two channels, the v′ channel and resultant of
t and v channels. Disorder can change the magnitude of
γ but it has nothing to do with the nature of this com-
petition, so the minima occurs almost at the same value
of v′ irrespective of the disorder strength.
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FIG. 3: (Color online). Lyapunov exponent γ vs v′ for three
DNA sequences at a fixed disorder strength (w=5) for two
cases ǫ¯b = 0 eV and ǫ¯b = 3 eV. Figure shows that there is a
shift in positions of the minima for γ vs v′ curves depending
on the value of the average backbone site-energy (ǫ¯b).
In Fig. 3 we have plotted γ versus v′ for a fixed dis-
order strength (w=5) for various values of ǫ¯b. It is to
be noted that here the minima are sensitive to the aver-
age backbone site energy(ǫ¯b), the minima get shifted as
we increase ǫ¯b. To explain this one should look at the
renormalized site energies of the basepairs, as we dec-
imate the backbone sites. Let us look at the expres-
sion for the renormalized site energy of the nucleobases
ǫ′i = ǫi − t
2
b
ǫb−E
, the fluctuation in ǫi due to disorder in
backbone site energy becomes smaller as we increase ǫ¯b
at a given w. Thus if we consider two cases ǫ¯b=0 and
3, we have less scattering for ǫ¯b = 3 case, and accord-
ingly, v′ corresponding to its minimum has to be grater
than that of the ǫ¯b = 0 case to dominate over the other
channels and hence the minimum for ǫ¯b=3 getsshifted.
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FIG. 4: (Color online). Lyapunov exponent γ vs w for the
three DNA sequences for the two cases v′ =0 eV and v′ =0.3
eV showing significant drop in γ for higher v′.
In Fig. 4 we have shown the behavior of γ with disor-
der strength w for two cases with v′ = 0 and v′ = 0.3.
It is clearly visible that for the higher value of v′, there
is a significant drop in γ which is obvious because by
introducing v′ we are adding other channels for conduc-
tion and the localization length of the system increases.
Initially if the localization length for v′ = 0 was a few
base-pairs in presence of backbone disorder, it increases
three to four times if we consider the effect of helicity of
5the DNA molecules. There is another thing to be noted
is that there exists a maximum in each of these curves,
beyond which γ starts decreasing even if we increase w.
This feature was already reported by Guo et al. for the
fishbone and dangling backbone ladder models [11] and
the same effect is also present in our model, but this
anomalous effect of backbone disorder is much smaller in
our model which inturn also signify that helical nature
of DNA can minimize the effect of disorder i.e., environ-
mental fluctuations.
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FIG. 5: (Color online). Transmission coefficient as a function
of energy for the poly(dA)-poly(dT) and poly(dG)-poly(dC)
sequences for the cases ǫ¯b = 0 eV and ǫ¯b = 3 eV without
backbone disorder (i.e., w=0) with v′ = 0.3 eV.
We have also investigated the I − V response of the
two periodic sequences. The temperature is set to 0
K. To minimize the contact effects we choose tunnelling
parameter τ to be optimum i .e., τ=
√
tij × t between
ds-DNA and the electrodes, where t is the hopping
parameter for the electrodes [43]. In Fig.5 we have
shown variation of transmission probability T with re-
spect to energy E for these two sequences, and it clearly
shows that by tuning the backbone site energy one can
control the energy gap of the system. In Fig. 6 the
I − V characteristics are shown without backbone dis-
order and it has been observed that for ǫ¯b = 3, the
cut-off voltage becomes nearly equal to zero for both
the periodic poly(dG)-poly(dC) and poly(dA)-poly(dT)
sequences. For poly(dG)-poly(dC) case the response is
almost linear which indicates that the system would un-
dergo a transition from semiconducting to metallic phase
depending on on-site energies of the backbone, not only
disorder can induce that kind of transition [11]. I − V
characteristics for ǫ¯b = 0 case are in good agreement with
experimental results [5]. We have checked the I − V re-
sponse for different system sizes, and observed that there
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FIG. 6: (Color online). I−V characteristics for the poly(dA)-
poly(dT) and poly(dG)-poly(dC) sequences for the cases ǫ¯b =
0 eV and ǫ¯b = 3 eV without backbone disorder (i.e., w=0)
with v′ = 0.3 eV.
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FIG. 7: (Color online). I−V characteristics for the poly(dA)-
poly(dT) and poly(dG)-poly(dC) sequences for the ǫ¯b = 3 eV
case in presence of backbone disorder (w) with v′ = 0.3 eV.
is no significant change in the characteristics. In Fig.7 we
show the I − V responses for the two periodic sequences
for ǫ¯b = 3 case in presence of the backbone disorder. It
clearly shows that with increasing disorder the current in
the system decreases.
6IV. CONCLUDING REMARKS
Within the tight-binding framework, the fishbone and
the dangling backbone ladder models are generally used
to study the transport properties of DNA like systems,
but none of these models have incorporated the effect of
helicity of DNA molecules. Helicity is a very fundamen-
tal aspect of the DNA structure and gives the possibility
of new conduction channels in DNA. In this paper we
propose a model that accounts for the helical structure
of the DNA molecules and show that there is a significant
change in the localization properties and I − V response
of the systems. One of the main results is that there ex-
ists a almost disorder independent critical hopping (v′c)
for which localization length becomes maximum for each
of the sequences that we have considered. At this critical
hopping strength system is least affected by the external
disturbances, i.e., environmental effects are least at this
point. If one can utilize this information properly then
it might be possible to minimize the environmental ef-
fects in the actual experiments. We have also shown that
though backbones do not play any role directly in elec-
tron conduction but they can significantly contribute by
narrowing the energy gap and reducing the cut-off volt-
age. It might also be possible to find DNA in a complete
metallic phase even in presence of environmental fluctu-
ations as evident from the almost linear I − V response
of poly(dG)-poly(dC) sequence for ǫ¯b = 3. We look for-
ward that there might be experimental investigations as
well as ab initio calculations in near future to find the
exact value of the interstrand hopping integral (v′) be-
tween nucleobases of adjacent pitches and its actual role
in transport.
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