• Dual max b T y A T y + s = c, (CD) s ∈ K * .
• Facts:
(1) A ∈ R m×n with full row rank.
(3) Each of the cones K i is convex, closed, and pointed.
Special cones
-Second order, self-dual
Optimality conditions
• (x * , y * , s * ) are optimal iff
• For an SOCP cone in R n
• For any cone K
Eigenvalues and Eigenvectors
• Given x ∈ R n , we define
and v min (x) to be the associated eigenvector, where
Contrast simplex and IPMs for CP I. Interior Point Methods deal with matrices of full rank.
In the simplex method, the rank of the extreme points satisfy (1) r <= m (Linear Programming)
Contrast simplex and IPMs for CP II.
Why a simplex method for conic programming?.
Listed as an open problem in Alizadeh & Goldfarb (03) and
Vandenberghe & Boyd (96).
2. Reoptimization after branching or the addition of cutting planes using the dual simplex method.
3. It is possible in practice in case of SDP to do each iteration more quickly and with less memory.
Given a closed convex cone K ⊂ R n . Considerx ∈ K
• The subspace B X :
• Tangent space:
• Null space of constraint set:
Subspaces B X and T X II.
• Givenx = 1 x(2 : n) ∈ bd(Q n ) with ||x(2 : n)|| = 1.
• B X = lin (x).
• T X = lin B X ∪ 0 w : ||w|| = 1, w Tx (2 : n) = 0 .
• Notex + ǫ 0 w / ∈ Q n .
• Howeverx + ǫ 0
Subspaces B X and T X III.
• Ifx = 0 then T X = B X = {0}.
• Ifx ∈ int(Q n ) then T X = B X = R n .
•
Subspaces B X and T X IV.
• Givenx = (x R ,x I ,x 0 ) with |R| = p.
• The subspace B X of dimension (n I + p) is
Nonredundant and spanning subspaces
Given a subspace L ⊆ R n we say
• L is spanning:
• L is nonredundant:
Notions of nondegeneracy
A feasiblex is
• c-nondegenerate
• f-nondegenerate
• Extreme point
Feasible direction method for conic optimization I.
• 1. Select basis: Given a feasiblex in (CP).
-Select a maximal non-redundant subspace
-If L 1 is spanning then set L = L 1 and perturb = 0 and go to step 2. Else select a subspace
Feasible direction method for conic optimization II.
• 2. Construct complementary dual solution: Solve for (y, s) the system
• 3. Pricing: If s ∈ K * thenx and s are optimal. STOP. Otherwise, let s k = min i=1,...,r λ min (s i ). Solve for g ∈ K where g = min {h∈K:||h||=1}
Feasible direction method for conic optimization III.
• 4. Find improving direction:
-If perturb = 0, solve for f the system
and let d = (f + g).
∀f ∈ L and s T (g + g ′ ) < 0. Solve for f the system
and let d = (f + g + g ′ ).
Feasible direction method for conic optimization IV.
• 5. Line search: Find
If α * = ∞ the primal is unbounded. STOP. Else, setx =x + α * d, and go to step 1.
Special case I: Simplex method for LP.
1. Givenx ≥ 0 we have
2. For a non-degenerate extreme point B X is a non-redundant and spanning subspace. So no perturbation is ever needed. The simplex method chooses L as L = Range (I(:, support(x))) .
For this choice we also have x • s = 0 in step 2.
3. The descent direction d = (f +g) where g = e k (k is the index for which s is the most negative). This descent direction is along an edge of the feasible set.
Special case II: Simplex method for SOCP I.
-L 1 contains vectors l i , i ∈ R ∪ I, whose ith block is the normalizedx i with zeros elsewhere (this ensuresx ∈ L), and elements that are the unit vectors in the blocks i ∈ I and zeros elsewhere.
-Ifx is f-degenerate, we choose L 2 to be the elements of tangent space for the blocks i ∈ R and zeros elsewhere.
Special case II: Simplex method for SOCP II.
• 2. The improving direction d = (f + g + g ′ ), where
(k is the index for which λ min (s i ) = (s i (1)−||s i (2 : n i )||), i = 1, . . . , r is the most negative).
-If perturb = 0, then g ′ = 0. Else, g ′ is a vector which is some multiple of e 1 for all the blocks i ∈ R which contributed to the subspace L 2 , and zeros elsewhere.
• 3. The maximal step length computed in step 5 of the algorithm has a closed analytic expression. 
Preliminary computational results
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