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CONVERGENCE OF EIGENFUNCTION EXPANSIONS
CORRESPONDING TO NONLINEAR STURM-LIOUVILLE
OPERATORS
ALEXANDER S. MAKIN, H. BEVAN THOMPSON
Abstract. It is well known that the classical linear Sturm-Liouville eigenvalue
problem is self-adjoint and possesses a family of eigenfunctions which form an
orthonormal basis for the space L2. A natural question is to ask if a similar
result holds for nonlinear problems. In the present paper, we examine the basis
property for eigenfunctions of nonlinear Sturm-Liouville equations subject to
general linear, separated boundary conditions.
1. Introduction
We consider the nonlinear eigenvalue problem
u′′ − q(x, u, λ)u+ λu = 0, x ∈ [0, 1], (1.1)
α1u(0) + β1u′(0) = 0, α2u(1) + β2u′(1) = 0, (1.2)
where |αi| + |βi| > 0, for i = 1, 2. Here x and λ are real variables and q is a
real-valued function defined on Ω = [0, 1]× R2. By an eigenfunction of (1.1)-(1.2)
corresponding to an eigenvalue λ we mean a twice continuously differentiable, real-
valued function u(x), (u(x) 6≡ 0), satisfying (1.1) on [0, 1] and (1.2).
The main result is as follows.
Theorem 1.1. Assume that
(1) q(x, u, λ) is continuous on the set Ω
(2) There exist constants M0 and M such that |q(x, u, λ)| ≤ M on the set
Ω0 = {0 ≤ x ≤ 1, |u| ≤M0,−∞ < λ <∞}
(3) For any λ, −∞ < λ <∞, and any x, 0 ≤ x ≤ 1, ∂∂λq(x, 0, λ) = 0.
Then there exists a system {un(x)} (n = 0, 1, . . . ) of eigenfunctions of problem
(1.1)-(1.2) which forms a Riesz basis for the space L2(0, 1).
Note that when the function q(x, u, λ) does not depend on λ, conditions (2) and
(3) of Theorem 1.1 can be omitted.
Before proving Theorem 1.1 we would like to compare it with existing results
in the literature. Since q(x, 0, λ) = q0(x) we see that problem (1.1)-(1.2) can be
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written in the operator equation form
Lu+N(u, λ) + λu = 0
where L is the linear operator generated by the differential expression Lu = u′′ −
q0(x)u and boundary conditions (1.2) andN(u, λ) = (q0(x)−q(x, u, λ))u. Obviously
L is a self-adjoint operator with discrete spectrum and an orthonormal system
of eigenfunctions which is complete in L2(0, 1). Moreover all the eigenvalues are
simple. Thus in order to construct an eigenfunction system for the above spectral
problem which forms a basis for L2(0, 1) one could invoke the Crandall-Rabinowitz
approach, [4], and the method by Brown [2]. However to apply this approach
requires strong assumptions on the nonlinear operator N , namely that q(x, u, λ) ∈
C1. Here we weaken this smoothness assumption on the function q(x, u, λ). In
addition any eigenfunction system {un(x)} constructed by that method lies in the
neighborhood of zero, that is, limn→∞ ‖un(x)‖L2(0,1) = 0. Thus the system {un(x)}
may be an unconditional basis but it cannot be a Riesz basis since in this context
a Riesz basis is an almost normalized system of functions.
Nonlinear eigenvalue problems have a long history; we refer the reader to [9] and
its reference list for more information.
2. Proof of Theorem 1.1
The proof divides naturally into the following parts.
(a) We use a standard method to show that, without loss of generality, we may
make certain assumptions about the function q(x, u, λ).
(b) We prove a simple technical lemma giving estimates for solutions of the initial
value problem for equation (1.1).
(c) We employ a polar coordinates technique to establish the existence of eigenvalues
of problem (1.1)-(1.2). Alternative methods such as fixed point theorems could have
been used here. However we prefer the classical Pru¨fer transformation since it gives
the eigenfunctions in more explicit form. In particular, we obtain the eigenfunctions
with prescribed initial data and this is important later in the proof. Note that since
the function q(x, u, λ) is merely continuous it follows that solutions of initial value
problems for equation (1.1) may not be unique. To overcome this obstacle we apply
the generalized Kneser’s theorem in the form given by Pugh in [12]. This application
requires the right hand side of our system of equations to have compact support. We
use cut-off functions to produce a new system of equations with compact support
and show there is a solution of our new system satisfying the boundary conditions
(1.2) which is a solution of problem (1.1)-(1.2). Then we use the Sturm comparison
theorem to obtain a two-side estimate for the eigenvalues of problem (1.1)-(1.2).
(d) We prove that the constructed eigenfunction system of problem (1.1)-(1.2) di-
vided by a suitable number p is quadratically close to a complete orthonormal
eigenfunction system of the self-adjoint eigenvalue problem for the linearized equa-
tion subject to the same boundary conditions. In this part of the proof we use
well known asymptotic formulae for eigenvalues of the linear Sturm-Liouville op-
erator, an integral representation for solutions of the initial-value problem, and
λ-independent relations between the L∞ and L2-norms of eigenfunctions and their
derivatives [13].
(e) We apply well known theorems of functional analysis to establish the basis
property for the constructed eigenfunction system.
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One can see that the arguments in steps a), b) and e) are short and simple, while
those in steps c) and d) are more complicated.
(a) Let us consider the following eigenvalue problem for the linearized equation
u′′ − q0(x)u+ λu = 0 (2.1)
with boundary conditions (1.2). From [8], all eigenvalues of problem (2.1)-(1.2) are
real and, moreover, there exists a smallest eigenvalue, λ(0)0 . We set λ
∗ = 2M + 1−
λ
(0)
0 and q˜(x, u, λ) = q(x, u, λ− λ∗) + λ∗. Clearly the function q˜(x, u, λ) satisfies all
the conditions of the theorem with the inequality in condition (2) replaced by the
inequalityM−λ(0)0 +1 ≤ q˜(x, u, λ) ≤ 3M−λ(0)0 +1. We denoteM1 = 3M+|λ(0)0 |+1.
Since
u˜′′n − q˜(x, u˜n, λ˜n)u˜n + λ˜nu˜n = u˜′′n − q(x, u˜n, λ˜n − λ∗)u˜n + (λ˜n − λ∗)u˜n
it follows that an eigenfunction u˜n(x) of the problem
u˜′′ − q˜(x, u˜, λ˜)u˜+ λ˜u˜ = 0,
α1u˜(0) + β1u˜′(0) = 0, α2u˜(1) + β2u˜′(1) = 0
corresponding to an eigenvalue λ˜n is an eigenfunction of problem (1.1)-(1.2) corre-
sponding to the eigenvalue λn = λ˜n − λ∗. Thus without loss of generality we may
assume that the function q(x, u, λ) satisfies the inequalities
|q(x, u, λ)− q0(x)| ≤ 2M, |q(x, u, λ)| ≤M1 (2.2)
on the set Ω0 and that the smallest eigenvalue of problem (2.1), (1.2), λ
(0)
0 , is
2M + 1. Also without loss of generality we may assume that |α1| + |β1| ≤ 1. We
will assume later that λ > 0 and set µ =
√
λ.
(b) Let η(t) ∈ C∞(R) be a cut off function
η(t) =
{
1 if |t| ≤ M02
0 if |t| ≥M0,
and 0 ≤ η(t) ≤ 1. Consider the initial-value problem
u′′ − q(x, u, λ)η(u)u+ λu = 0, x ∈ [0, 1],
u(0) = bβ1, u′(0) = −bα1,
(2.3)
where b is an arbitrary number; if β1 = 0 then we set u(0) = 0 and u′(0) = bµ.
Lemma 2.1. If λ ≥ 1 and b be given, then any solution u(x) of problem (2.3) on
[0, 1] satisfies
|u(x)| ≤ |b|eM1 .
Proof. It follows from [1] that a solution u(x) of problem (2.3) exists on [0, 1]. By
[3, Ch. 3, Sec. 6, Th. 6.4], any solution of (2.3) satisfies the integral equation
u(x) = u(0) cosµx+u′(0)
sinµx
µ
+
1
µ
∫ x
0
sinµ(x−t)q(t, u(t), λ)η(u(t))u(t)dt. (2.4)
From inequality (2.2) it follows that
|q(t, u(t), λ)|η(u(t)) ≤M1 ∀(t, u, λ) ∈ Ω.
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From this it follows that
|u(x)| ≤ |R(x)|+ M1
µ
∫ x
0
|u(t)|dt
where R(x) is the sum of two first terms on the right-hand side of (2.4). From the
last inequality and Gronwall’s lemma, [1], we see that
|u(x)| ≤ |R(x)|+ M1
µ
∫ x
0
e
M1
µ (x−t)|R(t)|dt. (2.5)
Since |R(x)| ≤ b it follows from (2.5) that
|u(x)| ≤ |b|eM1 .
Let
0 ≤ |b| ≤ b0 (2.6)
where b0 = min
(
1, M0
2eM1
)
. It follows from Lemma 2.1 that |u(x)| ≤ M02 .
From this and the definition of the cut off function η(t) it follows that if condition
(2.6) is satisfied, then any solution of problem (2.3) is a solution of initial-value
problem
u′′ − q(x, u, λ)u+ λu = 0, x ∈ [0, 1],
u(0) = bβ1, u′(0) = −bα1;
(2.7)
if β1 = 0 then u(0) = 0 and u′(0) = bµ. 
(c) Now we consider two linear eigenvalue problems
u′′ +Q1(x, λ, d)u = 0,
α1u(0) + β1u′(0) = 0,
α2u(1) + β2u′(1) = 0
(2.8)
and
u′′ +Q2(x, λ, d)u = 0,
α1u(0) + β1u′(0) = 0,
α2u(1) + β2u′(1) = 0
(2.9)
where Q1(x, λ, d) = −q(x, 0, λ) − d + λ, Q2(x, λ, d) = −q(x, 0, λ) + d + λ, and
d is an arbitrary positive number. Let θ1(x, λ, d) be a solution of the equation
θ′i = cos
2 θi + Qi(x, λ, d) sin2 θi, moreover, θi(0, λ, d) = arctan(−α1β1 ) if β1 6= 0
and θi(0, λ, d) = 0 (i = 1, 2) if β1 = 0. By the oscillation theorem, [6], problem
(2.8) has eigenvalues λ(1)0 (d) < λ
(1)
1 (d) < . . . , and problem (2.9) has eigenvalues
λ
(2)
0 (d) < λ
(2)
1 (d) < . . . . Clearly, it follows that λ
(1)
n (d) = λ
(2)
n (d)+2d, λ
(2)
0 (2M) = 1.
From [6] it also follows that
θi(λ(i)n (d), 1, d) = arctan(−
α2
β2
) + pin, (2.10)
where n = 0, 1, . . . . Here and throughout the remaining part of the paper we
assume that arctan(−α2β2 ) = pi if β2 = 0.
Lemma 2.2. For each b 6= 0 satisfying condition (2.6) and n (n = 0, 1, . . . ) there
exists an eigenvalue λn(b) of problem (1.1)-(1.2) satisfying
λ(2)n (2M) ≤ λn(b) ≤ λ(1)n (2M). (2.11)
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Moreover, the corresponding eigenfunction un(x, λn(b)) is a solution of initial-value
problem (2.7).
Proof. Let u(x, λ) be a solution of problem (2.3). Using the classical Pru¨fer trans-
formation [6],
u(x) = r(x) sinϕ(x), u′(x) = r(x) cosϕ(x)
it follows that for any λ problem (2.3) is equivalent the system of equations
ϕ′ = cos2 ϕ+ [Λ− q(x, r sinϕ,Λ)η(r sinϕ)] sin2 ϕ
r′ =
1
2
r [1− Λ + q(x, r sinϕ,Λ)η(r sinϕ)] sin 2ϕ
Λ′ = 0
(2.12)
with initial conditions
ϕ(0) = ϕ0, r(0) = r0, Λ(0) = λ (2.13)
where ϕ0 = arctan(−α1β1 ) and r0 = |b|
√
α21 + β
2
1 if β1 6= 0 while ϕ0 = 0 and r0 = |b|µ
if β1 = 0.
Let us consider also the system of equations
ϕ′ =
[
cos2 ϕ+ (Λ− q(x, r sinϕ,Λ)η(r sinϕ) sin2 ϕ] η˜(ϕ, r,Λ)
r′ =
1
2
[r(1− Λ + q(x, r sinϕ,Λ)η(r sinϕ) sin 2ϕ] η˜(ϕ, r,Λ)
Λ′ = 0
(2.14)
subject to the same initial conditions (2.13), where η˜(ϕ, r,Λ) = η0(ϕ)η0(r)η0(Λ) and
where the cut off function η0(t) = 1 if |t| ≤ H, η0(t) = 0 if |t| ≥ H+1, 0 ≤ η0(t) ≤ 1,
η0(t) ∈ C∞(R), H is an arbitrary number such that H ≥ µe1+λ+M1 + pi.
It is easy to see that right hand side of system (2.14) has compact support. From
inequality (2.2) if follows that for any x,
|q(x, r sinϕ,Λ)|η(r sinϕ) ≤M1. (2.15)
From (2.15) and the first of equations (2.14) it follows that |ϕ′| ≤ 1+λ+M1. Since
|ϕ(0)| < pi we have |ϕ(x)| ≤ 1 + pi + λ+M1 for 0 ≤ x ≤ 1.
From the second of equations (2.14) it follows that
r(x) = r(0) exp
(1
2
∫ x
0
h(t)dt
)
,
where
h(t) = [1− Λ + q(t, r(t) sinϕ(t),Λ)η(r(t) sinϕ(t)) sin 2ϕ(t)] η˜(ϕ(t), r(t),Λ)dt.
Evaluating right-hand part of the last equation we obtain
r(x) ≤ r(0)e 12 (1+λ+M1) ≤ |b|µe 12 (1+λ+M1).
By the definitions of H and η(ϕ, r,Λ), any solution of the Cauchy problem (2.14)-
(2.13) is a solution of the Cauchy problem (2.12)-(2.13).
Let (ϕ˜(x), r˜(x),∧) be an arbitrary solution of Cauchy problem (2.14)-(2.13) for
an arbitrary λ, 1 ≤ λ ≤ λ(1)n (2M), where H =
√
λ
(1)
n (2M)e1+λ
(1)
n (2M)+M1 + pi, and
b satisfies condition (2.6). Since any solution of Cauchy problem (2.14)-(2.13) is a
solution of Cauchy problem (2.12)-(2.13) we have
ϕ˜′ = cos2 ϕ˜+ (λ− q(x, r˜ sin ϕ˜, λ)η(r˜ sin ϕ˜)) sin2 ϕ˜ .
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Moreover, the function u˜(x) = r˜(x) sin ϕ˜(x) is a solution of problem (2.3). Then
by Lemma 2.1, |u˜(x)| ≤ M02 ; therefore, η(u˜(x)) = 1. By virtue of (2.2) we have
inequality
Q1(x, λ, 2M) ≤ −q(x, u˜(x), λ)η(u˜(x)) + λ ≤ Q2(x, λ, 2M).
From the last inequality and the comparison theorem, [6] it follows that
θ1(x, λ, 2M) ≤ ϕ˜(x, λ) ≤ θ2(x, λ, 2M).
From this and (2.10) it follows that
ϕ˜(1, λ(2)n (2M)) ≤ arctan(−
α2
β2
) + pin ≤ ϕ˜(1, λ(1)n (2M)). (2.16)
Further we consider Cauchy problem (2.14)-(2.13). It is clear that the set of initial
conditions
P = {0, ϕ0, r0, λ}
where λ(2)n (2M) ≤ λ ≤ λ(1)n (2M) is a connected compact set in R4. Hence by the
generalised Kneser’s theorem, [12], the set K1(P ) =
⋃
p∈P K1(p) where K1(p) is
the funnel section at the point x = 1 of the set of solutions of system (2.14) subject
to the initial conditions p = (0, ϕ0, r0, λ) is a nonempty connected compact set in
R3. From (2.16) it follows that the set K1(P ) contains points above and below the
plane ϕ = arctan(−α2β2 ) + pin, therefore the set K1(P ) has a point of intersection
with this plane. Therefore, for some λ = λn(b) satisfying (2.11), there exists a
solution (ϕn(x, λ), rn(x, λ), λn(b)) to the Cauchy problem (2.14)-(2.13) such that
ϕn(1, λn(b)) = arctan(−α2
β2
) + pin. (2.17)
Now solutions of problem (2.14)-(2.13) are solutions of problem (2.12)-(2.13), prob-
lem (2.12)-(2.13) is equivalent problem (2.3), and any solution of problem (2.3) is
a solution of problem (2.7). Hence for any b satisfying condition (2.6) there is a
function λn(b) satisfying inequality (2.11) and a corresponding solution
un(x, λn(b)) = rn(x, λn(b)) sinϕn(x, λn(b))
of problem (2.7). From (2.17) it follows that the function un(x, λn(b)) satisfies
boundary conditions (1.2); that is, the function un(x, λn(b)) is an eigenfunction of
problem (1.1)-(1.2) corresponding to the eigenvalue λn(b). 
(d) Let {◦un(x)} be a complete orthonormal system of eigenfunctions in L2(0, 1)
of the linear self-adjoint problem (2.1)-(1.2), λ(0)n be the corresponding eigenvalues,
and µ(0)n =
√
λ
(0)
n , for n = 0, 1, . . . . Above it was shown that λ
(0)
n ≥ 2M + 1. From
[13] it follows that max0≤x≤1 |◦un(x)| ≤ C0, max0≤x≤1 |◦u
′
n(x)| ≤ µ(0)n C0; therefore,
◦
un(0) = β1γn and
◦
u
′
n(0) = ζnµ
(0)
n , where 0 ≤ |β1γn|, |ζn| ≤ C0 and |β1γn|+|ζn| > 0.
If β1 6= 0 it follows from boundary condition (1.2) that ζn = −α1γn◦
µn
and therefore
γn 6= 0. If β1 = 0 then ζn 6= 0. By [6] for any d > 0
λ(2)n (d) ≤ λ(0)n ≤ λ(1)n (d). (2.18)
Lemma 2.3. There exist p 6= 0 and an eigensystem {un(x, λn, p)}, n = 0, 1, . . . for
problem (1.1)-(1.2) satisfying initial conditions un(0, λn, p) = pγnβ1, u′n(0, λn, p) =
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−pγnα1 if β1 6= 0 and initial conditions un(0, λn, p) = 0, u′n(0, λn, p) = pζn
√
λn if
β1 = 0 such that
∞∑
n=0
∥∥∥∥un(x, λn, p)p − ◦un(x)
∥∥∥∥2
L2(0,1)
< 1.
Proof. Let p be an arbitrary number satisfying
0 < |p| < b0|β1|
C0
if β1 6= 0 and 0 < |p| < b0
C0
if β1 = 0. (2.19)
Denote pn = pγn if β1 6= 0 and pn = pζn if β1 = 0. It is easy to see that in both
cases 0 < |pn| < b0. Notice that |pn| ≤ C0|β1| |p| if β1 6= 0 and |pn| ≤ C0|p| if β1 = 0.
For every n = 0, 1, . . . , let λn(pn) be an eigenvalue of problem (1.1)-(1.2) satisfy-
ing inequality (2.16) and let un(x, λn(pn)) be a corresponding eigenfunction satis-
fying the initial conditions un(0, λn(pn)) = pnβ1, u′n(0, λn(pn)) = −pnα1 if β1 6= 0
and satisfying the initial conditions un(0, λn(pn)) = 0, u′n(0, λn(pn)) = pn
√
λn(pn)
if β1 = 0. From inequalities (2.11)-(2.18) it follows that |λn(pn)−λ(0)n | ≤ 4M . From
the last inequality and the asymptotic formulae µ(0)n = pin+O(n−1) if β1 6= 0, β2 6= 0
or β1 = β2 = 0 and µ
(0)
n = pi(n + 1/2) + O(n−1) if β1 = 0, β2 6= 0 given in [8] it
follows that there exists N0 > 0 such that for all n > N0
|µn(pn)− µ(0)n | ≤
4M
µn(pn) + µ
(0)
n
≤ 5M
n
, (2.20)
where µn(pn) =
√
λn(pn) and µ0n =
√
λ0n. Thus there exists N1 > N0 such that
for all n > N1
µ(0)n >
n
2
, µn(pn) >
n
2
. (2.21)
Let φ(x, λ), ψ(x, λ) be the fundamental system of solutions of equation (2.1) satis-
fying φ(0, λ) = 0, φ′x(0, λ) = µ, ψ(0, λ) = 1, ψ
′
x(0, λ) = 0. Now
φ(x, λ) = sinµx+O(
1
µ
), ψ(x, λ) = cosµx+O(
1
µ
) (2.22)
uniformly in x, 0 ≤ x ≤ 1; see [9]. Therefore,
|φ(x, λ)| ≤ C1, |ψ(x, λ)| ≤ C1
|φ(x, λ2)− φ(x, λ1)| ≤ |µ2 − µ1|+O( 1
µ1
) +O(
1
µ2
),
|ψ(x, λ2)− ψ(x, λ1)| ≤ |µ2 − µ1|+O( 1
µ1
) +O(
1
µ2
).
(2.23)
uniformly in x, 0 ≤ x ≤ 1. From [11] it follows that the functions φ(x, λ) and
ψ(x, λ) are continuous with partial derivatives in (x, λ) and hence
|φ(x, λ2)− φ(x, λ1)| ≤ C2(λ̂)|λ2 − λ1|,
|ψ(x, λ2)− ψ(x, λ1)| ≤ C2(λ̂)|λ2 − λ1|.
(2.24)
for 0 ≤ x ≤ 1, 1 ≤ λ1, λ2 ≤ λ̂, for any λ̂ ≥ 1 where C2(λ̂) depends on λ̂. Let
W (x, λ) be the Wronskian for functions φ(x, λ) and ψ(x, λ). We denote
K(x, t, λ) =
ψ(x, λ)φ(t, λ)− φ(x, λ)ψ(t, λ)
W (t, λ)
.
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An easy calculation gives W (0, λ) = −µ. From this and Liouville’s formula it
follows that for any x, W (x, λ) = −µ. From the last equality and estimates (2.23)
it follows that
|K(x, t, λ)| ≤ 2C
2
1
µ
. (2.25)
It is easy to see that
◦
un(x) = β1γnψ(x,
◦
λn) + ζnφ(x,
◦
λn). (2.26)
By [3, Ch. 3, Sec. 6, Th. 6.4] solutions un(x, λn(pn)) of the initial value problem
(2.7) satisfy
un(x, λn(pn))
= p [β1γnψ(x, λn(pn)) + ζnφ(x, λn(pn))]
+
∫ x
0
K(x, t, λn(pn))(q(t, un(t, λn(pn)), λn(pn))− q0(t))un(t, λn(pn))dt.
(2.27)
Now, we establish an upper bound for un(x, λn(pn)). Clearly
|p(β1γnψ(x, λn(pn)) + ζnφ(x, λn(pn)))| ≤ C3|p|. (2.28)
From Lemma 2.1 and estimates for the pn it follows that for any p satisfying con-
dition 2.19, |un(x, λn(pn))| ≤ M02 . Thus from (2.2) it follows that
|q(t, un(x, λn(pn)), λn(pn))− q0(t)| ≤ 2M. (2.29)
Applying Gronwall’s lemma to (2.27) using (2.25), (2.28), and (2.29), we see that
|un(x, λn(pn))| ≤ C4|p|. (2.30)
From (2.20), (2.21), (2.22), (2.23), (2.29), and (2.30) it follows that for n > N1∣∣un(x, λn(pn))
p
− ◦un(x)
∣∣
≤ |β1γn|
∣∣ψ(x, λn(pn))− ψ(x, ◦λn)∣∣+ |ζn|∣∣φ(x, λn(pn))− φ(x, ◦λn)∣∣
+
1
p
∫ x
0
|K(x, t, λn(pn))‖q(t, un(t, λn(pn)), λn(pn))− q0(t)||un(t, λn(pn))|dt
≤ C˜
n
.
Clearly there exists a number N2 > N1 such that
C˜2
∞∑
n=N2
1
n2
<
1
2
.
From the last two inequalities and any p satisfying condition 2.19 it follows that
∞∑
n=N2
∣∣∣un(x, λn(pn))
p
− ◦u(x)
∣∣∣2 < 1
2
. (2.31)
Consider the case 0 ≤ n ≤ N2 − 1. From (2.11) it follows that
λn(pn) ≤ λ(1)n (2M) ≤ λ(1)N2(2M). (2.32)
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Let ε be an arbitrary positive number. From condition 1) of Theorem 1.1 it follows
that there exists δ, 0 < δ < 1, such that for |u| < δ, 1 ≤ λ ≤ λ(1)N2(2M), 0 ≤ t ≤ 1,
|q(t, u, λ)− q0(t)| < ε. (2.33)
Let p satisfy the supplementary condition
0 < |p| < δ
C4 + 1
.
Then from (2.30) we obtain |un(x, λn(pn))| < δ. From the last inequality, (2.32),
and (2.33) it follows that
Q1(x, λn(pn), ε) ≤ −q(x, un(x, λn(pn)), λn(pn)) + λn(pn) ≤ Q2(x, λn(pn), ε).
From this and the comparison theorem, [6], we obtain
θ1(1, λn(pn), ε) ≤ ϕn(1, λn(pn)) ≤ θ2(1, λn(pn), ε).
Moreover, we have the equality
θ1(1, λ(1)n (ε), ε) = ϕn(1, λn(pn)) = θ2(1, λ
(2)
n (ε), ε) = arctan(−
α2
β2
) + pin.
From the last two relations it follows that
θ1(1, λn(pn), ε) ≤ θ1(1, λ(1)n (ε), ε),
θ2(1, λ(2)n (ε), ε) ≤ θ2(1, λn(pn), ε).
From this and the monotonicity of the functions θi(1, λ, ε), [6], it follows that
λ(2)n (ε) ≤ λn(pn) ≤ λ(1)n (ε).
From the last inequality and (2.18) we obtain
|λn(pn)− λ(0)n | ≤ 2ε. (2.34)
From (2.24), (2.25), (2.30), (2.33), and (2.34) it follows that∣∣un(x, λn(pn))
p
− ◦un(x)
∣∣
≤ |β1γn|
∣∣ψ(x, λn(pn))− ψ(x, ◦λn)∣∣+ |ζn|∣∣φ(x, λn(pn))− φ(x, ◦λn)∣∣
+
1
p
∫ x
0
|K(x, t, λn(pn))‖un(t, λn(pn))||q(t, un(t, λn(pn)), λn(pn))− q0(t)|dt
≤ C5ε ,
where the constant C5 does not depend on ε.
Choosing ε = 1/(C5
√
2N2) we obtain
N2−1∑
n=0
∣∣un(x, λn(pn))
p
− ◦un(x)
∣∣2 < 1
2
.
From the last inequality and (2.31) it follows that
∞∑
n=0
∥∥∥∥un(x, λn(pn))p − ◦un(x)
∥∥∥∥2
L2(0,1)
< 1.
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(e)Obviously, the system {◦un(x)} forms an orthonormal basis for the space L2(0, 1).
From the last inequality it follows that the eigenfunction systems {un(x, λn(pn))/p}
and {un(x, λn(pn))} are a Bari basis and a Riesz basis, respectively [5, 7].
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