Abstract. In this paper we consider the problem of estimating the singular support of the Green's function of the wave equation in a bounded region by cross correlating noisy signals. A collection of sources with unknown spatial distribution emit stationary random signals into the medium, which are recorded at two observation points. We show that the cross correlation of these signals has enough information to identify the singular component of the Green's function, which provides an estimate of the travel time between the two observation points. As in the recent work of Y. Colin de Verdière [math-ph/0610043], we use semiclassical arguments to approximate the wave dynamics by classical dynamics. We also use the ergodicity of the ray dynamics to obtain estimates of the travel times even when the noisy sources have limited spatial support in the region. We show furthermore that this approach is statistically stable when the averaging time is long enough, and that the accuracy of the travel time estimation is directly related to the regularity of the spatial correlation function of the sources.
Introduction
The analysis of imaging techniques in complex media is motivated by many applications [6] , in geophysics in particular [22] . In this paper, we consider the problem of estimating the Green's function by cross correlating noisy signals. We assume that spatially distributed sources with an unknown density emit stationary random signals into the medium, which are recorded at two observation points. We analyze the cross correlation function of these signals and show that, under certain assumptions which we discuss in detail, it is possible to retrieve the high-frequency component of the Green's function between the two observation points. This in turn provides an estimate of the travel time between these two observation points.
The idea of using the cross correlation of noisy signals to retrieve information about travel times was first proposed in helioseismology and seismology [15, 25] . Physical derivations are discussed in [23, 9, 24, 29] . To summarize, these results are based on (1) the equipartition of mode energy, which means in particular that all spatial modes of the system, in a bounded domain, have uncorrelated energies, and (2) on ensemble averages with respect to modal fluctuations. In a homogeneous space without boundaries and with space-time white-noise sources, the Green's function can also be obtained from cross correlations, as is shown in [27] . An interesting application of this way of estimating Green's functions, and hence travel times, is for carrying out surface wave velocity estimation in seismology, as is done in [19] and in the references cited there.
In this paper we consider a bounded region for which the classical flow associated with the wave equation is ergodic. We show that the high-frequency part of the Green's function can be retrieved from the cross-correlation of the noisy signals even when the spatial support of the noise sources is very small. The main ingredients for the derivation of these results are the following ones. First, the full wave dynamics is approximated by classical dynamics, and second, the ergodicity of the classical trajectories (rays) is used to prove convergence of the derivative of the cross correlation of the noisy signals to the Green's function. Semiclassical analysis was first used by Colin de Verdière to show how the cross correlation is related to the Green's function [11] . We follow here the same main steps, and carry out in detail the application of the ergodic theorem. This is combined with a precise estimate of convergence to the semiclassical approximation using Egorov theorem [16, 20] .
Semiclassical analysis was introduced in order to prove the correspondence principle, which states that the quantum evolution of an observable can be approximated by its classical counterpart in the limit where Planck's constant is small. The mathematical formulation of this result is the Egorov theorem [16] , whose proof for bounded time intervals is well established [20] . However, here we need a quantitative estimate of the long-time behavior of the semiclassical approximation. The time of validity of the semiclassical approximation is called the Ehrenfest time. It is of the order of | log | [31] . This qualitative estimate is analyzed mathematically in [13, 1, 7] , where the semiclassical approximation is bounded by a term of the form C ego exp(t/T ego ) for times comparable to the Ehrenfest time. The exponential in time growth of the error (with a rate given by the Egorov time T ego ) is also an important issue in quantum chaos [33] . This is because it is necessary to compare the long-time dynamical properties of the quantization of the classical flow with those of the quantum flow.
Semiclassical analysis can also be applied to high-frequency wave propagation to replace full wave dynamics by classical dynamics (geometrical optics). In this setting, the small parameter is the ratio of the carrier wavelength to the typical propagation distance, or the diameter of the domain. The geometrical optics approximation is not valid beyond the Ehrenfest time. The Egorov time controls the exponential growth of the error between wave dynamics and geometrical optics. Semiclassical analysis is used, for example, in the study of time reversal for waves in ergodic cavities in [4] . It is wellknown that time reversal is a physical way to calculate cross correlation [17, 30, 26, 18] , which explains its connection to this work. We do not use time-reversal ideas here. The purpose of our work is to show in detail that it is possible to apply the ergodic theorem to the classical flow while controlling the error in the semiclassical approximation.
We have pointed out that the approximation of full wave dynamics by geometrical optics is dominated by a term that grows exponentially with time. This indicates that the application of the ergodic theorem to the ray dynamics does not give immediately the desired result, unless rates of convergence are known. However, it is not possible to obtain uniform estimate of the rate of convergence in the ergodic theorem, that is, an estimate that depends only on some L p -norm of the averaged function (even the L ∞ -norm, see [21] ). In this paper we apply carefully the ergodic theorem and show that a rate of convergence is needed only for the spatial power spectral density of the noise sources. This allows us to obtain an explicit expression of the cross correlation, which gives, in addition, resolution limits for travel time estimation.
This paper is self-contained and requires no detailed knowledge of semiclassical analysis. It is organized as follows. We formulate the problem in Section 2, where we present the ergodic hypothesis, the semiclassical Egorov theorem, and the observable operator that is an estimator of the Green's function. In Section 3 we show that the averaged operator is indeed close to the Green's function, considered as an operator, up to a remainder that is small when high-frequency test functions are used. In Section 4 we prove that the operator is self-averaging, in the sense that its fluctuations go to zero as the averaging time goes to infinity.
Cross-Correlation of Recorded Signals

Green's Function Identification
We consider the solution u of the wave equation with attenuation,
in a bounded open set Ω ⊂ R d . For simplicity, the Dirichlet boundary condition u = 0 on ∂Ω is assumed. Here the operator ∆ is defined by
which in a homogeneous medium c(x) ≡ c 0 is equal to c 2 0 times the usual Laplace operator. The local propagation velocity c(x) is assumed to be bounded from below and above by two positive constants.
The term n(t, x) models a random distribution of noisy sources. It is a zero-mean stationary (in time) Gaussian process with autocorrelation function
where · stands for the statistical average. The spatial distribution of the random sources is characterized by the autocovariance function Γ, which is a symmetric function compactly supported in the domain Ω. It is the kernel of a symmetric nonnegative definite operator. We write it in the form
where the function x → θ(x, 0) models the spatial distribution of the sources, assumed to be nonnegative, smooth, and compactly supported in Ω. The function z → θ(x, z) is the local spatial autocorrelation function of the sources. Its Fourier transform with respect to the variable z can be considered as a local power spectral densityθ(x, ξ), even though it is not necessarily nonnegative. It is assumed to be smooth, bounded, and integrable. We have assumed that the source distribution is delta-correlated in time, which simplifies some of the computations. However this assumption can be relaxed and all calculations can be extended to the case in which the sources have finite bandwidth.
The question addressed in this paper is the identification of the time-dependent Green's function G(t, x, y), that is, the fundamental solution of the wave equation in the absence of attenuation
starting from G(0, x) = ∂ t G(0, x) = 0, where ∆ is the operator defined by (2) . In the case of an infinite homogeneous medium,
Clearly G(t, x, y) = 0 for t < τ x,y where τ x,y = |x − y|/c 0 is the travel time from x to y. The support of the singular part of this Green's function, which is that of the Green's function itself in this case, allows us to identify the travel time τ x,y . This property of the singular part of the Green's function holds also in smoothly varying media and in bounded domains [20, Ch 24] .
In a bounded inhomogeneous medium, which is the case we consider here, the Green's function can be written in terms of the eigenvalues ω 2 n and orthonormal eigenfunctions φ n of −∆, namely,
The Green's function is the distribution
which, for t > 0, is the kernel of the operator
Note that −∆ is self-adjoint, so that G(t, x, y) = G(t, y, x). This reciprocity property plays a key role in the following. The Green's function contains information about the minimum travel time τ x,y from x to y, since it is zero for t < τ x,y . This remark follows from the hyperbolicity of the wave equation (5) . The minimum travel time is defined by Fermat's principle
The curve(s) minimizing the travel time (8) are called ray and satisfy the Euler-Lagrange equations [14] . Of particular interest is here the fact that the high-frequency (singular) part of G also contains the relevant information about the travel times. A rather direct way to see this is by noting that the WKB (Wentzel-Kramers-Brillouin) approximation of the Green's function in the frequency domain has, at high frequency, the form
Here the sum is over travel times corresponding to rays that make the functional (8) stationary. Therefore, if we want to estimate the velocity c(x) of the medium, then it makes sense to look for only the high-frequency part of the Green's function, which identifies the travel time. If the travel time between enough points in the region is known, then the propagation velocity can be estimated by least squares methods [5] . This is the motivation for this paper. We shall show that the singular component of the Green's function can be estimated from the cross correlation function of the signals recorded at different points. The integral representation of the solution of the wave equation with attenuation (1) is
The cross correlation of the recorded signals at x and y is defined by
In the limiting case of space-time white noise sources, that is, the case in which θ(x, y) = δ(y), the relation between the cross correlation function and the Green's function is a direct one. Proposition 2.1 If θ(x, y) = δ(y), then the average of C T is an even function in τ that does not depend on T . Its τ -derivative is given by
The τ -derivative of the average of C T (τ, x, y) is a symmetrized version of the Green's function G(τ, x, y), up to the damping factor exp(−|τ |/T a ). Note that C T is an even function in τ , and therefore its τ -derivative is an odd function. Proof. The proof is an adaptation of the derivations given in the physics literature [23] and the mathematical one given in [11] . First, the source n(s, x ) is a stationary process in time, that is, (n(s, x )) s∈R,x ∈Ω and (n(t + s, x )) s∈R,x ∈Ω have the same statistical distribution. Therefore, the recorded signal
is also stationary in time, which implies in particular that, for any t,
and the average of the cross correlation function is independent of T and given by
Using (12) we get the following integral representation for the average of the cross correlation function
The process n is delta-correlated in time and space, so that
We introduce τ + = max(τ, 0) and τ − = min(τ, 0) and we make the change of variable
Here we have used the relations τ + + τ − = τ and τ + − τ − = |τ |. We next substitute the expansion (6) of the Green's function in terms of the eigenvalues and eigenfunctions of −∆:
From the orthonormality property of the eigenfunctions
and a direct computation we have
As a result,
which shows that C T is an even function in τ . Taking the derivative with respect to τ gives
which can be identified as (11) by (6).
This proposition shows that the interesting quantity for estimating travel times is the kernel K T defined by
We will show that, up to the damping factor exp(−τ /T a ), this kernel is close to the Green's function G(τ, x, y). This is so even when the sources are correlated and have small spatial support, provided that the ergodic theorem for the classical flow can be applied to the functionθ(x, ξ). The first key ingredient for the derivation of this result is the ergodicity of the classical Hamiltonian flow. The second ingredient is the semiclassical Egorov theorem [16, 20] , which allows us to control the difference between the classical dynamics of the rays and the waves dynamics, in the high-frequency regime. We present these two parts of the analysis in the next two subsections.
Ergodicity of the Hamiltonian Flow
The classical Hamiltonian associated with the operator ∆ defined by (2) has the form
The ray equations are solutions of Hamilton's equations
which define the classical Hamiltonian flow
This flow is well-defined as long as the rays remain in Ω. It can be extended to a global flow by reflecting the rays on the boundary ∂Ω, assumed to be smooth, according to Snell's law, that is, the angle of reflection is equal to the angle of incidence. The flow takes values in the cotangent space T * Ω, with the metric defined by the symbol c(x)|ξ|. For q > 0, the hypersurface
is the energy surface with energy q > 0. These hypersurfaces are invariant with respect to the Hamiltonian flow:
. In fact, because of the homogeneity of the Hamiltonian in ξ, the Hamiltonian flow depends only on the direction of ξ and is therefore determined by its restriction on the unit cotangent spherical bundle S * (Ω) = S * 1 (Ω), which is the phase space. More explicitly, if (x, ξ) ∈ S * q (Ω), then (x, ξ/q) ∈ S * (Ω) and
The Liouville measure dµ q on S * q (Ω) is characterized by the relation
and is invariant with respect to the flow. By homogeneity we have dµ q (x, ξ) = q d−1 dµ(x, ξ/q) and
More explicitly, the Liouville measure dµ(m) on S * (Ω) is
where dσ(ξ) is the uniform measure on the (Euclidean) unit sphere S d−1 . In particular
The Hamiltonian flow e th acting on the phase space S * (Ω) is said to be (classically) ergodic if for any f ∈ L ∞ (S * (Ω)) and for each m = (x, ξ) in a subset of S * (Ω) of full measure,
where the mean of f is relative to the invariant Liouville measurē
Among the few classical flows with reflections in homogeneous closed regions that have been shown to be ergodic are the Sinai billiard [28] , the Bunimovich stadium and flowerlike regions [8] . In this paper we assume that the classical Hamiltonian flow e th is ergodic on S * (Ω). The main result of the next section is a quantitative estimate of the difference between the averaged operator K T and the Green's function. It depends on the convergence rate in L 2 (S * (Ω)) for (17) only for the functionθ(x, ξ). It is well-known that it is not possible to obtain a uniform in f estimate for the rate of convergence in any L p -norm [21] . Remark. It is known that ergodicity for the classical Hamiltonian flow implies quantum ergodicity [10, 32, 33, 34] , that is, ergodicity for operators of the form e it √ −∆ P e −it √ −∆ where P is a zero-order pseudodifferential operator. However, these results are not strong enough for what is needed here, and the error term cannot be estimated quantitatively. One of the points of this paper is to obtain such a quantitative result.
Semiclassical Egorov Theorem
The function θ is determined by the two-point statistics (4) of the source distribution and it defines the covariance operator Θ :
It is a zero-order pseudodifferential operator with symbolθ(x, ξ)
where the Fourier transformθ(x, ξ) of the function z → θ(x, z) iŝ
and we have used the Weyl quantization Op defined by
The semiclassical Egorov theorem [16] (valid also for a domain Ω with a boundary [20] ) states that the difference of the operators
(Ω) with a norm which grows in t with an exponential rate. This exponential growth is an important problem in quantum chaos because it compares the long-time dynamical properties of the quantization of the classical flow e th with that of the quantum flow e it √ −∆ , in the Heisenberg representation. In [16] as well as in [20] the proximity of the quantum evolution operator and the classical one is stated in the framework of microlocal analysis. We present here a more quantitative form of this result.
Moreover, we have the following estimates for C ego and T ego :
where
-norm of the functionθ while C 2 does not depend onθ. The proof of Lemma 2.1 is given in the Appendix. We will see that the estimates (21) and (22) are direct consequences of explicit expressions for the remainder in the WKB expansion given in [20] .
This lemma shows that the difference between the wave evolution and the classical one as operators applied to a test function ψ with unit norm in L 2 (Ω) is small if the H −1 -norm of ψ is small, that is, if the function ψ is oscillatory. The estimate (21) is an efficient way to characterize the semiclassical approximation and it was used previously in [2, 3] . Note from (21) that for fixed ψ, the error deteriorates exponentially with the characteristic time scale T ego whose reciprocal is bounded by (22) and depends only on the operator ∆.
The Averaged Operator
We consider in this section the averaged operator K T (τ ) , where K T (τ ) is given by (13) . The averaging is with respect to the statistics of the distribution of the sources. Using the form (3) of the autocorrelation function of the random process n, we have for any τ > 0
which is independent of T . This is an integral representation of the field cross correlation in terms of the autocorrelation of the noise sources. By the reciprocity property G(s, y, y ) = G(s, y , y) and the fact that the Green's function is the kernel of the operator (7), we have that K T (τ, x, y) is the kernel of the operator
where Θ is the covariance operator defined by (19) .
Statement of the Main Results
In Proposition 2.1 we considered the case of space-time white-noise sources. We restate this proposition in the operator framework of this section.
is the kernel of the operator
for any τ > 0.
As noted in Proposition 2.1, this shows that if the noise sources are uniformly distributed in the domain Ω and delta-correlated in both space and time, then the averaged operator K T (τ ) is equal to the symmetrized in time Green's function operator, up to multiplication by a damping factor. As noted below (11), the kernel of the averaged autocorrelation operator is even in τ , and therefore its τ derivative is odd. In (24) we show the operator only for τ > 0. Propositions 2.1 and 3.1 do not require any ergodic properties of the Hamiltonian flow. The more interesting and realistic case is the one in which the spatial distribution of the sources is neither stationary in space nor delta-correlated. The main result of this paper is that when the noise source distribution is characterized by the covariance function θ in (3), then the statement of the previous proposition is still true in the ergodic case, up to a smoothing operator that depends on θ and up to a remainder that is small for high frequencies.
,θ is smooth, bounded, and integrable, then K T (τ, x, y) is the kernel of the operator
for any τ > 0, where K θ is a θ-dependent smoothing operator
The remainder R(τ ) is small in the sense that there exists a constant C R that depends only on θ and c W 4,∞ (Ω) such that for any ψ ∈ L 2 (Ω),
where r erg (t) goes to 0 as t → ∞ and
In the next two subsections we discuss the form of the smoothing operator K θ and that of the remainder R in this theorem. The proof of the theorem is given in Subsection 3.4.
The Smoothing Operator
The symbol of the smoothing operator K θ isk θ (c(x)ξ) so that by the Weyl quantization we have
The form of the symbol of K θ is not surprising. It is obtained by averaging the symbol θ(x, ξ) of Θ over the Liouville measure on sheets of constant energy. This makes sense intuitively since, in the semiclassical limit, we can expect the symbol of K θ to be close to the one of Θ transported by the classical Hamiltonian flow, and this converges to (27) by the ergodic theorem. Note that the symbol of K θ depends on ξ through its modulus only, which means that the smoothing operator K θ is isotropic. The functionθ iso defined in (28) is an "isotropized" transformation ofθ. Ifθ(z, ξ) depends on ξ only through |ξ|, the modulus of ξ, thenθ iso is equal toθ.
Let us examine two particular cases. 1. In the limit case, not covered by the theorem, in which the sources are spatially uncorrelated, θ(x, y) = θ s (x)δ(y), the operator K θ is a multiplication operator
This means that the Green's function can be recovered exactly, up to a multiplicative constant. If in addition θ s ≡ 1, then we get
which is in agreement with Proposition 3.1. Note, however, that the delta-correlated case θ(x, y) = θ s (x)δ(y) is not addressed by Theorem 3.1, where the power spectral densityθ(x, ξ) is required to be integrable.
2.
When c is a constant, then the smoothing operator K θ is a convolution operator, that is, multiplication in the Fourier domain bŷ
If in additionθ(z, ξ) is independent of z and depends on ξ through its modulus only, i.e. θ(z, ξ) =θ c (|ξ|), thenk θ (|ξ|) =θ c (|ξ|). In this special case there are sources everywhere in the domain Ω, but they are spatially correlated. For example, ifθ c (|ξ|) = exp(−l 2 c |ξ| 2 ), then l c can be identified as the correlation radius of the sources and the smoothing operator K θ is simply a Gaussian convolution kernel with the effective radius l c .
To summarize, the support of the smoothing operator K θ has an effective radius that is of the order of the correlation radius of the sources. This effective radius determines the accuracy of the cross correlation method for estimating the singular support of the Green's function, as we show in the next subsection.
The Remainder Operator
The remainder R(τ ) is small if the two terms inside the square brackets on the right side of (29) are small. The function r erg (t) is determined by the rate of convergence of the ergodic theorem for the functionθ of the classical Hamiltonian flow. The second term in (29) is determined by the error in the semiclassical approximation. As a result, the remainder R(τ ) is small if the following two conditions are fulfilled: (1) T erg T a , which means that convergence to the ergodic regime for the smooth functionθ of the classical flow occurs for times smaller than the attenuation time T a . Here we have denoted by T erg a characteristic decay time of the function t → r erg (t).
(2) the test function ψ is oscillatory, in the sense that it contains mainly high frequencies. Under these conditions, the high-frequency wave dynamics is controlled by the ergodic classical flow.
If we restrict the set of test functions to the high-frequency set
where δ 1, then we have the estimate
where now the right-hand side is small. This shows that the high-frequency component of the averaged operator
To summarize, if T erg T a , then detecting the first peak of τ → K T (τ, x, y) gives an estimate of the travel time from x to y. The accuracy of this estimate depends on the resolution of the smoothing operator, which, in turn, depends on the correlation radius of the sources.
Proof of Theorem 3.1
The kernel of the operator K T (τ, x, y) is
We first study K 1 and write it in the form
with
Ta dse
The proof of Theorem 3.1 consists in studying the four operators R 1 , R 2 , R 3 , and R 4 . The term R 1 can be estimated by using the ergodicity of the classical Hamiltonian flow (see Step 1) . The term R 2 can be estimated by the Egorov theorem (see Step 2) . The term R 3 can be made arbitrarily small for choosing N large enough. The term R 4 can be bounded by using the fact that it is an off-resonant term (see Step 4 ). An optimization with respect to N gives final the result.
Step 1. The main idea is to apply the ergodic theorem to the symbol of the operator R 1 . Let us define
Ta ds .
The explicit form of this operator is
The expression (35) for the operator R 11 involves an integral over T * Ω. We will rewrite it as an integral over energy surfaces and over the hypersurface S * (Ω) using the identity (15), which states that the integral over T
* Ω of a function F can be written as
F (z, qξ)dµ(z, ξ) .
Next we need to express Q(z, qξ) as a function of (z, ξ). If (x, ξ) ∈ S * (Ω), then we have
Ta ds
Ta ds ,
where we have used (14) and we have defined
Ta ds ψ q,x (z, ξ)dµ(z, ξ)
where we have defined ψ q,x (z, ξ) = e 2qi(x−z)·ξ ψ(2z − x) .
We want now to identify 1 2 K θ ψ(x) as the "average" of the first term of the right-hand side of (36). If we defineθ
then we have by (15)
We first compute the integral in ξ. The computation uses the formula (16) for the Liouville measure over S * (Ω):
withk θ defined by (27) . Substituting into (37) we get 1
Substituting into (36) we obtain
Note thatθ q is the average of the functionθ q (z, ξ) over S * (Ω), so that the term in the curly brackets of (38) is of the form (A.5) in Lemma Appendix A.2. Therefore, applying the third item of Lemma Appendix A.2, we have for any q ∈ (0, ∞) and uniformly in N ≥ 1:
where r erg is defined by (A.4). Since the
By the second item of Lemma Appendix A.2, we know that the function r erg (t,θ q ) goes to 0 as t → ∞ for any q. This function is also bounded by sup (x,ξ)∈S * (Ω) |θ(x, qξ)|, which decays fast enough in q to ensure the convergence of the integral in q. The dominated convergence theorem then shows that the function r erg (t) goes to 0 as t → ∞.
The same estimate as (39) holds for
Ta ds , and consequently for R 1 = iR 11 e
Step 2. By Lemma 2.1 there exists C ego , T ego such that, for any ψ ∈ H −1 (Ω),
Step 3. Let us define
The operators e −is √ −∆ and e −is √ −∆ preserve the L 2 -norm and the operator Θ is bounded in L 2 , so we have for any ψ ∈ L 2 (Ω)
Ta ds ψ
The same estimate holds for
Ta ds , and consequently for R 3 = R 31 e
This establishes the existence of a constant C θ that depends only on θ such that for any ψ ∈ L 2 (Ω),
Step 4. Let us define
We use the eigenvalues ω 2 n and orthonormal eigenfunctions φ n ∈ L 2 (Ω) of the operator −∆ with the Dirichlet boundary condition. For any ψ, ψ ∈ L 2 (Ω),
and therefore
By the second item of Lemma Appendix A.1 in the Appendix, if d = 2 or 3, then there exists a constant C θ that depends only on θ such that, for any ψ ∈ L 2 ,
The same estimate as (40) holds for
Ta ds , and consequently for R 4 = R 41 e −iτ √ −∆ − R 42 e iτ √ −∆ . This establishes the existence of a constant C θ that depends only on θ such that for any ψ ∈ L 2 (Ω),
By collecting the estimates for R 1 , R 2 , R 3 and R 4 , we obtain that, if T a < 2T ego ,
and if T a > 2T ego ,
The function r erg (t) depends only on θ and the ergodic Hamiltonian flow, and goes to 0 as t → ∞. By optimizing with respect to N , we obtain
where C Ta,Tego is given by (30) . The expression (34) of K 1 and the fact that (−∆)
is a bounded operator from L 2 (Ω) to H 1 (Ω) then gives
Finally, the analysis of the operator K 2 goes along the same lines as the one in step 3, and we find that its norm, as an operator from L 2 (Ω) to H 1 (Ω), is bounded by C θ /T a .
Statistical Stability
Statement of the Main Result
Theorem 3.1 shows that the operator K T is close to the Green's function after averaging with respect to the distribution of the stationary noisy signals emitted by the sources. Moreover, the averaged operator K T is independent of the averaging time T . In this section we show that the operator K T is statistically stable. This means that the fluctuations of the operator K T about its average are small when the averaging time T is large. We carry out a detailed analysis of the second moment of the operator K T and we show that the norm of the fluctuations of the operator K T has small standard deviation compared to the norm of the averaged operator when T T a .
From this proposition and the Chebychev inequality we have that for any
If we restrict the set of test functions to the high-frequency set B δ defined by (32) , that is,
This shows that K T is the kernel of the smoothed Green's function if the test functions contain mainly high frequencies and if
where T erg is the characteristic decay time of the ergodic function rate r erg . As we will see in the proof below, the fluctuations of K T do not decay to zero as τ → ∞. There is a term in the variance of the fluctuations that does not depend on τ . As a consequence, it is possible to reconstruct the Green's function G(τ, x, y) only for τ ≤ τ c , where
Proof of Proposition 4.1
The key ingredient for the computation of the second moment of the operator K T is the well-known result that high-order moments of Gaussian processes can be expressed in terms of sums and products of second-order moments. Let x, y,x,ỹ ∈ Ω. Then,
The forth-order moment of the Gaussian random process n is
Consequently, we have 1
and the second moment of K T can be decomposed into the sum of three contributions:
It is easy to check that
Estimate of
After integration in u and change of variable s = s + τ ,
is a combination of terms of the form
Therefore we have
is a sum of terms of the form
Summary. Collecting the results on the three contributions of the second moment of
which gives the desired result.
Conclusion
We have introduced conditions under which the cross correlation function of the noisy signals recorded at two observation points contains enough information to identify the singular component of the the Green's function between these points. These conditions are as follows.
(1) The sources are assumed to emit stationary random signals that are Gaussian white-noise in time. Their spatial distribution is assumed to have a smooth covariance that is, in general, localized.
(2) The classical Hamiltonian flow is assumed to be ergodic. Quantitative estimates involve the convergence time T erg for the ergodic theorem applied to the Fourier transformθ of the covariance of the sources evaluated along the flow.
(3) The averaging time T , the attenuation time T a , and the ergodic time T erg are assumed to satisfy T T a T erg . These relations among the various time scales come from the application of the ergodic theorem (Definition 2.1) and the assumed Gaussian statistics of the noise sources. No special hypotheses are required on the Egorov time T ego defined in Lemma 2.1.
The analysis in this paper justifies the use of the cross correlation approach for travel time estimation in a bounded domain with spatially limited, noisy sources. It also quantifies the statistical stability of this estimation method as well as its accuracy, which is shown to depend on the spatial correlation of the sources. Extensions of these results to vector waves and to surface waves are now under consideration [11] . 
which is finite and uniformly bounded in p if d ≤ 3.
The next lemma uses the ergodicity of the classical flow to get the convergence of a special class of integrals used in the proof of Theorem 3.1.
Lemma Appendix A.2 Assume that the Hamiltonian flow is ergodic in the sense of (17) 
2. The function
goes to zero as t → ∞.
If we denote
uniformly with respect to N ≥ 1.
The function r erg (t, f ) is determined by the ergodicity of the classical Hamiltonian flow for averaging times of order t. It gives the convergence rate of the time average of the function f to its mean valuef .
Proof. The first item of the lemma is a direct application of the classical Egorov theorem in real analysis (which is not to be confused with the semiclassical Egorov theorem [16] ).
The second item consists in showing that r erg (t, f ) → 0 as t → ∞. Let n ≥ 1 be fixed. By the first item, we have lim t→∞ n t
As a consequence,
Since this holds for any n ≥ 1, we have the desired result. We now turn our attention to the third item. We denote F (s, m) = f (e sh m) −f . For any n ≥ 1, we have 
Let us define A n as in the first item. We have on the one hand
where we have used the Cauchy-Schwarz inequality in the last step. On the other hand, since |e −2y − 1| ≤ 2y for any y ∈ (0, 1), we have 
where we have used the fact that |A c n | ≤ n −2 |S * (Ω)|. Since this inequality true for any n ≥ 1, we can take the infimum over such n in the right-hand side, and this establishes the desired result.
Finally we prove the estimate (21) and Lemma 2.1, that allow us to control the error in the Egorov theorem.
Proof. In this proof we use arguments taken from [20] . The symbol h(x, ξ) = c(x)|ξ| is homogenous of order one. We introduce the transported zero-order symbol p(x, ξ, t) =θ(e th (x, ξ)) solution of the Liouville equation We only consider symbols p with support near rays which are transverse to the boundary. The interaction with rays tangent to the boundary or issuing from singular points of a piecewise C ∞ boundary can be handled following the method of [34] and we focus on the main points of the proof. Taking derivatives and using Gronwall lemma we deduce from (A.6) the estimate 
The operator E 2 (t) = Op(p(t, x, ξ)) is by construction solution of the equation
Therefore for the "error" E(t) = E 2 (t) − E 1 (t) we have the equation
. We obtain by the Duhamel formula: Since E(0) = 0, this implies that the operator E(t) is linear continuous from H −1 (Ω) to L 2 (Ω) with a norm bounded by
Substituting (A.10) in this estimate establishes the desired result.
