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Abstract 
Francke, J. and J.J.H. Meijers, Super-visible codes, Discrete Mathematics 110 (1992) 119-134. 
Upper bounds and constructions are given for super-visible codes. These are linear codes with 
the property that all words of minimum weight form a basis of the code. Optimal super-visible 
codes are summarized for small lengths and minimum distances. 
1. Introduction 
It is well know that the weight of a nonzero codeword in any Reed-Muller 
code is at least equal to the weight of the lowest-weight row of the standard 
generator matrix for that code. This recently led Ward [8] to study general linear 
codes with the same property, i.e. codes for which there exists a generator matrix 
G such that no nonzero codeword has smaller weight than the lowest-weight row 
of G. He called such codes visible. 
In a similar vein is the remarkable fact that the rows of the incidence matrix of 
a projective plane of order n =2 (mod4) generate a code of dimension 
$(n’+ it + 2) in which the plane is still ‘visible’ as the collection of minimum- 
weight codewords [l]. In general we can consider binary codes for which the 
words of minimum weight contain a basis of the code. Generalizing Ward’s 
terminology we call these highly visible. 
In this paper we shall be interested in a similar situation. We consider binary 
codes % that have a generator matrix G such that the rows of G are exactly all the 
codewords of % with minimum weight. We call these codes super-visible. 
For convenience we call a generator which contains only words of minimum 
weight a generator matrix of minimum weight. This terminology is meaningful for 
both super-visible and highly visible codes. 
Clearly the code % consisting of all binary words of length II, with generator 
matrix I, is super-visible and any cyclic super-visible code has a generator matrix 
consisting of m copies of I. Neither of these examples is interesting but we shall 
show that there are interesting super-visible codes and prove some theorems 
concerning these codes. 
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As usual, we denote by A(n, d) the maximum number of codewords in a code 
with length n and minimum distance d. We now define: 
A*[n, d] : = max{kl an [n, k, d] super-visible code exists}. (1) 
In Section 2 we shall generalize well-known bounds for A(n, d) to bounds for 
super-visible codes, i.e. bounds for A*[n, d]. In Section 3 we mention several 
constructions for super-visible codes. By combining the results of Section 2 and 3 
we find in Section 4 a table of (bounds for) A*[n, d] for small values of it and d. 
Note that our problem is related to unequal-error protection codes [2]. For 
these codes, certain information positions are better protected against errors than 
others. For super-visible codes, the mutual distance between two words that differ 
on >l information positions is relatively large. Consider the situation that a 
received word is decoded incorrectly. When a usual code is used nothing is known 
about the distance between the two information words. When a super-visible 
code is used the probability of only one information bit being changed is 
relatively large. 
2. Bounds for super-visible codes 
In this section we treat a number of upper bounds for A*[n, d] that are easy to 
derive from the well known bounds for A(n, d). 
Consider a super-visible code with length n and minimum weight d. Choose a 
word of weight d which is not in this code. Leave out the columns of the 
generator matrix that correspond to a 1 in this word. The rows of the generator 
matrix are still linearly independent. Otherwise there would be a codeword with 
l’s only on the omitted positions which contradicts the choice of the d columns. 
So the number of independent rows k must be smaller than II - d. We get the 
following improvement of the Singleton bound. 
Theorem 1. A*[n, d] s n - d. 
Our next bound, derived in a similar way as the Plotkin bound, is obtained by 
counting the number of l’s that occur in the list of all codewords in a super-visible 
[n, k, d]-code. Only k codewords have weight d and all other nonzero codewords 
have weight at least d + 1. The exact number of l’s in this list equals $z2k. In this 
way we find the following inequalities. 
Theorem 2. We have 
and 
n2k-1 2 kd + (2k - k - l)(d + 2) for even d 
n2k-’ 2 kd + (2k - k - l)(d + 1) for odd d. 
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Theorem 3. For a super-visible [n, k, d] code C we have 
k-2 d’ 
n>d+ c 
i=o I 1 d+l 2 with d’= - I 1 2 . 
The proof of this generalized Griesmer bound is as follows. Let G be the 
generator matrix of minimum weight of C, say 
G= 
111.e.l oo.*.o 
G, 1 G2 ’ 
Let d’ be the minimum distance of C2, the code generated by G2. Consider an 
arbitrary codword c2 from C2. If c2 is one of the rows of GZ then w(c2) 3 
[(d + 1)/2]. Let c2 be a linear combination of rows of G2 then there are two 
corresponding codewords of % obtained by adding the first row of G or not. At 
least one of these two codewords has at most [d/2] l’s on the first d positions. 
For this codeword c we have w(c) > d + 1 and w(c) =%d/2 + w(c2). Hence 
w(c2) 2 d/2 + 1. From these two possibilities we conclude d’ 3 [(d + 1)/2]. 
Applying the usual Griesmer bound to the code C2 gives the result stated above. 
In case d is odd it is easy to improve the Johnson bound for super-visible codes. 
In case d is even we can derive a similar result. 
Theorem 4. For a super-visible [n, k, d] code C we have 
~ (“) (e’1’-k(~‘_2.” 
+ 
j=O 1 n l-l 
ifd=2e+l 
, 
e+  
if d = 2e. 
To prove this theorem in case d is odd, one just has to replace A(n, d, d) by k 
in the proof of the general Johnson bound [3]. 
In case d = 2e we count all words with distance Se to the code. For this, 
consider an arbitrary codeword c, w.1.o.g. 0. The number of words that have 
distance Se to 0 equals CF=, (7). Exactly k codewords have weight 2e and mutual 
distances 22e + 1, so two codewords of weight 2e cannot cover the same word of 
weight e. Hence k(2,‘) words of weight e have distance e to exactly 1 nonzero 
codeword. By varying c we would count these words twice. Preventing this, we 
get the stated result. 
3. Constructions 
In this section, we give some simple constructions for super-visible codes. Each 
construction makes use of generator matrices of minimum weight. 
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Construction 1. If a super-visible [n, k, 2e] code Ci exists, then it is possible to 
construct a super-visible [n + 1, k, 2e + l] code C,. Let G, be a generator matrix 
of minimum weight of code Ci. Then a generator matrix of C2 can be made by 
simply adding a column of l’s to G,. 
Although this construction looks trivial, it turns out to be very useful in Section 4. 
Construction 2. Let Gi be the generator matrix of a super-visible [n,, k, d,] code 
and G2 the generator matrix of a highly visible [n2, k, d2] code, both of minimum 
weight. Then we define a super-visible [ni + n2, k, d, + d2] code by its generator 
matrix G: 
G:=[GlI GJ. 
Each row of G has weight d, + d2. Each linear combination of more than one row 
of G has weight sd, + 1 on the first IZ, positions and weight sd, on the last Q 
positions. 
Many cyclic codes have a generator polynomial of minimum weight and 
therefore are highly visible. Together with an identity matrix, which generates a 
super-visible code, one is able to construct super-visible codes in a very easy way. 
For example, from the [7,4,3] Hamming code we get a super-visible [ll, 4,4] 
code. In the next section this turns out to be an optimal code. 
Construction 3. Consider the generator matrix G of minimum weight of a 
super-visible [n, k, d] code, that has the following form 
Il...1 ??...? 
G= 
0 1 G ’ 
Let n’ be the number of columns of the matrix G,. Then G, generates a 
super-visible [IZ’, k - 1, d] code. 
For example, the super-visible [ll, 4,4] code obtained with Construction 2 can 
be shortened to a super-visible [9,3,4] code. This code also turn out to be 
optimal. 
Construction 4. In this construction we make use of the polynomial notation of 
codewords in cyclic codes. For an odd number n let g(x)h(x) = xn - 1. The 
polynomials g(x) and h(x) generate cyclic codes C, and C, with minimum 
distances d, and d2 respectively. We assume d2 > d,. Let f(x) be a codeword of 
minimum weight d, of C, such that GCD(f(x), h(x)) = 1. We define C,, to be the 
circulant matrix of size it corresponding to f(x). Then G defined by 
G:=[I, 1 Cn] 
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generates a [2n, IZ, di + l] code which is: 
l highly visible if d2 = d, + 1, 
l super-visible if d2 2 d, + 2. 
The proof is straightforward. We simply check the possible weights of the 
codewords. Consider a linear combination of rows of C,, say 
q(x)f(x) mod (x” - 1) with 0 < degree(q(x)) <II. A nonzero codeword c of the 
code generated by G can be written as 
c = (q(x), q(x)f(x) mod (x” - I)). 
There are two possibilities: 
(1) q(x)f(x) = 0 mod (x” - 1). 
From GCD(f(x), h(x)) = 1 it follows that h(x) 1 q(x). This means that q(x) is a 
codeword of C2 with weight sd,. 
(2) q(x)f(x) f 0 mod (x” - 1). 
The word q(x)f( x is a nonzero codeword of Ci, the code generated by g(x), ) 
and has weight sd,. 
If 0 = q(x)f(x) mod (x” - 1) then w(c) = w(q(x)) + 0 a d,. 
If 0 p q(x)f(x) mod (x” - 1) then w(x) 2 w(q(x)) + d,. 
Example. We use Construction 4 to make a super-visible [62,31,7] code. Let 
x31 - 1 = MoM,M,M&M,,M1, be the decomposition of x3’ - 1 into irreducible 
factors. Take g(x) = MOMIM7 and h(x) = MJ’&M,,M,,. According to [4], g(x) 
generates a code Ci with minimum distance d = 6 and h(x) generates a code C2 
with d’ s dRCH 2 11. It remains to find a codewordf(x) of Ci of weight 6 such that 
GCD(f(x), h(x)) = 1. If we take M,(x) = 1 +x2 + x5, then 
Unfortunately, g(x) does not have minimum weight. It is easy to check though 
that f(x):= (1 +x7 + x’)g(x) has minimum weight 6 and that GCD(l +x7 + 
x8, h(x)) = 1. We immediately find a super-visible [62,31,7] code that can be 
shortened to super-visible [61,30,7], [60,29,7], . . . codes. Each column of C, 
contains six l’s, so it is possible to delete six rows and seven columns and obtain a 
super-visible [55,2.5,7] code. 
4. Small optimal super-visible codes 
In this section we give some results of Constructions 2 and 3. From these and 
the bounds from Section 2 we find a table of (bounds for) A*[n, d] for small 
values of n and d. Construction 4 only gives good codes with large parameters. 
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We already mentioned that cyclic codes with a generator polynomial of 
minimum weight are highly visible. In this case we use Construction 2 to make 
super-visible codes. Subsequently Construction 3 helps us to find smaller codes. 
In [4] one finds the minimum distances of binary cyclic codes of length ~63. We 
will illustrate this by the following example. 
Example. Consider the cyclic code of length 15 with generator polynomial 
M&f3M5=(1+X+x4)(1+X1+X2+X3+X4)(1+X+X~) 
=1+X+X2+X4+X5+x8+X1o. 
From the table [4] we know d = d,, = 7. The generator has weight 7, hence 
generates a highly visible [15,5,7] code. Together with an identity matrix we get 
the generator matrix 
G= 
10000 
01000 
00100 
00010 
00001 
111011001010000- 
011101100101000 
001110110010100 
000111011001010 
000011101100101. 
G generates a super-visible [20,5,8] code. It is easy to see that each time we use 
Construction 3, we can delete two columns. This also gives super-visible [l&4,8] 
and [16,3,8] codes. 
Table 1 contains other super-visible codes that are made in the same way. 
The super-visible codes in Table 1 made from cyclic codes of length 7 turn out 
to be optimal. Table 2 contains (bounds for) A*[n, d]. In most cases the Johnson 
bound (Theorem 4) nearly gives the true value of A*[n, d]. We will explain how 
one can sharpen this upper bound when possible and also give generator matrices 
of the best codes we could get. It appears that, in general, optimal codes can only 
be constructed in a combinatorial way. 
Table 1 
n k d generator super-visible codes 
7 4 3 M, 111, 4, 41, 19, 3, 41 
7 3 4 M&I 11% 3, 51, [8, 2, 51 
15 10 4 MOMI [25, 10, 51, [23, 9, 51, (15, 5,51 > 
15 7 5 M&f, [22, 7, 61, [20, 6, 61, [14, 3, 61 . > 
15 6 6 KM, W [21, 6, 71, [19, 5, 71, . > [15, 3, 71 
15 5 7 MI&MS [20, 5, 81, 11% 4, 81, [16, 3, 81 
31 21 5 M,Ms [52, 21, 61, [50, 20, 61, 
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Table 2 
n\d 3 4 5 6 I 
5 2 1 1 1 1 
6 2 1 1 1 1 
I 3 2 1 1 1 
8 4 2 2 1 1 
9 4 3 2 1 1 
10 5 3 3 2 1 
11 6 4 3 2 2 
12 7 5 4 2 2 
13 8 5 5 3 2 
14 8 6 5 3 3 
15 9 7 6 4 3 
d=3 
First we will prove the results for minimum distance 3. We have found the 
given upper bounds applying the Johnson bound (Theorem 4), except the upper 
bound for A*[9, 31, A*[14, 31 and A*[15, 31. 
By the Johnson bound we have A*[9, 31 s 5. Suppose A*[9, 3]= 5. Consider all 
possible weights of the columns of a generator matrix of minimum weight. One 
easily checks that there have to be four or five columns of weight 1. In both cases 
it is impossible to construct a correct generator matrix. So we have A*[9, 31 s 4. 
By geometric arguments similar to those we used to prove A*[14, 51 s 5, J.H. 
van Lint has shown that A*[14, 31 s 8 [5]. From this follows A*[15, 31 s 9. 
We now show how one can construct the codes in Table 2. Consider the 
following two matrices. Together they contain all words of length 6 and weight 2. 
A :=lO 0 0 10 
000110 
‘--I 
010001 
001001 
000011 
110000 
rl- 001100 101000 
0 1 0 110 0 
I 
B:= 
0 1 1 0 
1 0 0 1 
0 1 0 0 
0 0 1 0 
1 0 0 0 
0 0 0 1 
0 0 
0 0 
3 1 0 1 0 0 1 0 1 
None of these words occurs twice. The sum of two words of A is either a word of 
weight 4 or a word of weight 2 which is a word in B. Hence the sum of three 
words of A is not zero. We now define G by 
G = [Z9 1 A]. 
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The matrix G generates a super-visible [X,9,3] code and can be shortened to 
generator matrices of super-visible [14,8,3], [13,7,3], [ll, 6,3], [lo, 5,3], 
[8,4,3], [7,3,3] codes. 
The matrices A and B can be extended to larger matrices that have the same 
properties. For example, in this way it is possible to construct super-visible 
[19, 12,3] and [23, 16,3] codes. In these cases the Johnson bound gives 
A*[19, 316 13, A*[23, 31 c 17. 
A generator matrix of a super-visible [13,8,3] code is given by 
G= 
1 10 0 o- 
1 0 1 0 0 
1 0 0 1 0 
0 0 1 0 1 
0 1 1 1 0 
1 10 0 1 
0 1 0 1 1 
1 1 1 1 o_ 
= [& 1 Al. 
Proof. The rows of A are denoted by a,, u2, . . . , a8. G clearly generates a binary 
[13,8,3] code. How many codewords of weight 3 occur in this code? 
l G contains four words of weight 3, namely those corresponding to ai, u2, 
a3, a4. 
l Consider a linear combination of two rows of G. This can only have weight 3 
if it has exactly one 1 on the last five positions. For this we need two rows of A 
with distance 1. Of all possibilities we find two combinations, namely aI + a6 and 
a5 + a,. 
l Consider a linear combination of three rows of G. Can this have weight 0 on 
the last five positions? We define 
$:=a, +u2+a3+a4= (1 1 0 1 l), 
S,:=u5+u6+u7+a,=(0 0 0 10). 
There is no row of A that equals S1 or S,. So three rows of either half of A are 
linearly independent. 
If we take two rows of the upper half of A, we get a word of even weight. The 
only word of even weight in the lower half is a*, which does not equal the sum of 
two rows in the upper half. 
Suppose we take only one row of the upper half of A and two rows of the lower 
half. We cannot use u8 that has even weight, so we must take two of as, a6, a,. 
This gives the following possibilities 
a5 + a6 = (1 0 1 1 l), 
~~+a,=(0 0 1 0 1) =u4, 
a6 + u, = (1 0 0 1 0) = a3. 
l Clearly combinations of four or more rows have weight 34. 
Super-visible codes 127 
There are eight words of weight 3, that are linearly independent. So we find a 
super-visible [13,8,3] code with the following generator matrix of minimum 
weight: 
-10000000 11000 
01000000 10100 
00100000 10010 
0001000000101 
0000100110000 
1 
1000010000001’ 
0001101000000 
-0 0 10 0 1 10 0 0 0 0 0 
The above generator matrix of minimum weight has four columns that contain 
only one 1. Construction 3 can be used to obtain [12,7,3], [ll, 6,3], [lo, 5,3], 
[9,4,3] super-visible codes. 
d=4andd=5 
By Construction 1 we know A*[n, 2e] SA*[n + 1, 2e + 11. We proceed as 
follows. First we derive upper bounds for A*[n + 1, 51 which are also upper 
bounds for A*[n, 41. Subsequently we give codes with dimension equal to the 
upper bound for A*[n, 41. Using Construction 1 we obtain the optimal codes in 
case d = 5. 
l A*[9, 51 c 2, by the Plotkin bound (Theorem 2). 
l A*[lO, 51 s 3, by the Johnson bound (Theorem 4). 
l A*[ll, 51~3. The bounds in Section 2 give A*[ll, 51~4 as best result. 
Suppose a super-visible [ll, 4,5] code exists. W.1.o.g. the generator matrix of 
minimum weight can be written as 
G= 
1 1 1 1 1 0 o*.*o 
? 1 G’ ’
The matrix G’ generates a [6,3,3] code. Any [6,3,3] code has weight 
enumerator A(z) = 1 + 4z3 + 3z4. Hence the super-visible [ll, 4,4] code has four 
words with three l’s on the last six positions. At least one of these codewords is 
not in the generator G, say c, and therefore has at least three l’s on the first five 
positions. If we add c and the first row of G we get a codeword with weight 65. 
Also this codeword is not in G, and we have a contradiction. 
l A*[12, 51~4. By the Johnson bound (Theorem 4) we have A*[12, 51 c 5. 
Suppose a super-visible [12,5,5] code exists. Let G be a generator of minimum 
weight. Because a super-visible [ll, 4,5] does not exist, all columns of G contain 
at least two 1’s. Hence G has one column of weight 3 and eleven columns of 
weight 2. Adding all the rows of G, we get a codeword of weight 1. 
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l A*[13, 51~ 5. Again the Johnson bound gives the best result: A*[13, 51 s 6. 
But also a super-visible [13,6,5] code does not exist. Let for i = 1, 2, 3, 4, 5, wi 
denote the number of columns of weight i in a generator matrix of minimum 
weight. Because A*[12, 51~ 4 we have w1 = 0. We now find the following 
equalities: 
w,+ w,+ w,+ % =13 x-2 
2w*+ 3w,+ 4w,+ 5w, =30 x 1 + 
w,+ 2w,+ 3w, =4 
From this we have w, > 9. Adding all rows of G we get a codeword of weight ~4. 
Again a contradiction. 
l A *[14, 51 c 5. By the generalized Johnson bound we have A*[14, 51s 6. 
Suppose a super-visible [14,6,5] code C exists. One easily checks that at least 
one column has weight 1. W.1.o.g. we can write the generator matrix of minimum 
weight as 
G= 
‘1 
0 
0 
0 
0 
.O 
1 1 1 1 
A 
0 0 ... o- 
G’ 
From the proof of the Griesmer bound for super-visible codes we know that G’ 
generates a [9,5,3] code C’. Suppose a combination of two or more rows of G’ 
has weight ~3. The corresponding codeword in C has at least three l’s on the first 
five positions. Adding the first row of G, we would get a codeword of weight ~5. 
Contradiction. Hence the only words of weight 3 in C’ are rows of G’. 
G’ cannot have five rows of weight 3, because a super-visible [9,5,3] code 
notes not exist. G’ cannot have less than four rows of weight 3 either. To prove 
this one just has to replace A(n, d, d) by 1, 2, 3 in proof of the Johnson bound 
[3]. Notice that A(n, d, d) replaced by 4 gives equality! 
Consider the case that G’ has four rows of weight 3 and one row of weight 34. 
Now, suppose that the four rows of weight 3 have a 1 on the same position. In 
this case we write 
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The sum of two of g;, g;, g;, gi yields a word of weight 4. Therefore the sum of 
two of ai, u.7, u3, a4 must have weight 22. We know ~(a,) = 2, i = 1, 2, 3, 4. So 
the sum of two of a,, u2, u3, u4 cannot have weight 4, because adding the first 
row of G would give another codeword of weight 5. This implies that each two of 
al, a2, a3, CL, have exactly one 1 in common. This is not possible. 
In the case where w(g;) = 4, we consider G’ as the point-line incidence matrix 
of a geometry $I with the following properties: 
(1) there are 9 points and 5 lines; 
(2) four lines have 3 points and one line has 4 points; 
(3) two points are on at most one line, for otherwise the sum of lines would 
yield a codeword of weight 63. 
(4) the geometry %I does not contain a configuration as in Fig. 1. 
Fig. 1. 
(5) We cannot have 88, where these two points are on no other line, as a 
part of the geometry for otherwise the super-visible [13,6,4] code can be reduced 
to a super-visible [12,5,4] code. 
(6) Each point is on at least one line of weight 3. Suppose there is some point 
that is on no line of weight 3. This point has to be on the line of weight 4. We 
0 
G’= [-I ]8,4,3] i 0 U 1 
The row a has weight 3 and distance 23 to all codewords of the [8,4,3] code. 
This implies the existence of a [8,5,3] code. This contradicts the Hamming 
bound for A(8, 3). 
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Fig. 2. Fig. 3. 
We consider all possible configurations of the four lines of weight 3. 
-By the remark above we do not have to check the configuration in Fig. 2. 
-We now consider the situation of three lines of weight 3 having one point in 
common. Fig. 3 shows the only possible configuration for the four lines of weight 
3 (because of property (4)). 
Fig. 4. Fig. 5. 
We use properties (3) and (5) to draw the line of weight 4 and get Fig. 4. The 
sum of the rows (lines) of Fig. 5 give a codeword of weight 3. This contradicts the 
fact that linear combinations of rows of G’ must have weight 24. 
-Finally, we consider the situation where each point is on at most two lines of 
weight 3. We have the following two possibilities. 
n 
/ L 
0 0 0 
Fig. 6. Fig. 7. 
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The black points in Fig. 6 give the only possible points for the line of weight 4 
according to the properties of the geometry. Adding all rows in the corresponding 
matrix G’ would yield a codeword of weight 2. Contradiction. 
Because of property (3) it is impossible to draw the line of weight 4 in Fig. 7 
without intersecting a line of weight 3 in two points. 
In the case w(g;) = 5 we can derive properties for a geometry corresponding to 
G’ in a similar way. We already know that there cannot be a point that is on four 
lines of weight 3. Other possibilities also lead to some contradiction. 
l A*[15, 51 s 6. The Johnson bound for super-visible codes gives A*[ 15, 51 s 7. 
If a super-visible [15,7,5] code exists, it must have at least one column of weight 
1. Otherwise, add all rows and obtain a codeword of weight ~5. By Construction 
3 we would get a non-existant super-visible [14,6,5] code. 
From the remark that A*[n, 2e] cA*[n + 1, 2e + l] we know that A*[13, 41~5. 
We can prove A*[14, 41 S 6 and A*[15, 41 S7 in the same way as we did 
A*[15, 51 =S 6. 
The optimal codes for d = 4 and n s 11 and for d = 5 and n =S 12 are given in 
Table 1. A generator matrix of minimum weight of a super-visible [12,5,4] code 
is given by 
1110000 
1001100 
G= r, 1 0 0 0 0 1 1 I----1 0101010’ 0010101 
By adding a column of l’s to this generator matrix G, we get a generator of a 
super-visible [13,5, 51 code. Finally, a generator matrix of a super-visible 
[15,7,4] code is given by 
G= 
11100000 
10011000 
10000110 
01010100 
00101010 
10101011 
01110011 1 
= [I, 1 Al. 
We denote the rows of A by al, u2, . . . , a,. Notice that a,, u2, . . . , a5 form 
the right part of the generator matrix of the super-visible [12,5,4] code above. 
We leave it to the reader to verify that G generates a [15,7,4] code. How may 
codewords of weight 4 occur in this code? We already know that combinations of 
more than one row of the first five of G, have weight ~5. 
l G contains five words of weight 4. 
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l Consider combinations of two rows of G. The weight of a6 + a, equals 4. 
Which rows of al, a2, . . . , a5 are covered by either a6 or a,? Checking the ten 
possibilities gives us that w(ag + ah) = 2. 
l Consider combinations of three rows of G. We already know w(a, + a7) = 4. 
Can we find an i (1 <is5) such that w(a, +a6+a,) = l? Checking the five 
possibilities, we find only w(a2 + a6 + a7) = 1. 
If we use only one of a6, a7, there will be a 1 on the last position. There turns out 
to be no i, j (lci<j<5) Such that Ui+aj+a6=(0 0 0 0 0 0 0 1). The same 
for a,. 
l Consider combinations of four rows of G. If we take both a6 and a7, it is 
impossible to find i, j (1 s i < j < 5) such that w(ai + aj + a6 + a7) = 0. If we use 
only one of a6, a7 the last bit is a 1. So combinations of four rows of G have 
weight 26. 
l Combinations of more than four rows have weight 26. 
Clearly, the seven words of weight 4 corresponding to a,, a2, a3, a4, as, as + a61 
a2 + a6 + a7 are linearly independent. 
Using Construction 3 we get generator matrices of super-visible [14,6,4], 
[12,5,4] codes. One easily verifies that the remaining codes for d = 4 and d = 5 in 
Table 2 can be found by shortening or extending the generator matrices above. 
d=6andd=7 
We prove the results in the same way as we did in case d = 4 and d = 5, i.e. by 
using A*[n, 2e] SA*[n + 1, 2e + 11. 
l The upper bounds for A*[n, 71, n = 12, 13, 14, are obtained with the 
generalized Plotkin bound (Theorem 2). 
l A*[15, 71~3. By the generalized Plotkin bound we have A*[15, 71~4. 
Suppose a super-visible [15,4,7] exists. Let G be a generator matrix of minimum 
weight. W.1.o.g. we have 
.l 0 o... 
G’ 
G’ generates a [8,3,4] code C. The only words of weight 4 are the rows of G’. A 
super-visible [8,3,4] codes does not exist. This implies that C contains at most 
two words of weight 4. A generator matrix G” of C in standard representation 
looks like 
G”= [Z3 ) A]. 
-If one row of A has weight 5, the other two rows must have weight 3. In this 
case we can write G” as 
1 0 0 1 1 1 1 1 
G”= 0 1 0 
P2 
0 0 1 P3 I. 
It is not difficult to see that C has at least four words of weight 4. 
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-If there is only one row of A with weight 4, the other rows must have weight 
3. There are two possibilities for the matrix P, namely: 
[tttti] and [~,(~~~I. 
In the first case we get a codeword of weight 3 if we add all rows of G”. In the 
second case we get a codeword of weight 4 if we add the last two rows of G”, this 
means we have three codewords of weight 4 in the code generated by G”. 
-Suppose there are exactly two rows of A with weight 4. We have only one 
possibility for A, namely: 
1 1 1 1 0 
0 0 1 1 1 
One easily checks that G” generates three words of weight 4. 
-In the case A has four rows of weight 4 we have 
1 1 1 1 0 
A= 1 1 1 0 1 . 
[ 1 1 1 0 1 1 
Each combination of two rows of G” has weight 4. 
- Clearly, not all rows of A can have weight 3. 
We conclude that all [8,3,4] have at least three words of weight 4. Therefore 
super-visible [15,4,7], [14,4,6] codes do not exist. 
l A*[15, 616 4. The Johnson bound (Theorem 4) gives us the upper bound 
A*[15, 61 c 5. If a super-visible [15,5,6] exists its generator matrix of minimum 
weight has at least one column of weight 1. This contradicts the non-existence of 
a super-visible [14,4,6] code. 
We give a generator matrix of the optimal super-visible [13,3,6] code 
L r, 13 13 .& - z, 1  . 
Adding a column of l’s we find a generator of the optimal super-visible [14,3,7] 
code. The [7,4,3] Hamming code is highly visible. We already have a 
super-visible [8,4,3] code. Using these codes in Construction 2, we find a 
super-visible [15,4,6] code. 
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