The objective of this paper is to explore the feasibility of using multiple low-altitude, short endurance (LASE) unmanned air vehicles (UAVs) to cooperatively monitor and track the propagation of large forest fires. A real-time algorithm is described for tracking the perimeter of fires with an on-board infrared sensor. Using this algorithm, we develop a decentralized multiple-UAV approach to monitoring the perimeter of a fire. The UAVs are assumed to have limited communication and sensing range. The effectiveness of the approach is demonstrated in simulation using a six degree-of-freedom dynamic model for the UAV and a numerical propagation model for the forest fire. Salient features of the approach include the ability to monitor a changing fire perimeter, the ability to systematically add and remove UAVs from the team, and the ability to supply time-critical information to fire fighters.
Introduction
Forest fires cause billions of dollars in damage to property and the environment every year. To combat forest fires effectively, their early detection and continuous tracking is vital. With the help of advanced image processing techniques, many methods have been developed to detect forest fires in remote regions using satellite images (c.f. Fujiwara (2002) , Kudoh & Hosoi (2003) ). Such images are typically captured by low earth orbiting satellites with an orbital period of about ten hours, and with a resolution that is only sufficient for fire detection. However, fire fighters need frequent and high-quality information updates on the progress of fires to effectively and safely fight them. Because current forest fire monitoring techniques are deficient, fire fighters are often required to enter fire regions with little knowledge of how and where the fire is propagating, placing their lives at risk. For these reasons, there is a need to develop more effective fire monitoring technologies.
High-altitude, long-endurance (HALE) UAVs such as the ALTAIR have the potential to increase image resolution and update rates over satellite based systems (c.f. Ambrosia et al. (2004) ). However, the limited availability of HALE systems during peak fire season may limit their overall effectiveness and emphasizes the need for lower-cost, locally implementable systems.
Low-altitude, short-endurance (LASE) UAVs are expected to be a key technology for enhanced fire monitoring. Flying at low altitude, these UAVs can capture high-resolution imagery and broadcast frequent updates to fire crews. NASA is actively pursuing this possibility with ongoing research projects aimed at tracking the growth of fires using LASE UAVs (c.f. Wegener (2000) ). However, a number of challenges have to be solved before LASE UAVs can be used for fire monitoring. First, with the fire growing and changing directions, UAVs need to be able to plan their path using limited real-time information. Second, LASE UAVs typically cannot carry enough fuel to endure a long fire fighting mission, which means that the UAV must have the intelligence to return to the home base for refueling. Furthermore, for large forest fires, the information update rate may still be too low if only a single LASE UAV is employed. Finally, we note that fires generate tremendous heat and turbulence directly above the burning region. Therefore crossing directly over the fire will place low-altitude UAVs at significant risk. As a consequence LASE UAVs are effectively restricted to the air space over the unburned region of the fire.
The objective of this paper is to explore the feasibility of using multiple LASE UAVs to cooperatively monitor and track the propagation of large forest fires. By using teams of inexpensive, rapidly deployable LASE UAVs, the complexity of the system will shift from the hardware platform to the cooperative control strategies employed to coordinate fire monitoring operations. While teams of LASE UAVs will be more robust to single-point failures than a single satellite or HALE UAV, several technical challenges must be addressed to enable their successful implementation. Issues addressed in this paper include overcoming limited communication range and flight duration, developing a suitable coordination strategy for fire monitoring, and forming team consensus in the presence of noisy or uncertain information.
Spurred by recent increased interest in UAVs from the military community, there has been significant research activity in the area of cooperative control of UAV systems. Recent advances include cooperative search (c.f. Beard & McLain (2003) , Jin et al. (2003) , Yang et al. (2004) ), cooperative path planning (c.f. Bellingham et al. (2002) ), and cooperative assignment strategies (c.f. Inalhan et al. (2002) , Tiwari et al. (2004) ). Experimental work with teams of UAVs has been limited, primarily due to the practical challenges of fielding multiple vehicles simultaneously. Several researchers have demonstrated leader following with two UAVs (c.f. Campbell et al. (2004) , King et al. (2004) , Seanor et al. (2004) ). Cooperative timing using a team of three UAVs has been demonstrated experimentally(c.f. Nelson et al. (2004) ).
A key challenge in implementing decentralized cooperation strategies is to form consensus among members of the team when communication links are intermittent or noisy and sensed information is inconsistent among team members. Recent work on consensus algorithms provide a means for convergence to consistent cooperation information among team members (c.f. Jadbabaie et al. (2003) , Saber & Murray (2003) , Moreau (2003) , Ren & Beard (2005) , and Ren et al. (2004) .
In this paper we present a multiple LASE UAV cooperative control solution to the forest fire monitoring problem. As a first step in this process, Section 3 develops a real-time algorithm for tracking the perimeter of a fire given the availability of an on-board infrared sensor. In Section 4 we develop the main result of the paper which is a decentralized multiple-UAV approach to monitor the perimeter of a forest fire. Salient features of our approach include (1) the ability to monitor a changing fire perimeter, (2) the ability to systematically add and remove UAVs from the team (important for re-fueling), and (3) the ability to supply time-critical information to fire fighters. In Section 5 we present simulation results. To demonstrate the effectiveness of our approach in realistic scenarios, we implemented the forest fire propagation model EMBYR (c.f. Gardner et al. (1996a) , Hargrove et al. (2000a) ) in Simulink to generate a realistic simulation of the time-evolution of a typical forest fire. We use this model to verify our path planning and cooperation algorithms in a simulated forest fire scenario.
2 Problem Statement Figure 1 shows the forest fire monitoring scenario considered in this paper. The objective is to capture images along the perimeter of the fire, and upload the location of the fire perimeter (with associated imagery) to the base station as frequently and with as little latency as possible.
We make the following assumptions: First, we assume that each UAV can collect or receive sufficient information on-board to plan and adjust its path autonomously. This allows the UAV to adapt its path according to the fire perimeter. In particular, each UAV is assumed to be equipped with an infrared camera that captures images of a small region beneath it. An infrared camera is particularly suitable for fire monitoring as it detects the regions of the ground with the highest temperature. Second, each UAV is assumed to have limited communication range, which means that it cannot upload data to the base station unless it is within a certain range of the station, and it cannot communicate with other UAVs unless they are within a specified proximity. Finally, each UAV is assumed to have limited fuel, which implies that it must periodically return to the base station for refueling.
The delay between when the images are collected and when they are transmitted to the base station, can serve as a measure of the quality of the fire monitoring algorithm. Let δ(x, t) denote the latency associated with information about the position x along the perimeter at time t. As time passes, the information at the base station grows older (more latent) until a UAV arrives to transmit the latest information it has gathered. For a particular position x along the perimeter, δ(x, t) will simply increase with time until it is replaced by the data downloaded from a UAV. Figure 2 gives a typical depiction of latency evolution for a particular point x 0 on the perimeter of the fire. The vertical edges of the sawtooth waveform represent the transmission of data from the UAV to the base station, while the linearly increasing portion of the waveform represents the increase in latency between UAV updates. The minimum latency δ min corresponds to the time of flight between the point of interest and the base station. The maximum latency depends on the total time required to make an observation at x 0 and to deliver that data to the base station.
In this paper we develop a cooperative surveillance strategy that minimizes the latency associated with fire perimeter measurements delivered to the base station. This is done by minimizing the time of flight between points on the perimeter and the base station, and by maximizing the frequency of measurement updates delivered to the base station. 
Fire Perimeter Tracking for a Single UAV
Cooperative fire monitoring relies upon the ability of each individual UAV to track the fire perimeter independently. In this section we will briefly describe a robust fire tracking algorithm that we have implemented in simulation. We assume that each UAV is equipped with an infrared camera on a pan and tilt gimbal and an autopilot with functionality similar to the one described in , Kingston et al. (2003) . Our approach to fire perimeter tracking can be summarized in six steps that are each performed at the frame rate of the on-board infrared camera. This approach is well suited to tracking the perimeter of a fire since it usually evolves in a non-contiguous way. Fires will jump over roads and streams and spread around rocky terrain. In addition, fire spreads faster uphill than downhill. In mountainous environments, this characteristic leads to fingering phenomena where fires spread in finger patterns along ridges in the terrain. The linear classifier used in Step 2 effectively smooths through non-contiguous boundaries. The distance d in Step 5 ensures that the UAV does not fly directly over the burning fire, but rather flies at a safe offset distance d. Maneuvering the gimbal in Step 6 ensures the continued effectiveness of the linear classifier in Step 2.
The fire tracking scheme described in this section has been successfully demonstrated in computer simulation. Results will be briefly described in Section 5.
Cooperative Team Tracking
For fire fighters on the perimeter of a fire, frequent updates about the progression of the fire is critical for safety. This section develops a distributed monitoring scheme that allows perimeter information to be transmitted as often as possible to the base station. We will assume that all UAVs fly at identical constant velocities. We will also assume that the fire perimeter is homeomorphic to a circle. However, the algorithm presented in this section will function correctly if the perimeter is homeomorphic to a line, and the UAVs are commanded to reverse direction when the end of the perimeter is reached.
Latency Minimization
When a UAV transmits its information to the base station, an associated latency profile (in terms of time-stamped images) accompanies the data. Let the latency associated with a point x at the time of the base station update be denoted ρ(x). Note that δ(x, t) = ρ(x) when a UAV updates the base station and δ(x, t) = ρ(x) + (t − t update ) between updates. The objective is to design a cooperative monitoring scheme that minimizes ρ(x) for every x and updates the base station as often as possible.
Figure 3 (a) shows the latency associated with the perimeter of the fire when a clockwise flying UAV arrives back at the base station after a complete tour of the perimeter, where the thickness of the path denotes the latency of the base station update of that point. Since the state of the fire is transmitted only after the UAV has traversed the entire fire perimeter, the greatest latency is associated with data gathered at the beginning of the flight near the base station. Because the UAV is traveling at constant velocity, the latency profile is a linear function of the distance traveled: ρ(x) = (P − x)/v, where v is the velocity of the UAV and P is the perimeter. The base station receives updates only as fast as the UAV can traverse the entire fire perimeter. The total latency associated with one traversal is given by
Let one UAV be assigned to survey the upper half of the perimeter while a second is assigned to the lower half. If the UAVs depart from the base station simultaneously and fly at the same speed, the update rate will be the same as the single UAV case (since both UAVs arrive back at the base station at the same time), but the latency associated with the information on both sides of the base station will be symmetric and reduced, as can be seen in Figure 3 (b) . Here, the latency profile is given by
and the overall latency associated with the scheme is P 0 ρ(x) dx = 0.25P 2 /v, which is half that of the single UAV case.
For UAVs that follow the perimeter and fly at constant velocity, the latency profile shown in Figure 3 (b) is the minimum possible latency for every x along the perimeter of the fire. To see that this is true, note that the minimum latency associated with data gathered at x on the perimeter is the time needed to travel from x to the base station along the shortest path. Dividing the perimeter equally between two UAVs ensures that the distance traveled between any point on the perimeter and the base station is minimal. The consequence is that adding more than two UAVs will not improve the latency profile ρ(x) for any particular point on the perimeter. However, the rate at which updates occur will increase linearly with the number of UAV pairs employed and the effective latency will be reduced. This is illustrated in Figure 4 where four UAV pairs are used to survey the perimeter. To maintain the minimum latency profile of Figure 3 (b) and to maximize the frequency of updates at the base station, UAVs should be distributed equally around the perimeter with each UAV assigned to monitor a segment of length P/N where N is the number of UAVs. 
A Distributed Fire Monitoring Algorithm
For a fixed perimeter length and a fixed number of UAVs, the minimum latency configuration is when pairs of UAVs are uniformly spread along the perimeter of the fire in both directions (i.e. for every pair of UAVs, one is headed in the clockwise direction and the other in the counter-clockwise direction). Pairs of UAVs will meet, transmit gathered information, and then each UAV will reverse its direction to meet its neighbor in the other direction. To facilitate refueling, UAVs can exchange roles at a rendezvous so that team members with the least fuel are nearest to the base station.
The aim of our distributed algorithm is to converge to this minimum latency configuration. The algorithm must converge for any perimeter size and must re-adjust when the perimeter length or the number of pairs of UAVs changes. By designing the algorithm so that changes in the system parameters are propagated across the team quickly, we will be able to address insertion and deletion of UAVs as well as expansion and contraction of the perimeter.
The fundamental idea is for each UAV to take the action that will allow neighboring pairs to "share" the perimeter between them. When two UAVs meet, each has knowledge of the length just traveled from its previous rendezvous. The sum of these lengths can then be divided equally between them: the UAV that has traveled the least will loiter at the mid-point of this segment to wait for its neighbor the next time the two are to meet.
To illustrate the idea, consider a simple line segment ab with two UAVs tasked to cooperatively gather information along the segment as shown in Figure 5 . Let i be the distance traveled by the i th UAV from the last end- point visited. In Figure 5 , UAV 1 has traveled the least, so after returning to endpoint a, it will travel 1 + 2 2 and then begin to loiter. UAV 2 will return to endpoint b and then reverse direction until it encounters UAV 1. Since UAV 1 traveled the shortest distance it will arrive at the midpoint of ab first, and when both arrive, each will have traveled the same distance (i.e. 1 = 2 ) from the endpoints which implies that the UAV pair has achieved the minimum latency configuration. An example of two UAV pairs monitoring a fixed perimeter of size 2P is shown in Figure 6 .
Any change in the size of the segment will be tracked since the pair effectively measures the current perimeter length by summing the distances traveled from the endpoints. In other words, since the UAVs only have memory of the state of the perimeter from one previous iteration, a continuous load balancing algorithm will track finite changes in the perimeter. To enable information on the growth of the perimeter to be accounted for more rapidly, the UAV assigned to wait for its neighbor will loiter at the point a distance 1 + 2 2 from where the endpoint was previously. By measuring the discrepancy of 1 and the new distance back to the endpoint, UAV 1 can update the loiter distance to negate the effect of the growth in that region.
Adding UAVs to the perimeter is equivalent to stringing perimeter segments together that have changing endpoints: the endpoints for a segment shared by one pair of UAVs are the outside neighbors of these UAVs. We will use MonteCarlo simulations to verify that pairwise load balancing will lead to team convergence. We maintain that by balancing the length shared by every pair of UAVs, the team as a whole will spread itself evenly around the perimeter and so achieve the minimum latency configuration. If the algorithm can be shown to converge for arbitrary initial conditions with an arbitrary number of team members, then insertion/deletion can be analyzed by considering the modified system (after the insertion/deletion) with initial conditions given from the state of the original system at the time of the insertion/deletion. Each UAV implements the following algorithm. Load Balancing Algorithm.
(i) Maintain an estimate of the distance traveled from the last rendezvous in each direction (each UAV shares a segment with its clockwise neighbor and its counter-clockwise neighbor). (ii) At a rendezvous, the UAV that has traveled the smallest distance since its last rendezvous agrees to loiter at the mid-point of the shared segment the next time it is tracking the perimeter in that direction (clockwise/counterclockwise). (iii) If the endpoint of a segment has changed (due to perimeter growth or neighbor actions) then the loiter distance is augmented by the change in distance of the endpoint. This keeps the loiter point at the same position (g) 1 = 3 = P/2 so neither will loiter.
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(h) 1 = 2 = P/2 so neither will loiter. relative to the segment length as communicated during the rendezvous. (iv) At least one UAV in a rendezvous pair (e.g. the one with the larger travel distance) must not loiter en route to the next anticipated rendezvous of this pair. This ensures that pairs of UAVs will always meet again, independent of the change in the perimeter.
We will show through Monte-Carlo simulation that the load balancing algorithm converges to the minimum latency configuration for arbitrary initial conditions. A simulation instance consists of launching N pairs of UAVs from the base station at random times around a fixed length circular perimeter. Each member of the team continuously balances the load shared with each of its two neighbors. The simulation continues until all agents are within of the minimum latency configuration or the maximum time is reached.
For each N ∈ {2, . . . , 7}, 100,000 simulations were performed and the time required to reach steady state recorded. Since time to convergence is a function of the speed of the UAVs and the size of the perimeter, convergence time is normalized by the time required for information to travel around the perimeter. For example, if the convergence time is listed as T , then one UAV could traverse the entire perimeter T times in the amount of time required for the team to converge (to within ) to the minimum latency configuration. Figure 7 shows the mean and standard deviation in normalized convergence time over the 100,000 iterations for each N with normalized = 0.0003. Each simulation instance converged to the minimum latency configuration for every N ∈ {2, . . . , 7}. An insertion or deletion of a pair of UAVs can be represented by a set of initial conditions given by the state of the system before the change with a new value of N . Monte-Carlo simulations show that under any initial conditions for any N , the stability of the algorithm will not be affected.
The load balancing algorithm tracks the expansion/contraction of a perime-ter by construction: the actual perimeter length is effectively sampled by the team continuously. In addition, Monte-Carlo simulations have shown that insertion/deletion of UAV pairs will not affect the stability of the algorithm. We conclude that the load balancing algorithm will converge to the minimum latency configuration in the presence of team member insertion/deletion and finite changes in perimeter length.
Simulation Results
In this section we present simulation results that highlight the effectiveness of the algorithms developed in this paper. In Section 5.1 we describe the fire model that is used in all of our simulations. In Section 5.2 we present simulation results for the perimeter tracking algorithm described in Section 3. Section 5.3 presents the main cooperative fire tracking results.
Fire Model
To effectively test the perimeter tracking and cooperative control algorithms, a realistic, time-varying fire simulator was developed using the Ecological Model for Burning in the Yellowstone Region (EMBYR) (c.f. Hargrove et al. (2000b) , Gardner et al. (1996b) ). EMBYR divides the region of interest into a grid of cells, each with user specifiable properties that affect the spread of the fire. These properties include the type of foliage, the moisture level, and the elevation. At a given time step, the fire will spread from a burning cell to a nonburning cell according to an independent stochastic event that is a function of the properties of the respective cells. By running EMBYR multiple times and averaging the result we achieve realistic fire simulations like the one shown in Figure 8 . 
Perimeter Tracking
Step (i) in the fire tracking algorithm described in Section 3, scans through an image from an infrared camera and labels each pixel as burned or unburned. In our simulation, we use the EMBER fire model to generate an a priori model of the fire at each time step. During the execution of the simulation, the current simulation time and the state of the UAV is used to generate a binary image where 0 represents an unburned element and 1 represents a burned element.
Steps (ii)-(vi) are implemented as described in Section 3. Simulation results of a single UAV tracking a fire perimeter are shown in Figure 9 . The commanded offset distance from the boundary of the fire is 100 m. In reality, the fire's perimeter will not be contiguous due to non-combustible regions such as lakes or boulder fields. If the field-of-view of the camera is larger than gaps in the perimeter, than the algorithm in Section 3 will function properly since the linear classifier will find the best linear fit to the available data which will fit a line through the non-contiguous regions.
Cooperative Tracking
In this section we describe the results of using multiple UAVs to monitor the perimeter of a forest fire simulated using the EMBYR model. The maximum communication range for the UAVs was set at 100 m (approximately 9 pixels). The velocity of the UAVs is 18 m/s. The fire perimeter is growing at an average of 2.8 m/s. Figure 10 In the fire monitoring simulation, the UAV configuration does not precisely converge to the equilibrium predicted by the algorithm due to the dynamics of the UAVs and the fire. Specifically, the steady state configuration error depends on the turning radius of the UAVs and the growth rate of the fire perimeter.
Despite these factors the lengths i (k) converge as time progresses. In Figure 11 (a) , it can be seen that these lengths are increasing as time progresses due to the growth of the fire. Figures 11 (b) and 11 (c) also show the convergence of i (k) for a static fire with perimeter of length 7.2 km, which is shown in Figure 1 . In Figure 11 (b) there are four UAVs initially monitoring the fire and at t = 1000 s two more UAVs are introduced. In Figure 11 (c) there are six UAVs monitoring the fire.
The checkpoints in Figure 1 were used to show the latency of information at the base station. A UAV gathers information about a checkpoint when it is within 50 m from that point. This information is passed to its neighbor when the UAVs communicate. When a UAV passes the base station (half way between the left and bottom checkpoints) the information concerning all the checkpoints known by that UAV is passed to the base station. The static perimeter is 7.2 km long, which would take a little less than seven minutes to traverse given that the UAVs were traveling at 18 m/sec (a typical speed for small UAVs). The maximum latency for one UAV monitoring the fire would be 6.6 minutes. However, when more UAVs are used this latency can be cut in half as well as reducing the latency for information near the base station. In the event that fire fighters can communicate with the UAVs, this would enable timely updates about the perimeter of the fire.
The minimum latency for each checkpoint is equivalent to a UAV flying directly from the checkpoint to the base station. The minimum latency of information for checkpoints 1 and 2 is about 45 s and for checkpoints 3 and 4 is about 125 s. The latency for checkpoints 1 and 4 are plotted in Figure 12 which demonstrates that the minimum latencies are achieved.
In this paper we have introduced forest fire surveillance as a new cooperative control problem for UAVs. The UAVs can communicate only when they are within proximity of each other. We have presented an approach for fire surveillance using a single UAV equipped with an infrared camera. We have also introduced a cooperative surveillance scheme that utilizes an even number of UAVs to minimize the information latency and the frequency of update. The algorithm has been verified using Monte-Carlo simulations. Results using a high fidelity fire model and 6-DOF UAV model have been presented to demonstrate the effectiveness of the approach.
