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1　まえがき
　リアルタイムシステムでは，各タスクの実行時間に制限が
設けられており，制限時間以内に処理を終了させることが重要
となる．特に，耐故障性を有し，故障が発生した際に再構成を
行なうシステムでは，故障前後に発生したタスクについても，
制限時間以内に処理を終えることが要求される．
　本稿では，故障時に再構成を行なうリアルタイムシステム
において，各タスクにlaxityと呼ばれる待ち時間の制限を設
けた場合に，故障発生前後の過渡状態において，各タスクが
laXityを超える確率を求める方法を示す．
2　タスクとシステムのモデル
　リアルタイムシステムのタスクは，その発生聞隔によって，
周期的なものとランダムなものに大別される．ここでは，平
均発生聞隔1ハのボアソン分布に従ってランダムに生起する
タスクについて検討を行う．またタスクの処理時間，および，
laXityは指数分布に従って定められるものとし，平均をそれぞ
れ11μ，11vとする．次に，リアルタイムシステムのプロセッ
サ数をS，システムに存在できるタスクの最大値をNとする．
以後，システム内に存在するタスク数を系内数と呼ぶ．従って
待ち行列モデルM／M／s（N）を用いればよい．また，発生した
タスクは先着順優先でスケジューリングされるものとする．
　故障はシステムが定常状態であるときにプロセッサでのみ
発生し，同時に故障するプロセッサはたかだかひとつであるも
のとする．再構成は故障検出後ただちに行なわれ，それに要す
る時間はタスクの処理時間よりも十分短いものとする．なお，
故障したプロセッサで処理されていたタスクは次のようにス
ケジュールされるものとする．
（1）他に空いているプロセッサがある場合には，そのプロセッ
　サで引き続き処理される．
（2）空いているプロセッサがない場合には，待ち行列の先頭
　に戻される．
（3）待ち行列に戻された結果，タスクの総数が故障後の系内
　数の最大値を越える場合には，待ち行列の最後のタスク
　が捨てられる．
但し，故障後にプロセッサの再割り当てが行なわれた場合は，
そのタスクは故障直前の状態から実行を継続できるものとする．
　なお，故障時に捨てられるタスクは別に評価することとし，
ここではlaxity超える確率の導出には用いない．
3　1axityを越える確率の導出
3．1　故障前に発生したタスク
故障前に発生したタスクであっても，故障までに処理が終了
しなければ，定常状態よりも待ち時間が増加し，laxityを越え
る確率が増加する．
　故障前に発生したタスクの処理は次のように分類すること
ができる．
（1）故障発生までに処理が終了する．
（2）故障発生時に処理されていて，故障後も処理が継続され
　る．
（3）故障発生時に処理されていて，故障発生時に待ち行列に
　戻される．
（4）故障発生時に処理は開始されておらず，自身がプロセッ
　サに割り当てられるまでに処理が終了しなければならな
　いタスクがk個残っている．
（5）故障発生時に捨てられる．
これらの各々の場合について，故障T時間前に発生したタス
クの待ち時聞の確率密度関数を求め，それを用いてlaXityを
越える確率を求める．
　（1）の場合：系内数iがS未満のときに発生したタスクは，
すぐにプロセッサに割り当てられるので待ち時間は0となる．
発生時の系内数iがS以上の場合は，自身が割り当てられる
までにi－S＋1個のタスクが終了する必要がある．この時の
タスクの処理時間の合計がアーラン分布で表わされることか
ら，この場合の待ち時間wの確率密度関数Pi，1（ω）は，次式
で与えられる．
P…（W）一
o。fi＿s＋1，Sp（ω）
Q‘，、の
　T－wf。　μe－padx　（0≦w≦T）
　　　　　　（・therwise）
ここでム3μ（w）はアーラン分布の確率密度関数を，また，
Qi，i（T）（i≧S）は系内数がiの時に発生し，故障までに処
理が終了する確率を表わし，次式で与えられる．
（？・，・（T）－J。Tf・・－s＋・，・1（w）∬コビμ・蜘
　（2）の場合：系内数iがS未満の時に発生したタスクの待
ち時間は0となる．系内数がS以上の時に発生したタスクの
待ち時間wの確率密度関数np（w）は次式で与えられる．
P…（W）一
o。（1－P；）・f‘－s＋1，s”（w）
Gi，2（T）
農ビμd・（・≦”≦T）
　　　　　　（otherwise）
ここで，Qi，2（T）（i≧S）は，系内数がiの時に発生し（2）の
場合のように処理される確率を表わし次式で与えられる．
Q，，・（T）＋・≠）／。Tf・－s＋・，Sp（w）」難ゼμ面・”
また，plは処理されているプロセッサが故障したために，待
ち行列に戻される薙率を表わしている．
　（3）の場合：系内数iがS未満の時に発生したタスクは，
故障が発生して待ち行列に戻されるために，タスク1個を処
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理するだけの待ち時間が発生し，確率密度関数は次式で与え
られる．
PiP（ω）＝s’μe－s’pw
ここで，S’は故障後のプロセッサ数を表わす．
系内数iがS以上の時に発生したタスクについては，Pi．2（t）
と上式との畳み込みで求めることができ，次式のように表わ
される．
P・・（ω）－r。　P・，2（x）・s’μ・－s’・（”’t）dx
またこのような処理が行なわれる確率QiP（T）は次式で表わ
される．
Q・・（T）＝
o；嚢：：纂）1，2！｛　。．，、。d。dw（0≦i＜S）
（S≦i≦1V－1）
（4）の場合：このように処理される確率ei，4，k（T）は，ボア
ソン分布で与えられる．また，待ち時聞の確率密度関数はアー
ラン分布で表わされ，次式で与えられる．
　　　　P・・・…（・P）一｛fk＋、，5’。（w－TO）1齢、e）
　（5）の場合：このように処理されるのは，系内数がN－1
の時に発生し，故障発生までのT時聞以内にひとつもタスク
が終了しなかった場合に相当し，確率は次式のように表わさ
れる．
Q，（T）＝　gN－1・e－SILT
ここで9N＿1は，故障発生前の定常状態において，系内数が
N－1である確率を表わす．
　以上の結果より，故障T時聞前に発生したタスクの待ち時
間の確率密度関数p（w）は，次式で表わされる．
　　　　sロ1
・（・）一 ｳ1－，嵩、（T）c・・（T）・Pl・（w）
　　　　＋窯1－，意の｛3Σ9り（T）・鞠（wj＝1）
　　　　　　　　　　　　　　＋署卿）・P・，・．・（w）｝
　　　　　　ただし・　m（・）一｛舗職翻
よって，故障T時間前に発生したタスクが㎞tyを越える確
率は，次式で求めることができる．
P（T）－r。v・’・¢1．°ep（w）dw・dx
3．2　故障後に発生したタスク
（1）
　次に，故障が検出された後に発生したタスクについて検討
を行なう．系内数がi（≧S’）である時に発生したタスクは，
i－Si＋1個のタスクの処理が終了しなければプロセッサに割
当てられない．i－S’＋1個のタスクが終了する時間Wiの分
布はアーラン分布で表わすことができ，laXityの確率密度関数
がve－vxで与えられるので，このようなタスクがlecXityを超
える確率Piは次式で与えられる．
Pi－?B°°・・一”x　fx㌦s…，…（”・）dω・dx
　　｛－s’（s’μ）㌧
＝裁（s’μ＋。）”・
この確率より，故障が発生してからt時間後に発生したタス
クがlaXityを越える確SS　P（t）は次式で与えられる．
昨憲、瑠ω君
　　　N’－1　9i（t）　‘－St一碁 －，。，（、）2（5讐鵠 （2）
ここでN’は，故障発生後の系内数の最大値を，qi（t）（i＝
0，…，Nりは，故障発生t時聞後にシステム内のタスク数が
iである確率を表わす．
4　シミュレーション結果との比較
前節で求めた近似式を確かめるために，次の条件のもとで
シミュレーションを行ない，結果の比較を行なった．
o　S＝2，N＝5，　Si＝1，　Niニ4
。故障発生時刻＝10，000，繰り返し回数＝1，000，000
シミュレーション結果を，式（1），（2）から求めた値とともに，
図1に示す．ここではp‡を0と1／Sの2通りとして計算を
行なった．
　結果をみると，シミュレーションから求めた値は，得られた
2通りの近似値の間にあり，これらの近似値はla　xityを越え
る権率のほぼ上限と下限を与えているものと考えられる．
5　まとめ
　故障時に再構成を行なうリアルタイムシステムで，故障前
後の過渡状態で，タスクがlaXityを越える碓率を求める方法
を示した．今後は，搾を考慮したより正確な値の導出．さら
に，過渡状態を考慮したリアルタイム・システムの評価などを
行なっていく予定である．
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図1：シミュレーション結果との比較
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