INTRODUCTION
Stochastic weather generators are statistical models that can generate synthetic weather data mimicking the weather data to which they have been calibrated (Hutchinson 1986 , Wilks & Wilby 1999 . They were developed originally for 2 main purposes (Semenov & Barrow 1997) . The first was the provision of a technical tool for simulating synthetic weather series with certain statistical properties mimicking the observed ones, while the second was to provide a tool for extending the simulation of weather data to locations where no observed weather data are available. A sufficiently long synthetic weather series could be generated for use in assessments of risk in hydrological and agricultural applications. This is useful because the observed weather data are often of insufficient length to allow the estimation of the probability functions of rare events. According to the first purpose, the capability of a stochastic weather generator in simulating extremes is crucial, since extremes are rare events with a small probability of occurrence.
Stochastic weather generators have assumed a new role as one of the means of developing climate scenarios for climate change impact studies (Wilks 1992 , Katz 1996 , Semenov & Barrow 1997 , Mearns et al. 1997 ABSTRACT: Stochastic weather generators are widely used for generating synthetic weather data, and constitute one of the techniques for developing local climate scenarios from large-scale climate changes simulated by global climate models. Since climate change impact models may be more sensitive to changes in climate extremes than to changes in climate means, there is a need to know the capability of stochastic weather generating techniques in reproducing climate extremes. An evaluation of 2 stochastic weather generators, namely LARS-WG and AAFC-WG, is presented in this study, from the perspective of reproducing observed climate extremes. Extreme daily values (highest daily maximum temperature, lowest daily minimum temperature and maximum daily precipitation) were analysed on a monthly and annual basis, as well as for the growing season (1 May to 30 September), for 9 stations across Canada. The evaluation was based on statistical tests for basic statistical properties and return values derived from fitted generalised extreme value distributions. Results showed that the weather generators LARS-WG and AAFC-WG could reproduce statistical properties of the extreme values of daily precipitation satisfactorily, including 10, 20 and 50 yr return values. However, the performance of the weather generators in reproducing extreme daily values of temperatures was not as good as for precipitation, especially that of LARS-WG. The deficiency in reproducing extremely low temperatures was also more noticeable than extremely high temperatures for LARS-WG. The mismatches of return values were often caused by a more extreme value estimated from synthetic data than that derived from observations.
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Resale or republication not permitted without written consent of the publisher Qian et al. 2005) . While change in the long-term climatic mean state will have many important consequences, the most acute effects of climate change may come about from changes in the intensity and frequency of climatic extremes (Zwiers & Kharin 1998) . One of the principal means by which crops are affected is through changes in the frequency of extreme climate events (e.g. heat waves; Mearns et al. 1984) . Katz & Brown (1992) used statistical theory for extremes to demonstrate that the frequency of such events is relatively more dependent on any changes in the variability (more generally, the scale parameter) than in the mean (more generally, the location parameter) of climate. Stochastic weather generators, such as LARS-WG (Racsko et al. 1991 , Semenov et al. 1998 , Semenov & Barrow 2002 , a weather generator developed at the Long Ashton Research Station (UK), and AAFC-WG (Hayhoe 2000, Qian et al. 2004 ), a weather generator developed at Agriculture and Agri-Food Canada, apply the changes in variance as ratios to perturb weather generator parameters for generating future climate scenarios (Semenov & Barrow 2002 , Qian et al. 2005 . Therefore, future climate scenarios developed by stochastic weather generators are expected to represent changes in the intensity and frequency of climatic extremes associated with changes in both climate mean and variability.
Stochastic weather generators are used to generate a time-series of daily synthetic weather that is statistically 'identical' to observations. Semenov & Barrow (1997) warned that 'it must be borne in mind that statistical 'identity' depends on the number of statistics used for the comparison'. This implies that stochastic weather generators are expected to generate a synthetic weather series with a number of statistical properties resembling the observed weather. Such statistical properties are often relevant to a specific application. Extreme events occur with a small probability; thus a weather generator may be able to reproduce the observed extremes if the generated synthetic weather data have empirical distributions that are not statistically different from observed ones. For example, the extreme value corresponding to the 90th percentile of July daily maximum temperatures can be reasonably reproduced by a weather generator if the weather generator can generate July daily maximum temperatures following an empirical distribution that is not significantly different from that of observed July daily maximum temperatures. However, this does not assure that the return values (i.e. extreme values expected to be exceeded once every return period, e.g. 20 and 50 yr) of yearly maxima for July daily maximum temperatures for certain periods can be accurately reproduced by the weather generator. This is because the return values in this example are derived from the probability distribution of yearly maxima of July daily maximum temperatures rather than the probability distribution from which the maxima were drawn. The yearly maxima of July daily temperatures here is a maximum value of the 31 daily maximum temperatures for each year. Stochastic weather generators are often known for the 'overdispersion' phenomenon, i.e. interannual variability in the synthetic series of aggregative statistics (such as monthly, seasonal and annual precipitation totals) is smaller than in observed ones (Katz & Parlange 1998) . This overdispersion phenomenon may also be a concern for the yearly extreme daily values and their return values; however, a recent study (Semenov 2008) indicated that underestimation of variance for monthly means does not necessarily affect simulation of extremes.
Conventional models, such as the gamma distribution and the mixed exponential distribution for daily precipitation, were examined for obtaining a weather generator formulation with a better treatment of extreme values (Wilks 1999) . Empirical distributions are used in some weather generators, such as LARS-WG and AAFC-WG, for their flexibility to diverse climates compared with conventional models. The methodology used to construct the empirical distribution, even pre-processing of the data, such as standardisation and transformation, may have effects on the derived empirical distribution. AAFC-WG applies a logarithmic transformation and standardisation to non-zero daily precipitation data before producing the empirical distribution. The transformed data more closely approximate the normal distribution; thus, modifying distributions with means and standard deviations seems more reasonable for generating future scenarios (Qian et al. 2005) . It is worthwhile to mention that there are straightforward relations between parameters and moments for many distributions other than the normal distribution. Such relations make the methodology of modifying distributions with means and standard deviations practical in the development of future climate scenarios by statistical approaches. Kysely & Dubrovsky (2005) evaluated the performance of a Richardson-type (Richardson 1981) weather generator, Met&Roll (Dubrovsky 1997 , Dubrovsky et al. 2004 , regarding the simulation of extreme temperature events across Europe. They found that the introduction of a monthly generator into Met&Roll, which was intended to improve the overdispersion problem, could not improve the simulation of annual extreme daily values or the 20 yr return values. Furthermore, they noted that the discrepancies between the simulated and the observed temperature extremes were dependent upon the region in Europe, suggesting that daily maximum and minimum temperatures in some regions depart considerably from a normal distribution assumed by the weather generator. Semenov (2008) also noted the possible effects of such an assumption for temperatures in the simulation of extremes.
The present paper aims to evaluate 2 stochastic weather generators -LARS-WG and AAFC-WGin terms of their capability for reproducing climate extremes: monthly, annual and growing season (GS) extreme daily temperatures and precipitation, in diverse Canadian climates. It is of interest to investigate whether the assumption of a normal distribution often used in the simulation of daily temperatures and the ways used to construct empirical distributions, together with some other factors, have marked effects on the reproduction of extreme daily values. The findings from such a study may be useful in seeking appropriate methodologies for the improvement of weather generation with regards to climate extremes. It seemed appropriate for this study to use the 2 above-mentioned weather generators. LARS-WG uses the assumption of a normal distribution for daily temperatures, and it has been widely applied to weather generation around the world. In contrast, AAFC-WG uses empirical distributions of observed daily temperatures. The use of empirical distributions was proved effective with respect to basic statistical properties and agroclimatic indices, for temperature simulations in diverse Canadian climates (Qian et al. 2004 ). In addition, the ways used to construct empirical distributions are also somewhat different in the 2 weather generators. It should be kept in mind that the evaluation of a stochastic weather generator is always relevant to the targeted application and the properties under investigation. Therefore, we were not interested in finding a 'best' or 'better' weather generator; instead, we were interested carrying out an evaluation that would lead to improvements in weather generation algorithms.
DATA AND METHODOLOGY

Daily climate data
Historical weather observations, including daily maximum temperature (T max ), daily minimum temperature (T min ) and daily precipitation (P), were used in the present study. The historical weather data at 9 stations across Canada (Fig. 1) , for the period from 1971 to 2000 were extracted from the historical weather data sets archived at AAFC. These 9 stations are the same as those used in a previous study (Qian et al. 2004) . They are reasonably representative of diverse Canadian climates, especially agricultural regions. Climate statistics for 1971 to 2000 at these stations can be referred to in Qian et al. (2004) . The 30 yr long historical weather data were used to calibrate and evaluate the weather generators. The 30 yr interval is sufficiently long to filter out many of the short-term interannual fluctuations and anomalies, but sufficiently short so as to be used to reflect longer term climatic trends.
LARS-WG and AAFC-WG
The weather generators LARS-WG and AAFC-WG were used as representatives of 2 major groups of stochastic weather generators according to their structure: the serial weather generator and the Richardson-type weather generator. Some major differences between the 2 weather generators are: (1) LARS-WG uses empirical distributions of wet and dry spells for the simulation of wet and dry day sequences, while AAFC-WG applies a second-order, 2-state Markov chain to generate wet and dry day sequences; (2) normal distributions are assumed for daily T max and T min in LARS-WG, whereas empirical distributions are used to simulate daily T max and T min in AAFC-WG; and (3) constant Lag-1 autocorrelation and preset cross-correlation between maximum and minimum temperatures are used in LARS-WG, while Lag-0 and Lag-1 correlation matrices estimated bimonthly from observations are applied in AAFC-WG. A brief description of the 2 weather generators is given below, but a detailed comparison of how LARS-WG and AAFC-WG simulate each weather variable can be found in Table 1 of Qian et al. (2004) . In both weather generators, daily maximum and minimum temperatures are simulated conditional on Beaverlodge the occurrence of precipitation. Therefore, precipitation occurrence on a day is determined first. LARS-WG (Semenov & Barrow 2002) generates a wet and dry day sequence by the use of empirical distributions of the lengths of wet and dry spells instead of Markov chains. The empirical distribution Emp = {a 0 , a i ; h i , i = 1, 2,…, 10} is a histogram with 10 intervals [a i -1 , a i ), where a i -1 < a i and h i denotes the number of events from the observed data in the i th interval. The intervals [a i -1 , a i ) are chosen based on the expected properties of the weather variables. They are derived from the observed data and are not pre-set. For the lengths of dry and wet series and for precipitation, the interval size gradually increases as i increases because there are typically many small values, but also a few very large ones, and this choice of interval structure prevents a very coarse resolution being used for the small values. Random values from the empirical distributions are drawn by first selecting one of the intervals (using the proportion of events in each interval as the selection probability) and then selecting a value within that interval from the uniform distribution.
AAFC-WG (Hayhoe 2000) adopts a second-order Markov chain approach in simulating sequences of wet and dry days. A day is wet or dry depending on the state (wet/dry) of its previous 2 d and the corresponding transition probabilities (p 001 , p 011 , p 101 and p 111 : the probability of a wet day following 2 consecutive dry days, a dry day followed by 2 wet days, a wet day followed by a dry day and a wet day, and 3 consecutive wet days, respectively). The transition probabilities are estimated from bimonthly observations. A random number is then generated as daily precipitation for a simulated wet day as follows. LARS-WG and AAFC-WG both employ the empirical distribution of daily precipitation with some different data treatment. LARS-WG uses the above-mentioned procedure for the construction of the empirical distribution and random number generation. Daily precipitation amounts on wet days are first log-transformed and then standardised in AAFC-WG. The empirical distribution (the cumulative frequency distribution) is then created from standardised log-transformed daily precipitation amounts. The data are sorted in ascending order, and then the probability of exceeding any specified level is estimated from the relative frequency that occurred in the observed data. A total of 101 grid points are used so that the relative frequencies are calculated to decimal places over the full range in probability from 0 to 1. Cubic spline interpolation is used to derive the continuous cumulative probability distribution. Therefore, a random number generated from the empirical distribution needs back-transformation to be a daily precipitation amount.
Daily maximum and minimum temperatures are considered as stochastic processes with daily means and standard deviations conditioned on the wet or dry status of a day in LARS-WG. The seasonal cycles of means and standard deviations are modelled by finite Fourier series, and the residuals are approximated by a normal distribution. Autocorrelations for the residuals of daily maximum and minimum temperatures are assumed constant through the year, with the average value from the observed data, while the cross-correlation between the residuals of daily maximum and minimum temperatures are pre-set to 0.6. Technical details and mathematical formulas can be found in Semenov & Barrow (2002) and Racsko et al. (1991) .
The distributions of daily maximum and minimum temperatures are also conditional on precipitation occurrence in AAFC-WG and they are simulated by a generalized first-order multivariate autoregressive model as in the Richardson-type weather generator (Richardson 1981) . Means and standard deviations of daily maximum and minimum temperatures for wet days and dry days, calculated for each month from observations, are interpolated to each calendar day in the year by a spline interpolation procedure (Press et al. 1992 ) instead of using the fitted Fourier series as in LARS-WG. The interpolated means and standard deviations for wet and dry days are then used to standardise the observed daily maximum and minimum temperature series by subtracting the daily mean and dividing by the standard deviation (Richardson 1981) . A generalized first-order, autoregressive model is used to model the standardised daily maximum and minimum temperatures (sometimes referred as residuals). The Lag-1 and Lag-0 correlation matrices are calculated from the standardised series on a bimonthly basis. The bimonthly empirical distributions for the standardised daily maximum and minimum temperatures are created in the same way as for precipitation. The constructed bimonthly empirical distributions are then transformed using a normal score transformation (Johnson 1987) in order to be used in a first-order, autoregressive model based on the bimonthly correlation matrices (Hayhoe 2000) . This approach is addressing the normality assumption of a simple autoregressive model, which is not always valid in diverse climates. Random numbers generated from the autoregressive models are backtransformed, multiplied by the standard deviation and then added to the daily mean of either daily T max or T min , depending on whether the day is wet or dry. A detailed description of the procedure and mathematical formulation can be found in Hayhoe (2000).
Extreme daily values
In addition to annual extreme values, extreme daily values were also examined on a monthly basis in order to determine seasonal differences in the performance of the stochastic weather generators. Growing season (1 May to 30 September) climatic conditions are often more important for agricultural applications. Extreme daily values for the growing season were considered, as stochastic weather generators are widely applied in agricultural studies. The climate extremes focused on in the present study are as follows: (1) Maximum temperature in a month, year and growing season, i.e. the highest daily T max in a month, year and growing season for each year; (2) Minimum temperature in a month, year and growing season, i.e. the lowest daily T min in a month, year and growing season for each year; (3) Maximum daily precipitation in a month, year and growing season, i.e. the maximal daily precipitation amount in a month, year and growing season for each year.
Evaluation strategy
Yearly extremes (maxima of daily T max , -T min and P) generated by stochastic weather generators LARS-WG and AAFC-WG were compared, separately, with those from the observed climate data used to calibrate the weather generators. The maxima of -T min corresponds to the minima of T min ; thus, the maxima of -T min were used for computational convenience with the other 2 climate variables. A 30 yr long data set is typical for calibrating a weather generator, although a 30 yr period of yearly extreme values may not necessarily be sufficient for an accurate estimation of the extremes exceeding certain probability levels (e.g. 95th percentiles for the 20 yr return value, which is exceeded approximately once in 20 yr) from the observations. However, generating long time series for the estimation of rare events is one of the original purposes of the development of stochastic weather generators. The generated synthetic weather data are 300 yr long in this study, the same as in Semenov et al. (1998) and Qian et al. (2004) . Time series of yearly maxima of the above-mentioned extreme daily values were derived for each station. The series are 30 and 300 yr long for the observed data and the synthetic data generated by the weather generators, respectively. It should be kept in mind that the synthetic data only represents the climate of 30 yr observations used to calibrate the weather generators no matter how long the synthetic data series is. It does not account for possible climate change in 100 yr, although a 100 yr return value can be estimated that is relevant only to the 30 yr observed climate. It is also worth mentioning that a 30 yr data series in an unchanging climate will probably also not contain the order of extreme events that could be observed over 100 yr. Statistical tests were performed to verify if the difference in yearly maxima between the synthetic data and observations is statistically significant for basic statistical properties, such as means, variances and probability distributions. As yearly maxima may not follow a normal distribution, statistical tests for means and variances were conducted based on resampling (Wilks 1995 , Qian et al. 2005 . These resampling tests for 2 sample problems are also known as permutation tests. The test statistic for the means is the absolute difference between the means estimated from the 2 samples, (1) The test statistic for the variances is similar to the one for the F-test, where
The test statistics D and F were estimated from the observed weather series X 1 (x 11 , x 12 ,…, x 1m ) and the synthetic series X 2 (x 21 , x 22 ,…, x 2n ) generated by the stochastic weather generators. Critical values of the test statistics at the 5% significance level were then determined from the empirical distributions of the test statistics. The null hypothesis is that the 2 samples are equal with respect to the test statistic of interest. If the test statistic is larger than the critical value, the null hypothesis is rejected. A detailed procedure for permutation tests is given in Wilks (1995) .
The Anderson-Darling (A-D) test (Anderson & Darling 1952 ) was used to test if the empirical distributions of yearly maxima derived from observations and the synthetic data are different at the 5% significance level, since extremes were the foci of the present study. The A-D test is a modification of the Kolmogorov-Smirnov (K-S) test and gives more weight to the tails than does the K-S test. The A-D 2-samples test involves 2 samples X 1 and X 2 with, respectively, m and n data. The test statistic A 2 provides a comparison between the 2 empirical distribution functions F and G, involving also the empirical distribution function of the combined sample H. The test statistic: 
where h j is the number of data in the combined sample equal to z j ; H j is the number of data in the combined sample smaller than z j plus one-half of the number of data in the combined sample equal to z j ; F j is the number of data in sample X 1 that are smaller than z j plus one-half of the number of data in this sample equal to z j ; G j is the number of data in sample X 2 that are smaller than z j plus one-half of the number of data in this sample equal to z j ; z 1 , z 2 , …, z L are the distinct values in the combined sample (x 11 , x 12 , …, x 1m , x 21 , x 22 , …, x 2n ) ordered from the smallest to the largest (L is less than m + n if there are tied values). The null hypothesis that the populations from which 2 samples of data were drawn are identical is rejected at the 5% significance level if the test statistic A 2 is greater than the critical level A 2 0.05 = 1.992743. The generalized extreme value (GEV) distribution (Coles 2001 ) was fitted to both the observed and the synthetic series of yearly maxima for the estimation of return values. One of the advantages of the use of the GEV distribution is the possibility to obtain a confidence interval of a return value. This is useful for the verification of whether the return values estimated from the observed data and the synthetic series, respectively, are significantly different. The use of confidence intervals is especially important, because the sample size (30 yr) for observations is much smaller than the synthetic ones (300 yr). The GEV distribution: (4) combines the 3 possible asymptotic extreme value (EV) distributions depending on the shape parameter κ. For κ = 0, the GEV distribution reduces to the Gumbel (EV-I) distribution (Gumbel 1958) , which is a limiting distribution of extreme maximal values drawn from a parent population that may follow one of several common types of distributions, including normal and exponential (Leadbetter et al. 1983 ). The GEV distribution has a wider (narrower) tail than the Gumbel distribution when the shape parameter κ < 0 (>0). The shape parameter, together with the location parameter ξ and the scale parameter α, was estimated by the method of L-moments (Hosking 1990 (Hosking , 1992 . The T-year return values X T were estimated from the quantile function of the GEV distribution as (5) The sampling uncertainty of the estimates was determined by the parametric bootstrap procedure in Kharin & Zwiers (2000) . In this procedure 1000 samples of size 30 for observations (300 for synthetic data) were generated from the fitted GEV distribution. A return value was then estimated from each generated sample by fitting and inverting a GEV distribution as derived above. The 2.5 and 97.5 percentiles of the resulting collection of return value estimates were then used as lower and upper 95% confidence bounds for the true T-year return value. If a return value estimated from the synthetic data falls within the 95% confidence interval of the corresponding return value estimated from observations, the return value estimated from the synthetic data was not considered different from the observed one at the 5% significance level. Similarly, we also estimated the 95% confidence intervals for each of the percentiles from the 1st to the 99th in steps of 1%, to graphically show how the fitted GEV distribution of the yearly maxima from the synthetic data matches that from observations, in addition to the 10, 20 and 50 yr return values, which are the 90th, 95th and 98th percentiles of the fitted GEV distribution.
RESULTS AND DISCUSSION
Means of yearly maxima of extreme daily values
The capacity of the 2 weather generators in simulating extreme daily values varied considerably across seasons as seen from the number of stations rejecting the null hypothesis that the observed means are equal to the ones from the synthetic data (Table 1) . As there were 9 stations in this study, a number > 5 implies a failure for a majority of stations. Both weather generators performed very well in reproducing the means of yearly maxima of extreme daily precipitation. No rejection was found for LARS-WG, and only 3 rejections out of 126 cases (9 stations, 12 mo plus annual and GS) were found for AAFC-WG. A much higher percentage (31%, i.e. 39 out of 126 cases) of rejection was observed for T max for LARS-WG. The failure occurred more often for winter months than other seasons. AAFC-WG had relatively fewer cases of rejection for T max than LARS-WG. The null hypothesis was rejected for only 12% (i.e. 15 out of 126) of cases. Notably, more cases were rejected in the test for T min for LARS-WG, compared with T max . There were 38% (48 out of 126) cases of rejection, and the failure was found more often in winter months and in the transition seasons than in summer months. In contrast, AAFC- WG had a better performance than LARS-WG for the reproduction of the means of yearly minimal T min ; the rejection rate was 9% of total cases (11 out of 126).
Variances of yearly maxima of extreme daily values
Although an overdispersion problem is common to stochastic weather generators, differences in variances between observed and weather-generator-simulated extreme values were fewer than differences in means (Table 2 ). This seems reasonable as a maximum is not an aggregated value such as monthly means and totals. Both weather generators reproduced the variances of yearly maxima of extreme daily values satisfactorily for precipitation. No rejection of the null hypothesis that the observed variances are equal to the ones from the synthetic data was found for LARS-WG and only 4 rejections out of 126 cases (3%) were seen for AAFC-WG. The rejection rate was 20% (25 out of 126) for T max for LARS-WG and 12% (15 out of 126) for AAFC-WG. The seasonal difference was not remarkable. There were also more cases of rejection (35 out of 126 or 28%) for T min for LARS-WG, compared with the test for T max . The rejection rate was 8% (10 out of 126) for T min for AAFC-WG. The rejection rates for AAFC-WG were similar for both the mean and the variance. Surprisingly, the rejection of the null hypothesis for the variances was caused more by overestimation of observed variances than by underestimation. All cases of rejection for precipitation by AAFC-WG resulted from overestimation. The cases of rejection caused by overestimation were more than twice the cases caused by underestimation for T max and T min for LARS-WG. However, the cases of rejection caused by overestimation were almost the same as those by underestimation for T max and T min for AAFC-WG.
Probability distributions of yearly maxima of extreme daily values
The rejection rate in the A-D test to the null hypothesis that yearly maxima derived from observations and synthetic data were drawn from identical populations was higher than those of the tests for means and 23 Table 1 . Number of stations (9 in total) rejecting the null hypothesis that the observed means are equal to the ones from the synthetic data generated by weather generators in statistical tests at the 5% significance level, for monthly, annual and growing season (GS) maximal daily maximum temperature (T max ), minimal daily minimum temperature (T min ) and maximal daily precipitation ( Table 2 . Number of stations (9 in total) rejecting the null hypothesis that the observed variances are equal to the ones from the synthetic data generated by weather generators in statistical tests at the 5% significance level, for monthly, annual and growing season (GS) maximal daily maximum temperature (T max ), minimal daily minimum temperature (T min ) and maximal daily precipitation ( (Table 3) . This is understandable, because a significant difference in means or variances, as well as higher order moments, could result in the mismatch of the probability distributions.
No rejection was found for P for LARS-WG, while a rejection rate of 10% (12 out of 126) was seen for AAFC-WG, where notably the null hypothesis in the A-D test was rejected for one-third of the stations for either annual or GS maximal daily P. Fig. 2 shows the 95% confidence intervals of the percentiles estimated from the GEV distributions fitted to the annual maximal daily precipitation amounts derived from observations and synthetic data. These plots were fairly consistent with the results from the A-D test. Goose Bay, Toronto and Truro were the 3 stations where the null hypothesis in the A-D test was rejected for AAFC-WG. The 95% confidence intervals for the GS maximal daily precipitation amounts are shown in Fig. 3 . The 3 stations rejecting the null hypothesis in the A-D test for the GS maximal daily P for AAFC-WG were Goose Bay, Regina and Toronto, although the plots showed a larger deviation for Truro than for Regina.
The rejection rate was 44% (56 out of 126) for T max for LARS-WG, and it was higher in winter months than other seasons. The corresponding rejection rate was lower for AAFC-WG, constituting 19% (24 out of 126). The null hypothesis in the A-D test was rejected for more than half of the stations for the annual and the GS maximal daily T max for LARS-WG, while this ratio was one-third for AAFC-WG. The 95% confidence intervals of the percentiles estimated from the fitted GEV distributions were plotted in Fig. 4 for the annual maximal daily T max . The results from these were often consistent with the results from the A-D test, although some inconsistent cases could be observed. For example, the right tail simulated by LARS-WG significantly deviated from the observed one at Beaverlodge, but the null hypothesis in the A-D test was not rejected for the case. Since annual maximal daily maximum temperatures occurred most often during the warm season, the GS maximal daily maximum temperatures were almost always the same as annual maxima. Therefore, it is not necessary to show the plots for the GS maxima of daily T max .
The rejection rate for minimal daily T min was higher than that for maximal daily T max for LARS-WG, ranging as high as 53% (67 out of 126). The performance of the weather generators was better in summer months than in other seasons. The performance of AAFC-WG was considerably better, with a rejection rate of 17% (22 out of 126). The rejection rate was two-thirds in the A-D test for LARS-WG, while the rejection rate was about one-third for AAFC-WG, for annual and GS minimal daily T min . The 95% confidence intervals of the percentiles estimated from the fitted GEV distributions are shown in Fig. 5 for annual minimal daily T min and in Fig. 6 for GS minimal daily T min . The results shown from the plots were often consistent with the results from the A-D test. However, mismatches of the results between the plots and the A-D test were also seen for a few cases. For example, the fitted right tail from the synthetic annual maximal daily -T min generated by either LARS-WG or AAFC-WG significantly deviated from the fitted right tail of the observed annual maximal daily -T min at Beaverlodge, but the null hypothesis in the A-D test was not rejected for either synthetic series itself.
Return values of 10, 20 and 50 yr
As was observed in the plots of the 95% confidence intervals of the percentiles, there were cases rejecting the null hypothesis in the A-D test, although the return values for some return periods might not be significantly different, or vice versa, in comparisons between the observed maxima and those derived from synthetic data generated by the 24 Table 3 . Number of stations (9 in total) rejecting the null hypothesis that the observed and the synthetic yearly maxima generated by weather generators were drawn from identical populations in the Anderson-Darling test at the 5% significance level, for monthly, annual and growing season (GS) maximal daily maximum temperature (T max ), minimal daily minimum temperature (T min ) and maximal daily precipitation (P ) 25  30  35  40  45   25  27  29  31  33  35  37  39  41  43   25  30  35  40   25  30  35  40  45   25  27  29  31  33  35  37  39  41  43   25  27  29  31  33  35  37  39  41   25  30  35  40  45  50   25  27  29  31  33  35  37  39  41  43   25  27  29  31  33  35  37  39  41   25  30  35  40  45  50   25  27  29  31  33  35  37  39  41 Table 4 , for monthly, annual and GS maximal daily T max , minimal daily T min and maximal daily P. No significant difference was found for LARS-WG, while several cases (8 to 12 out of 126 or 6 to 10%) were found for AAFC-WG regarding the return values of 10, 20 and 50 yr periods for yearly maxima of daily P. The simulation of return values for yearly maxima of extreme daily temperatures was not as successful as that for extreme daily precipitation, especially for LARS-WG. Approximately 40% of the simulated return values of 10, 20 and 50 yr periods by LARS-WG were significantly different from the values estimated from observations for maximal daily T max . The simulation was worse in winter months, in general. A higher rate of failure was found for minimal daily minimum temperature, when > 40% of the return values simulated by LARS-WG were significantly different from those estimated from observations. The worst cases were for January and February, resulting in failures for annual minimal values. AAFC-WG performed slightly better than LARS-WG for reproducing return values of extreme daily temperatures (Table 4 ). The rate of failure for AAFC-WG was < 20% for extremely high daily T max and about 20% for extremely low daily T min . It also appeared that, for both weather generators, simu- Table 4 . Number of stations (9 in total) showing significant differences in the return values of 10, 20 and 50 yr estimated from the observed and the synthetic yearly maxima generated by weather generators at the 5% significance level, for monthly, annual and growing season (GS) maximal daily maximum temperature (T max ), minimal daily minimum temperature (T min ) and maximal daily precipitation (P ) lations for extremely low daily T min were poorer than for extremely high daily T max . It is interesting that the significant differences between return values estimated from observations and from synthetic data were often caused by more intense extreme values in the weather generator simulations. Return values of 10, 20 and 50 yr for annual extreme daily values are given in Table 5 . They were estimated from observations and synthetic data generated by LARS-WG and AAFC-WG, respectively. There were 51 return values estimated from synthetic data that significantly differed with those estimated from observations. Only 3 out of the 51 values were smaller than those from observations, i.e. the 10 and 20 yr return values of annual maximal daily T max and the 10 yr return value of annual minimal daily T min by LARS-WG at Vancouver. Similar cases were observed for monthly and GS maximal values. This is consistent with the results pertaining to variances, where significant difference between the variances of observed and simulated yearly maxima was often caused by overestimation of the observed variance.
CONCLUSIONS
The stochastic weather generators LARS-WG and AAFC-WG were evaluated for the capability of reproducing extreme daily values of precipitation and maximum and minimum temperatures in diverse Canadian climates. Results from the statistical analysis showed that both weather generators, especially LARS-WG, were capable of reproducing yearly maxima of monthly, annual and GS maximal daily precipitation. However, the performances of the weather generators for reproducing extreme daily temperatures were not as good as for daily precipitation, especially in the case of LARS-WG. The deficiency in reproducing extremely low temperatures was also more noticeable than extremely high temperatures for LARS-WG. The mismatches of return values were often caused by a more extreme value estimated from synthetic data than the one derived from observations.
The better performance of AAFC-WG on reproducing extreme daily temperatures than LARS-WG might be associated with the assumption of a normal 31 distribution for daily temperatures by LARS-WG. Therefore, using empirical distributions from observed data or a better fitted conventional distribution may be helpful for improving the performance of weather generators in reproducing extreme daily temperature values. The performance of AAFC-WG in reproducing extremely high and low temperatures was fairly similar, but the differences for LARS-WG were notable. As LARS-WG uses a pre-set crosscorrelation between daily maximum and minimum temperatures, the results may imply that the difference was related to an unrealistic cross-correlation between daily maximum and minimum temperatures. Using cross-correlations estimated from observations might also be a measure for the improvement of the weather generator in reproducing extreme daily temperatures.
It is interesting to note why AAFC-WG had several cases of failure in reproducing extreme daily precipitation when empirical distributions were used, as they were in LARS-WG. LARS-WG uses only 10 intervals while AAFC-WG uses 100 intervals in histograms for the construction of empirical distributions. Semenov (2008) indicated the drawback of the flexibility of an empirical distribution that, in some cases, a semiempirical distribution can 'overfit' the observed data. Overfitting is a typical problem encountered where a statistical distribution or model has many parameters and high complexity in comparison of the data available. This seems very likely for precipitation in AAFC-WG, as the number of days with precipitation is very limited in dry seasons at some stations, even if data are combined bimonthly. The empirical distributions of temperatures could also be overfitted, since they are conditional on the occurrence of precipitation. Outliers can also be an issue to address in the construction of empirical distributions as an outlier in a data set may strongly affect the distribution parameters (Semenov 2008) . It is worthwhile to investigate the effects of the method used in the construction of empirical distributions on the performance of weather generators, as this has an impact on how to reasonably perturb the parameters of empirical distributions for climate change studies. The results from this study indicated that the failure of reproducing return values was often associated with more intensive extreme values in synthetic data than in observations. This phenomenon might be associated with the 'overfitting' problem and the issue of 'outliers' in the data set. Further studies may be required to address the 'overfitting' problem; however, it might be a good aspect of a weather generator in view of a possible need to extrapolate beyond the range of the data, since we only have 30 yr of data, if more intensive extremes derived from the synthetic data are associated with 'outliers'. Despite the noted limitations, both weather generators could reproduce extreme daily precipitation very well, and the capability of AAFC in reproducing extreme daily temperatures was reasonably satisfactory, though some improvement may be necessary for both weather generators, especially LARS-WG, regarding extreme daily temperatures. The 95% confidence intervals of return values estimated from synthetic data were always smaller than the ones estimated from observations, as expected, indicating a more accurate estimation from synthetic data than from the observed data, as the observed data were available often for short periods. This fulfils the original goal of the development of stochastic weather generators in view of generating long synthetic data for the estimation of extreme values. 
