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0 where f(x) and g(x) are given and \p(x) is to be found. The direct solution of these equations has been given by Noble [1] but we shall show that they may be solved more easily if they are first reduced to a form in which g (x) = 0.
Thus, following a suggestion of Gordon [2] , we put
M*) = Mx) + Mx),
where *l/ 2 ( x ) is chosen to satisfy the equations 
where
Jo and, by the Hankel inversion theorem (see Sneddon [3] ) applied to (4) and (5),
Titchmarsh [4] (for the case 0 < a < 2), Busbridge [5] (for the case -2 < a < 0), Gordon [2] and Copson [6] (for both cases). Thus, all that remains is to reduce the resulting solution of (6), (7), (8) and (9) to its simplest form. The method of doing this, described below, is similar in some respects to that used by Noble [7] in treating the c a s e / = 0 (he obtained the solution of (1) and (2) by superposing the solutions in the two cases/= 0 and g = 0). He used the Busbridge form [5] of the solution of (6) and (7), which complicates the analysis, and his argument differs in many details from that given below. However, the main disadvantage of his method is that it applies only to the case -2 < < x < 0 : various devices (integration by parts or transformation of the original dual integral equations) are needed before the case 0 < a < 2 can be treated.
We show below that the argument leading to the form of the solution is identical in the cases 0 < a < 2 and -2 < a < 0. It is only in establishing the least restrictive conditions on v that we need some minor modifications in the argument in the case -2 < a < 0. Further, the use of Copson's form [6] of solution (Copson's method for the case ^= 0 copes equally well with the cases -2 < a < 0 and 0 < a < 2) not only simplifies the analysis but also yields the final solution in a symmetrical form which shows that there is no essential difference between the cases/ = 0 and g = 0. This is confirmed by the work of Lowengrub and Sneddon [8] who showed that Copson's method applies equally to the c a s e / = 0. The same is true of Gordon's method [2] (see [9] ).
We may remark at this point that the conditions on v are not always stated explicitly. As they are not the same for all methods of solution we summarize them here. In the case -2 < a < 0, the condition 2 v + a + 2 > 0 was required in [6] , [7] , [8] , [9] and is also required below. In [1] Noble required v > 0, which is unnecessarily restrictive. In the case 0 < a < 2, Busbridge [5] required 2v -a + 3 > 0 and 2v+a + 1 > 0; the condition 2v+a > 0 was imposed in [6], [8] , [9] and below: it is more restrictive than the Busbridge condition for 0 < a < f, less restrictive for f < a < 2. In [1] Noble required the even more restrictive condition 2v-a+2 > 0 and 2v + a > 0. We note finally that Gordon [2] required v > -1 in both cases -the least restrictive condition of all. However this advantage appears to be lost when his method is adapted to the case / = 0 (see [9] ). It would be of interest if a definitive set of conditions could be found.
2. We now simplify the solution of (6) and (7), treating the cases 0 < a < 2 and -2 < a < 0 together as far as possible.
Copson's form of the solution is [6] which is valid for 0 < a <2, 2v+a > 0 and for -2 < a <0, 2v+a+2 > 0. (Copson gives the second condition as -2 < a < 0 , v > -1, but this is in error.)
Thus, by (3), (8) , (9) and (10), the solution of the original equations (1) and (2) is
Our aim is to reduce the four-fold integral in (14) to a double integral. By interchanging the order of integration in the inner three-fold integral in (14) (as our analysis is formal we do not attempt to justify such an interchange) we find that Thus, by (14), (15) and (17), 
we obtain fV y+*->r'(« 2 -/)-»«,
provided that 2v+^a > -£<x > -1, which is so if 0 < a < 2, 2v+a > 0 and if -2 < a < 0, 2v+a > 0. Hence, by (21) 
We now rewrite the double integral in (26):
and, in the first and third integrals on the right, we integrate by parts (using (19)), interchange the order of integration and combine the resulting integrals. This yields
The second integral in (27) can be simplified by use of a modified form of (17):
provided that -\a> -1 , v+i<x-l> -1 , which is so if 0 < a < 2 , 2 v + a > 0 and if -2 < a < 0, 2v+a > 0. Hence, by (13), (27) 
provided that 0 < a < 2, 2v+a > 0 or -2 < a < 0, 2v+a > 0, and the solution of (1) and (2) is given by (11), (12) and (29).
3. The case -2 < a < 0. As we have seen, the above argument holds for 0 < a < 2, 2v+a > 0 and for -2 < a < 0, 2v+a >0. To relax the restriction on v in the second case we follow the above argument as far as (18), which holds when -2 < a < 0 , 2 v + a + 2 > 0 and which can be written
The inner integral can be evaluated by a modified form of (25): 
Jo provided that 2v+i<x+l > -l -^a > -l , which is so if -2 < a < 0 , 2v + a+2>0. Thus (30) becomes
J^! -(32)
We now use the same argument as led from (26) 
