Abstract-This letter proposes a blind symbol packing rartio estimation for faster-than-Nyquist (FTN) signaling based on stateof-the-art deep learning (DL) technology. The symbol packing rartio is a vital parameter to obtain the real symbol rate and recover the origin symbols from the received symbols by calculating the intersymbol interference (ISI). To the best of our knowledge, this is the first effective estimation approach for symbol packing rartio in FTN signaling and has shown its fast convergence and robustness to signal-to-noise ratio (SNR) by numerical simulations. Benefiting from the proposed blind estimation, the packing-ratio-based adaptive FTN transmission without dedicate channel or control frame becomes available. Also, the secure FTN communications based on secret symbol packing rartio can be easily cracked.
I. INTRODUCTION
T HE last several decades have witnessed the exponential growth of wireless devices and data traffic. With the increasingly demanding requirement for spectral resources, a promising technology named FTN is rediscovered and has started its employment in mobile and satellite communications.
In conventional Nyquist-criterion systems, the symbol duration is always set as T N = 1/(2W ), where W is the bandwidth. In the 1970s, Mazo [1] firstly proved that by reducing the symbol duration to T = αT N (0 < α < 1), the FTN signaling can achieve a higher transmission rate than conventional Nyquist-criterion design without loss of bit error rate (BER) performance in additive white Gaussian noise (AWGN) channel. The scaling factor α is called the symbol packing rartio. Until now, various signal detections for FTN [2] , [3] have been proposed. However, as far as we know, the blind symbol packing rartio estimation for FTN signaling has not been studied yet.
In practical, both the signal downsampling and detection in the receiver require the accurate value of symbol packing rartio α that is usually considered as a known condition in conventional researches. However, this may be not proper in some scenarios. For example, when an eavesdropper tries to eavesdrop an FTN-aided communication with unknown α, the existing detection algorithms will not work due to the unknown real symbol rate and ISI. Also, when packing-ratio-based adaptive FTN transmission is considered, a dedicated channel or control frame must be employed to inform the receiver of the current α. This may violate the original intention of FTN to improve spectrum utilization.
In recent years, a new trend has appeared to merge the two technologies of communications and DL. For example, [4] improves decoding for linear codes with DL technologies. [5] proves that deep learning is a promising tool for channel estimation and signal detection in wireless communications with complicated channel distortion and interference. Inspired by the challenges of symbol packing rartio estimation and the increasingly wide application of DL in communications, we propose a DL-based blind symbol packing rartio estimation for FTN signaling. The block diagram of the FTN signaling with the proposed DL-based symbol packing rartio estimation has been illustrated in Fig 1. In this letter, we consider the communication system with the binary phase shift keying (BPSK) modulation scheme and AWGN channel. Here, we directly give the received symbols which have passed through the matched filter as
II. SYSTEM MODEL OF FTN
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is the function of the shaping filter. n(t) is a zero mean complex-valued Gaussian random process with variance σ 2 . And E s is the average energy of constellation symbols. As seen from (1), α is an important parameter to operate the downsampling and calculate the ISI between different received symbols.
III. THE PROPOSED DL-BASED BLIND SYMBOL PACKING RARTIO ESTIMATION
It is noteworthy that T N and the matched filter are considered as known parameters because they will be determined in advance or be obtained by the eavesdropper with spectrum analysis. For the convenience of simulation and explanation, in this letter, we consider square root raised cosine (SRRC) shaping filter with 20 times upsampling.
Due to the small enough difference among received symbols with different α, employing deep neural network (DNN) [6] directly to classify the α is not feasible, which has been proved by our experiments. Fig. 1 illustrates the architecture of our proposed DL-based blind symbol packing rartio estimation. The analyses for different α k values are employed independently, where the input and the output are respectively the symbols after the matched filter and the count of true decisions for whether α = α k . Finally, the α k with the largest count of true decisions during a certain time will be considered as the estimation result. It is worth noting that the output of the matched filter may be resampled to make the downsampling interval an integral multiple of T N /I, where I is the number of samples per symbol. The detailed structure of the analysis for α k is demonstrated in Fig. 2 . α k I branches are employed for the multiplexer (MUX) and the demultiplexer (DEMUX). Symbols downsampled by interval α k T N in different locations are input into the DNN k respectively. The output of the DNN k , which can be regarded as the probability of α k = α, will be transformed to 0 (false) or 1 (true) to represent the final decision. Finally, the maximum count of true decisions among different branches during a certain time will be output.
The structure of the DNN has also been shown in Fig. 2 , which are composed of an input layer, an output layer and three hidden layers. The activation function for the hidden layers is rectified linear unit (reLu). Furthermore, to limit the output to [0, 1], a sigmoid function is employed after the output layer. The detailed configuration of the DNN is summarized in Table I . Similar to most DL methods, the application of the DNN in our proposed symbol packing rartio estimation includes two stages named offline training and online employment. In the offline training stage, the data set is consist of many groups of 20 symbols which start with the optimal sampling points of each original symbol and are downsampled by interval α k T N from the output symbol of the matched filter. The data set is obtained from the received symbols generated with different α values. The label set is composed of the corresponding 0 (α = α k ) and 1 (α = α k ). DNN will try to learn the relevance between the input and the output and updates its parameters during each backpropagation (BP) process. Then, in the online employment stage, the DNN can independently output the probability of α = α k for each group of the input symbols with the well-trained parameters. Both the training and testing data are generated by software simulation.
IV. NUMERICAL RESULTS
In this section, we assess the performance and robustness of our proposed DL-based symbol packing rartio estimation for FTN signaling. Without loss of generality, some common symbol packing rartio values are taken into consideration. The roll-off factor of the SRRC filter is 0.3. And the E b /N 0 value of the training data is 4dB. Table II summaries the probability of true decisions in the analyses for different α and possible α k values. As shown, for each α, the analysis for α k = α always achieve the largest number of true decisions. So, when large enough decisions have been carried out, α k with the largest number of true decisions can be regarded as the accurate estimation result.
To better illustrate the performance of the proposed scheme, we define the accuracy of the final symbol packing rartio estimation as where M is the number of decisions used to select the maximum one in Fig. 2 . p 1 is the probability of true decision in the analysis for α k = α (i.e. the diagonal of Table II ) while p 2 is the biggest one among that of analysis for α k = α. Last but not least, the results in Table II are obtained by simulations on the test data set. Here, we use M 0.99 to represents the minimum number of decisions required by the proposed symbol packing rartio estimation for different α values to achieve an accuracy beyond 99%, which has been demonstrated in Fig. 3 . As shown, the accuracy of the estimation for different α values can converge within less than 40 or even 10 decisions. In, practical, to guarantee the accuracy of the estimation, the biggest M 0.99 value should be employed. For example, when the symbol packing rartio set of an adaptive FTN system is {1, 0.9, 0.8, 0.75, 0.6}, no less than 22 decisions must be carried out for the estimation to achieve a 99% accuracy. It is very important for the proposed blind estimation to be robust to the signal-to-noise ratio (SNR). Otherwise, DNNs of the proposed estimation will be trained and employed for different SNRs independently and will occupy a large complexity resulting from SNR estimation and a great number of DL network parameters that are stored for different SNRs. adaptive FTN signaling, the proposed estimation can replace the dedicated channel to further improve the spectrum utilization. Also, for the FTN-aided communications with unknown symbol packing rartio, the proposed estimation will help the eavesdropper get the real symbol packing rartio from the received symbols and then recover the origin signals.
