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a b s t r a c t
Consider any kind of parameter for a probability distribution and a fixed distribution.
We study the subsets of the parameter space constituted by all the parameters of the
probabilities in the α-trimming of the fixed distribution. These sets will be referred to as
parameter trimmed regions. They are composed of all parameter candidates whose degree
of suitability as such a parameter for the distribution is, at least, a specific value α.
In particular, we analyze location, scale, and location-scale parameters and study the
properties of the trimmed regions induced by them. Several specific examples of parameter
trimmed regions are studied. Among them,we shouldmention the zonoid trimmed regions
obtained when the chosen parameter is the mean value and the location-scale regions of a
univariate distribution obtained when the parameter is the pair given by the mean and the
standard deviation.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In the classical setting, depth functions assign the degree of centrality to each point with respect to a multivariate
probability distribution or a data cloud. From this perspective, depth-trimmed regions are the level-sets of the depth
functions, that is, they are sets constituted by all points whose depth is, at least, a given value. It is thus possible to consider
these classical depth-trimmed regions as sets of location parameters (see [10,19] for the classical definition of a depth
function, Liu et al. [11] for its statistical applications, and Zuo and Serfling [20] for depth-trimmed regions).
In this paper, the concept of depth is extended to parameter spaces. Any notion of parameter depth is a mapping from a
parameter space into R and the depth of a candidate for a parameter of a probability distribution should be interpreted as
its degree of suitability as such a parameter for the distribution. Associated with each parameter depth, there is a family of
parameter trimmed regions, which are subsets of the parameter space formed by all elements whose parameter depth is, at
least, some given value. The parameters considered in the present work are location, scale, and location-scale parameters.
Notice that for location parameters, the parameter space is the Euclidean space of the same dimension as the data and we
obtain a classical depth function, that is, a notion of data depth.
The first generalization of the notion of depth to a parameter space is due to Rousseeuw and Hubert [16], who worked
on the linear regression model and defined the regression depth. Their idea was generalized by Mizera [12], emphasizing
its applications to the location model, and developed in the location-scale model by Mizera and Müller [13], who built
location-scale depths based on probabilistic models. Throughout those papers the concept of nonfit is essential. A nonfit is
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a non-suitable candidate for a parameter with respect to a data set; and any of the former notions of depth is defined as the
fraction of points that must be deleted from the data set so that the parameter is a nonfit.
The term parameter depth, referring to the suitability of a parameter, was coined by He and Portnoy in their discussion
of [13].
Throughout the paper, we will place stronger emphasis on the families of parameter trimmed regions than on the
parameter depths associatedwith them. For a given parameter and a probability distribution, the parameter trimmed region
of a fixed level α is the set obtained by applying such a parameter to all the probabilities in the α-trimming of the original
probability. If the starting point is a location parameter, we obtain location trimmed regions, if it is a scale parameter, scale
trimmed regions, and finally, if it is a location-scale parameter, location-scale trimmed regions.
According to this terminology, the location trimmed regions are the classical depth-trimmed regions. In the new
framework based on the α-trimming of a probability, we will obtain the quantile trimming and the zonoid trimming of
Koshevoy and Mosler [9] as particular instances. However, other classical notions of data depth, like the halfspace depth
(see [18]) or the simplicial depth (see [10]), are based on geometrical considerations about the data cloud and fall out of our
scope.
This paper is structured as follows: in Section 2 we set our framework and define the new trimmed regions. In Section 3
we present particular families of location, scale, and location-scale trimmed regions obtained in the framework of the α-
trimming of a probability. Section 4 contains themain properties of these location, scale, and location-scale trimmed regions,
which are obtained as a consequence of the properties of the parameters and probabilities, except for the consistency of their
empirical estimates, which is postponed to Section 5. Finally, Section 6 is devoted to some concluding remarks.
2. Preliminaries
Wewill start introducing the α-trimming of a probability and afterwards outline some characteristics of the sets we will
be working with.
2.1. Main definitions and trimming of a probability
Let P denote the set of probability measures on (Rd,Bd), withBd the Borel σ -algebra onRd. The class Pwill be endowed
with the topology of the weak convergence. For any k ∈ N, let Pk be the subclass of P composed of all probabilities P which
satisfy
 ∥x∥k dP(x) <∞.
For any probability P ∈ P, we define a family of sets of probabilities, namely its α-trimming; see [4,5,1,2].
Definition 2.1. Given α ∈ (0, 1] and P ∈ P, we define the α-trimming of P as
Pα := {Q ∈ P : Q ≤ α−1P},
where, by Q ≤ α−1P , we mean that for any A ∈ Bd, it holds that Q (A) ≤ α−1P(A).
The α-trimming of a probability was already used by Gordaliza [8], who considered the probability Q ∈ Pα minimizing
a penalty function, and named it impartial trimming. The reason for such a terminology is that the data to be trimmed are
self-determined by the whole data set and do not necessarily correspond to the tail of the distribution, which makes the
procedure particularly useful in the multivariate setting.
The sets Pα are convex and grow larger from P1 = {P} as α decreases, i.e., if α ≤ β , then Pα ⊃ Pβ . Further, Pα is tight
and compact for the weak topology; see [5, Lemma 3]. Trivially, any Q ∈ Pα is absolutely continuous with respect to P .
Moreover, any Radon–Nikodym derivative of Q with respect to P is bounded by α−1 a.s. [P].
Since throughout this work we will be working with sets of probabilities and sets of points, we need some notion of
convergence for sequence of sets.
The superior limit of a sequence of sets {An}n of certain topology space is defined as the set of limits of convergent
subsequences in the corresponding topology, namely, lim supn An = {limk ank : an ∈ An}.
The inferior limit of the sequence {An}n is the set of limits of convergent sequences in the corresponding topology, that
is, lim infn An = {limn an : an ∈ An}.
If lim supn An and lim infn An coincide, then {An}n is said to converge and limn An = lim infn An = lim supn An.
If {Pˆn}n is a sequence of empirical probabilities of P , then it holds a.s. that
lim
n
Pˆαn = Pα a.s.
for all α ∈ (0, 1]; see [5, Theorem 12]. Álvarez-Esteban [2] proved that the above result holds when we consider a general
sequence converging in the weak topology.
We denote by T (P) any set of parameters associated with a probability distribution P , that is, T (P) ∈ P (Rk), where
P (Rk) is the power set of Rk excluding the empty set.
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Definition 2.2. For α ∈ (0, 1] and a set-valued mapping T : P → P (Rk), we define the α-trimmed region of P induced by
T as
DαT (P) :=

Q∈Pα
T (Q ).
The parameter depth associated with the trimmed regions induced by a functional T is defined as the greatest level α so
that a point belongs to the trimmed region of level α.
Definition 2.3. The parameter depth of z ∈ Rk with respect to a probability measure P and a functional T is defined as
DT (z; P) := sup{α ∈ (0, 1] : z ∈ DαT (P)}.
2.2. Parameter trimmed regions
Assuming thatRk is a general parameter space, for any probabilitymeasure P onRd, a family of parameter trimmed regions
indexed by α ∈ (0, 1], which we will denote as {Dα(P)}α , is a nested family of subsets of Rk. Each Dα(P) is formed by all
parameters that fit P to a level α or higher.
Location trimmed regions. The parameter space for location parameters is Rd and thus Dα(P) ⊂ Rd. It is reasonable that the
smallest nonempty trimmed region Dα(P) is a set of appropriate location parameters for P . It is also convenient that any
Dα(P) is closed, bounded and convex, or at least connected. Finally, location trimmed regions should be affine equivariant, that
is, Dα(PAX+b) = ADα(PX ) + b for all nonsingular d × dmatrix A and b ∈ Rd, where PX is the probability distribution of the
random vector X in Rd.
Location-scale trimmed regions. The parameter space for the location-scale parameters we will consider is Rd+1, where
the first d coordinates contain information about location, while the scatter is deferred to the last coordinate, and thus
Dα(P) ⊂ Rd+1. It is reasonable that the smallest nonempty trimmed region Dα(P) is a set of appropriate location-scale
parameters for P . It is also convenient that anyDα(P) is closed, bounded and connected. Finally, location-scale trimmed regions
should be affine-scale equivariant, that is, Dα(PAX+b) = {(Ax+b, | det(A)|y) : (x, y) ∈ Dα(PX )} for all nonsingular d×dmatrix
A and b ∈ Rd.
Scale trimmed regions. We will consider univariate scale parameters, and thus Dα(P) ⊂ R. It is reasonable that the smallest
nonempty trimmed region Dα(P) is a set of appropriate scale parameters for P . It is also convenient that any Dα(P) is
a closed and bounded interval. Finally, location-scale trimmed regions should be scale equivariant, that is, Dα(PAX+b) =
| det(A)|Dα(PX ) for all nonsingular d× dmatrix A and b ∈ Rd.
3. Families of trimmed regions induced by a parameter
Three particular instances of location, location-scale, and scale regions will be presented in this section. Most of our
attention will be devoted to the location-scale regions of a univariate probability distribution induced by the bivariate
parameter (µ, σ ), given by the expectation and the standard deviation. It will be shown that these regions are closely related
with the zonoid trimmed regions. In fact, the parameter depth induced by them is related with the zonoid depth exactly in
the same way that the Student location-scale depth (see [13]) is related with the halfspace depth.
3.1. Zonoid trimming, (µ, σ )-trimming, and σ -trimming
Zonoid trimming. For any α ∈ (0, 1], the zonoid trimmed regionswere defined by Koshevoy and Mosler [9] as
ZDα(P) :=

xg(x) dP(x) : g ∈ Gαwith

g(x) dP(x) = 1

, (1)
where Gα is the set of all measurable functions such that g : Rd → [0, α−1].
Taking the expectation, which we will denote by µ(P) =  x dP(x), as a location parameter, we obtain the zonoid
trimmed regions, that is, ZDα(P) = Dαµ(P). Just notice that function g in (1) plays the role of a Radon–Nikodym derivative
(bounded by α−1) of some Q ∈ Pwith respect to P .
Proposition 3.1. The zonoid trimmed regions are the location trimmed regions induced by the expectation, that is, for any
α ∈ (0, 1] and P ∈ P.
ZDα(P) =

x dQ (x) : Q ∈ Pα

.
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Fig. 1. Zonoid trimming and CD-trimming for the Decathlon data.
If the empirical probability induced by the sample x1, . . . , xn ∈ Rd is denoted by Pˆn, and α ∈ (k/n, (k + 1)/n], for any
k ∈ {0, 1, . . . , n− 1}, the empirical zonoid trimmed region is given by
ZDα(Pˆn) = co

1
αn
k
j=1
xij +

1− k
αn

xik+1 : {i1, . . . , ik+1} ⊂ N

, (2)
where N = {1, . . . , n} and co{·} stands for the convex hull; see [9, Theorem 4.1].
Remark 3.1. The zonoid trimmed regions of a bivariate data cloud can be computed with complexity O(n2 log n) in time
by means of a circular sequence algorithm; see [6]. A circular sequence algorithm is designed to run efficiently over all
sortings of a bivariate data cloud that are determined by the natural order of a univariate projection of the data points. This
kind of algorithm is appropriate to determine zonoid regions because they have a finite number of extreme points, each of
them being a weighted linear combination of the data points, with the weights increasing in the direction determined by a
univariate projection; see [7].
In Fig. 1 left, we have depicted the contour plots of the zonoid trimmed regions of some real data. The data corresponds
to the results of the 30 athletes that competed in the 2004 Olympics Decathlon in long jump (in meters, axis X) and in the
100 m race (in seconds, axis Y ) and has been obtained from http://www.athens2004.com.
(µ, σ )-trimming. For a probability distribution P on B1, we consider now the bivariate parameter given by its expectation
and its standard deviation. That is, let (µ, σ )(P) = (µ(P), σ (P)), where σ 2(P) =  x2 dP(x)−  x dP(x)2. We recall that
PX stands for the probability distribution of X . Using this notation, σ 2(PX ) = µ(PX2)− µ(PX )2.
For a probabilityQ onB2, we denote byQ1 andQ2 itsmarginal probability distributions on the first and second coordinate
respectively.
Lemma 3.1. For a random variable X and α ∈ (0, 1],
i. PαX = {Q1 : Q ∈ Pα(X,X2)};
ii. Pα
X2
= {Q2 : Q ∈ Pα(X,X2)};
iii. Q1(A) = Q2({x2 : x ∈ A}) for any Q ∈ Pα(X,X2).
Proof. Let us see that i. holds true.
If Q ∈ Pα
(X,X2), for any A ∈ B1 it holds that Q1(A) = Q ({(x, x2) : x ∈ A}) ≤ α−1P(X,X2)({(x, x2) : x ∈ A}) = α−1PX (A).
Given P ′ ∈ PαX , let Q be defined as Q (B) = P ′({x : (x, x2) ∈ B}) for B ∈ B2. Clearly Q is a probability on B2 and
Q (B) ≤ α−1P(X,X2)(B). Finally P ′ = Q1 since for any A ∈ B1 it hold that Q1(A) = Q ({(x, y) : x ∈ A, y ∈ R}) = P ′(A).
Similar arguments can be used to show ii. and iii. 
From iii. in Lemma3.1, it follows that ifQ1 is the probability distribution of a randomvariable Y , thenQ2 is the distribution
of Y 2. Given A ∈ B1 such that A ⊂ R+ and the random variable Y , we have PY2(A) = PY ({
√
x : x ∈ A}) = Q1({√x : x ∈
A}) = Q2({x : x ∈ A}). If A ⊂ R− and 0 ∉ A, then PY2(A) = 0 and Q2(A) ≤ 1− Q2(R+) = 1− Q1(R) = 0.
Lemma 3.2. Let X be a random variable with PX ∈ P2, if Q ∈ Pα(X,X2), then σ(Q1) =

µ(Q2)− µ(Q1)2.
Finally, we can relate the (µ, σ )-trimmed regions with the zonoid trimmed regions.
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Fig. 2. (µ, σ )-trimmed regions for the 100 m data, α = 1, 5/6, 4/6, 3/6, 2/6, 1/30.
Proposition 3.2. Let X be a random variable with PX ∈ P2 and α ∈ (0, 1], then
Dαµ,σ (PX ) =

y,

z − y2 : (y, z) ∈ ZDα(P(X,X2)).
Proof. From i. in Lemmas 3.1 and 3.2,
Dαµ,σ (PX ) = {(µ(Q ), σ (Q )) : Q ∈ PαX }
= µ(Q1),µ(Q2)− µ(Q1)2 : Q ∈ Pα(X,X2)
= {(y,

z − y2) : (y, z) ∈ ZDα(P(X,X2))}.
The last equality holds true since from Proposition 3.1, the zonoid trimmed regions are the location trimmed regions for the
expectation. 
Notice that the domain of the transformation f (x, y) = (x,y− x2) is the epigraph of the parabola y = x2 and it maps
line-segments, whose extreme values lie on the parabola, into semicircumferences whose centers lie on axis X . The contour
plots of the zonoid trimmed regions are polytopes and each of the line segments from its boundary will be transformed into
an arc of one of the former semicircumferences.
In particular, the (µ, σ )-trimmed region of level α for the empirical distribution induced by the sample x1, . . . , xn ∈ R
is given by
Dαµ,σ (Pˆn) =

y,

z − y2 : (y, z) ∈ ZDα(x1, x21), . . . , (xn, x2n).
Remark 3.2. The relation of the (µ, σ )-trimmed regions with the zonoid ones makes it possible to use a classical circular
sequence algorithm to compute their contours; see Remark 3.1. Nevertheless, the fact that the data points lay now over a
parabola substantially simplifies the computation of the new regions. Let x(1) ≤ x(2) ≤ · · · ≤ x(n) be the ordered data sample
and consider their univariate projection determined by any u ∈ R2. The set of k points from (x(1), x2(1)), . . . , (x(n), x2(n))whose
projections are the greatest (smallest) is formed by k consecutive points. Notice that after x(n)we should start againwith x(1).
In order to find the mean value of each of the n sets of k consecutive points, we simply have to subtract one value and add
another, thus the complexity of the algorithm is determined by the complexity of an ordering algorithm, that is, O(n log n).
In Fig. 2, we have depicted the contour plots of the (µ, σ )-trimmed regions of the times at the 100 m race from the
Decathlon data set.
Remark 3.3. After Proposition 3.2, the (µ, σ )-depth (see Definition 2.3) of a location-scale parameter (m, s) ∈ R×R+ with
respect to the distribution of the random variable X is related with the zonoid depth (µ-depth) as
Dµ,σ ((m, s); PX ) = ZD

(m,m2 + s2); P(X,X2)

. (3)
Mizera and Müller [13, Definition 2] defined the Student location-scale depth of a location-scale parameter (m, s) as
HD((m, s); P(X,(X−m)2)), where HD stands for the halfspace depth which is given by HD(x; P) = inf{P(H) : x ∈ H closed
halfspace}; see [18]. By the affine invariance of the halfspace depth, the Student location-scale depth of (m, s) can be
alternatively expressed as
HD

(m,m2 + s2); P(X,X2)

. (4)
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Fig. 3. σ -trimmed regions, SCD regions, and MAD-trimmed regions for the 100 m data.
Eqs. (3) and (4) make us suggest the possible usage of other notions of data depth different from the zonoid or halfspace one,
e.g. the simplicial depth (see [10]) or any of the data depths reviewed in [19], in order to quantify the location-scale depth
of a parameter.
σ -trimming. For a probability distribution P onB1, we consider the scale estimate given by its standard deviation σ(P) and
define trimmed regions built by all standard deviations of probabilities from Pα , that is,
Dασ (PX ) =

z − y2 : (y, z) ∈ ZDα(P(X,X2))

.
These regions are the projection, on the second coordinate, of the (µ, σ )-trimmed regions.
In Fig. 3 left, we have depicted the σ -trimmed regions of the times at the 100 m race from the Decathlon data set. For
each value of α (axis Y ) we obtain a line segment. In order to obtain a graphical representation of the dispersion of our
data, each point on axis X is the distance of a 100 m-race time from the average of the extreme values of the original data
sample.
3.2. Expected convex hull trimming, LSCD-trimming, and SCD-trimming
Expected convex hull trimming. Cascos [3] defined the expected convex hull trimmed regions of level 1/k of P as the set-valued
expectation of the random set given by the convex hull of k independent observations drawn from P . Here we will restrict
our attention to the regions of level k = 2 and define CD(P) := Eco{X1, X2}, where X1, X2 are two independent random
vectors with distribution P, co{X1, X2} is the segment joining them, and E is the selection expectation of a random set (see for
instance [14]).
The compact and convex set CD(P) is implicitly determined by its support function as
sup{⟨x, u⟩ : x ∈ CD(P)} =

max{⟨x1, u⟩, ⟨x2, u⟩} dP(x1)dP(x2), for all u ∈ Rd,
where ⟨·, ·⟩ stands for the scalar product. More explicitly, it is the expectation of the maximum of two independent copies
of ⟨X, u⟩, where X has distribution P .
Since CD(P) is a set, the trimmed regions induced by CD are given by
DαCD(P) =

Q∈Pα
CD(Q ).
Given the sample x1, . . . , xn ∈ Rd, it can be shown that if α ∈ (k/n, (k+ 1)/n] for any k ∈ {0, 1, . . . , n− 1}, then
DαCD(Pˆn) = co

k
j=1
2(αn− j)+ 1
(αn)2
xij +

1− k
αn
2
xik+1 : {i1, . . . , ik+1} ⊂ N

, (5)
where N = {1, . . . , n}.
Taking advantage of (5), it is possible to build a circular sequence algorithm similar to the one in [6] to compute the
trimmed regions induced by the expected convex hull of a bivariate data cloud, with complexity O(n2 log n) in time.
In Fig. 1 right, we have depicted the contour plots of the DαCD trimmed regions of the Decathlon data.
Location-scale trimming based on the expected convex hull. Taking advantage of the construction of the (µ, σ )-trimmed regions
from the zonoid regions in Proposition 3.2, we build a set-valued location-scale parameter from CD(P) as
LSCD(PX ) :=

y,

z − y2 : (y, z) ∈ CD(P(X,X2)),
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Fig. 4. LSCD-regions for the 100 m data, α = 1, 5/6, 4/6, 3/6, 2/6, 1/30.
where X is a (univariate) random variable. Now, we consider the α-trimmed regions induced by LSCD, which adopt the
expression DαLSCD(P) =

Q∈Pα LSCD(Q ); see Definition 2.2. A more tractable expression for D
α
LSCD(P) is obtained through
some results similar to Lemma 3.1,
DαLSCD(PX ) =

y,

z − y2 : (y, z) ∈ DαCD(P(X,X2)). (6)
In Fig. 4, we have depicted the contour plots of the LSCD-trimmed regions of the times at the 100m race from the Decathlon
data set. Scale trimming based on the expected convex hull. For a probability P on B1, we consider the set-valued scale
parameter obtained by projecting LSCD on the second coordinate
SCD(PX ) :=

z − y2 : (y, z) ∈ CD(P(X,X2))

.
Now, we consider the α-trimmed regions induced by SCD, given by DαSCD(P) =

Q∈Pα SCD(Q ). Similarly to (6), we obtain,
DαSCD(PX ) = {

z − y2 : (y, z) ∈ DαCD(P(X,X2))}.
In Fig. 3 center, we have depicted the SCD-regions of the times at the 100 m race from the Decathlon data set.
3.3. Quantile trimming, (Me,MAD)-trimming, andMAD-trimming
Classical quantile trimming. Throughout this paragraph, wewill restrict ourselves to the univariate case (d = 1). The quantile
trimmed region of level α ∈ (0, 1/2] of a distribution is the interval between its α-quantile and its (1− α)-quantile.
If Me is the set of all points that satisfy the median definition, the location trimmed region of level α for the median is
the interval whose lower extreme is the smallest α/2-quantile and its upper extreme is the greatest (1− α/2)-quantile.
Proposition 3.3. For any probability P onB1, the medianMe and any α ∈ (0, 1], it holds that
DαMe(P) =

inf {x : P((−∞, x]) ≥ α/2}, sup {x : P([x,+∞)) ≥ α/2}. (7)
It is possible to build a multivariate extension of the current construction, considering the trimmed regions induced by
any multivariate median; see [17].
(Me,MAD)-trimming. For a probability distribution P onB1, let MAD be the mean absolute deviation from the median, i.e.,
MAD(P) = miny∈R
 |x− y| dP(x), which is clearly attained at any y ∈ Me(P).
Obviously, the projection of a (Me,MAD)-trimmed region into the first coordinate is an interquantile interval. Further,
if P is absolutely continuous
DαMe,MAD(P) =

x∈DαMe(P)
{(x, y) : y1,α(x) ≤ y ≤ y2,α(x)},
where
y1,α(x) = min

MAD(Q ) : Q ∈ Pα, x ∈ Me(Q )

,
y2,α(x) = α−1
 inf DαMe(P)
−∞
|t − z| dP(t)+
 +∞
sup DαMe(P)
|t − z| dP(t)

for any z ∈ DαMe(P),
that is, y2,α(x) does not depend on x and thus, the upper boundary of DαMe,MAD(P) is a line segment.
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Fig. 5. (Me,MAD)-trimmed regions for the 100 m data.
In order to obtain a graphical representation of the new regions, we would need an explicit representation of the
(Me,MAD) regions of a sample. With the sample x1, . . . , xn ∈ R, we denote the increasing rearrangement by x(1) ≤ · · · ≤
x(n), and by ⌊·⌋ and ⌈·⌉ the floor and ceiling functions. If α = k/n, it is possible to show that
DαMe,MAD(Pˆn) =

k≤i≤2n−k

(x, y) : x⌈ i2 ⌉ ≤ x ≤ x⌈ i+12 ⌉,
1
k
⌊ k2 ⌋
j=1

x⌈ i2 ⌉+⌊ k2 ⌋−j+1 − x⌈ i2 ⌉−⌈ k2 ⌉+j

≤ y ≤ 1
k
⌊ k2 ⌋
j=1

x(n−j+1) − x(j)

.
In Fig. 5, we have depicted the contour plots of the (Me,MAD)-trimmed regions of the times at the 100 m race from the
Decathlon data set.
Instead of the mean absolute deviation, it is possible to consider themedium absolute deviation, the interquartile range or
the range as a scale parameter and other similar location-scale trimmed regions will be obtained.
MAD-trimming. For a probability distribution P onB1, we consider the mean deviation from its median, MAD(P).
In Fig. 3 right, we have depicted the MAD-trimmed regions of the times at the 100 m race from the Decathlon data set.
4. Properties of trimmed regions
In this section we study the main properties of location, scale, and location-scale trimmed regions. Such an analysis is
based on the properties of the functionals which induce the trimmed regions.
Namely, we show that all trimmed regions are nested, and obtain conditions to guarantee convex, connected, closed, and
bounded trimmed regions. Whenever a location estimate is affine equivariant, its corresponding location trimmed region
is also affine equivariant. Moreover, scatter equivariant parameters will lead to scatter equivariant trimmed regions, and by
means of these results, immediate consequences are obtained for location-scale trimmed regions.
For ease of reading, this section will be subdivided into two subsections, the first is devoted to general properties of
trimmed regions, and the latter to particular properties of location, scale and location-scale trimmed regions.
4.1. General properties
We start by analyzing some of the general properties satisfied by trimmed regions.
Nested regions.
Proposition 4.1. Let α, β ∈ (0, 1] satisfy that α ≤ β , let P ∈ P and T be any functional, then DαT (P) ⊃ DβT (P).
Convex regions. Given K1, K2 ⊂ Rd, its addition is understood in the Minkowski or elementwise sense, K1 + K2 = {x + y :
x ∈ K1, y ∈ K2}.
Proposition 4.2. Given P ∈ P, α ∈ (0, 1] and Q1,Q2 ∈ Pα , if for any λ ∈ (0, 1) the functional T verifies that λT (Q1) + (1 −
λ)T (Q2) ⊂ T (λQ1 + (1− λ)Q2), then the trimmed regions associated with T are convex.
Proof. Let x, y ∈ DαT (P), so x ∈ T (Q1) and y ∈ T (Q2) for someQ1,Q2 ∈ Pα . Thereforeλx+(1−λ)y ∈ λT (Q1)+(1−λ)T (Q2) ⊂
T (λQ1 + (1− λ)Q2). Since the set Pα is convex, it holds that λQ1 + (1− λ)Q2 ∈ Pα , hence λx+ (1− λ)y ∈ DαT (P). 
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For probabilities of P1, we easily deduce that the zonoid trimmed regions and the DαCD regions are convex.
Connected regions.
Proposition 4.3. Given α ∈ (0, 1] and P ∈ P, if for any Q1,Q2 ∈ Pα , and any {λn}n∈N ⊂ [0, 1]with limn λn = λ, the functional
T satisfies that lim supn T (λnQ1+ (1−λn)Q2)∩T (λQ1+ (1−λ)Q2) ≠ ∅, and T (Qi) is connected, i ∈ {1, 2}, then the set DαT (P)
is connected.
Proof. Let us suppose that DαT (P) is not connected. So there would be two open disjoint subsets V1, V2 in R
d, such that
DαT (P) ∩ Vi ≠ ∅ for i ∈ {1, 2} and DαT (P) ⊂ V1 ∪ V2.
Let a ∈ V1 ∩ DαT (P) and b ∈ V2 ∩ DαT (P), then there exist Qa,Qb ∈ Pα such that a ∈ T (Qa) and b ∈ T (Qb).
We define AP = {Q ∈ Pα : T (Q ) ⊂ V1} and BP = {Q ∈ Pα : T (Q ) ⊂ V2}. Notice that since T takes connected values,
then any Q ∈ Pα belongs exactly to one of the sets AP , BP .
Take Qλ = (1− λ)Qa + λQb, which obviously belongs to Pα because of the convexity of this set.
Let µA = sup {µ : Qλ ∈ AP , ∀λ ∈ [0, µ]} and µB = inf {µ : Qλ ∈ BP , ∀λ ∈ [µ, 1]}. The conditions satisfied by T lead
trivially to T (QµA) ⊂ V1 and T (QµB) ⊂ V2, therefore it is not possible that µA = 1 or µB = 0.
Since µA < 1, there exists a sequence {λn}n ⊂ [0, 1]with λn > µA such that limn λn = µA and T (Qλn) ⊂ V2. Finally, we
have that T (QµA) ∩ lim sup T (Qλn) ≠ ∅which contradicts that V1 and V2 are disjoint open subsets. 
Themedian satisfies the requirements of Proposition 4.3 and thus, the quantile trimmed regions are connected and, since
they are subsets of R, they are obviously convex.
As an immediate consequence of Proposition 4.3, the following result holds true.
Corollary 4.1. Given α ∈ (0, 1] and P ∈ P, if T is continuous for the weak convergence on Pα , and takes connected values on
such a class, then DαT (P) is connected.
If P ∈ P2, the Skorohod representation theorem and the dominated convergence theorem imply that the expectation and
the quadratic expectation on Pα are continuous with respect to the weak convergence (for the continuity of the expectation
is sufficientwith probabilities of P1), therefore, (µ, σ )-trimmed regions and σ -trimmed regions are connected. Observe that
the former, as can be seen in Fig. 2, are connected but not necessarily convex. The same happens with the DαLSCD and the D
α
SCD
regions.
Closed regions.
Proposition 4.4. Given α ∈ (0, 1] and P ∈ P, if for any {Qn}n ⊂ Pα such that {Qn}n tends to Q in the weak convergence, it holds
that lim supn T (Qn) ⊂ T (Q ), then DαT (P) is closed.
Proof. Let {xn}n ⊂ DαT (P) be a convergent sequence with limn xn = x. Let us see that x ∈ DαT (P).
For every n ∈ N, we have that xn ∈ DαT (P), therefore there exists {Qn}n ⊂ Pα such that xn ∈ T (Qn). Since the class Pα is
tight (see [5]), the sequence {Qn}n is also tight and thus, there exists a subsequence {Qnk}k ⊂ {Qn}n which converges in the
weak topology. Let us denote by Q the limit of such a subsequence.
On the other hand, Pα is compact in such a topology (see the above reference), therefore, Q ∈ Pα . Now x ∈
lim supn T (Qn) ⊂ T (Q ) ⊂ DαT (P). 
Corollary 4.2. Given α ∈ (0, 1] and P ∈ P, if T is continuous for the weak convergence on Pα , then DαT (P) is closed.
Consider P ∈ P1 and notice that the expectation is continuous with respect to the weak convergence on Pα . By means of
Proposition 3.1 and Corollary 4.2, we obtain that zonoid trimmed regions are closed and so are the DαCD regions.
Obviously quantile trimmed regions are closed since they are compact intervals, but alternatively the closedness of such
regions could be proved by means of Proposition 4.4.
Bounded regions.
Proposition 4.5. If given any α ∈ (0, 1] and P ∈ P, there exists Mα,P ∈ R such that sup {∥x∥ : x ∈ T (Q )} ≤ Mα,P for all
Q ∈ Pα , then DαT (P) is bounded.
Consequently, the quantile trimming produces bounded regions. Further, the zonoid trimmed regions and the regions
DαCD are bounded when we consider probabilities of P1. If probabilities belong to P2, (µ, σ )-trimmed regions, σ -trimmed
regions, DαLSCD regions, and D
α
SCD regions are bounded.
4.2. Particular properties
In this subsection we briefly analyze some specific properties of location, scale, and location-scale trimmed regions. If P
is the probability induced by a random vector X, A ∈ Rd×d, and b ∈ Rd, the probability induced by AX + b will be denoted
by PA,b.
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Affine equivariance.
Proposition 4.6. For any affine equivariant location estimate L, its corresponding location trimmed regions are affine equivariant.
Proof. Let matrix A be nonsingular. In the first place, let us see that DαL (PA,b) ⊂ ADαL (P)+ b.
Let z ∈ DαL (PA,b), then there exists Q ∈ (PA,b)α such that z ∈ L(Q ). We define Q ′ : Bd → R by Q ′(B) = Q (AB+ b).
Since A is nonsingular, we have that Q ′ ∈ P, moreover, it holds that Q ′(B) = Q (AB+ b) ≤ α−1PA,b(AB+ b) = α−1P(B),
and so Q ′ ∈ Pα .
Further, Q ′A,b(B) = Q ′(A−1(B − b)) = Q (B). So z ∈ L(Q ′A,b), since L is affine equivariant, L(Q ′A,b) = AL(Q ′) + b, which
implies that z ∈ ADαL (P)+ b.
Conversely if z ∈ ADαL (P) + b, there exists x ∈ L(Q ) with Q ∈ Pα , such that z = Ax + b. Since L is affine equivariant,
L(QA,b) = AL(Q )+ b and so z ∈ L(QA,b). Now note that QA,b(B) = Q (A−1(B− b)) ≤ α−1P(A−1(B− b)) = α−1PA,b(B) for all
B ∈ Bd, that is, QA,b ∈ PαA,b, thus z ∈ DαL (PA,b). 
Consequently, the zonoid regions and the DαCD regions are affine equivariant for probabilities of P1.
In relation to scale trimmed regions, we enounce the following property.
Scatter equivariance.
Proposition 4.7. For any scatter equivariant scale parameter S, its corresponding scale trimmed regions are scatter equivariant.
Trivially the MAD-trimmed regions are scatter equivariant, and the σ -trimmed regions, and the DαSCD regions are scatter
equivariant for probabilities with finite second moment.
Affine-scatter equivariance.
Proposition 4.8. For any affine-scatter location-scale parameter TLS , its corresponding location-scale trimmed regions are affine-
scatter equivariant.
Trivially (Me,MAD)-trimmed regions are affine-scatter equivariant for probabilities of P1, and (µ, σ )-trimmed regions
and DαLSCD regions are affine-scatter equivariant for probabilities of P2.
5. Consistency of empirical trimmed regions
The aim of this section is the analysis of the consistency of empirical trimmed regions obtained by plugging-in an
empirical probability in Definition 2.2.
Cascos and López-Díaz [5] showed that for any point-valued functional T : P→ Rk, continuous with respect to the weak
topology, the trimmed region associated with the empirical probabilities are consistent estimates of population trimmed
regions, that, it holds a.s. that
lim
n
DαT (Pˆn) = DαT (P)
for all α ∈ (0, 1].
Now we analyze the case of multivalued functionals, i.e. functionals that assume values which are subsets of Rk.
The following results show, under mild conditions, the consistency of empirical trimmed regions induced by set-valued
functionals.
Proposition 5.1. Let P′ ⊂ P be a family of probabilities closed with respect to the trimming of a probability, with at least all
probabilities with finite support. Let T : P′ → P (Rk), such that for any P ∈ P′, it holds that limk T (Qnk) = T (Q ), where
Q ∈ Pα, {Qnk} ⊂ {Pˆαnk}k, α ∈ (0, 1] and the sequence {Qnk}k tends to Q in the weak topology. Then, for any P ∈ P′ it holds a.s.
that
lim
n
DαT (Pˆn) = DαT (P)
for all α ∈ (0, 1].
The proof is omitted since it follows similar steps to that of Cascos and López-Díaz [5, Theorem 14].
As a consequence of the above result, we obtain the consistency of empirical trimmed regions for continuous functionals
with respect to the weak convergence.
Corollary 5.1. Let T : P→ P (Rk), continuous with respect to the weak topology. Then, for any P ∈ P it holds a.s. that
lim
n
DαT (Pˆn) = DαT (P)
for all α ∈ (0, 1].
Different by-products can be derived bymeans of the above results. Some concepts and results needed for such a purpose
are previously stated.
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A family of probability measures P′ ⊂ P is said to be uniformly integrable if any family of random variables {XP}P∈P′ ,
where XP induces P , is uniformly integrable.
The following result relates the uniform integrability of families of probabilities to the uniform integrability of the
trimmings of such probabilities.
Lemma 5.1. If P′ ⊂ P is uniformly integrable, then for any α ∈ (0, 1], the family ∪P∈P′ Pα is uniformly integrable.
Proof. Observe that for any α ∈ (0, 1] it holds that
sup
Q∈ 
P∈P′
Pα

∥x∥≥t
∥x∥ dQ (x) ≤ α−1 sup
P∈P′

∥x∥≥t
∥x∥ dP(x),
and the result follows directly. 
The sequence of empirical probabilities of a uniformly integrable probability is uniformly integrable; see [15, Proposition
2.32 and Theorem 2.38].
Lemma 5.2. Let P ∈ P1, then it holds a.s. that the family ∪n{Pˆn} is uniformly integrable.
Corollary 5.2. Let P ∈ P1, we have a.s. that ∪n{Pˆαn } is uniformly integrable for all α ∈ (0, 1].
Now we show the consistency of some empirical trimmed regions induced by functionals considered in the preceding
sections.
Zonoid trimming and (µ, σ )-trimming. In the first place, it is shown that the empirical zonoid regions are consistent estimates
of the population zonoid trimmed regions.
Proposition 5.2. Let P ∈ P1, it holds a.s. that
lim
n
ZDα(Pˆn) = ZDα(P)
for all α ∈ (0, 1].
Proof. In accordance with Proposition 3.1, the zonoid trimmed regions are induced by the expectation functional. From
Corollary 5.2, it holds a.s. that sequences {Qnk} ⊂ {Pˆαnk}k are uniformly integrable. Since the expectation is continuous with
respect to the weak convergence for uniformly integrable sequences, Proposition 5.1 proves the result. 
Proposition 5.3. Let P ∈ P2, it holds a.s. that
lim
n
Dαµ,σ (Pˆn) = Dαµ,σ (P)
for all α ∈ (0, 1].
Proof. In the first place, observe that the functional is well-defined since we are considering probabilities of P2.
Now note that P2 ⊂ P1, is closed with respect to the trimming of a probability and contains all probabilities with finite
support.
Corollary 5.2 implies that a.s. sequences {Qnk} ⊂ {Pˆαnk}k are uniformly integrable, then for such sequences, the expectation
is continuous with respect to the weak convergence.
Moreover the quadratic expectation is also continuous on P2 for the above sequences. Therefore T verifies the conditions
of Proposition 5.1, and so we obtain the result. 
CD-trimming and LSCD-trimming. Now we turn our attention to the consistency of the empirical DαCD regions.
Proposition 5.4. Let P ∈ P1, it holds a.s. that
lim
n
DαCD(Pˆn) = DαCD(P)
for all α ∈ (0, 1].
Proof. We have that DαCD(P) = ∪Q∈Pα CD(Q ).
Given Q ∈ Pα , let {Qnk}k be any sequence with Qnk ∈ Pˆnk , k ∈ N, which converges in the weak topology to Q . By
Corollary 5.2 the sequence {Qnk}k is uniformly integrable with 1 ≤ i ≤ 2.
As a consequence it is immediately seen that given any u ∈ Rd,
lim
k

max{⟨x1, u⟩, ⟨x2, u⟩} dQnk(x1)dQnk(x2) =

max{⟨x1, u⟩, ⟨x2, u⟩} dQ (x1)dQ (x2),
that is, the support function of CD(Qnk) tends in any point to the support function of CD(Q ). Finally, the result follows from
Proposition 5.1. 
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Corollary 5.3. Let P ∈ P2, it holds a.s. that
lim
n
DαLSCD(Pˆn) = DαLSCD(P)
for all α ∈ (0, 1].
Quantile trimming and (Me,MAD)-trimming. Now we obtain the consistency of empirical quantile trimmed regions under
mild conditions.
Proposition 5.5. Let P ∈ P be a probability whose distribution function is continuous and strictly increasing (where different
of 0 and 1). It holds a.s. that
lim
n
DαMe(Pˆn) = DαMe(P)
for all α ∈ (0, 1].
The proof follows from Proposition 3.3 and the a.s. consistency of the empirical quantiles.
It is also possible to obtain the consistency of empirical MAD-trimmed regions.
Proposition 5.6. Let P ∈ P1, it holds a.s. that
lim
n
DαMAD(Pˆn) = DαMAD(P)
for all α ∈ (0, 1].
By means of previous results, the following result is immediately proved.
Corollary 5.4. Let P ∈ P1 be a probability whose distribution function is continuous and strictly increasing (where different
from 0 to 1). It holds a.s that
lim
n
DαMe,MAD(Pˆn) = DαMe,MAD(P)
for all α ∈ (0, 1].
6. Conclusions
For any functional of a probability distribution, we have built a family of parameter trimmed regions based on the α-
trimming of a probability. These trimmed regions form an indexed family of nested sets. The greater the index is, the smaller
the regions are, and the better their elements fit the original distribution. For this reason, we derive a notion of parameter
depth from the parameter trimmed regions.
Although the framework presented here is valid for any kind of parameter, our main emphasis has been placed on the
location-scale trimmed regions. Among all exampleswe have shown, the (µ, σ )-trimmed regions of a univariate probability
distribution have been our main area of focus. They are parameter trimmed regions induced by the pair given by the mean
and the standard deviation of a distribution and are closely related to the zonoid trimmed regions. Mizera and Müller [13],
working in a framework quite different from ours, introduced a notion of location-scale depth depending on probabilistic
models. We have shown that the (µ, σ )-depth is strongly related with their Student location-scale depth.
In the near future, we plan to build joint (X, S) control charts based on the (µ, σ )-trimmed regions.
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