Abstract-The theory, techniques, details
of the important equations, and description of two computer programs are presented for calculating efficiently the mutual coupling at a single frequency between any two antennas arbitrarily oriented and separated in free space. Both programs emphasize efficiency and generality, and require, basically, the complex electric far field of each antenna, and the Eulerian angIes designating the relative orientation of each antenna. Multiple reflections between the antennas are neglected but no other restrictive assumptions are involved.
If an electric field component is desired instead of coupling, the receiving antenna is replaced by a virtual antenna with uniform far field. The first computer program computes coupling (or fields) versus transverse displacement of the antennas in a plane normal to their axis of separation. An effkieut fast Fourier transform (FFT) program was made possible by "collapsing" the far-field input data and showing that inmost cases the spectrum integration need cover only the solid angle mutually subtended by the smallest spheres circumscribing the antennas. Limiting the integration to this solid angle artifically band limits the coupling function, thereby allowing much larger integration increments and reducing run times and storage requirements to a feasible amount for electrically large antennas. The second program is based on a spherical wave representation of the coupling function and rapidly computes coupling (or fields) versus separation distance between the antennas. The spherical wave representation emerged naturally from an intriguing characteristic proven for the mutual coupling function; it, like each rectangular component of electric and magnetic field in free space, satisfies the homogeneous wave equation.
I. INTRODUCTION
T HE THEORY, computer programs, and measurement facilities for efficiently determining the far fields of antennas by measuring the near-field coupling between test and probe antennas have seen extensive development during the past two decades [ 11-[ 161. However the associated inverse problem of efficiently computing the near-field coupling of two antennas of arbitrary size, orientation, and separation, given the far field of each antenna, has received little attention despite its direct applicability for determining the interference between co-sited antennas, potentially hazardous fields around antennas, and near-fieId antenna gain-correction factors.
Two major reasons for this lack of attention have been the difficulty in obtaining the complex vectorial far fields that must be supplied to the computer programs, and the difficulty in developing efficient algorithms for performing the required transformations and integrations. The first difficulty is alleviated for antennas measured using near-field techniques which yield complex vectorial far fields routinely [I] -[ 161, or for antennas that conform to analysis using physical optics, the geometrical theory of diffraction, or similar asymptotic Manuscript received September 12,1980; revised April 3, 1981. The author is with the Electromagnetic Fields Division, U.S. Department of Commerce, National Bureau of Standards, Boulder, CO 80303. techniques [ 171 - [21] . l The second difficulty dictates the primary objective of the present paper: to formulate general expressions and associated computer programs that allow the efficient determination of near-field mutual coupling between two antennas, given the electric far field of each antenna and neglecting multiple reflections. (These computer programs also compute the electric near field of an arbitrary transmitting antenna by merely inserting a "virtual" receiving antenna with the proper far fields; see footnote IO.)
Emphasis is placed on combining efficiency and generality. General expressions for the coupling of antennas have existed for many years in terms of aperture fields [22] , [23] , but their numerical evaluation requires an exorbitant amount of computer time for all but electrically small antennas. Moreover the fast Fourier transform (FFT) evaluation of the plane wave, antenna coupling expressions from which much of the theory in this paper is developed, cannot be applied directly over reasonable distances in the near field of electrically large antennas without encountering prohibitive computer times and storage requirements. Asymptotic techniques such as the geometrical theory of diffraction can sometimes be applied directly to estimate efficiently the mutual coupling between antennas with well-defined edges, feeds, and struts, but such techniques are not sufficiently developed to apply to general antennas.
The main body of the paper divides conveniently into two major sections. The first section presents the theory and its practical application for computing the coupling quotient versus relative displacement of two antennas in a transverse plane nor'-mal.to the axis of separation between them [241, [25] , and the second section does the same for coupling versus displacement of two antennas along the separation axis, that is, versus separation distance. The theory for both sections begins with the Kerns plane wave "transmission integral'' [ I ] , [ 2 3, [4] -[71 expressed in terms of the far fields of the two antennas and generalized to allow for the arbitrary orientation of each antenna. However a different evaluation scheme is required for efficient computation depending on whether coupling values are desired for the antennas displaced transverse to or along the separation axis. In principle the sampling theorem and FFT can be applied directly in both cases, but in practice the required sample spacing (integration increment) i s so small for electrically large antennas separated by distances larger than a few antenna diameters that, as mentioned above, computer time and storage become excessive.
For coupling in the transverse plane, the FFT evaluation is salvaged by collapsing the far-field data and showing that, for electrically large antennas, only the far fields within about the solid angle mutually subtended by the smallest spheres circumscribing the two antennas (including feeds, struts, edges, and all other parts of the antennas which radiate, or affect the reception, significantly) are required to obtain reasonably accurate values of coupling. Limiting the integration to approximately this solid angle artificially bandlimits in space the coupling quotient and thus permits larger integration increments as the separation distance increases, in all, reducing computer time to a feasible amount for an arbitrary separation distance. Specifically, the computer program gives coupling values (or fields) on two orthogonal cuts in a designated transverse plane over a distance equal to approximately twice the sum of the diameters of the two antennas. For the sum of the two antenna diameters equal to a hundred wavelengths, the program takes about three minutes to run on a CDC 6600'
for coupling in the very near field (50 h separation). Shorter times are required for larger separation distances, e.g., one minute for the same two antennas separated by 200 X.
For the computation of coupling versus separation distance, a new representation for the transmission integral is formulated. This formulation capitalizes on the interesting result that the coupling quotient, like each rectangular component of electric or magnetic field, and analogous to the mutual power spectrum of partial coherence theory, satisfies the scalar wave equation and thus can be expanded in a series of spherical waves. Because the coefficients of the spherical waves are directly and conveniently determinable from the scalar product of the electric far fields of the two antennas, the coupling (or fields) along an arbitrary radial axis spanning the entire Fresnel region can be computed very rapidly. Specifically, for the sum of the two antenna diameters equal to a hundred wavelengths, this second program computes the coupling quotient (or fields) along a designated radial axis throughout the Fresnel region in less than a minute on a CDC 6600.
The computer storage required by both programs increases as the ratio of the sum of the antenna diameters to wavelength, and computer run time increases as the square of this ratio.
COUPLING VERSUS TRANSVERSE DISPLACEMENT OF THE ANTENNAS
The plane-wave scattering matrix (PWSM) description of antennas, introduced by Kerns, forms an ideal theoretical framework on which to base the determination of mutual coupling between two collocated antennas. However, before the existing formulas can be translated into a convenient program which computes coupling efficiently on a transverse plane, three important tasks must be accomplished.
1) The Kerns transmission integral was originally written in terms of the appropriate plane-wave characteristic for each antenna. For our purposes, we want to express the near-field mutual coupling in terms of the far field of each antenna (assuming reciprocal antennas) because usually the far field most conveniently characterizes an 2 The CPU time for this computer is rated at about 2.5 x 106 instructions per second with about 105 central memory words available at 60 bit accuracy. The specific computer is identified in this paper to adequately describe the computer program. Such identification does not imply recommendation or endorsement by the National Bureau of Standards WBS), nor does it imply that the computer identified is necessarily the best available for the purpose.
antenna and is most efficiently computed from, e.g., a physical optics and/or geometrical theory of diffrac-I tion program or from near-field measurements. This task, although straightforward, requires careful attention to the details of definition of the far field, the planewave spectrum, and the reciprocity for each antenna.
2) The f a r fields of each antenna are usually expressed in a Cartesian coordinate system fixed in each antenna. To , compute coupling for an arbitrary separation and orientation of two antennas, the coupling formula requires an integration of the scalar product of the two vector far-field patterns in reoriented coordinate systems. Thus, task two consists of expressing the scalar product of the far fields and reoriented coordinates of each antenna in terms of the Eulerian angles from the preferred or fixed coordinates in which the far field of the antenna is given.
3) The third major task is to discover a way t o reduce to a , reasonable amount the computer time and storage needed to evaluate the final form of the double integrals expressing the mutual coupling versus transverse displacement for electrically large antennas separated by Y an arbitrary distance.
The details of these three tasks and their accomplishment are described in the following three subsections.
A. The Coupling Quotient in Terms of Far Fields
Consider an arbitrary antenna transmitting with exp ( -i o t ) time dependence located to the left of an arbitrary receiving antenna, as shown in Fig. 1 Maxwell's equations for two linear antennas operating with exp (-jot) time dependence in free space for i Q values of d beyond "encroachment" of the two antennas (defined as the z-separation at which the two antennas overlap with respect t o a plane perpendicular to the z-axis ana lying-between the antennas). Multiple reflections between the antennas are also neglected. In other words, the bo '/a0 computed from (1) neglects power that enters the receiver after'having been reflected from receiving antenna to transmjtting antenna and back one or more times. No other restrictive assumptions are involved. For example, the antennas may b'e lossy or even 'nonreciprocal.
Of course, (1) cannot be usFd to evaluate bo'/ao unless the characteristics sb2 and s10 are determjned explicitly in terms of commonly measured or computed characteristics of the antennas. Toward this end, both characteristics and (1) are recast next in terms of the electric far fields of the antennas.
AS a preliminary to expressing (1) in terms of the far fields of the antennas, assume that the receiving antenna contains no nonreciprocal devices or material so that its receiving functions so2' are related to its transmitting functions sio by the simple reciprocity formula [ 71 , 4 4 If the receiving antenna is nonreciprocal, the formulation must remain in terms of the receiving function ~' 0 2 .
All quantities in (2) have been defined in the previous section except Z o , the impedance of free space, and vOr, the characteristic admittance of the propagated mode in the feed waveguide of the right antenna of Fig. 1 . Substitution of sbz from (2) into (1) gives.
_ -
Note that the integral over transverse K in (3) has been made finite by eliminating the integration over the evanescent part of the spectrum, Le., the range K > k included in the original infinite integral of (l), thereby leaving only the radiating part of the spectrum. This is permissible for all antennas which are outside each other's reactive field zone, provided the contribution from the integration in (3) near the critical point K = k is negligible, as is usually the case. (Notable exceptions are electrically small antennas, for which the integration near the critical point may contribute significantly for certain orientations of the antennas.) To ascertain in practice that this latter provision is satisfied, the variation in coupling quotient can be observed as the upper limit of integration for K is varied (see Section 11-C).
A major advantage of the PWSM technique is that the radiating characteristic of an antenna for K < k is proportional to the vector far field E(r),.+= of the antenna. Specifically, if f(r) refers to the normalized complex electric far-field pattern of the left antenna of Fig. 1 measured with respect to the origin 0, i.e.,
0 0 then the radiating characteristic s1 ~( k )
for K < k is related to the complex far-field pattern by the disarmingly simple proportionality [ 71,
Although f is shown as a function of r in (4), we know that the complex far-field pattern is a function of only the direction of r; ahd thus f(k) in (5) is also a function only of the direction of k which is determined solely by the relative size of k , and k,; the integration variables of ( 3 ) .
Similarly, the radiating characteristics s i o , K < k , for the right antenna in Fig. 1 can be written in terms of the normalized complex electric far-field pattern f 'of that antenna:
where, as in (4), f' is d e f i e d in terms of the electric far field E'(rlr-,= of the right antenna when it is radiating:
Substitution of the characteristics from (5) and (6) into (3) produces the coupling quotient for two antennas as a double integral over the scalar product of the complex electric far-00 field patterns of the antennas: where C' is consolidated notation for the "mismatch factor"
The coupling quotient bO'/aO in (8) is a measure of the signal which is received by the passively terminated antenna on the right side of Fig. 1 when an input mode of unit amplitude is applied to the transmitting antenna on the left. A natural and important consideration is the coupling to the left antenna when the right antenna transmits at the same frequency and the left antenna is terminated in a passive load. Specifically, what is the expression for bolao' and how is it related to bo'/ao of (8)?
The answer to this question can be obtained immediately by retracing the steps in the derivation of (8) where the mismatch factor C is defined like C' but for the left antenna.
This means that if the coupling between two reciprocal antennas is measured or computed with one of the antennas transmitting and the other receiving, the coupling, when the roles of transmitting and receiving are reversed, is also known (through (9b)).
A separate measurement or computation need not be done. Use of (9b), of course, requires knowledge of the reflection coefficients and input admittances of each antenna contained in the definitions of C and C'. Equation (9b) can also be derived directly from the "system two-port" equations describing the two antennas, by applying the Lorentz reciprocity theorem and knowing that multiple reflections between the antennas are being neglected [7] . It can further be proven that if fields scattered by the receiving antenna have a negligible effect on the transmitting antenna, then the available power at the receiving antenna per unit input power to the transmitting antenna is the same when the roles of receiving and transmitting are reversed.
B. Eulerian Angle Transformations Describing the Arbitrary Orientation of the Antennas
From a quick look at (8) , it might be concluded that the analysis required to compute the coupling between two antennas is essentially finished. All we need to do is compute or measure the vector far-field patterns of each antenna, take their scalar product, and perform the double integration on a computer.
Unfortunately a major problem, ignored so far, is that the far-field pattern of an antenna is given with respect to a Cartesian coordinate system which is fixed in the antenna and which is not, in general, aligned with the Cartesian system shown in Fig. 1 to which the far-field patterns f ( k ) and f' (-k) in (8) are referenced. Thus, t o use (8) , it is mandatory that the far-field direction in the coordinate system fixed in each antenna corresponding t o a given (k,., k y ) in (8) explicitly. Moreover, to evaluate the dot product f ' -f , the rectangular components of f and f' in the x -y' -z system of Assume the left antenna in Fig. 1 has' a fixed coordinate system with rectangular axes numerically, a trapsfomation is needed that will convert (kx, k,,) to ( @ A , 0,) under the given Eulerian angles (@,0, $) defining the x A -y~ -ZA system with respect to &e xy -z system. Similarly, assuming the vector far-field pattern f'(@,, 0,) of the right antenna is given as a function of the spherical angles ( Q p , e p ) measured with respect to axes (x,, y p , z p ) fixed in the right antenna, a transformation is needed to convert ( k x , k,,) t o (GP, 0,) under the given Eulerian angles (@', e', $'I defining the, x p -y , -z p system with respect to the x -y -z system (see Fig. 3 ). These Eulerian transformations, which come from a straightforward, rather lengthy, linear transformation found in a number of textbooks [ 2 6 ] , are stated in the appendix in n e form useful for our purposes of evaluating (8).
C. Limits of Integration, Sarnpje Spacing, and Fast Fourier Transform
In (8) the limits of integration range over the propagating plane waves K < k . In th& section we show that the range of integration can be reduced further to cover only about the solid angle mutually spbtended by the smallest spheres circumscribing the two antennas (see Fig. 4 ). Thus integration time decreases appreciably with increasing separation distance. Moreover, limiting the range of integration to this solid angle artificially bandlimits the coupling quotient with respect to the transverse displacement R; thereby allowing, through the sampling theorem, larger integration increments and further reduction in computer integration time. In all, computer time is reduced from a prohibitive to an acceptable level.
Rewrite (8) with R equal to zero and K expressed in polar coordinates ( K , @o). With the substitution K = k sin 0, (8) becomes where The far-field function t(b), if expressed as a Fourier series, c o n t a s no higher harmonic frequency than approximately the sum of the lvgest nonnegligible harmonic frequency of f and f. For all but pathologically highly reactive antennas (e.g., highly supergain antennas), the highest possible harmonic frequency in the far field is approximately k D / 2 , where D is the overall dimension of the radiating part of the antenna or 2X, whichever is larger.5 (For example, if the left and right antenna of figure 1 were each an electrically large, circular aperture-type of radiator, D and D' would be their respective diameters; but if one or the other of the antennas were a short dipole, its effective diameter would be set equal to 2h.) Thus the highest possible harmonic frequency in the function
As a consequence of this latter result, the integration in (loa) becomes oscillatory when the rate of change with respect t o / 3 of kd cos 0 becomes greater than about twice k(D + 0 ' ) / 2 . Specifically, the integration in (loa) beyond 
In practice the computer program increases the K limit of integration beyond KO to test whether acceptable convergence has been reached. Equation (1 la) has been derived for R = 0.
Further analysis shows that the result can be made to extend to an R % (D 4-0') by merely doubling the right side of (1 la).
Physically (1 la) has a very simple interpretation. Referring to Fig. 4 , it says that t o a good approximation, for ordinary antennas larger than a couple of wavelengths across, only that portion of the far fields within the solid angle mutually subtended by the smallest spheres circumscribing the radiating part of both antennas (including feeds, struts, edges and all other parts of the antennas which radiate or affect the reception significantly) is required to compute the coupling quotient. In other words the far fields can usually be set equal to zero outside about the solid angle CY shown in Fig. 4 .
As a consequence of this zeroing, the coupling quotient computed from the limited integrations will no longer be (1 lb) in Fig. 5 is one of two curves which the program produced in a total time of three minutes on a CDC 6600. At a separation The sampling theorem (see, e.g., [ 2 7 ] ) then applied to (8) . 2 f(@,'"~e,'m).f(@A'm~ OA rm) In Fig. 6 the coupling between the antennas is computed at this mutual Rayleigh distance for the antennas by two methods-first, by the FFT integration of ( 1 2 ) , and then directly . ,$lmediKlm-R, (12a) from the far-field coupling along the direction of separation. x(cm) Fig. 6 . Coupling of circular antennas computed fust using FFT integration, and then directly from far fields along direction of separation.
The agreement between the two results again imbues confidence in the computer program. The ripples in the FFT results occur because the antennas are finitely separated, i.e., are not really in each other's infinite far field.
Finally, Fig. 7 shows a typical coupling curve for the same two aatennas as in Fig. 6 skewed in the near field of each other. Further confidence in this first program was also gained through comparing its computed values of coupling with those of the second program which uses a very different computational scheme as described in Section 111 (note Figs. 5 and 12 ).
COUPLING VERSUS SEPARATION DISTANCE
Section I1 presented an efficient technique to compute the mutual coupling of two antennas versus relative displacement normal to their z-axis of separation. For many applications, such as determining gain-correction factors for two antennas or computing potentially hazardous fields in the vicinity of antennas, it is desirable to compute coupling loss or fields versus separation distance as well.
At first sight there appears to be a very simple way to do this by applying the FFT to (8) The problem with this approach is that the sample spacing in 7 required t o accurately compute the integral in (13) is so small for reasonably large antennas that computer time is excessive even using the FFT. Moreover, so many sample points are required that incore computer storage for many commonly used computers also becomes inadequate when applying this FFT approach to large antennas. Thus we are forced to look for an alternative method which will permit efficient computation of coupling versus separation distance for electrically large antennas.
A . Spherical Wave Expansion for the Coupling Quotient
Return to (1) and rewrite a normalized coupling quotient for an arbitrary separation vector r and propagation vector k as
T(r) = -Zoqo'
[ sb2(k) * slO(k)eik" dK, (14) where we have let r = R + de,, and r equalsthe distance 00'.
Normally, (14) is defied only for r and k in one chosen hemisphere, i.e., one chosen z-axis, and holds for all d outside the encroachment of the two antennas with respect to a plane between the antennas and perpendicular to this z-axis. However the definitions of sb2 and s 1 0 can be continued to all directions of k and (14) then applies with respect to any z-axis and for all directions of r. (When the direction of z is reversed, Kerns [ 71 relabels sb2 and sl0 by sbl and s z O , respectively.
Here, because (14) is simply an intermediate step for proving (16) below, we retain the same labels regardless of the chosen direction of the z-axis.) In review, then, the only assumptions involved in this generalized interpretation of ( 1 4 2 ) for a given r there exists some direction of the z-axis for which the separation distance Y = 00' is beyond the encroachment distance; and, of course, 3) multiple reflections are neglected.
A sufficient condition for assumption 2) to hold is that the separation distance r remain larger than the sum of the radii of the two spheres centered at 0 and 0' circumscribing the left and right antenna, respectively. (Actually each sphere need only enclose the significant sources, applied and induced, of its antenna, when radiating.) Letting a and a' denote the radii of the left and right antennas, respectively (see Fig. 8 ), one can simply state that, neglecting multiple reflections, (14) determines the coupling between any two antennas of fixed relative orientation for all r > r o = a + a ' .
( 1 5 
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for all r where (14) remains valid, and in particular, for r > ro.
In addition, an asymptotic evaluation [7] of (14) as r + 0 reveals that T(r) satisfies the outgoing radiation condition: There are a number of reasons that make (17) (1 8) n=O We emphasize that (1 8) is no less general than (17) for coupling quotient versus separation distance because the z-axis can be chosen arbitrarily. Second, the B,, in (1 7 ) and thus the Bn in (18) are determined efficiently, as will be shown in Section 111-B, from an integration of the scalar product of the far fields of the antennas multiplied by the Legendre polynomials. Moreover, for the coupling along a single axis given by (1 8), we shall show that, within the approximation that the evanescent spectrum is negligible, only the scalar product of far fields in the hemisphere of this axis are required. Third, both the Hankel functions and the Legendre polynomials can be determined by extremely rapid forward recurrence relations which require a meager amount of computer storage. Fourth, because the basic input to the computer program is the same as in Section 11, i.e., the scalar product of the far fields of the antennas, all the necessary Eulerian angle transformations are contained in the appendix; and the subroutines required to compute these transformations can be borrowed directly from the previous computer program of Section 11.
B. Evaluation of the Spherical Wave Coefficients
To express the Brim, and thus the required B, of (1 8), simply in terms of the far fields of the antennas, equate the T in (14) and (1 7), and let the separation distance r approach infinity. As r + CQ the spherical Hankel functions in (17) behave as and the integral in (14) can be replaced by the first term in its asymptotic series (1 6b).
For a reciprocal receiving antenna (see footnote 4), one can substitute from (2), ( 9 , and (6) to recast (16b) in terms of the far fields of the antennas:
With the help of (19a) and (19b), (14) and (17) We can multiply (20) There remains the question of how many terms in the summation of (18) are required and what sample spacings are required in the Go and 8, integrations of (22) for reasonable accuracy. In addition, the scalar product f f C f must be written in terms of angles Go and Bo in order to perform the integations in (22). However, before dealing with these topics, we will show that only the far fields, i.e., f ' . f , over the surface of one hemisphere is needed to compute coupling in that hemisphere by the method of substituting (22) into (1 S), provided the evanescent spectrum is negligible.
Equations (14) and (1 7) are two representations for the same coupling function T ( r ) . Furthermore, (14) determines the coupling quotient in any hemisphere from the far-field scalar product over the surface of that hemisphere, plus the contribution from the evanescent spectrum, regardless of the far fields in the opposite hemisphere. Thus, set the far-field scalar product in the opposite hemisphere equal to zero? Since (17) is an equivalent expression for the coupling quotient, it follows that for coupling computed along the axis in one hemisphere (1 8) requires the far-field scalar product only over the surface of that hemisphere, assuming that the contribution from the evanescent spectrum is negligible.
Using the scalar product of far fields in one hemisphere only to compute the coefficients B, from (22) significantly reduces the computer time. In Section IIC, it was further shown that for electrically large antennas only the far fields within about the solid angle mutually subtended by the smallest sphere circumscribing the two antennas usually suffices for reasonably accurate computation of the coupling quotient. Thus if the coupling quotient is required only for separation distances much larger than the sum of the antenna diameters, a solid angular sector much less than a hemisphere could be used and computer run time could be de- 
C. Applicability of Previous Eulerian Angle Transformations
To evaluate the integral for the B, in (22) for an arbitrarily chosen direction of the z-axis in (1 8) and arbitrary orientation of the two antennas, the scalar product f'(-r)-f(r) must be evaluated as a function Bo and @o for arbitrary Eulerian angles describing each antenna. Fortunately, the necessary transformations have been described and performed in the appendix (see Figs. 2 and 3) .
Specifically the x, y , z components of r are expressed in terms of Bo and Qo by x = r sin Bo cos Go, y = r sin Bo sin do, z = r cos Bo. (23) Once x, y , and z are known, f -f is determined from (Al), (A2), and (A3), given the far fields in the preferred coordinate system of each antenna and the Eulerian angles needed to rotate the axes of the preferred system of the left and right antenna to the (x, y , z) and ((-x), y , (-z)) axes, respectively.
D. Number of Modes, and Size o f integration and Separation Increments
The infinite summation in (1 8) must be truncated in order to evaluate it numerically. Thus the approximate value of n at which the B, evaluated from (22) (1 8) is given approximately by
for nonsuper-reactive antennas separated by more than a wavelength or so, i.e., beyond each other's reactive-field zone. In computational practice, it has been found that the modal coefficients B, become neghgible extremely rapidly as n gets larger than the N given approximately by the formula (24), e.g., see Figs. 1 1 and 13.
The formula (24) implies that B, given by the integrals in (22) is bandlimited to n = k(a -I-a' + A), and this can be used to determine the maximum integration increments in @o and Bo permitted to evaluate the integrals in (22).
We evaluate (22) by straightforwardly converting the integrals to summations with equal increments A@o and ABo.
Consider the @o integration first and define The only other information required to evaluate the summation in (25) is the value of L . Since the Fourier series representation of f'*f with respect t o @O is assumed bandlimited by the N given in (24), the sampling theorem [27] tells us that the minimum required value of L is just N.8
Equation (25) must be evaluated for each value of Bo required to perform the Bo integration. From (25) and (22) we can write again can be applied to show that the minimum required value of P is approximately N.9 The limits L and P of the summations in (25) and (26) are then given by
In the computer program convergence of the $0 and Bo summations can be tested by increasing the values of L and P beyond that given in (27).
Given the electric far field of each of the two antennas, and the Eulerian angles of orientation of each antenna with respect to the rectangular coordinate system to which the far field is referenced, (26) and (25) The size of the increments in separation distance d needed in (18) to resolve the variations in coupling quotient (or 8 Actually, one can relax this sampling criterion for the increments by redefining a and (I' with respect to circumscribing cylinders (rather than spheres) with center lines along the z-axis [ 131, [ 141. 9 The bandwidth J V cannot be assumed immediately for the eo exponential integrals because the eo integration ranges only from 0 to ?T rather than from 0 to 28. This problem can, however, be overcome by extending the definition (25) of F(eo) to cover t h e redundant range n < 8 0 S 2n as well, or by arguing that the relatively narrow convolving sinc function introduced by the 0 to n window will broaden the bandwidth negligibly. fields) throughout the Fresnel region still must be determined. To do this, assume that the variation of coupling quotient with distance d will be no more rapid than the variation of the fields of a single antenna with diameter equal to the sum of the diameters of the two mutually coupled antennas. Fresnel approximations applied to aperture antennas [36] can then be used to show that increments Ad in the separation distance given by
suffice to resolve the largest variations one could encounter for nonsuper-reactive antennas. (In (28) it is assumed that the separation distance d is measured between origins 0 and 0' which are physically close, within a diameter or so, to their respective antennas). The total number of points (Nd) spaced according to (28) 
E. hhmerical Testing of the Program for Coupling Versus Separation Distance
The computer program was tested by first applying it t o a transmitting circular aperture antenna with a uniform aperture electric field polarized the x-direction, and a receiving antenna inserted in order to compute fields instead of coupling. The on-axis (i.e., mainbeam axis) E, field of the hypothetical transmitting antenna can be determined analytically and is given by the simple expression "virtu& 0 with "a" denoting the radius of the circular aperture F d EO the x-directed aperture electric field.
A typical comparison between the on-axis E, field computed by the program and the exact expression (30) is shown in Fig. 9 for an antenna 20 h in diameter. 'Excellent agreement is exhibited throughout the Fresnel region (from d = Q to 2a2 /X). For a 100 h antenna, the program exhibited the same excellent agreement between computed and exact on-axis fields, and took 30 s to compute the on-axis field throughout the Fresnel region on a CDC 6600.
The on-axis fields of these hypothetical antennas vary much more rapidly than most, if not all, existing antennas of the same electrical size. It should also be pointed out that the computer program made no use of the circular symmetry of the hypothetical circular antennas. If this symmetry were utilized the computer run times could be reduced drastically for on-axis fields. However, actual antennas used in practice do not, in general, display this high degree of symmetry. Also, for computations along a radial line other than the mainbeam axis, the strong symmetry of these hypothetical circular 10 A virtual receiving antenna used to compute the x, y , or z-component of electric field of the transmitting antenna is defined by essentially letting the far field f' of the receiving antenna equal G y ; ;,, I antennas with respect to the radial line disappears. (As an example of "off-axis'' computation, Fig. 10 shows the magnitude of the E, field for the same 20 h antenna of Fig. 9 along a radius making a 30' angle with the mainbeam axis.)
A typical plot of the spherical modal coefficients B , versus n is shown in Fig. 11 for the on-axis fields of the 20 h hypothetical circular aperture antenna in Fig. 9 
2(a -k ~' )~/ h ) .
To display the coupling quotient over the entire Fresnel region on a linear scale, the plot in Fig. 12 in the very near field is compressed. An expanded scale, however, shows close agreement between the maximum value of coupling previously shown in Fig. 5 for these same two antennas computed from the program discussed in Section I1 and the value in Fig. 12 for d ' = 50 X . 
IV. CONCLUDING REMARKS
We have presented the theory, explained the techniques, detailed the important equations, and described two computer programs for calculating efficiently the mutual coupling at a single frequency between any two antennas arbitrarily oriented and separated in free space. Both programs emphasize efficiency and generality, and require, basically, the complex electric far field of each antenna at a given frequency, and the Eulerian angles designating the relative orientation of each antenna. Multiple reflections between the antennas are neglected but no other restrictive assumptions are involved. If the receiving antenna is nonreciprocal, its complex receiving pattern is required instead of its far field. If an electric field component is desired instead of coupling, the receiving antenna is replaced by a virtual antenna with uniform far field,
The first computer program is based on a plane-wave spectrum approach and uses an FFT algorithm to compute coupling (or fields) versus transverse displacement of the antennas in a plane normal to their axis of separation. An efficient program was made possible by showing that in most cases the spectrum integration need cover only about the solid angle mutually subtended by the smallest spheres circumscribing the antennas. Limiting the integration to this solid angle artificially bandlimits the coupling function thereby dowing much larger integration increments and reducing run times and storage requirements t o a feasible amount.
The second program is based on a spherical wave representation of the coupling function and rapidly computes or d,,, respectively. antennas. The spherical wave representation emerged naturally from an intriguing characteristic proven for the mutual coupling function; it, like each rectangular component of electric or magnetic field in free space and like the mutual power spectrum of partial coherence theory, satisfies the homogeneous scalar wave equation. Both programs produce coupling or field values to an accuracy commens&ate with the accuracy of the inputted far fields, neglecting multiple reflections.
To compute the coupling of two arbitrary antennas whose diameters sum to 100 X, or to compute the fields of a single antenna 100 X in diameter, both programs take about a minute of computer time within core on a CDC 6600. This time is especially noteworthy for the second computer program which computes the coupling quotient along any radial axis throughout the Fresnel region. Also, the first program takes less time for separation distances larger than the sum of the antenna diameters.
One can determine the dependence of computer time and storage upon dimension-to-wavelength ratio of the antennas by looking at (12a) for the first program and (18), F ( e O p ) again amounting to a required computer storage proportional to the ratio (32).
Some qualification to the stated computer times should be made for antennas which have their far fields stored numerically in an external file. In such cases a subroutine must be supplied to retrieve the far fields from the external file and this retrieval plus rollout time can add significantly to the total turn-around time, depending on the accessibility of the file and the efficiency of the rgtrieval subroutine. Also.with some antennas for which coupling of Fresnel-region fields are desired, aperture fields are more readily available or easier to estimate than the far fields. In such cases efficient FFT programs [ 371, [38] can be applied to the aperture fields to compute the far fields which can then be supplied to the present computer programs.
Finally, although little effort has been devoted to date to compare directly measured and computed values of coupling, the few preliminary comparisons which have been made show agreement to within the experimental Limits of error [24] , I251.
APPENDIX EULERIAN ANGLE TRANSFORMATIONS
The basic transformation for the left antenna required to evaluate (8) or (22) These transformations (Al), (A2), and (A3) must be done for each ( k x , k,,) within the limits of integration needed to evaluate (8) or (22) . They look rather cumbersome at first sight, yet computationally they are quite manageable because they involve only sines and cosines of the Eulerian angles and linear dependence upon k,, k,, and y (which equals -(k, ' -k k y 2 ) ) . The computer program merely contains subroutines which 
