Arabic morphological analysers and stemming algorithms have become a popular area of research. Many computational linguists have designed and developed algorithms to solve the problem of morphology and stemming. Each researcher proposed his own gold standard, testing methodology and accuracy measurements to test and compute the accuracy of his algorithm. Therefore, we cannot make comparisons between these algorithms. In this paper we have accomplished two tasks. First, we proposed four different fair and precise accuracy measurements and two 1000-word gold standards taken from the Holy Qur'an and from the Corpus of Contemporary Arabic. Second, we combined the results from the morphological analysers and stemming algorithms by voting after running them on the sample documents. The evaluation of the algorithms shows that Arabic morphology is still a challenge.
Three Stemming Algorithms
We selected three stemming algorithms for which we had ready access to the implementation and/or results.
Shereen Khoja Stemmer :
We obtained a Java version of Shereen Khoja's stemmer (Khoja,1999 ). Khoja's stemmer removes the longest suffix and the longest prefix. It then matches the remaining word with verbal and 
Tim Buckwalter Morphological analyzer:
Tim Buckwalter developed a morphological analyzer for Arabic. Buckwalter compiled a single lexicon of all prefixes and a corresponding unified lexicon for suffixes instead of compiling numerous lexicons of prefixes and suffix morphemes. He included short vowels and diacritics in the lexicons 1 . Tri-literal Root Extraction Algorithm : AlShalabi, Kanaan and Al-Serhan developed a root extraction algorithm which does not use any dictionary. It depends on assigning weights for a word's letters multiplied by the letter's position, Consonants were assigned a weight of zero and different weights were assigned to the letters grouped in the word " " where all affixes are formed by combinations of these letters. The algorithm selects the letters with the lowest weights as root letters (Al-Shalabi et al, 2003) .
Our Approach: Reuse Others' Work
The reuse of existing components is an established principle in software engineering. We procured results from several candidate systems, and then developed a program to allow "voting" on the analysis of each word: for each word, examine the set of candidate analyses. Where all systems were in agreement, the common analysis is copied; but where contributing systems disagree on the analysis; take the "majority vote", the analysis given by most systems. If there is a tie, take the result produced by the system with the highest accuracy (Atwell & Roberts, 2007) .
Experiments and Results
Experiments are done by executing the three stemming algorithms, discussed above, on a ran-domly selected chapter number 29 of the Qur'an "Souraht Al-Ankaboot" "The Spider" in Eng lish see figure 1; daily newspaper published in Jordan. The analysis also shows that function words such as " " "fi" "in", " " "min" "from", " " "Ala" "on" and " ‫"ا‬ "Allah" "GOD" are the most frequent words in any Arabic text. On the other hand, non functional words with high frequency such as ‫ت"‬ ‫"ا‬ "Al-Jami'at" "Universities" and " ‫"ا‬ "Al-Kuwait" "Kuwait" gives a general idea about the main topic of the article.
Simple tokenization is applied for the text of the gold standard documents. This will ensure that test documents can be used to test any stemming algorithm smoothly and correctly.
Four Accuracy measurements
In order to fairly compare between different stemming algorithms we applied four different Experiments are done for results generated from the three stemming algorithms after executing them on both gold standard documents. The output analysis of the stemming algorithms is considered as input for the "voting" program. The program reads in these files, tokenizes them, and stores the words and the roots extracted by each stemming algorithm in temporary lists to be used by the voting procedures.
The temporary lists work as a bag of words that contains all the result analysis of the stemming algorithms. Khoja and the tri-literal stemming algorithms generate only one result analysis for each input word, while Tim Buckwalter morphological analyzer generates one or more result analysis. These roots are ranked in bestfirst order according to accuracy measurement done before. Khoja stemmer results are inserted to the list first then the results from tri-literal stemming algorithm and finally the results of Tim Buckwalter morphological analyzer.
After the construction of the lists of all words and their roots, a majority voting procedure is applied to it to select the most common root among the list. If the systems disagree on the analysis, the voting algorithm selects "Majority Vote" root as the root of the word. If there is a tie, where each stemming algorithm generates a different root analysis then the voting algorithm selects the root by two ways. Firstly, it simply selects the root randomly from the list using the FreqDist() Python function in experiment 1. Secondly, In experiment 2, the algorithm selects the root generated from the highest accuracy stemming algorithm which is simply placed in the first position of the list as the root of the word are inserted to the list using the best-first in terms of accuracy strategy.
After the voting algorithm, the selected root is compared to the gold standard. Tables 2-5 show the result of the voting algorithm which achieves promising accuracy results of slightly better than the best stemming algorithm in experiment 2 and a similar accuracy rates for the best stemming algorithms in experiment 1.
Conclusions
In this paper, we compared between three stemming algorithms; Shereen Khoja's stemmer, Tim Buckwalter's morphological analyzer and the Tri-literal root extraction algorithm.
Results of the stemming algorithms are compared with the gold standard using four different accuracy measurements. The four accuracy measurements show the same accuracy rank for the stemming algorithms: the Khoja stemmer achieves the highest accuracy then the tri-literal root extraction algorithm and finally the Buckwalter morphological analyzer.
The voting algorithm achieves about 62% average accuracy rate for Qur'an text and about 70% average accuracy for newspaper text. The results show that the stemming algorithms used in the experiments work better on newspaper text than Quran text, not unexpectedly as they were originally designed for stemming newspaper text.
All stemming algorithms involved in the experiments agreed and generate correct analysis for simple roots that do not require detailed analysis. So, more detailed analysis and enhancements are recommended as future work.
Most stemming algorithms are designed for information retrieval systems where accuracy of the stemmers is not important issue. On the other hand, accuracy is vital for natural language processing. The accuracy rates show that the best algorithm failed to achieve accuracy rate of more than 75%. This proves that more research is required. We can not rely on such stemming algorithms for doing further research as Part-ofSpeech tagging and then Parsing because errors from the stemming algorithms will propagate to such systems.
Our experiments are limited to the three stemming algorithms. Other algorithms are not available freely on the web, and we have been unable so far to acquire them from the authors. We hope Arabic NLP researchers can cooperate further in open-source development of resources.
