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In this work, by using the fixed point index method, some existence results for
positive solutions of certain three-point boundary value problems are obtained under a
non-well-ordered upper and lower solution condition.
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1. Introduction
This work deals with the following three-point boundary value problem:
y′′(t)+ f (t, y(t), y′(t)) = 0, 0 < t < 1,
y(0) = 0, y(1) = γ y(η). (1.1)
where f ∈ C([0, 1]×R+×R1, R1), 0 < γ < 1, 0 < η < 1. In recent years, three-point boundary value problems have been
extensively studied by many authors; see [1–4] and the references therein. It is well known that one of the most important
tools for dealing with existence results for nonlinear problems is the method of upper and lower solutions. Recently, there
have been numerous results in the study of boundary value problems for ordinary differential equations in the presence of
an upper solution β0 and a lower solution α0 with α0 6 β0 (see for example [5–7]). But in many cases, the upper and lower
solutions occur non-well-ordered, that is α0 
 β0; see [8–12]. For example, Li [8] showed the existence and uniqueness of
some three-point boundary value problems for when the nonlinearity f is decreasing.
In this work, we consider the positive solution for the three-point boundary value problem (1.1) using the fixed point
index method under a non-well-ordered upper and lower solution condition. We should point out that we removed the
monotonicity condition or sub-linear condition for the nonlinear entity f .
2. Preliminary lemmas
Let C[0, 1] and C1[0, 1] be the usual function spaces with the norms ∥x∥0 = maxt∈[0,1] |x(t)| and ∥x∥ = ∥x∥0 + ∥x′∥0,
respectively. Let P = {x ∈ C1[0, 1]|x(t) > 0 for all t ∈ [0, 1]}. Then P is a cone of C1[0, 1]. For each x, y ∈ C1[0, 1],
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we write x 6 y if x(t) 6 y(t) for t ∈ [0, 1]. Otherwise, we write x 
 y. We write x < y if x 6 y and x ≠ y.
Let e(t) = t for t ∈ [0, 1]. For any x, y ∈ C[0, 1], we write x ≺ y or y ≻ x if y − x > δ0e for some δ0 > 0. Let
C10 [0, 1] = {x ∈ C1[0, 1]|x(0) = 0 = x(1)−γ x(η)}. Then C10 [0, 1] is also a Banach spacewith the norm ∥·∥. Let u ∈ C1[0, 1].
Then the set of functions x such that u ≺ x or x ≺ u is open in C10 [0, 1].
Definition 2.1. The function α(t) ∈ C2[0, 1] is called a lower solution of (1.1) if
α′′(t)+ f (t, α(t), α′(t)) > 0, 0 < t < 1,
α(0) 6 0, α(1)− γα(η) 6 0.
Similarly, β(t) ∈ C2[0, 1] is called an upper solution of (1.1) if the reverse inequality holds.
Definition 2.2. Let α(t) and β(t) be lower and upper solutions of (1.1) such that α 6 β . Then α (or β) is said to be a strict
lower (or upper) solution of (1.1) if α ≺ x (or x ≺ β) for any solution of (1.1) with α 6 x (or x 6 β).
Definition 2.3. Let f : [0, 1] × R2 → R1. Then we say that f satisfies a Nagumo condition with respect to R0 > 0 if there
exists φ ∈ C([0,+∞], (0,+∞)) such that
|f (t, u, v)| 6 φ(|v|), ∀(t, u, v) ∈ [0, 1] × [−R0, R0] × R1. (2.1)
and  +∞
0
s
φ(s)
ds = +∞. (2.2)
In this work, we always assume that (2.1) and (2.2) hold when we say that f satisfies a Nagumo condition.
From Lemma 2.1 of [13], we have the following, Lemma 2.1.
Lemma 2.1. Suppose that x ∈ C2[0, 1] with ∥x∥0 6 R0 for some R0 > 0 and
|x′′| 6 φ(|x′(t)|), ∀t ∈ [0, 1],
where φ ∈ C([0,+∞], (0,+∞)) satisfies (2.2). Then |x′(t)| < R1 (∀t ∈ [0, 1]), where R1 is related to R0.
Let us define the operators K : C[0, 1] → C1[0, 1] and F : C1[0, 1] → C[0, 1] by
(Kx)(t) = t
1− γ η
 1
0
(1− s)x(s)ds−
 t
0
(t − s)x(s)ds
− αt
1− γ η
 η
0
(η − s)x(s)ds, t ∈ [0, 1], x ∈ C[0, 1],
(Fx)(t) = f (t, x(t), x′(t)), t ∈ [0, 1], x ∈ C1[0, 1],
respectively. It is easy to see that K : C[0, 1] → C1[0, 1] is a completely continuous operator, and F : C1[0, 1] → C[0, 1] is
a continuous operator. Let (Ax)(t) = (KFx)(t); then A : C1[0, 1] → C1[0, 1] is a completely continuous operator.
By direct computation, we can easily obtain the following, Lemma 2.2.
Lemma 2.2. y ∈ C2[0, 1] is a solution of (1.1) if and only if y ∈ C[0, 1] is a solution of the equation y = Ay.
From Lemma 5 of [14], we have the following, Lemmas 2.3 and 2.4.
Lemma 2.3. K : P \ {θ} → Q where Q = {x ∈ P|x > c0∥x∥0e}, c0 ∈ R+.
Lemma 2.4. There exists β0 > 0 such that Kx 6 β0e, ∀x ∈ P \ {θ}.
3. The main results
For convenience, we make the following assumptions:
(H1) f : [0, 1] × R+ × R1 → R1 is continuous, f (t, 0, 0) = 0, and xf (t, x, y) > 0, ∀x > 0.
(H2) For any R0 > 0, f satisfies the Nagumo condition with respect to R0.
Theorem 3.1. Suppose that (H1), (H2) hold, u1 and v1 are strict lower and upper solutions of (1.1) respectively, and u1 

v1, v1 ≻ θ . Then the three-point boundary value problem (1.1) has at least one positive solution.
G. Bao et al. / Applied Mathematics Letters 25 (2012) 767–770 769
Proof. Let D = {x ∈ Q |x  Au1}. Next we show that D ⊂ C[0, 1] is a bounded set. Otherwise, we may take x0 ∈ D such that
∥x0∥0 > c0(β0 + 1). From Lemma 2.4, we have
x0 > c0∥x0∥0e = c0∥x0∥0e− Au1 + Au1
> c0∥x0∥0e− β0e+ Au1 > Au1,
which is a contradiction. Therefore, there exists R0 > 0 such that ∥x∥0 < R0, ∀x ∈ D. From (H1) and Lemma 2.1 we know
that there exists R1 related to R0 such that ∥x′∥0 < R1, when ∥x∥0 < R0.
Now let the sets D1,D2,D3,D4 and D5 be defined by
D1 = [0, 1] × [0, R0] × [−R1, R1],
D2 = [0, 1] ×

(x, y)|R1 6 y 6 R0 + 1R0 R1, 0 6 x 6
R0
R1
y

,
D3 = [0, 1] ×

(x, y)|R0 6 x 6 R0 + 1,−R1R0 x 6 y 6
R1
R0
x

,
D4 = [0, 1] ×

(x, y)| − R1 6 y 6 −R0 + 1R0 R1, 0 6 x 6 −
R0
R1
y

,
D5 = [0, 1] ×

R+ × R1 \ [0, R0 + 1] ×

−R0 + 1
R0
R1,
R0 + 1
R0
R1

.
Let
f1(t, x, y) =

f (t, x, y), ∀(t, x, y) ∈ D1,
(R0 + 1)R0 − R0y
R1
f

t,
x
y
R1, R1

, ∀(t, x, y) ∈ D2,
(R0 + 1− x)f

t, R0,
y
x
R0

, ∀(t, x, y) ∈ D3,
(R0 + 1)R1 + R0y
R1
f

t,− x
y
R1,−R1

, ∀(t, x, y) ∈ D4,
0, ∀(t, x, y) ∈ D5.
It is easy to see that f1 : [0, 1] × R+ × R1 → R1 is continuous and bounded, and satisfies
|f1(t, x, y)| 6 φ(|y|), ∀(t, x, y) ∈ [0, 1] × R+ × R1.
From Lemma 2.1, we know that there exists R˜1 > 0 such that |x′(t)| < R˜1, ∀x ∈ R+. Let
f˜1(t, x, y) =

f1(t, x, y), x > u1,
f1(t, u1,max{−R˜1,min{R˜1, y}})+ arctan(u1 − x), x < u1.
Then f˜1 : [0, 1] × R+ × R1 → R1 is continuous and bounded. Define F1 : C1[0, 1] → C[0, 1] and F˜1 : C1[0, 1] → C[0, 1] as
follows:
(F1x)(t) = f1(t, x(t), x′(t)), (F˜1x)(t) = f˜1(t, x(t), x′(t)).
Let A1 = KF1, A˜1 = KF˜1; then A˜1 is a completely continuous operator. Therefore, there exists R˜ > 0 big enough that
A˜1(B(θ, R˜) ∩ P) ⊂ B(θ, R˜) ∩ P.
Thus,
i(A˜1, B(θ, R˜) ∩ P, P) = 1. (3.1)
Let Ω1 = {x ∈ B(θ, R˜) ∩ P|x ≻ u1}. Now we prove that x0 ∈ Ω1 whenever x0 ∈ B(θ, R˜) ∩ P with x0 = A˜1x0. We need to
prove
x0 > u1, ∀t ∈ [0, 1]. (3.2)
Let ω(t) = u1(t)− x0(t) for all t ∈ [0, 1]. If (3.2) is not true, then supt∈[0,1] ω(t) > 0. By Lemma 2.2, we have several cases
to consider
(1) ω(0) = supt∈[0,1] ω(t) > 0. In this case, we have
0 < ω(0) = u1(0)− x0(0) = u1(0) 6 0
which is a contradiction.
770 G. Bao et al. / Applied Mathematics Letters 25 (2012) 767–770
(2) ω(1) = supt∈[0,1] ω(t) > 0. Then we have
0 < ω(1) = u1(1)− x0(1) 6 γ u1(η)− γ x0(η) = γω(η) 6 γω(1) < ω(1)
which is a contradiction.
(3) There exists t0 ∈ (0, 1) such that ω(t0) = supt∈[0,1] ω(t) > 0. Therefore ω′(t0) = 0, ω′′(t0) 6 0; then
0 > ω′′(t0) = u′′1(t0)− x′′0(t0) = u′′1(t0)+ f˜1(t, x0(t0), x′0(t0))
= u′′1(t0)+ f1(t, u1(t0), u′1(t0))+ arctan(u1(t0)− x0(t0)) > 0
which is a contradiction.
From the discussion of (1)–(3), we see that (3.2) holds.We see from (3.1), (3.2) and the properties of the fixed point index
that i(A1,Ω1, P) = 1. LetΩ2 = {x ∈ B(θ, R˜)∩ P|θ ≺ x ≺ v1},Ω3 = {x ∈ B(θ, R˜)∩ P|θ ≺ x}. By the same argument we get
i(A1,Ω2, P) = 1, i(A1,Ω3, P) = 1. From the properties of the fixed point index, we have i(A1,Ω3 \ (Ω1 ∩Ω2), P) = −1.
Therefore, there exist x∗ ∈ Ω3 \ (Ω1 ∩Ω2) such that x∗ = A1x∗. From Lemma 2.1 and the definition of D, we get ∥x∗∥0 < R0.
Then x∗ = Ax∗. Since x∗ ∈ Ω3 \ (Ω1 ∩Ω2), we know that x∗ is a positive solution of (1.1). 
Remark 3.1. It is well known that the boundary value problem (1.1) has a solution lying between a lower solution α0 and
an upper solution β0 with α0 6 β0. From this work we know that the boundary value problem (1.1) has at least one solution
if it has a lower solution and an upper solution, neglecting the order of them.
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