In this paper, we study the integrated production and delivery scheduling on a serial batch machine. The objective is to minimize the makespan, i.e., the maximum delivery completion time of the jobs. We consider four distinct problems which depend on whether split is allowed in the production or delivery of the jobs. We present a polynomial-time algorithm for the first problem and show that other three problems are strongly NPhard. Furthermore, we provide effective approximation algorithms for the three NP-hard problems.
Introduction
In the integrated production and delivery scheduling, after a manufacturing company receives orders from the customers, the company processes these orders on the machines and then delivers the finished orders back to the customers. In order to reduce the inventory cost of the finished orders and deliver the finished orders to the customers before their due dates, coordination between production and delivery becomes very important in the integrated production and delivery scheduling. Furthermore, in order to process and deliver the finished orders in a quick and cheap way, it is necessary to process and deliver these orders in batches.
The integrated production and delivery scheduling was first studied by Potts [14] . He considered a single machine scheduling problem to minimize the makespan with release dates and delivery times. It was assumed that there is a sufficient number of vehicles so that each finished job can be transported immediately to its customer. The author presented a 3 2 -approximation algorithm for this problem. Woeginger [20] considered a similar problem on parallel machines without considering release dates. Hoogeveen and Vestjen [6] investigated the on-line version of the problem studied by Potts [14] .
For this on-line problem, they provided an on-line algorithm with the best-possible competitive ratio of √ 5+1 2 ≈ 1.618. Van den Akker et al. [17] studied a similar on-line problem in which restarts are allowed to all jobs. For this problem, they proposed an on-line algorithm with the best-possible competitive ratio of 3 2 . Lee and Chen [9] studied several scheduling problems with batch delivery considerations. In their problems, there are only the limited vehicles with the same capacity to transport the finished jobs. Chang and Lee [2] extended the above model to the situation where each job has a different amount of physical size. For the single machine scheduling problem, the authors provided a 5 3 -approximation algorithm and pointed out that there is no approximation algorithm with an approximation ratio of less than 3 2 . For this problem, Lu and Yuan [11] provided a best-possible 3 2 -approximation algorithm. Lu and Yuan [12] further considered a similar problem on an unbounded parallel batch machine. For this problem, they provided a 7 4 -approximation algorithm. It can be observed that the above literatures did not consider delivery costs. Thus, another direction on this topic is to consider batch delivery costs. Hall and Potts [8] studied a variety of scheduling, batching, and delivery problems that arise in an arborescent supply chain. The objective is to minimize the overall scheduling and delivery cost. Averbakh and Xue [1] studied an on-line supply chain scheduling problem to minimize the sum of the total flow time and the total delivery cost. A best-possible 2-competitive on-line algorithm was presented for this problem. Steiner and Zhang [16] studied the single machine scheduling problem to minimize the sum of the weighted number of late jobs and delivery costs. A fully polynomial-time approximation scheme was presented for this problem. Yin et al. [21] considered a single machine batch scheduling problem with an unavailability interval to minimize the sum of total flow time and batch delivery cost. The problem is shown to be NP-hard and then a pseudo-polynomial time algorithm and a fully polynomial-time approximation scheme are developed. Fan et al. [4] considered the integrated production and delivery scheduling on a single machine with availability constraint. The objective is to minimize the sum of total delivery completion time and total delivery cost. They presented a 3 2 -approximation algorithm and a polynomial-time approximation scheme for this problem. Recently, Chen [3] provided a comprehensive review on the production and distribution scheduling problems. For more results on this topic, we refer the reader to Chen [3] .
Problem formulation
The integrated production and delivery scheduling on a serial batch machine can be described as follows. There are n jobs J 1 , . . . , J n that belong to the same customer. All jobs are first processed in batches on a serial batch machine and then the finished jobs are delivered in batches by a capacitated vehicle to the customer. Each job J j has a processing time p j and a physical weight w j . If B i is a processing batch on the machine, then p(B i ) = J j ∈B i p j is used to denote by the processing time of B i . Furthermore, a setup time s is needed before each processing batch B i starts its processing on the machine. Only one vehicle is employed to deliver the jobs. The jobs delivered together in one shipment are defined as a delivery batch. If D i is a delivery batch, then the transportation time of D i is a fixed constant T , which is the round-trip transportation time between the machine and the customer. Let w(D i ) = J j ∈D i w j be the total weight of the jobs in D i . We assume that the vehicle has a capacity z, which requires that w(
is called a full batch; otherwise, D i is called a non-full batch. Without loss of generality, we also assume that w j ≤ z for each job J j . The delivery completion time C j of J j is defined as the time at which the delivery batch containing J j has been delivered to the customer and the vehicle returns to the machine. Write C max = max{C j : 1 ≤ j ≤ n}. The objective is to minimize the makespan C max , i.e., the maximum delivery completion time of the jobs.
There are two variants of scheduling on a serial batch machine depending on when the jobs become available for delivery. Under the batch availability, a job becomes available only when the processing batch containing it has been completed. An alternative assumption is the job availability, in which a job becomes available immediately after its processing is completed. In this paper, we adopt the assumption of batch availability.
In order to design our approximation algorithms, we introduce the concept of "split". Under the assumption of "split", a job J j can be split into two parts J j and J j such that w j + w j = w j , p j + p j = p j and
and J j can be viewed as two independent jobs for processing and delivery. In fact, split was studied in many previous scheduling problems (see, e.g., Serafini [15] , Xing and Zhang [18] , and Lu and Yuan [11] ). We will study four distinct problems which depend on whether split is allowed in the production or delivery of the jobs. In problem P 1 , split is allowed in the production and delivery of the jobs. In problem P 2 , split is only allowed in the delivery of the jobs. In problem P 3 , split is only allowed in the production of the jobs. In problem P 4 , split is not allowed in the production and delivery of the jobs. To the best of our knowledge, the above four problems were not studied in the previous literature. Note that, when the setup time s = 0, each job can be processed individually as a processing batch. In this situation, problem P 4 is equivalent to the single machine problem studied by Chang and Lee [2] . However, when s > 0, problem P 4 is more difficult than the latter problem in [2] . Lu and Yuan [12] considered a similar but different problem with problem P 4 on an unbounded parallel batch machine and split was not considered. Li and Yuan [10] considered the integrated production and delivery scheduling with family jobs on a serial batch machine. However, they adopted the assumption of job availability which is different from the assumption of batch availability adopted in this paper. In most situations, a scheduling problem with batch availability assumption is more difficult than the corresponding problem with job availability assumption. Recently, Pei et al. [13] studied a serial batching scheduling of deteriorating jobs in a two-stage supply chain to minimize the makespan. In this problem, it was assumed that the machine and the vehicle have the same capacity on the number of the jobs. In this assumption, all processing batches and delivery batches are identical. However, in our problems, each processing batch may contain multiple delivery batches. Thus, our problems are also different from the problem studied by Pei et al. [13] . The rest of this paper is organized as follows. In Section 3, we present a polynomial-time algorithm for problem P 1 . In Section 4, we show that problem P 2 is strongly NP-hard and then present a 3 2 -approximation algorithm for this problem. In Section 5, we first show that the well-known bin packing problem is a subproblem of problems P 3 or P 4 . Thus, problems P 3 and P 4 are also strongly NP-hard and no approximation algorithm for them have an approximation ratio of less than 3 2 . We further show that problems P 3 and P 4 are actually equivalent. Finally, we present a 2-approximation algorithm for problem P 4 .
Optimal algorithm for problem P 1
In this section, we consider the problem P 1 , in which split is allowed in the production and delivery of the jobs. First, we provide an algorithm DBP (Delivery Batch Partition for short) for solving the delivery batch partition problem.
Algorithm DBP.
Step 1:
Re-indexed all jobs such that
Step 2:
. We will form exactly d delivery batches
Step 3:
Initially, the delivery batches • If D i has enough space to accept J j , just assign J j to D i completely.
• Otherwise, we split job J j into two parts J j and J j so that J j is assigned to D i for making it full and J j is assigned to the empty batch D i−1 .
In
Step 3, if a job J j is split into two parts J j and J j , then J j and J j are viewed as two independent jobs. Let p( 
Proof.
(1) Let π * be an optimal schedule for problem
be the delivery batches in π * . If there is a delivery batch . Clearly, this does not increase the departure time of any delivery batch. Thus, it is still an optimal schedule. A finite number of repetitions of this procedure yields an optimal schedule of the required form.
(3) Let π * be an optimal schedule for problem P 1 that satisfies (1) and (2) . By (1) in π * . Clearly, this is still an optimal schedule for problem P 1 .
(4) It can be proved by a pair-wise interchange argument in two delivery batches.
If the vehicle has some idle times, then we can delay the departure times of some delivery batches such that, from the departure time of the first delivery batch, the vehicle is always busy until it finishes delivering the last delivery batch to the customer and returns to the machine. 2 Proof. Let π * be an optimal schedule of problem SP1 such that the departure time of
Since the jobs in each delivery batch are contained in the same processing batch, we can treat π * as a schedule of SP2. Then, for each i with 1
Conversely, suppose that σ * is an optimal schedule of problem SP2. Then, we have
is the completion time of J i in σ * . Now, we process the delivery batches
Combining the above two discussions, we conclude that L * We consider a special case of problems P 3 and P 4 in which all jobs have the identical weight, i.e., w j = w for each j = 1, · · · , n. In this case, each delivery batch can contain at most c = z w jobs since split is not allowed in the delivery of the jobs. Clearly, if we modify the capacity of the vehicle such that z = cw, this does not increase the objective value.
Using the optimal algorithm for problem P 1 , we can obtain an optimal schedule π * for problem P 1 . Note that z = cw and w j = w. We can conclude that no job is split in the delivery of the jobs in π * . Furthermore, by Lemma 3.1(2), no job is split in the processing of the jobs. Thus, π * is also an optimal schedule for this special case of problems P 3 and P 4 . We have the following corollary. -approximation algorithm for problem P 2
In this section, we consider the problem P 2 , in which split is only allowed in the delivery of the jobs. We first show that problem P 2 is strongly NP-hard and then provide a Proof. The decision version of the problem is clearly in NP. We use the strongly NP-complete 3-Partition (Garey and Johnson [5] ) for the reduction. For a given instance of the 3-Partition, we construct an instance of the decision version of problem P 2 as follows.
• n = 3t + 3 jobs.
• The setup time s = 1.
• The transportation time T = 3B + 1. • The capacity of the vehicle z = 3B.
• For each j = 1, · · · , 3t, we have p j = w j = 3a j .
• For each j = 3t + 1, 3t + 2, 3t + 3, we have p j = 0 and w j = B.
• The threshold value is defined by Y = (t + 1)T + 1 = (t + 1)(3B + 1) + 1.
• The decision version asks whether there is a schedule π such that C max (π ) ≤ Y .
It can be observed that the above construction can be done in polynomial time. Suppose first that the instance of By Theorem 4.1, problem P 2 is strongly NP-hard. Thus, an effective approximation algorithm is very necessary to problem P 2 . Next, based on the optimal schedule π * for problem P 1 , we will design the first approximation Algorithm A 1 for problem P 2 .
Claim 3. B
Algorithm A 1 .
Let π * be an optimal schedule for problem P 1 . Let B 1 , · · · , B k and D 1 , · · · , D d be the processing batches and the delivery batches in π * , respectively. If J j and J j are contained in two consecutive processing batches such that J j ∈ B i−1 and J j ∈ B i , then we shift J j into the processing batch B i−1 . Repeat the above procedure until no job belongs to two distinct processing batches. Let B 1 , · · · , B k be the new processing batches obtained by Step 1.
Let S be the set of jobs in which each job is split into two parts and these two parts belong to two consecutive processing batches in π * . Write = max{p j : J j ∈ S}. By delaying the delivery of each delivery batch D i by a length of , i = 1, · · · , d, we can obtain a new schedule π . Let C max (π ) be the makespan obtained from the schedule π . Let C * max (P 1 ) and C * max (P 2 ) be the optimal makespans for problem P 1 and problem P 2 , respectively. Clearly, we have C * max (P 1 ) ≤ C * max (P 2 ) because any schedule for problem P 2 is also a feasible schedule for problem P 1 . We have the following theorem.
Proof. It can be observed that, in Step 2, each delivery batch is delayed by a length of . Thus, we have 
We assume in the following that J r ∈ S is the unique job such that p r = . Next, we will present the approximation Algorithm A 2 for problem P 2 .
Algorithm A 2 .
Set B 1 = { J j : j = r} and B 2 = { J r }. Process B 1 and B 2 in this order on the machine.
Step 2: 
That is, σ is a feasible schedule for problem P 2 . Let C max (σ ) be the makespan obtained from the schedule σ .
Furthermore, we have the following theorem. -approximation algorithm for problem P 2 .
Problems P 3 and P 4
In this section, we consider the problems P 3 and P 4 , in which split is not allowed in the delivery of the jobs. When the setup time s = 0 and p j = 0 for j = 1, · · · , n, P 3 and P 4 are equivalent to the well-known bin packing problem (see Johnson [7] ). Thus, problems P 3 and P 4 are also strongly NP-hard and no approximation algorithm for them has an approximation ratio of less than 3 2 . First, we consider the problem P 3 . It is easy to see that, once all delivery batches are formed, Lemma 3.1(2) still holds, i.e., the jobs in each delivery batch are processed consecutively in the same processing batch. Note that, in problem P 3 , split is not allowed in any delivery batch. It follows that no split occur in the processing of the jobs. That is, problem P 3 is actually equivalent to problem P 4 . Thus, it is sufficient to consider problem P 4 . Next, based on the optimal schedule π * for problem P 1 , we will design a 2-approximation Algorithm A 3 for problem P 4 .
Algorithm A 3 .
Let π * be an optimal schedule for problem P 1 Step 3:
Deliver all delivery batches obtained from Step 2 to the customer as soon as possible. The delivery batch with a smaller processing completion time is delivered earlier than other delivery batches with bigger processing completion times.
Let π be the schedule obtained from Algorithm A 3 . If a job J j is split into two parts J j and J j , by Algorithm DBP, J j and J j are contained in two consecutive delivery batches. If these two delivery batches belong to the same processing batch, we can combine J j and J j together such that J j is not split in this processing batch. If these two delivery batches belong to two consecutive processing batches, then J j and J j also belong two consecutive processing batches. By Step 1 of Algorithm A 3 , J j will be shifted into the processing batch containing J j . Thus, in the schedule π , no split occurs in the production of the jobs. Note further that each split job in Step 2 is assigned into a new delivery batch. Thus, no split occurs in the delivery of the jobs. Thus, π is a feasible schedule for problem P 4 . Let C max (π ) be the makespan obtained from the schedule π . Furthermore, let C * max (P 1 ) and C * max (P 4 ) be the optimal makespans for problem P 1 and problem P 4 , respectively. Clearly, we have C * max (P 1 ) ≤ C * max (P 4 ). We have the following theorem. + for each j = 1, · · · , 2k, where > 0 is a sufficient small number. This is actually equivalent to the bin packing problem. In an optimal schedule for problem P 1 , there are k + 1 delivery batches since split is allowed.
Thus, we have C * max (P 1 ) = (k + 1)T . However, in an optimal schedule for problem P 4 , there are 2k delivery batches. Thus, we have C * max (P 4 ) = 2kT . It follows that C * max (P 4 )
This also implies that C * max (P 1 ) is not a good lower bound on C * max (P 4 ) to improve the current 2-approximation algorithm.
