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Resumo
Nesta dissertação, estudamos o método apresentado por (HONG; TASKOVIC, 2016) para
a construção de soluções que apresentam blow-up dispersivo para a equação de Schrödinger
não linear. Esta construção baseia-se principalmente na forma apresentada por (BONA et
al., 2014), em que primeiro se constrói uma solução com blow-up para a equação linear e
em seguida faz-se uso de uma estimativa dispersiva para aproveitar o efeito suavizante do
propagador de Schrödinger no termo integral da fórmula de Duhamel e mostrar que este
termo permanece limitado no intervalo de existência da solução. Uma das consequências
desse método é que a exigência de regularidade para construir soluções com blow-up
dispersivo é reduzida.
Abstract
In this work, we study the method presented by (HONG; TASKOVIC, 2016) for construct-
ing dispersive blow-up solutions to the nonlinear Schrödinger equation. This construction
mainly follows the approach in (BONA et al., 2014), where one first constructs a blowing-up
solution to the linear equation and adds the use of a dispersive estimate to enjoy the
smoothing effect of the Schrödinger propagator in the integral term of Duhamel’s formula,
in order to show that this term remains bounded in the time interval of existence. In this
way, the requirement of regularity to construct dispersive blow-up solutions is reduced.
LISTA DE SÍMBOLOS
Rd Espaço Euclidiano d-dimensional
ur “ Bru “ BuBr
Bα “ B
α1
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INTRODUÇÃO
Soluções de equações diferenciais parciais não lineares podem apresentar diversos
aspectos qualitativos. Geralmente, quando é dado uma solução local de uma equação,
questões de existência global, espalhamento ou scattering, comportamento assintótico,
explosão (ou blow-up) em tempo finito entre outras questões surgem de forma natural.
Nessa dissertação estamos interessados em um fenômeno chamado de blow-up dispersivo, o
qual é causado exclusivamente pela relação de dispersão linearizada da equação em estudo.
Esse fenômeno foi inicialmente sugerido por (BENJAMIN; BONA; MAHONY, 1972) para
a equação generalizada de Korteweg-de Vries (KdV):
Btu` Bxu` B3xu` ukBxu “ 0, (1)
onde k é um inteiro positivo e u é uma função a valores reais dependendo das variáveis
reais t e x. Tal sugestão se sustentava no fato de que a solução da equação linear de
KdV, com dado inicial infinitamente diferenciável e limitada, pode apresentar blow-up
em tempo finito na norma de L8. O primeiro estudo matemático rigoroso nessa direção
foi apresentado por (BONA; SAUT, 1993) onde os autores provaram que existem dados
iniciais em H`pRq X C8pRq, com escolhas apropriadas de ` e k, tal que a solução upt, xq
de (1) satisfaz
lim
pt,xqÑpt˚,x˚q
|upt, xq| “ `8, (2)
onde pt˚, x˚q é um um ponto em p0,8q ˆR. Além disso, a função u é contínua fora desse
ponto de explosão. A estratégia dos autores para obter uma solução com tal propriedade
foi primeiro construir uma solução do problema linear que satisfaz (2) e depois, usando
propriedades de decaimento das soluções de (1) em espaços com peso, observar que a parte
não linear não destrói esse comportamento. Isto enfatiza o aspecto linear deste tipo de
singularidade e o diferencia do blow-up, na norma dos espaços de Sobolev, por exemplo,
onde os efeitos da não linearidade são mais fortes.
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Posteriormente, (LINARES; SCIALOM, 1993) também atacaram o mesmo
problema, com k ě 2, mas com uma abordagem simplificada. De fato, os autores provaram
que para construir uma solução do problema não linear satisfazendo (2) é suficiente construir
uma solução do problema linear e então mostrar que a parte integral, na formulação de
Duhamel, é mais regular que o dado inicial. Mais precisamente, os autores provaram que
se u0 está em HspRq, s ě 1, então a parte integral correspondente está em CpR;Hs`1pRqq.
A presente dissertação será baseada na referência (HONG; TASKOVIC, 2016),
onde o fenômeno de blow-up dispersivo foi estudado para a equação de Schrödinger,
Btu`∆u˘ |u|α´1u “ 0, (3)
onde agora u é uma função a valores complexos dependendo das variáveis t P R e x P Rd.
Aqui o símbolo ∆ denota o operador Laplaciano em Rd e α ą 1 é uma constante real.
Devemos mencionar, entretanto, que o estudo de blow-up dispersivo para (3) foi inicialmente
estudado em (BONA; SAUT, 2010) no caso unidimensional e em (BONA et al., 2014) no
caso multidimensional. Em particular, os autores provaram que dados t˚ ą 0 e x˚ P Rd,
existe um dado inicial u0 P HspRdq X L8pRdq X C8pRdq, com s P
ˆ
d
2 ´
1
2pα ´ 1q ,
d
2

e
α ´ 1 ě rd{2s se α não é um inteiro par, tal que a solução correspondente satisfaz (2).
O trabalho (HONG; TASKOVIC, 2016) difere dos outros dois mencionados
acima em dois aspectos. O primeiro é que os resultados podem ser obtidos para dados
iniciais nos espaços de Sobolev com menor regularidade. O segundo é que a prova de que a
parte não linear não destrói o blow-up da parte linear é simplificada. Para isso, somente o
uso de estimativas dispersivas combinadas com desigualdades elementares são necessárias.
É conveniente observarmos que os fenômenos de blow-up dispersivo mencio-
nados para as duas equações acima estão diretamente relacionados ao fato de que suas
partes lineares são “má-colocadas” em L8, ou equivalentemente, que eiξ3 e ei|ξ|2 não são
multiplicadores de Fourier em L8. Portanto, o blow-up dispersivo também pode ser visto
como uma expressão da má-colocação da equação em estudo.
Este trabalho está estruturado da seguinte maneira: o primeiro capítulo apre-
senta algumas ferramentas da análise que utilizamos nos capítulos seguintes, tendo como
principais referências os livros (ROYDEN; FITZPATRICK, 2010) e (LINARES; PONCE,
2015). O segundo capítulo tem como objetivo analisar a boa colocação local e global da
equação (3). As referências base para esse estudo foram (CAZENAVE, 2003) e (LINARES;
PONCE, 2015). Finalmente, no terceiro capítulo apresentamos a construção de blow-up
dispersivo conforme estabelecida em (HONG; TASKOVIC, 2016).
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CAPÍTULO 1
PRELIMINARES
Neste capítulo apresentaremos conceitos e resultados necessários para a com-
preensão do texto. Entretanto, alguns conceitos básicos de Análise e Equações Diferenciais
são supostos de conhecimento do leitor.
1.1 Espaços Lp
Seja U um subconjunto mensurável de Rd. Denotaremos por LppUq, 1 ď p ď
`8, o espaço vetorial das funções f definidas em U com valores em C tais que |f |p é
Lebesgue-integrável em U . Munido da norma
}f}LppUq “
ˆż
U
|fpxq|pdx
˙ 1
p
, para 1 ď p ă 8,
e
}f}L8pUq “ sup ess
xPU
|fpxq|, para p “ 8,
LppUq é um espaço de Banach. Denotaremos o espaço LppUq simplesmente por Lp, quando
o conjunto U estiver implícito no contexto.
Algumas propriedades básicas que usaremos ao longo dos capítulos seguintes
são dadas a seguir.
Proposição 1.1 (Desigualdade de Hölder). Sejam f P LppUq e g P LqpUq onde 1
p
` 1
q
“
1
τ
ď 1. Então fg P Lτ pUq e
}fg}Lτ pUq ď }f}LppUq}g}LqpUq.
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Demonstração. Ver (ROYDEN; FITZPATRICK, 2010) página 140.
Proposição 1.2 (Desigualdade de Minkowski). Suponha que X, Y Ă Rd e função f :
X ˆ Y Ñ C sejam mensuráveis. Então, para todo 1 ď p ă 8 vale a desigualdadeˆż
X
ˆż
Y
|fpx, yq|dy
˙p
dx
˙ 1
p
ď
ż
Y
ˆż
X
|fpx, yq|pdx
˙ 1
p
dy.
Demonstração. Ver (ROYDEN; FITZPATRICK, 2010), página 141.
Proposição 1.3 (Desigualdade de Interpolação). Se f P LppUq X LqpUq, com 1 ď p ă
q ď 8, então f P LrpUq para todo p ă r ă q e, além disso,
}f}LrpUq ď }f}θLppUq}f}1´θLqpUq,
onde 0 ă θ ă 1 verifica 1
r
“ θ
p
` 1´ θ
q
.
Demonstração. Veja a Proposição 6.10 de (FOLLAND, 1999).
Proposição 1.4 (Desigualdade de Young). Sejam f P LppRdq e g P LqpRdq, 1 ď p, q ď 8,
com 1
p
` 1
q
ě 1. Então, f ˚ g P LrpRdq, onde 1
r
“ 1
p
` 1
q
´ 1 e f ˚ g denota a convolução
de f e g. Mais ainda,
}f ˚ g}Lr ď }f}Lp}g}Lq .
Demonstração. Ver (LINARES; PONCE, 2015), Teorema 2.2.
Teorema 1.5 (Teorema da Convergência Dominada de Lebesgue). Seja pfnqnPN uma
sequência de funções integráveis em U Ă Rd que converge quase sempre para uma função
f . Se existir f0 P L1pUq tal que para todo n P N temos |fn| ď f0 quase sempre, então f é
integrável e ż
U
f “ lim
nÑ8
ż
U
fn.
Demonstração. Ver (ROYDEN; FITZPATRICK, 2010) página 88.
Para estimar a continuidade de funções do tipo
y ÞÑ
ż
U
F px, yqdµpxq,
isto é, de “integrais dependentes de um parâmetro”, o seguinte resultado será de grande
ajuda.
Corolário 1.6. Seja Y Ď Rn e considere F : U ˆ Y Ñ C função tal que:
1. Para todo y P Y fixado, a função x ÞÑ F px, yq definida em U é mensurável;
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2. Para quase todo ponto x P U fixado a função y ÞÑ F px, yq, definida em Y , é contínua;
3. Existe uma função integrável g : U Ñ r0,`8q tal que
gpxq ě |F px, yq|, q.t.p. x P U,@y P Y.
Então:
(i) para todo y P Y fixado, a função x ÞÑ F px, yq é integrável em U ;
(ii) a função y ÞÑ
ż
U
F px, yqdµpxq é contínua em Y .
Demonstração. Ver Teorema 2.27 de (FOLLAND, 1999).
O próximo resultado nos permite dizer quando uma função homogênea é
integrável.
Teorema 1.7. Sejam c e C constantes positivas e seja B “ tx P Rd : |x| ă cu. Suponha
que f é uma função mensurável no Rd.
1. Se |fpxq| ď C|x|´a em B para algum a ă d então f P L1pBq. Porém, se |fpxq| ě
C|x|´d em B então f R L1pBq.
2. Se |fpxq| ď C|x|´a em RdzB para algum a ą d então f P L1pRdzBq. Porém, se
|fpxq| ě C|x|´d em RdzB então f R L1pRdzBq.
Demonstração. Ver Corolário 2.52 de (FOLLAND, 1999).
1.2 Transformada de Fourier
A transformada de Fourier é uma grande aliada no estudo de equações dife-
renciais parciais, pois conforme veremos abaixo, ela transforma equações diferenciais em
equações algébricas.
Definição 1.8. Definimos a transformada de Fourier de uma função f P L1pRdq, denotada
por fˆ , como
fˆpξq “
ż
Rd
fpxqe´2piipx¨ξqdx,
para ξ P Rd e onde px ¨ ξq “ x1ξ1 ` . . . xdξd denota o produto interno em Rd.
Listamos a seguir algumas propriedades básicas da transformada de Fourier
em L1pRdq.
Teorema 1.9. Seja f P L1pRdq. Então:
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1. f ÞÑ fˆ define uma transformação linear de L1pRdq para L8pRdq com }fˆ}8 ď }f}L1.
2. fˆ é contínua.
3. fˆpξq Ñ 0 quando |ξ| Ñ 8 (Lema de Riemann-Lebesgue).
4. Se τhfpxq “ fpx´ hq denota a translação por h P Rd, então:
zpτhfqpξq “ e´2piiph¨ξqfˆpξq
e
pe {´2piipx¨hqfqpξq “ pτ´hfˆqpξq.
5. Se δafpxq “ fpaxq denota uma dilatação por a ą 0, então
zpδafqpξq “ a´nfˆpa´1ξq.
6. Seja g P L1pRdq e f ˚ g a convolução de f e g. Então,
{pf ˚ gqpξq “ fˆpξqgˆpξq.
7. Seja g P L1pRdq. Então, ż
Rd
fˆpyqgpyqdy “
ż
Rd
fpyqgˆpyqdy.
Demonstração. Veja Capítulo IX de (IÓRIO; IÓRIO, 2010).
No parágrafo anterior vimos como calcular a transformada de Fourier de uma
dada f P L1pRdq. A Proposição seguinte nos ajuda no caminho inverso, permitindo que
dada a transformada de Fourier fˆ encontremos a função f .
Proposição 1.10. Seja f P L1pRdq. Então,
fpxq “ lim
tÑ0
ż
Rd
e2piipx¨ξqe´4pi
2t|ξ|2 fˆpξqdξ,
onde o limite é tomado na norma L1. Mais ainda, se f é contínua no ponto x0, então
pontualmente vale a seguinte igualdade
fpx0q “ lim
tÑ0
ż
Rd
e2piipx0¨ξqe´4pi
2t|ξ|2 fˆpξqdξ.
Demonstração. Ver Proposição 1.2 de (LINARES; PONCE, 2015).
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1.2.1 A Transformada de Fourier no L2pRdq
Agora definiremos a transformada de Fourier no L2pRdq. Para isso, devemos
primeiramente levar em consideração que L1pRdq X L2pRdq é um subconjunto denso de
L1pRdq e L2pRdq.
Teorema 1.11 (Teorema de Plancherel). Seja f P L1pRdq X L2pRdq. Então fˆ P L2pRdq e
}fˆ}L2 “ }f}L2 .
Demonstração. Ver Teorema 1.3 de (LINARES; PONCE, 2015).
Do teorema anterior temos que a transformada de Fourier define um operador
linear limitado do L1pRdq X L2pRdq para L2pRdq. Mais ainda, o teorema garante que este
operador é uma isometria. Assim, existe uma única extensão limitada F definida em
todo L2pRdq, chamada de transformada de Fourier em L2pRdq. Podemos usar a notação
fˆ “ Fpfq para f P L2pRdq. Em geral, fˆ é definida como sendo o limite em L2pRdq de uma
sequência thˆju, onde thju denota uma sequência em L1pRdq X L2pRdq que converge para
f na norma L2pRdq.
Lembremos que uma isometria sobrejetiva define um operador unitário. Pela
construção acima, sabemos que F é isometria. Vejamos que F também é sobrejetiva.
Teorema 1.12. A transformada de Fourier F define um operador unitário em L2pRdq.
Demonstração. Do teorema anterior, segue que F é uma isometria. Em particular, sua
imagem é um subespaço fechado do L2pRdq. Assuma que ImpFq Ĺ L2. Então existe g ‰ 0
tal que ż
Rd
fˆpyqgpyqdy “ 0, para todo f P L2pR2q.
Do Teorema 1.9 ítem 7., o qual pode ser estendido para f, g P L2pRdq, obtemosż
Rd
fpyqgˆpyqdy “
ż
Rd
fˆpyqgpyqdy “ 0, para todo f P L2pR2q.
Portanto, gˆpξq “ 0 quase sempre, o que contradiz }g}L2 “ }gˆ}L2 ‰ 0.
Teorema 1.13. A inversa da transformada de Fourier F´1 pode ser definido por
qfpxq :“ F´1fpxq “ Ffp´xq, para toda f P L2pRdq.
Demonstração. Ver Teorema 1.5 de (LINARES; PONCE, 2015).
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1.2.2 A Transformada de Fourier no espaço de Schwartz
Para cada pν, βq P pZ`q2d denotamos por ||| ¨ |||pν,βq a família de seminormas
definida por:
|||f |||pν,βq “ }xνBβf}8.
Definição 1.14. Chamamos de espaço de Schwartz e denotamos por SpRdq ao conjunto
SpRdq “ tϕ P C8pRdq : |||ϕ|||pν,βq ă 8 para todo ν, β P pZ`qdu.
Os elementos de SpRdq, em particular, tendem a zero no infinito mais rápido
do que o inverso de qualquer polinômio.
Observação 1.15. Note que C80 pRdq Ĺ SpRdq. De fato, primeiro note que a função
γpxq “ e´|x|2 está em SpRdq mas não está em C80 pRdq. Agora, seja ϕ P C80 pRdq, então
existe um compacto K Ă Rd tal que supppϕq Ă K. Considere ρ ą 0 tal que K Ă Bρp0q.
Assim, dados α, β P pZ`qd, para todo x P RdzBρp0q temos que
|xαBβϕpxq| “ 0.
Logo, ϕ P SpRdq. Mais ainda, em virtude da densidade de C80 pRdq em LppRdq para
1 ď p ă 8, segue que SpRdq é denso em LppRdq.
A topologia que geralmente colocamos em SpRdq é dada pela família de semi-
normas ||| ¨ |||pν,βq, pν, βq P pZ`q2d.
Definição 1.16. Seja tϕju Ă SpRdq. Então dizemos que ϕj Ñ 0 quando j Ñ 8 se para
todo pν, βq P pZ`q2d temos
|||ϕj|||pν,βq Ñ 0 quando j Ñ 8.
A relação entre a transformada de Fourier e derivadas é descrita a seguir.
Proposição 1.17. Seja f P SpRdq. Então,
1. yBαxfpξq “ p2piiξqαfˆpξq, para todo α P pZ`qd;
2. ξβBαξ pfˆpξqq “ p´2piiq
|α|
p2piiq|β| pB
β
xpxαfpxqqq^pξq, para todo α, β P pZ`qd.
Demonstração. Veja Capítulos V e IX de (IÓRIO; IÓRIO, 2010).
Observação 1.18. Mais geralmente:
P pDqfˆpξq “ pP p´2piixqfpxqq^pξq
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e {pP pDqfqpξq “ P p2piiξqfˆpξq,
onde P é um polinômio de d variáveis e P pDq denota o operador diferencial associado a
P .
Teorema 1.19. A função f ÞÑ fˆ é um isomorfismo de SpRdq nele mesmo.
Demonstração. Veja Capítulos V e IX de (IÓRIO; IÓRIO, 2010).
1.2.3 A Transformada de Fourier no espaço das Distribuições Temperadas
Das definições da transformada de Fourier em L1pRdq e em L2pRdq, existe uma
extensão natural para L1pRdq ` L2pRdq. Não é muito trabalhoso verificar que L1pRdq `
L2pRdq contêm os espaços LppRdq para 1 ď p ď 2. Nesta seção provaremos que qualquer
função em LppRdq, para p ą 2, possui transformada de Fourier no sentido das distribuições.
Contudo, elas podem não ser funções, elas são distribuições temperadas.
Definição 1.20. Dizemos que ψ : SpRdq ÞÑ C define uma distribuição temperada se:
1. ψ é linear.
2. ψ é contínua, isto é, para qualquer tϕju Ď SpRdq tal que ϕj Ñ 0 quando j Ñ 8,
então a sequência numérica ψpϕjq Ñ 0 quando j Ñ 8.
Denotaremos por S 1pRdq ao conjunto de todas as distribuições temperadas.
Observe que S 1pRdq é o dual topológico de SpRdq.
Dizemos que uma função f tem crescimento polinomial Lp (ou simplesmente
crescimento polinomial se p “ 8) se fpxqp1` |x|2qk P L
ppRdq para algum k ě 0 e 1 ď p ď 8.
Observação 1.21. É fácil ver que qualquer função f com crescimento polinomial Lp
define uma distribuição temperada ψf , onde
ψf pϕq “
ż
Rd
fpxqϕpxqdx, para todo ϕ P SpRdq.
De fato, como ψf é claramente linear, para verificar a continuidade suponha ϕj Ñ 0 em
SpRdq. Aplicando a desigualdade de Hölder segue que, se 1
p
` 1
p1
“ 1,
|ψf pϕjq| “
ˇˇˇˇż
Rd
fpxqϕjpxqdx
ˇˇˇˇ
ď
ż
Rd
ˇˇˇˇ
fpxq
p1` |x|2qk
ˇˇˇˇ
|p1` |x|2qkϕjpxq|dx
ď
›››› fp1` |x|2qk
››››
Lp
}p1` |x|2qkϕj}Lp1 Ñ 0
quando ϕj Ñ 0. Na verdade, a forma como definimos ψf nos permite ver que qualquer
função localmente integrável define uma distribuição temperada.
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Definição 1.22. Dada ψ P S 1pRdq, sua transformada de Fourier pψ P S 1pRdq é definida
por: pψpϕq “ ψppϕq para qualquer ϕ P SpRdq.
Observe que para f P L1pRdq e ϕ P SpRdq, vale
pψf pϕq “ ψf ppϕq “ ż
Rd
fpxqpϕpxqdx “ ż
Rd
fˆpxqϕpxqdx “ ψfˆ pϕq,
e portanto, a definição de transformada de Fourier introduzida anteriormente para funções
concordam com esta no sentido das distribuições, quando de identifica a função f com a
distribuição ψf .
Teorema 1.23. A função ψ ÞÑ ψˆ é um isomorfismo de S 1pRdq nele mesmo.
Demonstração. Veja Capítulo IX de (IÓRIO; IÓRIO, 2010).
1.3 Interpolação de Operadores
Seja T um operador linear de LppXq para LqpY q. Se T é contínuo ou limitado,
isto é,
|||T ||| “ sup
f‰0
}Tf}Lq
}f}Lp ă 8,
chamamos o número |||T ||| de norma do operador T . Em situações práticas, as vezes sabemos
que um determinado operador é limitado entre alguns espaços do tipo Lp e queremos
determinar entre quais outros espaços (do tipo Lp) ele permanece limitado. Um exemplo
neste contexto será dado no Lema 3.6.
Nesta direção, o seguinte resultado é útil.
Teorema 1.24 (Riesz-Thorin). Sejam p0 ‰ p1, q0 ‰ q1. Seja T um operador linear de
Lp0pXq para Lq0pY q com norma M0 e de Lp1pXq para Lq1pY q com a norma M1. Então,
T é limitada de LpθpXq para LqθpY q com norma Mθ tal que
Mθ ďM1´θ0 M θ1 ,
com 1
pθ
“ 1´ θ
p0
` θ
p1
, 1
qθ
“ 1´ θ
q0
` θ
q1
, onde θ P p0, 1q.
Demonstração. Ver Teorema 2.1 de (LINARES; PONCE, 2015).
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1.4 Espaços de Sobolev
Espaços de Sobolev medem a diferenciabilidade (ou regularidade) de funções
em LppRdq e são uma ferramenta fundamental no estudo de equações diferenciais parciais.
Seja Ω um subconjunto aberto do Rd. Seja f P C8pRdq e φ P C80 pΩq. Sendo
assim, da formúla de integração por partes temos queż
Ω
fpxqφxipxqdx “ ´
ż
Ω
fxipxqφpxqdx.
Em geral, se α “ pα1, ..., αdq é um multi-índice,ż
Ω
fpxqpBαφqpxqdx “ p´1q|α|
ż
Ω
pBαfqpxqφpxqdx.
Definição 1.25. Dadas f, g P L1LocpΩq, dizemos que g é a α-ésima derivada fraca de f se:ż
Ω
fpxqpBαφqpxqdx “ p´1q|α|
ż
Ω
gpxqφpxqdx,
para todo φ P C80 pΩq. Nesta caso, ainda escrevemos g “ Bαf .
Se a derivada fraca existir, esta é única. Sendo assim, se f P CkpΩq tem suporte
compacto, então sua derivada fraca g “ Bαf (|α| ď k) é a derivada no sentido clássido de
derivada.
Definição 1.26. Seja k P Z`, 1 ď p ď 8. Definimos o espaço de Sobolev de ordem k com
base em LppRdq, denotado por Hk,ppRdq, por
Hk,ppRdq “ tf P LppRdq : Bαf P LppRdq, @|α| ď ku,
onde Bαf remete à derivada fraca, e minudo da norma
}f}Hk,p “
ÿ
|α|ďk
}Bαf}Lp “
˜ ÿ
|α|ďk
ż
Rd
|Bαfpxq|pdx
¸ 1
p
,
tal espaço é um espaço de Banach.
A seguir listaremos algumas propriedades dos espaços de Sobolev.
Proposição 1.27 (Propriedades da derivada fraca). Sejam f, g P Hk,ppRdq, então:
1. Bαf P Hk´|α|,ppRdq;
2. BβpBαfq “ BαpBβfq, @α, β tal que |α| ` |β| ď k;
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3. Se ϕ P C8pRdq tem suporte compacto, então ϕf P Hk,ppRdq, e
Bαpϕfq “
ÿ
βďα
ˆ
α
β
˙
BβϕBα´βf,
onde
ˆ
α
β
˙
“ α!
β!pα ´ βq! , α! “ α1! ¨ ¨ ¨αd! e α ě β se αi ě βi, @i P t1, ..., du.
Demonstração. Ver página 247 (Teorema 1) de (EVANS, 2010).
Uma importante desigualdade no estudo de equações diferenciais é a chamada
desigualdade de Gagliardo-Nirenberg, a qual enunciaremos a seguir.
Teorema 1.28 (Desigualdade de Gagliardo-Nirenberg). Sejam 1 ď p, q, r ď `8, j “ |ν|
e m inteiro tal que 0 ď j ă m. Se
1
p
´ j
d
“ θ
ˆ
1
q
´ m
d
˙
` p1´ θq1
r
,
para algum θ P rj{m, 1s, então, se f P Hm,qpRdq X LrpRdq, segue que
}Bνf}Lp ď C
ÿ
|β|“m
}Bβf}θLq}f}1´θLr ,
onde C “ cpj,m, p, q, rq.
Demonstração. Veja (FRIEDMAN, 1969).
A definição dos espaços de Sobolev anterior mede a regularidade de funções
quando estamos falando de derivadas de ordem inteira. Quando queremos incluir funções
que possuem derivadas de ordem fracionária ou negativa uma modificação na definição
deve ser feita.
Definição 1.29. Seja s P R e 1 ď p ď 8. Definimos o espaço de Sobolev de ordem s com
base em LppRdq, denotado por Hs,ppRdq, por
Hs,ppRdq “ tf P S 1pRdq : Jsfpxq :“ pp1` |ξ|2q s2 pfpξqq_pxq P LppRdqu,
Munido da norma
}f}Hs,p “ }Jsf}Lp ,
este espaço também é um espaço de Banach. No caso em que p “ 2, denotaremos Hs,2pRdq
simplesmente por HspRdq.
Algumas propriedades fundamentais do espaço Hs,ppRdq são apresentadas a
seguir.
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Proposição 1.30. As seguintes propriedades são verdadeiras.
(i) H0,ppRdq “ LppRdq (mesmas normas).
(ii) Hs1,ppRdq ãÑ Hs2,ppRdq se s1 ě s2.
(iii) Se p ă 8 então rHs,ppRdqs‹ “ H´s,p1pRdq, onde 1
p
` 1
p1
“ 1.
(iv) Segue do teorema dos multiplicadores de Mihlin que se m “ s é um inteiro não
negativo então as Definições 1.26 e 1.29 coincidem.
(v) Imersão de Sobolev: Hs,ppRdq ãÑ Hs1,p1pRdq se
s´ d
p
“ s1 ´ d
p1
e 1 ă p ď p1 ă 8, s, s1 P R.
Em particular, se 1 ď p ă 8 e 0 ă s ă d
p
, então
Hs,ppRdq ãÑ L pdd´sp pRdq.
Mais ainda, Hs,ppRdq ãÑ L8pRdq se p ą 1 e s ą d
p
.
Demonstração. Veja (LÖFSTRÖM; BERGH, 1976) Capítulo 6.
Corolário 1.31. Se s ą dp12 ´
1
p
q com p ą 2, então HspRdq ãÑ LppRdq.
Demonstração. Basta combinar as propriedades (i), (ii) e (v) da Proposição 1.30.
Proposição 1.32 (Interpolação em Hs). Sejam s1, s2, σ tais que σ P p0, 1q e s “ σs1 `
p1´ σqs2, então
}Dsf}L2pRdq À }Ds1f}σL2pRdq}Ds2f}1´σL2pRdq, (1.1)
onde
Dsfpxq :“ p|ξ|sfˆpξqq_pxq.
Além disso, (1.1) permanece válida se substituirmos Ds por Js.
Demonstração. Ver (LÖFSTRÖM; BERGH, 1976) Teorema 6.4.5.
A seguir apresentaremos uma generalização da regra de Leibinz usual para deri-
vadas fracionárias. Tal regra é conhecida na literatura como Regra de Leibinz fracionária.
Proposição 1.33. Sejam s ą 0 e 1 ă r ă 8. Se f, g : Rd Ñ C são funções mensuráveis,
então
}Jspfgq}Lr À }f}Lp1 }Jsg}Lp2 ` }g}Lq1 }Jsf}Lq2
onde 1
r
“ 1
p1
` 1
p2
“ 1
q1
` 1
q2
, p2, q2 P p1,8q e p1, q1 P p1,8s.
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Demonstração. Ver a Proposição 1.1 (página 105) de (TAYLOR, 2000).
A regra da cadeia para derivadas fracionárias também é valida, conforme
enunciamos a seguir.
Proposição 1.34. Seja F P C1pC,Cq com F p0q “ 0. Sejam s P p0, 1q, r1 P p1,8s e
q2, r2 P p1,8q tais que 1
q2
“ 1
r1
` 1
r2
, então
}JsF puq}Lq2 À }F 1puq}Lr1 }Jsu}Lr2 .
Demonstração. Ver a Proposição 5.1 (página 112) de (TAYLOR, 2000).
Observe que as estimativas nas duas últimas proposições remetem às normas
nos espaços de Lebesgue e portanto não são estimativas pontuais. Assim, quando é
desejável estimar, digamos, o produto pontual de funções usando derivadas fracionárias, os
operadores Js e Ds não são úteis. No que segue, para s P R, definimos o operador Ds por
Dsfpxq “
ˆż
Rd
|fpxq ´ fpyq|2
|x´ y|d`2s dy
˙ 1
2
.
Tal operador, conhecido como derivada fracionária de Stein, possibilita a cálculo
pontual de derivadas fracionárias e ainda quando considerado em L2pRdq é equivalente ao
operador Ds, conforme veremos a seguir.
Proposição 1.35. Seja s P p0, 1q. Se f, g : Rd ÝÑ C são funções mensuráveis, então:
}Dspfgq}L2 ď }f Dsg}L2 ` }g Dsf}L2 .
Demonstração. Ver Proposição 1 de (NAHAS; PONCE, 2009).
Proposição 1.36. Seja s P p0, 1q. Para todo t ą 0 vale
Dspeit|x|2q ď cpt s2 ` ts|x|sq.
Demonstração. Ver Proposição 2 de (NAHAS; PONCE, 2009).
Proposição 1.37. Seja s P p0, 1q, então
}Dsf}L2pRdq “ cd }|ξ|sfˆ}L2pRdq “ cd }Dsf}L2pRdq, (1.2)
onde cd é uma constante que depende apenas da dimensão d.
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1.5 Teorema do Ponto Fixo de Banach
Um resultado muito importante no nosso estudo de boa colocação será o
Teorema do Ponto Fixo de Banach.
Definição 1.38. Seja pX, dq um espaço métrico. Dizemos que uma função f : X Ñ X é
uma contração sobre X se existe k P p0, 1q tal que para todo x, y P X vale
dpfpxq, fpyqq ď k dpx, yq.
Teorema 1.39 (Teorema do Ponto Fixo de Banach). Se pX, dq é um espaço métrico
completo, com X ‰ H, e f : X Ñ X é uma contração sobre X então f tem exatamente
um ponto fixo, ou seja, existe um único x P X tal que fpxq “ x.
Demonstração. Ver (ROYDEN; FITZPATRICK, 2010) página 216.
1.6 A equação de Schrödinger linear
Nesta seção veremos algumas propriedades das soluções do problema de valor
inicial associado à equação de Schrödinger linear:#
Btu “ i∆u,
up0, xq “ u0pxq,
(1.3)
onde x P Rd e t P R. Tal solução é dada por
upt, xq “: eit∆u0pxq “ pe´4pi2it|ξ|2pu0q_pxq. (1.4)
Para ver isso, assumindo, por exemplo, que o dado inicial u0 está no espaço de Schwartz e
tomando a transformada de Fourier em relação a variável x no problema (1.3), obtemos$&%Btpupt, ξq “ yi∆upt, ξq “ ´4pi2i|ξ|2pupt, ξq,pup0, ξq “ pu0pξq,
o qual se reduz a um problema de valor inicial associado a uma equação diferencial ordinária
com parâmetro ξ e cuja solução é dada por
pupt, ξq “ e´4pi2it|ξ|2pu0pξq.
Aplicando a transformada de Fourier inversa obtemos (1.4). Além disso, se usarmos o
Teorema 1.9 (item (6)) obtemos
upt, xq “ pe´4pi2it|ξ|2q_ ˚ u0pxq.
A transforma inversa da função exponencial na fórmula acima pode ser explicitamente
calculada (veja Lema 2.2.4 em (CAZENAVE, 2003)) resultando em
upt, xq “ e
i
|x|2
4t
p4piitqd{2 ˚ u0pxq “
1
p4piitqd{2
ż
Rd
ei
|x´y|2
4t u0pyqdy.
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Proposição 1.40. 1. Para todo t P R, eit∆ : L2pRdq Ñ L2pRdq é uma isometria, o que
implica que
}eit∆f}L2 “ }f}L2 ;
2. eit∆eit1∆ “ eipt`t1q∆ com peit∆q´1 “ e´it∆ “ peit∆q˚;
3. ei0∆ “ 1;
4. Fixando f P L2pRdq, a função φf : R Ñ L2pRdq, definida por φf ptq “ eit∆f é uma
função contínua, isto é, descreve uma curva em L2pRdq.
Demonstração. Tais propriedades seguem imediatamente da definição do operador eit∆.
Veja Proposição 4.2 de (LINARES; PONCE, 2015).
As propriedades acima mostram que teit∆u é um grupo unitário em L2pRdq.
Mais geralmente, podemos também provar que teit∆u é um grupo unitário em HspRdq,
s P R.
Definição 1.41. Chamamos pp, qq de par admissível quando
2 ď p ă 2d
d´ 2 , se d ě 3
2 ď p ă 8, se d “ 2
2 ď p ď 8, se d “ 1
,//.//- e
2
q
“ d2 ´
d
p
.
O teorema a seguir descreve as propriedades suavizantes globais do grupo
teit∆u.
Teorema 1.42 (Estimativas de Strichartz). O grupo teit∆u associado a equação linear de
Schrödinger satisfaz ˆż
R
››eit∆f››q
Lp
dt
˙ 1
q À }f}L2 ,ˆż
R
››››ż
R
eipt´t
1q∆gp¨, t1qdt1
››››q
Lp
dt
˙ 1
q
À
ˆż
R
}gp¨, tq}q1
Lp1
˙ 1
q1
e ››››ż
R
eit∆gp¨, tqdt
››››
L2
À
ˆż
R
}gp¨, tq}q1
Lp1 dt
˙ 1
q1
onde pp, qq é um par admissível, as constantes implícitas dependem somente de p e d, e
usamos a notação 1 “ 1
p
` 1
p1
“ 1
q
` 1
q1
.
Demonstração. Ver Teorema 4.2 de (LINARES; PONCE, 2015).
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Corolário 1.43. Se pp1, q1q, pp2, q2q P R2 são pares admissíveis então para todo T ą 0
temos: ˆż T
0
››››ż t
0
eipt´t
1q∆gp¨, t1qdt1
››››q2
Lp2
dt
˙ 1
q2 ď c
ˆż T
0
}gp¨, tq}q11
L
p11
˙ 1
q11
.
Demonstração. Ver Corolário 4.1 de (LINARES; PONCE, 2015).
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CAPÍTULO 2
BOA COLOCAÇÃO PARA A EQUAÇÃO DE SCHRÖDINGER
NÃO LINEAR EM HSpRDq
Neste capítulo estudamos a boa colocação do problema de valor inicial asso-
ciado à equação de Schrödinger não linear. A noção de boa-colocação que adotaremos
inclui existência, unicidade e dependência contínua com relação ao dado inicial. Mais
precisamente,
Definição 2.1. Sejam X e Y espaços de Banach e F : Y Ñ X uma função contínua.
Dizemos que o problema de Cauchy$&% Btuptq “ F puptqq P X,up0q “ φ P Y, (2.1)
é localmente bem colocado (ou bem posto) em Y se:
(i) existe T ą 0 e uma função u P Cpr´T, T s;Y q tal que up0q “ φ e a equação diferencial
em (2.1) é satisfeita, no sentido que
lim
hÑ0
››››upt` hq ´ uptqh ´ F puptqq
››››
X
“ 0,
onde as derivadas em t “ ´T e t “ T são calculadas a direita e a esquerda
respectivamente;
(ii) essa solução é única em Cpr0, T s;Y q;
(iii) a função φ ÞÑ u é contínua. Mais precisamente, seja φn P Y , n “ 1, 2, ...,8,
tal que φn YÝÑ φ8 e sejam un P Cpr´Tn, Tns;Y q as soluções correspondentes. Seja
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T P p0, T8q. Então as soluções un podem ser estendidas ao intervalo r´T, T s para
todo n suficientemente grande e
lim
nÑ8 supr´T,T s
}unptq ´ u8ptq}Y “ 0.
Se alguma das condições acima não é verificada, o problema é dito mal colocado (ou
mal posto). Se as condições são satisfeitas para todo T ą 0, dizemos que o problema é
globalmente bem posto.
Consideremos então a equação de Schrödinger não linear (NLS)$&% iBtu`∆u˘ |u|
α´1 u “ 0,
up0q “ u0.
(2.2)
Nosso objetivo aqui será estudar a boa colocação do problema (2.2) nos espaços
de Sobolev Y “ HspRdq para escolhas apropriadas de s P R. Formalmente, uma solução
regular u de (2.2), pelo princípio de Duhamel, também é solução da equação integral
uptq “ eit∆u0 ˘ i
ż t
0
eipt´sq∆p|u|α´1uqpsqds. (2.3)
Reciprocamente, se u é uma solução regular da equação integral (2.3) então ela também
é uma solução da equação em (2.2). Sendo assim, no que segue, por solução de (2.2)
entenderemos uma solução da equação integral (2.3).
As hipóteses suficientes para termos boa colocação são dadas a seguir.
Hipótese 2.2. Assuma que
s ą d2 ´
2
α ´ 1 , s ě 0 e α ą 1. (2.4)
Quando α não é um número inteiro par ou quando s ě 2, assumimos ainda que$’’’’&’’’’%
α ą s´ 1, se 2 ď s ă 4 e 1 ă s ă d2 ,
α ą s´ 2, se s ě 4 e 1 ă s ă d2 ,
α ą 1` |s|, se s ě d2 .
(2.5)
Convém mencionarmos que, conforme apresentaremos a seguir, nos restringire-
mos à prova da boa colocação para s “ 1 e d ě 3 e portanto somente a hipótese em (2.4)
seria suficiente. Deve ser notado que, fazendo s “ 1 em (2.4), devemos ter a priori,
1 ă α ă d` 2
d´ 2 .
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2.1 Boa colocação local
O principal resultado de boa colocação é o seguinte.
Proposição 2.3 (Boa colocação local em Hs). Suponha que s e α satisfazem a Hipótese
2.2. Então para todo u0 P HspRdq, existem T ą 0 e uma única solução uptq no intervalo
r´T, T s com
u P Cpr´T, T s;HspRdqq X Lrpr´T, T s;Hs,α`1pRdqq,
onde r “ 4pα ` 1q
dpα ´ 1q . Além disso, para todo T
1 ă T , existe uma vizinhança V de u0 em
HspRdq tal que a função
F : V Ñ Cpr´T 1, T 1s;HspRdqq X Lrpr´T 1, T 1s;Hs,α`1pRdqq
é lipschitziana.
Demonstração. Para evitar tecnicalidades e diversos casos, provaremos a proposição
para s “ 1 e d ě 3. Para o caso mais geral veja (CAZENAVE, 2003). Veja também
(CRISTÓFANI, 2014) para o caso d “ 1. Por praticidade, usaremos a notação
U “ Cpr´T, T s;H1pRdqq X Lrpr´T, T s;H1,pα`1qpRdqq.
Definamos
EpT, aq “
#
v P U ; sup
r´T,T s
}vptq}H1 ď a e
ˆż T
´T
p}vptq}rLpα`1q ` }∇xvptq}rLpα`1qqdt
˙ 1
r
ď a
+
,
sendo T e a constantes positivas. O espaço EpT, aq munido da norma
|||v|||T ” sup
r´T,T s
}vptq}H1 `
ˆż T
´T
p}vptq}rLpα`1q ` }∇xvptq}rLpα`1qqdt
˙ 1
r
é um espaço métrico completo.
Sem perda de generalidade, vamos considerar t ą 0. Queremos encontrar
T, a ą 0 tais que φ : EpT, aq Ñ EpT, aq dada por
φu0puqptq “ φpuqptq “ eit∆u0 ` i
ż t
0
eipt´t
1q∆p|u|α´1uqpt1qdt1
está bem definida e é uma contração, pois assim garantimos o resultado desejado pelo Teo-
rema do Ponto Fixo de Banach (Teorema 1.39). Primeiramente, estimemos sup
r´T,T s
}vptq}H1 .
Note que
}vptq}H1 “
ˆż
Rd
|vptq|2dt`
ż
Rd
|∇vptq|2dt
˙ 1
2
À
ˆż
Rd
|vptq|2dt
˙ 1
2 `
ˆż
Rd
|∇vptq|2dt
˙ 1
2
“ }vptq}L2 ` }∇vptq}L2 .
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Assim,
sup
r0,T s
}vptq}H1 À sup
r0,T s
}vptq}L2 ` sup
r0,T s
}∇vptq}L2 .
Para prosseguirmos, observe que o par pα` 1, rq é um par admissível. Usando
que eit∆ é um operador limitado e isométrico em L2pRdq (veja Proposição 1.40) e em
seguida aplicando o Teorema 1.42, obtemos
}φpuqptq}L2 “
››››eit∆u0 ` i ż t
0
eipt´t
1q∆p|u|α´1uqpt1qdt1
››››
L2
ď ››eit∆u0››L2 ` ››››eit∆ ż t
0
e´it
1∆p|u|α´1uqpt1qdt1
››››
L2
“ }u0}L2 `
››››ż t
0
e´it
1∆p|u|α´1uqpt1qdt1
››››
L2
ď }u0}L2 ` c
ˆż T
0
››p|u|α´1uqptq››r1
Lpα`1q1 dt
˙ 1
r1
(2.6)
e
}∇φpuqptq}L2 “
››››eit∆∇u0 ` i ż t
0
eipt´t
1q∆∇p|u|α´1uqpt1qdt1
››››
L2
ď ››eit∆∇u0››L2 ` ››››eit∆ ż t
0
e´it
1∆∇p|u|α´1uqpt1qdt1
››››
L2
“ }∇u0}L2 `
››››ż t
0
e´it
1∆∇p|u|α´1uqpt1qdt1
››››
L2
ď }∇u0}L2 ` c
ˆż T
0
››∇p|u|α´1uqptq››r1
Lpα`1q1 dt
˙ 1
r1
, (2.7)
Observe que pα ` 1q1 “ pα ` 1q
α
, e assim
››|u|α´1u››
Lpα`1q1 “
ˆż
Rd
|u|αpα`1q1dx
˙ 1
pα`1q1
“
ˆż
Rd
|u|pα`1qdx
˙ α
α`1
“ }u}αLpα`1q .
Então da desigualdade (2.6), aplicando a desigualdade de Hölder (Proposição
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1.1) com τ “ r1, p “ r
α
e q “ r
r ´ 1´ α , temos
}φpuqptq}L2 ď }u0}L2 ` c
ˆż T
0
››p|u|α´1uqptq››r1
Lpα`1q1 dt
˙ 1
r1
ď }u0}L2 ` c
ˆż T
0
}uptq}αr1Lpα`1q dt
˙ 1
r1
ď }u0}L2 ` c
ˆż T
0
}uptq}α rα
Lpα`1q dt
˙α
r
p
ż T
0
dtq r´1´αr
“ }u0}L2 ` cT
r´1´α
r
ˆż T
0
}uptq}rLpα`1q dt
˙α
r
ď }u0}L2 ` cT
r´1´α
r |||uptq|||αT
ď }u0}L2 ` cT
r´1´α
r p2aqα. (2.8)
Por outro lado, comoˇˇ∇p|u|α´1uqˇˇ “ ˇˇˇ∇p|u|2 pα´1q2 uqˇˇˇ
“
ˇˇˇ
∇ppuu¯qα´12 uq
ˇˇˇ
“
ˇˇˇ
∇puα`12 u¯α´12 q
ˇˇˇ
ď α ` 12 |u|
α´1
2 |∇u| |u¯|α´12 ` |u|α`12 pα ´ 1q2 |u¯|
α´3
2 |∇u¯|
“ α ` 12 |u|
pα´1q |∇u| ` α ´ 12 |u|
pα´1q |∇u|
“ α |u|α´1 |∇u| ,
resulta da desigualdade (2.7) que
}∇φpuqptq}L2 ď }∇u0}L2 ` c
ˆż T
0
››p|u|α´1|∇u|qptq››r1
Lpα`1q1 dt
˙ 1
r1
. (2.9)
Utilizando a desigualdade de Hölder com τ “ pα ` 1q1 “ α ` 1
α
, p “ α ` 1
α ´ 1 e
q “ α ` 1, obtemos››|u|α´1|∇u|››
Lpα`1q1 “
ˆż
Rd
|u|pα´1qpα`1q1 |∇u|pα`1q1dx
˙ 1
pα`1q1
“
ˆż
Rd
|u|pα´1q pα`1qα |∇u|α`1α dx
˙ α
pα`1q
ď
ˆż
Rd
|u|pα´1q pα`1qα´1 dx
˙α´1
α`1
ˆż
Rd
|∇u|α`1dx
˙ 1
pα`1q
“ }u}pα´1q
Lpα`1q }∇u}Lpα`1q .
Desta forma, por (2.9), aplicando a desigualdade de Hölder com τ “ r1, p “
r
α ´ 1 e q “
r
r ´ α resulta que
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}∇φpuqptq}L2 ď }∇u0}L2 ` c
ˆż T
0
}uptq}pα´1qr1
Lpα`1q }∇uptq}r
1
Lpα`1q dt
˙ 1
r1
ď }∇u0}L2 ` c
ˆż T
0
}uptq}pα´1q
r
pα´1q
Lpα`1q dt
˙α´1
r
ˆż T
0
}∇uptq}
r
r´α
Lpα`1q dt
˙ r´α
r
“ }∇u0}L2 ` c
ˆż T
0
}uptq}rLpα`1q dt
˙α´1
r
ˆż T
0
}∇uptq}
r
r´α
Lpα`1q dt
˙ r´α
r
ď }∇u0}L2 ` c|||uptq|||pα´1qT
ˆż T
0
}∇uptq}
r
r´α
Lpα`1q dt
˙ r´α
r
ď }∇u0}L2 ` cp2aqpα´1q
ˆż T
0
}∇uptq}
r
r´α
Lpα`1q dt
˙ r´α
r
. (2.10)
Utilizando a desigualdade de Hölder com τ “ r
r ´ α , p “ r e q “
r
r ´ α ´ 1
temos ˆż T
0
}∇uptq}
r
r´α
Lpα`1q dt
˙ r´α
r
ď
ˆż T
0
}∇uptq}rLpα`1q dt
˙ 1
r
ˆż T
0
dt
˙ r´α´1
r
ď |||uptq|||TT r´α´1r
ď p2aqT r´α´1r .
Logo, da última desigualdade e de (2.10), resulta que
}∇φpuqptq}L2 ď }∇u0}L2 ` cp2aqpα´1qp2aqT
r´α´1
r
“ }∇u0}L2 ` cp2aqαT
r´α´1
r . (2.11)
Das desigualdades (2.8) e (2.11) temos
sup
r0,T s
}φpuqptq}H1 ď sup
r0,T s
}φpuqptq}L2 ` sup
r0,T s
}∇φpuqptq}L2
ď }u0}L2 ` cT r´1´αr p2aqα ` }∇u0}L2 ` cp2aqαT r´α´1r
“ }u0}H1 ` 2cT r´α´1r p2aqα.
Fixando a tal que }u0}H1 “ a2 e escolhendo T1 ą 0 tal que
2cT
r´α´1
r
1 p2aqα ă a2 ,
obtemos
sup
r0,T1s
}φpuqptq}H1 ă a2 `
a
2 “ a. (2.12)
Estimemos agoraˆż T
0
p}φpuqptq}rLα`1 ` }∇φpuqptq}rLα`1q dt
˙ 1
r
.
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Primeiramente, observe queˆż T
0
p}φpuqptq}rLα`1 ` }∇φpuqptq}rLα`1q dt
˙ 1
r
“
ˆż T
0
}φpuqptq}rLα`1 dt`
ż T
0
}∇φpuqptq}rLα`1 dt
˙ 1
r
ď c1
ˆż T
0
}φpuqptq}rLα`1 dt
˙ 1
r
` c1
ˆż T
0
}∇φpuqptq}rLα`1 dt
˙ 1
r
, (2.13)
com c1 “ c1prq. Utilizando o Teorema 1.42 e o Corolário 1.43, obtemosˆż T
0
}φpuqptq}rLα`1 dt
˙ 1
r
“
ˆż T
0
››››eit∆u0 ` i ż t
0
eipt´t
1q∆p|u|α´1uqpt1qdt1
››››r
Lpα`1q
dt
˙ 1
r
ď c2
ˆż T
0
››eit∆u0››rLpα`1q dt˙
1
r
` c2
ˆż T
0
››››ż t
0
eipt´t
1q∆p|u|α´1uqpt1qdt1
››››r
Lpα`1q
dt
˙ 1
r
ď c3 }u0}L2 ` c3
ˆż T
0
››`|u|α´1u˘ ptq››r1
Lpα`1q1 dt
˙ 1
r1
, (2.14)
e, analogamenteˆż T
0
}∇φpuqptq}rLα`1 dt
˙ 1
r
ď c3 }∇u0}L2 ` c3
ˆż T
0
››∇p|u|α´1uqptq››r1
Lpα`1q1 dt
˙ 1
r1
, (2.15)
onde c3 “ c3pα, rq.
Seguindo os mesmos procedimentos feitos na obtenção de (2.8) e (2.11), resulta
de (2.14) e (2.15) queˆż T
0
}φpuqptq}rLpα`1q dt
˙ 1
r
ď c3}u0}L2 ` c3p2aqαT r´α´1r
e ˆż T
0
}∇φpuqptq}rLpα`1q dt
˙ 1
r
ď c3}∇u0}L2 ` c3p2aqαT r´α´1r .
Assim, das duas últimas desigualdades e de (2.13), segue queˆż T
0
p}φpuqptq}rLα`1 ` }∇φpuqptq}rLα`1q dt
˙ 1
r
ď c3}u0}L2 ` c3}∇u0}L2 ` 2c3p2aqαT r´α´1r
“ c3}u0}H1 ` 2c3p2aqαT r´α´1r .
Fixando a “ 2c3}u0}H1 e escolhendo T2 ą 0 tal que
2c3p2aqαT
r´α´1
r
2 ă a2 ,
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resulta que ˆż T2
0
p}φpuqptq}rLα`1 ` }∇φpuqptq}rLα`1q dt
˙ 1
r
ă a2 `
a
2 “ a.
Seja T “ mintT1, T2u e a ą 0 de tal forma que se c3 ą 1 então a “ 2c3}u0}H1 ,
se c3 ă 1 então a “ 2}u0}H1 . Assim, φpEpT, aqq Ă EpT, aq, ou seja, φ está bem definida.
Mostraremos agora que φ : EpT, aq Ñ EpT, aq é contração. Estimemos
sup
r0,T s
}φpuqptq ´ φpvqptq}H1 .
Para isso, precisamos analisar
}φpuqptq ´ φpvqptq}L2
e
}∇φpuqptq ´∇φpvqptq}L2 .
Usando a isometria de eit∆ e a desigualdade de Strichartz, obtemos
}φpuqptq ´ φpvqptq}L2 “
››››ż t
0
eipt´t
1q∆p|u|α´1u´ |v|α´1vqpt1qdt1
››››
L2
“
››››eit∆ ż t
0
e´it
1∆p|u|α´1u´ |v|α´1vqpt1qdt1
››››
L2
“
››››ż t
0
e´it
1∆p|u|α´1u´ |v|α´1vqpt1qdt1
››››
L2
ď c
ˆż T
0
››p|u|α´1u´ |v|α´1vqptq››r1
Lpα`1q1 dt
˙ 1
r1
(2.16)
e, analogamente
}∇φpuqptq ´∇φpvqptq}L2 ď c
ˆż T
0
››p|u|α´1∇u´ |v|α´1∇vqptq››r1
Lpα`1q1 dt
˙ 1
r1
.(2.17)
Note que››p|u|α´1u´ |v|α´1vq››
Lpα`1q1 ď c
››p|u|α´1 ` |v|α´1q|u´ v|››
Lpα`1q1
“ c
ˆż
Rd
ˇˇ|u|α´1|u´ v|ˇˇpα`1q1 dx˙ 1pα`1q1
` c
ˆż
Rd
ˇˇ|v|α´1|u´ v|ˇˇpα`1q1 dx˙ 1pα`1q1 .
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Aplicando a desigualdade de Hölder com τ “ pα ´ 1q1 “ α ` 1
α
, p “ α ` 1
α ´ 1 e
q “ α ` 1, então
››`|u|α´1u´ |v|α´1v˘››
Lpα`1q1 ď c
ˆż
Rd
|u|pα´1q pα`1qpα´1qdx
˙ pα´1q
pα`1q
ˆż
Rd
|u´ v|α`1dx
˙ 1
α`1
` c
ˆż
Rd
|v|pα´1q pα`1qpα´1qdx
˙ pα´1q
pα`1q
ˆż
Rd
|u´ v|α`1dx
˙ 1
α`1
“ c `}u}α´1Lpα`1q ` }v}α´1Lpα`1q˘ }u´ v}Lpα`1q . (2.18)
Logo, das desigualdades (2.16) e (2.18), temos que
}φpuqptq ´ φpvqptq}L2
ď c
ˆż T
0
`}uptq}α´1
Lpα`1q}pu´ vqptq}Lpα`1q ` }vptq}α´1Lpα`1q}pu´ vqptq}Lpα`1q
˘r1
dt
˙ 1
r1
ď c2
ˆż T
0
}uptq}pα´1qr1
Lpα`1q }pu´ vqptq}r
1
Lpα`1q dt
˙ 1
r1
` c2
ˆż T
0
}vptq}pα´1qr1
Lpα`1q }pu´ vqptq}r
1
Lpα`1q dt
˙ 1
r1
.
Aplicando a desigualdade de Hölder com τ “ r1, p “ r
α ´ 1 e q “
r
r ´ α , segue
que
}φpuqptq ´ φpvqptq}L2 ď c2
ˆż T
0
}uptq}pα´1q
r
pα´1q
Lpα`1q dt
˙α´1
r
ˆż T
0
}pu´ vqptq}
r
r´α
Lpα`1q dt
˙ r´α
r
` c2
ˆż T
0
}vptq}pα´1q
r
pα´1q
Lpα`1q dt
˙α´1
r
ˆż T
0
}pu´ vqptq}
r
r´α
Lpα`1qdt
˙ r´α
r
ď c2
`|||uptq|||α´1T ` |||vptq|||α´1T ˘ˆż T
0
}pu´ vqptq}
r
r´α
Lpα`1qdt
˙ r´α
r
ď c22p2aqα´1
ˆż T
0
}pu´ vqptq}
r
r´α
Lpα`1qdt
˙ r´α
r
.
Novamente aplicando a desigualdade de Hölder, agora com τ “ r
r ´ α , p “ r e
q “ r
r ´ α ´ 1 obtemos
}φpuqptq ´ φpvqptq}L2 ď c22p2aqα´1
ˆż T
0
}pu´ vqptq}rLpα`1qdt
˙ 1
r
ˆż T
0
dt
˙ r´α´1
r
ď c22p2aqα´1T r´α´1r |||pu´ vqptq|||T . (2.19)
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Observe também queˇˇ|u|α´1∇u´ |v|α´1∇vˇˇ “ ˇˇ|u|α´1∇u´ |v|α´1∇u` |v|α´1∇u´ |v|α´1∇vˇˇ
ď ˇˇ|u|α´1∇u´ |v|α´1∇uˇˇ` ˇˇ|v|α´1∇u´ |v|α´1∇vˇˇ
ď ˇˇ|u|α´2u´ |v|α´2vˇˇ |∇u| ` |v|α´1 |∇u´∇v|
ď c `|u|α´2 ` |v|α´2˘ |u´ v||∇u| ` |v|α´1|∇u´∇v|.
Logo,››|u|α´1∇u´ |v|α´1∇v››
Lpα`1q1 ď c
››`|u|α´2 ` |v|α´2˘ |u´ v||∇u| ` |v|α´1|∇u´∇v|››
Lpα`1q1
ď c ››|u|α´2|u´ v||∇u|››
Lpα`1q1 ` c
››|v|α´2|u´ v||∇u››
Lpα`1q1
` ››|v|α´1|∇u´∇v|››
Lpα`1q1 . (2.20)
Utilizando a desigualdade de Hölder com τ “ pα ` 1q1 “ α ` 1
α
, p “ α ` 1
α ´ 2 e
q “ α ` 12 , segue que››|u|α´2|u´ v||∇u|››
Lpα`1q1 “
ˆż
Rd
ˇˇ|u|α´2|u´ v||∇u|ˇˇpα`1q1 dx˙ 1pα`1q1
ď
ˆż
Rd
|u|pα´2qα`1α´2dx
˙α´2
α`1
ˆż
Rd
p|u´ v||∇u|qα`12 dx
˙ 2
α`1
“ }u}α´2Lpα`1q
ˆż
Rd
p|u´ v||∇u|qα`12 dx
˙ 2
α`1
.
Novamente pela desigualdade de Hölder, agora com τ “ α ` 12 , p “ α ` 1 e
q “ α ` 1, então
››|u|α´2|u´ v||∇u|››
Lpα`1q1 ď }u}α´2Lpα`1q
ˆż
Rd
|u´ v|α`1dx
˙ 1
α`1
ˆż
Rd
|∇u|α`1dx
˙ 1
α`1
“ }u}α´2
Lpα`1q}u´ v}Lpα`1q}∇u}Lpα`1q . (2.21)
De forma análoga, obtemos››|v|α´2|u´ v||∇u|››
Lpα`1q1 ď }v}α´2Lpα`1q}u´ v}Lpα`1q}∇u}Lpα`1q . (2.22)
Aplicando a desigualdade de Hölder, com τ “ pα ` 1q1 “ α ` 1
α
, p “ α ` 1
α ´ 1 e
q “ α ` 1, estimamos
››|v|α´1|∇u´∇v|››
Lpα`1q1 “
ˆż
Rd
`|v|α´1|∇u´∇v|˘pα`1q1 dx˙ 1pα`1q1
ď
ˆż
Rd
|v|pα´1qα`1α´1dx
˙α´1
α`1
ˆż
Rd
|∇u´∇v|α`1dx
˙ 1
α`1
“ }v}α´1
Lpα`1q}∇u´∇v}Lpα`1q . (2.23)
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Assim, das desigualdades (2.17), (2.20), (2.21), (2.22) e (2.23), segue que
}∇φpuqptq ´∇φpvqptq}L2 ď c2
ˆż T
0
`}uptq}α´2
Lpα`1q}pu´ vqptq}Lpα`1q}∇uptq}Lpα`1q
˘r1
dt
˙ 1
r1
` c2
ˆż T
0
`}vptq}α´2
Lpα`1q}pu´ vqptq}Lpα`1q}∇uptq}Lpα`1q
˘r1
dt
˙ 1
r1
` c2
ˆż T
0
`}vptq}α´1
Lpα`1q}p∇u´∇vqptq}Lpα`1q
˘r1
dt
˙ 1
r1
.
Agora aplicando a desigualdade de Hölder com τ “ r1, p “ r
α ´ 2 e q “
r
r ´ α ` 1 , obtemos
}∇φpuqptq ´∇φpvqptq}L2
ď c2
ˆż T
0
}uptq}pα´2q
r
α´2
Lpα`1q dt
˙α´2
r
ˆż T
0
p}pu´ vqptq}Lpα`1q}∇uptq}Lpα`1qq
r
r´α`1 dt
˙ r´α`1
r
` c2
ˆż T
0
}uptq}pα´2q
r
α´2
Lpα`1q dt
˙α´2
r
ˆż T
0
p}pu´ vqptq}Lpα`1q}∇uptq}Lpα`1qq
r
r´α`1 dt
˙ r´α`1
r
` c2
ˆż T
0
`}vptq}α´1
Lpα`1q}p∇u´∇vqptq}Lpα`1q
˘r1
dt
˙ 1
r1
ď c2|||uptq|||α´2T
ˆż T
0
p}pu´ vqptq}Lpα`1q}∇uptq}Lpα`1qq
r
r´α`1 dt
˙ r´α`1
r
` c2|||vptq|||α´2T
ˆż T
0
p}pu´ vqptq}Lpα`1q}∇uptq}Lpα`1qq
r
r´α`1 dt
˙ r´α`1
r
` c2
ˆż T
0
`}vptq}α´1
Lpα`1q}p∇u´∇vqptq}Lpα`1q
˘r1
dt
˙ 1
r1
ď c2p2aqα´2
ˆż T
0
p}pu´ vqptq}Lpα`1q}∇uptq}Lpα`1qq
r
r´α`1 dt
˙ r´α`1
r
` c2p2aqα´2
ˆż T
0
p}pu´ vqptq}Lpα`1q}∇uptq}Lpα`1qq
r
r´α`1 dt
˙ r´α`1
r
` c2
ˆż T
0
`}vptq}α´1
Lpα`1q}p∇u´∇vqptq}Lpα`1q
˘r1
dt
˙ 1
r1
.
Novamente aplicando desigualdade de Hölder, com τ “ r
r ´ α ` 1 , p “ r e
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q “ r
r ´ α ,
}∇φpuqptq ´∇φpvqptq}L2
ď c22p2aqα´2
ˆż T
0
}pu´ vqptq}rLpα`1qdt
˙ 1
r
ˆż T
0
}∇uptq}
r
r´α
Lpα`1qdt
˙ r´α
r
` c2
ˆż T
0
`}vptq}α´1
Lpα`1q}p∇u´∇vqptq}Lpα`1q
˘r1
dt
˙ 1
r1
.
Mais uma vez, pela desigualdade de Hölder com τ “ r
r ´ α , p “ r, q “
r
r ´ α ´ 1 , obtemos
}∇φpuqptq ´∇φpvqptq}L2
ď c22p2aqα´2
ˆż T
0
}pu´ vqptq}rLpα`1qdt
˙ 1
r
ˆż T
0
}∇uptq}rLpα`1qdt
˙ 1
r
ˆż T
0
dt
˙ r´α´1
r
` c2
ˆż T
0
`}vptq}α´1
Lpα`1q}p∇u´∇vqptq}Lpα`1q
˘r1
dt
˙ 1
r1
ď c22p2aqα´2
ˆż T
0
}pu´ vqptq}rLpα`1qdt
˙ 1
r
|||uptq|||T T r´α´1r
` c2
ˆż T
0
`}vptq}α´1
Lpα`1q}p∇u´∇vqptq}Lpα`1q
˘r1
dt
˙ 1
r1
ď c22p2aqα´1 T r´α´1r
ˆż T
0
}pu´ vqptq}rLpα`1qdt
˙ 1
r
` c2
ˆż T
0
`}vptq}α´1
Lpα`1q}p∇u´∇vqptq}Lpα`1q
˘r1
dt
˙ 1
r1
Aplicando duas vezes a desigualdade de Hölder, primeiro tomando τ “ r1,
p “ r
α ´ 1 e q “
r
r ´ α , e, em seguida, τ “
r
r ´ α , p “ r e q “
r
r ´ α ´ 1 , segue
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}∇φpuqptq ´∇φpvqptq}L2
ď c22p2aqα´1 T r´α´1r
ˆż T
0
}pu´ vqptq}rLpα`1qdt
˙ 1
r
` c2
ˆż T
0
}vptq}pα´1q
r
α´1
Lpα`1q dt
˙α´1
r
ˆż T
0
}p∇u´∇vqptq}
r
r´α
Lpα`1qdt
˙ r´α
r
ď c22p2aqα´1 T r´α´1r
ˆż T
0
}pu´ vqptq}rLpα`1qdt
˙ 1
r
` c2|||vptq|||α´1T
ˆż T
0
}p∇u´∇vqptq}rLpα`1qdt
˙ 1
r
ˆż T
0
dt
˙ r´α´1
r
ď c22p2aqα´1 T r´α´1r
ˆż T
0
}pu´ vqptq}rLpα`1qdt
˙ 1
r
` c2p2aqα´1 T r´α´1r
ˆż T
0
}p∇u´∇vqptq}rLpα`1qdt
˙ 1
r
ď c24p2aqα´1 T r´α´1r |||pu´ vqptq|||T . (2.24)
Portanto, das desigualdades (2.19) e (2.24), temos
sup
r0,T s
}φpuqptq ´ φpvqptq}H1 ď c22p2aqα´1T r´α´1r |||pu´ vqptq|||T
`c24p2aqα´1 T r´α´1r |||pu´ vqptq|||T
“ c26p2aqα´1 T r´α´1r |||pu´ vqptq|||T . (2.25)
Estimemos agoraˆż T
0
p}φpuqptq ´ φpvqptq}rLα`1 ` }∇φpuqptq ´∇φpvqptq}rLα`1q dt
˙ 1
r
.
Aplicando o Teorema 1.42 e o Corolário 1.43 obtemos queˆż T
0
}φpuqptq ´ φpvqptq}rLα`1 dt
˙ 1
r
ď c2
ˆż T
0
››p|u|α´1u´ |v|α´1vqptq››r1
Lpα`1q1 dt
˙ 1
r1
eˆż T
0
}∇φpuqptq ´∇φpvqptq}rLα`1 dt
˙ 1
r
ď c2
ˆż T
0
››`|u|α´1∇u´ |v|α´1∇v˘ ptq››r1
Lpα`1q1 dt
˙ 1
r1
.
Assim,ˆż T
0
p}φpuqptq ´ φpvqptq}rLα`1 ` }∇φpuqptq ´∇φpvqptq}rLα`1q dt
˙ 1
r
ď c2
ˆż T
0
››p|u|α´1u´ |v|α´1vqptq››r1
Lpα`1q1 dt
˙ 1
r1
` c2
ˆż T
0
››p|u|α´1∇u´ |v|α´1∇vqptq››r1
Lpα`1q1 dt
˙ 1
r1
.
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Seguindo os mesmos procedimentos para estimar o sup
r0,T s
}φpuqptq ´ φpvqptq}H1 ,
resulta ˆż T
0
p}φpuqptq ´ φpvqptq}rLα`1 ` }∇φpuqptq ´∇φpvqptq}rLα`1q dt
˙ 1
r
ď c2p2aqα´1 T r´α´1r |||pu´ vqptq|||T . (2.26)
Logo, das desigualdades (2.25) e (2.26), concluímos que
|||φpuqptq ´ φpvqptq|||T ď c3 aα´1 T r´α´1r |||pu´ vqptq|||T .
Escolhendo T ą 0 tal que
c3 a
α´1 T
r´α´1
r ă 1
obtemos que φ é contração. Evidentemente, o T ą 0 também deve ser escolhido para que φ
esteja bem definida. Portanto, pelo Teorema do Ponto Fixo de Banach temos a existência
e unicidade da solução em EpT, aq.
Provaremos agora a dependência contínua da solução com respeito ao dado
inicial. Para isso, mostraremos que para todo T 1 ă T existe uma vizinhança V de u0 em
H1pRdq tal que a função
F : V Ñ Cpr´T 1, T 1s;H1pRdqq X Lrpr´T 1, T 1s;H1,α`1pRdqq
é lipschitziana. De fato, primeiramente observemos que o tempo de existência da solução
u obtida acima pode ser tomado da forma
T “ 1
C}u0}γH1
,
onde C não depende do dado inicial u0 e γ ą 0 é uma constante. Assim, dado T 1 ă T ,
definamos
V “
"
v0 P H1pRdq; }v0 ´ u0}H1 ă δ com 0 ă δγ ă 1
C
ˆ
1
T 1
´ 1
T
˙*
.
Agora, dado v0 P V , seja v a solução do problema (2.2) com v0 no lugar de u0. Pela primeira
parte do teorema, a solução v está definida em algum intervalo de tempo r´T pv0q, T pv0qs
com
T pv0q “ 1
C}v0}γH1
.
Vamos verificar que T pv0q ą T 1. Com efeito, notando que }v0}H1 ă δ ` }u0}H1 , obtemos
1
T pv0q “ C}v0}
γ
H1 ă Cpδ ` }u0}H1qγ ď Cpδγ ` }u0}γH1q
“ Cδγ ` C}u0}γH1 “ Cδγ `
1
T
ă 1
T 1
,
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donde segue o afirmado.
Também, repetindo os argumentos anteriores vemos que
|||pu´ vqptq|||T 1 “ |||φpuqptq ´ φpvqptq|||T 1
ď C}u0 ´ v0}H1 ` Cp}u0}α´1H1 ` }v0}α´1H1 qT 1
r´α´1
r |||pu´ vqptq|||T 1
com Cp}u0}α´1H1 ` }v0}α´1H1 qT 1
r´α´1
r ă 1. Daí,´
1´ Cp}u0}α´1H1 ` }v0}α´1H1 qT 1
r´α´1
r
¯
|||pu´ vqptq|||T 1 ď C}u0 ´ v0}H1 .
ou seja,
|||pu´ vqptq|||T 1 ď C´
1´ Cp}u0}α´1H1 ` }v0}α´1H1 qT 1
r´α´1
r
¯}u0 ´ v0}H1
“ K}u0 ´ v0}H1
o que mostra que F é lipschitziana.
Finalmente, provemos a unicidade de soluções em U . Sejam u, v P U soluções
com mesmo dado inicial u0 P H1pRdq. Mostremos que u ” v. De fato, definamos
ϑptq “ }uptq ´ vptq}H1 t P r´T, T s
onde r´T, T s é um intervalo comum de existência de u e v. Observe que ϑ é contínua e
ϑp0q “ 0. Suponhamos que exista t P r0, T s tal que ϑptq ą 0 (a mesma análise poderá ser
feita para t P r´T, 0s). Assim, seja t0 “ inftt P r0, T s;ϑptq ą 0u. Note que, pela definição
de ínfimo e continuidade de ϑ, devemos ter ϑpt0q “ 0, ou seja, upt0q “ vpt0q. Além disso,
também temos que existe δ ą 0 tal que @t P pt0, t0` δq Ă r0, T s temos ϑptq ą 0. Definamos
u¯pt, xq “ upt` t0, xq e v¯pt, xq “ vpt` t0, xq. Dessa forma,
u¯, v¯ P Cpr0, δs : H1pRdqq X Lrpr0, δs;H1,α`1pRdqq
são soluções de $&% iBtw `∆w ` |w|
α´1w “ 0, px, tq P Rd ˆ r0, δs,
wp0, xq “ upt0, xq, x P Rd.
Da dependência contínua da solução com respeito ao dado inicial, temos que
|||u¯´ v¯|||δ ď K}upt0q ´ vpt0q}H1 “ 0
onde
|||v|||δ “ sup
r0,δs
}vptq}H1 `
ˆż δ
0
}vptq}rLα`1 ` }∇vptq}rLα`1dt
˙ 1
δ
.
Assim,
ϑptq “ }uptq ´ vptq}H1 “ }u¯pt´ t0q ´ v¯pt´ t0q}H1 “ 0
@t P pt0, t0 ` δq, o que é um absurdo.
Isso completa a demostração da proposição.
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2.2 Boa colocação global
A seguir veremos que, sob algumas condições, podemos ainda expandir a boa
colocação local para qualquer intervalo de tempo.
Proposição 2.4 (Boa colocação global em H1pRdq). Sob qualquer uma das hipóteses
abaixo a solução local com u0 P H1pRdq pode ser estendida globalmente no tempo:
i) 1 ă α ă 1` 4
d
;
ii) α “ 1` 4
d
e }u0}L2 ă c com c suficientemente pequeno;
iii) 1` 4
d
ă α ă d` 2
d´ 2 e }u0}H1 » }u0}L2`}∇u0}L2 ď θ, para θ suficientemente pequeno.
Para demonstrar a boa colocação global em H1pRdq precisaremos primeiro
mostrar que a solução de $&% iBtu`∆u` |u|
α´1 u “ 0,
up0q “ u0,
(2.27)
satisfaz as seguintes leis de conservação:
}uptq}L2 “ }u0}L2 , @t P r´T, T s, (2.28)
e
Epuptqq “ Epu0q, @t P r´T, T s, (2.29)
onde uptq é a solução obtida e
Epuptqq “ 12
ż
Rd
ˆ
|∇uptq|2 ´ 2
α ` 1 |uptq|
α`1
˙
dx
é a energia do sistema.
Suponha inicialmente que uptq P H2pRdq. Multiplicando a equação (2.27) por
u¯ e integrando sobre Rd obtemosż
Rd
iutu¯dx “
ż
Rd
´∆uu¯dx`
ż
Rd
´ |u|α´1 uu¯dx. (2.30)
Também de (2.27) temos que
´iu¯tu “ ´∆u¯u´ |u|α´1u¯u,
e assim, integrando sobre Rd,ż
Rd
´iu¯tudx “
ż
Rd
´∆u¯udx`
ż
Rd
´|u|α´1u¯udx. (2.31)
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Fazendo a diferença das igualdades (2.30) e (2.31), integrando por partes e
usando o fato de que se u P H2pRdq então u,∇uÑ 0 se |x| Ñ 8, obtemos
i
ż
Rd
putu¯` u¯tuqdx “ 0.
Logo,
d
dt
}uptq}2L2 “ 0.
De onde obtemos que u P H2pRdq satisfaz a equação (2.28). Como H2pRdq é denso em
H1pRdq segue que a igualdade também é válida para u P H1pRdq. Com efeito, suponhamos
u0 P H1pRdq. Seja puk0qkPN Ă H2pRdq uma sucessão de funções tais que }uk0 ´ u0}H1 Ñ 0
quando k Ñ 8. Sabemos que existe uk P Cpr´T, T s : H2pRdqq, k “ 1, 2, ... solução do
problema (2.27) com valor inicial uk0. Além disso, pelo que provamos, sabemos que
}ukptq}L2 “ }uk0}L2 , @t P r´T, T s. (2.32)
Usando a dependência contínua da solução u com respeito a u0 temos
sup
r´T 1,T 1s
}ukptq ´ uptq}L2 ď sup
r´T 1,T 1s
}ukptq ´ uptq}H1 Ñ 0
quando k Ñ 8, com T 1 ă T . Sendo assim, obtemos
}uptq}L2 “ lim
kÑ8 }u
kptq}L2 “ lim
kÑ8 }u
k
0}L2 “ }u0}L2
Assim, provamos que a igualdade (2.28) vale para u0 P H1pRdq.
Provemos agora a igualdade (2.29) para u P H2pRdq. Multiplicando a equação
(2.27) por u¯t e integrando sobre Rd obtemos
ż
Rd
iutu¯tdx “
ż
Rd
´∆uu¯tdx`
ż
Rd
´ |u|α´1 uu¯tdx. (2.33)
Também temos que
´iu¯t “ ´∆u¯´ |u|α´1u¯,
e assim, multiplicando por ut e integrando em Rd,
´
ż
Rd
iu¯tutdx “
ż
Rd
´∆u¯utdx`
ż
Rd
´|u|α´1u¯utdx. (2.34)
Somando as igualdades (2.33) e (2.34) obtemos que
0 “
ż
Rd
p∆uu¯t `∆u¯utqdx`
ż
Rd
p|u|α´1uu¯t ` |u|α´1u¯utqdx.
Daí, integrando por partes,
0 “ ´
ż
Rd
d
dt
|∇uptq|2dx`
ż
Rd
d
dt
ˆ
2
α ` 1puu¯q
α`1
2
˙
dx
“ ´ d
dt
ż
Rd
|∇uptq|2dx` d
dt
ż
Rd
ˆ
2
α ` 1puu¯q
α`1
2
˙
dx.
(2.35)
Capítulo 2. Boa Colocação para a equação de Schrödinger não linear em HspRdq 47
Logo,
0 “ d
dt
Epuptqq,
o que prova que u P H2pRdq satisfaz a equação (2.29). Novamente, como H2pRdq é denso
em H1pRdq, dado u0 P H1pRdq, existe puk0qkPN Ă H2pRdq sucessão de funções tal que
}uk0 ´ u0}H1 Ñ 0 quando k Ñ 8. Além disso, existe uk P Cpr´T, T s : H2pRdqq, k P N,
solução de (2.27) com valor inicial uk0. Da dependência contínua da solução com respeito
ao dado inicial, segue que
sup
r´T 1,T 1s
}ukptq ´ uptq}H1 Ñ 0
quando k Ñ 8 e T 1 ă T . Assim, utilizando o Corolário 1.31, obtemos que pukptqq converge
em Lα`1 e p∇ukptqq converge em L2 para cada t P r´T, T s. Além disso, observe que
Epukptqq “ 12
„
}∇ukptq}2L2 ´ 2α ` 1}u
kptq}α`1Lα`1

e provamos que Epukptqq “ Epuk0q. Juntando essas informações obtemos
Epukptqq “ 12
„
}∇ukptq}2L2 ´ 2α ` 1}u
kptq}α`1Lα`1

“ Epuk0q.
Passando o limite nessa última igualdade, chegamos que
Epuptqq “ 12
„
}∇uptq}2L2 ´ 2α ` 1}uptq}
α`1
Lα`1

“ Epu0q,
com t P r´T, T s. Logo, provamos que a igualdade (2.29) vale para a solução u obtida na
teoria local.
Utilizando as igualdades (2.28) e (2.29) provaremos agora a Proposição 2.4.
Demonstração da Proposição 2.4. Seja uptq a solução de (2.27) para t P r´T, T s. Da
igualdade (2.29), obtemos
1
2
„
}∇uptq}2L2 ´ 2α ` 1}uptq}
α`1
Lα`1

“ Epu0q, @t P r´T, T s,
ou equivalentemente
}∇uptq}2L2 “ 2Epu0q ` 2α ` 1}uptq}
α`1
Lα`1 , @t P r´T, T s. (2.36)
Da desigualdade de Gagliardo-Niremberg (Teorema 1.28), tomando ν “ 0, p “ α ` 1,
q “ r “ 2 e m “ 1, obtemos
}uptq}Lα`1 ďM}∇uptq}θL2}uptq}1´θL2 , @t P r´T, T s,
onde 1
α ` 1 “ θ
ˆ
1
2 ´
1
d
˙
` 1´ θ2 , ou seja, θ “
dpα ´ 1q
2pα ` 1q e M ą 0 é uma constante. Assim,
utilizando a identidade (2.28), podemos escrever
}uptq}Lα`1 ďM}∇uptq}
dpα´1q
2pα`1q
L2 }u0}
1´ dpα´1q2pα`1q
L2 , @t P r´T, T s. (2.37)
Capítulo 2. Boa Colocação para a equação de Schrödinger não linear em HspRdq 48
Logo
}uptq}α`1Lα`1 ďMα`1}∇uptq}
dpα´1q
2
L2 }u0}pα`1q´
dpα´1q
2
L2 , @t P r´T, T s. (2.38)
Assim, segue da igualdade (2.36) que
}∇uptq}2L2 ď 2Epu0q ` 2α ` 1M
α`1}∇uptq}
dpα´1q
2
L2 }u0}pα`1q´
dpα´1q
2
L2 .
Defina fptq “ }∇uptq}L2 e M1 “ 2
α ` 1M
α`1, então
fptq2 ď 2Epu0q `M1}u0}pα`1q´
dpα´1q
2
L2 fptq
dpα´1q
2 . (2.39)
A partir daqui analisaremos separadamente três possibilidades para α de acordo com o
enunciado da proposição. Em todos os casos vamos mostrar que existe uma constante
C ą 0 tal que sup
r´T,T s
}u}H1 ď C.
Considere inicialmente α P p1, 1` 4{dq. Assim dpα ´ 1q2 ă 2 e de (2.39) existe
M2 “M2p}u0}H1 , d, αq tal que fptq ďM2, @t P r´T, T s. De fato, caso contrário, existiria
em uma sequência ttnu em r´T, T s tal que fptnq Ñ 8 quando nÑ 8. Portanto, de (2.39)
temos
1 ď 2Epu0q
fptnq2 `
M1}u0}pα`1q´
dpα´1q
2
L2
fptnq2´ dpα´1q2
.
Fazendo nÑ 8 nesta última desigualdade obteríamos 1 ď 0, o que é absurdo. Combinando
os fatos de }∇uptq}L2 “ fptq ďM2 com }uptq}L2 “ }u0}L2 obtemos sup
r´T,T s
}u}H1 ď C.
Consideremos agora α “ 1` 4
d
. Neste caso, a desigualdade (2.39) equivale a
fptq2 ď 2Epu0q `M1}u0}
4
d
L2fptq2, (2.40)
ou ainda, ´
1´M1}u0}
4
d
L2
¯
fptq2 ď 2Epu0q.
Então se }u0}L2 é suficientemente pequeno de tal forma que 1 ąM1}u0}
4
d
L2 (o que também
implica que Epu0q ą 0) obtemos
fptq2 ď 2Epu0q
1´M1}u0}
4
d
L2
,
donde segue que fptq é limitada para t P r´T, T s, e novamente neste caso temos sup
r´T,T s
}u}H1 ď
C.
Finalmente, consideremos o caso α P
ˆ
1` 4
d
,
d` 2
d´ 2
˙
. Aqui temos dpα ´ 1q2 ą 2
e a desigualdade (2.39) pode ser colocada na forma
gpfptqq ď 2Epu0q, (2.41)
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onde
gpxq “ x2 ´M1 }u0}pα`1q´
dpα´1q
2
L2 x
dpα´1q
2 .
Vamos analisar o comportamento de g para x ě 0. Observe que
gpxq “ 0 ô x2
ˆ
1´M1 }u0}pα`1q´
dpα´1q
2
L2 x
dpα´1q
2 ´2
˙
ô x “ 0 ou x d2 pα´1q´2 “ 1
M1 }u0}pα`1q´
dpα´1q
2
L2
. (2.42)
Além disso,
g1pxq “ 2x´M1d2pα ´ 1q }u0}
pα`1q´ dpα´1q2
L2 x
dpα´1q
2 ´1
” 2x´ ĂMx dpα´1q2 ´1
com ĂM “M1d2pα ´ 1q }u0}pα`1q´ dpα´1q2L2 ą 0.
Portanto, para x ą 0, o único ponto crítico de g ocorre no ponto x0 tal que ĂMx dpα´1q2 ´20 “ 2.
Também, de
g1pxq ą 0 ô 2´ ĂMx d2 pα´1q´2 ą 0
ô x P p0, x0q (2.43)
segue que g é crescente e positiva no intervalo p0, x0q e x0 é um ponto de máximo de g.
Dessa forma, se }u0}H1 “ }u0}L2 ` }∇u0}L2 é suficientemente pequena tal que
fp0q “ }∇u0}L2 ă x0 segue que
2Epu0q ě gpfp0qq ą 0.
Ainda mais, como (veja (2.38))
2Epu0q “ }∇u0}2L2 ´ 2α ` 1}u0}
α`1
Lα`1
ď }∇u0}2L2 ` C}∇u0}
dpα´1q
2
L2 }u0}pα`1q´
dpα´1q
2
L2 ,
tomando }u0}H1 ainda menor, se necessário, podemos supor 2E0 ă gpx0q. Logo, sendo g
invertível no intervalo p0, x0q (com inversa crescente), obtemos de (2.41) que
fptq ď g´1p2Epu0qq,
donde segue que fptq “ }∇uptq}L2 é limitada, fato que combinado com }uptq}L2 “ }u0}L2
novamente nos dá sup
r´T,T s
}u}H1 ď C.
Finalmente, provaremos que a limitação sup
r´T,T s
}u}H1 ď C obtida acima é
suficiente para que u possa ser estendida para qualquer intervalo de tempo. Seja T¯ o
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supremo dos valores T tal que a solução u pode ser estendida no intervalo r0, T¯ q. Veremos
que T¯ “ 8. Para isso, vamos mostrar que se T¯ ă 8 então lim
tÑT¯
}uptq}H1 “ 8. De fato,
suponhamos por absurdo que exista uma sequência ptnqnPN Ă R` tal que tn Ñ T¯ e
}uptnq}H1 ďM , para todo n P N e algum M ą 0. Considerando uptnq como dado inicial,
obtemos da teoria local que existe T0 “ T0pMq ą 0, de forma que em rtn, tn`T0q podemos
garantir a e existência e unicidade de solução, para todo n P N (lembre-se que o tempo de
existência obtido na Proposição 2.3 depende somente da norma do dado inicial). Sendo
assim, se escolhermos tn suficientemente próximo de T¯ , conseguimos estender u em um
intervalo r0, tn ` T0s que contenha T¯ , o que é um absurdo.
Uma análise similar pode ser feita para estender a solução para tempos negativos.
Isso completa a demonstração da proposição.
Para encerrar este capítulo, vamos enunciar um resultado mais geral de boa
colocação global.
Proposição 2.5 (Boa colocação global em HspRdq). Sejam α e s satisfazendo as condições
da Hipótese 2.2. Para tal escolha de s, temos que se }u0}Hs for suficientemente pequeno,
então uptq existe em Hs para qualquer intervalo de tempo.
Demonstração. A ideia da prova é similar à que apresentamos para a Proposição 2.4. Para
os detalhes veja o Capítulo 6 de (CAZENAVE, 2003) e (PECHER, 1997).
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CAPÍTULO 3
CONSTRUÇÃO DE SOLUÇÕES QUE APRESENTAM BLOW-UP
DISPERSIVO
Neste capítulo mostramos que, escolhendo um dado inicial apropriado, podemos
encontrar uma solução com blow-up dispersivo (DBU) em um ponto ou mesmo ao longo
de uma reta para a equação de Schrödinger não linear (3). Como explicado anteriormente,
a ideia é primeiramente construir uma solução com blow-up para a equação linear de
Schrödinger, e depois verificar que este mesmo dado inicial leva a uma solução com blow-up
para a equação não linear.
3.1 Blow-up dispersivo em um ponto
Nesta seção, nosso objetivo principal será provar o seguinte teorema:
Teorema 3.1 (DBU em um ponto). Seja pt˚, x˚q P p0,`8q ˆRd com d ě 2. Para todo
s P
ˆ
d
2 ´
2
α
,
d
2

para os quais α e s satisfazem a Hipótese 2.2, existe um dado inicial
u0 P HspRdq X C8pRdq tal que a solução uptq do problema de valor inicial (2.2) possui
blow-up em pt˚, x˚q, ou seja,
lim
pt,xqÑpt˚,x˚q
|upt, xq| “ `8
Mais ainda, upt˚, ¨q é contínua em Rdztx˚u e upt, xq é contínua em pp0,`8qztt˚uq ˆRd.
Observação 3.2. Notemos que a hipótese s ď d2 é necessária para a existência do blow-up
dispersivo, pois quando s ą d2 a imersão de Soblev H
spRdq ãÑ L8pRdq implica que o
Capítulo 3. Construção de soluções que apresentam blow-up dispersivo 52
blow-up dispersivo não pode ocorrer.
A sutileza deste teorema está na sua demonstração. Em (HONG; TASKOVIC,
2016) a estimativa de dispersão foi usada para mostrar que a parte não linear não afeta
o blow-up da parte linear. Como consequência, foi então possível reduzir a exigência de
regularidade do dado inicial quando comparado com o trabalho (BONA et al., 2014).
A prova do Teorema 3.1 se dá em dois passos:
(1) Construção de um DBU para a equação linear;
(2) Provar que a não linearidade não impede a formação da singularidade.
Antes de começarmos, é importante observar que as equações de Schrödinger
linear e não linear são invariantes sob translação espacial, isto é, se upt, xq soluciona a
equação, então upt, x ´ x˚q soluciona a mesma equação para qualquer x˚ P Rd. Desta
forma, é suficiente construir um DBU que possui blow-up na origem do Rd.
3.1.1 Construção de um DBU linear
Considere a equação de Schrödinger linear$&% iBtu`∆u “ 0,up0q “ u0. (3.1)
Pela proposição a seguir, é possível construir explicitamente um DBU para a
equação linear (3.1) na origem, num tempo arbitrário.
Proposição 3.3 (DBU linear em um ponto; (BONA; SAUT, 2010), Teorema 2.1). Seja
uptq a solução da equação de Schrödinger linear (3.1) com dado inicial
u0pxq “ λe
´i|x|2
4t˚
p1` |x|2qm P C
8pRdq X L2pRdq, (3.2)
onde λ P R, t˚ ą 0, e
m P
ˆ
d
4 ,
d
2

.
Então upt, xq possui blow-up em pt˚, 0q, isto é,
lim
pt,xqÑpt˚,0q
|upt, xq| “ `8.
Mais ainda, upt˚, xq é contínua em Rdzt0u e se assumirmos
m P
ˆ
d´ 1
2 ,
d
2

quando d ě 3,
então upt, xq é contínua em pp0,`8qztt˚uq ˆRd.
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Demonstração. Suponha, sem perda de generalidade, t˚ “ 1{4. Lembremos que para
todo u0 P L2pRdq a única solução upt, xq do problema (3.1) tem a forma
upt, xq “ 1p4ipitq d2
ż
Rd
e
i|x´y|2
4t u0pyqdy, t ‰ 0. (3.3)
Considerando u0 como dado em (3.2) e explicitando upt, xq no ponto pt, xq “
p1{4, 0q obtemos
u
ˆ
1
4 , 0
˙
“ C
ż
Rd
1
p1` |y|2qmdy.
Observe que se m ą d4 , temos que u0 P C
8pRdq X L2pRdq X L8pRdq. Além
disso, se m ď d2 a integral da última equação é divergente. Como queremos que a solução
u apresente blow-up neste ponto, parece propício supor até aqui que m P pd{4, d{2s.
A análise agora procede em dois passos:
Passo 1. Vamos mostrar que u
ˆ
1
4 , x
˙
é contínua em Rdzt0u. Temos
u
ˆ
1
4 , x
˙
“ λppiiq d2 e
i|x|2
ż
Rd
e´2ix¨y
1
p1` |y|2qmdy.
A integral acima é essencialmente a transformada de Fourier do Potencial de Bessel
Gmpyq “ 1p1` |y|2qm ,
ou seja,
u
ˆ
1
4 , x
˙
„ Cei|x|2 pGmpxq. (3.4)
Assim, para mostrar a continuidade de u é então suficiente mostrar que pGmpxq é contínua
(exceto na origem). Note que isso não segue diretamente do Teorema 1.9, pois Gm não é
uma função integrável. Entretanto, sendo localmente integrável, podemos usar a Definição
1.22 e calcular a transformada de Fourier no sentido das distribuições. Notemos que, se
ϕ P SpRdq, então
pGmpϕq “ Gmppϕq “ ż
Rd
Gmpxqpϕpxqdx
“
ż
Rd
Gmpxq
ˆż
Rd
e´2piix¨yϕpyqdy
˙
dx
“
ż
Rd
ϕpyq
ˆż
Rd
e´2piix¨yGmpxqdx
˙
dy
“
ż
Rd
ϕpyq pGmpyqdy.
Portanto, pelo menos formalmente, o que devemos fazer é calcular pGm usando a
formula explícita da transformada de Fourier. Para isso, observando que Gm é uma função
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radial, temos (veja Seção B.5 de (GRAFAKOS, 2014))
pGmpxq “ C|x| d´22
ż 8
0
r
d
2
p1` r2qmJ d´22 p|x|rqdr
“ C|x| d´22
ż 8
0
r
d
2´ 12 pr|x|q 12
p1` r2qm|x| 12 J d´22 p|x|rqdr
“ C|x| d´12
ż 8
0
r
d
2´ 12 p1` r2q´mJ d´2
2
p|x|rqpr|x|q 12dr,
onde C é uma constante e Jν é a função de Bessel do primeiro tipo (veja (WATSON,
1922)). Essa última integral é essencialmente uma transformada de Henkel. Para resolve-la,
lembremos a fórmula (veja fórmula 20 na página 24 de (ERDÉLYI et al., 1954))ż 8
0
rν`
1
2 pa2 ` r2q´µ´1Jνprbqprbq 12dr “ a
ν´µ bµ`
1
2Kν´µpabq
2µΓpµ` 1q , (3.5)
a qual é válida para a, b ą 0 e ´1 ă ν ă 2µ ` 3{2, onde Γ é a função Gamma e Kν é
a função de Bessel do terceiro tipo (veja novamente (WATSON, 1922)). No nosso caso,
tomando a “ 1, b “ |x|, ν “ pd´ 2q{2 e µ “ m´ 1, obtemos
pGmpxq “ C |x|m´1` 12|x| d´12 K d2´mp|x|q “ C|x|m´ d2K d2´mp|x|q.
Observe que ν ă 2µ` 3{2 se, e somente se, m ą d{4´ 1{4, o que sempre é verdade pela
nossa escolha de m até este ponto.
Com isso, voltando em (3.4), obtemos
u
ˆ
1
4 , x
˙
“ C ei|x|2 |x|m´ d2 K d
2´mp|x|q. (3.6)
Agora, sabemos queK d
2´mp|x|q é par e suave emR
dzt0u, decai exponencialmente
para o zero quando |x| Ñ `8 e tem uma singularidade em x “ 0 da forma (veja
(ARONSZANJN; SMITH, 1961), página 415)
K0p|x|q „ ´ log |x| quando |x| Ñ 0
K d
2´mp|x|q „
C
|x| d2´m , m ‰
d
2 , quando |x| Ñ 0.
Em ambos os casos, a função x ÞÑ C|x|m´ d2 K d
2´mp|x|q é contínua para x ‰ 0.
Portanto, de (3.6) concluímos que u
ˆ
1
4 , x
˙
é contínua em Rdzt0u.
Passo 2. Vamos agora mostrar que upt, xq é contínua em pp0,`8qzt1{4uq ˆRd.
Quando d “ 1, escreva a solução na forma
upt, xq “ C
t
1
2
ei
x2
4t
ż
R
e´
2ixy
4t
eiy
2p´1` 14t q
p1` y2qm dy
“ C
t
1
2
ei
x2
4t Ipt, xq.
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Assim, é suficiente verificarmos que a parte integral Ipt, xq define uma função continua em
pp0,`8qzt1{4uq ˆRd. Note que Ipt, xq pode ser quebrada em duas partes, isto é,
Ipt, xq “
ż
|y|ď1
e´iγxy
eiβy
2
p1` y2qmdy `
ż
|y|ě1
e´iγxy
eiβy
2
p1` y2qmdy
“ I1pt, xq ` I2pt, xq,
onde γ “ 12t e β “
1
4t ´ 1 são ambos não nulos.
Pelo Corolário 1.6, I1pt, xq é contínua em x e t. Sendo assim, resta-nos analisar
I2pt, xq. Observe que
d
dy
`
eiβy
2˘ “ 2iβy eiβy2 ,
assim,
I2pt, xq “
ż
|y|ě1
e´iγxy
1
p1` y2qm
1
2iβy
d
dy
`
eiβy
2˘
dy
“ 12iβ
ż
|y|ě1
e´iγxy
yp1` y2qm
d
dy
`
eiβy
2˘
dy.
Integrando por partes, obtemos
I2pt, xq
“ 12iβ
«ˆ
e´iγxy
yp1` y2qm e
iβy2
˙ˇˇˇˇ
|y|“1
´
ż
|y|ě1
eiβy
2 d
dy
ˆ
e´iγxy
yp1` y2qm
˙
dy
ff
“ 12iβ
„
F pxq ´
ż
|y|ě1
eiβy
2
e´iγxy
ˆ
´ 2mp1` y2qm`1 ´
iγx
yp1` y2qm ´
1
y2p1` y2qm
˙
dy

,
onde F pxq é uma função contínua e limitada. Observe que o integrando da última integral
é uma função L1y. Novamente, o Corolário 1.6 implica que I2px, tq é contínua em x e t.
Quando d ą 1 aplicamos um argumento similar ao anterior e novamente
escrevemos a solução u em termos da integral Ipt, xq. A continuidade de I1pt, xq segue
exatamente como no caso d “ 1. Para I2pt, xq, fazendo a mudança para coordenadas
polares, isto é, y “ rw, onde w “ y|y| P S
d´1 e r “ |y| ě 0, obtemos
I2pt, xq “
ż
|y|ě1
e´iγx¨y
eiβ|y|2
p1` |y|2qmdy
“
ż
Sd´1
ż `8
1
e´iγrpx¨wq
eiβr
2
p1` r2qm r
d´1drdw,
onde dw é a medida de Lebesgue em Sd´1. Consideremos a integral interna
A “
ż `8
1
e´iγrpx¨wq
eiβr
2
p1` r2qm r
d´1dr.
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Observe que:
d
dr
`
eiβr
2˘ “ 2iβreiβr2 ,
assim, podemos escrever
A “
ż `8
1
e´iγrpx¨wq
rd´1
p1` r2qm
1
2irβ
d
dr
`
eiβr
2˘
dr.
Integrando por partes, obtemos
A “ 12iβ
„ˆ
rd´2e´iγrpx¨wq
p1` r2qm e
iβr2
˙ˇˇˇˇ
r“1
´
ż `8
1
eiβr
2 d
dr
ˆ
rd´2e´iγrpx¨wq
p1` r2qm
˙
dr

“ ´ 12iβ
ż `8
1
eiβr
2
e´γrpx¨wq
ˆpd´ 2qrd´3
p1` r2qm ´
iγpx ¨ wqrd´2
p1` r2qm ´
2mrd´1
p1` r2qm`1
˙
dr
` 12iβF px,wq,
onde F px,wq é limitada e contínua em x e w. O decaimento mais suave para zero na variável
r no integrando acima é dado através do termo do meio, o qual apresenta decaimento
do tipo O` 1
r2m´d`2
˘
quando r Ñ `8. Portanto, o integrando pertence a L1r, desde que
m ą pd´ 1q{2. Note que isto é compatível com nossa escolha de m no intervalo pd{4, d{2s
somente quando d “ 2. Logo, se d ě 3 devemos, de fato, restringir m ao intervalo
m P ppd´ 1q{2, d{2s.
Para concluir a prova, observe que a r -integrabilidade é uniforme para w P Sd´1,
t P p0,`8q e em conjuntos limitados de x. Então, o Teorema da Convergência Dominada
de Lebesgue e o Corolário 1.6 garante que I2pt, xq é continua em x e em t. Portanto, upt, xq
é contínua em pp0,`8qztt˚uq ˆRd e isso completa a demonstração da proposição.
A proposição anterior, mostra explicitamente uma família de dados iniciais
suaves e limitados para os quais a equação linear de Schrödinger apresenta blow-up em
um certo ponto pt˚, x˚q. Usando esta mesma ideia, esse resultado pode ser generalizado de
diversas formas, seja para encontrar outras famílias de dados iniciais seja em aplicação
para outros tipos de equações (veja as Observações 2.2-2.4 de (BONA et al., 2014)).
3.1.2 Construção de um DBU não linear
Seguindo a abordagem de (HONG; TASKOVIC, 2016), desejamos mostrar que
a família de dados iniciais, dada por (3.2), produz um DBU para o problema não linear
no mesmo ponto e no mesmo tempo que o problema linear. Para isso, precisamos mostrar
que a família de dados iniciais construídos admite certa regularidade de Sobolev que nos
permite aplicar as Proposições 2.3 e 2.5 pois, caso contrário, não poderíamos garantir
a existência de solução para o problema não linear (2.2). O lema abaixo fornece uma
condição suficiente para que o valor inicial u0 considerado tenha a regularidade de Sobolev
necessária.
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Lema 3.4 ((BONA et al., 2014), Lema 3.3). A condição incial u0 dada por
u0pxq “ λe
´i|x|2
4t˚
p1` |x|2qm P C
8pRdq X L2pRdq
onde λ P R, t˚ ą 0, e m P pd{4, d{2s, está em HspRdq se 2m ą s` d2 .
Demonstração. Por simplicidade, consideraremos t˚ “ 14 . Já sabemos que u0 P L
2pRdq
e assim é suficiente mostrarmos que Dsu0 P L2pRdq. Vamos analisar alguns casos:
Caso 1. 0 ă s ă 1.
Neste caso, tendo em vista a identidade (1.2) é suficiente mostrarmos que
Dsu0 P L2pRdq. Usando as estimativas das Proposições 1.35 e 1.36, chegamos nas seguintes
desigualdades:›››››Ds
˜
ei|x|2
p1` |x|2qm
¸›››››
L2
ď
›››› 1p1` |x|2qm Dspei|x|2q
››››
L2
`
››››ei|x|2 Dsˆ 1p1` |x|2qm
˙››››
L2
À
›››› 1p1` |x|2qm p1` |x|sq
››››
L2
`
››››Dsˆ 1p1` |x|2qm
˙››››
L2
À
›››› 1p1` |x|2qm
››››
L2
`
›››› |x|sp1` |x|2qm
››››
L2
`
››››Dsˆ 1p1` |x|2qm
˙››››
L2
,
onde as normas são do L2pRdq. Assim, usando interpolação em Hs (Proposição 1.32) com
σ “ s, s1 “ 1 e s2 “ 0, obtemos
›››››Ds
˜
ei|x|2
p1` |x|2qm
¸›››››
L2
À
›››› 1p1` |x|2qm
››››
L2
`
›››› |x|sp1` |x|2qm
››››
L2
`
›››› 1p1` |x|2qm
››››1´s
L2
››››Dˆ 1p1` |x|2qm
˙››››s
L2
À
ˆż
Rd
1
p1` |x|2q2mdx
˙ 1
2 `
ˆż
Rd
|x|2s
p1` |x|2q2mdx
˙ 1
2
`
ˆż
Rd
1
p1` |x|2q2mdx
˙ 1´s
2
ˆż
Rd
|x|2
p1` |x|2q2m`2dx
˙ 1
2
e o lado direito desse última desigualdade é finito se, e somente se, 2m´ s ą d2 , o que é
consistente com nossa hipótese.
Caso 2. s “ 1.
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Neste caso devemos mostrar que ∇u0 P L2pRdq se 2m ´ 1 ą d2 . Para isso,
observe que
Bxiu0pxq “ λe
´i|x|2 p´i2xiq p1` |x|2qm
p1` |x|2q2m ´
λe´i|x|2mp1` |x|2qm´12xi
p1` |x|2q2m
“ c1 e
´i|x|2xi
p1` |x|2qm ´ c2
xie
´i|x|2
p1` |x|2qm`1
“: A´B.
Mas ż
Rd
|A|2dx “ C
ż
Rd
|xi|2
p1` |x|2q2mdx À
ż
Rd
|x|2
p1` |x|2q2mdx,
e assim A P L2pRdq se 4m´ 2 ą d. Além disso,ż
Rd
|B|2dx “ C
ż
Rd
|xi|2
p1` |x|2q2m`2dx À
ż
Rd
|x|2
p1` |x|2q2m`2dx,
o que implica que B P L2pRdq se 4m` 2 ą d. Portanto, @i P t1, ..., du , Bxiu0 P L2pRdq se
2m´ 1 ą d2 .
Caso 3. 1 ă s ă 2.
Aqui podemos escrever s “ s˜`1 com s˜ P p0, 1q. Nesse caso, usando a notação do
caso anterior, é suficiente mostrarmos que Ds˜A,Ds˜B P L2pRdq se 2m´ s ą d2 . Procedendo
de forma análoga ao Caso 1, segue que››Ds˜A››
L2pRdq “
››››Ds˜ˆei|x|2 xip1` |x|2qm
˙››››
L2pRdq
À
›››› xip1` |x|2qmDs˜ ´ei|x|2¯
››››
L2pRdq
`
››››ei|x|2Ds˜ˆ xip1` |x|2qm
˙››››
L2pRdq
À
›››› xip1` |x|2qm p1` |x|s˜q
››››
L2pRdq
`
››››Ds˜ˆ xip1` |x|2qm
˙››››
L2pRdq
À
›››› xip1` |x|2qm
››››
L2pRdq
`
›››› xi|x|s˜p1` |x|2qm
››››
L2pRdq
`
›››› xip1` |x|2qm
››››1´s˜
L2pRdq
››››∇ˆ xip1` |x|2qm
˙››››s˜
L2pRdq
“ I1 ` I2 ` I3.
Observe que I1 “ }A}L2pRdq, logo I1 ă 8 pois 2m´ 1 ą 2m´ s ą d2 . Agora
I2 À
›››› |x|s˜`1p1` |x|2qm
››››
L2pRdq
“ C
ż
Rd
|x|2s˜`2
p1` |x|2q2mdx,
assim, I2 ă 8 se 2m´ s “ 2m´ ps˜` 1q ą d2 . Além disso,
I3 À
ˆż
Rd
|x|2
p1` |x|2q2mdx
˙ 1´s˜
2
ˆż
Rd
1
p1` |x|2q2m `
|x|4
p1` |x|2q2m`2 dx
˙ s˜
2
,
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logo I3 ă 8 uma vez que 2m ą 2m´1 ą 2m´s ą d2 . Disso concluímos que
››Ds˜A››
L2pRdq ă
8 se 2m´ s ą d2 .
Analogamente,
››Ds˜B››
L2pRdq “
››››Ds˜ˆei|x|2 xip1` |x|2qm`1
˙››››
L2pRdq
À
›››› xip1` |x|2qm`1
››››
L2pRdq
`
›››› xi|x|s˜p1` |x|2qm`1
››››
L2pRdq
`
›››› xip1` |x|2qm`1
››››1´s˜
L2pRdq
››››∇ˆ xip1` |x|2qm`1
˙››››s˜
L2pRdq
À
ˆż
Rd
|x|2
p1` |x|2q2m`2dx
˙ 1
2
`
ˆż
Rd
|x|2`2s˜
p1` |x|2q2m`2dx
˙ 1
2
`
ˆż
Rd
|x|2
p1` |x|2q2m`2dx
˙ 1´s˜
2
ˆż
Rd
1
p1` |x|2q2m`2 ´
|x|4
p1` |x|2q2m`4 dx
˙ s˜
2
,
e o lado direito da desigualdade é finito novamente tendo em vista que 2m ´ s ą d2 .
Portanto, Ds˜A,Ds˜B P L2pRdq se 2m´ s ą d2 .
Caso 4. s “ 2.
Observe que
BxjBxiu0 “ BxjA´ BxjB,
sendo assim, devemos mostrar que BxjA, BxjB P L2pRdq se 2m´ 2 ą d2 . Mas
BxjA „ e
´i|x|2 pxjxi ` δijq p1` |x|2qm
p1` |x|2q2m ´
p1` |x|2qm´1 xixje´i|x|2
p1` |x|2q2m
„ e´i|x|2
ˆ
xixj
p1` |x|2qm `
δij
p1` |x|2qm ´
xixj
p1` |x|2qm`1
˙
onde δij é o delta de Kronecker e o símbolo „ significa que estamos ignorando possíveis
constantes. Assim,
››BxjA››L2 À ˆż
Rd
|x|4
p1` |x|2q2mdx
˙ 1
2
`
ˆż
Rd
1
p1` |x|2q2mdx
˙ 1
2 `
ˆż
Rd
|x|4
p1` |x|2q2m`2dx
˙ 1
2
e o lado direito da desigualdade é finito se 4m´ 4 ą d. Além disso,
BxjB „ e
´i|x|2 pxjxi ` δijq p1` |x|2qm`1
p1` |x|2q2m`2 ´
p1` |x|2qm xixje´i|x|2
p1` |x|2q2m`2
„ e´i|x|2
ˆ
xixj
p1` |x|2qm`1 `
δij
p1` |x|2qm`1 ´
xixj
p1` |x|2qm`2
˙
.
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Logo ››BxjB››L2pRdq À ˆż
Rd
|x|4
p1` |x|2q2m`2dx
˙ 1
2
`
ˆż
Rd
1
p1` |x|2q2m`2dx
˙ 1
2
`
ˆż
Rd
|x|4
p1` |x|2q2m`4dx
˙ 1
2
.
sendo assim, BxjB P L2pRdq se 4m ą d. Portanto, D2u0 P L2pRdq se 2m´ 2 ą d2 .
No geral, se s é um inteiro positivo, o resultado sai da regra de Leibniz. Se,
ao invez disso, s P R, podemos escrever s “ s˜` k, onde s˜ P p0, 1q e k P Z, e então basta
mostrar que Ds˜`upkq0 ˘ P L2pRdq, utilizando a mesma análise do Caso 1.
A seguir, mostramos que o termo integral da fórmula de Duhamel (2.3) fica
limitado para todo t no intervalo de existência da solução. Mais precisamente, temos o
seguinte resultado:
Proposição 3.5 (Estimativa de suavização). Sejam d ě 2 e s ą d2 ´
2
α
. Suponha que
uptq soluciona o problema de valor inicial (2.2) em um intervalo de tempo I. Então,››››ż t
0
eipt´sq∆p|u|α´1uqpsqds
››››
L8tPIC0x
À |I| 4`αp2s´dq6 }u}αL8tPIHsx . (3.7)
A prova da estimativa de suavização é baseada na seguinte estimativa de
dispersão.
Lema 3.6 (Estimativa de dispersão). Para 2 ď r ď 8 temos››eit∆f››
LrpRdq À |t|´dp
1
2´ 1r q}f}Lr1 pRdq,
onde r1 é o conjugado de Hölder de r, isto é, 1
r
` 1
r1
“ 1.
Demonstração. Iniciamos esta prova lembrando a notação
eit∆f “ e
´|x|2
4it
p4piitq d2 ˚ f “ pe
´4pi2it|ξ|2 fˆq_
Da Proposição 1.40, eit∆ : L2pRdq ÝÑ L2pRdq é uma isometria, isto é,
}eit∆f}L2 “ }f}L2 .
Além disso, usando a Desigualdade de Young (Proposição 1.4) obtemos
››eit∆f››
L8 “
››››› e
´|¨|2
4itap4piitqd ˚ f
›››››
L8
ď
››››› e
´|¨|2
4itap4piitqd
›››››
L8
}f}L1
ď c|t|´ d2 }f}L1 .
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Uma combinação entre essas desigualdades e o Teorema de Riesz-Thorin (Teo-
rema 1.24) nos dá que o operador
eit∆ : Lp1pRdq ÝÑ LppRdq, onde 1
p
` 1
p1
“ 1
é limitado e ››eit∆f››
Lp
ď pc|t|´ d2 q1´θ}f}Lp1 “ c|t|´
d
2 p 1p1´ 1p q}f}Lp1 ,
onde
1
p
“ θ2 e 1´ θ “ 1´
2
p
“ 1
p1
´ 1
p
, θ P p0, 1q.
Isso prova o lema.
Este resultado indica que se f P L2pRdq decresce suficientemente rápido quando
|x| Ñ 8 de forma que f P L1pRdq, então para t ‰ 0, eit∆f é limitada (e assim, mais
regular que f). Em geral, o decaimento de f é transformado em propriedade de suavização
para a solução eit∆f .
Demonstração da Proposição 3.5. Seja  ą 0 arbitrário suficientemente pequeno, de
forma que
dα ´ 4` 3
2α ď s.
Observe que, tomando p “ d´ 22 `  e q “
2d
d´ 2`  , temos
p ą d
q
ô d´ 22 `  ą
dpd´ 2` q
2d
ô d´ 22 `  ą
d´ 2
2 `

2 .
Logo, da Proposição 1.30, temos que H
d´2
2 `, 2dd´2` pRdq ãÑ L8pRdq. Então, aplicando
as desigualdades de Sobolev, Minkowsky e a estimativa de dispersão, respectivamente,
obtemos ››››ż t
0
eipt´sq∆F psqds
››››
L8tPIC0x
À
››››ż t
0
eipt´sq∆F psqds
››››
L8tPIH
d´2
2 `, 2dd´2`
x
À
››››ż t
0
››eipt´sq∆F psq››
H
d´2
2 `, 2dd´2`
x
ds
››››
L8tPI
À
›››››
ż t
0
1
|t´ s| 2´2 }F psq}H d´22 `, 2dd`2´x
ds
›››››
L8tPI
,
onde F é uma função arbitraria. Observe que os parâmetros na desigualdade de Sobolev
acima foram escolhidos para que a potência de |t´ s| obtida após aplicação da estimativa
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de dispersão fosse apenas integrável. Agora, integrando a potência de |t´ s|, obtemos››››ż t
0
eipt´sq∆F psqds
››››
L8tPIC0x
À sup
tPI
˜ż t
0
1
|t´ s| 2´2 ds
¸
}F }
L8tPIH
d´2
2 `, 2dd`2´
x
À |I| 2 }F }
L8tPIH
d´2
2 `, 2dd`2´
x
(3.8)
“ C|I| 2
›››J d´22 `pF q›››
L8tPIL
2d
d`2´
.
Logo, tomando F “ |u|α´1u,››››ż t
0
eipt´sq∆|u|α´1upsqds
››››
L8tPIC0x
À |I| 2
›››J d´22 `p|u|α´1uq›››
L8tPIL
2d
d`2´
. (3.9)
Da Proposição 1.33 temos que›››J d´22 `p|u|α´1uq›››
L
2d
d`2´
À ››|u|α´1››
Lp1
›››J d´22 `u›››
Lp2
` }u}Lq1
›››J d´22 `p|u|α´1q›››
Lq2
“ A`B,
com 1
p1
` 1
p2
“ 1
q1
` 1
q2
“ d` 2´ 2d .
Note que
A ď }u}α´1
Lpα´1qp1
›››J d´22 `u›››
Lp2
.
Tomando p2 “ 2dα
αpd´ 2` 2q ´ 3` 4 obtemos
1
p1
“ d` 2´ 2d ´
1
p2
“ pα ´ 1qp4´ 3q2dα
Logo,
A À }u}α´1
L
pα´1q 2dαpα´1qp4´3q
›››J d´22 `u›››
L
2dα
αpd´2`2q´3`4
“ C}u}α´1
L
2dα
p4´3q
›››J d´22 `u›››
L
2dα
αpd´2`2q´3`4
.
Agora, da Proposição 1.34, temos›››J d´22 `p|u|α´1q›››
Lq2
À ››|u|α´2››
Lr1
›››J d´22 `u›››
Lr2
,
com 1
q2
“ 1
r1
` 1
r2
. Assim,
B À }u}Lq1 }u}α´2Lpα´2qr1
›››J d´22 `u›››
Lr2
.
Para obter os mesmos termos nas quantidades A e B, fazemos
pα ´ 2qr1 “ q1 e q1 “ 2dα4´ 3,
Capítulo 3. Construção de soluções que apresentam blow-up dispersivo 63
ou seja,
r1 “ q1pα ´ 2q “
2dα
pα ´ 2qp4´ 3q .
Assim
1
q2
“ d` 2´ 2d ´
1
q1
“ αpd` 2´ q ´ 4` 32dα
e
1
r2
“ 1
q2
´ 1
r1
“ αpd´ 2` 2q ` 4´ 32dα .
Logo,
B À }u}
L
2dα
4´3 }u}α´2
L
pα´2q 2dαpα´2qp4´3q
›››J d´22 `u›››
L
2dα
αpd´2`2q`4´3
“ C}u}α´1
L
2dα
p4´3q
›››J d´22 `u›››
L
2dα
αpd´2`2q`4´3
.
Desta forma,
A`B À }u}α´1
L
2dα
p4´3q
›››J d´22 `u›››
L
2dα
αpd´2`2q´3`4
` }u}α´1
L
2dα
p4´3q
›››J d´22 `u›››
L
2dα
αpd´2`2q`4´3
À }u}α´1
L
2dα
p4´3q
›››J d´22 `u›››
L
2dα
αpd´2`2q`4´3
À }u}α´1
L
2dα
p4´3q
}u}
H
d´2
2 `, 2dααpd´2`2q´3`4
.
Voltando para a equação (3.9), obtemos››››ż t
0
eipt´sq∆p|u|α´1upsqqds
››››
L8tPIC0x
À |I| 2 pA`Bq
À |I| 2 }u}α´1
L8tPIL
2dα
p4´3q
}u}
L8tPIH
d´2
2 `, 2dααpd´2`2q´3`4
.
Agora, vamos verificar que
H
dα´4`3
2α ,2pRdq ãÑ L 2dα4´3 pRdq e H dα´4`32α ,2pRdq ãÑ H d´22 `, 2dααpd´2`2q´3`4 pRdq.
Da Observação 1.30 temos que Hs,2pRdq “ HspRdq, H0,ppRdq “ LppRdq e Hs1,p1 ãÑ Hs2,p2
se s1 ´ d
p1
“ s2 ´ d
p2
. Tomando
s1 “ dα ´ 4` 32α , p1 “ 2, s2 “ 0 e p2 “
2dα
4´ 3,
temos
s1 ´ d
p1
“ dα ´ 4` 32α ´
d
2 “
´4` 3
2α “ 0´ d
p4´ 3q
2dα “ s2 ´
d
p2
.
Logo,
H
dα´4`3
2α pRdq ãÑ H0, 2dα4´3 pRdq “ L 2dα4´3 pRdq.
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Agora, tomando
s1 “ dα ´ 4` 32α , p1 “ 2, s2 “
d´ 2
2 `  e p2 “
2dα
αpd´ 2` 2q ´ 3` 4 ,
temos
s1 ´ d
p1
“ dα ´ 4` 32α ´
d
2 “
3´ 4
2α
e
s2 ´ d
p2
“ d´ 22 ` ´ d
αpd´ 2` 2q ´ 3` 4
2dα “
3´ 4
2α .
Logo,
H
dα´4`3
2α ,2pRdq ãÑ H d´22 `, 2dααpd´2`2q´3`4 pRdq.
Sendo assim,
}u}
L8tPIH
d´2
2 `, 2dααpd´2`2q´3`4
À }u}
L8tPIH
dα´4`3
2α ,2
e
}u}α´1
L8tPIL
2dα
4´3
À }u}α´1
L8tPIH
dα´4`3
2α ,2
.
Portanto,››››ż t
0
eipt´sq∆p|u|α´1upsqqds
››››
L8tPIC0x
À |I| 2 }u}α´1
L8tPIL
2dα
p4´3q
}u}
L8tPIH
d´2
2 `, 2dααpd´2`2q´3`4
À |I| 2 }u}α´1
L8tPIH
dα´4`3
2α ,2
}u}
L8tPIH
dα´4`3
2α ,2
“ C|I| 2 }u}α
L8tPIH
dα´4`3
2α ,2
À |I| 2 }u}αL8tPIHs ,
como queríamos demonstrar.
Podemos agora finalmente provar o Teorema 3.1.
Demonstração do Teorema 3.1. Fixemos algum t˚ ą 0 e considere u0 como na Pro-
posição 3.3. Combinando as condições iniciais sobre s, α, d e m da Proposição 3.5 e do
Lema 3.4, obtemos
m ą s2 `
d
4 ą
d
4 ´
1
α
` d4 “
d
2 ´
1
α
.
Agora, combinando as condições iniciais sobre s, α, d e m das Proposições 3.3, 2.3 e do
Lema 3.4, obtemos
m ą s2 `
d
4 ą
d
4 ´
1
α ´ 1 `
d
4 “
d
2 ´
1
α ´ 1 e m P
ˆ
d
4 ,
d
2

.
Sendo assim, tomando
max
"
d
2 ´
1
α
,
d
4
*
ă m ď d2 , quando d “ 2,
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ou
max
"
d
2 ´
1
α
,
d´ 1
2
*
ă m ď d2 , quando d ě 3,
estamos nas hipóteses das Proposições 3.3, 2.3, 2.5 e 3.5, e do Lema 3.4. Obviamente
sempre podemos encontrar m que satisfaça essas condições. Escolha algum m dessa forma
e considere u0 a condição inicial dada por (3.2). Seja uptq solução da NLS com condição
inicial u0. Assim, escolhendo um λ suficientemente pequeno, para que u0 satisfaça as
condições da boa colocação global (veja (3.2)), podemos assumir que t˚ está contido no
tempo de existência de uptq. Então, como consequência da Proposições 3.3 a parte linear
da equação integral (2.3) apresenta blow-up em pt˚, 0q e, pela Proposição 3.5, a parte não
linear fica limitada ao longo do tempo de existência. Portanto, temos que upt, xq possui
blow-up em pt˚, 0q.
3.2 Blow-up dispersivo ao longo de uma reta
Nesta seção provaremos o blow-up dispersivo ao longo de uma reta. Como tanto
a equação de Schrödinger linear como a não linear são invariantes sob translação espacial
e rotação, contruiremos um DBU ao longo da reta
l1 :“ tpx1, 0, ..., 0q P Rd : x1 P Ru. (3.10)
Seguindo a mesma estratégia, o DBU será construído primeiramente para o
problema linear. A ideia é encontrar um dado inicial que leva a uma solução para a
equação de Schrödinger linear que apresente blow-up dispersivo em d´ 1 variáveis quando
px2, ..., xdq “ p0, ..., 0q e que seja regular na primeira variável x1. Desta forma, obteremos um
DBU para o problema linear ao longo da reta (3.10). Em seguida, a estimativa suavizante
da Proposição 3.5 será usada para controlar a parte não linear da NLS e mostrar que o
mesmo dado inicial gera uma solução com DBU para o problema não linear. Ao longo
desta seção, usaremos a notação
x “ px1, x2, ..., xdq “ px1, x¯q P RˆRd´1, x¯ “ px2, ..., xdq P Rd´1.
3.2.1 Construção de um DBU linear
A ideia aqui é usar um dado inicial u0pxq “ u0px1, x¯q que separa as variáveis
x1 e x¯ de forma que o fator que depende de x1 seja regular, enquanto o fator dependendo
de x¯ apresenta blow-up em 0¯ P Rd´1. Esse dado inicial levará a um DBU ao longo da reta
l1 dada por (3.10).
Proposição 3.7 (DBU linear ao longo de uma reta). Assuma d ě 2. Para todo y1 P R,
y P Rd´1 e m P
ˆ
d´ 1
4 ,
d´ 1
2

, defina os fatores regular e de blow-up, respectivamente,
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por:
ϕregpy1q “ e´y21 , ϕDBUpyq “
ˆ
1
1` ¨2
˙^
pyq.
Para algum λ P R, e todo y P Rd, seja
ϕ0pyq “ λ ϕregpy1q ϕDBUpyq. (3.11)
Fixando t˚ ą 0, defina a condição incial u0 por
u0pxq “ e
´i|x|2
4t˚ qϕ0pxq “ ´e´z2¯_ px1q λe´i|x|
2
4t˚
p1` |x|2qm . (3.12)
Seja uptq solução da equação de Schrödinger linear com condição inicial u0 dada em (3.12).
Então, upt, xq possui blow-up ao longo da reta l1, isto é, para todo x˚ P l1
lim
pt,xqÑpt˚,x˚q
|upt, xq| “ `8
Mais ainda, upt˚, xq é contínua em Rdzl1 e se assumirmos
m P
ˆ
d´ 2
2 ,
d´ 1
2

, quando d ě 3,
então upt, xq é contínua em pp0,`8qztt˚uq ˆRd.
Demonstração. A função ϕreg é suave, enquanto a função ϕDBUpy¯q é a transformada de
Fourrier do potencial de Bessel. Para garantirmos que ϕDBUpy¯q tem singularidade apenas
no 0¯, precisamos que m ď d´ 12 . Também precisamos que m ą
d´ 1
4 para que qϕDBU seja
integrável. Esta é a razão de considerarmos m P
ˆ
d´ 1
4 ,
d´ 1
2

. Usando a representação
(3.3) para a solução upt, xq, obtemos
upt˚, xq “ 1p4ipit˚q d2
ż
Rd
e
i
|x´y|2
4t˚ u0pyq dy
“ 1p4ipit˚q d2
e
i
|x|2
4t˚
ż
Rd
e
´i x¨y2t˚ ei
|y|2
4t˚ u0pyq dy
“ e
i
|x|2
4t˚
p4ipit˚q d2
ż
Rd
e
´i x¨y2t˚ ei
|y|2
4t˚ e
´i |y|24t˚ qϕ0pyq dy
“ e
i
|x|2
4t˚
p4ipit˚q d2
ż
Rd
e
´i x¨y2t˚ qϕ0pyq dy
“ e
i
|x|2
4t˚
p4ipit˚q d2
pqϕ0pyqq^ˆ x2t˚
˙
“ e
i
|x|2
4t˚
p4ipit˚q d2
ϕ0
ˆ
x
2t˚
˙
“ λe
i
|x|2
4t˚
p4ipit˚q d2
ϕreg
ˆ
x1
2t˚
˙
ϕDBU
ˆ
x¯
2t˚
˙
.
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Como ϕreg
ˆ
x1
2t˚
˙
é limitado para todo x1 P R e ϕDBUpx¯q apresenta blow-up quando
x¯Ñ 0¯, concluimos que para qualquer x1 P R,
|upt˚, x1, x¯q| Ñ `8 quando x¯Ñ 0¯.
Assim, a condição inicial u0 nos leva a uma solução com blow-up dispersivo ao longo de
uma reta l1.
A continuidade de upt˚, xq em Rdztl1u segue das propriedades do potencial
de Bessel ϕDBU e da suavidade de ϕreg. Provemos então a continuidade de upt, xq em
pp0,`8qztt˚uq ˆRd. A ideia é a mesma da Proposição 3.3.
Considere t ‰ t˚ e x P Rd. Temos
upt, xq “ e
i
|x|2
4t
p4ipitq d2
ż
Rd
e´i
x¨y
2t ei
|y|2
4t u0pyq dy
“ e
i
|x|2
4t
p4ipitq d2
ż
Rd
e´i
x¨y
2t ei
|y|2
4t
´
e´z
2
¯_ py1q λe´i |y|
2
4t˚
p1` |y¯|2qm dy
“ λe
i
|x|2
4t
p4ipitq d2
ż
Rd
e´i
x¨y
2t ei
|y|2
4t pi
1
2 e´pi
2y21
e
´i |y|24t˚
p1` |y¯|2qm dy
“ C e
i
|x|2
4t
t
d
2
rIpt, xq.
A integral rI pode ser separada em duas partes
rIpt, xq “ ż
Rd
e´iγpx1y1`x¯¨y¯qeiβpy
2
1`|y¯|2qe´pi
2y21
1
p1` |y¯|2qmdy
“
ż
R
e´iγx1y1eiβy
2
1e´pi
2y21dy1
ż
Rd´1
e´iγx¯¨y¯eiβ|y¯|
2 1
p1` |y¯|2qmdy¯
“ rI1pt, xq rI2pt, xq,
onde γ “ 12t e β “
1
4t ´
1
4t˚
. Observe que, pelo Corolário 1.6, rI1pt, xq é contínua e,
procedendo de forma análoga ao que fizemos com a integral Ipt, xq no Passo 2 da Proposição
3.3 (observe que rI2 é exatamente a integral I da Proposição 3.3 com d substituído por
d´ 1), obtemos que I2pt, xq é contínua em p0,`8qztt˚u ˆRd´1 se 2m´ pd´ 1q ` 2 ą 1.
Portanto, para d ě 3 precisamos impor a condição m ą pd´ 2q{2. Disso segue que upt, xq
é contínua em p0,`8qztt˚u ˆRd se assumirmos
m P
ˆ
d´ 2
2 ,
d´ 1
2

, quando d ě 3.
Isso completa a demonstração.
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3.2.2 Construção de um DBU não linear
Agora mostraremos que o dado inicial (3.12) levará à uma solução com blow-up
para a NLS ao longo da mesma reta, ao mesmo tempo.
Teorema 3.8 (DBU ao longo de uma reta). Assuma d ě 2. Sejam t˚ P p0,`8q e l uma
reta no Rd. Suponha 1 ă α ă 4. Para todo s P
ˆ
d
2 ´
2
α
,
d
2

para os quais α e s satisfazem
a Hipótese 2.2, então existe um dado inicial u0 P HspRdq X C8pRdq tal que a solução uptq
da NLS com dado inicial u0 apresenta blow-up ao longo da reta l no tempo t “ t˚, ou seja,
para todo x˚ P l
lim
pt,xqÑpt˚,x˚q
|upt, xq| “ `8
Mais ainda, upt˚, ¨q é contínua em Rdzl e upt, xq é contínua em pp0,`8qztt˚uq ˆRd.
Demonstração. Fixemos t˚ P p0,`8q e tome u0 como na Proposição 3.7. Procedendo de
forma análoga à demonstração do Lema 3.4 e observando que a dimensão foi reduzida na
parte DBU do dado inicial (3.12), obtemos que u0 pertence à HspRdq se 2m ą s` d´ 12 .
Combinando essa condição com as condições sobre s, α, d da Hipótese 2.2, isto é, s ą
d
2 ´
2
α ´ 1 , s ě 0 e α ą 1, então
m ą s2 `
d´ 1
4 ą
d
4 ´
1
α ´ 1 `
d´ 1
4 “
d
2 ´
1
α ´ 1 ´
1
4 .
Agora, combinando com a condição da Proposição 3.5, isto é, s ą d2 ´
2
α
,
obtemos
m ą s2 `
d´ 1
4 ą
d
4 ´
1
α
` d´ 14 “
d
2 ´
1
α
´ 14 .
Mas α ´ 1 ă α, logo
d
2 ´
1
α ´ 1 ´
1
4 ă
d
2 ´
1
α
´ 14 .
Sendo assim, para estarmos nas hipóteses das Proposições 2.3, 2.5, 3.5 e 3.7, queremos
max
"
d
2 ´
1
α
´ 14 ,
d´ 1
4
*
ă m ď d´ 12 , quando d “ 2,
ou
max
"
d
2 ´
1
α
´ 14 ,
d´ 2
2
*
ă m ď d´ 12 , quando d ě 3.
Tal m sempre existe. Escolha um m e considere u0 o dado inicial (3.12). Assim, escolhendo
λ suficientemente pequeno em (3.12), para estar nas hipóteses da boa colocação global,
podemos assumir que t˚ está contido no intervalo de existência da solução para a NLS com
condição inicial u0. Então, como consequência da Proposição 3.7, a parte linear da equação
(2.3) apresenta blow-up em pt˚, x˚q e, pela Proposição 3.7, a parte não linear permanece
limitada no intervalo de existência. Portanto, upt, xq apresenta blow-up em pt˚, x˚q.
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