Abstract-In dense IEEE 802.11 networks, improving the efficiency of contention-based media access control is an important and challenging issue. Recently, the IEEE802.11ah Task Group has discussed a group-synchronized distributed coordination function (GS-DCF) for densely deployed wireless networks with a large number of stations. By using the restricted access window (RAW) and RAW slots, the GS-DCF is anticipated to improve the throughput substantially, primarily due to relieving the channel contention. However, optimizing the MAC configurations for the RAW, i.e., the number and duration of RAW slots, is still an open issue. In this paper, we first build an analytical model to track the performance of the GS-DCF in saturated 802.11 networks. Then, we study and compare the GS-DCF throughput using both centralized and decentralized grouping schemes. The accuracy of our model has been validated with simulation results. It is observed that the GS-DCF obtains a throughput gain of seven times or more over DCF in a network of 512 or more stations. Moreover, it is demonstrated that the decentralized grouping scheme can be implemented with a small throughput loss when compared with the centralized grouping scheme.
I
N recent years, we have witnessed the explosive growth in the number of wireless devices and their possible applications around the world. 1 For example, in the emerging area of machine-to-machine (M2M) communications, a large number 1 The performance of the GS-DCF in the RAW slot no-crossing case has been studied and evaluated. In this paper, to consider a uniform model for both the RAW slot crossing and no-crossing cases, we have substantially extended the previous model for both RAW slot no-crossing and crossing cases and studied the GS-DCF with different grouping schemes. of devices use various wireless technologies for two-way communications with a central controller or data collector, which greatly reduces the workload in traditional human-centric data collection processes. Similar scenarios exist in smart gird [2] , [3] , intelligent transportation systems (ITS), indoor/outdoor surveillance systems, etc. In these scenarios, since the cost of using licensed spectrum to support these new applications is too high, at present, using IEEE 802.11 a/b/g/n-like networks is a promising approach. However, the efficiency of the existing contention-based MAC protocols will soon encounter challenges when the network is densely deployed, e.g., an IEEE 802.11ah WLAN is expected to support up to 6,000 stations (STAs) [4] . Moreover, given the large-scale measurement data from several cities, [5] showed that it is common to have tens of access points (APs) deployed in close proximity of each other, which also confirmed the severe contention problem in current and future IEEE 802.11 networks.
To solve the contention problem in a dense network, one strategy is to limit the number of STAs participating in the channel contention at any time by grouping. The idea has been adopted by the IEEE 802.11ah Task Group targeting at the sub-1 GHz spectrum, specifically 900-928 MHz. In the latest draft of the IEEE 802.11ah standard [6] , a group-based medium access mechanism is introduced. We term this medium access method as "Group-Synchronized Distributed Coordination Function (GS-DCF)." Using GS-DCF, only the designated stations (STAs) are allowed to access the channel using the prevalent enhanced distributed channel access (EDCA) [7] in a restricted medium access interval, which is termed as restricted access window (RAW), as shown in Fig. 1 . Meanwhile, other unassigned groups of STAs are prohibited from medium access within this RAW. One or more RAWs may be allocated within a beacon interval. Besides, a RAW can be further divided into RAW slots, which are further allocated to the different groups of designated STAs.
In fact, the idea of grouping network nodes has been widely used (e.g., the clustering strategy in wireless sensor networks and wireless ad hoc networks [8] - [10] ) to increase energy efficiency, decrease management complexity, and optimize other network performance metrics. Based on how the groups are organized, the grouping schemes can be categorized into centralized and decentralized ones. Generally speaking, the centralized scheme provides more accurate and fast grouping, but relies on the pre-established network infrastructure and requires extra control signaling to manage groups. In contrast, a decentralized scheme can be more cost-effective in control overhead and more suitable for a dynamic network scenario. To determine a practical choice of the grouping scheme, a thorough performance comparison between these two types of grouping schemes is needed.
In this paper, focusing on modeling the media access performance using GS-DCF and methods of grouping, our main contributions are three-fold. First, we propose an analytical model for the GS-DCF in a saturated network. Second, we analytically study the throughput of GS-DCF using centralized and decentralized grouping schemes when the number of groups in a network is given. In the centralized scheme, STAs are assigned to groups uniformly by AP, and in the decentralized scheme, STAs randomly select the group to join. Third, extensive simulations are performed to validate the proposed models and study the GS-DCF performance in dense networks with different group configurations.
The rest of this paper is organized as follows. We overview the related work in the area of dense 802.11 networks in Section II. The system model is presented in Section III. In Section IV, we propose the analytical model for the GS-DCF under saturated traffic. In Section V, we develop the network performance models when centralized and decentralized grouping schemes are adopted for GS-DCF. Section VI presents the simulation results of model validation and GS-DCF performance evaluation in dense IEEE 802.11 networks with a large number of STAs. Concluding remarks are given in Section VII.
II. RELATED WORK
In dense IEEE 802.11 networks, the service received by a STA highly depends on the contention level among co-channel competitors covered by the same or nearby APs. To address the contention problem, many schemes have been proposed in the literature from different perspectives, e.g., using power control [5] , [11] , rate adaptation [12] - [14] , and channel assignment and user association [15] - [18] .
The collision problem in IEEE 802.11 networks is essentially the interference problem. With a higher density of STAs and APs, the interference and collisions become severer, which degrade the system performance. As a result, one intuitive solution is to use power control and rate adaptation, which have been demonstrated to yield a substantial improvement in the throughput performance metric. In [5] , Akella et al. proposed a power control algorithm called PERF that tunes the transmission power of an AP such that it can support all its clients at the highest transmission rate. In [11] , a distributed cross-layer power control algorithm was designed to assign higher transmission power to the cells that are more heavily loaded and tune the transmission power of the physical layer and the carrier sensing parameter of the MAC layer together. In [12] , an algorithm to adjust the transmission power and data rate based on the perceived SINR was proposed. In [13] , a robust rate adaptation algorithm (RRAA) was proposed to use the short-term packet loss ratio to opportunistically guide its rate adaptation decisions and an adaptive RTS to prevent collision losses from triggering rate reduction. Reference [14] adopted an approach to distinguish the packet losses due to channel fading or collision and infer the collision probability by measuring the contention level, and then to select the transmission rate which maximizes the throughput.
Meanwhile, as IEEE 802.11 provides multiple orthogonal or partially overlapping channels on different frequency bands, how to fully utilize them becomes another important approach to reduce the channel contention in dense networks. In [15] , a game-theoretic approach was proposed for the joint channel assignment and user association problem in 802.11 wireless networks, with the objective of balancing the traffic load of different APs. Reference [16] also adopted a game-theoretic approach for a distributed channel allocation. By using channel hopping, [17] proposed a distributed channel assignment algorithm, which can effectively exploit both of the orthogonal and the partially-overlapped channels. A survey on channel assignment schemes for infrastructure-based 802.11 networks can be found in [18] .
In summary, to deal with the contention problem in dense IEEE 802.11 networks, the approaches above focus on relieving the impact of channel contention by improving the communication efficiency when there is a winner in the channel contention, however, they cannot limit the channel contentions. Different from these approaches, IEEE 802.11ah Task Group adopted the grouping strategy for its operation in the sub-1 GHz spectrum. 2 The basic idea is to divide STAs into groups and let different groups access the channel in a predefined order. Thus, the channel will only be shared by a group of STAs and the channel contentions can be reduced.
An idea similar to the grouping is clustering [8] , [9] . In a clustering scheme, according to different criteria, e.g., STAs' mobility, energy-efficiency, or load-balancing, STAs are often organized into clusters based on their geographical locations. Typically, a cluster-head, either fixed or dynamic, will be selected in a cluster to coordinate the communications within the cluster. A comprehensive survey on clustering schemes can be found in [10] . Comparing the clustering and grouping strategies, these two actually attempt to solve the problem on different radio resource dimensions, i.e., grouping exploiting the time dimension and clustering utilizing the space dimension. However, considering the STAs are likely to be close to each other in a dense network, the benefits of clustering may be limited. Besides, location information and explicit messages are required in clustering strategies to maintain the cluster hierarchies, which may consume considerable bandwidth and drain STAs energy quickly.
In the literature, another approach to reduce the channel contention is to use an enlarged contention window [19] , [20] .
In DCF, contention window (CW) is used to reduce the collision probability and it is doubled when a collision happens until a maximum value. As studied in [20] , the optimal value of the minimum CW depends on the number of STAs in the network, i.e., CW opt = n √ 2T , where n is the number of active STAs and T is the total packet transmission time including the packet headers, SIFS, ACK and DIFS. However, the limitation of such a method is that it may not be practical in a dense network targeted by IEEE 802.11ah. For example, 6,000 STA will require the optimal minimum CW larger than 12,000 slots, which may introduce unnecessary channel idle time and reduce efficiency. Besides, in dense networks, collisions are more likely to happen due to hidden terminals. In that case, a large CW cannot effectively reduce collisions, and it may even reduce the channel utilization. In contrast, grouping strategy can be more effective by reducing the channel contention and mitigating the hiddenterminal problem through a proper grouping.
Previously, there have been lots of work on the performance analysis of contention-based channel access in IEEE 802.11 networks. Bianchi firstly proposed a discrete-time Markovchain model to obtain the saturated throughput of the distributed coordination function (DCF) [20] . Following his work, several papers appeared to extend his model to consider different practical issues [21] , [22] . Different from Bianchi's approach, a mean value analysis-based approach, which evaluates the average value of system variables, such as STA transmission probability, collision probability and packet service time, without considering the details of the stochastic backoff process, was adopted by [23] - [26] . However, these efforts are for the scenario that all STAs contend the channel simultaneously. To the best of our knowledge, none of them has discussed the impact of the handover between groups and the slot boundary crossing condition, which are introduced in GS-DCF and cause the throughput to deviate substantially from the existing DCF and CSMA rules for wireless channel access [1] . Thus, it is not viable to model the throughput of a given group by treating the slots assigned to other groups as a busy slot and directly applying those previous models. Moreover, how to optimize the MAC configurations for GS-DCF, i.e., the number of groups and RAW slots, the duration for each RAW slot, and the RAW slot allocations, is still an open issue.
III. SYSTEM MODEL
In this paper, we consider a fully-connected IEEE 802.11 network with N STAs accessing the wireless channel within a RAW, i.e., there is no hidden terminal among the N STAs. All packets are delivered from the source to the destination in one hop. The channel time is divided into mini-slots with duration δ. We also assume an ideal channel condition, which does not have communication errors or capture effect, and all packets have the same length.
There are K groups of STAs with group size of
The duration of a RAW and RAW slot is denoted as T R and T s , respectively. When there are K groups, T s,k indicates the duration of the RAW slot allocated to the k-th group and T R = K k=1 T s,k . All groups periodically access the channel in their designated RAW slots, and the network is saturated, i.e., all STAs always have packets to transmit.
The channel access process using GS-DCF is similar to that with DCF except that the channel is periodically available to each group. Whenever there is a new packet, a backoff process is invoked. For the i-th STA in the k-th group, it first senses the channel to be idle for one DIFS with duration d and then chooses a random backoff timer uniformly from [0, CW k,i − 1], where CW k,i is the backoff window size. Whenever a collision happens, the backoff window size is doubled from the current size until CW max is reached. The backoff window is reset to CW min whenever a packet is acknowledged by the receiver or dropped. When the backoff timer is decreased to zero, the STA obtains a transmission opportunity (TXOP, φ), including the transmission time for a packet, an ACK and a SIFS (φ = DATA + ACK + SIFS). 3 Besides, considering the RAW slot to be at least longer than the required time for transmission, i.e., a DIFS, a TXOP, and a mini-slot for backoff counting, it is assumed that T s > φ + d + 1. In addition, each packet is allowed to be sent R max times before it is dropped. Finally, a STA must separate two consecutive transmissions by a random backoff, even if the channel is idle for a DIFS after its previous TXOP [20] , [23] .
Previously, the analysis work on IEEE 802.11 DCF in the literature, including the Markov-chain-based work [20] - [22] and the mean value analysis-based [23] - [26] , adopts the same assumption that the probability for transmitting a packet in an arbitrary slot is the same. Using the same assumption, we study the performance of IEEE 802.11ah GS-DCF, with which the channel is periodically available to a group of STAs and the RAW slot handover of channel between groups plays an important role.
For the notations used in this paper, Prob{A} denotes the probability for event A to happen, Prob{A|x} denotes the probability for event A to happen on the condition that a random variable (R.V.) X equal x, P X (x) denotes the probability for X equals x, P X|Y (x|y) denotes the conditional probability for X equals x given another R.V. Y equals y, E X denotes the expectation of X, and E X|Y denotes the conditional expectation of X given Y .
A. Conditional Collision Probability
For one group of STAs, to obtain the conditional collision probability p given G = g (g ≥ 2) STAs, we adopt the approach of mean value analysis, which is similar to that in [26] .
Let E [B] and E[R] be the average number of backoff slots and attempts experienced by one packet, respectively. Given that the STA has a packet, the probability to transmit the packet in an idle mini-slot, τ , is
For each packet, given the conditional collision probability p, the number of transmission attempts follows a truncated geometric distribution with success probability (1 − p). Thus,
E[R] and E[B] are obtained by
Given that a tagged STA transmits in a mini-slot, a collision will happen if any other STA also transmits in the same minislot. Considering the network is saturated and the probability for each STA to transmit is τ , the conditional collision probability is
Solving (1) and (4) by numerical techniques, we can obtain p. As a result, the probability for a packet to be successfully transmitted, P suc|G , equals [20] 
B. Medium Access Within a RAW Slot
In this paper, we adopt the similar assumption in [1] and [27] that the number of backoff slots a STA has to go through before obtaining a TXOP follows a geometric distribution with the minimum value of one slot. The validation for such an assumption can be found in Section IV-A.
1) Distribution of the Number of Backoff Slots:
Let n b denote the number of backoff slots that a STA waits for its TXOP and it follows the geometric distribution,
Let T b denote the number of backoff slots between consecutive TXOPs in a RAW slot, T b equals the minimum value of g STAs' backoff counters and it also follows a geometric distribution with the parameter q = 1 − (1 − τ ) g , and
2) Distribution of the Duration for Multiple Transactions: Define a transaction as the sum of a TXOP, DIFS, and the mini-slots used for backoff before the TXOP. A transaction is successful if a packet is successfully received without collision; otherwise, it is failed. Let T b,m denote the number of minislots before the m-th TXOP in a RAW slot, and T t,m denote the duration for m transactions. Then,
Note that the sum of m geometric distributed variables,
, follows a negative binomial distribution with parameters m and 1 − q . Let φ = φ + d, we obtain the probability for T t,m taking z mini-slots (z ≥ m(φ + 1)) by (8) , that
C. Medium Access Between RAW Slots
When STAs access the channel within a RAW, one issue that needs to be addressed is the RAW slot handover between two STA groups. According to the current IEEE 802.11ah draft [6] , there are two cases in terms of whether an on-going transaction is allowed to cross the RAW slot boundary or not. In the first case (we call it the RAW slot no-crossing case), no transmission is allowed to cross the RAW or RAW slot boundary; in the second case, an on-going transmission is allowed to cross its RAW slot boundary but STAs in the current group should not start a new transmission in the RAW slot allocated to the next STA group (we call it the RAW slot crossing case). Correspondingly, we name the GS-DCF used for the RAW slot no-crossing case and the RAW slot crossing case as NCR GS-DCF and CR GS-DCF, respectively.
1) NCR GS-DCF:
According to [6] , if a STA's on-going transmission may cross the RAW slot boundary, it should hold its transmission and wait for the next available RAW slot. To ensure no transmission crossing the RAW slot, a period of at least φ − 1 mini-slots should be set at the end of each RAW slot to separate it from the next one. Besides, to protect the next RAW slot, there is a guard time with duration of T g at the end of each RAW slot in case a transaction may cross the boundary due to synchronization errors or a long propagation delay.
Note that, when multiple packets are sent within one TXOP in real networks, the duration of TXOP can be different. In that case, one approach to set the duration of holding period is to use the maximum allowed TXOP duration; however, it may reduce the channel utilization. Another approach is to adapt the holding period to TXOP required by different STAs. The optimal setting of the holding period is out of the scope of this paper and we leave it as an important future research issue.
As shown in Fig. 2(a) , a RAW slot can be divided into two periods, the free access period and the holding period T h = φ − 1 + T g . Thus, the transmission of a packet can only start during the free access period, and should be completed before the end of the current RAW slot.
During the holding period, while no STA is allowed to start a transaction, there can be multiple options for the operations related to the backoff process: a) all STAs continue to count down their backoff counters and hold on the transmission to the next available RAW slot if their backoff counters reduce to zero within the holding period; b) all STAs continue to count down their backoff counters and renew backoff counters with an enlarged contention window by treating the zero backoff counters as a virtual collision [26] ; c) all STAs continue to count down their backoff counters and renew backoff counters with the same contention window when their backoff counters reduce to zero within the holding period; d) all STAs freeze their backoff counters during the holding period and resume them in the next available RAW slot.
For the option a), it is possible for several STAs to count their backoff counters down to zero during the holding time. Thus, the pending transactions are cumulated during the holding period, which may cause severe collisions at the beginning of the next available RAW slot. For the option b), it is reasonable to dispatch STAs' cumulated pending transactions with more space. However, it inevitably leads to more mini-slots used for backoff. In contrast, options c) and d) are more desirable for NCR GS-DCF. Moreover, they are almost equivalent as the backoff counter renewal in option c) is memoryless. In this paper, we study the NCR GS-DCF with option d). As a result, the holding period can only be utilized by a transaction if its TXOP starts before the holding period.
2) CR GS-DCF: In this case, a transaction starting at the end of the last RAW slot is allowed to cross the RAW slot boundary. When a group of STAs wake up to access the channel with EDCA, the channel may be occupied by the prior group as shown in Fig. 2(b) . As a result, the actual RAW slot duration for one group to contend for the channel in turn may be smaller than the duration of the designated RAW slot. Moreover, comparing with the channel access process using DCF without RAW, there will be channel time wasted for a DIFS if a STA was counting down its backoff counter at the end of its last available RAW slot. Note that on average the channel time available for the transactions of a group is still the same as the duration of the designated RAW slot as their transactions may also occupy part of the next group's RAW slot.
IV. ANALYTICAL MODELS OF SATURATED GS-DCF
In this section, we study the throughput of IEEE 802.11 GS-DCF under saturated traffic given the group size as g (g ≥ 2) in both RAW slot no-crossing and crossing cases. 
A. Actual Duration of a RAW Slot for Channel Contention
Due to the RAW slot handover between groups, one difference between GS-DCF and DCF is that the channel will not always be available for STAs to contend for TXOP using the former. As a result, in both RAW slot no-crossing and crossing cases, the actual duration of a RAW slot available for channel contention, T s , is shorter than the duration of the RAW slot (T s ≤ T s ).
1) NCR GS-DCF:
In the RAW slot no-crossing case, to avoid a transaction to cross the RAW slot boundary, the holding period T h is unavailable for STAs to contend for channel access. Thus, T s is actually reduced to
2) CR GS-DCF: Different from the RAW slot no-crossing case, there is no holding period at the end of a RAW slot in the RAW slot crossing case, however, T s ≤ T s in that several minislots at the beginning of the current RAW slot may be occupied by the last transaction initiated in the prior RAW slot. Besides, the difference between T s and T s is an R.V. in the RAW slot crossing case.
Let T e be the number of mini-slots occupied by the last transaction in the previous RAW slot (0 ≤ T e ≤ φ − 1), the actual RAW slot duration for channel contention is T s = T s − T e .
Assuming that each RAW slot is statistically the same in the long term for a given grouping scheme, T e for different groups are identically distributed, which can be modeled using a Markov chain. As shown in Fig. 3 , let the state variable e be the number of mini-slots occupied by the transaction starting in the prior RAW slot (e = 0, 1, . . . , φ − 1), π be the steady-state probability vector (π = [π(0)π(1) · · · π(φ − 1)]), and P T e be the state transition probability matrix. We have
where
and P e ,e T e denotes the probability for state e to transit to state e . Note that the states' transition probabilities will be affected by the number of STAs and the actual duration of the RAW slot for channel contention will depend on the adopted grouping scheme. We will discuss how to obtain P e ,e T e in Section V.
B. Distribution of the Number of Transactions in a RAW Slot
Given T s for STAs to contend for TXOPs, the available transmission opportunities within a RAW slot will be limited by M U (T s ) as a function of T s . In both cases,
where I {x} is an indicator function. Here, I {x} = 1 if x > 0 is true and I {x} = 0, otherwise. In a RAW slot, let M be the R.V. that indicate the number of transactions within T s with its value of m and P M |G (m|g) be the probability for there being m transactions. We obtain following results.
a. M = 0: if the backoff timers of all STAs are longer than T s − d, no STA can send its packet in the current RAW slot. Thus,
if there are at least m transactions starting during T s , it means that the m-th transaction starts before the current RAW slot boundary and
Thus, when there are m transactions initiating within T s ,
C. Throughput for a Group of g (g ≥ 2) STAs
With (13)- (15), the expected number of transactions for a group of g (g ≥ 2) STAs within a RAW slot, E M |G , is a function of g. Let E nc M |G denote the number in the RAW slot no-crossing case and E c M |G denote the number in the RAW slot crossing case. We have, respectively
With (4) and (16), we obtain the throughput for a group of g (g ≥ 2) STAs (normalized to the channel capacity),
where L is the transmission time for the payload (L = Payload/DataRate), P suc|G (1|g) is the probability for a transaction to be successful, and E M |G (g) denotes the expected number of transactions. E M |G (g) = E nc M |G (g) in the RAW slot no-crossing case, and E M |G (g) = E c M |G (g) in the RAW slot crossing case.
Note that since T s ≤ T s in both RAW slot no-crossing and crossing cases, the channel time available for transactions initiated in a RAW slot is also an R.V. On average, the channel time available for transactions in a RAW slot is less than the duration of the RAW slot in the RAW slot no-crossing case, but same as the duration of the RAW slot in the RAW slot crossing case. Accordingly, the throughput using NCR GS-DCF will be a little lower than that using CR GS-DCF.
Proposition 1: CR GS-DCF can always achieve a throughput higher than or equal to that with NCR GS-DCF.
Proof:
represents the expected number of transactions in a RAW slot in the RAW slot crossing case given
π(e) = 0, meaning that on average there are fewer transactions starting in the RAW slot no-crossing case than that in the RAW slot crossing case. According to (17) , the expected throughput for a group of STAs in the RAW slot no-crossing case is lower than that in the RAW slot crossing case.
V. GROUPING SCHEMES FOR GS-DCF
In the previous sections, we study the performance of GS-DCF with saturated traffic in a RAW slot given the group size g. In this section, we study the network performance of GS-DCF when N STAs are divided into K groups given the RAW size as T R using two grouping schemes, a centralized uniform grouping scheme and a decentralized random grouping scheme. Later on, Section VI-B discusses and compares the impact of different group numbers and grouping schemes on the normalized throughput of GS-DCF in both RAW slot nocrossing and crossing cases.
A. GS-DCF Using the Centralized Uniform Grouping Scheme
First, we assume that the AP knows the active STAs in the network. Thus, to alleviate the channel contention and to keep the fairness [28] among different groups, one fair strategy is the centralized uniform grouping that the AP assigns the N STAs uniformly to K groups 4 (g = N/K) and allocates the RAW slots evenly to the K groups (T s = T R /K). The grouping configuration information can be included in the Beacon Frame and broadcast to all N STAs. For each STA, it can sleep to save energy and only wake up during its designated RAW slots. When N STAs are uniformly assigned to the K groups, the network throughput Th uni (N, K) using GS-DCF with the centralized uniform grouping scheme is
For both of the RAW slot no-crossing and crossing cases, P suc|G (1|g) can be computed by (5) .
Note that when the group number (K) is the same as the number of STAs (N ), there will be only one STA in a group (g = 1). In that case, transmissions are always successful as there is no channel contention and the backoff counted between transmissions follows a uniform distribution between 0 and (CW min − 1) instead of the geometric distribution as what we used in Section IV when g ≥ 2. Consequently, to obtain E M |G (g), (9) has to be modified by considering In addition, the steady-state distribution of π is required to obtain E M |G (g) in the RAW slot crossing case. While the channel contention in each RAW slot is statistically the same for the centralized grouping scheme, the state transition matrix can be obtained as follows. 
By (10), (11) and (19), we obtain π. Finally, using (10)- (16) and (19), we compute E nc M |G (g) and E c M |G (g), respectively, and then derive the throughput of N STAs using GS-DCF with the centralized uniform grouping scheme using (18) .
B. GS-DCF Using the Decentralized Random Grouping Scheme
While the centralized uniform grouping scheme can guarantee the load balance among different groups, it relies on the assistance of the AP for the channel coordination, which is not consistent with the essential principle behind the contentionbased channel access. Besides, if the number of STAs in a network varies with time, the AP has to regroup STAs frequently, which may introduce a high control overhead. Thus, comparing with the centralized uniform grouping scheme, a grouping scheme allowing STAs to make grouping decisions by themselves may be more desirable in terms of the implementation complexity and control overhead.
We call such a scheme the decentralized random grouping scheme, in which a STA randomly chooses one of the K RAW slots (with the size of T R /K) with probability 1/K at the beginning of a RAW. Unlike the centralized uniform grouping scheme, only K is decided by the AP and broadcasted to STAs in the beacon message. [7] With such a grouping scheme, the group size given N STAs in the network becomes an R.V., which follows a binomial distribution with parameters N and 1/K. For one group, there are g STAs with probability P G (g) (g = 0, 1, 2, . . . , N) and we have
Note that it is possible for a group to be empty when STAs randomly select their groups in a distributed way, which reduces the throughput depending on the numbers of STAs and groups.
Thereby, the throughput achieved by N STAs using GS-DCF with the decentralized random grouping scheme is 5 Th
To obtain E M |G (g) in (21), we use the same method as that for the centralized uniform grouping scheme. Note that it does not give the exact solution. In practice, as STAs may join groups randomly using the decentralized grouping sheme, the channel contention experienced by a tagged STA is different from that when the STA continuously competes with a fixed group of STAs. One example is the case when there is only one STA in a group. With a fixed group of STAs contend for the wireless channel, the transaction will always be successful and the STA's contention window is always CW min if T s > CW min + d + φ. However, when different STAs join a group at different time, no transaction may happen if (T s − d − φ) is larger than CW min but less than a STA's current backoff counter due to continuous packet collisions in the previous RAW slots. In Section VI-A, the accuracy of such an approximation is evaluated.
VI. PERFORMANCE EVALUATION AND ANALYSIS
Simulations are carried out with the PHY and MAC layer parameters in the IEEE 802.11ah draft [6] and IEEE 802.11 standard [7] as listed in Tables I and II , respectively. In the simulation, due to the traffic pattern of 802.11ah usage model, e.g., smart grid, we set the payload size to a relatively small value, which is 64 bytes and the data rate is 1 Mbps. 6 The TXOP is 1.1 ms, which can accommodate one packet transmission, including the data transmission time, a SIFS and the ACK transmission time. The duration of RAW is set as 500 ms, 7 which is sufficient to accommodate at least one transaction when the number of groups (K) is up to 256 (500 ms/256 ≈ 1.953 ms > aSlotTime + DIFS + φ = 1.404 ms).
where T DATA and T ACK are the transmission time of a data frame and an immediate-acknowledgement frame, respectively. For the network setting, we assume that there are N STAs in the WLAN. In the following, "UNI" denotes the GS-DCF using the centralized uniform grouping scheme and "RND" indicates that the decentralized random grouping scheme is adopted for GS-DCF.
A. Model Validation
In this section, we first validate the assumption that the number of backoff slots between transactions has a geometric distribution, and then validate the throughput models for GS-DCF using the centralized uniform grouping scheme (18) and the decentralized random grouping scheme (21) .
1) The Distribution of the Number of Backoff Slots Between Transactions: Assuming there are 64 groups with g ∈ {4, 8, 16, 32, 64} STAs in each group, we compare the probability mass function (PMF) of the number of backoff slots between transactions in simulations and the one estimated by our model in Section III-B. As Fig. 4 shows, the two results match with each other quite well. 
2) Normalized Throughput Using GS-DCF:
To validate the proposed model, comparisons are made between the simulation and the analytical results focusing on the normalized throughput for N STAs in the network.
In the simulations, there are N ∈ {1024, 2048} STAs uniformly or randomly accessing the media in 64 groups (g ∈ {16, 32}) with the RAW varying from 500 ms to 650 ms, i.e., the duration of a RAW slot is increased by aSlotTime per step. Fig. 5 illustrates the average of the normalized throughput using UNI GS-DCF and RND GS-DCF.
First, the results computed by the proposed analytical models match with the simulation quite well with the gap less than 3%. Second, it can be observed that the normalized throughput increases in a fluctuating way as the duration of the RAW slot increases. The reason is that a varying number of mini-slots can be wasted due to the RAW slot handover between groups.
In NCR GS-DCF, mini-slots in the holding period may not be utilized when all STAs hold on their backoff counters. In CR GS-DCF, although there is no holding period, channel utilization is reduced as a transaction may have to wait more than one DIFS, which happens when a group of STAs use the last RAW slot for backoff counting and have to wait an extra DIFS at the beginning of their next RAW slot.
In both cases, due to the limited channel access interval (T s ) and the fact that the probability of the geometrically distributed T b 's (7) decays quickly as T b increases, the number of wasted mini-slots using GS-DCF, which reduces the throughput, varies w.r.t. the duration of a RAW slot. To demonstrate such a phenomena, Fig. 6 illustrates the relationship between the ratio of wasted mini-slots and the corresponding normalized throughput using the centralized uniform grouping scheme for both RAW Note that the number of wasted mini-slots in a RAW slot is bounded by T h in NCR GS-DCF and d, the duration of a DIFS, in CR GS-DCF. Thus, the throughput fluctuations are also bounded. In addition, CR GS-DCF not only achieves a higher throughput than NCR GS-DCF, as proved in Section IV-B, the absolute amplitude of the throughput fluctuation in CR GS-DCF is also smaller than that in NCR GS-DCF as shown in Fig. 5 .
In Fig. 5(a) , it also shows the normalized throughput of g ∈ {16, 32} STAs using DCF without considering the RAW slot handover. Note that given N STAs in total, GS-DCF is anticipated to outperform DCF by reducing the channel contention (demonstrated in Section VI-B); however, the normalized throughput using GS-DCF is less than that using DCF with g STAs. If the duration of the RAW slot increases, the negative impact of wasted mini-slots on the normalized throughput diminishes. When the RAW slot is sufficiently large, the normalized throughput obtained is close to what is achievable using DCF. Fig. 7 shows the normalized throughput of GS-DCF when signal fading is considered. In the simulation, N ∈ {1248, 2048} STAs uniformly distribute around the AP within 1 km. The signal transmitting power is 20 dBm, and Rayleigh fading is considered with the pathloss and shadowing computed based on the pathloss model for TGah outdoor scenarios [29] . A packet transmission is considered to be successful if the receiv- ing signal-to-interference-and-noise ratio (SINR) is equal to or higher than 10 dB depending on the coding and modulation scheme.
Comparing to Fig. 5 , the results in Fig. 7 show similar trends when the RAW duration increases. However, due to the signal capture effect, i.e., a collided packet may still be successfully received despite the presence of interference from other (weaker) transmissions [30] , the normalized throughputs are slightly higher than those in Fig. 5 . Moreover, the throughput gain from the signal capture effect is larger when a larger group size and/or random grouping is used. This is because these two factors both increase the diversity of the signal strength of packets collided together, which allows more packets to be captured among collisions. To quantify the impact of the signal capture effect, the proposed GS-DCF throughput models can be extended by integrating the probability for a capture to happen in (4). For a packet being captured in a collision, the probability can be obtained by computing the probability density function of the largest SINR among all packets by considering the channel and STAs' spatial distribution models [30] , [31] . A complete analytical model fully considering the signal capture effect remains a further research issue.
B. GS-DCF in a Dense Network
Applying the proposed analytical model, we investigate the GS-DCF performance in a dense network using different grouping schemes. In the simulation, N ∈ {256, 512, 1024, 2048} STAs are divided into K (8, 16, 32, 64, 128, 256) groups. Fig. 8 shows the normalized throughput when STAs access the wireless media using GS-DCF with different Ks and the normalized throughput using DCF with N ∈ {256, 512} STAs contending for the wireless channel.
1) Comparison Between GS-DCF and DCF:
As shown in Fig. 8 , by reducing the channel contention, the GS-DCF outperforms DCF prominently in terms of the normalized throughput. There are 210% and 770% throughput gains using UNI CR GS-DCF in a network with 256 STAs in 128 groups and 512 STAs in 256 groups, respectively.
2) Comparison Among Different Group Configurations for GS-DCF:
Also, it can be found in Fig. 8 that there is a K, which maximizes the throughput using GS-DCF, e.g., K = 128 for N = 256 using UNI CR GS-DCF and N = 512 using RND CR GS-DCF; K = 64 for N = 256 using RND CR GS-DCF and all four dense networks using NCR GS-DCF.
When K is relatively small (8-64 groups), the throughput of GS-DCF increases with K. This is attributed to the reduced channel contention. Meanwhile, it is also found that the throughput decreases when K is too large (128, 256 groups). For CR GS-DCF, the throughput in Fig. 8(a) drops when there is only one STA per group using UNI CR GS-DCF (N = 256). Two factors cause such a phenomena. First, when the packet transmission time is short (804 μs), the duration for the backoff process has a remarkable impact on the throughput. Second, a STA still has to access the channel by following EDCA when it is the only STA in the RAW slot, which makes it possible that the STA spends more mini-slots for the backoff process, e.g., a half of the minimum contention window on average (416 μs), than that when there are multiple STAs competing with each other. Note that such a phenomena may not exist when the packet payload size is sufficiently large, e.g., 2,312 bytes (the maximum MAC service data unit, MSDU [7] ). Thus, the impact of the backoff duration becomes relatively small and the throughput for one STA per group can be larger than those of the other cases with channel contention. In Fig. 8(c) , with RND CR GS-DCF, the throughput drops more with a larger K than that using UNI CR GS-DCF, as shown in the case when N = 256 and K = 128. The reason is that the probability for a group to be empty becomes high when K increases. Thus, when K is close to or larger than N , some RAW slots with no STA are wasted.
Note that when the group number increases, the throughput variation using NCR GS-DCF can be more complicated than that using CR GS-DCF. For NCR GS-DCF, besides the two factors discussed above, when the duration of RAW slots decreases, the throughput fluctuation due to the wasted minislots becomes more remarkable. For example, it is observed in Fig. 8(b) and (d) that the throughput using NCR GS-DCF with 256 groups, e.g., N ∈ {512, 1024, 2048} STAs using the centralized uniform grouping scheme and N ∈ {1024, 2048} STAs using the decentralized random grouping scheme, is higher than those using 128 groups since the collisions are reduced with more groups.
3) Comparison Between UNI GS-DCF and RND GS-DCF:
A decentralized grouping scheme can be more desirable in a practical system to avoid the control overheads introduced using the centralized grouping scheme. The impact of using the decentralized grouping scheme on the normalized throughput is evaluated by simulations and presented in Figs. 9 and 10.
Defining the difference ratio of the normalized throughput as (Th uni − Th rnd )/Th uni , Fig. 9 compares RND GS-DCF with UNI GS-DCF using the same K under different network densities. It can be found that the performance of RND GS-DCF is quite close to that of UNI GS-DCF when K is small. However, because the possibility to have empty groups using RND GS-DCF increases when K becomes larger, the gap between the two grouping schemes increases.
In Fig. 10 , we illustrate the normalized throughput loss by comparing the RND GS-DCF throughput with the maximum throughput obtained using UNI GS-DCF, i.e., Th rnd / max{Th uni }. As shown in the figure, RND GS-DCF can be implemented with less than 6% throughput loss with a proper choice of K.
Note that the value of the throughput loss and the optimal number of groups to implement RND GS-DCF with the minimum throughput loss are also affected by other factors, e.g., the payload size, the data rate, packet overhead, and MAC parameters (aSlotTime, SIFS, etc). The analytical framework presented in this work can be applied to optimize the group size given the system parameters. Further research efforts are needed for a system with varying payload size and data rate.
VII. CONCLUSION
In this paper, we have proposed a unified analytical framework for IEEE 802.11ah GS-DCF in both the RAW slot crossing and no-crossing cases. An accurate model for the saturated throughput has been presented, and two grouping schemes, the centralized uniform grouping and the decentralized random grouping, have been discussed and compared. It has been demonstrated that GS-DCF is promising in significantly improving the throughput in dense networks by effectively alleviating the channel contention. Besides, it has been observed that the RAW slot handover in GS-DCF can cause the throughput to fluctuate, and such impact is more prominent in the RAW slot no-crossing case than the RAW slot crossing case. In addition, it has also been demonstrated that the decentralized grouping scheme can achieve a similar throughput to that of the centralized grouping scheme in dense networks, which is important to support the distributed implementation of GS-DCF.
There are several issues beckoning for further research. The first is to investigate the performance of GS-DCF in more heterogeneous and dynamic communications scenarios. In this paper, we have focused on the modeling and assumed homogeneous payload size, data rate, and saturated traffic. In practice, both the packet length and data rate can be heterogeneous, the traffic can be unsaturated, and the hidden terminal problems will also affect the system performance. Second, a careful design of the MAC configurations is necessary for GS-DCF. As the throughput using GS-DCF fluctuates with the changes in the duration of RAW slots, it may not be a wise choice to always allocate RAW slots of the same duration for different groups. Besides, the duration of a RAW may be limited considering applications' stringent requirement on communication latency, which leads to short RAW slots and more significant negative impact of the holding period in NCR GS-DCF and the potential extra DIFS in CR GS-DCF on the throughput. Moreover, when the traffic is heterogeneous, the durations of TXOPs for different STAs can be different. As a result, a fixed holding period in the no-crossing case may not be efficient, which needs to be optimized by adaptively setting the holding period for different STAs. To jointly optimize the number of groups and the duration of RAW and RAW slots for GS-DCF, we believe the analytical model developed in this paper can be helpful. Third, as GS-DCF improves the DCF performance in IEEE 802.11ah dense network by restricting STAs's channel access through grouping, it can be a good complement to the existing solutions designed for IEEE 802.11 DCF. However, how to effectively combine them in an optimal way to further improve the performance requires more efforts in the future.
