We consider row sequences of vector valued Padé-Faber approximants (simultaneous Padé-Faber approximants) and prove a Montessus de Ballore type theorem.
Introduction
Let E be a compact set of the complex plane C such that C\E is simply connected and E contains more than one point. There exists a unique exterior conformal mapping Φ from C \ E onto C \ {w ∈ C : |w| ≤ 1} satisfying Φ(∞) = ∞ and Φ ′ (∞) > 0. For any ρ > 1, we denote by Γ ρ := {z ∈ C : |Φ(z)| = ρ}, and D ρ := E ∪ {z ∈ C : |Φ(z)| < ρ}, a level curve with respect to E of index ρ and a canonical domain with respect to E of index ρ, respectively. The Faber polynomials (see [1] ) for E are defined by the formulas
Denote by H(E) the space of all functions holomorphic in some neighborhood of E.
We define In fact, the numbers a (α) k,n depend on m but to simplify the notation we will not indicate it. It is easy to see that if d = 1, then the linear simultaneous Padé-Faber approximants reduce to the linear Padé-Faber approximants with a slight modification on the index n (see, e.g., [2] for the definition of linear Padé-Faber approximants). Moreover, for the case when d = 1, we would like to point out that there is another related construction called nonlinear Padé-Faber approximants (see [3] ). Unlike the classical case, these linear and nonlinear Padé-Faber approximants lead, in general, to different rational functions (see examples in [3] and [4] ). Because we will restrict our attention in this paper to linear simultaneous Padé-Faber approximants, in the sequel, we will omit the word "linear" when we refer to them.
H(E)
For any pair (n, m), a vector of rational functions R n,m always exists but, in general, it may not be unique. In what follows, we assume that given (n, m), one solution is taken. Now, let us introduce a definition of a pole and its order for a vector of functions.
d be a vector of functions meromorphic in some domain D. We say that λ is a pole of F in D of order τ if there exists an index α ∈ {1, 2, . . . , d} such that λ is a pole of F α in D of order τ and for the rest of the indices j = α, either λ is not a pole of F j or λ is a pole of F j with order less than or equal to τ.
Let F ∈ H(E)
d . Denote by ρ |m| (F) the index ρ > 1 of the largest canonical domain D ρ inside of which F has at most |m| poles. Let λ 1 , λ 2 , . . . , λ q be the distinct poles of F in D ρ |m| (F) and let
The set of these poles is denoted by P |m| (F). The normalization of Q n,m used in this paper in terms of its zeros λ n,j is the following:
Denote by Q F |m| the polynomial whose zeros are the poles of F in D ρ |m| (F) counting multiplicities normalized as in (2) .
Before going into details, let us describe the convergence of row sequences of Padé-Faber approximants which is corresponding to the simultaneous Padé-Faber approximants for the scalar case (d = 1). When d = 1, we write F = F, |m| = m = m ∈ N, P |m| (F) = P m (F ), ρ |m| (F) = ρ m (F ), and R n,m = R n,m . An analogue of Montessus de Ballore's theorem for Padé-Faber approximants proved by Suetin [2] is the following: Theorem A. Suppose F ∈ H(E) has poles of total multiplicity exactly m in D ρm(F ) . Then, R n,m is uniquely determined for all sufficiently large n and the sequence R n,m converges uniformly to F inside D ρm(F ) \ P m (F ) as n → ∞. Moreover, for any
where · K denotes the sup-norm on K and if K ⊂ E, then Φ K is replaced by 1.
Here and in what follows, the phrase "uniformly inside a domain" means "uniformly on each compact subset of the domain". The goal of this paper is to extend the above result from the scalar case to the vector case.
In [5] , Graves-Moris and Saff proved a Montessus de Ballore type theorem for simultaneous Padé approximants (in the context of Taylor expansions) using the concept of polewise independent of a vector of functions. We adapt their notion to fit our type of regions. 
Our main result served as the extension of Theorem A is the following:
d be a vector of functions meromorphic in D ρ |m| (F) and m ∈ N d \ {0} be a fixed multi-index. Suppose that F is polewise independent with respect to the multi-index m in D ρ |m| (F) . Then, R n,m is uniquely determined for all sufficiently large n and for each α = 1, 2, . . . , d, R n,m,α converges uniformly to F α inside D ρ |m| (F) \ P |m| (F). Moreover, for each α = 1, 2, . . . , d and for
where · K denotes the sup-norm on K and if
where · denotes (for example) the norm induced in the space of polynomials of degree at most |m| by the maximum of the absolute value of the coefficients.
Since the space of polynomials of degree at most |m| has a finite dimension, all of its norms are equivalent so we can put any norm in (5) .
An outline of this paper is as follows. In the section 2, we introduce some more notation and auxiliary lemmas. The proof of the main result is in the section 3.
Notation and auxiliary results
First, let us discuss some properties of Faber polynomial expansions of holomorphic functions which play a major role in our proof. The Faber coefficient of G ∈ H(E) with respect to Φ n is given by
where ρ ∈ (1, ρ 0 (G)). The following lemma (see, e.g., [6] ) is obtained in the same way as similar statements are proved for Taylor series.
Moroever, the series
and P n,m,α = n−mα k=0 [Q n,m F α ] k Φ k is uniquely determined by Q n,m . Next, let us introduce a concept of convergence in h-content. Let B be a subset of the complex plane C. By U(B), we denote the class of all coverings of B by at most a numerable set of disks. Set
where |U j | stands for the radius of the disk U j . The quantity h(B) is called the 1-dimensional Hausdorff content of the set B. This set function is not a measure but it is semi-additive and monotonic. Definition 4. Let {g n } n∈N be a sequence of complex valued functions defined on a domain D ⊂ C and g another complex function defined on D. We say that {g n } n∈N converges in h-content to the function g on compact subsets of D if for every compact subset K of D and for each ε > 0, we have
Such a convergence will be denoted by h-lim n→∞ g n = g in D.
The next lemma proved by Gonchar (see Lemma 1 in [7] or in Section §2., subsection 2, part b in [8] ) allows us to derive uniform convergence on compact subsets of the region under consideration from convergence in h-content under appropriate assumptions.
If each of the functions g n is meromorphic in D and has no more than k < +∞ poles in this domain, then the limit function g is (except on a set of h-content zero) also meromorphic and has no more than k poles in D. Hence, in particular, if g has a pole of order ν at the point λ ∈ D, then at least ν poles of g n tend to λ as n → ∞. Now, we discuss some upper and lower estimates on the normalized Q n,m in (2). We take an arbitrary ε > 0 and define an open set J ε := J ε (F) as follows. For n ≥ |m|, let J n,ε denote the ε/6|m|n
2 -neighborhood of the set of zeros of Q n,m and let J |m|−1,ε denote the ε/6|m|-neighborhood of the set of poles of F in D ρ |m| (F) . Set J ε = ∪ n≥|m|−1 J n,ε . From monotonicity and subadditivity, it is easy to check that h(J ε ) < ε and J ε 1 ⊂ J ε 2 for ε 1 < ε 2 . For any set B ⊂ C, we put B(ε) := B \ J ε . Clearly, if {g n } n∈N converges uniformly to g on K(ε) for every compact K ⊂ D and ε > 0, then h-lim n→∞ g n = g in D.
The normalization of Q n,m provides the following useful upper and lower bounds on the estimation of Q n,m . Lemma 3. Let K ⊂ C be a compact set and ε > 0 be arbitrary. Then, there exist constants C 1 , C 2 > 0, independent of n, such that
where the second inequality is meaningful when K(ε) is a non-empty set.
Proof of Theorem 1
Proof of Theorem 1. From (6), we have for each α = 1, 2, . . . , d,
where
where λ 1 , λ 2 , . . . , λ q are distinct poles of F in D ρ |m| (F) and τ 1 , τ 2 , . . . , τ q are their multiplicities, respectively. Since F is polewise independent with respect to m in D ρ |m| (F) , F has exactly |m| poles in D ρ |m| (F) and
, we obtain that for each α = 1, 2, . . . , d and for
Note that the constants b (α) ν,n can be calculated in the following forms:
where ρ ∈ (1, ρ |m| (F)). We want to show that for each α = 1, 2, . . . , d,
for any compact set
Choose δ > 0 sufficiently small so that
We first prove that for each α = 1, 2, . . . , d,
Using the normalization of Q n,m (the first inequality in (7)) and (10) when ρ = ρ 1 , there exists n 0 ∈ N such that for each α = 1, 2, . . . , d,
where c 1 does not depend on n (from now on, we will denote some constants that do not depend on n by c 2 , c 3 , . . .). Using (1), we have
Therefore, by (15) and (16), for n ≥ n 0 ,
Letting δ → 0 and ρ 1 → ρ |m| (F), we have (14) as we wanted. Secondly, we show that
Recall that b
ν,n , we need to approximate a (α) k,n first. We will adapt the technique used in [2] to approximate a (α) k,n . Let ρ 1 ∈ (1, ρ |m| (F)) satisfying (12) as before. Choose ρ 2 ∈ (1, ρ 0 (F)). We have
By our choices of ρ 1 and ρ 2 , for each k ≥ 0 and for each α = 1, 2, . .
and has poles at λ 1 , λ 2 , . . . , λ q with multiplicities at most τ 1 , τ 2 , . . . , τ q . Applying Cauchy's residue theorem, we obtain
The limit formula for the residue gives
Leibniz's formula allows us to write
For j = 1, 2, . . . , q, and t = 0, 1, . . . , τ j − 1, set
(notice that the β n (j, t) do not depend on k and α). So, we rewrite (19) as
By the definition of simultaneous Padé-Faber approximants,
for all α = 1, 2, . . . , d and k = n−m α +1, n−m α +2, . . . , n. We view (21) as a system of |m| equations on the |m| unknowns β n (j, t) and the determinant corresponding this system is
, where the subindex on the determinant means that the indicated group of columns are successively written for j = 1, 2, . . . , q and the rows repeated for α = 1, 2, . . . , d. If ∆ = 0, then there exists a linear combination of rows giving the zero vector. This means that there exist polynomials
. This is impossible because F is polewise independent with respect to m in D ρ |m| (F) . Therefore, ∆ = 0 and |∆| ≥ c 5 > 0.
To avoid long expressions, let us define: for all w = 1, 2, . . . , d, y = 1, 2, . . . , m w , j = 1, 2, . . . , q, and t = 0, 1, . . . , τ j − 1, 
where ∆ n (j, t) is the determinant obtained from ∆ by replacing the h th j,t column with the column [γ
and C[g, h] is the determinant of the (g, h) th cofactor matrix of ∆ n (j, t). Substituting β n (j, t) in (20) with the expression in (22), we obtain for α = 1, 2, . . . , d and k ≥ n+1,
(23) Define B(λ, r) := {z ∈ C : |z − λ| < r}.
Let ε > 0 be sufficiently small so that {z ∈ C : |z − λ j | = ε} ⊂ {z ∈ C : |Φ(z)| > ρ 2 } for all j = 1, 2, . . . , q and B(λ j , ε)∩B(λ α , ε) = ∅ for all α = j. Using Cauchy's integral formula,
We can easily check that there exists a constant c 6 such that such that for all j = 1, 2, . . . , q, l = 0, 1, . . . , τ j − 1, α = 1, 2, . . . , d, and k ≥ n + 1,
for sufficiently large n. Similarly, there exists a constant c 7 such that for all j = 1, 2, . . . , q, l = 0, 1, . . . , τ j − 1, α = 1, 2, . . . , d, and k = n − m α + 1, n − m α + 2, . . . , n,
for sufficiently large n. From (26),
Using (25), (27), and ∆ ≥ c 5 > 0, it follows from (23) that
By the definition of γ (α) k,n (see (18)), for all sufficiently large n,
where δ is sufficiently small so that δ satisfies (13) and ρ 2 < ρ 1 − δ. This and the equality (28) imply
Moreover, we have for all ν ≥ 0 and k ≥ n + 1,
where δ is sufficiently small so that ρ 2 − 3δ > 1. Combining (29) and (30), we have for all α = 1, 2, . . . , d,
Now, we show (17). Recall that our choices of ρ 1 and δ (see (12) and (13), respectively) give
ν , for all ν ≥ 0. Therefore, for each α = 1, 2, . . . , d,
Hence, for each α = 1, 2, . . . , d,
Combining (14) and (31), we have (11). Therefore, from (9), we obtain lim sup
where K is any compact set such that E ⊂ K ⊂ D ρ |m| (F) . To show that (32) is true for any compact subset K of D ρ |m| (F) , we let K be any compact subset of D ρ |m| (F) . If K ⊂ E, then clearly Φ K on the right of (32) can be replaced by 1. If
.
Therefore, (32) is true for any compact set K ⊂ D ρ |m| (F) . Let ε > 0. From the second inequality of (7), we obtain Therefore, by (37), (38), and the fact that L j = 0, it follows that lim n→∞ (Q n,m ) (r) (λ j ) 1/n ≤ |Φ(λ j )| ρ |m| (F) , which completes the induction and the proof of (34). Using Hermite interpolation, it is easy to construct a basis {e j,t } j=1,2,...,q, t=0,1,...,τ j −1 in the space of polynomials of degree at most |m| − 1 satisfying
Then, This implies (5) which completes the proof.
