As a typical model-based evolutionary algorithm, estimation of distribution algorithm (EDA) possesses unique characteristics and has been widely applied in global optimization. However, the commonly used Gaussian EDA (GEDA) usually suffers from premature convergence, which severely limits its search efficiency. This paper first systematically analyzes the reasons for the deficiency of traditional GEDA, then tries to enhance its performance by exploiting the evolution direction, and finally develops a new GEDA variant named EDA 2 . Instead of only utilizing some good solutions produced in the current generation to estimate the Gaussian model, EDA 2 preserves a certain number of high-quality solutions generated in the previous generations into an archive and employs these historical solutions to assist estimating the covariance matrix of Gaussian model. By this means, the evolution direction information hidden in the archive is naturally integrated into the estimated model, which in turn can guide EDA 2 toward more promising solution regions. Moreover, the new estimation method significantly reduces the population size of EDA 2 since it needs fewer individuals in the current population for model estimation. As a result, a fast convergence can be achieved. To verify the efficiency of EDA 2 , we tested it on a variety of benchmark functions and compared it with several state-of-the-art EAs. The experimental results demonstrate that EDA 2 is efficient and competitive.
I. INTRODUCTION
E STIMATION of distribution algorithm (EDA) [1] - [3] has been viewed as a special branch of evolutionary algorithm (EA) [4] . The main difference between EDA and other EAs lies in that its solutions are generated by sampling from a probability distribution, but not through mutation and crossover operations. The probability distribution is usually learned from some good solutions selected in the current generation. It is hoped that the learned distribution could capture structural characteristics of the problem, thus effectively guiding the optimization process. During the past decades, EDA has been extensively studied and applied to solve various kinds of optimization problems [5] - [8] . This paper focuses on EDAs for continuous optimization.
EDA generally employs a probability distribution model, such as Gaussian model [9] and Histogram model [10] to describe the distribution of some high-quality solutions. Gaussian EDA (GEDA) is most commonly used for continuous optimization. According to the variable dependencies, GEDA can be further categorized into three types, including univariate GEDA [1] , bivariate GEDA [2] , and multivariate GEDA [3] , among which multivariate GEDA shows competitive performance on most kinds of problems.
Although having great potential, traditional GEDA may easily suffer from premature convergence. It was experimentally shown that an important cause for this drawback is the rapid shrink of variable variances [11] , [12] . To cope with that, researchers developed several variance scaling strategies, which indeed improve the algorithm performance to a certain extent [11] - [16] . With the deepening of research, subsequent studies realized that the search ability of GEDA depends not only on the absolute magnitudes of variable variances which determine its search scope but also on their relative magnitudes which determine its search directions. Some researchers revealed that, under certain circumstances, the main search direction of traditional GEDA tends to become orthogonal to the descent direction [16] , [17] . To deal with this problem, they tried to improve the estimation method for the Gaussian model and achieved some success in regulating both the search direction and search scope of GEDA [17] - [19] . However, although the resultant algorithms demonstrate satisfactory performance on a wide range of problems, they are usually accompanied by more complex algorithmic framework and more free parameters [19] . Besides, the traditional GEDA, especially multivariate GEDA, requires a large population for model estimation [20] , [21] . Then if just a small quantity of computation resource is available, GEDA can evolve a few generations, which may further limit its performance.
A common characteristic of existing GEDAs lies in that they mainly utilize some good solutions in the current population to estimate their Gaussian models. Nevertheless, the role of the estimated model is not to rigidly describe the distribution of the high-quality solutions in the current population, but to predict the distribution of new promising solutions, thus facilitating the algorithm finding them in subsequent generations. From this point of view, it is reasonable to exploit historical solutions but not just the current solutions for model estimation, since the combination of these two kinds of solutions could reflect the variation trend of excellent solutions. According to this idea, this paper designs an external archive to save the high-quality solutions selected in a certain number of previous generations, and takes advantage of these solutions as well as the ones selected from the current population to estimate the covariance matrix of Gaussian model. By this simple operation, the evolution direction information is integrated into the learned Gaussian model, which could endow GEDA with more proper search direction and search scope, thus improving its search efficiency. Concomitantly, the introduction of the archive significantly reduces the population size of GEDA because it weakens the dependency of model estimation on the current population. As a consequence, the convergence ability of the algorithm can be improved. Since the efficiency of GEDA is strengthened by exploiting the evolution direction information hidden in the archive, we name the resultant algorithm EDA 2 . To verify the efficiency of EDA 2 , extensive experiments were executed on both IEEE CEC2013 [22] and CEC2014 [23] test suites. Experimental results verify the superiority of EDA 2 over the traditional GEDA and several state-of-the-art EAs.
The rest of this paper is organized as follows. Section II reviews the related work on EDA and archive-based EAs. Section III presents EDA 2 in detail after analyzing the defect of traditional GEDA. Section IV reports the experimental settings and results. Finally, the conclusions are drawn in Section V.
II. RELATED WORK

A. Estimation of Distribution Algorithm
EDA is a kind of model-based EA. It extracts statistical information from solutions and tries to build an explicit probability model to describe the distribution of high-quality solutions. Gaussian models are most commonly adopted by EDAs for continuous optimization, and they can be generally classified into three types. As the simplest model, univariate model neglects all the variable dependencies and is adopted by algorithms like the univariate marginal distribution algorithm [1] . The second type of model keeps some important dependencies among variables and generally employs Bayesian factorization to identify these dependencies [2] , [12] . The last type of model is the multivariate model that considers all the variable dependencies. Estimation of multivariate normal density algorithm is a typical EDA that employs this model. Generally, univariate GEDA is easy to implement, but may perform poorly on relatively complicated problems. The process of Bayesian factorization itself could be very difficult in some cases [10] . The multivariate GEDA shows competitive performance on most kinds of problems since it can describe variable dependencies well, but it usually requires a large population to build a feasible multivariate model.
To remedy the defect of traditional GEDA that it often converges prematurely, early studies suggested enhancing its exploration ability by manually tuning its variable variances. Yuan and Gallagher [11] obtained certain success by keeping the value of variances not less than 1. Pošík [13] suggested multiplying variances by a constant coefficient. Inspired by the variance adaptation method in evolution strategy (ES),
Ocenasek et al. [12] introduced this method into mixed Bayesian optimization algorithm [24] by combining it with 1/5-success-rule [25] . Grahl et al. [14] developed an adaptive variance scaling (AVS) strategy by taking account of the evolutionary status of the algorithm. AVS enlarges the variances when EDA obtains a better solution in one generation, otherwise decreases them. However, AVS would not be triggered unless EDA is searching on a slope. To identify such a structure, Grahl et al. and Bosman et al. further proposed two different approaches called correlation triggering rule [14] and standard deviation ratio (SDR) [15] . Cai et al. [16] suggested a cross entropy (CE) variance scaling strategy that computes the scaling coefficient by minimizing the CE between the models of two successive generations.
Besides, some other researchers attempted to achieve variance scaling by adjusting the eigenvalues of the covariance matrix. Wagner et al. [26] made the initial attempt and suggested resetting the minimum eigenvalue to the value of the maximum eigenvalue. Dong and Yao [27] proposed an eigen decomposition framework and unified the existing eigenvalue tuning strategies into their framework. Liu et al. [28] combined GEDA with principal component analysis (PCA) and attempted to control the eigenvalues using the eigen analysis power of PCA.
It was later revealed that simply scaling the variable variances cannot significantly improve the performance of the traditional GEDA since the algorithm also suffers from inefficient search direction. Experiments showed that the main search direction of the traditional GEDA is much likely to become orthogonal to the descent direction of the function being solved and much search effort is wasted [16] , [17] . However, this defect was not fully recognized and studied, and only a handful of remedies were suggested. Bosman et al. [17] developed an anticipated mean shift (AMS) strategy which would shift part of the solutions along the mean shift direction. Then the shifted and some other unchanged solutions are all used to estimate the covariance matrix of Gaussian model. By this means, the search direction of GEDA could be effectively adjusted. The combination of AMS, AVS, and SDR leads to an efficient algorithm named AMaLGaM [17] . Based on the idea of AMS, Ren et al. [19] suggested directly shifting the mean rather than the solutions when estimating the model. Different from the above works that only utilize good solutions in the population, Liang et al. [29] employed some repaired inferior solutions as well as the superior solutions in the current population to build the model for the sake of adjusting search direction. It is worth mentioning that the covariance matrix adaptation ES (CMA-ES) [18] , which could be viewed as a special GEDA, implicitly provides an effective way to capture the efficient search direction. When updating its covariance matrix, CMA-ES employs some good solutions in the current population, but takes the mean of the previous generation as the center. In this way, the shape of the estimated model could be elongated along the evolution direction.
In addition to the improvement work listed above, some researchers tried to enhance the performance of EDA by integrating it with some other search techniques. Chen et al. [30] introduced the personalized search into EDA to reduce the initial search space to a preferred subspace for accelerating the search process. Zhou et al. [10] suggested improving EDA with cheap and expensive local search methods. Fang et al. [31] combined EDA with a classic mean shift strategy to refine high-quality solutions and increase the convergence rate. Cheng et al. [32] introduced a chaotic mutation operator into EDA to alleviate the premature convergence. Instead of using Gaussian model, [33] -[35] adopted histogram model, particle filter, and Copula theory, respectively, to describe the distribution of high-quality solutions. Moreover, the techniques of clustering [36] , [37] ; niching [38] - [41] ; and hybrid models [41] , [42] were also introduced into EDAs to improve their search ability on multimodal problems.
As for the applications of EDA, Lim et al. [43] adopted EDA to optimize the fuel consumption and the driving time in the ecological driving system. Zangari et al. [44] introduced a decomposition-based multiobjective EDA using the kernels of mallows models and applied it to the permutation-oriented multiobjective problems. Liu et al. [45] proposed a two-phase EDA based on the correlation among pixel positions and employed it to solve the gesture segmentation problem.
B. Archive-Based EAs
During the optimization process, most EAs generate new solutions mainly based on the current population. Historical solutions produced in the previous generations are generally abandoned, although they may contain some meaningful information. To exploit this type of information, researchers introduced the archive technique and developed some archive-based EAs.
Based on the archive technique and inspired by the idea of Tabu search, Yuen and Chow [46] proposed a never revisit genetic algorithm (GA), which maintains an archive to record all the explored solutions for the purpose of avoiding revisit. They subsequently developed a new EA that adaptively guides mutation operation by using the entire search history [47] . De Lucia et al. [48] proposed a singular value decomposition (SVD)-based GA, which stores some good historical solutions into an archive and estimates evolution direction by performing SVD on these solutions. To improve its exploration ability, the algorithm occasionally drives a new population toward the orthogonal direction of the estimated evolution direction.
Particle swarm optimization (PSO) is essentially a kind of archive-based EA, since it always holds the personal best and global best solutions of particles and employs them as the exemplars for the current particles. Ren et al. [49] explicitly proposed an archive-based PSO named scatter learning PSO algorithm (SLPSOA). It maintains an exemplar pool (essentially being an archive) which is composed of a certain number of high-quality historical solutions scattered in the solution space, and requires particles to select their respective exemplars from the pool according to a roulette wheel rule such that more promising solution regions can be explored. Zhai and Li [50] proposed a niching PSO for multimodal problems. This algorithm stores the local best solutions found by converged subswarms into a dynamic archive. As a result, these subswarms could be rerandomized to explore new solution regions without losing useful information, and the performance dependency on the population size can be greatly alleviated.
The archive technique is also widely employed by differential evolution (DE). JADE [51] , which is an excellent DE variant characterized by the well-known mutation operator called "DE/current-to-pbest/1" with archive, keeps the failing solutions in the recent selection operations in an archive, and always selects a participator from the archive to construct a differential vector for the mutation operation. The resultant differential vector may provide progressive direction and is also capable of improving the diversity of the population. Successful-parent-selecting DE (SPS-DE) [52] framework also relies much on an archive. Different from JADE, it saves the successful solutions in the recent selection operations into an archive and selects substitutes from it for the stagnant solutions in the current population. In this way, the stagnation situation may be alleviated. Guiding archive DE (GAR-DE) [53] provides a more general framework to avoid stagnation. The main difference between SPS-DE lies in that it takes a similar method with SLPSOA to construct archive and to select solutions from it.
As for EDA, the archive technique has been seldom applied. Gao and Wood [54] developed an EDA based on a multivariate t-distribution, an archive technique, and a mutation operator. It stores a certain number of best solutions found so far into an archive, and selects some solutions from the archive at each generation to estimate a multivariate t-distribution which is in turn used to sample a part of solutions for the new population. The other part of the solutions are produced by performing the mutation operation on the solutions used for model estimation. As the superior solutions in the archive may lie in different local regions, the possibility of stagnation could be reduced.
From the related work listed above, it can be concluded that compared with other EAs such as PSO and DE, fewer EDAs have been developed in recent years and the newly reported EDAs are usually accompanied by more complex algorithmic framework, more free parameters, and greater computation burden, which limit their robustness and applicability. Aiming to enhance EDA with simple operation, this paper proposes Algorithm 1 General Procedure of EDA 1. Initialize parameters, set t = 0, and generate the initial population P t ; 2. Evaluate population P t and update the best solution b t obtained so far; 3. Output b t if the stopping criterion is met; 4. Select promising solutions S t from P t ; 5. Build a new probability model G t+1 based on S t and update t ← t + 1; 6. Generate a new population P t by sampling from G t , then goto step 2. a novel EDA variant by exploiting the evolution direction information hidden in a specially constructed archive.
III. DESCRIPTION OF EDA 2
This section first shows the motivation of EDA 2 by analyzing the deficiency of the traditional GEDA, then presents the key idea and procedure of EDA 2 in detail.
A. Basic GEDA
The basic idea of EDA is to learn the distribution of promising solutions and then produce new solutions according to the learned results. Algorithm 1 presents the general procedure of EDA. It first initializes its population with some randomly generated solutions (step 1), then after the evaluation operation (step 2), it picks out a certain number of high-quality solutions according to a specified selection rule (step 4). Based on these solutions, EDA constructs a new probability model (step 5), which is further employed to generate new solutions (step 6). EDA executes this iterative process until the stopping criterion is met.
Gaussian model is the most commonly adopted probability model of continuous EDAs. The Gaussian probability density function for an n-dimensional random vector x can be parameterized by a mean µ and a covariance matrix C as follows:
The new µ and C for the next generation are generally estimated according to the following maximum likelihood estimation method based on the selected solutions in current generation:
where S t denotes the set of solutions selected from the current population and |·| denotes the cardinality of a set. The Gaussian model estimated by (2) and (3) keeps all the variable dependencies that it could ensure rotation-invariance and capture some complicated structural characteristics of the solution space [17] . The estimated Gaussian model decides the search statuses of GEDA. It can be geometrically described by a probability density ellipsoid (PDE) in the hyperspace. As illustrated in Fig. 1 , µ is the center of PDE and the search center of GEDA, and the eigendirections and the corresponding eigenvalues of C determine the axis directions and lengths of PDE, respectively. Therefore, C plays a key role in the search direction and scope of GEDA.
As we can see from Fig. 1 that the selected high-quality solutions usually lie in a semi-ellipsoid which is determined by the shape of current PDE and the function contour. The major axis of this semi-ellipsoid tends to parallel to the corresponding function contour, so does the major axis of the new PDE estimated by these selected solutions within the semi-ellipsoid. As a consequence, the main search direction of GEDA is inclined to become orthogonal to the fitness improvement direction. On the other side, the selected solutions are mainly distributed around the current mean because Gaussian model tends to produce more solutions near its center, then the new estimated PDE is inevitable to shrink. With futile search direction and fast-shrinking search scope, the performance of GEDA is severely restricted. Besides, it is also easy to understand why the aforementioned variance scaling methods cannot significantly improve the performance of traditional GEDA. The reason consists in that they could hardly regulate the shape of PDE but just change its size.
B. Archive-Based Covariance Matrix Estimation Method
As illustrated by Fig. 1 , the traditional GEDA suffers from improper search scope and direction. However, it is interesting to see that the center of PDE, i.e., the search center of GEDA, can still move toward better solution regions. We call its movement direction as evolution direction. It is hoped that the main search direction of GEDA, i.e., the major axis direction of PDE, could parallel to its evolution direction. If so, its search efficiency will be greatly enhanced. At this moment, it becomes a feasible way and also a key issue to take advantage of evolution direction to adjust the ill-shaped PDE which is related with the estimated covariance matrix.
As evolution direction concerns historical solutions, it is no longer advisable to just make use of the solutions selected from the current population to estimate the covariance matrix. Aimed at this issue, EDA 2 , the new EDA variant proposed in this paper, maintains an archive to store a certain number of high-quality historical solutions and estimates the covariance matrix by exploiting these solutions as well as the ones selected from the current population. For each generation t, the archive A t is defined as follows:
where S t−i denotes the set of solutions selected at the (t − i)th generation, l is a non-negative integer and denotes the length of the archive. This means that EDA 2 preserves the solutions selected at the last l generations into its archive. The archive would be empty if l is set to zero.
Once A t is determined, EDA 2 estimates its covariance matrix as follows:
where the new mean µ t+1 is still estimated according to (2) , which implies that µ t+1 only depends on S t . Compared with the original covariance matrix estimation method shown in (3), the new method not only keeps its simplicity but also brings the following three remarkable advantages.
1) The new method naturally integrates the evolution direction information into the estimated covariance matrix and enables the main axis direction of PDE to gravitate toward evolution direction. As shown in Fig. 2 , the solutions selected at each generation are mainly distributed around their mean, then the PDE estimated by the solutions selected at several consecutive generations according to (5) will be approximately elongated along the movement direction of corresponding means, i.e., along the evolution direction of EDA 2 . PDE-0, PDE-1, and PDE-l in Fig. 2 schematically represent three new PDEs estimated by (5) with archives of length 0, 1, and l, respectively. It can be figured out that the greater the archive length is, the further PDE will be elongated. 2) The new covariance matrix estimation method can also enlarge the search scope of GEDA besides regulating its search directions. This advantage profits from two characteristics of (5). On the one hand, the solutions in the union of the archive and the current selection set are usually scattered in a larger solution region than the ones just contained in the current selection set. On the other hand, for the given solutions in the union set, (5) does not stiffly apply the maximum likelihood estimation method which would takes the mean of the union set as a center, but takes the mean of the current selection set as a center. In this way, the volume of the PDE corresponding to the estimated covariance matrix is further enlarged, so is the search scope of GEDA.
3) The new method can greatly reduce the population size of GEDA. For an n-dimensional optimization problem, there are 0.5(n 2 + n) free parameters in the covariance matrix. To properly estimate the covariance matrix, the number of required samples should be much larger than n. For the traditional GEDA, all these samples are selected from the current population. This is the main reason why GEDA requires a much larger population size than other EAs such as PSO and DE, and it could evolve fewer generations for the same amount of computation resource, which further deteriorates its performance. The introduction of the archive in EDA 2 greatly weakens the dependence degree of the covariance matrix estimation operation on the current population. Consequently, the population size can be significantly reduced. Despite the above excellent characteristics, EDA 2 only introduces a single new parameter, i.e., the archive length l. This parameter determines the utilization degree of historical solutions. With a proper value for l, PDE can be well adjusted, and the search efficiency of GEDA is expected to be greatly enhanced. Specially, if we set l to zero, EDA 2 will degenerate to the traditional GEDA. On the contrary, if we set l to a very large value, the main search direction of EDA 2 may become too aggressive to properly guide its search process, and the resultant overlarge search scope may make EDA 2 too explorative, which will take negative effect to the convergence ability of EDA 2 . Section IV-A will experimentally analyze the influence of l.
C. Procedure of EDA 2
The procedure of EDA 2 can be obtained by replacing the covariance matrix estimation operation in the traditional GEDA with the new one described by (5) . Algorithm 2 presents the detailed steps of EDA 2 , where three points should be noted. First, EDA 2 initializes the archive to be empty (step 2) and constantly adds the solutions selected at each generation to the archive until its length reaches the specified value (steps 8 and 9). If that is the case, EDA 2 updates the archive by replacing the oldest set of selected solutions with the latest one (steps 10 and 11). Second, EDA 2 adopts the truncation selection rule to select solutions from the current population (step 5). Finally, EDA 2 also takes an elite strategy which maintains the best solution in the current generation to the next generation. Therefore, EDA 2 just generates p − 1 new solutions at each generation for the population of size p (steps 13 and 14).
Algorithm 2 Procedure of EDA 2 1. Initialize parameters, including population size p, selection ratio τ , and archive length l; 2. Set t = 0, i = 0, and A t = ∅, and randomly generate the initial population P t ; 3. Evaluate P t and update the best solution b t obtained so far; 4. Output b t if the stopping criterion is met; 5. Select the best τ p solutions from P t and store them into S t ; 6. Estimate the mean µ t+1 with S t according to (2); 7. Estimate the covariance matrix C t+1 with S t and A t according to (5);
8. If i < l then 9. set A t+1 = A t ∪ S t and update i ← i + 1; 10.Else 11. set A t+1 = A t ∪ S t \S t−l ; 12.Update t ← t + 1 and build a probability model G t based on µ t and C t ;
13.Generate p−1 new solutions by sampling from G t and store them into M t ; 14.Set P t = M t ∪ b t-1 , then goto step 3.
It is worth noting that EDA 2 shares some features with the famous CMA-ES algorithm [18] . They both take the multivariate Gaussian model as their probability distribution models and exploit the evolution direction information when estimating the covariance matrix. However, there are three distinct differences between them.
1) CMA-ES produces a new covariance matrix for the next generation by updating the current one using the solutions selected from the current population, which means all the selected solutions since the beginning of CMA-ES are integrated into the new covariance matrix and requires CMA-ES to introduce a learning rate to balance the influence of the current covariance matrix and the update part such that the latter could play a more important role. Considering that the older solutions take less effect or even negative effect on the new covariance matrix, EDA 2 just employs the solutions selected in the recent l + 1 generations to estimate the covariance matrix. 2) CMA-ES utilizes the evolution direction information with a specialized rank-one-update strategy which describes the movement of the means in two consecutive generations. The other update part is performed according to the so called rank-μ-update strategy which describes the distribution of the μ solutions selected from the current population relative to the mean estimated at the last generation. CMA-ES integrates two update part together with a weight parameter. Different from CMA-ES, EDA 2 implicitly exploits the evolution direction information by capturing the distribution of the solutions in the archive relative to the current mean. 3) CMA-ES has more parameters than EDA 2 . Besides the learning rate, weight parameter, it also designs a step size to make the update parts at different generations comparable. Although empirical settings are given under some ideal assumptions, it is still difficult to adjust them to adapt different problems. By contrast, EDA 2 just introduces a single new parameter (archive length) within the simple framework of the traditional GEDA. This parameter has clear physical meaning and is easy to set, which will be shown in Section IV-A.
IV. EXPERIMENTAL STUDIES
This section is designed to study the influences of parameters, investigate the effectiveness of the new covariance matrix estimation method, and synthetically evaluate the performance of EDA 2 by comparing it with existing excellent EAs. To achieve this, two well-known sets of benchmark functions developed for IEEE CEC2013 [22] and CEC2014 [23] , respectively, were employed in our experiments. They contain 28 and 30 functions, respectively, and each function can be set with 30-D and 50-D. For the convenience of description, we denote the 28 functions for IEEE CEC2013 as CEC2013 1 -CEC2013 28 and the 30 functions for IEEE CEC2014 as CEC2014 1 -CEC2014 30 .
Based on their characteristics, these functions can be divided into four classes. CEC2013 1 -CEC2013 5 and CEC2014 1 -CEC2014 3 are unimodal functions, CEC2013 6 -CEC2013 20 and CEC2014 4 -CEC2014 16 are simple multimodal functions, CEC2014 17 -CEC2014 22 are hybrid functions, and CEC2013 21 -CEC2013 28 , and CEC2014 23 -CEC2014 30 are composition functions. They are all minimization problems with a single objective and their detailed description can be found in [22] and [23] .
In our experiments, each algorithm was required to independently run 25 times on a function and the maximum number of fitness evaluations for each run was conventionally set to 10 000D. The function error value (FEV) achieved in each run, i.e., the difference between the fitness value of the achieved best solution and that of the true optimal solution, was recorded to assess the performance of algorithms. It is notable that a FEV will be reported as zero if it is smaller than 1.0E−8.
A. Influence of Parameters
EDA 2 only has three parameters: 1) population size p; 2) selection ratio τ ; and 3) archive length l. p determines the exploitation degree of EDA 2 to the solution region dominated by the current Gaussian model and also provides the base for estimating a new model. However, a very large value for p does not necessarily bring more better solutions, but certainly consumes more computation resource at each generation, which may not ensure the convergence of EDA 2 if the total computation resource is relatively limited. τ determines the quantity and quality of the selected solutions. A small value for τ can ensure the quality of selected solutions, but meanwhile reduces their quantity, which may make EDA 2 fall into local optima. Conversely, a large value for τ helps to avoid local optima, but may reduce the search efficiency of EDA 2 since it is likely to introduce some inferior solutions for model estimation. As for archive length l, its influence has been qualitatively analyzed at the end of Section III-B.
Our preliminary experiment showed that the performance of EDA 2 is rather robust to the variation of τ , therefore two intensive experiments were designed as follows: the first one studied the performance variation of EDA 2 with respect to both p and l under the condition of keeping τ as a common value of 0.35 [17] , [19] , and the second one intensively investigated the sensitivity of EDA 2 to τ when keeping p Fig. 3 shows the results obtained by EDA 2 with different combinations of p and l. It is very interesting to find that EDA 2 performs surprisingly well on four different functions when p and l are located in a valley-like region. This observation is of great significance since it means p and l can complement each other. A small value for one parameter coupled with a large value for the other or moderate values for both of them could always achieve satisfying performance. The complementation between p and l makes sense from the perspective that EDA 2 totally employs (l + 1)|τ p| solutions to estimate a new covariance matrix. When τ is fixed, different combinations of p and l chosen from the valley-like region keep the number of solutions used for estimation within a certain range. Despite of this, it is notable that either p or l should not be set to an extreme value. For example, Fig. 3(b) demonstrates that when l = 5, EDA 2 cannot obtain fine result on CEC2014 4 no matter what value p is set to.
We also implemented the above experiment on functions with 50-D to investigate the scalability of the combination of p and l with respect to the problem dimension. Fig. 4 presents the corresponding results, from which it can be seen that EDA 2 performs similarly with the case for 30-D when the two parameters vary, i.e., it can find better solutions when p and l are located in a valley-like region.
To further investigate the influence of p and l on the evolution process of EDA 2 , Fig. 5 presents the evolution curves of the average FEVs obtained by five different EDA 2 s whose parameter settings are shown in Table I . The comparison among EDA 2 -1, EDA 2 -2, and EDA 2 -3 can reveal the influence of l since they are set with the same p but different l. It can be seen from Fig. 5 that EDA 2 -1 demonstrates the fastest convergence speed on four test functions and also achieves superior final results on CEC2014 1 and CEC2014 8 , but it is more likely to fall into local optima of CEC2014 4 and CEC2014 18 . With the largest archive length among three algorithms, EDA 2 -3 is endowed with the strongest exploration ability around its evolution direction. However, the strong exploration ability slows down its convergence speed on simple functions like CEC2014 1 and CEC2014 4 , and the greedy search direction makes it tend to prematurely converge on some complicated multimodal functions like CEC2014 8 and CEC2014 18 . As Fig. 5 , it can be observed that the larger p is, the slower the convergence speed of EDA 2 is. Fig. 5(c) and (d) also shows that a larger p facilitates EDA 2 finding better solutions for complicated multimodal functions under the condition that sufficient computation resource is given. According to our investigation, we recommend to set EDA 2 with a relatively small p and a relatively large l when keeping their product within a certain range. In the experiments reported below, EDA 2 was set with p = 100 and l = 20 for functions with 30-D and p = 200 and l = 20 for functions with 50-D. Compared with the common setting of the traditional multivariate GEDA [3] , the population size of EDA 2 is greatly reduced.
2) Influence of τ : To investigate the influence of τ , we tested the variation of FEV when selecting different values for τ from {0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5} and keeping p = 100 and l = 20. The results are reported in Table II . It can be seen that when τ varies within a wide range, EDA 2 obtains the global optima for the first two relatively simple functions and near global optima for the last two complex functions. Moreover, the variation of FEVs on the last two functions is not significant, especially when τ belongs to [0.2, 0.4], which means EDA 2 is rather robust to τ . In general, we suggest setting τ to 0.35.
B. Effectiveness of the New Covariance Matrix Estimation Method
To verify the effectiveness of the new covariance matrix estimation method, we first compared EDA 2 with the classic EMNA g [3] since they only differ in the covariance matrix estimation method. To ensure the fairness of the comparison, the population size and the selection ratio of EMNA g were set to the commonly used values, i.e., p = 1000 and τ = 0.35. In addition to FEV, another indicator, which is defined as the cosine of the acute angle (denoted as θ ) between PDE's major axis and the steepest descent direction, was also employed to demonstrate the specific performance of the two algorithms. Here, the steepest descent direction indicates the direction from PDE's center to the global optimum. This new indicator reflects the effectiveness of the main search direction of GEDA, and the larger the indicator value is, the more effective the main search direction is. Fig. S1 in the supplementary material shows the evolution curve of the cosine of θ . It can be seen that for each of the four test functions, EDA 2 obtains larger cosine values than EMNA g during almost the whole evolution process, which indicates that EDA 2 is good at finding better search direction than traditional GEDA by taking advantage of the evolution direction information. For the unimodal function CEC2014 1 , EDA 2 keeps searching along an effective direction, while the main search direction of EMNA g is almost orthogonal to the steepest descent direction. This result is consistent with the illustration presented in Fig. 1 . For the simple multimodal function CEC2014 4 , EDA 2 could quickly find the near steepest descent direction. As for more complicated functions CEC2014 8 and CEC2014 18 , EDA 2 also identifies better search directions than EMNA g during the first half of the search process, which is helpful to explore more promising regions. However, during the second half of the search process, both EDA 2 and EMNA g converge to a local optimal area, where the search direction becomes meaningless. Fig. S2 in the supplementary material presents the evolution curve of FEV. It is clear that EDA 2 defeats EMNA g on all the four test functions. Benefiting from its efficient search direction, EDA 2 finds the optimal solutions for CEC2014 1 and CEC2014 4 soon, while EMNA g is trapped into local optima of these two functions. As for CEC2014 8 and CEC2014 18 , both algorithms get stuck, but EDA 2 gets stuck later and obtains much better final solutions than EMNA g .
In addition to EDA 2 and EMNA g , Fig. S2 in the supplementary material also shows the FEVs achieved by AMaLGaM [17] and IPOP-CMAES [55] during their evolution process. As indicated in Section II-A, AMaLGaM is a well-known GEDA variant equipped by three efficient techniques, including AMS, AVS, and SDR. IPOP-CMAES is an extension of the classic CMA-ES. It restarts CMA-ES with an increasing population size when getting stuck. IPOP-CMAES was shown to be very competitive compared with many other recently developed EAs [56] . AMaLGaM has several variants in its original paper, and the one using full covariance matrix was employed and implemented in our experiment. According to the suggestions in [17] , we set its population size to 1000 which is the same as that in EMNA g , and keep the other parameters unchanged [17] . As for IPOP-CMAES, we directly applied the source code provided by Loshchilov et al. [57] , [58] . From Fig. S2 in the supplementary material, it can be seen that EDA 2 , AMaLGaM, and IPOP-CMAES all obtain the global optimum of CEC2014 1 , where EDA 2 shows similar and slower convergence speed compared with AMaLGaM and IPOP-CMAES, respectively. As for CEC2014 4 , both AMaLGaM and IPOP-CMAES get stuck in their early search stages and subsequently jump out of the local solution regions, with the former keeping improving its FEV slowly and the latter finding the global optimum soon. By contrast, EDA 2 locates the optimal solution region after a few generations and always keeps a desirable improvement tendency until finding the global optimum. From Fig. S2(c) and (d) , in the supplementary material, it can be seen that the convergence characteristics of EDA 2 , AMaLGaM, and IPOP-CMAES on CEC2014 8 are similar with those on CEC2014 18 , i.e., IPOP-CMAES converges earliest, sequentially followed by AMaLGaM and EDA 2 . As for the final solution, the three algorithms achieve similar results for CEC2014 8 , whereas EDA 2 obtains much better result for CEC2014 18 than the other two algorithms.
All the above investigations verify that the archive-based covariance matrix estimation method presented in this paper is rather effective. It helps EDA 2 to find right improvement direction by exploiting the evolution direction hidden in the archive and also enhances the exploration ability of EDA 2 around evolution direction. Moreover, the simple framework of EDA 2 makes it adapt well to different kinds of problems.
C. Comparison With State-of-the-Art EAs on CEC2013 Test Suite
To evaluate the efficiency of EDA 2 , we compared it with EMNA g [3] , AMaLGaM [17] , IPOP-CMAES [55] , CPI-JADE [59] , and GAR-jDE [53] on CEC2013 test suite. As a traditional GEDA, EMNA g provides a basic reference for EDA 2 . AMaLGaM and IPOP-CMAES have been introduced in Section IV-B, and they both can be considered as stateof-the-art EDAs. CPI-JADE improves the famous JADE [51] by implementing the crossover operator in both the original coordinate system and the eigen coordinate system, where the latter is established by making use of the covariance matrix adaptation method. GAR-jDE embeds a parameter adaptive DE (jDE) [60] into the GAR-DE framework introduced in Section II-B and is reported to be the most efficient GAR-DE version. Considering their excellent performance and similarity with EDA 2 , CPI-JADE, and GAR-jDE were selected for comparison.
Tables SI and SII in the supplementary material summarize the optimization results obtained by the six algorithms on functions with 30-D and 50-D, respectively. The population sizes of EMNA g and AMaLGaM were set to 1000 for functions with 30-D and 2000 for functions with 50-D. The results of IPOP-CMAES, CPI-JADE, and GAR-jDE are directly taken from [53] , [58] , and [59] , respectively. It is necessary to mention that only functions with 30-D are adopted for the comparison between EDA 2 and GAR-jDE as the results of the latter on functions with 50-D are not reported in [53] . To measure the difference between EDA 2 and other algorithms, we employed Cohen's d effect size [61] to quantify the difference between their average FEVs. Cohen's d effect size is independent of the sample size and is generally considered "small," "medium," and "large" if its absolute value belongs to [0.2, 0.3), [0.3, 0.8), and [0.8, +∞), respectively. According to this rule, if a result in Tables SI and SII, in the supplementary material, is judged to be better than, worse than, or similar to the corresponding one obtained by EDA 2 , it is marked with "+," "−," and "≈," respectively. Besides, the best results are highlighted in bold. From the results shown in Tables SI and SII, in the supplementary material, the following comments can be made.
1) For unimodal functions CEC2013 1 -CEC2013 5 , EDA 2 demonstrates the best performance among all the involved algorithms on both 30-D and 50-D situations. When D = 30, EDA 2 finds the global optimal solutions of all the five functions, while AMaLGaM, IPOP-CMAES, and CPI-JADE all fail on CEC2013 3 and GAR-jDE only obtains the optima of CEC2013 1 and CEC2013 5 . As for the case of 50-D, the performance of EDA 2 just deteriorates a little on CEC2013 3 , and the corresponding solution is still much better than the ones obtained by the other five algorithms. Thus, EDA 2 can be ranked first on unimodal functions. 2) For basic multimodal functions CEC2013 6 -CEC2013 20 with 30-D, although EDA 2 defeats EMNA g on most functions, it is surpassed by AMaLGaM and IPOP-CMAES on 8 and 9 out of total 15 functions, respectively, which means EDA 2 performs a little worse than the two algorithms. Nevertheless, the two numbers are reduced to 6 and 5, respectively, under the case of 50-D, which implies that EDA 2 is comparable to AMaLGaM and IPOP-CMAES and also adapts better to larger scale problems. Besides, it is interesting to find that EDA 2 demonstrates similar performance difference from CPI-JADE (on functions with 30-D and 50-D) and GAR-jDE. It performs no worse than both two algorithms on the same 8 functions out of total 15 ones. This further indicates that EDA 2 shares the excellent scalability of DE to larger scale problems. 3) CEC2013 21 -CEC2013 28 are complicated composition functions, on which all the algorithms tested could not obtain desirable results. Even so, EDA 2 shows obvious superiority over the other five algorithms. It defeats EMNA g on all the functions except CEC2013 26 with 30-D, and performs no worse than AMaLGaM, IPOP-CMAES, CPI-JADE, and GAR-jDE on 6, 6, 6, and 5 out of the total 8 functions with 30-D, respectively. For functions with 50-D, the advantage of EDA 2 over IPOP-CMAES and CPI-JADE is further strengthened. The last rows of Tables SI and SII, in the supplementary material, summarize the overall comparison results. It can be concluded that EDA 2 outperforms EMNA g , CPI-JADE, and GAR-jDE, achieves similar performance with AMaLGaM, and is competitive with IPOP-CMAES. This conclusion is exciting since EDA 2 keeps the simplest algorithmic framework as EMNA g and its parameters are much fewer and are easier to set than those of the other four algorithms.
D. Comparison With State-of-the-Art EAs on CEC2014 Test Suite
To further verify the efficiency of EDA 2 , we also evaluated it on CEC2014 test suite. Besides EMNA g , AMaLGaM, IPOP-CMAES, and CPI-JADE, two new competitors were included in this experiment, i.e., SPS-JADE [52] and BL-PSO-5 [62] . SPS-JADE integrates the classic JADE into the SPS-DE framework presented in Section II-B and significantly improves JADE by enhancing its exploration ability. BL-PSO-5 is a recently developed PSO variant which integrates a biogeography-based learning strategy into PSO to enhance its exploitation ability. It was reported that BL-PSO-5 outperforms some other kinds of representative EAs as well as several well-established PSO variants.
Tables SIII and SIV in the supplementary material report the optimization results achieved by the seven algorithms on functions with 30-D and 50-D, respectively, from which the following observations can be made.
1) It is clear that EDA 2 together with IPOP-CMAES demonstrate perfect performance on unimodal functions CEC2014 1 -CEC2014 3 . They consistently provide the optimal solutions with 100% successful rate. By contrast, AMaLGaM and CPI-JADE also achieve desirable performance when D = 30, but they both show performance deterioration on a function when the dimension is increased to 50. As for SPS-JADE and BL-PSO-5, they fail on two and three functions, respectively. The success of EDA 2 , IPOP-CMAES, AMaLGaM, and CPI-JADE also indicates that proper covariance matrix adaption facilitates identifying the structural characteristics of the optimization problem and thus raising the search efficiency of algorithms. 2) As on the basic multimodal functions in CEC2013 test suite, EDA 2 does not show superiority on the simple multimodal functions in CEC2014 test suite (CEC2014 4 -CEC2014 16 ). It achieves similar performance with AMaLGaM and BL-PSO-5 since the number of functions on which it defeats each of these two competitors and is surpassed by each of them are nearly equal under the both cases of 30-D and 50-D. Besides, it performs slightly worse than IPOP-CMAES, CPI-JADE, and SPS-JADE since it is outperformed by these three competitors on 5, 7, and 7 out of total 13 functions with 30-D, respectively, and on 6, 8, and 8 functions with 50-D, respectively. Even so, EDA 2 can always provide the best solutions for three functions (CEC2014 7 , CEC2014 11 , and CEC2014 13 ) among all the seven algorithms. 3) As for the hybrid functions CEC2014 17 -CEC2014 22 , EDA 2 demonstrates extraordinary superiority. It outperforms all the other six algorithms on all the six functions regardless of their dimensions. Specifically, EDA 2 improves EMNA g , IPOP-CMAES, CPI-JADE, SPS-JADE, and BL-PSO-5 on all the functions with 50-D by at least one order of magnitude. EDA 2 could definitely be considered as the champion on this set of test functions. 4) Regarding to the composition functions CEC2014 23 -CEC2014 30 with 30-D, EDA 2 performs no worse than AMaLGaM and CPI-JADE on all the eight functions, and is defeated by SPS-JADE and BL-POS-5 on only 1 and 2 functions, respectively. In the case of D = 50, EDA 2 outperforms these four algorithms on 4, 7, 3, and 3 out of total 8 functions, respectively, and is defeated by them on 2, 0, 2, and 3 functions, respectively. This means that EDA 2 has an edge over AMaLGaM, CPI-JADE, SPS-JADE, and BL-POS-5. Compared with IPOP-CMAES, EDA 2 shows some performance deterioration. It is surpassed by this competitor on 5 and 6 functions under the cases of D = 30 and 50, respectively. The success of IPOP-CMAES mainly benefits from its restart mechanism which alleviates the issue of premature convergence. From the last rows of Tables SIII and SIV, in the supplementary material, it can be summarized that EDA 2 exhibits excellent performance on the CEC2014 test suite as it achieves   TABLE III  RANKINGS OF EDA 2 , AMALGAM, IPOP-CMAES, AND CPI-JADE ON  THE TOTAL 58 FUNCTIONS ACCORDING TO THE FRIEDMAN TEST pretty close performance to the famous IPOP-CAMES and significantly outperforms EMNA g , AMaLGaM, CPI-JADE, SPS-JADE, and BL-PSO-5. From all the results reported in Tables SI-SIV, in the supplementary material, it can be concluded that AMaLGaM, IPOP-CMAES, CPI-JADE, and EDA 2 are relatively efficient algorithms for both CEC2013 and CEC2014 test suites. To further distinguish their performance, we conducted Friedman test on them based on the total 58 functions in both two test suites. Table III presents the final rankings of the four algorithms. It indicates that their rankings on functions with 30-D are exactly consistent with those for the case of 50-D, where EDA 2 is ranked first, sequentially followed by AMaLGaM, IPOP-CMAES, and CPI-JADE.
In summary, EDA 2 is very competitive compared with stateof-the-art EDAs, DEs, and PSO. It is particularly efficient on unimodal functions, hybrid functions, and complicated composition functions. This kind of excellent performance mainly profits from its capability in exploiting the significant evolution direction information hidden in the historical solutions and its simple algorithmic framework which can adapt better to different types of problems.
V. CONCLUSION
In this paper, a novel EDA variant named EDA 2 is proposed for continuous optimization problems. Different from the most existing EDAs which only employ some good solutions in the current population to build their probability distribution models, EDA 2 maintains an external archive to preserve the high-quality solutions generated in a certain number of previous generations and makes use of these solutions as well as the ones selected from the current population to estimate its Gaussian model. This simple operation endows EDA 2 with three distinct advantages. First, it naturally integrates the evolution direction information hidden in the archive into the estimated covariance matrix, which enables EDA 2 to search along a proper direction. Second, it enlarges the search scope of EDA 2 especially along the evolution direction such that premature convergence can be alleviated to a great extent. Finally, it significantly weakens the dependence degree of the covariance matrix estimation operation on the current population. As a result, the population size can be reduced and the convergence ability can be improved. Experimental results on two sets of benchmark functions demonstrate that the new developed archive-based covariance matrix estimation method is effective and EDA 2 is robust to its parameters and different problem dimensions. Compared with the traditional GEDA and six efficient EAs, EDA 2 exhibits the overall best performance.
Our future work will focus on developing archive-based probability distribution model estimation methods for other types of EDAs besides GEDA. It is also interesting to extend EDA 2 to multimodal problems, constrained problems, and large scale problems in the big data scenario.
