A quasi-Newton Method is used to simultaneously relax the internal coordinates and lattice parameters of crystals under pressure. The symmetry of the crystal structure is preserved during the relaxation. From the inverse of the Hessian matrix, elastic properties and some optical phonon frequencies at the Brillouin zone center can be estimated. The e ciency of the method is demonstrated for silicon test systems.
Introduction
Ab-initio computations of the total energy within the framework of density functional theory (DFT) and the local density approximation (LDA) 1] have been successful in predicting the structural properties of materials 3]. At zero temperature and pressure, the structural parameters are determined by moving the constituting atoms to positions where the energy E is minimal. This can be done much more e ciently if the forces on the atoms can be computed 2]. If a pressure p is applied to the material, it is the enthalpy H = E + pV which has to be minimized with respect to all structural parameters, including the volume V .
Our focus will be on crystalline materials at zero temperature, where the unit cell shape and the coordinates of the atoms inside the unit cell are the parameters to be adjusted such that the enthalpy acquires a minimum. In this article, we report a symmetry-preserving algorithm to relax the unit cell shape and the atomic coordinates simultaneously by using the computed forces 2] and the stress 4]. This is a frequent task when structural phase transitions are studied, where one is interested in the properties of a phase with a given symmetry as a function of pressure. Although we demonstrate the e ciency of our method within the framework of DFT in LDA, it is of rather general use, and can be applied to relax crystal structures whenever forces and stress are available.
Quantum molecular dynamics schemes of di erent avors are commonly used to tackle this problem. In contrast to the Car-Parinello method 5], we follow the more traditional approach 6] and relax the electronic degrees of freedom completely before moving the atoms, and changing the shape of the unit cell. While the early molecular dynamics methods kept the unit cell shape of the crystal xed, and relaxed only the internal degrees of freedom, the more recent algorithms allow for a variation of both. The rst molecular dynamics approach with a variable unit cell shape was proposed by Parinello and Rahman (PR) 7], where a ctitious Lagrangian governed the time evolution of internal coordinates and the cell shape. However, the crystal symmetry is not preserved along the trajectories derived from their Lagrangian, in other words the symmetry of the crystal can be reduced during the relaxation process. This is undesirable when structural phase transitions are examined, where one would like to impose the crystal symmetry. Picking the strain as time-dependent variable instead of the lattice vectors, Wentzcovitch 8] modi ed the PR Lagrangian to generate symmetry-preserving trajectories.
We present here a relaxation scheme which preserves the symmetry and is not based on a molecular dynamics approach, but uses a powerful quasi-Newton optimization scheme to search for the relaxed con guration. While this method has been applied to treat forces on atoms before 9], we report for the rst time how to simultaneously relax the lattice parameters. The quasi-Newton method accumulates information about the enthalpy surface in the inverse of the Hessian matrix H, which renders it superior to the molecular dynamics algorithms proposed recently 6]. After the relaxation has been completed, H can be exploited to estimate elastic properties and the optical phonon energies at the center of the Brillouin zone. Using H obtained from similar calculations further improves the performance. We demonstrate the e ciency of our scheme for silicon in the diamond and the R8 phases 10].
2 The quasi-Newton method for crystal structure relaxation
We start this section by establishing the notation and de ning the con guration space coordinates. The crystal structure is determined by the matrix of lattice vectors h = fa; b; cg and the coordinates s i ; i = 1; : : : N relative to h of the N atoms in the unit cell, which has a volume of = det(h). The energy E per unit cell is a function of h and the s i 's. For convenience, we choose the nite strain tensor as a free variable instead of the lattice vectors h. It has 9 components and stretches a reference con guration h 0 into h = (1 + )h 0 . Molecular dynamics schemes 8], 11] often constrain to be symmetric in order to avoid rotations of the unit cell. Since there is no notion of angular momentum in our scheme, we allow for an asymmetric to simplify the extraction of elastic properties and phonon modes in Section 3.
Relaxing a crystal structure with N atoms in the unit cell under the applied pressure p thus is an optimization problem for the enthalpy per unit cell H = E + p in a 9 + 3N-dimensional space:
H = H( ; s 1 ; : : : s N ) :
(1) Let us denote a point in con guration space by the column vector X. We de ne the rst nine components of X to be the strain components , which are converted into a nine-element column vector by X 3(i?1)+j = ij ; i; j = 1; 2; 3. Then follow the coordinates of the atoms in the unit cell, s 1 ; s 2 ; : : : s N . We will call the negative of the derivative of the enthalpy H with respect to X, (3) where is the stress at a given con guration X:
: (4) Notice that the right hand side of (3) need not be symmetric, and that we do not symmetrize it. Thus, can become asymmetric during the course of the relaxation. . Like all quasi-Newton schemes, BFGS accumulates information about the Hessian matrix, and therefore about the shape of the enthalpy surface around the minimum. As we will show in Section 3, in many cases this allows to estimate the frequencies of zone-center optical phonons, elastic sti ness coe cients, and the bulk modulus.
Su ciently close to a minimum X min , the change in enthalpy H can be approximated by:
(X ? X min ) A(X ? X min ) : (6) In the vicinity of X min , complete knowledge of the Hessian matrix A would allow us to nd the exact (local) minimum X min from the force F with one relaxation step. However, A is unknown. The key idea of the quasi-Newton schemes is to start with an initial guess for A, and improve on A successively as the relaxation proceeds. Actually, it is not A, but the inverse H = A ?1 which is being developed. In relaxation step i+1, the previous position X i is updated according to: X i+1 = X i + X i ; ( The number of degrees of freedom equals the number of symmetry-compliant directions in con guration space, not counting rotations of the unit cell and an overall translation of the atoms. This amounts to the number of symmetric optical phonon modes at the Brillouin zone center ? plus the number of lattice parameters.
In molecular dynamics schemes, one has to choose suitable ctitious masses and proper time steps to get fast convergence. The masses are normally determined by optimizing the dynamical coupling to the internal degrees of freedom during test runs 8]. Analogously, in the present quasi-Newton method, H 0 has to be initialized properly to assure a reasonable step size during the rst few relaxation steps. It is important that H 0 does not break the symmetry when it is applied to a force vector F. Evidently, the dependence of the enthalpy on is governed by the elastic sti ness coe cients B ijkl 16], or in a coarser sense, by the bulk modulus. Similarly, the optical phonon frequencies at ? should determine the increase of the enthalpy upon displacement of the internal coordinates from the equilibrium positions.
With this in mind, we suggest to set the strain part of H 0 to the (9 9) identity matrix multiplied by (3 B 0 ) ?1 , B 0 being an estimate for the bulk modulus. Thus in the rst step the strain components of the search direction X 0 will be parallel to f ( ) . For the internal coordinates, we propose to initialize H 0 as block diagonal with (3 3 
The motivation for Eq. (10) will become more transparent when we discuss the extraction of elastic properties and optical phonon modes in Section 3. We show in the Appendix that this initialization of H preserves the symmetry of the crystal during the relaxation. Note that (10) has only two \free" input parameters ! O and B 0 , which makes it simple to use. There are certainly more sophisticated ways of choosing H 0 , for instance with di erent values on the diagonal for the strain part, corresponding to strains for which the elastic sti ness coe cients are expected to di er substantially. However, this will only matter during the rst few relaxation steps for a new structure. In the case that a similar relaxation has been done previously { for example the same structure, but at a di erent pressure { the fully built-up H of that calculation can be used with great bene t, as we will see in Section 4.3.
The line minimization required to nd in Eq. (7) cannot be performed exactly, and one has to refrain to trial steps to nd the minimum of H along the proposed search direction X i .
It is often advantageous not to do any line minimization, and set = 1, because the increased number of relaxation steps required will be more than outweighed by the savings in force/stress evaluations for the line minimization. On the other hand, during the rst few relaxation steps, the force F might be large due to a poor initialization of H, and an approximate line minimization is necessary to stabilize the algorithm. We nd the following procedure a good compromise for several di erent systems. After a trial step with = 1, a linear t to the forces F at = 0 and = 1 is performed. From the t, we obtain 2 for which H should be minimal along X i . If 2 is smaller than 0.4 or larger than 1.6, we move by 2 X i . Otherwise, we consider = 1 as su ciently close to the minimum, and move by X i , thereby saving a force/stress computation. Once H is built up, the trial step with = 1 will be close enough to the minimum to omit the additional step with = 2 .
In general there are several local minima in con guration space, and the algorithm can get trapped in one of those. In that sense, we present a method to relax forces and stress, not to nd the structure for which the enthalpy is globally minimal. The location of the global enthalpy minimum still requires the intuition of a good starting point. The very same fact allows us to apply negative pressures, where the system could lower its enthalpy H = E ? jpj arbitrarily by increasing the cell volume . This indeed happens for strong negative pressures if the initial crystal structure is weakly bound, e.g. by Van der Waals forces. For moderate negative pressures, and crystals with ionic, metallic, or covalent bonds, this is not a problem though.
3 Optical phonon modes and elastic properties Given a perfectly quadratic form of the enthalpy around the minimum, and assuming an exact line minimization, it can be shown 15] that H will converge to the inverse of the matrix A, and one would think that conversely a large amount of information about phonon frequencies and elastic properties can be extracted by analyzing H. However, the assumption of a quadratic form is only valid around the minimum, and we already mentioned that an accurate line minimization is expensive to do. Also, the relaxation process might be converged long before the H-matrix is fully built up. This is especially true for a large number of degrees of freedom and if the initial con guration is close to the relaxed one. Even though it is often possible to extract information from an incomplete H, for simplicity we will assume that all degrees of freedom have been sampled.
Moreover, depending on the crystal structure, only a subspace of the full con guration space might be sampled during the relaxation process, since the crystal symmetry is preserved. Thus, we can only get the elastic properties for strains which do not break the symmetry, and the symmetry-preserving optical phonon modes at ?. On the other hand, since isotropic scaling leaves the symmetry unchanged, the cell volume is always a free parameter, and the bulk modulus is accessible irrespective of the crystal structure.
The extraction of information starts with manipulations of the H-matrix (cf. Eq. (9)) obtained from the last relaxation step. We rst correct for the nite strain, which enters the force f ( ) in Eq (3) 
we arrive at the corrected (9 + 3N) (9 + 3N) matrix H 0 = D ?1 T HD ?1 : (12) In Eq. (12), H is transformed from the coordinate system of the initial con guration h 0 to the coordinate system of the relaxed con guration h, such that H 0 describes the changes in enthalpy around the relaxed con guration.
We then restrict the strain around the relaxed con guration to be symmetric by projecting H 0 from the full (9 9) strain space to the smaller (6 6) strain space in Voigt notation, which leads to the (6 + 3N) (6 + 3N) matrix H 00 .
Next we nd out which directions in con guration space have been sampled by examining the update H 00 update = H 00 ? H 00 0 , where H 00 0 is obtained from H 0 the same way as H 00 from H. The update H 00 update has accumulated the step directions by means of the updating formula Eq. (9), and a singular value decomposition (SVD) of H 00 update = U w V T (see 12]) yields a set of m orthonormal basis vectors of length (6 + 3N) spanning the sampled subspace. We collect the basis vectors from the columns of U for which the corresponding diagonal elements of w are nonzero 12], into the columns of the (6 + 3N) m matrix Y . Assuming that all directions in con guration space permitted by the symmetry constraints have been sampled, m is the number of degrees of freedom. In this case, we can choose the rst m basis vectors in Y to have components in the six-dimensional symmetric strain space only, and the other m s basis vectors to be pure displacements of the internal coordinates. Thus we have a symmetric strain tensor 
Eqs. (13) and (14) 
which has the (6 6) identity I 6 and the masses M i on the diagonal. With the de nitions given by Eqs. (13), (14) and (15) 
Eq. (17) gives the change in enthalpy if the internal coordinates, the unit cell shape, or both together are varied along the reduced coordinates. This information is contained in the matrices A
, A ( ) and A ( ;s) , respectively.
Optical phonon modes
It is straightforward to extract the normal modes and frequencies of the symmetry-preserving optical phonons at ? from A (s) . With a xed unit cell shape, the enthalpy can be expressed in terms of the displacement vectors u i ; i = 1; : : : N of the N atoms: is the projection of the dynamical matrix at ? into the subspace of symmetrypreserving displacement patterns.
To nd the phonon modes and the frequencies, one substitutes (13) into the equations of motion for the phonons, and arrives at the generalized eigenvalue problem 
Elastic sti ness coe cients
A fully built-up H-matrix allows the computation of some linear combinations of the elastic sti ness coe cients B ijkl for nite pressure 18] from Eq. (17) . The B ijkl 's describe how the enthalpy changes upon lattice distortions around the equilibrium con guration, assuming that the lattice distortion is accompanied by a relaxation of the internal parameters. We will now relate B ijkl to A, which gives the change of enthalpy along the reduced coordinates. It is not su cient to just use A ( ) , because the internal coordinates must be relaxed as the unit cell is deformed. (21) is the projection of B ijkl into the subspace of symmetry-preserving, symmetric strains (23) can always be computed, since the cell volume is a free parameter and guarantees m > 0.
Numerical tests
We show the e ciency of our method for three di erent silicon systems, treated within density functional theory (DFT) in the local density approximation (LDA) 19]. A norm-conserving pseudopotential 20] and a plane-wave basis set expansion up to an energy cuto of 24 Rydbergs are used. Silicon is chosen because it is computationally simple, and because DFT in LDA is known to reproduce the experimentally observed structural parameters accurately 21], 22]. For the line minimization, we use the prescription outlined in Section 2.
Bulk modulus and phonon frequencies
The accuracy of our formulae for the bulk modulus Eq. (23) It takes 14 force/stress computations to reduce the stress and the forces to less than 10 ?3 GPa and 4 10 ?5 eV/a.u., respectively, thereby recovering the diamond structure. Using Eqs. (23) and (20), we compute the bulk modulus to be 90 GPa and the optical phonon frequency at ? to be 15 THz. This is close to the 96 GPa and 15.4 THz obtained from the Murnaghan equation of state 24], and a traditional frozen-phonon calculation. We cannot expect perfect agreement because of the imperfect line minimization and the anharmonicity of the enthalpy surface at the starting point. However, the accuracy is good enough to yield a reasonable estimate, and provide insight into material properties. For example, when searching for hard materials 25], promising candidate structures can already be identi ed from the relaxation at ambient pressure, without going through the expensive computation of the equation of state.
Relaxation of a 16-atom silicon supercell
To assess the performance of the quasi-Newton algorithm for a larger system, we apply it to a 16-atom supercell of silicon in the diamond structure, where the atoms are randomly displaced from the equilibrium positions with an amplitude of 0.05 a.u. in all three spatial directions. After displacing the atoms, the tips of the lattice vectors are distorted randomly with an amplitude of 5%. Finally, the volume is increased from 131.8 to 143.75 a.u. , and the error in the enthalpy H decrease as the relaxation proceeds. Since there are 51 degrees of freedom, it will take at least 51 relaxation steps to build up H completely. Thus in most cases, it takes two force/stress computations per relaxation step to perform the approximate line minimization. For the last three relaxation steps, and also the following three steps not shown on the graph, an approximate line minimization is not necessary, indicating that H has improved.
Relaxation of the R8 phase of silicon
The R8 phase of silicon under pressure has been observed experimentally 10], and has been studied with ab-initio calculations 26]. Its space group is R 3 with eight atoms in the rhombohedral unit cell. Two of the atoms are located at the Wycko positions 2(c) (u; u; u), the other six are on the 6(f) (x; y; z) sites 10] . Including the unit cell volume and the angle between the rhombohedral lattice vectors, this structure has six degrees of freedom. It is thus a good example to show the performance of our method, because there are enough degrees of freedom to make a direct minimization impractical, and it is required that the symmetry of the crystal is preserved during the relaxation process. We use this test case also to demonstrate the bene ts of a good starting guess for H.
We relax the R8 phase at several di erent pressures p, starting with p = 8:2 GPa, for which the experimentally observed parameters 26] are = 902 a.u. integrations. The H-matrix is initialized assuming a bulk modulus of 100 GPa, and optical phonon frequencies of 15 THz. It takes 10 relaxation steps with a total of 16 force/stress computations to reduce the forces to less than 10 ?4 eV/a.u., and converge the components of the stress tensor to better than 10 ?3 GPa. At the relaxed position, for p = 8:2 GPa, we nd the computed structural parameters to be = 861 a.u. Starting with the computed parameters at 8.2 GPa, we increase the pressure to 16 GPa, and then to 24 GPa, relaxing after each increase in pressure. Analogously, we decrease the pressure from 8.2 GPa to 0 GPa, and from there to -8 GPa. Figure 2 shows how the cell volume changes during the relaxation processes. We perform the calculations with two di erent initializations of H: one intialized according to Eq. (10) with B 0 = 100 GPa, ! O =(2 ) = 15 THz (shown as triangles), and the other one (squares) taken from the fully built-up H of the previous pressure. For example to compute the square-marked curve from 8.2 GPa to 0 GPa, the nal H obtained from the relaxation at 8.2 GPa is used. The convergence criterion is such that the forces are smaller than 10 ?4 eV/a.u., and the stress is accurate to better than 10 ?3 GPa. Figure 2 shows the advantage of a superior initialization of H. Obviously, the H-matrix does not change too much with pressure, and carrying over H from a relaxation at a similar pressure cuts down the computational e ort by half. Not only does a better H-matrix result in more e cient step directions, it also saves the line minimization, because the trial step of length = 1 in Eq. (7) is already su ciently close to the minimum. With the superior starting guess for H, we nd convergence after eight or fewer force/stress computations.
An analysis of H for p = 0, gives a bulk modulus of 95 GPa for the R8 structure, compared to 89 GPa from the Murnaghan equation of state 24]. Using Eq. (20), the frequencies for the symmetry-preserving A g phonon modes at the Brillouin zone center are 4.0, 9.7, 10.7, and 14.1 THz.
Summary
We propose an e cient quasi-Newton algorithm to simultaneously relax the internal coordinates and lattice parameters of a crystal while preserving its symmetry. As a byproduct, elastic properties and some of the optical phonon modes can be estimated. We have demonstrated the e ciency of our method for silicon in a 16-atom diamond supercell and the R8 phase. 
Appendix: Symmetry conservation
In this section, we show that a relaxation with the BFGS scheme as outlined in Section 2 indeed preserves the symmetry of the crystal if H is properly initialized (10) .
Let us rst examine how a symmetry-compliant point X in con guration space must transform under a crystal symmetry operation f j g, being a unitary mirror-rotation matrix, and a non-primitive translation vector. The rst nine components of X are just the strain components , which have to remain invariant under the point symmetry operations:
if the symmetry should be preserved. The other components of X are the positions s i of the atoms in lattice coordinates, and they transform according to
Since the symmetry operation f j g leaves the crystal invariant, it is always possible to nd the permutation matrix P ij which gives the index of the atom j into which atom i has been mapped: s 0 i = X j P ij s j : (26) If the components of a con guration space point transform according to Eqs. (24) and (26), we shall call it symmetric. The derivative F of the enthalpy with respect to X in Eq. (5) is not symmetric, but the step direction X = HF is, as we will show below. The rst nine components f is the sum of all updates (9) . For HF to be symmetric, it is su cient that the product of H 0 with the force vector F is symmetric. Given that, H (update) F will be a linear combination of symmetric vectors by virtue of the updating formula given by Eq. (9) , and so will be HF. It remains to show that H 0 F is always symmetric for our choice of H 0 . According to Eq. (10), the stress components of F do not mix with the force components, nor do the forces on di erent atoms mix with each other when H 0 is applied. Since we initialize the strain components of H to be a multiple of the identity matrix, the strain part of H 0 F will trivially be symmetric. So are the atomic-position components s i of H 0 F, as we see from their transformation behavior under a symmetry operation f j g. Because 
and hence H 0 F is symmetric. The relaxation is about twice as e cient if the H matrix of the starting point is used (squares). Each symbol represents a relaxation step, but with the inferior initialization of H (triangles), it often takes several force/stress computations per relaxation step, because the approximate line minimization has to be performed. This is especially the case during the rst few relaxation steps, when H is not built up yet. 
