Study on the uncertainties in land surface models (LSMs) helps us understand the differences and errors in climate models. Meanwhile, uncertainty in model structure, derived from the many possible parameterization schemes for the same physical subprocess, is a primary source of land model uncertainties.
Introduction
The climate models in the latest assessment reports by the Intergovernmental Panel on Climate Change (IPCC) provided a generally uncertain outlook on the future of climate change (Ciais et al., 2014) , and those model differences have not decreased over the last three successive assessments by the IPCC (Prentice et al., 2015) . Land surface models (LSMs), which represent the exchanges of energy, water, and momentum across the land-atmosphere interface, have significant contributions to the uncertainties in climate models (Friedlingstein et al., 2013; Gao et al., 2016) . Therefore, identification and quantification of the uncertainties in LSMs is essential for reducing model errors and improving future climate predictions.
Uncertainty in model structure, primarily including (1) uncertainties due to missing physics that will lead to structural errors and (2) model form uncertainties due to the many possible parameterization schemes used to represent the same physical subprocess, which leads to model differences, is a primary source of land model uncertainties (Clark et al., 2011; Duan et al., 2006) . Parametric uncertainty is another important component, and a number of state-of-the-art statistical methods have been used to investigate it. For example, automatic model calibration methods can be used to estimate model parameters (Duan et al., 1993; Gupta et al., 1999; Li et al., 2018; Wang et al., 2014) . However, an LSM may be overfitted by parameter optimization if the model structural errors caused from simplified or even incorrect conceptualization of the real land system are not sufficiently considered (Kennedy & O'Hagan, 2001) . Recently, by assuming the prior distributions of structural errors, parametric uncertainty in a groundwater flow model (Xu et al., 2017; Xu & Valocchi, 2015 ) and a climate model (McNeall et al., 2016; Williamson et al., 2014) were investigated, but Brynjarsdóttir and O'Hagan (2014) demonstrated that only with realistic priors on the model structural errors could they uncover the true parameter values. Therefore, acceptable prior distributions of model structure errors are necessary to reasonably calibrate the parameters. ©2019 . The Authors. This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
Most model intercomparison projects (e.g., the Programme for Intercomparison of Land-surface Parameterization Schemes, PILPS, Henderson- Sellers et al., , 1995 and the Global Soil Wetness Project, Dirmeyer et al., 2006; Dirmeyer, 2011 ) have focused on model form uncertainties. For example, Wood et al. (1998) and Pitman et al. (1999) found that the partitioning of water and energy (i.e., the modeling of runoff and evapotranspiration) differed greatly among LSMs, even when the same forcing data, vegetation and soil information, and model parameters were used. However, most studies did not systematically analyze the causes and, therefore, could not reduce the uncertainties in the models themselves. The Phase 5 of the Coupled Model Intercomparison Project (Taylor et al., 2012) notably aimed to determine why models driven by similar forcing data can produce a range of responses. This change of focus has steered a transition in model evaluation from qualitative to quantitative analysis.
Various physical subprocesses, such as dynamic vegetation, radiation transfer, and snow albedo, are included in LSMs through different parameterization schemes (Clark et al., 2015a (Clark et al., , 2015b Niu et al., 2011; Yang et al., 2011) . To attribute the structural errors and model form uncertainties, it is critical to identify the key subprocesses and investigate the interactions of subprocesses on LSM behavior, and to ascertain the "optimal" parameterization schemes for various plant functional types (PFTs), soil types, and different locations.
Sensitivity analysis (SA) is the study of how the variation in the output of a model (numerical or otherwise) can be apportioned, qualitatively or quantitatively, to different sources of variation and of how the given model depends upon the information fed into it (Saltelli et al., 2008) . The SA of a subprocess quantifies the impact of the parameterization schemes uncertainty on LSM behavior. Most previous work has explored a subprocess' local sensitivity by implementing different parameterization schemes into the LSM one by one. Niu et al. (2011) demonstrated that differences in modeling results can be explained by sensitivity experiments using different parameterization schemes (e.g., surface exchange coefficient and drought stress factor) for a specific subprocess. Chen et al. (1996) designed a range of sensitivity experiments, the results of which showed that properly parameterizing not only the effect of soil moisture stress but also other canopy resistance factors, such as the vapor pressure deficit stress, is critical for canopy resistance evaluation.
However, as multiple processes exist in LSMs, locally tuning only one parameterization scheme at a time might give misleading results when the concern is analyzing the global behavior of the corresponding subprocess, due to the interaction effects between subprocesses, which occur when the effect of one subprocess depends on the selected scheme of another subprocess. It has been recognized that a global SA method should be used when the model is nonlinear and various input variables are affected by uncertainties of different orders of magnitude (Cukier et al., 1973) . This is similar to the use of local sensitivity analysis method by Li et al. (2013) to screen the most influential parameters in an LSM, which resulted in type I errors (i.e., sensitive parameters labeled as insensitive) or type II errors (i.e., insensitive parameters labeled as sensitive). In contrast, a global SA method evaluates the effect of one factor while all other factors are varied as well. Various global SA methods have been widely employed to the complex numerical models (e.g., the LSMs, Gan et al., 2015; Li et al., 2016; and the Weather Research and Forecasting Model, Di et al., 2015) to qualitatively screen out the important parameters (by the screening methods such as the Morris method, Campolongo et al., 2007) , and quantify the contributions of those parameters to model responses (by the variance-based methods such as the Sobol' method, Sobol', 1990; and the Fourier Amplitude Sensitivity Test, Cukier et al., 1978) .
Compared to most LSMs, the Noah with multiparameterization (Noah-MP) LSM features a significant advantage because of its incorporation of different parameterization schemes for various physical subprocesses in the same model dynamic structure Yang et al., 2011) , making it a useful tool to study the sensitivity of the simulated surface fluxes to particular subprocesses. Zhang et al. (2016) found significant impacts of uncertainties in canopy resistance schemes on the simulated sensible heat and latent heat fluxes through conducting full factorial experiments of Noah-MP simulations at a cropland site on the Tibetan Plateau. The analysis methods they used-the natural selection approach and Tukey's testqualitatively identified the key subprocesses without quantifying their corresponding contributions and interactions. Furthermore, their findings might not be universal for other sites with different PFTs, or in different climatic zones, due to the unique climate pattern over the Tibetan Plateau. Therefore, the main goal of this study is to quantitatively assess the impacts of uncertainties in the Noah-MP parameterization schemes on the model performance across various PFTs, soil types, and different locations. To achieve this objective, we conducted physical ensemble simulations through full factorial experiments of eight subprocesses, including canopy stomatal resistance (CSR), soil moisture β threshold (BTR), runoff and groundwater (RUN), surface exchange coefficient (SFC), supercooled liquid water in frozen soil (SUP), frozen soil permeability (FRO), snow albedo (SNO), and surface resistance to evaporation (SRES), for multiple sites from FLUXNET (http://fluxnet.fluxdata.org/) and then computed and evaluated the variance-based sensitivity indices, including total effects and interactions of these eight subprocesses on the performance of the sensible heat flux (SH), latent heat flux (LH), and net absorbed radiation (Rnet). The findings enabled us to make suggestions regarding the selection of parameterization schemes for global simulations.
The remainder of this paper is organized as follows. Section 2 briefly summarizes the Noah-MP LSM, selected parameterization schemes, and the eddy covariance flux data, after which section 3 describes the various statistical methods used in this study. Section 4 presents the results, followed in section 5 by some associated discussions and conclusions.
Model and Data

The Noah-MP LSM
The Noah-MP LSM (version 3.9), which is based on Noah v3.0 Chen et al., 1997; Chen & Dudhia, 2001; Ek et al., 2003; Koren et al., 1999; Schaake et al., 1996) , was augmented for different subprocesses with improved physics Yang et al., 2011) . The model code can be downloaded from https://github.com/NCAR/hrldas-release. The Noah-MP LSM is one of the land surface schemes in the Weather Research and Forecasting (WRF) model, which is a next-generation mesoscale numerical weather prediction system designed for both atmospheric research and operational forecasting applications. Noah-MP features multiple-parameterization options for each subprocess, such as vegetation phenology, canopy stomatal resistance, and runoff and groundwater. Details concerning the parameterization scheme for each subprocess can be found in Niu et al. (2011) and Yang et al. (2011) . The parameterization schemes selected to conduct physical ensemble simulations in this study are shown in Table 1 . A brief description of the major differences among these selected schemes was given as follows: Table 1 Noah-MP Parameterization Schemes Selected for a Full Factorial Experiment
Subprocess
The studied options CSR 1: The Ball-Berry scheme (Ball et al., 1987) 2: Jarvis's scheme (Jarvis, 1976 ) BTR 1: The Noah type (Chen & Dudhia, 2001) 2: The Community Land Model (CLM) type (Oleson et al., 2004) 3: The Simplified Biosphere Model (SSiB) type (Xue et al., 1991 ) RUN 1: TOPMODEL-based runoff scheme with the simple groundwater (Niu et al., 2007) 3: The Noah type 4: The Biosphere Atmosphere Transfer Scheme (BATS) type ) SFC 1: The Monin-Obukhov scheme (Brutsaert, 1982) 2: The Noah type (Chen et al., 1997 ) SUP 1: General form of the freezing-point depression equation (Niu & Yang, 2006) 2: Koren's iteration (Koren et al., 1999 ) FRO 1: Hydraulic properties from total soil water and ice (Niu & Yang, 2006) 2: Nonlinear effects, less permeable (Koren et al., 1999 ) SNO 1: The BATS type 2: The Canadian Land Surface Scheme (CLASS) type (Verseghy, 1991) SRES 1: Sakaguchi and Zeng's scheme (Sakaguchi & Zeng, 2009 ) 2: Sellers's scheme (Sellers et al., 1992) 4: Different surface resistance for nonsnow and snow
Note. CSR = canopy stomatal resistance; BTR = soil moisture β threshold; RUN = runoff and groundwater; SFC = surface exchange coefficient; SUP = supercooled liquid water in frozen soil; FRO = frozen soil permeability; SNO = snow albedo; SRES = surface resistance to evaporation.
1. CSR has two options: The Ball-Berry-type stomatal resistance for sunlit and shaded leaves is related to their photosynthesis rates (Ball et al., 1987) , while Jarvis parameterizes stomatal conductance as a function of environmental factors including soil moisture availability, air temperature, net radiation, vapor pressure deficit, and LAI (Jarvis, 1976) ; 2. BTR has three options: The soil moisture factor controlling stomatal resistance is parameterized by the Noah-type using soil moisture as a threshold to define when the transpiration ceases (Chen & Dudhia, 2001) , by the CLM-type using matric potential (Oleson et al., 2004) , and by the SSiB-type using matric potential but expressed by a different function (Xue et al., 1991) ; 3. RUN has three options: The scheme of Niu et al. (2007) is based on TOPMODEL to parameterize both surface and subsurface runoff as functions of the water table depth. The Noah scheme is an infiltration-excess-based surface runoff scheme with a gravitational free-drainage subsurface runoff . The BATS scheme parameterizes surface runoff as a fourth power function of the top 2-m soil wetness and subsurface runoff as gravitational free drainage (Yang & Dickinson, 1996) ; 4. SFC has two options: The Monin-Obukhov scheme calculates surface exchange coefficient with the zerodisplacement height (Brutsaert, 1982) , while Chen et al. (1997) accounts for the difference between roughness lengths for heat and momentum; 5. SUP has two options: The scheme of Niu and Yang (2006) takes a more general form of the freezing-point depression equation, while the scheme of Koren et al. (1999) uses a variant form with an extra term that accounts for the increased interface between soil particles and liquid water due to the increase of ice crystals; 6. FRO has two options: The scheme of Niu and Yang (2006) assumes that a model grid cell consists of permeable and impermeable areas and thus uses the total soil moisture to compute hydraulic properties of the soil, while the scheme of Koren et al. (1999) uses only the liquid water volume to compute hydraulic properties; 7. SNO has two options: The BATS scheme computes snow surface albedo for direct and diffuse radiation over visible and near-infrared wave bands , accounting for fresh snow albedo, variations in snow age, solar zenith angle, grain size growth, and impurity (dirt or soot on snow). The CLASS scheme simply computes the overall snow surface albedo accounting for fresh snow albedo and snow age (Verseghy, 1991) ; 8. SRES has three options: The scheme of Sellers et al. (1992) parameterizes soil resistance as a function of the fraction of snow-covered ground and soil wetness in the topsoil layer, while the scheme of Sakaguchi and Zeng (2009) represents the effect of plant litter cover on water vapor transfer and considers the effect of undercanopy atmospheric stability on the undercanopy turbulent resistance. The calculation of surface resistant by option 4 is the same with Sakaguchi and Zeng (2009) for nonsnow ground, but parameterized as a function of the fraction of snow covered ground and a snow surface-resistance parameter for snow ground.
In the Noah-MP ensemble experiments, the dynamic vegetation scheme was turned off, and monthly leaf area index (LAI) calculated from the 2000-2016 LAI products (Yuan et al., 2011) was prescribed. The radiation transfer scheme was sensitive for LH (Hong et al., 2014) but set as option "3" (RAD3, canopy gap was calculated from vegetation fraction, Yang & Friedl, 2003) in this study without designing for ensemble experiments, because Hong et al. (2014) also showed RAD1 in which canopy gap was calculated from 3-D structure and solar zenith angle (Niu & Yang, 2004) performed similarly to RAD3, consistent with the result from Zhang et al. (2016) .
Eddy Covariance Flux Data
The open data policy (Tier 1) sites selected in this study are part of the latest FLUXNET (Baldocchi et al., 2001) data release-namely, FLUXNET2015, providing global flux tower measurements (http://fluxnet.fluxdata.org/data/fluxnet2015-dataset). The eddy covariance flux data contained hourly meteorological variables, including precipitation, surface atmospheric pressure, air temperature, air specific humidity, wind speed, downward shortwave radiation, and downward longwave radiation, used to drive the Noah-MP LSM, along with hourly SH, LH, and Rnet used to evaluate model performance.
In this study, two criteria are used to constrain site selection, including (1) the measurements should at least cover two consecutive years, and (2) missing data in any given year should be less than 15%. Consequently, 92 sites are selected (see Table A1 in the appendix for details of these sites) across 11 PFTs (see Figure 1 ), including evergreen needleleaf forest (ENF), evergreen broadleaf forest (EBF), deciduous broadleaf forest (DBF), mixed forest (MF), closed shrubland (CSH), open shrubland (OSH), woody savanna (WS), savanna (SAV), grassland (GR), permanent wetland (PW), and cropland (CRO). The PFTs of the selected sites are provided by FLUXNET, and the soil texture types of these sites are classified using the soil particle size distribution data set developed by Shangguan et al. (2014) .
The R package "FluxnetLSM" (Ukkola et al., 2017) was used to postprocess eddy covariance data sets. The package serves several important functions. First, it enables the creation of fully gap-filled meteorological forcing data sets for running LSMs. In this study, the meteorological forcing variables were gap filled using ERA-Interim (Dee et al., 2011; Vuichard & Papale, 2015) estimates provided as part of the FLUXNET2015 data set. Second, the package assists with data quality controlling. It enables the selection of good-quality measurement periods and sites through automated screening of heavily gap filled or missing data periods according to user-defined thresholds. Finally, the package converts the flux tower data into the community standard NetCDF format used by the LSM community and collates metadata on data variables, flux tower sites, and processing steps in the output files. Readers are referred to Ukkola et al. (2017) for details of the "FluxnetLSM" package.
Methods
RMSE-Observations Standard Deviation Ratio
In this study, the RMSE-observations standard deviation ratio (RSR) was used to evaluate the performance of the Noah-MP LSM with respect to the daily SH, LH, and Rnet. This goodness-of-fit measure was developed by Singh et al. (2005) to combine both the RMSE error index and the additional information recommended by Legates and McCabe (1999) . The RSR index is very similar to the well-known Nash-Sutcliffe efficiency coefficient (Nash & Sutcliffe, 1970 ).
For a model output Y at each site, the RSR is defined as
where Y sim i and Y obs i are the simulated and observed Y at the ith time step, Y obs is the mean of the observed Y, and n is the number of time steps. 
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To evaluate multiple variables simultaneously, the RSR is modified to weighted mean values, RSR K for K model outputs Y 1 , … ,Y K , and RSR M for K model outputs at N sites. The RSR K and RSR M are, respectively, defined as
and
where the weights in this study are set as ω j = 1/3 for RSR K and ω i = 1/92 for RSR M , as there are three land fluxes, SH, LH, and Rnet, and 92 observational sites.
This study follows the criterion given by Moriasi et al. (2007) to evaluate model performance at each site, who suggested that the model prediction is very good if 0 ≤ RSR ≤ 0.5, good if 0.5 < RSR ≤ 0.6, satisfactory if 0.6 < RSR ≤ 0.7, and unsatisfactory if RSR > 0.7.
Full Factorial Experiment
In this study, to use a variance-based SA method, a full factorial experiment (Box et al., 1978) was designed to conduct the physical ensemble simulation for each site. The design of the full factorial experiment consisted of eight factors (i.e., the physical subprocesses, including CSR, BTR, RUN, SFC, SUP, FRO, SNO, and SRES), each with discrete possible levels (i.e., different schemes for each subprocesses introduced in section 2.1). The experimental units took on all possible combinations of these levels across all such factors. According to combination theory, the total ensemble size for each site was 864. Such an experiment allowed us to study the effect of each factor and the interactive effects between factors on the response variable.
Variance-based global SA methods use variance as an indicator of the importance for the input factor. Some popular methods, for example, the Sobol' method (Sobol', 1990 ) and the Fourier Amplitude Sensitivity Test (Cukier et al., 1978) arrive at the same indices, but they require a sufficiently large number of randomly selected factor locations in the feasible factor space (Rosolem et al., 2012; Zhang et al., 2013) because the factors X are continuous variables. However, in this study, as the subprocesses were discrete variables, the sensitivity indices could be calculated easily by designing a full factorial experiment as 864 model runs for each site were affordable. It is possible that the required sensitivity indices could be reliably estimated through a fractional factorial design which uses more efficient sampling methods such as the Latin Hypercube sampling (McKay et al., 1979) and the Sobol' Sequence (Sobol', 1967) , but that is not the focus in this study.
Variance-Based Sensitivity Analysis and Subprocess Screening
The aim was to analyze the sensitivity of the performance of model output Y to the eight physical subprocesses, that is, factors X i (i = 1, ⋯, 8). For any set of subprocesses X, the variance of Y, V Y , can be written as
where V X [E(Y| X)] is the variance of the conditional expectation, and E X [V(Y| X)] is the residual part (Saltelli et al., 2008) .
The focused sensitivity indices include (1) the first-order sensitivity,
which measures the main effect of X i on the output (the fractional contribution of X i to the variance of Y); (2) the second-order sensitivity, 
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which measures the interaction (the part of the variation in Y due to X i and X j that cannot be explained by the sum of the first-order effects of X i and X j ); and (3) the total effect,
which is the sum of all the sensitivity indices (first order and higher orders) involving X i , where X −i denotes all subprocesses other than X i .
We then used the Pareto rank-based approach introduced by Rosolem et al. (2012) to differentiate the most sensitive subprocesses from the insensitive ones for multiple objective functions. This approach assigns a Pareto rank r (Gupta et al., 1998) to each subprocess on the basis of a simultaneous maximization of the total effect indices for all of the objective functions. A subprocess was assigned a rank of 1 if there were no other subprocesses that simultaneously had higher total effects on SH, LH, and Rnet; while subprocesses were assigned a rank of 2 if they became Pareto-optimal when all subprocesses with a rank of 1 were removed. This ranking process continued until all subprocesses were assigned a rank group number. In this study, the eight subprocesses were assigned rank group numbers for the 92 selected sites, and then the percentages of the subprocesses in each rank were calculated.
Intercomparison of Parametrization Schemes
In this study, it was found in section 4.2 that two interactive subprocesses should be jointly analyzed to identify optimal parameterization schemes. Therefore, the optimal parameterization schemes for the sensitive subprocesses are selected by comparing the conditional boxplots and the conditional medians with respect to given two schemes (see Figure 6 ). This method involves four steps as follows:
Step 1: Design full factorial experiments to conduct the physical ensemble simulation for all the sites. Note that sensitivity analysis and scheme intercomparison are carried out with the same experimental results. For each sample in this design, calculate the mean RSR for all the sites defined by equation (3); Step 2: For the subprocesses with high interactions, respectively draw the conditional boxplots (associated with the conditional medians) of the mean RSR for all the sites with respect to the corresponding two schemes; 
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Step 3: Use a criterion named "short-length-first," which is, for the combinations of the two subprocesses, the one with the shortest box plot lengths that will be analyzed first. The reason is that the shorter the length is, the greater the sensitivity of those two subprocesses is; the other subprocesses could not make much more of a difference to the mean RSR;
Step 4: For the first analyzed two subprocesses, the schemes with the lowest median RSRs will be selected out as "optimal". Then, turn to the combination of two subprocesses with the second shortest box-plot lengths and select the schemes with the lowest median RSRs until all the optimal schemes are selected out. It is noted that, once the optimal scheme of one subprocess has been selected out, it will not be changed by analyzing the following box plots. Figure 2 presents the total effects of the subprocesses on the RSR of the simulated SH, LH, and Rnet for each site. It was found that, for the selected 92 sites, (1) the RSRs of SH and Rnet were the most sensitive to the SFC process, and (2) the RSRs of LH were the most sensitive to the CSR, RUN, SFC, and SRES processes.
Results
Total Effects of the Subprocesses
The most sensitive subprocesses were different across the studied sites, the reasons for which need analyzing further. There were not significant differences in the sensitive subprocesses among the PFTs, as shown in Figure 2 , or among the soil types. It was found that, for those sites with high elevation (e.g., US-GLE, CN-Dan, IT-MBo, and CN-Ha2), the FRO and SNO subprocesses appeared to be more sensitive.
As shown in Figure 3 , the percentages of the subprocesses assigned in each rank group were calculated. For most of the sites (>95%), SFC was assigned a rank of 1; for more than 50% of the sites, RUN and SRES were assigned a rank of 1; and for about 25% of the sites, CSR was assigned a rank of 1. As the FRO and SNO processes were sensitive for high-elevation sites, less than 10% of the sites were assigned a rank of 1. BTR and SUP were generally less sensitive than the other subprocesses, indicating that the selection of these parameterization schemes has less of an impact on the performance of the model with respect to SH, LH, and Rnet.
Interactions Between Subprocesses
The interactions (i.e., the part of the variation in the RSR of SH, LH, and Rnet due to a pair of subprocesses that cannot be explained by the sum of the first-order effects) between each pair of subprocesses on the RSR of the simulated SH, LH, and Rnet are shown in Figure 4 .
It was found that (1) generally, the interactions between CSR and SFC (CSR_SFC), RUN and SFC (RUN_SFC), RUN and SRES (RUN_SRES), and SFC and SRES (SFC_SRES) had more of an impact on model performance than those between the other pairs of subprocesses.
(2) For some sites, the impact of interactions between subprocesses could be quite high. For example, RUN_SFC contributed more than 50% of the variation in the RSR of the simulated SH at CN-Qia.
(3) Interactions between subprocesses having a large impact tended to cluster in specific areas. For example, in Australia, the impact of CSR_SFC on the simulated SH was higher than that in other areas. 
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To demonstrate the need to consider these interactions, especially when their impacts were high, in selecting optimal parameterization schemes, we chose CN-Qia as an example site and analyzed the ranges of the RSR of SH when specific schemes of RUN or SFC were applied ( Figure 5 ). For example, the first box plot in Figure 5 presents the range (length of the box plot) of the RSR of SH at CN-Qia when the RUN subprocess was fixed as the first option (RUN1). As shown by the first five box plots, although the RSR of SH could be relatively low when RUN was fixed as option "3" (RUN3), the corresponding range of RSR was quite large. Therefore, it was hard to find an easy solution whereby RUN3 was more preferable than the other two schemes of RUN for the CN-Qia site if the subprocesses were separately analyzed. However, when two subprocesses with interactions having a high level of impact on the RSR of SH, RUN_SFC, were jointly considered, it was clear that combining RUN3 and SFC1 (RUN3_SFC1) led to better model performance than otherwise. Thus, we suggest that two interacting subprocesses should be jointly analyzed to identify optimal parameterization schemes.
Selection of Parameterization Schemes
Finally, to help us in making suggestions regarding the selection of parameterization schemes for global simulations, we intercompared the parametrization schemes by considering the scheme combinations of CSR_SFC, RUN_SFC, RUN_SRES, and SFC_SRES, and the individual schemes for FRO and SNO ( Figure 6 ).
Using the method described in section 3.4, the optimal parameterization schemes could be successively identified from Figure 6 as follows: (1) from Figure 6a with the shortest box plot lengths, RUN3 and SFC1 was statistically better than the other combinations and was selected out; (2) from Figure 6b with the second shortest box plot lengths, SFC1 and SRES2 was selected out; (3) from Figure 6c , CSR2 and SFC1 was selected out; (4) from Figure 6d , the optimal schemes of RUN and SRES will not be changed as RUN3 and SRES2 had been selected out; and (5) from Figure 6e , FRO1 and SNO2 were selected out. Thus, the recommended parameterization schemes-namely, "global optimal" schemes-for the Noah-MP LSM are CSR2, RUN3, SFC1, FRO1, SNO2, and SRES2. As the subprocesses BTR and SUP were found to be less sensitive than the others, we chose their default schemes in WRF, BTR1, and SUP1. Figure 7 presents a violin plot, which is a combination of a box plot and a kernel density (estimation of the probability density function of a random variable) plot, of the RSR for the physical ensemble simulations of each site. It was found that (1) for most of the sites, when using the optimal parameterization schemes, the calculated RSRs were close to the minimum values of those calculated from the physical ensemble simulations, or were less than their median; (2) most of these sites, where the "global optimal" parameterization schemes did not perform well enough, were in the United States, for example, US-Syv, US-Myb, and US-Twt;
(3) for almost half of the sites, adjusting the parameterization schemes was insufficient to make the model performance satisfactory (RSR < 0.7); (4) for most of the sites, the distribution of the RSR for the physical ensemble simulations had two peaks, which was a foreseeable result because the most sensitive subprocess, SFC, had two distinct schemes. 
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Due to SFC2 performing better than SFC1 for sites such as US-Syv, US-Myb, and US-Twt, the RSRs calculated from the "global optimal" schemes were higher than the medians. Figure 8 shows the spatial pattern of the optimal combinations of the schemes for RUN_SFC. Among the 92 sites, SFC2 was better than SFC1 for 29 sites, which were 20 sites in Europe, seven sites in the United States, and two sites on the Tibetan Plateau in China. RUN3 did not perform better than the other two options for 33 sites, which were 16 sites in Europe, 10 sites in the United States, four sites in China, and three sites in Australia. We found that, even for neighboring sites, for example, CN-Ha2 and CN-HaM on the Tibetan Plateau, the optimal schemes could be different. Table 2 presents the percentages of the optimal parameterization schemes of SFC, RUN and SRES in each PFT. For the SFC subprocess, SFC1 was preferred for most of the sites with forested types, shrubland and savanna, while SFC2 was better for most of the MF, PW, and CRO sites, and nearly half of the GR sites; for the RUN subprocess, RUN3 was generally more preferable than the other two schemes for all the PFTs; and for the SRES subprocess, three schemes performed similarly for the sites with evergreen forested types and CRO, while SRES2 was generally more preferable than the other two schemes for the other PFTs.
Discussion and Conclusions
Using flux data from 92 sites, we quantitatively assessed the impacts of uncertainties in the parameterization schemes of the subprocesses in the Noah-MP LSM on model performance, allowing us to then make suggestions regarding the selection of parameterization schemes for global simulations. The main findings can be summarized as follows:
1. Three subprocesses, surface exchange coefficient (SFC), runoff and groundwater (RUN), and surface resistance to evaporation (SRES), had the most significant impacts on the performance of the simulated SH, LH, and Rnet by the Noah-MP LSM; 2. The interaction between two subprocesses, especially RUN and SFC, could contribute up to 50% of the variation in model performance for some sites; 3. A statistical optimal combination of parameterization schemes is recommended for global land modeling. Meanwhile, it was noticed that optimal schemes vary with regions and can be different even for neighboring sites.
The first two findings were obtained by quantifying the total and second-order effects of the subprocesses on the performance of the Noah-MP LSM on the daily SH, LH, and Rnet, respectively. The Pareto rank-based approach revealed that, generally, SFC, RUN, and SRES were the most sensitive for multiple land fluxes. One subprocess with high total effect means not only does it carry importance for land modeling but also that there is a significant difference between the corresponding schemes. Therefore, it can be reasonably inferred that, in all probability, for most model intercomparison projects (PILPS, for example), the model The reason why the RSRs of the simulated SH and Rnet were sensitive to the SFC subprocess-a finding consistent with Zhang et al. (2016) , Niu et al. (2011), and Yang et al. (2011) -is that SFC1 accounts for the zero-displacement height but SFC2 accounts for the difference between roughness length for heat and momentum. This difference greatly impacts the surface exchange coefficient and the energy and water balance. The high sensitivity of the RSR of the simulated LH to RUN is because the RUN schemes play different roles in controlling soil moisture and its relationship with evapotranspiration and evaporative fraction (Dirmeyer, 1999) ; and meanwhile, the three schemes are different in the parameterizing surface and subsurface runoff (Niu et al., 2007; Niu et al., 2011; Schaake et al., 1996; Yang & Dickinson, 1996) . The result is also consistent with Zhang et al. (2016) and Barlage et al. (2015) , who found groundwater influences evapotranspiration through providing most of the water needed during the dry season. The SRES subprocess is important to estimate bare-soil evaporation using an aerodynamic resistance formulation. Compared to SRES2 proposed by Sellers et al. (1992) , SRES1 proposed by Sakaguchi and Zeng (2009) can better reflect the soil moisture limitation to soil evaporation and has higher soil evaporation over high latitudes and similar or slightly higher soil evaporation in dry regions. A larger reduction of soil evaporation over regions with relatively wet soil and more vegetation was also found by Sakaguchi and Zeng (2009) . Different from Zhang et al. (2016) , in this study, the sensitivities of the BTR subprocess in producing SH and LH were low (total effects were less than 0.1) for most of the sites except SD-Dem and US-Myb. There may be several factors modulating the sensitivity of BTR. It was shown in Zhang et al. (2016) that the sensitivity of performance to BTR in terms of modeling LH at Dali was closely related to LAI and precipitation. Moreover, as BTR is generally sensitive during the dry-down period (i.e., the period after rain where the soil moisture is decreasing due to evapotranspiration and drainage; Niu et al., 2007) , analyzing the RSRs of daily LH for more than 2 years may smooth the model difference, leading to the BTR subprocess being less sensitive than SFC, RUN, and SRES.
Land model subprocesses interact (Jiang et al., 2009; Koster & Milly, 1997) but, to the best of our knowledge, there have been few studies with a focus on systematically and comprehensively quantifying the impacts of subprocess interactions on model performance. Here, we found that the interaction between specific two subprocesses, including CSR_SFC, RUN_SFC, RUN_SRES, and SFC_SRES, could contribute significant (up to 50%) variation in model performance for some sites. For these sites, the total effect of one subprocess was quite high, due to its interaction with another subprocess, but not its first-order effect (main effect). This finding is helpful for us not only to efficiently select out the statistical optimal combination of parameterization schemes, but also to realize that improving LSMs should take into consideration the interactions between subprocesses, especially when the regional impact of that interaction is high. For example, the significant impact of the interaction between SNO and SRES at the CN-Dan site provides a new scientific perspective that only improving the parameterization of the snow process may be insufficient for improving model performance over the Tibetan Plateau, because simultaneous modification of surface resistance is also required.
In this study, we selected out the statistical optimal combination of parameterization schemes by comparing the medians of the weighted mean RSR of multiple variables for all the sites, with each influential pair of schemes fixed. The preferred schemes, SFC1 and RUN3 (i.e., the Monin-Obukhov scheme and free-drainage scheme), are consistent with the optimal schemes for LH found by Hong et al. (2014) but different from those of Zhang et al. (2016) in which SFC2 was found to be better than SFC1, and RUN3 was worse than RUN1 and RUN2 at Dali on the southeastern edge of the Tibetan Plateau. Due to several factors, including meteorological and climatic conditions, and the elevation (related to the sensitivities of FRO and SNO), subprocess sensitivities and optimal schemes will vary in terms of producing different land fluxes at different sites. In this study, even for neighboring sites-for example, CN-HaM and CN-Ha2-the optimal schemes of SFC and RUN were different.
Whether the results in this study are model dependent may be a major concern. To a certain extent, Noah-MP with specific combination of parameterization schemes can be regarded as a surrogate of another LSM, which is hard to globally investigate the sensitivities of various subprocesses. Therefore, the sensitive subprocesses and the statistical optimal schemes for the Noah-MP LSM can provide scientific references for the 10.1029/2018MS001606 
Journal of Advances in Modeling Earth Systems
other LSMs. However, for the other LSMs, partly due to the values of some key parameters are different from those in Noah-MP, and structural uncertainty is interacted with parameter uncertainty, the quantitative contribution of each subprocess to model performance can be distinct. This is similar to the results of Li et al. (2016) and Li et al. (2018) . They found that the optimal parameter values and the contributions of these parameters to the simulated carbon and water fluxes had significant discrepancies, due to difference in the parameterization of leaf photosynthesis and surface conductance, although key parameters in two LSMs were the same.
Moreover, readers should keep in mind that uncertainty in the parameterization schemes is only one of the many sources of uncertainties in LSMs. Uncertainties from model input, including the forcing conditions (Ménard et al., 2015; Raleigh et al., 2015; Renard et al., 2010) , soil textures (Zheng & Yang, 2016) , and land cover types (Li et al., 2018) , can affect the model performance as well. For sites with high-quality 
observations, contribution of forcing uncertainty to model errors is likely to be small (Baldassarre & Montanari, 2009 ), but use of ERA-Interim to gap-fill the forcing meteorological data at the site scale may result in significant uncertainties in model response (Decharme & Douville, 2006; Fekete et al., 2004) . Besides, uncertainties in the measured fluxes have more direct impact on the evaluation of model 
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Journal of Advances in Modeling Earth Systems performance. Wilson et al. (2002) examined the energy closure ratio over 22 sites from FLUXNET and found a general lack of closure at most sites, with a mean imbalance in the order of 20%. Their results indicated that the measured SH and LE were underestimated and/or Rnet was overestimated. However, estimating the uncertainties in the measured fluxes is still a challenge. Xin et al. (2018) found that, for the sites with lowenergy closure ratios, the uncertainties in the measured SH and LE could be up to 100% although the instrumental errors were generally less than 5%. Moreover, as the parameterization sensitivities and the optimal schemes vary with regions, the uncertainties in the site sampling that do not properly represent the land surface and climate variability at global scale (e.g., not enough sites in South America or Russia) make our results probably not universal.
Especially, uncertainty in model parameters has significant impact on our results. In the Noah-MP LSM, different parametrization schemes share the same parameters in the look-up table (Chen & Dudhia, 2001) . However, the newer parameterization schemes are generally more complex than the older ones, involving more parameters. To date, work of parameter optimization for Noah-MP has been rarely found, although Cuntz et al. (2016) demonstrated that some key parameters should be tuned to improve each scheme's performance. This study did not tune any parameters in these schemes but taken their default values. Thus, the schemes more suitable to default parameter values potentially performed better, which can explain why the Monin-Obukhov scheme (Brutsaert, 1982) was generally better than the original Noah scheme (Chen et al., 1997) , although in Chen et al. (1997) it was shown that the Zilitinkevich approach (Zilitinkevich, 1995) can improve surface heat flux and skin temperature simulations and reduce forecast precipitation bias. We suggested that the Noah-MP LSM should provide not only different parameterization schemes for each subprocess but also corresponding calibrated values of parameters for each scheme. Moreover, as shown in Figure 7 , for almost half of the selected sites, adjusting the parameterization schemes only was insufficient to make the model perform satisfactorily, indicating that systematically and comprehensively optimizing the parameters is still an urgent need.
