Previous research has demonstrated that rats' rates of lever pressing for 1 % liquid-sucrose reinforcers in the first half of a 50-min session increase when food-pellet, rather than the same sucrose, reinforcement will be delivered in the second half of the session. The present study investigated whether this increase (i.e., induction) would be influenced by alterations to the responsereinforcer relationship in the second half of the session. Experiment 1 manipulated this relationship by delaying reinforcers in the second half of the session by 0.1, 1.0, or 10.0 s, in different conditions. Induction was little affected by the delays. Experiment 2 provided reinforcers in the second half of the session on a different schedule of reinforcement (fixed ratio, fixed interval, or differential reinforcement of low rates) across conditions. Induction was large when the fixed-ratio schedule was upcoming and small or absent when the differential-reinforcement-of-Iow-rates schedule was upcoming. These differences, however, covaried with differences in obtained reinforcement. Experiment 3 eliminated the response-reinforcer relationship in the second half of the session by, in some conditions, delivering reinforcers on a variable-time schedule. Doing so reduced the size of, but did not eliminate, the observed induction. The present results increase the generality of induction and suggest that both the type of upcoming reinforcer and the contingency that will deliver that reinforcer can contribute to its appearance.
. This increase is of interest because it is in the opposite direction from what one might expect. That is, it is often reported that rates of behavior in one situation decrease (i.e. , a contrast effect) when the conditions of reinforcement in another situation are made better (see Flaherty, 1996 , for a general review of contrast effects) . However, the results from the above studies represent the opposite of contrast, called induction, because the rate of responding for sucrose varied directly with the upcoming conditions of reinforcement.
These results qualify as induction because food-pellet reinforcement represents an improvement in the upcoming conditions compared to sucrose reinforcement. Several pieces of evidence support this contention. For one, rats respond at a higher rate for food-pellet reinforcement than for low concentrations of liquid sucrose when only one is available (Weatherly, Davis, et aI. , 2000; Weatherly, Rue, et aI. , 2000; Weatherly, Stout, et aI. , 2000) . Perhaps more importantly, they also allocate more time and responses to the alternative providing food-pellet, rather than sucrose, reinforcement when both are concurrently available at the same rate (unpublished data from our laboratory). Finally, rats switched from food-pellet to 1 % liquid-sucrose reinforcement display negative successive contrast (Crespi, 1942) . That is, they respond at a lower rate for 1 % sucrose than do rats who have continuously responded for 1 % sucrose (Weatherly & Moulton, 2001 , Experiment 1), suggesting that food pellets indeed have a higher reinforcing value than 1 % sucrose.
Since its description by Weatherly et al. (1999) , several characteristics of this induction effect have been identified . It is observed at different rates of reinforcement (Weatherly, Rue, et aI., 2000) and its relative size is inversely related to the sucrose concentration for which subjects respond (Weatherly, Davis, et aI., 2000; Weatherly, Stout, et aI. , 2000) . The induction occurs regardless of whether the switch from sucrose to food-pellet reinforcement is signaled by a discriminative stimulus (Weatherly, Davis, et aI. , 2000, Experiment 1) , whether the switch occurs at a constant or an unpredictable time within the session (Weatherly, Davis, et aI. , 2000 , Experiment 2) , or whether there is one or multiple switches between the two within the session (Weatherly & Moulton, 2001 , Experiment 3). Furthermore, the induction occurs both within and between subjects. That is, it is present regardless of whether its occurrence is measured against responding in a baseline condition in which food-pellet reinforcement is not available or against responding by a control group which has never responded for food-pellet reinforcement (Weatherly & Moulton, 2001 , Experiment 4) .
Although previous studies have demonstrated that a reliable induction effect in responding for sucrose is produced by providing a different reinforcer in the upcoming half of the session, only three have systematically altered the conditions of reinforcement in that upcoming half. varied the rate of reinforcement in the second half of the session across conditions and found that, in general, larger induction effects were observed when the upcoming food-pellet reinforcement would be delivered at a higher, than at a lower, rate. Weatherly, Davis, et al. (2000, Experiment 4 ) manipulated the probability that food-pellet, rather than sucrose, reinforcement would be available in the second half of the session and found that induction was directly related to that probability. Finally, Weatherly, Stout, Davis, and Melville (2001) investigated whether the induction produced by the upcoming conditions of reinforcement could manifest in either an increase or decrease in the rate of responding. Their results were positive. Subjects' response rates for 5% sucrose in the first half of the session increased when food-pellet, rather than 5% sucrose, reinforcement would be available in the second half. Their response rates for 5% sucrose decreased when 1 % sucrose reinforcement (which maintains lower rates of responding than 5% sucrose) was upcoming. Thus, although only three studies have attempted to systematically alter aspects of the upcoming conditions of reinforcement, all three demonstrated that such alterations influence the observed induction.
Investigating how alterations to the upcoming conditions of reinforcement influence induction would seem important for two reasons. First, it has yet to be established why the induction occurs. Thus, investigating changes in the upcoming conditions of reinforcement may provide insight into its cause. For instance, it is possible that the increase in responding for sucrose when food-pellet reinforcement is upcoming occurs because food pellets have a higher reward value than 1 % or 5% liquid sucrose. However, food pellets maintain higher rates of responding than 1 % or 5% sucrose reinforcement. The observed increase may thus be linked to the upcoming rate of responding, not the incentive value of the upcoming reward . Because high rates of responding will occur in the upcoming period, subjects may be readying themselves to respond at a high rate.
Second, investigating changes in the upcoming conditions of reinforcement will help to assess the generality of the induction. It is possible that induction is controlled primarily by the type of upcoming reinforcer. However, it is also possible that other changes to the upcoming contingency of reinforcement (e.g., changing the reinforcement schedule that provides the upcoming reinforcer) could exacerbate or attenuate the effect. Either result would have implications for when one would expect to observe induction. For example, if the former were true, then researchers and therapists would want to be wary of induction effects whenever the upcoming conditions of reinforcement provided differential reinforcement. On balance, if the latter were true, then they would also want to be aware of other aspects of the upcoming conditions of reinforcement. It could be possible, in such cases, to alter other aspects of the upcoming contingency to prevent induction from occurring while still providing differential reinforcement.
The present experiments investigated how induction would be influenced by changes in the upcoming conditions of reinforcement. The reinforcement contingency in the second half of the session was altered three ways across three experiments and the effects on induction in responding for 1 % sucrose in the first half are reported. Experiment 1 investigated the effect of delaying reinforcers in the second half of the session (i.e., a delay-to-reinforcement procedure). Experiment 2 assessed the effect of delivering reinforcers in the second half of the session on different schedules of reinforcement. Finally, Experiment 3 investigated whether induction would still occur if reinforcers in the second half of the session were delivered independently of responding.
Experiment 1
The effect of delayed reinforcement is fairly well established in the research literature. Delayed reinforcement typically (e.g., Mowrer, 1960) , but not always (e.g., Wilkie, 1971) , leads to a decrease in the operant response rate maintained by that reinforcement. Why such a decrease occurs has been a much researched topic (decreases in reinforcer value, ct. Williams, 1976 ; decreases in response-reinforcer temporal contiguity, see Schneider, 1990 , for a review; decreases in the responding-reinforcement correlation, Baum, 1973 ; changes in rates of competing behaviors, e.g., Schaal, Shahan, Kovera, & Reilly, 1998 ; presence of inhibition, Richards, 1973) and has yet to be resolved. However, it is generally accepted that delaying reinforcement alters the response-reinforcer relationship.
In the present experiment, rats pressed a lever for 1 % liquid-sucrose reinforcers delivered by a variable-interval (VI) 60-s schedule during the first half of the 50-min session. Across conditions, the reinforcer in the second half was either the same sucrose reinforcer or a food pellet. Furthermore, in the second half of the session, the delay between the response and the delivery of the reinforcer was varied across conditions using a nonresetting, unsignaled-delay-to-reinforcement procedure. Three delays were employed (0.1, 1.0, and 10.0 s).
Delaying reinforcement in the second half of the session may alter the data from the second half in several ways. Both rates of responding and obtained reinforcement, for instance, may vary inversely with delay duration. But it is unclear as to how these changes might affect the rate of responding for 1 % sucrose in the first half of the session. As noted above, the induction produced by upcoming food-pellet reinforcement may be linked to either the rate of responding or the obtained rate of reinforcement in the second half of the session. Therefore, one might predict that delaying reinforcement in the second half would attenuate the observed induction because both of these variables should be reduced. Conversely, numerous studies have reported that delaying reinforcement in one component of a multiple schedule produces contrast-like effects in the other component (e.g., Richards, 1972; Wilkie, 1971) . Therefore, it is also possible that the size of the induction could increase with increases in the delay to reinforcement in the second half of the session (because the addition of factors producing positive contrast may summate with those producing induction and thus further increase the observed rates of responding for 1 % sucrose).
Method

Subjects
The subjects were 6 experimentally experienced male SpragueDawley rats originally obtained from the Center for Biomedical Research on the University of North Dakota campus. Subjects were approximately 9 months of age at the inception of the experiment, with each having previous experience lever pressing for 1 % sucrose and for food-pellet reinforcement delivered by a VI schedule. No subject, however, had experience responding for delayed reinforcement (beyond 0.1 s).
Subjects were maintained at approximately 85% of their free-feeding body weight. Because subjects were experimentally experienced, their free-feeding weights had been previously established. Those weights were continuously maintained via postsession feedings or by a daily feeding on days in which sessions were not conducted. Subjects were housed individually with water freely available (only) in the home cage. They experienced a 12/12 hr light/dark cycle, with lights on at 0700 hr. All sessions were conducted during the light cycle.
Apparatus
Subjects responded in a Coulbourn Instruments experimental chamber for rats measuring 30.5 cm (L) by 25.0 cm (W) by 28.5 cm (H). Two 3.5-cmwide by 0.1-cm-thick response levers were located on the front panel. The levers extended approximately 2.0 cm into the chamber and could be depressed by a force of approximately 0.25 N. They were located 6.5 cm above the grid floor, with a lever located 2.5 cm from the right or left walls. Three stimulus lights (red, yellow, and green), 0.6 cm in diameter, were located 5.0 cm above each lever. The yellow light was centered above the lever with the red and green lights 0.6 cm to the left and right, respectively. Centered on the front panel, 2.0 cm above the grid floor, was a 3.25-cm-wide by 3.75-cm-high by 2.5-cm-deep opening that allowed access to a trough into which reinforcers were delivered. Food-pellet reinforcers were delivered to the trough via a pellet dispenser located behind the front panel. Liquid reinforcers were delivered to the trough via a syringe pump that was located outside of the apparatus. Three stimulus lights, identical to those described above, were centered on the front panel 9.5 cm above the opening. A 1.5-cm diameter houselight was centered on the back wall of the chamber, 2.5 cm below the ceiling.
The chamber was housed in a sound-attenuating cubicle. A ventilation fan masked noises from the outside. Experimental events were programmed and data were recorded by an IBM-compatible personal computer that ran Graphic State Software and was connected to a Coulbourn Instruments Universal Linc. The computer and control equipment were located in an adjacent room.
Procedure
Because subjects were experimentally experienced, they were immediately placed on the procedure. Subjects responded in 50-min sessions in which pressing the left lever was reinforced on a mixed VI 60-s VI 60-s schedule. Components were 25 min in length, with reinforcers in each component scheduled at a probability of 0.01 every 0.6 . s. The reinforcer in the first 25 min of the session was always 0.2 ml of 1 % liquid sucrose (v/v mixed with tap water). The reinforcer in the second 25 min of the session was either the same 1 % sucrose reinforcer (1 %-1 %) or a 45-mg food pellet (P. J. Noyes, Formula All) (1 %-FP). Reinforcers scheduled, but not collected, at the end of the first component were canceled. The houselight was illuminated throughout the session. The red/left stimulus light above the left lever was also continuously illuminated, except during reinforcer delivery. Neither the session timer, nor the interreinforcer interval, advanced during reinforcer delivery. Reinforcers in the first componenVhalf of the session were delivered immediately after (i.e., 0.1 s) the to-be-reinforced response. Reinforcers in the second componenVhalf of the session were delivered at one of three different delays (0.1, 1.0, or 10.0 s) across conditions. No exteroceptive stimulus accompanied the delay. The session timer, but not the interreinforcer interval, advanced during the delay. Furthermore, responses that occurred during the delay were recorded, but had no consequence.
Thus, subjects responded in a total of six conditions, each differing in terms of the type of reinforcer delivered in the second half of the session and/or the delay to reinforcement in the second half. Condition order was randomized before the experiment began. Of the 6 subjects, 3 experienced the following order of conditions [with delay of the secondhalf reinforcer (in s) in parentheses]: 1%-FP (1.0), 1%-FP (0.1),1%-1% (10.0), 1%-1% (1.0), 1%-FP (10.0), and 1%-1% (0.1). The other 3 subjects experienced these conditions in the reverse order. Each condition was conducted for a total of 20 sessions, with sessions conducted daily, 5 to 6 days per week. Table 1 presents the rates of responding observed for individual subjects in each half of the session during each condition. Data represent the mean rate of responding across the final five sessions that each condition was conducted. The mean obtained number of reinforcers in each half of the session in each condition is also presented for each subject. Table 1 shows that delaying reinforcement in the second half of the session decreased rates of responding in that half when subjects responded for either reinforcer. Of the 6 subjects, 5 displayed their lowest rate of responding for 1 % sucrose at the longest delay to reinforcement. All 6 subjects displayed their lowest rate of responding for food-pellet reinforcement at the longest delay. A two-way (Reinforcer x Delay) repeated measures analysis of variance (ANOVA), conducted on the rates of responding in the second half of the session, produced a significant main effect of reinforcer [F(1, 5) = 25.13, P < .004], main effect Results from these, and all following, analyses were considered significant at p < .05. Figure 1 presents the rates of responding for individual subjects in the first half of the session for each condition . The closed squares represent responding for 1 % sucrose when 1 % sucrose would also be delivered in the second half of the session. The open symbols represent responding for 1 % sucrose when food-pellet reinforcement would be delivered in the second half of the session. Figure 1 was constructed using the data in Table 1 . Response rates are plotted on a logarithmic ordinate so that differences in responding at low rates of responding are visually apparent. Figure 1 shows that each subject responded at a higher rate in the first half of the session when food pellets, rather than 1 % sucrose, would be available in the second half of the session (i.e. , induction). Furthermore, it suggests that this induction was relatively insensitive to the delay to reinforcement in effect during the second half of the session. Responding in the first half of the session was analyzed by conducting a two-way (Upcoming Reinforcer x Upcoming Delay) repeated measures ANOVA on the response rates for individual subjects. Results showed that the main effect of upcoming reinforcer was significant [F(1, 5) = 39.85, P < .001], but that the main effect of upcoming delay [F(2, 10) = 2.07] and interaction term [F(2, 10) = 1.38] were not. These results indicate that upcoming food-pellet reinforcement produced an induction effect that was insensitive to the delay to reinforcement for the upcoming reinforcer. They also indicate that changes in the delay to upcoming 1 % sucrose reinforcement had little effect on responding in the first half of the session.
Results and Discussion
To measure whether responding in the first half of the session varied with obtained reinforcement in the second half, Pearson-product-moment coefficients were calculated for each subject using the data for each measure presented in Table 1 . The resulting coefficients were 0.94, 0.51, 0.90, -0.96, 0.77, and 0.93 for Subjects 1001 through 1006, respectively. As can be seen, a positive correlation was obtained for 5 of the 6 subjects, indicating that the size of the observed induction was directly associated with obtained food-pellet reinforcement. However, the only significant correlation obtained was for Subject 1004, which showed an inverse relationship between these variables.
The results of Experiment 1 replicate many previous studies which reported an inverse relationship between rate of responding and the delay to the reinforcer maintaining that responding (e.g., Mowrer, 1960) . They also replicate several previous studies which reported that upcoming food-pellet reinforcement produces induction in responding for 1 % sucrose (Weatherly, Davis, et aI., 2000; Weatherly, Rue, et aI., 2000; Weatherly, Stout, et aI., 2000) . However, the present results did not find a significant reduction in the observed induction as a function of the delay to reinforcement for the upcoming reinforcer. In fact, the induction was so robust that 5 of the 6 subjects responded at a higher rate for 1 % sucrose in the first half of the 1 %-FP (10 s) sessions than they did for the delayed food pellets in the second half of those sessions (see Table 1 ).
Experiment 2
The results of Experiment 1 are consistent with the idea that the simple availability of the upcoming food-pellet reinforcement, and not the upcoming response-reinforcer contingency, is key in the observance of induction in the first half of the session. However, delay to reinforcement is only one of many ways to manipulate the conditions of reinforcement. Experiment 2 investigated a second possible manipulation by, across conditions, altering the schedule of reinforcement in effect during the second half of the session.
Subjects lever pressed for 1 % sucrose reinforcers delivered by a VI 60-s schedule in the first half of the 50-min session. Across conditions, a fixed-ratio (FR) 20, a fixed-interval (FI) 30-s, or a differentialreinforcement-of-Iow-rates (DRL) 30-s schedule was in effect during the second half of the session . These particular schedules were chosen for two reasons. One was that they program different response-reinforcer contingencies. The second was that they maintain different rates of responding (see Ferster & Skinner, 1957) . FR schedules, for instance, typically maintain high rates of responding because reinforcer delivery is completely response dependent. FI schedules maintain moderate rates because the passage of time, and not the number of responses, determines reinforcer availability. DRL schedules maintain low rates of responding because responses made during the interval restart the interval and thus delay reinforcer availability.
If induction is sensitive to the schedule of reinforcement that will deliver the upcoming reinforcer, as one might expect if the organism is "preparing itself" for the upcoming conditions of reinforcement, then one might predict a large induction effect when the FR schedule is upcoming and a small or nonexistent effect when the DRL schedule is upcoming. On balance, if the induction is influenced solely by the availability or presence of a certain type of upcoming reinforcer, then the different upcoming schedules of reinforcement should not necessarily alter the induction.
Method Subjects and Apparatus
The subjects were six experimentally experienced male SpragueDawley rats obtained, housed, and maintained as were those in Experiment 1. Each subject had previous experience lever pressing for 1 % sucrose and for food-pellet reinforcement delivered by a VI schedule. They were not the subjects used in Experiment 1. Furthermore, none had experience responding on FR (beyond the continuous-reinforcement schedule originally used to train the lever-press response), FI, or DRL schedules. Subjects responded in an apparatus that was identical to that used in Experiment 1. Identical control equipment was also used.
Procedure
Because subjects were experimentally experienced, they were immediately placed on the procedure. They responded in 50-min sessions that were identical to those in Experiment 1 with the exception that the schedule of reinforcement, and not the delay to reinforcement, in the second componenVhalf (25 min) of the session was varied across conditions. As in Experiment 1, subjects responded in a total of six conditions. In three conditions (1 %-1 %), 1 % sucrose reinforcers were delivered in the second half of the session. In the other three (1 %-FP), a 45-mg food pellet served as the reinforcer in the second half. Across conditions, each type of reinforcer delivered in the second half of the session was scheduled by a FR 20, FI 30-s, or DRL 30-s schedule.
Condition order was randomly determined prior to beginning the experiment. Of the 6 subjects, 3 experienced the conditions in the following order (with the reinforcement schedule in the second half of the session in parentheses): 1%-1% (FI), 1%-FP (FR), 1%-FP (FI), 1%-1% (FR), 1 %-1 % (DRL), and 1 %-FP (DRL) . The remaining 3 subjects experienced the reverse order. As in Experiment 1, each condition was conducted for a total of 20 sessions, with sessions conducted daily, 5 to 6 days per week. Table 2 presents the rates of responding observed for individual subjects in each half of the session during each condition of Experiment 2. It also presents the mean obtained number of reinforcers per half for each subject in each condition. It was constructed similarly to Table 1. The data in Table 2 indicate that the different schedules of reinforcement in the second half of the session had different effects on responding during that half depending on the type of reinforcer maintaining responding . For instance, only 1 of the 6 subjects displayed its highest rate of responding for 1 % sucrose when the FR schedule was in effect. In contrast, 5 of the ... effects indicated that rates of responding differed for the different reinforcement schedules when subjects responded for food pellets [F(2, 10) = 8.73, P < .006], but not when they responded for 1 % sucrose (F < 1). Also, food pellets maintained higher rates of responding than 1 % sucrose on each schedule [DRL, F(1, 5) = 13.51, P < .014; FI, F(1, 5) = 27.72, P < .003; FR, F(1, 5) = 13.40, P < .015]. Figure 2 presents the rates of responding for individual subjects in the first half of the session in each condition. The closed squares represent responding for 1 % sucrose when 1 % sucrose would be delivered in the second half of the session. The open symbols represent responding for 1 % sucrose when food-pellet reinforcement would be delivered in the second half. Figure 2 was constructed as Figure 1 . Figure 2 shows that, with the exception of Subject 3001 when the DRL schedule was upcoming, upcoming food-pellet reinforcement produced a higher rate of responding for 1 % sucrose in the first half of the session than did upcoming 1 % sucrose reinforcement for each subject in each condition. Rate of responding in the first half of the session in the 1 %-FP conditions also varied with the type of upcoming schedule. All 6 subjects displayed their lowest rate of responding in the first half when the DRL would be in effect in the second half of the session. Of the 6 subjects, 5 displayed their highest rate of responding when the FR schedule would be in effect.
Results and Discussion
Results from a two-way (Upcoming Reinforcer x Upcoming Reinforcement Schedule) repeated measures ANOVA, conducted on the response rates in the first half of the session, were consistent with these Tests for simple effects indicated that rates of responding varied with the different upcoming reinforcement schedules when those schedules provided food-pellet reinforcement [F(2, 10) = 9.79, P < .004], but not when they provided 1 % sucrose (F < 1). Also, rates of responding were higher when food-pellet, rather than sucrose, reinforcement was upcoming when either a FI [F(1, 5) = 33.62, P < .002] or FR [F(1, 5) = 9.21, P < .029] schedule would be in effect during the second half of the session. No significant effect of upcoming reinforcer was observed when a DRL schedule was upcoming [F(1, 5) = 3.12]. Therefore, only the FI and FR schedules produced a significant induction effect at the group level. The upcoming schedule had little influence on responding in the first half of the session when 1 % sucrose reinforcement was available in both halves.
Although rates of responding in the first half of the session varied as a function of upcoming reinforcement schedule, they also varied with obtained reinforcement in the second half of the session. As can be seen in Table 2 , the different schedules sometimes produced profoundly different obtained rates of reinforcement. Pearson-product-moment coefficients, calculated between the rate of responding in the first half of the session and the mean number of obtained reinforcers in the second half of the 1 %-FP conditions, were 0.88, 0.59, 0.99, 1.00, 0.99, and 1.00 for Subjects 3001 through 3006, respectively. As can be seen, all six correlations were positive, with the latter four being statistically significant.
The results of Experiment 2 are consistent with the idea that the schedule of reinforcement in the second half of the session may influence the induction observed in the first half. However, they are also consistent with the idea that the induction is controlled by the obtained rate of reinforcement in the second half of the session. Experiment 3 was designed as one potential way to separate these two ideas.
Experiment 3
Experiment 3 was conducted to determine whether induction would still occur in the first half of the session if reinforcers in the second half of the session were delivered independently of responding. In some conditions, reinforcement in the second half of the session was delivered by a variable-time (VT) schedule. If the upcoming response-reinforcer contingency influences the induction in the first half of the session , then its elimination should alter or eliminate the observed induction. However, if the presence or size of the induction is sensitive to the obtained rate of food pellets, then little or no change in the induction should be observed between conditions that provide response-independent or responsecontingent food pellets at similar rates in the second half of the session.
Method
Subjects and Apparatus
The subjects were 6 experimentally experienced male SpragueDawley rats obtained , housed , and maintained as were those in Experiment 1 . They were not those used in either Experiment 1 or 2. Each had previous experience lever pressing for 1 % sucrose and for food -pellet reinforcement delivered by a VI schedule. However, none had experienced noncontingent reinforcement in the experimental chamber. Subjects responded in an apparatus that was identical to that used in Experiment 1. Identical control equipment was also used.
Procedure
Because subjects were experimentally experienced, they were immediately placed on the procedure. Subjects again responded in 50-min sessions in which lever pressing in the first 25 min was reinforced with 1 % liquid sucrose on a VI 60-s schedule. In the second 25 min of the session, the reinforcer was either the same 1% sucrose (1%-1%) or a 45-mg food pellet (1 %-FP). Across conditions, the reinforcer in the second half of the session was delivered by either a VI 60-s schedule or by a VT 60-s schedule (programmed identically to the VI schedule with the exception that no response was required for reinforcer delivery). Thus, there were four conditions, the order of which was randomized prior to the beginning of the experiment. Of the 6 subjects, 3 responded in the conditions in the following order (with the reinforcement schedule in effect during the second half of the session in parentheses): 1%-FP (VT), 1%-1% (VI), 1%-1% (VT), and 1%-FP (VI) . The remaining 3 subjects experienced them in the reverse order. Each condition was again conducted for a total of 20 sessions, with sessions conducted daily, 5 to 6 days per week. Note. Reinforcement in the first half of the session was always delivered by a VI schedule. Table 3 presents the rates of responding and the mean obtained number of reinforcers for individual subjects in each half of the session of each condition of Experiment 3. It was constructed similarly to Table 1 . One subject (05) died before completing the experiment. Its data were not analyzed and are not presented. The data in Table 3 indicate that delivering reinforcers on the VT schedule in the second half of the session reduced response rates in that half regardless of reinforcer type. All 5 subjects displayed a lower rate of responding on the VT schedule than on the VI schedule when responding for the same reinforcer, although the decrease was more apparent when a food pellet served as the reinforcer than when 1 % sucrose served. Figure 3 presents the rates of responding for individual subjects in the first half of the session in each condition. It was constructed as Figure 1 . As can be seen, upcoming food-pellet reinforcement produced an induction effect regardless of whether it would be delivered by a VI or a VT schedule. But an effect of upcoming reinforcement schedule is also apparent. Rates of responding in the first half of the session were lower when the reinforcer in the second half, either 1 % sucrose or a food pellet, would be delivered on a VT schedule than when it would be delivered on a VI schedule. The only exception was Subject 06, which showed an increase in responding in the 1 %-1 % conditions when the VT schedule was upcoming compared to when the VI schedule was upcoming.
Results and Discussion
Results from a two-way (Upcoming Reinforcer x Upcoming Reinforcement Schedule) repeated measures ANOVA, conducted on response rates from the first half of the session, were consistent with these impressions. Both the main effect of upcoming reinforcer [F(1, 4) = 15.27, P < .017] and main effect of upcoming reinforcement schedule [F(1, 4) = 34.60, P < .004] were significant. The interaction term (F < 1) was not. These results indicate that upcoming foodpellet reinforcement produced induction and that the upcoming VT schedule decreased response rates similarly for both upcoming reinforcers.
The results of Experiment 3 provide relatively strong evidence for the idea that the upcoming reinforcement contingency can influence induction. This contention can be supported because, unlike in the previous two experiments, rates of responding in the first half of the session varied inversely with the obtained rate of reinforcement in the second half of the session. As can be seen in Table 3 , each subject received more reinforcers in the second half of the VT sessions than in the second half of the VI sessions. However, rates of responding in the first half of the VT sessions were lower than observed during the VI sessions. Thus, although induction is still present, the results from the VT sessions represent a contrast-like effect, with rates of responding in the first half of either the 1 %-1 % or 1 %-FP conditions varying inversely with the obtained rate of reinforcement in the second half of those conditions (relative to their respective VI conditions).
Beyond the study of induction, the results of Experiment 3 also contribute to our understanding of noncontingent reinforcement. The present results replicate the well-established finding that response-independent reinforcement decreases response rates in the current situation. They are also consistent with previous research that has shown that non contingent reinforcement in one situation can affect response rates in another situation (e.g., see McSweeney & Weatherly, 1998 , for a discussion of behavioral contrast produced by noncontingent reinforcement). However, they may be among the first to show that responding in one situation can be altered by the noncontingent delivery of a different reinforcer in a different situation. Williams (1989) , studying responding under a concurrent schedule Of reinforcement, found that delivering a responseindependent reinforcer (either corn oil or a Noyes food pellet) produced a larger decrement in responding maintained by that particular reinforcer than it did for responding maintained by the other reinforcer. The present results, in contrast, report the effect of upcoming noncontingent reinforcement and show that such reinforcement may produce a similar decrease in the responding for 1 % sucrose regardless of whether the upcoming response-independent reinforcer would be 1 % sucrose or a food pellet.
General Discussion
The present study was designed to address whether or not induction in responding for 1 % sucrose produced by upcoming food-pellet reinforcement would be sensitive to changes in the reinforcement contingency that provided those food pellets. Experiment 1, using a delay-to-reinforcement procedure, found that delaying food-pellet reinforcement in the second half of the session by as long as 10 s had little effect on the induction. Experiment 2, in contrast, found that different schedules of reinforcement in the second half of the session did alter the induction observed in the first half. In both cases, however, the observed induction tended to vary with changes in the obtained rate of food-pellet reinforcement. Experiment 3 demonstrated that the size of induction was reduced, but the effect was still present, when the upcoming reinforcement would be response independent versus when it would be response dependent.
The present results suggest that the induction effect reported by ; ; and Weatherly, Stout, et al. (2000) is multiply controlled. That is, while the upcoming food pellets certainly contribute to the induction, the upcoming schedule of reinforcement (i.e., a VI schedule) would also seem to playa role. Two pieces of evidence support this contention. First, results from Experiment 2 indicated large induction effects when the upcoming food pellets would be delivered by a FR schedule and small, and statistically nonsignificant, effects when they would be delivered by a DRL schedule. Second, results from Experiment 3 indicated that, although induction was still present when the upcoming food-pellets would be delivered independently of responding, the size of the induction was Significantly reduced by making the upcoming reinforcers available on a VT, rather than a VI, schedule.
Although the upcoming reinforcement contingency may play a role in the observed induction, that role is probably fairly small. The results of Experiment 1, for example, indicate that delaying reinforcement in the second half of the session did little to the induction observed in the first half, despite the delay-ta-reinforcement procedure successfully altering the rates of responding in the second half of the session. Also, as noted above, even though Experiment 3 demonstrated that the elimination of the response-reinforcer relationship in the second half of the session reduced the size of the induction, it did not eliminate it. Thus, it appears that other factors, such as the type of upcoming reinforcer, likely play a larger role in the induction than does the upcoming reinforcement contingency.
The theoretical mechanism underlying the present induction effect is not directly pinpointed by the present results. One potential explanation, however, seems worthy of note. Namely, the increase in responding for 1 % sucrose in sessions in which food-pellet reinforcement is upcoming may be the outcome of Pavlovian conditioning. In fact, Pavlovian conditioning may contribute in several ways. It is possible that, during sessions in which 1 % sucrose reinforcement is repeatedly followed by food-pellet reinforcement, the stimuli associated with the 1 % sucrose (or the sucrose itself) comes to serve as a conditioned exciter, thus increasing response rates. It is also possible that the context (i.e., the chamber itself) comes to serve as a conditioned exciter during sessions in which foodpellet reinforcement is present. Both ideas could potentially account for the present effects. The latter idea, though, would seem to be strengthened by the independent finding that response rates for sucrose in one half of the session are increased when food-pellet reinforcement is delivered in the other half The present results add to the generality of the induction effect. Induction was observed for each subject in each experiment and across conditions that differed substantially in terms of the upcoming reinforcement contingency. Finding that induction occurred when upcoming differential reinforcement would be delayed, delivered by a different reinforcement schedule, or be response independent suggests that the effect is potentially prevalent. However, previous research (Weatherly, Davis, et aI., 2000; Weatherly, Stout, et aI., 2000) has indicated that induction varies with the concentration of sucrose reinforcement delivered in the first half of the session. Taken together, previous and present results may suggest that induction is likely under many conditions in which differential reinforcement is upcoming, but only if the present reinforcer is relatively weak.
The present results also appear to support the present procedure as a potential measure for "anticipation:' Other procedures have been previously designed for such measures (e.g. , Lucas, Timberlake, Gawley, & Drew, 1990; Timberlake, Gawley, & Lewis, 1987) . However, the present procedure has several characteristics which recommend it. For one, the induction effect is reliable. Secondly, the dependent variable, rate of free-operant responding, is not constrained. That is, changes in the upcoming conditions of reinforcement could potentially result in an increase or a decrease in the rate of responding in the first half of the session (Weatherly et aI., 2001) . A potential drawback to its use, however, may lie in the fact that the present effect is observed when subjects respond for weak reinforcers (e.g., 1 % sucrose). On balance, given that behavior analysts are often interested in behavior that is not under strong stimulus control, this potential drawback may in fact be the procedure's greatest strength.
