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Abstract
It is the purpose of this paper to investigate the stability problem of Ulam for an approximate
mapping for the following generalized quadratic functional equation:
n∑
i=1
Q
(∑
j =i
xj − (n− 1)xi
)
+ nQ
(
n∑
i=1
xi
)
= n2
n∑
i=1
Q(xi)
for all xi (i = 1, . . . , n), where n > 1.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
A definition of stability in the case of homomorphisms between groups was suggested
by a problem posed by S.M. Ulam [27] in 1940. Let (G1,∗) be a group and let (G2,, d)
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if a mapping h :G1 → G2 satisfies the inequality
d
(
h(x ∗ y),h(x)  h(y))< δ
for all x, y ∈ G1, then there is a homomorphism H :G1 → G2 with
d
(
h(x),H(x)
)
< 
for all x ∈ G1?
In other words, if a mapping is almost a homomorphism then there is a true homo-
morphism near it with small error as much as possible. If the answer is affirmative, we
would say the equation of homomorphism H(x ∗ y) = H(x)  H(y) stable. The concept
of stability for a functional equation arises when we replace the functional equation by
an inequality which acts as a perturbation of the equation. Thus the stability question of
functional equations is that how do the solutions of the inequality differ from those of the
given functional equation? In 1978 P.M. Gruber [11] remarked that Ulam’s problem is of
particular interest in probability theory and in the case of functional equations of different
types.
First, Ulam’s question for approximately additive mappings was solved by D.H. Hy-
ers [12]. Let X and Y be Banach spaces. Assume that f :X → Y satisfies
‖f (x + y)− f (x)− f (y)‖ ε
for all x, y ∈ X and for some ε  0. Then there exists a unique additive mapping T :X → Y
such that
‖f (x)− T (x)‖ ε
for all x ∈ X. Th.M. Rassias [23] succeeded in extending the result of Hyers’ theorem by
weakening the condition for the Cauchy difference to be unbounded. A number of math-
ematicians were attracted to this result of Th.M. Rassias and stimulated to investigate the
stability problems of functional equations. The stability phenomenon that was introduced
and proved by Th.M. Rassias in his 1978 paper is sometimes called the Hyers–Ulam–
Rassias stability. And then, the result of Th.M. Rassias’ theorem has been generalized
by G.L. Forti [7,8] and P. Gaˇvruta [10] who permitted the Cauchy difference to become
arbitrary unbounded. The terminology “generalized Hyers–Ulam–Rassias stability” orig-
inates from these historical backgrounds. This terminology is also applied to the case of
other functional equations. The stability problems of several functional equations have
been extensively investigated by a number of authors and there are many interesting re-
sults concerning this problem. A large list of references can be found, for example, in the
papers [3,6,11,14,15,17,18,25].
Now, a square norm on an inner product space satisfies the important parallelogram
equality
‖x + y‖2 + ‖x − y‖2 = 2(‖x‖2 + ‖y‖2)
for all vectors x, y. If ABC is a triangle in an inner product space and I is the center of
the side BC, then the identity
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holds for all vectors A,B and C. The following functional equation, which was motivated
by these equations,
Q(x + y)+Q(x − y) = 2Q(x)+ 2Q(y), (1.1)
is called a quadratic functional equation, and every solution of Eq. (1.1) is called a quadratic
mapping. The quadratic functional equation and several other functional equations were
used to characterize inner product spaces [1,2,24]. It is well known [1,13] that a mapping
Q between real vector spaces satisfies Eq. (1.1) if and only if there is a unique symmetric
biadditive mapping B such that Q(x) = B(x, x) for all x, where B is given by
B(x, y) = 1
4
(
Q(x + y)−Q(x − y)).
A stability problem for the quadratic functional equation (1.1) was solved by Skof [26]
for mappings f :E1 → E2, where E1 is a normed space and E2 is a Banach space. In [5]
Czerwik proved the Hyers–Ulam–Rassias stability of the quadratic functional equation.
Furthermore, Jun and Lee [16] have proved the Hyers–Ulam–Rassias stability problem for
the pexiderized quadratic equation
f (x + y)+ g(x − y) = 2h(x)+ 2k(y)
for mappings f,g,h and k.
In [22] the generalized Hyers–Ulam–Rassias stability problem for generalized A-
quadratic mappings, defined in [20], in Banach modules over a Banach ∗-algebra has been
solved. In this paper, we are going to introduce another kind of generalized A-quadratic
mappings and to investigate the generalized Hyers–Ulam–Rassias stability problem for
these mappings in Banach modules over a Banach ∗-algebra.
2. Quadratic mapping
Let X1,X2, . . . ,Xn be distinct vectors in a finite-dimensional Euclidean space E.
Lemma 2.1. We obtain the inequality
n
n∑
i=1
‖Xi − P ‖2 +
∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
2
 n
n∑
i=1
‖Xi‖2 (2.1)
for any vector P ∈ E. Equality holds if P := 1
n
∑n
i=1 Xi .
Proof. Letting X := 1
n
∑n
i=1 Xi , l := 1n
∑n
i=1 ‖
−−−→
PXi‖2, and m := 1n
∑n
i=1 ‖Xi‖2, we have
l = 1
n
n∑
i=1
‖Xi − P ‖2 = m− 2X · P + ‖P ‖2 = ‖P −X‖2 +m− ‖X‖2m− ‖X‖2,
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In view of equality in (2.1), a simple direct calculation and the definition of the norm
yield the following identity:
n∑
i=1
∥∥∥∥∑
j =i
Xj − (n− 1)Xi
∥∥∥∥
2
+ n
∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
2
= n2
n∑
i=1
‖Xi‖2 (2.2)
for any distinct vectors X1,X2, . . . ,Xn.
Employing equality (2.2), we introduce the new functional equation,
n∑
i=1
Q
(∑
j =i
xj − (n− 1)xi
)
+ nQ
(
n∑
i=1
xi
)
= n2
n∑
i=1
Q(xi) (2.3)
for a mapping Q :U → V and for all vectors x1, . . . , xn ∈ U , where U and V are linear
spaces and n > 1. It is easy to see that if n = 2 in (2.3), then it reduces to the quadratic
functional equation (1.1). In the following theorem, we find the general solution of (2.3) in
the class of mappings between real vector spaces.
Theorem 2.2. Let U and V be real vector spaces. A mapping Q :U → V satisfies the
functional equation (2.3) if and only if Q satisfies the functional equation (1.1). Therefore
in this case there exists a symmetric biadditive mapping B :U ×U → V such that Q(x) =
B(x, x) for all x ∈ U .
Proof. We first assume that Q is a solution of Eq. (2.3). If n = 2, then Eq. (2.3) reduces to
Q(x2 − x1)+Q(x1 − x2)+ 2Q(x1 + x2) = 4Q(x1)+ 4Q(x2),
which is equivalent to the equation Q(x1 + x2) + Q(x1 − x2) = 2Q(x1) + 2Q(x2) for
all x1, x2 ∈ U . Let n be a natural number greater than two. By setting xi := 0 for all i =
1, . . . , n in Eq. (2.3), we see Q(0) = 0. Putting xi := x for all i = 1, . . . , n in (2.3), we
get Q(nx) = n2Q(x) for all x ∈ U . Substituting x1 := x and xi := 0 for all i = 2, . . . , n in
(2.3), one obtains Q(−(n − 1)x) = (n − 1)2Q(x) for all x ∈ U . Replacing x1 by 0 and xi
by x for all i > 1 in (2.3), we lead to the following equation:
Q
(
(n− 1)x)+ (n− 1)Q(−x)+ nQ((n− 1)x)= n2(n− 1)Q(x),
which yields Q(−x) = Q(x) for any x ∈ U . Letting x1 := x and xi := y for all i > 1 in
(2.3), we arrive at the equation
(n− 1)Q(x − y)+Q(x + (n− 1)y)= nQ(x)+ n(n− 1)Q(y)
for all x, y ∈ U . Switching x with y in the above equation, one obtains
Q
(
(n− 1)x + y)+ (n− 1)Q(x − y) = nQ(y)+ n(n− 1)Q(x)
for all x, y ∈ U . Replacing y by −y in the last equation, one has( )
Q (n− 1)x − y + (n− 1)Q(x + y) = n(n− 1)Q(x)+ nQ(y)
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Q
(
(n− 1)x + y)+ (n− 1)Q(x − y) = Q((n− 1)x − y)+ (n− 1)Q(x + y),
which is equivalent to the original quadratic equation (1.1) [19]. The proof of necessity is
complete.
Conversely, the proof of sufficiency is obvious by definition, and the proof of the theo-
rem is now complete. 
3. Stability of (2.3)
We will investigate under what conditions it is then possible to find a true mapping near
an approximate mapping with small error.
From now on, U and V will be a vector space and a Banach space, respectively, unless
we give any specific reference. Given a mapping f :U → V , we define a difference of
Eq. (2.3), Df :Un → V as
Df (x1, . . . , xn) :=
n∑
i=1
f
(∑
j =i
xj − (n− 1)xi
)
+ nf
(
n∑
i=1
xi
)
− n2
n∑
i=1
f (xi),
∀xi ∈ U,
which is called the approximate remainder of the functional equation (2.3) and acts as a
perturbation of the equation.
Theorem 3.1. Assume that the approximate remainder Df for a mapping f :U → V sat-
isfies the functional inequality
‖Df (x1, . . . , xn)‖ ϕ(x1, . . . , xn) (3.1)
and the following series for the upper bound ϕ :Un → R+ := [0,∞) of approximate re-
mainder Df :
Φ(x1, . . . , xn) :=
∞∑
i=0
1
n2i
ϕ
(
nix1, . . . , n
ixn
)
< ∞ (3.2)
converges for all xi ∈ U , i = 1, . . . , n.
Then there exists a unique quadratic mapping Q :U → V which satisfies Eq. (2.3) and
the inequality∥∥∥∥f (x)− f (0)n2 − 1 −Q(x)
∥∥∥∥ 1n3 Φ(x, . . . , x) for all x ∈ U. (3.3)
The mapping Q is defined by
Q(x) = lim f (n
kx) for all x ∈ U.k→∞ n2k
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Interchanging xi for x for all i = 1, . . . , n yields∥∥nf (0)+ nf (nx)− n3f (x)∥∥ ϕ(x, . . . , x) (3.4)
for all x ∈ U . Hence we get the following inequality:∥∥g(nx)− n2g(x)∥∥ 1
n
ϕ(x, . . . , x), x ∈ U. (3.5)
The last inequality can now be written in the form∥∥∥∥g(nx)n2 − g(x)
∥∥∥∥ δ(x) := 1n3 ϕ(x, . . . , x), x ∈ U, (3.6)
which plays an important role in the proof of our theorem.
Define a mapping G :U → U by G(x) = nx, a mapping H :V → V by H(v) = v/n2,
and a mapping φ :R+ → R+ by φ(t) = t/n2. Then H is continuous and φ is nondecreasing
subadditive. Thus, applying a standard procedure of [9, Theorem 1] to the inequality (3.6),
we obtain a unique mapping Q :U → V , defined by
Q(x) = lim
k→∞
g(nkx)
n2k
= lim
k→∞
f (nkx)
n2k
,
Q(x) = Q(nx)
n2
, x ∈ U,
which satisfies the desired inequality (3.3).
To prove that Q satisfies Eq. (2.3), we replace x1, . . . , xn in (3.1) by nkx1, . . . , nkxn,
respectively, divide both sides by n2k , and then have
‖DQ(x1, . . . , xn)‖ = lim
k→∞
1
n2k
∥∥Df (nkx1, . . . , nkxn)∥∥
 lim
k→∞
1
n2k
ϕ
(
nkx1, . . . , n
kxn
)= 0. (3.7)
Therefore the mapping Q satisfies Eq. (2.3) and so it is quadratic by Theorem 2.2. This
completes the proof. 
Theorem 3.2. Assume that the approximate remainder Df of a mapping f :U → V satis-
fies the functional inequality (3.1) and the series for the upper bound ϕ,
Ψ (x1, . . . , xn) :=
∞∑
i=1
n2iϕ
(x1
ni
, . . . ,
xn
ni
)
< ∞,
converges for all (x1, . . . , xn) ∈ Un. Then there exists a unique quadratic mapping
Q :U → V which satisfies Eq. (2.3) and the inequality
‖f (x)−Q(x)‖ 1
n3
Ψ (x, . . . , x) for all x ∈ U,
where the mapping Q is defined by
Q(x) = lim n2kf
( x ) for all x ∈ U.k→∞ nk
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From Theorems 3.1 and 3.2, we obtain the following corollary concerning the stability
of Eq. (2.3).
Corollary 3.3. Let U be a normed linear space and let p be a real number, p = 2. Assume
that a mapping f :U → V satisfies the inequality
‖Df (x1, . . . , xn)‖ θ + (‖x1‖p + · · · + ‖xn‖p) (3.8)
for all xi ∈ U (i = 1, . . . , n) (for all xi ∈ U \ {0} if p  0) and for some   0 and θ  0,
where θ := 0 when p > 2. Then there exists a unique quadratic mapping Q :U → V which
satisfies Eq. (2.3) and the inequality∥∥∥∥f (x)− f (0)n2 − 1 −Q(x)
∥∥∥∥ θn(n2 − 1) + ‖x‖
p
|n2 − np|
for all x ∈ U (for all x ∈ U \ {0} if p  0), where f (0) = 0 when p > 2.
Proof. Define ϕ(x1, . . . , xn) := θ + (‖x1‖p + · · · + ‖xn‖p) for all x1, . . . , xn ∈ U . If
p > 2, then replacing all xi by 0 in (3.8) yields f (0) = 0 because of θ = 0.
We consider the following two cases according to p. If p < 2, then we have the condi-
tions of Theorem 3.1 and thus
1
n3
∞∑
i=0
ϕ(nix, . . . , nix)
n2i
 θ
n(n2 − 1) +
‖x‖p
n2 − np for all x ∈ U.
If p > 2 and θ = 0, then the conditions of Theorem 3.2 are satisfied and so
1
n3
∞∑
i=1
n2iϕ
(
n−ix, . . . , n−ix
)
 ‖x‖
p
np − n2 for all x ∈ U.
Thus we obtain the desired results. 
Let U be a normed linear space and let H :Rn+ → R+ and ϕ0 :R+ → R+ be mappings
such that
ϕ0(λ) > 0 for all λ > 0, and ϕ0(n) = n2;
ϕ0(nλ) = ϕ0(n)ϕ0(λ) for all λ > 0;
H(λt1, . . . , λtn) ϕ0(λ)H(t1, . . . , tn) for all ti ∈ R+, λ > 0.
In particular, we obtain a special case of these mapping if ϕ0(λ) := λp and H is a homo-
geneous mapping of degree p with 0 <p = 2.
In the next corollary, we consider ϕ given by
ϕ(x1, . . . , xn) := H(‖x1‖, . . . ,‖xn‖).
Then it follows easily that ϕ0(nk) = (ϕ0(n))k for any integer k, and thus
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(
nkx1, . . . , n
kxn
)= H (nk‖x1‖, . . . , nk‖xn‖) ϕ0(nk)H(‖x1‖, . . . ,‖xn‖)
= (ϕ0(n))kH(‖x1‖, . . . ,‖xn‖)
for all x1, . . . , xn ∈ U . Now in case of ϕ0(n) < n2 or ϕ0(n) > n2, respectively, we have the
following corollary.
Corollary 3.4. Assume that a mapping f :U → V satisfies
‖Df (x1, . . . , xn)‖H(‖x1‖, . . . ,‖xn‖) for all x1, . . . , xn ∈ U.
Then there exists a unique quadratic mapping Q :U → V which satisfies (2.3) and the
inequality∥∥∥∥f (x)− f (0)n2 − 1 −Q(x)
∥∥∥∥ H(‖x‖, . . . ,‖x‖)n|n2 − ϕ0(n)| 
ϕ0(‖x‖)H(1, . . . ,1)
n|n2 − ϕ0(n)|
for all x ∈ U .
4. Generalized A-quadratic mappings in Banach modules
Throughout this section, we assume that A is a unital Banach ∗-algebra. In the next
theorem, let M1 and M2 be Banach left A-modules and let aˆ := aa∗, a∗a, or 12 (aa∗ + a∗a)
for each a ∈ A. A quadratic mapping Q :M1 → M2 is called Asa-quadratic if Q(ax) =
aˆQ(x) for all a ∈ A and all x ∈ M1 [4,21]. Since Banach spaces E1 and E2 are consid-
ered as Banach modules over A := C, the Asa-quadratic mapping Q :E1 → E2 implies
Q(ax) = |a|2Q(x) for all a ∈ C.
Theorem 4.1. Assume that the approximate remainder Duf for a mapping f :M1 → M2
satisfies the functional inequality
‖Duf (x1, . . . , xn)‖
:=
∥∥∥∥∥
n∑
i=1
f
(∑
j =i
uxj − (n− 1)uxi
)
+ nf
(
n∑
i=1
uxi
)
− n2uˆ
n∑
i=1
f (xi)
∥∥∥∥∥
 ϕ(x1, . . . , xn), ∀xi ∈ M1, ∀u ∈ A (‖u‖ = 1), (4.1)
and the series (3.2) for the upper bound ϕ :Mn1 → R+ of the approximate remainder Duf
converges for all xi ∈ M1, i = 1, . . . , n. If either f is measurable or f (tx) is continu-
ous in t ∈ R for each fixed x ∈ M1, then there exists a unique Asa-quadratic mapping
Q :M1 → M2, defined by
Q(x) = lim
k→∞
f (nkx)
n2k
,which satisfies Eq. (2.3) and the inequality (3.3) for all x ∈ M1.
474 K.W. Jun, H.M. Kim / J. Math. Anal. Appl. 305 (2005) 466–476Proof. By Theorem 3.1, it follows from the inequality of the statement for u = 1 that there
exists a unique quadratic mapping Q :M1 → M2, defined by
Q(x) = lim
k→∞
f (nkx)
n2k
,
which satisfies Eq. (2.3) and the inequality (3.3). Under the assumption that either f is
measurable or f (tx) is continuous in t ∈ R for each fixed x ∈ M1, by the same reasoning
as the proof of [6], it is derived that the quadratic mapping Q satisfies Q(tx) = t2Q(x) for
all x ∈ M1 and for all t ∈ R. That is, Q is R-quadratic. Putting xi := nkx for all i = 1, . . . , n
in (4.1) and dividing the resulting inequality by n2k ,
1
n2k
∥∥nf (0)+ nf (nknux)− n3uˆf (nkx)∥∥ 1
n2k
ϕ
(
nkx, . . . , nkx
)
.
Taking k → ∞, we obtain that Q(ux) = uˆQ(x) for all x ∈ M1 and for each u ∈ A
(‖u‖ = 1). The last relation is also true for u = 0. Since Q is R-quadratic and Q(ux) =
uˆQ(x) for each u ∈ A (‖u‖ = 1), for each element a ∈ A (a = 0),
Q(ax) = Q
(
‖a‖ a‖a‖x
)
= ‖a‖2Q
(
a
‖a‖x
)
= ‖a‖2 aˆ‖a‖2 Q(x) = aˆQ(x),
∀a ∈ A (a = 0), ∀x ∈ M1.
So the unique R-quadratic mapping Q is also Asa-quadratic, as desired. This completes
the proof. 
Now let M be a Banach left A-module. Let us call a mapping Q :M → A an A-
quadratic mapping if both relations Q(ax) = aQ(x)a∗ and Q(x + y) + Q(x − y) =
2Q(x) + 2Q(y) are fulfilled [28]. A mapping Q :M → A is called a generalized A-
quadratic mapping if Q(ax) = aQ(x)a∗ for all x ∈ M , and the following identity holds:
Q
(
n∑
i=1
aixi
)
+
∑
1i<jn
aiajQ(xi − xj ) =
(
n∑
i=1
ai
)[
n∑
i=1
aiQ(xi)
]
for all xi ∈ M , some fixed ai in R (i = 1, . . . , n) and at least two of them are nonzero
such that
∑n
i=1 ai = 0, and a fixed n 2 [20]. It was shown that the notion of A-quadratic
mapping is equivalent to the notion of generalized A-quadratic mapping if all spaces are
over the complex number field and a mapping B :M × M → A is defined in terms of the
mapping Q as
B(x, y) = 1
4
[
Q(x + y)−Q(x − y)+ iQ(x + iy)− iQ(x − iy)]
for all x, y in M [20]. Now it follows easily from Theorem 2.2 that a mapping Q is a
generalized A-quadratic mapping if and only if
Q(ax) = aQ(x)a∗,
n∑
Q
(∑
xj − (n− 1)xi
)
+ nQ
(
n∑
xi
)
= n2
n∑
Q(xi)i=1 j =i i=1 i=1
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to investigate the generalized Hyers–Ulam–Rassias stability problem for generalized A-
quadratic mappings in Banach modules over a Banach ∗-algebra. In the following theorem,
let M1 and M2 be Banach A-bimodules.
Theorem 4.2. Let f :M1 → M2 be a mapping for which there exist mappings ϕ :Mn1 →
R+ and ψ :M1 → R+ such that
‖Df (x1, . . . , xn)‖ ϕ(x1, . . . , xn), (4.2)
‖f (ax)− af (x)a∗‖ψ(x) (4.3)
for all x, x1, . . . , xn ∈ M1 and for all a ∈ A (‖a‖ = 1). Assume that the series (3.2) for ϕ
converges and
lim
k→∞
ψ(nkx)
n2k
= 0 for all x ∈ M1.
If either f is measurable or f (tx) is continuous in t ∈ R for each fixed x ∈ M1, then there
exists a unique generalized A-quadratic mapping Q :M1 → M2, defined by
Q(x) = lim
k→∞
f (nkx)
n2k
,
which satisfies Eq. (2.3) and the inequality (3.3) for all x ∈ M1.
Proof. It follows by the same reasoning as the proof of Theorem 4.1 that there exists a
unique R-quadratic mapping Q :M1 → M2, defined by
Q(x) = lim
k→∞
f (nkx)
n2k
,
which satisfies Eq. (2.3) and the inequality (3.3).
From (4.3) and the definition of Q, we obtain that Q(ax) = aQ(x)a∗ for all x ∈ M1 and
for each a ∈ A (‖u‖ = 1). The last relation is also true for a = 0. Since Q is R-quadratic,
for each element a ∈ A (a = 0),
Q(ax) = Q
(
‖a‖ a‖a‖x
)
= ‖a‖2Q
(
a
‖a‖x
)
= ‖a‖2 a‖a‖Q(x)
a∗
‖a‖ = aQ(x)a
∗,
∀a ∈ A (a = 0), ∀x ∈ M1.
So the unique R-quadratic mapping Q is also generalized A-quadratic, as desired. This
completes the proof. 
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