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Introduction
Dualism has entered in Mathematics − especially in Geometry − since a long
time ago. One of the oldest traces of duality in Geometry can be found in the
Elements by Euclid, Proposition 27 of the 6th Book. This proposition − one
of the most important of the Elements − consists in the elliptic application of
area; the concept of duality is expressed in the form of separation (diórisma
in Greek) between the cases where the elliptic application can be solved and
those where it cannot be solved. In Projective Geometry, given a true state-
ment containing the entities point and line of the plane (or point and plane
of the space), another true statement is obtained by exchanging, each other,
the words point and line (respectively, point and plane). A smart example
of duality in the space is Desargues Theorem. Other examples from Pro-
jective Geometry are Pappus, Pascal and Brianchon Theorems on hexagon.
This duality can be considered as a particular case of a more general duality
between a vector space and the space of linear functionals defined on that
space. An instance of duality from the theory of polytopes is offered by the
classic correspondence between the Platonic solids in R3: tetrahedron, cube
and dodecahedron correspond, respectively, to the tetrahedron, octahedron
and icosahedron, in the sense that the vertices of one correspond to the facets
of the dual and vice versa.
A general feature of duality − as well as dualism − consists in two entities,
which express a sort of symmetry, or complementarity. In such general terms,
duality is met in several fields of Science; for instance, in Physics under the
term of complementarity principle (in the field of electrons, between the
aspects of waves and those of particles of a quantum entity). In the field of
Optimization, such entities are a pair of constrained extremum problems. An
early trace of this − perhaps, the first; however, the multipliers introduced
by Lagrange around the middle of 18th century (see [10]) may be considered
as ancestors of dual variables − is due to Vecten: in [4], pp. 91-92, he
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writes: “le plus grand triangle équilatéral qu’il soit possible de circonscrire à
un triangle donné est celui dont les côtés sont perpendiculaires aux droites
qui joignent aux sommets de ce triangle donné le point dont la somme des
distances à ces sommets est la plus petite”. The same result is obtained by
Fasbender in [1]; the fact that Vecten obtains his result as a special case of
a result of Rochat in the same paper [4], and the fact that the proofs by
Vecten and Fasbender are different, allow us to claim that, with reference to
Fermat-Torricelli Problem (see Sect. 4.3), independently of each other, they
consider an “alternative” problem (we now call it dual problem or simply the
dual; the Fermat-Torricelli is called primal problem or the primal): among
all the equilateral triangles which are circumscribed to a given triangle, to
find one having maximum height; they show that such a maximum height
equals the sum of the distances of Torricelli point from the vertices of the
given triangle.
The result by Vecten and Fasbender has marked the birth of duality the-
ory for constrained extremum problems. Subsequently, a few results appeared
till when von Neumann discovered a new duality, with the same properties,
for linear programming problems and outlined the proof in an unpublished
paper [8]; the complete proof was published in [9], Sect. 3, Theorem 2. After
von Neumann result, the theory of duality grew quickly.
Proceeding from an assigned extremum problem (called primal problem),
these theories essentially introduce and analyse another extremum problem
(defined as the dual problem of the given one) and show, under some hy-
potheses, that their extremum value coincide (this situation is usually called
“strong duality”).
The Lagrangian Duality Theory is one of widest and most important in
this field. Nowadays it appears to be an autonomous theory, substantially
independent not only of the theories concerning other branches of Optimiza-
tion, like optimality conditions and penalization, but also of other theories
of duality, like those by Fenchel, Ekeland-Téman, Wolsey-Tind, Toland.
The aim of this thesis is to state a generalization of Lagrangian Duality
Theory and to trace back to it various duality theories (such as the quoted
ones). We will particularly try to rewrite the various dual problems as (gener-
alized) Lagrangian duals of primal problems equivalent to the given ones; we
will study the duality gap (i.e. the difference between the extremum values
of the pair of problems) in the light of the stated theory.
This general theory is based on the analysis in the Image Space (for short,
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IS) associated with the given problem. It is the space where the images of
the involved functions run; its development began about three decades ago.
Indeed, the study of the properties of the image of a real-valued function
is an old one; however, in most cases the properties of the image have not
been the purpose of the study and their investigation has occurred as an
auxiliary step toward other achievements. The analysis in the IS is viewed
as a preliminary and auxiliary step for studying extremum and equilibrium
problems, and not as a competitor of the analysis in the given space.
The analysis in the IS is mostly based on separation theorems. In [22]
and in this thesis it is shown that the separation is an effective language for
expressing Lagrange ideas.
In Chapter 1 we present the focused problem formats and other funda-
mental instruments, such as separation of sets in Rn and some advanced
instruments of convex analysis.
The analysis in the IS is described in Chapter 2; in particular we intro-
duce the separation function in the IS and obtain necessary and sufficient
conditions for the minimality of an element of the given space.
In Chapter 3 a generalized image dual problem is analysed; it is defined
with respect of the image set and separation function.
The last chapter (Chapter 4) is dedicated to the study of various dualities
with these new instruments. In particular, we show that many of them can
be obtained as special cases of the generalized Lagrangian duality theory.
The Lagrangian dual of the classic “point-plain” distance problem has the
same objective function of the classic dual problem on a specific set; the set
of maximum points of the former (they are contained in the previous men-
tioned set) is a subset of the set of maximum points of the latter. With IS
analysis, we can achieve the existence of a minimum of the primal problem
and that the duality gap is equal to zero. Futhermore we show that the image
set of this problem is a cone; it is even convex and equals its conic extension
if the primal is not trivial.
Afterwards we study a generalization of Fermat-Fasbender duality. We define
a constrained problem equivalent to the given primal. Its Lagrangian dual
problem coincides with Fasbender’s one. The IS analysis leads us to prove
the existence of a minimum of the primal problem and that the duality gap
equals zero, as with the previous duality. The image set is a convex cone and
coincides with its conic extension.
The Fenchel dual problem concurs with the Lagrangian dual of a constrained
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problem that is equivalent to the Fenchel primal; analysing its image we ob-
tain a result that is analogous to a well-known theorem on the duality gap.
We study a generalization of Fenchel duality as well. In the light of the new
definitions of conjugate of a set, the image dual problem assumes an inter-
esting form: it becomes an unconstrained problem whose objective function
is the difference between the conjugates of two special sets.
The Ekeland-Téman duality is still approached considering a constrained
problem that is equivalent to the primal.
Two generalized Lagrangian functions appear inWolsey-Tind and ϕ-Lagrangian
dualities; we need additional hypotheses to trace back these duality theories
to the generalized Lagrangian’s one.
In the end, we study Toland duality with the help of a constrained problem
that is equivalent to Toland primal. Such theory does not seem to belong to
the generalized Lagrangian duality principle; however Toland dual coincides
with an optimization problem whose objective function is the Lagrangian
function associated with the equivalent constrained problem. Moreover it is
possible to obtain an image formulation of Toland dual using the concept of
superior conjugate of set.
6
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Preliminaries
1.1 Constrained Extremum Problems
In this section we are going to introduce some problem format. Let us take
n ∈ N\{0} andm, p ∈ N such that p ≤ m; we define the sets I0 := {1, . . . , p},
I+ := {p + 1, . . . , m} and I := I0 ∪ I+. We also introduce the functions
f : X → R and gi : X → R, ∀ ∈ I. We consider problems of the following
kind:
f ↓ := inf f(x1, . . . , xn), (1.1.1a)
s.t. gi(x1, . . . , xn) = 0, i ∈ I0, (1.1.1b)
gi(x1, . . . , xn) ≥ 0, i ∈ I+, (1.1.1c)
x = (x1, . . . , xn) ∈ X ⊆ Rn, (1.1.1d)
where p = 0⇒ I0 = ∅, p = m⇒ I+ = ∅, m = 0 ⇒ I = ∅. Unless differently
stated, we will assume that cardX > 1.
We define some very useful object for our discussion:
Definition 1.1.1. Let us take n ∈ N \ {0} and m, p ∈ N such that p ≤ m;
we define
• g(x) := (g1(x), . . . , gm(x));
• Ok := (0, . . . , 0) ∈ Rk, k ∈ N;
• D := Op × Rm−p+ , with m > 0;
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• The feasible region of (1.1.1) is the set:
R := {x ∈ X | g(x) ∈ D}. (1.1.2)
We stipulate that D = Rm+ when p = 0 and D = Om when p = m. The
constraints (1.1.1b) and (1.1.1c) are called bilateral and unilateral, respec-
tively.
Thanks to these new symbols, we can rewrite the infimum problems (1.1.1)
in this way:
inf
x∈X
g(x)∈D
f(x). (P )
Another concise form of (1.1.1) is the following one:
f ↓ := inf f(x), s.t. x ∈ R; (1.1.3)
it will be also used when R represent a subset of the given space, without
further hypothesis.
Definition 1.1.2. An element x ∈ R is said to be a global minimum point
of problem (1.1.1) iff
f(x) ≥ f(x), ∀x ∈ R. (1.1.4)
A minimum point x is said to be:
• strict iff (1.1.4) is strictly verified for x 6= x;
• a local (strict) minimum point iff there exists a neighbourhood N(x) of
x, such that the above inequality is (strictly) satisfied ∀x ∈ R∩N(x) \
{x};
• isolated iff ∃N(x) such that x is the unique local minimum point of
(1.1.1) in R ∩N(x);
• strong global (or local) minimum point of (1.1.1) iff ∃k ∈ R+ \{0} such
that f(x) ≥ f(x) + k‖x− x‖2, ∀x ∈ R (or ∀x ∈ R ∩N(x));
• lower (upper) semistationary iff
lim inf
x→x
f(x)− f(x)
‖x− x‖ ≥ 0 (or lim supx→x
f(x)− f(x)
‖x− x‖ ≤ 0);
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• stationary iff it is both lower and upper semistationary or
lim
x→x
f(x)− f(x)
‖x− x‖ = 0.
Unless it is explicitly said, the operator “inf” is meant in the sense of
finding one infimum point and not all of them. When m = 0 and X is
open, then (1.1.1) is called unconstrained ; otherwise it is constrained. Due
to a tradition established in the applications, an element of R is often called
often a feasible solution of (1.1.3). Local and global maximum points and
the operator “sup” are defined in a quite similar way; the obvious relation
sup f = − inf(−f) holds. f is often called objective function.
A m.p. of (1.1.1) may be strict and even strong, but not isolated, as
shown by the following example with only one bilateral constraint:
Example 1.1.1. In (1.1.1), we take p = m = 1, n = 1, X = R, f(x) = x2,
and
g(x) =
{
x2 sin2( 1
x
), x 6= 0
0, x = 0
x is evidently (local and global) strict and strong (for k = 1) m.p. of (1.1.1);
as local m.p., x is not isolated, since in every N(x) there are points different
from x (x = ± 1
hπ
, h ∈ N) which are local m.p.
Another example is the following unconstrained problem:
Example 1.1.2. In (1.1.1), we take m = 0, n = 1, X = R = R, f(x) equals
the previous g(x); as local m.p., the element x = 0 is not isolated for the
same preceeding reason; now is neither strict nor strong.
Obviously, a strict global m.p. is unique; an isolated global m.p. is not
necessarily unique; a strong m.p. is also strict, but not vice versa (e.g.,
m = 0, n = 1, X = R = R, f(x) = e−1/x if x 6= 0 and f(0) = 0).
Besides (1.1.1), we consider the following isoperimetric-type problems.
Set T := [t0, t1] ⊂ R,−∞ < t0 < t1 < +∞; let V be the subset of C0(T )n with
continuous derivatives x
′
(t) = (x
′
1(t), . . . , x
′
n(t)), t ∈ T , except at most a fi-
nite number of points t at which exist and are finite limt↓t x
′
(t) and limt↑t x
′
(t);
x′(t) := limt↓t x
′(t). V forms a vector space on the set of real numbers. X
is defined as the subset of V, whose elements satisfy a boundary condition,
for instance fixed endpoints conditions x(t0) = x
0 and x(t1) = x
1, x0 and x1
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being given vectors of Rn, or merely an initial (or a final) condition only. X
is a subset of the Banach space B = C0(T )n; ‖x‖ = ‖x‖∞ := maxt∈T ‖x(t)‖2.
f ↓ := inf[f(x) :=
∫
T
ψ0(t, x(t), x
′(t))dt ], (1.1.5a)
s.t. gi(x) :=
∫
T
ψi(t, x(t), x
′(t))dt = 0, i ∈ I0, (1.1.5b)
gi(x) :=
∫
T
ψi(t, x(t), x
′(t)dt ≥ 0, i ∈ I+, (1.1.5c)
x ∈ X ⊆ C0(T )n, (1.1.5d)
where ψ0, ψi : R× Rn ×Rn → R; obviously, we set ψ := (ψ1, . . . .., ψm).
Consider also the following geodesic-type minimization problem:
f ↓ := inf [f(x) :=
∫
T
ψ0(t, x(t), x
′(t))dt ], (1.1.6a)
s.t. gi(x) := ψi(t, x(t), x
′(t)) = 0, ∀t ∈ T, i ∈ I0, (1.1.6b)
gi(x) := ψi(t, x(t), x
′(t)) ≥ 0, ∀t ∈ T, i ∈ I+, (1.1.6c)
x ∈ X ⊆ C0(T )n, (1.1.6d)
where the symbols are as in (1.1.5).
Problems (1.1.5) and (1.1.6) are special cases of the following formulation
when the functions ψi are continuous; even problems (1.1.1) belongs to the
following problem format. Here and throughout the entire thesis, B and B
denote Banach spaces. Let X be a subset of B and B+ a nonempty, closed
and convex cone of B with apex at the origin O. Consider the problem:
f ↓ := inf f(x), (1.1.7a)
s.t. gi(x) = 0, i ∈ I0, (1.1.7b)
gi(x) ∈ B+, i ∈ I+, (1.1.7c)
x ∈ X ⊆ B. (1.1.7d)
The feasible region of (1.1.7) can be expressed by (1.1.2), where now D =
Op × Bm−p+ with Op = (0, . . . , 0) ∈ Bp and D = Bm+ if p = 0, D = Om =
(0, . . . , 0) ∈ Bm if p = m. For B = Rn and B+ = R+ (or D = Op × Rm−p+ ⊆
Rm), (1.1.7) shrinks to (1.1.1). For B = C0(T )n and (as above) B+ = R+
(or D = Op × Rm−p+ ⊂ Rm), (1.1.7) collapses to (1.1.5). For B = C0(T )n
and B+ = {φ : T → R | φ(t) ≥ 0, ∀t ∈ T}, (1.1.7) collapses to (1.1.6). Of
10
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course, a more general case would be that where B+ in (1.1.7c) is replaced
by any convex cone.
Definition 1.1.2 is given, without any change, for (1.1.5), (1.1.6) and
(1.1.7). In the sequel, when a definition is given (or a proposition is stated)
for (1.1.1), its extension to (1.1.5), (1.1.6) will be discussed, if any and if
necessary.
The feasible regions of (1.1.5), (1.1.6) and (1.1.7) will be denoted by R
as for (1.1.1) and, when there is no fear of confusion, the same concise form
(1.1.3) will be adopted.
        FINITE
DIMENSIONAL
DIMENSIONAL
     INFINITE
       FINITE
DIMENSIONAL
     INFINITE
DIMENSIONAL
CLASSIFICATION WITH RESPECT
           TO THE GIVEN SPACE
CLASSIFICATION WITH RESPECT
           TO THE IMAGE SPACE 
CONSTRAINED
EXTREMUM
PROBLEMS
OF
CONSTRAINED
EXTREMUM
PROBLEMS
OF
ISOPERIMETRIC TYPE
GEODESIC TYPE
CONSTRAINED
EXTREMUM
PROBLEMS
nIN  RI
Fig. 1.1.1
Figure 1.1: Dimensional classification of constrained extremum problem.
If we look at the space B where the unknown runs, then (1.1.1) turns
out to be finite dimensional, while both (1.1.5) and (1.1.6) are infinite di-
11
CHAPTER 1. PRELIMINARIES
mensional; this is the usual classification of minimization problems. If we
look at the space B where the images of f and g run, then the classification
changes: (1.1.1) and (1.1.5) share the characteristic of having a finite dimen-
sional image (see Fig. 1.1); hence, in the Image Space (for short, IS), (1.1.6)
continues to be classified as infinite dimensional (we have B 6= R), while
both (1.1.1) and (1.1.5) are finite dimensional and can be treated in IS with
the same kind of mathematical arguments.
In the above formats there are both bilateral and unilateral constraints.
Trivial devices allow us to equivalently reduce the former constraints to the
latter ones and vice versa. For instance, for (1.1.1) a bilateral constraint can
be turned into a unilateral one, since (1.1.1b) is equivalent to the system:{
gi(x) ≥ 0, i ∈ I0,
gi(x) ≥ 0, i ∈ I0,
or to the system: gi(x) ≥ 0, i ∈ I
0,
−∑
i∈I0
gi(x) ≥ 0.
Vice versa, a unilateral constraint can be turned to a bilateral one, since
(1.1.1c) is equivalent to the system gi(x) − y2i = 0, i ∈ I+, where the new
unknown yi is real.
From a formal point of view, it might be enough to develop the theory
and methods of solution for only one type of constraint,as it was believed in
the past. Nowadays, it is clear that, if we want to deepen the analysis and
understand the structure underlying the problem, we must consider explicitly
both types of constraints.
When X ⊆ Zn, then (1.1.1) is called discrete optimization problem and
embraces the combinatorial optimization problems (when card X < +∞);
the vice versa is not true, as simple examples show (for instance, (1.1.3),
where R is replaced by Rn+ ∩ Zn). A particularly interesting case is that
where X = Bn, which will be considered explicitly:
inf f(x), s.t. g(x) ∈ D, x ∈ Bn. (1.1.8)
Since the purpose of this thesis is not to have a classic treatise on opti-
mization, several usual topics are understood or merely recalled. Existence
and uniqueness of m.p. are topics of this kind and here are only shortly
recalled. In Sect. 2.1, a general existence theorem will be proved.
12
1.1 CONSTRAINED EXTREMUM PROBLEMS
The most classic and important existence condition is expressed by the
extended Weierstrass Theorem.
Theorem 1.1.1. Let R be a compact subset of B (in particular of Rn),
and f be lower (upper) semicontinuous on X. Then, the minimum (or the
maximum) of problems (1.1.7) exists.
This theorem can be extended to the case where R is unbounded, by
merely assuming the existence of a nonempty and compact level set of f on
R. To this end, a coercives assumption is classically made on f .
Theorem 1.1.2. Let B be a reflexive Banach space, R be a convex and closed
subset of B, and f be a weakly lower semicontinuous function, such that:
lim
‖x‖→∞
x∈R
f(x) = +∞. (1.1.9)
Then, the minimum (or the maximum) of problems (1.1.7) exists.
When B = Rn, then the convexity assumption on R can be dropped in
Theorem 1.1.2.
In some applications, as well as in theoretical topics, we are faced with
problems of the following kind, which are known, respectively, as minimax
and maxmin problems:
min
x∈X
max
y∈Y
F (x, y), (1.1.10a)
and
max
y∈Y
min
x∈X
F (x, y), (1.1.10b)
where X, Y are subsets of given spaces and F : X × Y → R. With suitable
positions − setting f as max-function− the minimax problem (1.1.10a) be-
comes a special case of (1.1.7); analogous transformation holds for (1.1.10b).
However, such changes may hide the structure of (1.1.10).
Problems (1.1.10) are special cases of a wide cluster of problems termed
partial maxima and minima. Let us recall a classic result.
Theorem 1.1.3. Let Ξ be a set of indices, R ⊆ B and f : R→ R.
13
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(i) If {R(ξ)}ξ∈Ξ is a cover of R, then we have:
inf
x∈R
f(x) = inf
ξ∈Ξ
inf
x∈R(ξ)
f(x). (1.1.11)
If, furthermore, there exist
f ↓ := min
x∈R
f(x), f ↓(ξ) := min
x∈R(ξ)
f(x), ∀ξ ∈ Ξ, (1.1.12)
or if R and R(ξ), ∀ξ ∈ Ξ, are compact, and f is l.s.c., then we have:
min
x∈R
f(x) = min
ξ∈Ξ
min
x∈R(ξ)
f(x). (1.1.13)
(ii) If R is the Cartesian product of sets R1, . . . , Rk (i. e. R =
k∏
i=1
Ri) ,
then we have:
inf
x∈R
f(x) = inf
x1∈R1
inf
x2∈R2
. . . inf
xk∈Rk
f(x1, x2, . . . , xk), (1.1.14)
where xi runs in the subspace which, in the decomposition of B induced
by the above product, corresponds to Ri, i = 1, . . . , k.
Proof.
(i) First of all, we define
ℓ := inf
x∈R
f(x),
ℓ(ξ) := inf
x∈R(ξ)
f(x), ∀ξ ∈ Ξ,
ℓ0 := inf
ξ∈Ξ
ℓ(ξ).
Obviously ℓ(ξ) ≥ ℓ, ∀ξ ∈ Ξ and so ℓ0 ≥ ℓ.
On the other side, since x ∈ R ⇒ ∃ξx ∈ Ξ s.t. x ∈ R(ξx), we have
f(x) ≥ ℓ(ξx) and thus ℓ ≥ ℓ0, so that (1.1.11) follows.
In order to achieve (1.1.13), it is enough to note that (1.1.11) and
(1.1.12) imply the existence of ξ ∈ Ξ s.t. f ↓(ξ) = f ↓. The assumptions
of compactness and that lower semicontinuity imply the existence of
minima (1.1.12).
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(ii) Consider the set S(y) := {x ∈ B | x1 = y, xi ∈ Ri, i = 2, . . . , k}, ∀y ∈
R1. Since {S(y)}y∈R1 is a partition of R, because of (1.1.11), we have:
inf
x∈R
f(x) = inf
x1∈R1
inf
x∈S(x1)
f(x).
By applying the above reasoning to inf
x∈S(x1)
, and so on, we easily achieve
(1.1.14).
A very important concept for our future discussion is the saddle-point.
Definition 1.1.3. Let Y and Z be any sets of two Banach spaces, and
F : Y × Z → R any function. (y, z) ∈ Y × Z is called saddle-point of F on
Y × Z, iff
F (y, z) ≤ F (y, z) ≤ F (y, z), ∀y ∈ Y, ∀z ∈ Z; (1.1.15)
F (y, z) is called saddle-value of F on Y × Z.
The fact that the inequalities in (1.1.15) must be verified ∀y ∈ Y and
∀z ∈ Z leads one to introduce suitable extrema, namely those which appear
in next (1.1.16).
Proposition 1.1.4. We have:
sup
z∈Z
inf
y∈Y
F (y, z) ≤ inf
y∈Y
sup
z∈Z
F (y, z), (1.1.16)
whatever the sets Y, Z and the function F : Y × Z → R may be.
Proof. From the obvious inequality inf
y∈Y
F (y, z) ≤ F (y, z), which holds ∀y ∈
Y and ∀z ∈ Z, we draw
sup
z∈Z
inf
y∈Y
F (y, z) ≤ sup
z∈Z
F (y, z), ∀y ∈ Y,
and consequently we achieve (1.1.16).
At a first glance, it might seem possible to state the equivalence between
(1.1.16) and (1.1.15) and hence to reduce a saddle point to the search for
the extrema of (1.1.16). Unfortunately, in the general case, this is fallacious.
First of all, note that in (1.1.16) the equality may not occur, as shown by
next example.
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Example 1.1.3. Set Y = R, Z = R+, F (y, z) = (y−1)3−yz+ z. We easily
find:
sup
z∈R+
inf
y∈R
F (y, z) = −∞ < inf
y∈R
sup
z∈R+
F (y, z) = 1.
F(y,z) sup F(y,z)inf F(y,z)
sup   inf F(y,z)
inf   sup   F(y,z)
y   Y z    Z
z   Z    y   Y
y    Y   z   Z
Figure 1.2: Saddle-point inequalities. α → β means α ≤ β.
Proposition 1.1.5. If (y, z) is a saddle point of F : Y × Z → R on Y × Z,
then we have:
sup
z∈Z
inf
y∈Y
F (y, z) = F (y, z) = inf
y∈Y
sup
z∈Z
F (y, z). (1.1.17)
Proof. From (1.1.15) we draw sup
z∈Z
F (y, z) ≤ F (y, z) ≤ inf
y∈Y
F (y, z), and thus:
inf
y∈Y
sup
z∈Z
F (y, z) ≤ F (y, z) ≤ sup
z∈Z
inf
y∈Y
F (y, z).
This double inequality and (1.1.16) imply (1.1.17).
Without further assumptions, unfortunately, Proposition 1.1.5 cannot be
inverted, showing that the relationship between the saddle point and the
extrema in (1.1.16) is one-way-only. In other words, even if the extrema in
(1.1.16) are equal, F may have not a saddle-point, as shown by next example.
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Example 1.1.4. Set Y = R, Z = R+, F (y, z) = e−y − yz.
We find sup
z∈R+
inf
y∈R
F (y, z) = inf
y∈R
sup
z∈R+
F (y, z) = 0. Notwithstanding this, F has
no saddle points. In fact, the 2nd of (1.1.15) becomes ey ≥ zy + e−y − y z
and, being z ≥ 0, is not true ∀y ∈ R.
The preceding results are summarized up in the flow-chart of Fig. 1.2,
where α → β means α ≤ β.
As we said, Proposition 1.1.5 need more assumptions to be inverted.
Proposition 1.1.6. The element (y, z) ∈ Y × Z is a saddle point of F :
Y × Z → R on Y × Z, if and only if we have:
max
z∈Z
min
y∈Y
F (y, z) = F (y, z) = min
y∈Y
max
z∈Z
F (y, z). (1.1.18)
Proof. (Only If) Obvious consequence of Proposition 1.1.5.
(If) From the first equality of (1.1.18), it follows that:
max
z∈Z
F (y, z) = F (y, z),
and hence we deduce that ∀z ∈ Z, F (y, z) ≤ F (y, z). The other inequality of
(1.1.15) is achieved in a quite similar way starting from the second equality
of (1.1.18).
1.2 Convexity and Separation
1.2.1 Linear Support and Separation
In the present section we will briefly recall some fundamental concepts for
the theory of constrained extrema and related fields. Even if most of the
propositions of this section hold in an infinite dimensional space, they are
proved in Rn. We aim to show that their finite dimensional versions may be
useful also for infinite dimensional problems. Let a ∈ Rn \ {O} and b ∈ R;
in the sequel we will consider the hyperplane
H0 := {x ∈ Rn | 〈a, x〉 = b},
and the related halfspaces
H− := {x ∈ Rn | 〈a, x〉 ≤ b}, H+ := {x ∈ Rn | 〈a, x〉 ≥ b},
17
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where the dependence on a and b will be taken for granted; the notation
H0(a), H0(b), H−(a, b), H−(a), H−(b), H+(a), H+(b) and H+(a, b) will be
used only when there will be any fear of confusion.
Definition 1.2.1. A hyperplane H0 ⊂ Rn is called supporting hyperplane or
merely support of K ⊂ Rn, iff
K ⊆ H+, (or K ⊆ H−) and H0 ∩ cl K 6= ∅, (1.2.1)
where the elements of the intersection may be improper. H+ (or H−) is
called supporting halfspace of K. A support is called either proper or strict
according to
K * H0 or card(H0 ∩ clK) = 1, (1.2.2)
respectively. Every element of H0 ∩ clK is called supporting point.
Remark 1.2.1. It is immediate to see that:
• (1.2.1) is equivalent to:
〈a, x〉 ≥ b, ∀x ∈ K and inf
x∈K
〈a, x〉 = b; (1.2.3)
• the support is proper iff, besides (1.2.3), we have:
inf
x∈K
〈a, x〉 < sup
x∈K
〈a, x〉; (1.2.4)
• the support is strict iff, besides (1.2.3), we have:
card(arg inf
x∈K
〈a, x〉) = 1. (1.2.5)
In fact, if K is a closed set, the equality in (1.2.3) is trivial because
of (1.2.1); otherwise, ∀ε > 0, ∃xε ∈ K s.t. b ≤ 〈a, xε〉 < b + ε, which
shows the equality.
If in (1.2.1) the intersection is meant, as usual, to be made only by proper
(finite) elements, then (1.2.1) implies (1.2.3) but not vice versa, unless in
(1.2.3) infimum be replaced by the minimum.
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The next theorem, which is one of the fundamental cornerstones of Func-
tional Analysis, is here considered as the basis for the development of the
Lagrangian theory of constrained extrema. Even if it holds in complex linear
spaces, we consider its finite dimensional version; indeed − as previously said
− we will reduce ourselves to exploit its finite dimensional version even for
infinite dimensional problems like (1.1.6) and also (1.1.5), besides, of course,
(1.1.1).
Theorem 1.2.2. Let K,S ⊂ Rn; let K be relatively open and convex, and S
be affine. If they are nonempty and disjoint, then there exists a hyperplane
H0 ⊂ Rn such that
S ⊆ H0, K ∩H0 = ∅. (1.2.6)
Proof. The cases n = 1 or dim S = n − 1 are trivial. Let n > 1 and dim
S < n − 1. Without any loss of generality, we can assume that O ∈ S, so
that S⊥ is a coordinate subspace and
dimS⊥ = n− dimS ≥ 2.
Let S2 be a subspace of S⊥ with dimS2 = 2, and consider the sets K+S and
K2 := (K + S)∩ S2 which do not contain the origin of Rn and are relatively
open because of Proposition A.1.2 (ii). Therefore, being K = riK, we have
that:
S = riS ⇒ ri(K + S) = riK + riS = K + S.
Now we show that there exists a line ρ of Rn through the origin which does
not intersect K2. This is trivial, if dimK2 = 0. If dimK2 = 1, or affK2 is a
line, then ρ can be chosen as the line (of S2) which crosses the origin O and is
either parallel or orthogonal to affK2, according to respectively O /∈ aff K2
or O ∈ aff K2. If dimK2 = 2, we consider cone(K2 \ {O}), which is the
smallest open angle of S2 containing K2; every line, containing any of the
edges of such an angle, can be chosen as ρ. It follows that
ρ ∩ (K + S) = ρ ∩ (K + S) ∩ S2 = ρ ∩K2,
so that the subspace S + ρ, whose dimension is 1+dimS, is disjoint from K
(otherwise, ρ ∩ (K + S) 6= ∅). By repeating the above construction at most
n− 1− dimS times, S + ρ turns out to be a hyperplane.
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The previous theorem, which was established in a linear normed space
by Hahn [28] and Banach [5] independently of each other, is known as linear
extension theorem. We must say that, from a formal point of view, Theorem
1.2.2 does not deal either with support or with separation. The substance is
different. Indeed, the hyperplane H0, claimed in the statement, immediately
implies the existence of a hyperplane, say Hˆ0, parallel to H0, disjoint from
K and having zero distance from K. Hˆ0 fulfils Definition 1.2.1. Hence, if
we replace K with its relative interior, Theorem 1.2.2 gives the existence of
supporting hyperplanes for convex sets. Indeed, it gives much more. Among
the many consequences, it is the basis for characterizing a convex set by
means of its supporting hyperplanes or halfspaces, as the following theorem
shows.
Theorem 1.2.3. A nonempty and closed set K ⊂ Rn is convex, if and only
if it is the intersection of all the (closed) halfspaces which contain it.
Proof.
(If) Trivial, because K is the intersection of a family of halfspaces, that are
convex.
(Only If) Let us adopt the notation of the beginning of this section. Because
of Theorem 1.2.2, ∀x /∈ riK, there exists a (closed) halfspace, say H+, s.t.
x ∈ H0, riK ⊆ intH+, and therefore K ⊆ H+. (If, besides x /∈ riK, we have
x /∈ K, then, by replacing x with xˆ s.t. dist(xˆ, K) = 1
2
dist(x,K), we achieve
again an inclusion of type K ⊆ H+, while x ∈ H−).
The above theorem (where K = Rn and K = ∅ have been omitted, since
in these cases the convexity is trivial) was established by Weyl [46], even if
a trace of it can be found in Minkowski [37]. Also Theorem 1.2.3 is not in
terms of supporting halfspaces, even if it can be easily formulated in this
way, since those halfspaces, which do not support K, are useless.
Definition 1.2.1 allows us to extend to any set the ancient concept of face
of a polygon and of a polyhedron.
Definition 1.2.2. Let K ⊂ Rn. F ⊆ clK is a face of K iff it is the
intersection of clK with a supporting hyperplane H0 of K, or
F := H0 ∩ clK. (1.2.7)
The dimension of F is that of aff F .
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• A face F is called proper iff F 6= ∅ and F 6= clK, and improper
otherwise.
• A face F is called minimal iff it does not contain any other nonempty
face different from F .
• A face F is called vertex (or Weierstrass extremum point), edge, facet,
iff dimF = 0, dimF = 1, dimF = n− 1, respectively.
• A face F is said to be exposed by a function f , iff F is the set of
minimum (or infimum) points of f on K.
A given polytope (or, more generally, a polyhedron) K can be associated
with another polytope (or polyhedron), called dual of K and denoted by
K△, iff there exists a bijective map ψ : F → F△ where F and F△ are the
sets of all faces, respectively, of K and K△, such that:
F ′ ⊂ F ′′ ⇔ ψ(F ′) ⊃ ψ(F ′′), ∀F ′, F ′′ ∈ F.
Remark 1.2.4. It follows ψ(∅) = K△, ψ(K) = ∅, and dimF + dimψ(F ) =
n− 1, ∀F ∈ F; therefore the (n− k)−dimensional faces of polytope K are in
one-to-one correspondence with the (k − 1)−dimensional faces of K△, ∀k =
1, . . . , n. In fact, if Fr denotes a faces of K of dimension r, then ψ(Fr+1) >
ψ(Fr), r = n− 2, . . . , 0, implies ψ(Fr) = n− 1− r.
In Definition 1.2.2, unlike the usual style, a face is a subset of clK, but
not necessarily of K. To consider, in such a definition, either clK or K has,
of course, advantages and disadvantages. Here the former seems to be more
than the latter. Note that, according to the latter, a convex and pointed
cone should possess its apex necessarily, or it would not be a face.
The following definition introduces a concept very important for further
analysis.
Definition 1.2.3. Let K ⊆ Rn be a cone with apex at the origin. The
positive polar of K is a closed and convex cone, again with apex at the
origin, defined as
K∗ := {y ∈ Rn | 〈y, x〉 ≥ 0, ∀x ∈ K}. (1.2.8)
Of course, K contains the origin. We can rewrite (1.2.8) as:
K∗ = ∩x∈KH+(x, 0)
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Being the intersection of closed halfspaces, K∗ is convex and closed ; therefore,
if in (1.2.8) “∀x ∈ K” is replaced by “∀x ∈ clK”, then the polar K∗ does
not change. An useful interpretation of the polar is in terms of level set. We
need to introduce the following function.
Definition 1.2.4. Given a set K ⊆ Rn and x ∈ Rn, the support function δ∗
of K with respect to x is defined as
δ∗(x;K) := sup
y∈K
〈x, y〉, (1.2.9)
From (1.2.9) we have:
K∗ = lev≤0 (−δ∗(x;−K)) . (1.2.10)
To think of polar in terms of level sets of a function suggests useful gen-
eralizations. For instance, instead of a linear function, in (1.2.8) we might
consider any nonlinear function. In Section 2.2, these ideas will be carried
out.
With the notation of the beginning of this section, let us now consider
the concept of separation.
Definition 1.2.5. The nonempty sets K1, K2 ⊂ Rn are (linearly) separable,
iff there exists a hyperplane H0 ⊂ Rn, such that:
K1 ⊆ H−, K2 ⊆ H+, (1.2.11)
where H− and H+ are the opposite, closed halfspaces defined by H0, which
is called separating hyperplane.
The separation is:
• strict , iff
K1 ⊆ intH−, K2 ⊆ intH+;
• proper, iff besides (1.2.11) we have:
K1 ∪K2 * H0; (1.2.12)
• disjunctive, iff besides (1.2.11) we have:
either K1 ∩H0 = ∅ or K2 ∩H0 = ∅; (1.2.13)
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• strong (or stable ), iff ∃ε > 0, such that:
K1 +Nε and K2 +Nε are separable, (1.2.14)
where Nε ⊂ Rn is a sphere with centre in O and radius ε.
Remark 1.2.5. It is immediate to see that K1 and K2 are separable, iff ∃a ∈
Rn \ {O} s.t.
sup
x∈K1
〈a, x〉 ≤ inf
x∈K2
〈a, x〉; (1.2.15)
and are properly separable iff, besides (1.2.15), we have:
inf
x∈K1
〈a, x〉 < sup
x∈K2
〈a, x〉. (1.2.16)
Disjunctive separation is equivalent to the existence of a ∈ Rn \ {O} and
b ∈ R s.t.
〈a, x〉 ≤ b, ∀x ∈ K1 and 〈a, x〉 > b, ∀x ∈ K2. (1.2.17)
Strong separation holds, iff
sup
x∈K1
〈a, x〉 < inf
x∈K2
〈a, x〉. (1.2.18)
Other kinds of separation had been introduced. For instance, strict sep-
aration, which requires that K1 and K2 be included into opposite open half-
spaces. Of course, strict separation implies disjunctive separation and is
implied by the strong one. The following result is very useful to separate two
non-convex sets.
Lemma 1.2.6. The nonempty sets K1, K2 ⊂ Rn are separable if and only if
the sets conv(K1), conv(K2) are separable.
Proof.
(If) Trivial, because conv(Ki) ⊇ Ki, i = 1, 2.
(Only If) Since H− is convex, the condition K1 ⊆ H− implies conv(K1) ⊆
H− because of Theorem 1.2.3. We achieve that conv(K2) ⊆ H+ in a very
similar way.
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Instead of a hyperplane, a nonlinear manifold can be introduced to define
a more general concept of separation. This will be discussed in Sec. 2.2,
where the concept of nonlinear weak and strong separation functions, will be
introduced and analysed. When nothing is said, separability means linear
separability. An obvious remark is that strong (or disjunctive) separation
implies disjunctive (or proper) separation. The vice versa statement is not
true, as shown by Figs. 1.3 where the dotted curves mean open. Moreover,
H0
K2
K1
H+
    −H
H0
K2
K1
H+
    −H
(i) (ii)
Figure 1.3: Strong (disjunctive) separation does not imply disjunctive
(proper) separation; disjunction is not necessary for separability.
the disjunction ofK1 andK2 is neither sufficient, nor necessary for the proper
separability, as Fig. 1.3(ii) and Fig. 1.4 show, while it is necessary (but not
sufficient) for disjunctive separation and, a fortiori, for a strong one. Fig.
1.4(ii) shows an example of strong separation; the separation line r supports
K1
0H
+H
K2
K2K1
−H
r
(i) (ii)
Figure 1.4: Disjunction is not sufficent for separability but is necessary for
disjunctive (and strong) separation.
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both sets. In general, this is not true, as shown by Fig. 1.5(i) where K1 and
K2 are halfplanes. This example might lead one to think that two nonempty,
closed and convex sets might be strongly separable; this is not true, as shown
K2
K1
K2
K1
x2
x1
H
+
H0
−H
0
1
−1
(i)
(ii)
Figure 1.5: In (i) the separation line does not support the separeted sets; in
(ii) K1, K2 are two nonempty, closed and convex sets that are not separable.
by Fig. 1.5(ii) where the dotted parts mean “continuation to infinity”.
Before establishing some fundamental separation theorems, let us show
the previously mentioned equivalence between the concepts of support and
separation.
Theorem 1.2.7. The sets K1, K2 ⊂ Rn are separable, if and only if ∃a ∈
Rn \ {O} such that:
〈a, k2 − k1〉 ≥ 0, ∀k1 ∈ K1, ∀k2 ∈ K2. (1.2.19)
Proof.
Only If. ∃a ∈ Rn \ {O} and b ∈ R such that:
〈a, k1〉 ≤ b, 〈a, k2〉 ≥ b, ∀k1 ∈ K1, ∀k2 ∈ K2,
so that 〈a, k2 − k1〉 ≥ 0, and (1.2.19) follows.
If. It is enough to show that the sets
Y1 := {y ∈ R | y = 〈a, k1〉, k1 ∈ K1}, Y2 := {y ∈ R | y = 〈a, k2〉, k2 ∈ K2},
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are separable. Ab absurdo, suppose that ∃yˆ1 ∈ Y1, ∃yˆ2 ∈ Y2, s.t. yˆ1 >
yˆ2, so that ∃kˆ1 ∈ K1, ∃kˆ2 ∈ K2 s.t. 〈a, kˆ1〉 > 〈a, kˆ2〉 or 〈a, kˆ2 − kˆ1〉 < 0
which contradicts the inequality (1.2.19).
Condition (1.2.19) is equivalent to claim that ′′K2 −K1 and O are sepa-
rable ′′ or ′′O can be extended up to a hyperplane, which is separable from
K2−K ′′1 . If K2−K1 is convex and open, then the last sentence − and hence
Theorem 1.2.7 − is precisely Hahn-Banach Theorem 1.2.2.
Theorem 1.2.8. Let K1, K2 ⊂ Rn be nonempty and convex.
(i) K1 and K2 are separable, if they are disjoint.
(ii) K1 and K2 are properly separable, if and only if
riK1 ∩ riK2 = ∅. (1.2.20)
Proof.
(i) K1 − K2 is convex and O /∈ K1 − K2. By Theorem 1.2.2, there ex-
ists a hyperplane through the origin, say H0, which does not intersect
ri(K1−K2), so that K1−K2 is contained in one of the closed halfspaces
identified by H0. Therefore, Theorem 1.2.7 leads to the conclusion.
(ii) Set K := K1 −K2. Because of Proposition A.1.2 (ii), we have riK =
riK1 − riK2, so that (1.2.20) holds iff O /∈ riK. This condition turns
out to be equivalent to the proper separability of K1 andK2, since The-
orem 1.2.2 gives the existence of a ∈ Rn\{O} s.t. 〈a, k〉 > 0, ∀k ∈ riK,
or 〈a, k1〉 > 〈a, k2〉, ∀k1 ∈ riK1, ∀k2 ∈ riK2, which implies (1.2.12).
From Theorem 1.2.8, several statements can be drawn. For instance, if
K ⊂ Rn is nonempty, closed and convex, then x ∈ Rn and K admit disjunc-
tive separation iff x /∈ K. Several separation theorems can be established by
exploiting the distance between two sets. To this end, consider the following
fundamental theorem.
Theorem 1.2.9. Let K ⊆ Rn be nonempty, closed and convex, and x ∈ Rn.
26
1.2 CONVEXITY AND SEPARATION
(i) There exists a unique x0 ∈ K, such that:
‖x− x0‖ = min
x∈K
‖x− x‖. (1.2.21)
(ii) x0 is a global minimum point of (1.2.21) if and only if〈
x0 − x, x− x0〉 ≥ 0, ∀x ∈ K. (1.2.22)
Proof.
(i) The thesis is trivial if cardK = 1 or if x ∈ K. Let x /∈ K, and set
d := dist(x,K) = inf
x∈K
‖x−x‖. From the very definition of d, we deduce
the existence of {xi}∞
1
⊂ K s.t. lim
i→+∞
‖x − xi‖ = d. By exploiting the
parallelogram law (which is a consequence of the existence of the scalar
product), we obtain:
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2), ∀x, y ∈ Rn,
‖xi − xj‖2 = 2‖xi − x‖2 + 2‖xj − x‖2 − 4‖x− 1
2
(xi + xj)‖2.
The convexity ofK implies 1
2
(xi+xj) ∈ K, so that ‖x− 1
2
(xi+xj)‖ ≥ d.
It follows that:
‖xi − xj‖2 ≤ 2‖xi − x‖2 + 2‖xj − x‖2 − 4d2,
so that lim
i,j→+∞
‖xi − xj‖ = 0 or {xi}∞
1
is a Cauchy sequence and hence
admits a limit x0 ∈ K; (1.2.21) is proved. Ab absurdo, suppose now
that x0 be not unique, so that ∃x˜ ∈ K with x˜ 6= x0 s.t. ‖x − x˜‖ = d.
By exploiting again the parallelogram law, we have:
‖x0 − x˜‖2 + 4‖x− 1
2
(x0 + x˜)‖2 = 2‖x0 − x‖2 + 2‖cx˜− x‖2;
then, by setting xˆ = 1
2
(x0 + x˜), we obtain:
‖x− xˆ‖2 = 1
2
d
2
+
1
2
d
2 − 1
4
‖x0 − x˜‖2 < d2,
so that, since the convexity of K implies xˆ ∈ K, we deny that d be
minimum of (1.2.21).
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(ii) Let (1.2.22) hold. Since obviously ‖x0 − x‖ > 0, ∀x 66= x0, we have:
‖x− x‖2 = ‖x− x0 + x0 − x‖2
= ‖x− x0‖2 + 2〈x− x0, x0 − x〉+ ‖x0 − x‖2
≥ ‖x− x0‖2 + ‖x0 − x‖2 > ‖x0 − x‖2, ∀x ∈ K \ {x0}.
This shows that x0 is the unique minimum point of (1.2.21).
Vice versa, let x0 be the unique minimum point of (1.2.21) and, ab
absurdo, suppose that (1.2.22) be false. Then, ∃xˆ ∈ K s.t. 〈x0 −
x, xˆ − x0〉 < 0. From this inequality, account taken that x(α) :=
(1− α)xˆ+ αx0 ∈ K, ∀α ∈ [0, 1], we deduce that:
‖x(α)− x‖2 = ‖x(α)− x0 + x0 − x‖2
= ‖x(α)− x0‖2 + 2〈x(α)− x0, x0 − x〉+ ‖x0 − x‖2
= (1−α)2‖xˆ−x0‖2+2(1−α)〈xˆ−x0, x0−x〉+‖x0−x‖2 < ‖x0−x‖2,
if 1− α is small enough. Then, we contradict (1.2.21).
Corollary 1.2.10. Let K ⊂ Rn be nonempty, closed and convex, and let
x /∈ K. Then,
(i) dist(x,K) > 0,
(ii) x and K are strongly separable.
Proof.
(i) x /∈ K and the closure of K imply that x ∈ int(∼ K), so that there
exists a sphere, say Nr(x), with centre at x and small enough radius
r > 0, s.t. Nr(x) ⊂∼ K. Of course, dist(Nr(x), K) ≥ 0, so that
dist(x,K) = r + dist(Nr(x), K) > 0.
(ii) Set x0 := projK x. Because of (i), dist(x, x
0) = dist(x,K) > 0. Let H
denote the hyperplane through x and orthogonal to the segment [x, x0],
whose equation is 〈x0− x, x− x〉 = 0, and H0 the hyperplane through
x0 and parallel to H, whose equation is
〈x0 − x, x− x0〉 = 0.
Because of Theorem 1.2.9(ii), K is contained in the halfspace of equa-
tion (1.2.22). Therefore, the hyperplane 1
2
H + 1
2
H0, whose equation is
〈x0 − x, x− 1
2
(x+ x0)〉 = 0, fulfils (1.2.14).
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Note that, in Corollary 1.2.10, (i) does not require the convexity of K;
(ii) is a “closed version” of Theorem 1.2.2. Of course, the theses of both (i)
and (ii) of Corollary 1.2.10 remain true (with the same proof), if K is still
nonempty and convex, but not necessarily closed, and x /∈ clK. A quite
analogous reasoning to that of the proof of (ii) of Corollary 1.2.10 enables
one to easily show the following:
Corollary 1.2.11. The nonempty and convex sets K1, K2 ⊂ Rn are strongly
separable, if and only if their distance is positive.
The thesis of Corollary 1.2.11 holds, if K1 and K2 are nonempty, disjoint
and convex, with K1 compact and K2 closed, as it is easy to prove on the basis
of Corollary 2.2.2. This statement is due to Minkowski [37].
Theorem 1.2.8 and its consequences allow one to establish several prop-
erties of the polar, besides other separation theorems. As previously noted,
support and separation are different languages which express the same sub-
stance. Therefore, the statements are in terms of support or separation,
according to convenience.
The next lemma and theorem − which are a slight generalization of The-
orem 2.1 of [25] (see also [32]) − give a property of separating hyperplanes.
Lemma 1.2.12. Let K ⊂ Rn be a nonempty and convex cone with apex at
O /∈ K, such that (A.2.6) holds, namely
K + clK = K, (1.2.23)
Let S ⊂ Rn be nonempty with O ∈ clS and such that S− clK is convex. We
Have:
K ∩ S = ∅ ⇐⇒ K ∩ (S − clK) = ∅, (1.2.24){
a hyperplane separates
K and S
}
⇐⇒
{
the same hyperplane
separates K and S − clK
}
, (1.2.25)
S − clK ⊆ TC(S − clK), TC(S) ⊆ TC(S − clK). (1.2.26)
Proof. Let us start with the proof of (1.2.24).
(⇐) Since O ∈ clK implies S ⊂ S−clK, then obviously the latter of (1.2.24)
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implies the former.
(⇒) Ab absurdo, suppose that the latter of (1.2.24) be false, so that ∃x1 ∈ S
and ∃x2 ∈ clK s.t. x1 − x2 ∈ K. Because of (1.2.23), (x1 − x2) + x2 ∈ K,
or x1 ∈ K; therefore x1 ∈ K ∩ S, which contradicts the assumption. Hence
(1.2.24) follows.
Now, let us prove (1.2.25).
(⇐) Since O ∈ clK implies S ⊂ S − clK, then obviously a hyperplane,
which separates K and S − clK, separates K and S too.
(⇒) With the notation of the beginning of this section, let H0 be any hyper-
plane s.t. K ⊂ H+, S ⊆ H−. Ab absurdo, suppose that ∃xˆ ∈ S − clK s.t.
xˆ /∈ H−. The condition xˆ ∈ S − clK implies that ∃x1 ∈ S, ∃x2 ∈ clK, s.t.
xˆ = x1 − x2. The relation xˆ /∈ H− implies that 〈a, xˆ〉 > 0, or
0 ≥ 〈a, x1〉 > 〈a, x2〉 ≥ 0,
where the 1st inequality is implied by x1 ∈ S ⊆ H−, and the 3rd by x2 ∈
clK ⊆ H+. Hence (1.2.25) follows. (1.2.26) is a straightforward consequence
of Theorem A.2.3.
Theorem 1.2.13. Let K ⊂ Rn be a nonempty and convex cone with apex at
O /∈ K, such that (A.2.6) holds, namely
K + clK = K, (1.2.27)
and F be any proper face of K. Let S ⊂ Rn be nonempty with O ∈ clS
and such that S − clK is convex. F is contained in every hyperplane which
separates K and S, if and only if
F ⊆ TC(S − clK), (1.2.28)
where TC(S − clK) is the tangent cone to S − clK at O.
Proof.
Only If. Since S 6= ∅ and O ∈ clS, we can consider TC(S) and TC(S − clK).
Now, ab absurdo, suppose that ∃x ∈ F \ TC(S − clK). Because of
Theorem A.2.3(i)-(ii), Corollary 1.2.10 (ii) gives the existence of a hy-
perplane, say H0 and let 〈a, x〉 = b with a ∈ Rn \ {O} and b ∈ R be its
equation, such that:
〈a, x〉 ≤ b < 〈a, x〉, ∀x ∈ TC(S − clK). (1.2.29)
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O ∈ TC(S − clK) implies b ≥ 0, so that we can set b = 0 in (1.2.29),
which becomes:
〈a, x〉 ≤ 0 < 〈a, x〉, ∀x ∈ TC(S − clK). (1.2.30)
By exploiting (1.2.26), from the first of inequalities (1.2.30) we draw:
〈a, x〉 ≤ 0, ∀x ∈ S − clK. (1.2.31)
Now, we prove that
〈a, x〉 ≥ 0, ∀x ∈ K. (1.2.32)
Ab absurdo, suppose that ∃xˆ ∈ K s.t. 〈a, xˆ〉 < 0. Then, whatever
x˜ ∈ S − clK we may choose, we have x˜− αxˆ ∈ S − clK, ∀α ∈ R+, so
that:
lim
α→+∞
〈a, x˜− αxˆ〉 = +∞,
which contradicts (1.2.31). Therefore, (1.2.32) follows, and then H0
separates K and S − clK. Because of (1.2.25), H0 separates also K
and S; then, due to the assumption, F ⊆ H0 so that 〈a, x〉 = 0, which
contradicts (1.2.30).
If. Suppose that ∃a ∈ Rn \ {O} s.t. the hyperplane H0, whose equation is
〈a, x〉 = 0, separates K and S. Because of (1.2.25), H0 separates also
K and S − clK, or
〈a, x〉 ≤ 0 ≤ 〈a, y〉, ∀x ∈ S − clK, ∀y ∈ K. (1.2.33)
These inequalities imply TC(S−clK) ⊆ H−, where H− is the halfspace
identified by 〈a, x〉 ≤ 0. Hence F ⊂ H−. Besides, since F ⊆ clK,
the inequalities (1.2.33) imply F ⊂ H+, where H+ is the halfspace
identified by 〈a, x〉 ≥ 0. It follows F ⊆ H− ∩H+ = H0.
The class of cones (1.2.23) is discussed briefly in the Appendix A.2; it
will be considered again in Sect. 2.1, where its role for developing the theory
will appear clearly. From the proof, we note that, in Theorem 1.2.13, F need
not be a face of K; it can be merely a subset of clK. If O /∈ clS, then,
according to Definition A.2.4, the considered tangent cones are not defined;
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indeed, to define the TC at an exterior point makes no sense. Note that
the convexity of S − clK (which has been assumed in Theorem 1.2.13) does
not require that of S; this will be fundamental for the applications in Sect.
2.1 and in the following chapters. The thesis of Theorem 1.2.13 becomes
self-evident, if S is affine and hence, due to O ∈ clS, linear; in fact, in this
case TC(S − clK) = S − clK.
Example 1.2.1. Set K = {x ∈ R3 | x3 − x2 > 0, x3 + x2 > 0} and
S = {x ∈ R3 | x1 = x3 = 0}, so that S − clK = {x ∈ R3 | x3 ≤ 0}. The
assumptions of Theorem 1.2.13 are evidently satisfied. Set F = {x ∈ R3 |
x1 ≥ 0, x2 = x3 = 0}. The only plane which separates K and S is identified
by x3 = 0; it contains F , which is contained in TC(S − clK) = S − clK.
Note that K is not pointed, even if it fulfils (1.2.23).
Example 1.2.2. Set K = {x ∈ R3+ | x2 = 0} and S = {x ∈ R3 | x1 ≤
0, x2 = 0, x3 =
√−x1}, so that K is convex, S is not convex while S−clK =
S − K = {x ∈ R3 | x1 ≤ 0, x2 = 0, x3 ≤ 0
√−x1 is convex. Since K is
closed, according to the remarks which follow (A.2.6), (1.2.23) is fulfilled.
The planes which separate K and S are those of equation ax1+ bx2 = 0 with
a, b ∈ R, a2 + b2 > 0, and they all contain the face F = {x ∈ R3 | x1 = x2 =
0, x3 ≥ 0} of K. In agreement with Theorem 1.2.13, we have
F ⊂ TC(S − clK) = TC(S −K) = {x ∈ R3 | x1 ≤ 0, x2 = 0}.
1.2.2 Beyond Convex Functions
Definition 1.2.6. Let K ⊆ Rn be nonempty and convex. F : K → Rn is
called isotone (or monotone nondecreasing ) iff
〈F (x1)− F (x2), x1 − x2〉 ≥ 0, ∀x1, x2 ∈ K. (1.2.34a)
It is called antitone (or monotone nonincreasing ) iff
〈F (x1)− F (x2), x1 − x2〉 ≤ 0, ∀x1, x2 ∈ K. (1.2.34b)
It is called strictly isotone or strictly antitone iff, respectively, in (1.2.34)
the inequalities are strictly verified when x1 6= x2. When n = 1, the terms
isotone, strictly isotone, antitone and strictly antitone are synonyms of non-
decreasing, increasing, nonincreasing and decreasing, respectively.
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The inequalities (A.3.2) suggest an interesting generalization of the con-
cept of differential with regard to the convex functions. Indeed, the halfspace
defined by y = f(x)+ 〈σ, x− x〉 is a supporting halfspace for the epigraph of
f at x = x. Therefore, the epigraph of f may be regarded as the “envelope”
of such halfspaces.
Definition 1.2.7. Let K ⊆ Rn be nonempty and convex, f : K → R be
convex and x ∈ dom f = K. The set of σ ∈ Rn which fulfil (A.3.2a), i.e.
E(x, x, σ) := f(x)− f(x)− 〈σ, x− x〉 ≥ 0, ∀x ∈ K, (1.2.35)
is called subdifferential of f at x and is denoted by ∂f(x); σ is called subgra-
dient. Iff ∂f(x) 6= ∅, F is said to be subdifferentiable at x.
It is immediate to prove that (f being convex) ∂f(x) is convex. When
card ∂f(x) = 1, according to (A.3.2), the unique supporting hyperplane is
tangent to epi f , so that E(x,x,σ)‖x−x‖ is infinitesimal and therefore, if x ∈ intK,
f fulfils the classic definition of differentiability of a not necessarily convex
function.
Definition 1.2.8. Given a function f : Rn → R, the convex conjugate
(conjugate for shortly) of f is defined by
f ∗(x∗) := sup
x∈Rn
[〈x∗, x〉 − f(x)], x∗ ∈ Rn. (1.2.36)
Theorem 1.2.14. f ∗ is convex, and
epi f ∗ = {(x∗, y∗) ∈ Rn × R | 〈x∗, x〉 − y∗ ≤ f(x), ∀x ∈ Rn}. (1.2.37)
Proof. (1.2.37) is a trivial consequence of (1.2.36). Taking into account
(1.2.37), the convexity of epi f ∗ is immediately obtained by using Definition
A.1.1. Then, the convexity of f ∗ comes from Theorem A.3.1(i).
The conjugate of a function enjoys several important properties. For in-
stance, it is easy to show that, if f is convex, then (f ∗)∗ = cl f or cl epi(f ∗)∗ =
cl epi f .
Another property is expressed by the Fenchel inequality :
〈x∗, x〉 ≤ f ∗(x∗) + f(x), ∀x, x∗ ∈ Rn, (1.2.38)
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which is easily proved by noting that (1.2.36) holds iff
〈x∗, x〉 − f ∗(x∗) ≤ f(x), ∀x, x∗ ∈ Rn. (1.2.39)
The conjugate of a function receives a very important interpretation in terms
of support.
Let f ∗(x∗) < +∞, and x be s.t. f ∗(x∗) = 〈x∗, x〉 − f(x); this and (1.2.39)
show that the hyperplane H0 ⊆ Rn+1, defined by z = 〈x∗, x〉 − f ∗(x∗), fulfils
(1.2.1) for K = epi f and (x, f(x)) is a supporting point ; if x does not exist
finite, then H0 is still a supporting hyperplane, but there is no supporting
point (take, for instance, f(x) = ex and x∗ = 0). f ∗(x∗) = +∞ means that
no supporting hyperplane exists having gradient equal to x∗.
The conjugate of a function has many applications. Let us mention, in a
simplified version, an application to Economics. f(x) is the cost for producing
n items at the levels indicated by the elements of x (which now is supposed to
be non-negative). x∗ is the vector of the corresponding selling prices. Then
〈x∗, x〉 − f(x) is the profit due to the production and sale of the n items at
the quantities denoted by x. f ∗(x∗) gives the maximum (or supremum) level
that the profit can achieve as a function of the vector of selling prices.
In Chapter 4 we will even use another type of conjugate:
Definition 1.2.9. Given a function f : Rn → R, the inferior convex conju-
gate (inferior conjugate for shortly) of f is defined by
f∗(x
∗) := inf
x∈Rn
[〈x∗, x〉 − f(x)], x∗ ∈ Rn. (1.2.40)
In some developments of the theory of both scalar and vector problems,
we are faced with vector-valued functions. In this case, some concepts of
convexity can be extended by introducing a “cono-concept” or a “curvilinear
concept”. In other words, in some of the preceding definitions, we have
implicitly used a special type of cone, namely a halfline, and a special type
of curve, namely a segment, without obviously calling them cone and curve.
More precisely, the inequality of (A.3.1) can be equivalently written as
(1− α)f(x1) + αf(x2)− f(x(α)) ∈ R+.
Definition 1.2.10. Let X ⊆ Rn be convex and H ⊂ Rν be a closed and
convex cone with apex at the origin. The function f : X → Rν is called
H-function iff
(1− α)f(x1) + αf(x2)− f(x(α)) ∈ H, ∀x1, x2 ∈ X, ∀α ∈ [0, 1],
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where x(α) := (1 − α)x1 + αx2. When H ⊆ Rν+ or H ⊇ Rν+ (respectively,
H ⊆ Rν− or H ⊇ Rν−), then f is called H-convex (respectively, H-concave).
Note that a Rν+-function (or R
ν
−-function) has all the components convex
(concave), and a O-function has all the components affine. Of course, the
above definition can be given without requiring the convexity of H , but this
case is of little interest. In a quite similar way, we can extend Definition 1.2.6
and give the concept of cone-operator and, in particular, of cone-isotone and
cone-antitone operators.
Definition 1.2.11. Let X ⊆ Rn be convex and H ⊂ Rν be a closed and
convex cone with apex at the origin. f : X → Rν is called H-convexlike iff
∀x1, x2 ∈ X, ∀α ∈ [0, 1], ∃xˆ ∈ X s.t. (1− α)f(x1) + αf(x2)− f(xˆ) ∈ H.
f is called H-concavelike iff -f is H-convexlike. When H = Rν+, they are
called simply convexlike and concavelike, respectively.
Note that, for ν = 1 and C = R, the above definition is fulfilled by
every continuous function. For details about convexlike functions see [31].
An interesting result concerning conexlikeness is expressed by the following
proposition.
Proposition 1.2.15 ([15], [25], [24]). Let X ⊆ Rn be convex, A : X → Rν,
and H ⊂ Rν be a convex, closed and pointed cone with apex at the origin.
The set A(X)−H is convex if and only if A is H-concavelike.
Proof. A is H-concavelike iff
∀x1, x2 ∈ X, ∀α ∈ [0, 1], ∃xˆ ∈ X s.t. A(xˆ)− [(1− α)A(x1) + αA(x2)] ∈ H,
or iff
∃h ∈ H s.t. A(xˆ)− [(1− α)A(x1) + αA(x2)] = h,
or, by introducing h(α) := h+ (1− α)h1 + αh2, iff
∀h1, h2 ∈ H, (1− α)[A(x1)− h1] + α[A(x2)− h2] = A(xˆ)− h(α),
or, account taking that h(α) ∈ H , iff A(X)−H is convex.
When H is an orthant or a suborthant of Rν , then H-concavelike collapses
to concavelike, which is a broader concept than concave. Note that A(X)−H
is the conic extension, see Definition 2.1.1, of the image set A(X).
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Introduction to Image Space
Analysis
2.1 Image Problem
The study of the properties of the image of a real−valued function is an old
one; recently, it has been extended to multifunctions and to vector-valued
functions. However, in most cases the properties of the image have not been
the purpose of study and their investigation has occurred as an auxiliary step
toward other achievements; see, e.g., [14],[38],[39].
Traces of the idea of studying the images of functions involved in a con-
strained extremum problem go back to the work of Carathéodory [12]. In
the 1950s, R.Bellman [7], with his celebrated maximum principle, proposed
− for the first time in the field of Optimization − to replace the given un-
known by a new one which runs in the image; however, also here the image
is not the main purpose. Only in the late 1960s and 1970s some Authors,
independently from each other, brought explicitly such a study into the field
of Optimization [11],[26], [29], [30], [25], [21].
The approach consists in introducing the space, call it Image Space (for
short, IS), where the images of the functions of the given optimization prob-
lem (or Variational Inequality, or generalized system) run. Then, a new
problem is defined in the IS, which is equivalent to the given one. In a cer-
tain sense, such an approach has some analogies with what happens in the
Theory of Measure when one goes from Mengoli-Cauchy-Riemann measure
to the Lebesgue one.
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The analysis in the IS must be viewed as a preliminary and auxiliary step
− and not as a concurrent of the analysis in the given space − for studying an
extremum problem. When a statement has been achieved in the IS, then, of
course, we have to write the corresponding (equivalent) statement in terms
of the given space B. The latter is, in general, difficult to be conceived
without having at disposal the former. If this aspect is understood, then the
IS analysis may be highly fruitful. In fact, in the IS we may have a sort of
“regularization”: the conic extension (see Definition 2.1.1) of the image may
be convex or continuous or smooth when the given extremum problem and
its image do not enjoy the same property, so that convex or continuous or
smooth analysis can be developed in the IS, but not in the given space. If
the image of a problem is finite dimensional, then it can be analysed, in the
IS, by means of the same mathematical concepts which are used for the finite
dimensional case, even if X is not finite dimensional (see Fig. 1.1). If the
image is infinite dimensional, then it is possible to postpone such an infinite
dimensionality to the introduction of the IS, which, therefore, can be held
finite dimensional.
First of all, we will consider problem (1.1.7) in the case where the images
of the constraining functions are finite dimensional, namely B = R; such a
case embraces (1.1.1) and (1.1.5); then, some indications will be given on
how to extend the approach to (1.1.6). The IS approach arises naturally
in as much as an optimality condition for (1.1.7) is achieved through the
impossibility of a system. More precisely, by paraphrasing the very Definition
1.1.2 we can say that:
Proposition 2.1.1. x ∈ R is a global minimum point of (1.1.7), iff the
system (in the unknown x):
f(x)− f(x) > 0,
g(x) ∈ D,
x ∈ X,
(2.1.1)
is impossible, or
H ∩Kx = ∅, (2.1.2)
where H and Kx are two subsets of R1+m:
H := (R+ \ {0})×D,
Kx := {(u, v) ∈ R× Rm | u = fx(x), v = g(x), x ∈ X} = Ax(X),
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and where fx := f(x)− f(x), Ax(x) := (fx(x), g(x)).
The space R1+m, which contains both H and Kx, is called Image Space
(for short, IS).
The set H fulfils two useful equality:
H + clH = H, (2.1.3)
clH + clH = clH, (2.1.4)
where the former is (A.2.6) with K = H.
Kx is called the image of (1.1.7). Ax is the map which sends the elements
of X ⊆ B into elements of the IS; in particular x is sent into
z := (u; v) := Ax(x) = (0, g(x)) ∈ {O} ×D.
We might have considered the map A(x) := (f(x), g(x));Ax has the ad-
vantage that, to show optimality, the image faces a set H which, up to closure,
is the non-negative orthant or suborthant.
Note that the condition x ∈ R, because of (2.1.1), implies that Kx intersects
clH, while it intersects merely the set {0} ×Rm if x /∈ R.
Proposition 2.1.2. xˆ is a minimum point of
min
x∈R
f(x),
if and only if (f(x)− f(xˆ), g(xˆ)) is a maximum point of
ux := max
(u,v)∈Kx
v∈D
u, (2.1.5)
which is called image problem associated with (1.1.7).
It is easy to see that
f(x)−min
x∈R
f(x),
is equivalent to (2.1.5) (there is also a one-to-one relationship between their
solutions).
Most of the analysis carried out in the IS has its root in the system (2.1.1),
independently of the fact that it comes from (1.1.7) and of the special form
of fx(x). This shows, once more, that the mathematically hard topic is the
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study of a system, like (2.1.1), or the disjunction of two sets, while extrem-
ization is a useful language between real problems and the mathematical
core.
If in (1.1.7) minimization is replaced by maximization, then obviously the
entire IS Analysis remains unchanged provided the 1st inequality in (2.1.1)
is replaced by f(x)− f(x) > 0.
Proposition 2.1.3. Let x ∈ R and suppose that the maximum in (2.1.5)
exists; then f(x) is the minimum of (1.1.7) if and only if (2.1.2), i.e.
H ∩Kx = ∅,
holds
Proof.
(If) Ab absurdo, suppose that ∃xˆ ∈ R s.t. f(xˆ) < f(x). Then (2.1.1) is
satisfied for x = xˆ, and (2.1.2) is false. This contradicts the assumption.
(Only if) Trivial.
In the definition of fx, x is a feasible point of (1.1.7) or x ∈ R. Next two
examples show that, if merely x ∈ X and no other assumption is made, then,
even if (2.1.2) holds, x may not be m.p. and f(x) may not be minimum of
(1.1.7); of course, f(x) is the minimum of (1.1.7), if that of (2.1.5) exists, as
Proposition 2.1.3 shows.
Example 2.1.1. Consider (1.1.1) at n = m = 1, p = 0, X = R, g(x) =
x, f(x) = (x+ 1)2(x− 1)2. At x = −1, we find:
K−1 = {(u, v) ∈ R2 : u = −(v + 1)2(v − 1)2}.
Since H = {(u, v) ∈ R2 : u > 0, v ≥ 0}, we have H ∩K−1 = ∅ and thus
(2.1.1) is impossible, but x is not m.p. of (1.1.1). f(x) = 0 is the minimum
of (1.1.1).
Example 2.1.2. Consider (1.1.1) at n = m = 1, p = 0, X = R, f(x) =
(x + 1)2(x − 1)2 if x 6= 1 and f(1) = 1, g(x) = x. At x = −1, we find
K−1 = {(u, v) ∈ R2 | u = −(v + 1)2(v − 1)2 if v 6= 1 and u = −1 if v = 1}.
H = {(u, v) ∈ R2 | u > 0, v ≥ 0}. We have H ∩K−1 = ∅ and thus (2.1.1) is
impossible, but neither x is m.p. nor f(x) is minimum of (1.1.5); indeed the
minimum does not exist.
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The theory of constrained extrema is full of proposals for changing the
data of (1.1.7), without losing minimum and minimum points, and with the
purpose of adding a desired property to (1.1.7). Such proposals have been
made essentially with reference to the given space, namely B and especially
Rn. Here, a different approach will be followed. It is necessary to introduce
a new map E defined as:
E : P (R1+m)→ P (R1+m)
E(Z) := Z− clH.
It has these some interesting properties: ∀Z, Z1, Z2 ∈ P (R1+m):
Z ⊆ E(Z),
E(Z1 + Z2) = E(Z1) + E(Z2),
E(αZ) = αE(Z), ∀α ≥ 0,
E(Z) = E(E(Z)).
Thanks to this function, we can define a new set.
Definition 2.1.1. Let Z ⊂ R1+m denote a generic set of the IS associated
with problems (1.1.1) or (1.1.5). The set E(Z) it is called conic extension of
Z.
Of course, Z ⊆ E(Z). In the sequel, our attention will be devoted to the
conic extension of the image set, namely E(Kx), even if several other kinds
of conic extensions could be introduced.
The set E(Kx) can be rewritten in the following way. Let (uˆ, vˆ) denote
a generic element of Kx, so that ∃xˆ ∈ X s.t. (uˆ, vˆ) = Ax(xˆ) = (f(x) −
f(xˆ), g(xˆ)). We have:
E(Kx) =
⋃
xˆ∈X
[Ax(xˆ)− clH] =
⋃
xˆ∈X
[(uˆ, vˆ)− clH]. (2.1.6)
The most important property of E(Kx¯) is expressed by the following
proposition.
Proposition 2.1.4. The relation (2.1.2), i.e.
H ∩Kx = ∅,
holds if and only if
H ∩ E(Kx) = ∅. (2.1.7)
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Proof.
(If) It is an obvious consequence of the inclusion Kx ⊆ E(Kx).
(Only If) Ab absurdo, suppose that ∃z1 ∈ Kx, ∃z2 ∈ clH − so that z1−z2 ∈
E(Kx) −, and that z1−z2 ∈ H. Then, because of (2.1.3), z1 = (z1−z2)+z2 ∈
H + clH = H, and hence H ∩Kx 6= ∅
As a consequence of the above proposition, we have that:
Lemma 2.1.5. The problem (2.1.5), namely
ux := max
(u,v)∈Kx
v∈D
u
is equivalent to:
uex := max
(u,v)∈E(Kx),
v∈D
u, (2.1.8)
Some of examples of Chapters 3 and 4 show E(Kx). In Examples 3.2.1-
3.2.5 , Kx is not convex , while E(Kx) is convex. In Sections 4.2 and 4.3, the
conic extensions coincide with the image set.
An obvious consequence of Proposition 2.1.4 is that (2.1.7) is necessary
and sufficient for x to be a (global) m.p. of (1.1.1).
Proposition 2.1.6.
(i) Let X be convex. The conic extension E(Kx) is convex, if and only if
the map (f(x),−g(x)) is clH-convexlike.
(ii) If Kx is compact, then E(Kx) is closed.
Proof.
(i) By using Definition 1.2.11 it is enough to apply Proposition 1.2.15,
where we set ν = 1 +m, H = clH, and A = Ax = (f(x)− f, g).
(ii) Let zˆ ∈ R1+m be an accumulation point of E(Kx). Then ∃{zˆi}∞1 ⊂
E(Kx) s.t. lim
i→+∞
zˆi = zˆ.
The condition zˆi ∈ E(Kx) implies that ∃{z˜i}∞1 ⊂ Kx and ∃{hi}
∞
1
⊂ clH
s.t.
zˆi = z˜i − hi, i ∈ N \ {0}.
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Due to the compactness of Kx, it is not restrictive to assume that
∃z˜ := lim
i→+∞
z˜i and that z˜ ∈ Kx. Hence, due to the above equalities,
∃h˜ := lim
i→+∞
hi and, of course, h˜ ∈ clH. Passing to the limit in zˆi =
z˜i − hi, as i→ +∞, we find zˆ = z˜ − h˜ with z˜ ∈ Kx and h˜ ∈ clH; thus
zˆ ∈ E(Kx).
Remark 2.1.7. The assumption of Proposition 2.1.6(i) is obviously satisfied,
if f is convex and g concave.
If X is a polyhedron of Rn and f, g affine, then Kx is a polyhedron (a
polytope, if such is X; or a flat, if such is X), and E(Kx) is an unbounded
polyhedron.
Now, let us consider an existence condition, which is based on the results
of [43]. To this end, let us introduce the set:
Ux := {(u,Om) ∈ R+ × {Om} | ∃v ∈ D s.t. (u, v) ∈ E(Kx)},
and consider problems (1.1.1) and (1.1.5) as special cases of (1.1.3). Ux is the
projection, on the non-negative u-semi-axis, of the feasible region of (2.1.8).
Theorem 2.1.8. Let x ∈ R. Consider the problem (2.1.5), and suppose that
the set
{u ∈ R | (u, v) ∈ Kx} be bounded from above, (2.1.9)
and that there exists a closed set S ⊂ R1+m, such that:
Ux ⊆ S ⊂ projR×{Om} E(Kx¯) (2.1.10)
Then (2.1.5) has maximum and (1.1.3) has minimum.
Proof. It is easy to see that Ux 6= ∅ iff the feasible region of (2.1.8) is
nonempty (and this is true, since R 6= ∅), and that Ux is bounded iff (2.1.9)
holds.
The existence of finite supremum, say uˆ, for (2.1.8) follows. Ab absurdo, sup-
pose that uˆ be not maximum of (2.1.8), so that (uˆ, Om) /∈ projR×{Om} E(Kx).
Hence ∃{(ui, Om)}∞1 ⊂ Ux s.t. limi→+∞ui = uˆ and, of course, ui < uˆ. Thus
(uˆ, Om) ∈ clUx, so that (uˆ, Om) ∈ S. Because of (2.1.10), we meet the con-
tradiction (uˆ, Om) ∈ projR×{Om} E(Kx). Therefore, uˆ is maximum of (2.1.8).
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To achieve the thesis, it is enough to appeal to the equivalence between
(2.1.8) and (2.1.5) (see Lemma 2.1.5) and to that between (1.1.3) and (2.1.5)
(see Proposition 2.1.2).
This result has some interesting particular cases:
Remark 2.1.9.
(i) If E(Kx) is closed, then, of course, condition (2.1.10) is fulfilled; this
does not happen necessarily if Kx is closed.
(ii) Obviously, (2.1.10) is satisfied, if proj
R+×{Om} E(Kx¯) is closed.
(iii) Condition (2.1.9) is equivalent to:
f ↓ := inf
x∈R
f(x) > −∞. (2.1.11)
In particular, the point (ii) of the previous observation is expanded by
the following Lemma.
Lemma 2.1.10. The problems (2.1.5) and (1.1.3) have global optimum points
if and only if proj
R+×{Om} E(Kx¯) is a compact set.
Proof. It is sufficient to discuss only (1.1.3) because of Proposition 2.1.2.
Remark that Ux 6= ∅ iff the feasible region of (2.1.8) is nonempty (and this
is true, since R 6= ∅).
(Only If) We observe that problem (1.1.3) has a global optimum solution iff
the inequality
max
x∈R
(f(x)− f(x)) ≥ 0
has a finite solution; let call it c. This condition implies that (2.1.9) holds
and that proj
R×{Om} E(Kx¯) = (−∞, c]; hence the thesis.
(If) Straightforward consequence of Theorem 2.1.8 with S = proj
R+×{Om} E(Kx¯),
as stated by Remark 2.1.9(ii).
We saw that when the intersection of H and Kx (or E(Kx¯)) is empty, then
the minimality of x ∈ R is implied; consequently the theory of separation
can help us to study our extremum problems. The following two results go
in this direction.
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Lemma 2.1.11. The sets H and Kx are (linearly) separable if and only if
∃(θ, λ) ∈ (R+ ×D∗) \ {O} such that:
θ(f(x)− f(x)) + 〈λ, g(x)〉 ≤ 0, ∀x ∈ X.
Proof. Thanks to Theorem 1.2.7, H and Kx are separable if and only if
∃(θ, λ) ∈ R1+m \ {O} such that:
〈(θ, λ), (u, v)− (f(x)− f(x), g(x))〉 ≥ 0, ∀x ∈ X, ∀(u, v) ∈ H.
This inequality is equivalent to:
θ(f(x)− f(x)) + 〈λ, g(x)〉 ≤ θu+ 〈λ, v〉, ∀x ∈ X, ∀(u, v) ∈ H.
It is not restrictive to suppose that θu + 〈λ, v〉 > −∞ which in turn is
equivalent to suppose that (θ, λ) ∈ R+ × D∗. These last condition implies
that θu+ 〈λ, v〉 ≥ 0, ∀(u, v) ∈ H and hence we achieve the thesis.
Theorem 2.1.12. E(Kx¯) and H admit a separating hyperplane
Hyp = {(u, v) ∈ R1+m | θu+ 〈λ, v〉 = 0,with θ > 0, λ ∈ D∗}, (2.1.12)
if and only if
TC(conv(E(Kx¯))) ∩R+ \ {0} × O = ∅. (2.1.13)
Proof. Let S := E(Kx¯), K := H and F := R+\{0}×O; observe that (2.1.13)
is now equivalent to (1.2.28) because R+ \{0}×O and TC(conv(E(Kx¯))) are
cones with the same apex O. Applying Theorem 1.2.13, we obtain that
(2.1.13) is equivalent to the existence of a hyperplane that separates E(Kx¯)
and H which does not contain R+ \ {0}×O, so that it has the form (2.1.12).
2.1.1 Some properties of the image Kx
In this thesis we decided to give a closer look to the Kx sets of Sects. 4.2 4.3;
this analysis brought us to elaborate the following results.
Theorem 2.1.13. Let X be a convex set, g : X → Rm be an affine function
and f : X → R such that ∃h : X → R:
(i) ∃x˜ ∈ X s.t. f(x) = h(x− x˜), ∀x ∈ X,
45
CHAPTER 2. INTRODUCTION TO IMAGE SPACE ANALYSIS
(ii) h(αx) = αh(x), ∀x ∈ X, ∀α ≥ 0.
Then the set Kx is a cone in R1+m with apex at z¯ = (u¯, v¯) := (f(x¯), g(x˜)).
Proof. We have to show that:
∀zˆ ∈ Kx \ {z¯}, ∀α ≥ 0, z(α) := z¯ + α(zˆ − z¯) ∈ Kx. (2.1.14)
The relation zˆ ∈ Kx \ {z¯} implies that ∃xˆ ∈ X \ {x} such that zˆ =
(f(x¯)− f(xˆ), g(xˆ)); thank to this we can define x(α) := x˜+ α(xˆ− x˜) ∈ Rn.
Now the thesis follows from the equality z(α) = (f(x¯)− f(x(α)), g(x(α))),
which is true because
f(x¯) + α ((f(x¯)− f(xˆ))− f(x¯)) = f(x¯)− αh((xˆ− x˜)) =
f(x¯)− h(α(xˆ− x˜)) = f(x¯)− f(x(α)),
and g is affine, so g(x˜) + α(g(xˆ)− g(x˜)) = g(x˜+ α(xˆ− x˜)).
Theorem 2.1.14. Let X be a convex set, g : X → Rm be an affine function
such that dimX > dim Im g and f : X → R a continuous function such that:
∃ξ ∈ ker g \ {O}, s.t. lim
α→+∞
f(x+ αξ) = +∞, ∀x ∈ X (2.1.15)
Then E(Kx¯) = Kx.
Proof.
(⊇) Obvious.
(⊆) Let ξ ∈ ker g \ {O} satisfy (2.1.15); the hypothesis on g assure us that
ker g \ {O} 6= ∅. The thesis is equivalent to show that:
∀x ∈ X, ∀t ∈ R+ ∃αt ∈ R+ s.t.
{
f(x)− (f(x) + t) = f(x)− f(x+ αtξ),
g(x) = g(x+ αtξ).
Thanks to the definition of ξ, the latter equality is obvious, for all possible
values of αt.
The former equality follows because, thanks to (2.1.15) and the continuity
of f , the function f assumes all possible values in [f(x),+∞) and so the
requested αt exists.
It is easy to combine the previous theorems to obtain new results.
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Lemma 2.1.15. Let X be a convex set, g : X → Rm be an affine function
such that dimX > dim Im g and f : X → R a convex function such that:
∃ξ ∈ ker g \ {O}, s.t. lim
α→+∞
f(x+ αξ) = +∞, ∀x ∈ X
Then E(Kx¯) = Kx and these sets are convex.
Proof. Obviuos consequence of Remark 2.1.7 and Theorem 2.1.14.
Lemma 2.1.16. Let g : X → Rm be an affine function such that dimX >
dim Im g and f : X → R a convex function such that:
• ∃ξ ∈ ker g \ {O} s.t. limα→+∞ f(x+ αξ) = +∞, ∀x ∈ X
• ∃h : X → R:
(i) ∃x˜ ∈ X s.t. f(x) = h(x− x˜)
(ii) h(αx) = αh(x), ∀x ∈ X, ∀α ≥ 0
Then the set Kx is a convex cone in R1+m with apex at z¯ = (u¯, v¯) :=
(f(x¯), g(x˜)). Furthermore, E(Kx¯) = Kx.
Proof. Obviuos consequence of Theorem 2.1.13 and Lemma 2.1.15.
2.2 Separation Functions in the Image Space
2.2.1 Separation Functions
Assume we are given the positive integers ν, ℓ, the nonempty set H ⊂ Rν ,
and the non-empty, convex, closed, pointed cone C ⊂ Rℓ with apex at the
origin and with nonempty interior; H = Rν makes next (2.2.2) meaningless;
C = Rℓ is excluded by C being pointed (see Definition A.2.1). C identifies
a partial order; as in Sect. 1.1, we will set Co := C\{O} and
o
C := intC.
Consider a function w : Rν × Π → Rℓ, where Π is a set of parameters to be
specified case by case. For each π ∈ Π and for each set S ⊂ Rℓ, the set
levS w(•; π) := {z ∈ Rν : w(z; π) ∈ S}, (2.2.1)
will be called level set of w with respect to S.
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Definition 2.2.1. The class of all the functions w : Rν ×Π→ Rℓ, such that
satisfy the following relations:
lev
C
w(•; π) ⊇ H, ∀π ∈ Π, (2.2.2a)⋂
π∈Π
lev
Co
w(•; π) ⊆ H, (2.2.2b)
will be called class of weak separation functions and will be denoted by W(Π).
The left-hand side of (2.2.2b) may be empty; otherwise, usually, (2.2.2b)
is verified as equality. At ℓ = 1 and C = [0,+∞[, (2.2.2) become:
lev>0w(•; π) ⊇ H, ∀π ∈ Π, (2.2.3a)⋂
π∈Π
lev>0w(•; π) ⊆ H, (2.2.3b)
since the level sets with respect to C and Co collapse to the usual non-
negative and positive level sets, respectively. As an instance, set ν = 2, ℓ =
1, H = {(u, v) ∈ R2 | u > 0, v ≥ 0} (H is as in Sect. 2.1), C = [0,+∞[, Π =
{(1, 0), (0, 1)}, π = (θ, λ), W(Π) = {w = θu + λv | (θ, λ) ∈ Π} = {u, v}.
Then (2.2.3a) becomes:
{(u, v) ∈ R2 | u ≥ 0} ⊇ H, {(u, v) ∈ R2 : v ≥ 0} ⊇ H,
and (2.2.3b) becomes:
{(u, v) ∈ R2 | u > 0} ∩ {(u, v) ∈ R2 | v > 0} ⊆ H,
and (2.2.3) are trivially verified, so that W(Π) is a class of weak separation
functions. However, it is so “poor” that it is difficult to expect any application
of it. Hence, W(Π) must be required to enjoy some properties, like the
following one:
w1, w2 ∈ W(Π), α1, α2 ∈ R2 \ {O} ⇒ α1w1 + α2w2 ∈ W(Π).
Note also that (2.2.2a) and hence (2.2.3a) are not redundant, as this
simple example show.
Example 2.2.1. Let us analyse the case ℓ = 1, C = [0,+∞[, ν = 2, and
w(z; π) = 〈π, z〉 = π1z1 + π2z2 with:
Π = {π ∈ (R−×R+)\{O} | 2π1+π2 > 0}∪{π ∈ (R+×R−)\{O} | π1+2π2 > 0}.
The left-hand side of (2.2.3b) becomes the angle defined by z2 ≥ 12z1 and
z2 ≤ 2z1, so that (2.2.3b) is satisfied, while (2.2.3a) is not.
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This example is easily extended to the case ℓ > 1. The relations (2.2.2a)
and hence (2.2.3a) become redundant, if in (2.2.2b) and hence in (2.2.3b) the
inclusion must be verified as equality; this leads to the following Definition
2.2.2.
If C ⊆ Rℓ+ or C ⊇ Rℓ+, then levC and lev oC have the flavour of “non-
negative” and “positive” level sets, respectively. In any case, when ℓ > 1, Co
does not represent the only way of introducing a “positive” level set: any
cone obtained from C by cutting off a part of its boundary might play such
a role; among these cones,
o
C deserves a special attention. If
o
C is adopted,
then in Definition 2.2.1 the relation (2.2.2b) is replaced by:⋂
π∈Π
lev o
C
w(•; π) ⊆ H. (2.2.4)
At ℓ = 1 and C = [0,+∞[, both (2.2.2b) and (2.2.4) collapse to (2.2.3b).
Besides “shortage”, another drawback of W(Π) is that it may contain
undesirable elements. In the above instance, in spite of the fact that W(Π)
has only two elements, the element identified by π = (0, 1) is undesirable for
the applications of Sect. 2.1: it corresponds to separate H and Kx with a
not disjunctive separation, since the separation line defined by π = (0, 1) has
the equation v = 0 and intersects H. Therefore, besides W(Π), we need the
introduction of further classes of separation functions.
In some applications we will use the subclass, say Wc(Π), of w (• ; π)which
are continuous ∀π ∈ Π, and that, say Wus(Π), of w(•; π) which are u.s.c. with
respect to C, ∀π ∈ Π (w is said u.s.c. with respect to C iff (grw)−C is closed).
The introduction of Wus(Π) is motivated by the following Proposition 2.2.2.
(Notice that Nε (ẑ) represent a neighbourhood of ẑ with radius ε).
Proposition 2.2.1. If w ∈ Wus(Π), then:
cl levCo w(•; π) ⊆ levC w(•; π). (2.2.5)
Proof. Let ẑ ∈ cl levC0 w (• ; π). Then, ∀ε > 0 ∃ zε ∈ Nε (ẑ) , zε 6= ẑ, such
that w (zε; π) ∈ Co. This condition obviously implies Oℓ ∈ w(zε; π)−C, ∀ε >
0, so that (ẑ, Oℓ) is a limit point of the family {(zε, w (zε; π)− C)}ε>0. Ab
absurdo, suppose that w (ẑ; π) /∈ C. This implies (ẑ, Oℓ) /∈ (ẑ, w (ẑ; π)− C);
this relation contradicts the assumption of upper semicontinuity.
Proposition 2.2.2. If w ∈ Wus(Π), then the condition
cl levCow(•; π) ⊇ clH, (2.2.6)
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is sufficient for (2.2.2a) to hold.
Proof. (2.2.6) and (2.2.5) imply (2.2.2a).
Note that (2.2.6) is not necessary, as simple examples show where the
zero level set of w (• ; π) is of positive measure.
In the above proposition, Co can be replaced by
o
C:
Proposition 2.2.3. If w ∈ Wus(Π), then the condition
cl lev o
C
w(•; π) ⊇ clH. (2.2.7)
is sufficient for (2.2.2a) to hold.
Proof. Since obviously cl lev o
C
w(•; π) ⊆ cl levCo w(•; π), from (2.2.7) and
(2.2.5) we achieve (2.2.2a).
As already said, the class W(Π) is too large. Therefore, another subclass
is now introduced by strengthening Definition 2.2.1.
Definition 2.2.2. The class of all the functions w : Rν×Π→ Rℓ, such that:⋂
π∈Π
levCo w(•; π) = H, (2.2.8)
is called class of regular weak separation functions and will be denoted by
WR(Π).
The subclasses of WR(Π) identified by the continuity or u.s.c. of w will
be denoted by WcR (Π) or W
us
R (Π), respectively.
Like before, instead of Co we can consider
o
C; in such a case (2.2.8) is
replaced by: ⋂
π∈Π
lev o
C
w(•; π) = H. (2.2.9)
The notation of the above classes does not contain Co or
o
C; this will be
clarified case by case. Obviously, (2.2.8) implies that H ⊆ levCo w(•; π), ∀π ∈
Π, so that (2.2.2a) is satisfied; the same happens for (2.2.9).
At ℓ = 1 and C = [0,+∞[, (2.2.8) and (2.2.9) collapse to:⋂
π∈Π
lev>0w(•; π) = H, (2.2.10)
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since the level sets with respect to Co and
o
C shrink to the usual positive level
set.
Besides the weak separation functions, we mention another type of sepa-
ration functions:
Definition 2.2.3. The class of all the functions s : Rν×Π→ Rℓ that satisfies
the following two relations:
levCo s(•; π) ⊆ H, ∀π ∈ Π, (2.2.11a)⋃
π∈Π
levCo s(•; π) = riH, (2.2.11b)
is called class of strong separation functions and will be denoted by S(Π).
Note that, if s ∈ S(Π), then also αs ∈ S(Π), ∀α ∈ R+ \ {0}. When
o
C is
adopted instead of Co, then (2.2.11) are replaced respectively by:
lev o
C
s(•; π) ⊆ H, ∀π ∈ Π, (2.2.12a)⋃
π∈Π
lev o
C
s(•; π) = riH, (2.2.12b)
At ℓ = 1 and C = [0,+∞[, (2.2.11) and (2.2.12) come to:
lev>0 s(•; π) ⊆ H, (2.2.13a)⋃
π∈Π
lev>0 s(•; π) = riH. (2.2.13b)
The subclasses of S (Π) identified by the continuity or l.s.c. of w will be
denoted by Sc (Π) or Sℓc (Π), respectively.
From Definitions 2.2.1, 2.2.2 and 2.2.3, the following inclusions are evi-
dent:
W
c(Π) ⊂ Wus(Π) ⊂ W(Π), WR(Π) ⊂ W(Π), (2.2.14)
S
c(Π) ⊂ Sℓs(Π) ⊂ S(Π); (2.2.15)
simple example show the non-coincidence of the above classes. It is suitable
to introduce the further subclasses:
W
us
R (Π) := W
us(Π) ∩WR(Π), WcR(Π) := W c(Π) ∩WR(Π).
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The classes of separation functions introduced in the present section have
been denoted by symbols which, for the sake of simplicity, contain the same
argument Π. Of course, the set of parameters is not necessarily the same
for the several classes. Indeed, as we will see, we can go from one class to
another by simply restricting the set Π of parameters. Without any fear of
confusion, the notation does not contain the cone; the context clarifies it.
Analogous remark holds also for the classes of strong separation functions.
2.2.2 Special Separation Functions
Taking into account the notation of Sect. 1.1, we will now consider some
special classes of separation functions. To this end, we set ν := ℓ +m, z :=
(u, v), π := (θ, γ) and Π = Rℓ+×Γ. Our attention will be focused to the case
ℓ = 1, which is of interest to (1.1.1). Now we can have either C = R− or
C = R+ (the case C = 0 is of few interest); being equivalent, we set C = R+,
so that Co =
o
C = intC =
o
R+, and H =
o
R+ × D. A wide class is given by
(π = (θ, γ), Π = R+ × Γ ):
w(u, v; θ, γ) = θu+ w(v; γ), θ > 0, γ ∈ Γ, (2.2.16a)
with
θ > 0, γ ∈ Γ s.t. w(•, •; θ, γ) 6≡ 0, (2.2.16b)
and where w : Rm × Γ→ R must be such that:⋂
γ∈Γ
lev≥0 w(•; γ) = D, (2.2.16c)
∀γ ∈ Γ, ∀α ∈ R+, ∃γα ∈ Γ s.t. αw(v; γ) = w(v; γα), ∀v ∈ Rm. (2.2.16d)
Remark 2.2.4. Note that (2.2.16c) and (2.2.16d) imply that:
∀v /∈ D, ∃γv ∈ Γ s.t. w(v; γv) < 0, (2.2.16e)
∃γ˜ ∈ Γ s.t. w(•; γ˜) ≡ 0, (2.2.16f)⋂
γ∈Γ
lev>0 w(•; γ) ⊆ D, (2.2.16g)
where in the last intersection we stipulate to take w(·; γ) 6≡ 0. , if, ab absurdo,
there exists vˆ /∈ D, such that ∀γ ∈ Γ either w(vˆ; γ) ≥ 0 or w(vˆ; γ) > 0,
then (2.2.16c) is contradicted; hence, (2.2.16c) ⇒ (2.2.16e) and(2.2.16g). At
α = 0, (2.2.16d) ⇒ (2.2.16f).
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The following proposition analyse a separation properties of the previous
class.
Proposition 2.2.5. The functions (2.2.16) are weak separation functions,
namely the class (2.2.16) is a subclass of W(Π) with Π = R+ × Γ.
Proof. Because of (2.2.16c), v ∈ D ⇒ w(v; γ) ≥ 0, ∀γ ∈ Γ. Therefore,
(u, v) ∈ H =
o
R+ ×D =⇒ θu+ w(v; γ) ≥ 0,
so that (2.2.3a) is satisfied. Taking into account (2.2.16f) and (2.2.16g), we
have:⋂
θ≥0,γ∈Γ
lev>0 w(u, v; θ, γ) ⊆ [lev>0 w(u, v; 1, γ˜)] ∩
⋂
γ∈Γ
lev>0 w(u, v; 0, γ) =
= (
o
R+ × Rm) ∩ [R×
⋂
γ∈Γ
lev>0w(•; γ)] ⊆ (
o
R+ ×Rm) ∩ (R×D) = H,
so that (2.2.3b) is fulfilled.
There are some particular cases of (2.2.16), which are useful for the ap-
plications. A very important case is that where w is separable with respect
to the elements of v; to consider it, we must assume that Γ be a Cartesian
product, namely Γ = ×
i∈I
Γi with the Γi’s given, so that (2.2.16a) becomes:
w(u, v; θ, γ) = θu+
∑
i∈I
wi(vi; γi), γi ∈ Γi, i ∈ I, (2.2.17)
where γ = (γ1, . . . , γm) and under the same conditions (2.2.16b), (2.2.16c)
and (2.2.16d) as for the class (2.2.16) (where, of course, we set w(v; γ) =∑
i∈I
wi(vi; γi)).
If Γ = D∗ and w(v;λ) = 〈λ, v〉, (2.2.16a) collapses to the weak linear
separation functions:
w(u, v; θ, λ) = θu+ 〈λ, v〉, θ ≥ 0, λ ∈ D∗, (θ, λ) 6= O. (2.2.18)
These functions belongs to the class (2.2.16): they satisfy (2.2.16c) since D∗
is the positive polar of D, while satisfy (2.2.16d) for λα := αλ.
For the sake of simplicity, with slight abuse of notation, here and in the
sequel we use the functional symbols w, w even if the parameter arguments
change.
53
CHAPTER 2. INTRODUCTION TO IMAGE SPACE ANALYSIS
Note that, in the previous classes of w, if θ > 0, without any loss of
generality, we can set θ = 1. Indeed, the replacement of w with 1
θ
w − and
hence w with 1
θw
− does not change the stated properties. This lead us to
define a subclass of (2.2.16) by setting θ = 1; this functions will be very
useful in the following. With a slight abuse of notation, the parameter θ will
be omitted.
Definition 2.2.4. Let Γ be a set of parameters and m ∈ N.
The class of all the functions w : R × Rm × Γ → R, such that satisfy the
relation:
w(u, v; γ) = u+ w(v; γ), γ ∈ Γ, (2.2.19)
where w : Rm × Γ→ R must fulfil the conditions (2.2.16c) and (2.2.16d):⋂
γ∈Γ
lev≥0 w(•; γ) = D, (2.2.20a)
∀γ ∈ Γ, ∀α ∈ R+, ∃γα ∈ Γ s.t. αw(v; γ) = w(v; γα), ∀v ∈ Rm, (2.2.20b)
will be called class of standard separation functions and will be denoted
by WS(Γ).
Going on, we will discover many properties of this functions; here is the
most important regarding the current subject.
Proposition 2.2.6. The standard separation functions are regular weak sep-
aration functions, namely the class WS(Γ) is a subclass of WR(Π) at Π =
{1} × Γ.
The previous proposition is a straightforward consequence of the following
one.
Proposition 2.2.7. Every standard separation function w : R×Rm×Γ→ R
fulfils the equation (2.2.10), i.e.:⋂
γ∈Γ
lev>0w(•, •; γ) = H. (2.2.21)
Proof. For the sake of simplicity, we will use this symbol:
Z :=
⋂
γ∈Γ
lev>0w(•, •; π).
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The inclusion Z ⊇ H follows by noting that, because of (2.2.20a), (u, v) ∈ H
(namely u > 0, v ∈ D) implies u + w(v; γ) > 0, ∀γ ∈ Γ. Now, ab absurdo,
suppose that ∃ (uˆ, vˆ) ∈ Z\H, so that:
w(uˆ, vˆ; γ) = uˆ+ w(vˆ; γ) > 0, ∀γ ∈ Γ. (2.2.22)
We will show that the relation vˆ ∈ D and vˆ /∈ D are both false.
If vˆ ∈ D, so that uˆ ≤ 0, then (2.2.22) implies the inequality:
w(vˆ; γ) > −uˆ ≥ 0, ∀ γ ∈ Γ.
This is contradicted by the existence of γ0 ∈ Γ, such that w(vˆ; γ0) = 0, which
comes from (2.2.20b) for v = vˆ, for any γ ∈ Γ, and α = 0.
If vˆ /∈ D, then (2.2.20a) implies that ∃ γˆ ∈ Γ such that w(vˆ; γˆ) < 0. If
uˆ ≤ 0, then uˆ + w(vˆ; γˆ) < 0, and (2.2.22) is contradicted. If uˆ > 0, then
(2.2.20b), for v = vˆ, γ = γˆ, α = αˆ := − uˆ
w(vˆ;γˆ)
> 0, gives the existence of
γαˆ ∈ Γ, such that αˆw(vˆ; γˆ) = w(vˆ; γαˆ). Consequently, we have:
uˆ+ w(vˆ; γα) = uˆ+ αˆw(uˆ; γˆ) = 0,
and (2.2.22) is contradicted.
In particular, (2.2.20a) is strictly connected with (2.2.21).
Proposition 2.2.8. Let w : R × Rm × Γ → R be a function that fulfils
the relation (2.2.19). If the equation (2.2.21) is satisfied then (2.2.20a) is
satisfied too.
Proof. For the sake of simplicity, we will use this symbol:
Z :=
⋂
γ∈Γ
lev≥0 w(•; γ)
Note that D ⊆ Z. As a matter of fact, the equation (2.2.21) implies that,
∀v ∈ D, ∀γ ∈ Γ, ∀u > 0, u+ w(v; γ) > 0.
To achieve the thesis, we will show that Z \ D is empty. Ab absurdo,
suppose that ∃ vˆ ∈ Z \D. The condition vˆ ∈ Z implies w(vˆ; γ) ≥ 0, ∀γ ∈ Γ.
Taking into account this, we have:
w(u, vˆ; γ) = u+ w(vˆ; γ) > 0, ∀u > 0, ∀γ ∈ Γ.
These inequalities contradict (2.2.21) since (u > 0, vˆ) /∈ H.
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From previous defined separation functions, it is easy to obtain some
standard separation functions.
As a consequence of the introduction of (2.2.19), at θ = 1, (2.2.17) becomes:
w(u, v; γ) = u+
∑
i∈I
wi(vi; γi), γ = (γ1, . . . , γm) ∈ ×
i∈I
Γi. (2.2.23)
The functions (2.2.18) become the standard linear separation functions:
w(u, v;λ) = u+ 〈λ, v〉, λ ∈ D∗. (2.2.24)
Obviously they are regular weak separation functions.
Proposition 2.2.9. The classes of standard functions (2.2.23) and (2.2.24)
are regular subclasses of WR(Π) at Π = {1} ×
i∈I
Γi and Π = {1}×D∗, respec-
tively.
Proof. The claim is a consequence of Proposition 2.2.6.
2.3 Weak Separation and Sufficient Conditions
Let us consider problems (1.1.1) and (1.1.5). It will be shown that weak
separation leads in a straightforward way to a sufficient condition. To this
aim, consider the class WR(Π) of regular weak separation functions (see
Definition 2.2.2). Since (1.1.1) and (1.1.5) are scalar problems − i.e. f is
scalar − then (2.2.8) shrinks to (2.2.10) (ℓ = 1, C = [0,+∞[).
A generic element of WR(Π) is denoted by w(•; π) with π ∈ Π; hence WR is
described by letting π run in Π and any subclass of WR(Π) can be identified
by a subset of Π. Set u := fx(x) = 0, v := g(x) (Sect. 2.1).
Proposition 2.3.1. Let Πˆ ⊆ Π be a set of parameters (consequently WR(Πˆ) ⊆
WR(Π)) and x ∈ R be a given element.
If ∃ π ∈ Πˆ, and so ∃w(•; π) ∈ WR(Πˆ), such that:
w(u, v; π) ≤ 0, ∀(u, v) ∈ Kx, (2.3.1)
then (u, v) is a global maximum point of (2.1.5) and, hence, x is a global
minimum point of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
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Proof. The inequality (2.3.1) implies that H ∩ Kx 6= ∅ (i.e. (2.1.2)), and
hence the thesis.
In fact, since w(•; π) fulfils (2.2.10), we have that (uˆ, vˆ) ∈ H ⇒ w(uˆ, vˆ; π) >
0, ∀π ∈ Πˆ; this would be contradicted by the absurd assumption (uˆ, vˆ) ∈ Kx
which, because of (2.3.1), implies w(uˆ, vˆ; π) ≤ 0.
From the proof of the above proposition, we draw that the thesis is
achieved even if we assume that, in (2.2.8), H is merely contained in the
left-hand side. Equality has been assumed in order to maximise the proba-
bility that a sufficient condition, (2.3.1), be satisfied.
More specific propositions will be derived here and in the sequel. All these
propositions, by themselves, are useful for investigations in the IS; from them
it is easy to draw useful statements for the applications in the given space.
Consider the class of standard separation functions WS(Γ) (see Definition
2.2.4 at page 54). Remember that they satisfy this equality:
w(u, v; γ) = u+ w(v; γ), γ ∈ Γ, (2.3.2)
This class has a special version of the previous proposition.
Proposition 2.3.2. Let Γ be a set of parameter, WS(Γ) be a subclass of
standard separation functions and x ∈ R be a given element.
If ∃ γ ∈ Γ, such that:
u+ w(v; γ) ≤ 0, ∀(u, v) ∈ Kx, (2.3.3)
then (u, v) is a global maximum point of (2.1.5) and, hence, x is a global
minimum point of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
Proof. It is enough to note that, because of Proposition 2.2.6, the class WS(Γ)
is a subclass of WR({1} × Γ), and then to apply Proposition 2.3.1.
It is suitable to consider also the class of standard separation functions
(2.2.23) that comes from (2.2.17)
w(u, v; γ) = u+
∑
i∈I
wi(vi; γi), γ = (γ1, . . . , γm) ∈ ×
i∈I
Γi; (2.3.4)
Proposition 2.3.3. Let ×
i∈I
Γi be a set of parameter, WS(×
i∈I
Γi) be a subclass
of standard separation functions (2.3.4) and x ∈ R be a given element.
If ∃ γi ∈ Γi, i ∈ I, such that:
u+
∑
i∈I
wi(vi; γi) ≤ 0, ∀(u, v) ∈ Kx, (2.3.5)
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then (u, v) is a global maximum point of (2.1.5) and, hence, x is a global
minimum point of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
Proof. It is enough to note that, because of Proposition 2.2.9, the class (2.3.4)
is a subclass of WR(Π), and then to apply Proposition 2.3.1.
If Γ = D∗ and w(v;λ) = 〈λ, v〉, the class (2.3.3) collapses to the standard
linear ones (2.2.24) (or equivalently to the class (2.2.18) with θ = 1) and
Proposition 2.3.2 to:
Proposition 2.3.4. Let x ∈ R.
If ∃λ ∈ D∗, such that:
u+ 〈λ, v〉 ≤ 0, ∀(u, v) ∈ Kx, (2.3.6)
then (u, v) is a global maximum point of (2.1.5) and, hence, x is a global
minimum point of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
The preceding propositions are stated in terms of the IS and, as above
said, aim to support IS Analysis more than to give tools for the applications.
These are the general lines and purposes of such an analysis: to achieve re-
sults in the IS, where often things are more “regular” and “general” than in
the given space; once this has been accomplished, then of course the results
must be “translated” in terms of given space. The first trivial translation of
the previous propositions is immediately done by replacing the image variable
with its meaning in terms of x (see Sect. 2.1): (u, v) = (f(x)− f(x), g(x)).
Therefore, the preceding four propositions are trivially equivalent, respec-
tively, to the following ones.
Proposition 2.3.5. Let the class WR(Πˆ) ⊆ WR(Π) and x ∈ R be given.
If ∃ π ∈ Πˆ such that:
w(f(x)− f(x), g(x); π) ≤ 0, ∀x ∈ X, (2.3.7)
then x is a global m.p. of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
Let us consider the functions Lw : B×Γ→ R, Lw : B×Γ1×. . .×Γm → R
and L : B ×D∗ → R, given by:
L
w(x; γ) := f(x)− w(g(x); γ); (2.3.8a)
Lw(x; γ) := f(x)−
∑
i∈I
wi(gi(x); γi); (2.3.8b)
L(x;λ) := f(x)− 〈λ, g(x)〉. (2.3.8c)
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Proposition 2.3.6. Let Γ be a set of parameter, WS(Γ) be a subclass of
standard separation functions and x ∈ R be a given element.
If ∃γ ∈ Γ, such that:
L
w(x; γ) ≥ f(x), ∀x ∈ X, (2.3.9)
then x is a global minimum point of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
Proposition 2.3.7. Let ×
i∈I
Γi be a set of parameter, WS(×
i∈I
Γi) be a subclass
of standard separation functions (2.3.4) and x ∈ R be a given element.
If ∃ γi ∈ Γi, i ∈ I, such that:
Lw(x; γ1, . . . , γm) ≥ f(x), ∀x ∈ X, (2.3.10)
then x is a global minimum point of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
Proposition 2.3.8. Let x ∈ R. If ∃λ ∈ D∗, such that:
L(x;λ) ≥ f(x), ∀x ∈ X, (2.3.11)
then x is a global minimum point of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
The previous propositions deal with global minimum point. Of course,
the corresponding propositions for a local m.p. are obtained by intersecting
the domain with a neighbourhood of the point x.
Function (2.3.8c) is the classic Lagrangian function. The function (2.3.8a)
is a generalisation of the Lagrangian function, which is closer to separation
arguments than to Lagrange ideas; however, it is useful both for proving
general statements and to understand the mathematical structure underly-
ing Lagrange theory. Indeed, it will now be used to prove an equivalence
statement.
Proposition 2.3.9. Let Γ be a set of parameter, WS(Γ) be a subclass of
standard separation functions and x ∈ B be a given element.
Then x ∈ R and ∃γ ∈ Γ, such that:
L
w(x; γ) ≥ f(x), ∀x ∈ X, (2.3.12)
if and only if x ∈ X and γ are such that (x, γ) is a saddle-point of Lw on
X × Γ (see page 15):
L
w(x; γ) ≤ Lw(x; γ) ≤ Lw(x; γ), ∀x ∈ X, ∀γ ∈ Γ. (2.3.13)
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Proof. Thanks to the relationship (2.2.20a), we have:
g(x) ∈ D ⇐⇒ w(g(x); γ) ≥ 0, ∀γ ∈ Γ. (2.3.14)
Note also that:
∃ γ ∈ Γ, x ∈ X s. t. w(g(x); γ) = 0 =⇒ Lw(x; γ) = f(x). (2.3.15)
(If) First of all, we show that:
w(g(x); γ) ≥ w(g(x); γ), ∀γ ∈ Γ, (2.3.16)
which is equivalent to the 1st of inequalities (2.3.13), implies g(x) ∈ D and
so x ∈ X.
In fact, if, ab absurdo, we suppose that g(x) /∈ D, then the relation (2.2.16e)
implies that ∃γ˜ ∈ Γ s.t. w(g(x); γ˜) < 0; consequently, since (2.2.20b) implies
that ∀α > 0, ∃ γ˜α ∈ Γ s.t. αw(g(x); γ˜) = w(g(x); γ˜α), then we draw that
limα→+∞w(g(x); γ˜α)→ −∞ which contradicts (2.3.16).
Now, we want to prove that the inequality of (2.3.14) (which is true since we
have achieved g(x) ∈ D) holds as equality at γ = γ. Ab absurdo, suppose
that w(g(x); γ) > 0. Then, because of (2.2.16d), we have that ∀α > 0, ∃γα ∈
Γ s.t. w(g(x); γα) = αw(g(x); γ). Therefore, if α < 1, we draw:
w(g(x); γα) < w(g(x); γ),
which contradicts (2.3.16). Hence, we have:
w(g(x); γ) = 0. (2.3.17)
Because of this equality, the 2nd of (2.3.13) becomes (2.3.12).
(Only If) The relationship x ∈ X implies g(x) ∈ D, which, because of
(2.3.14) for γ = γ, implies w(g(x); γ) ≥ 0. At x = x, the equation (2.3.12)
implies that w(g(x); γ) ≤ 0 and consequently (2.3.17) is satisfied. Further-
more, (2.3.12) is equivalent to the 2nd of (2.3.13). Being g(x) ∈ D, the
inequality of (2.3.14) (thanks to (2.3.15)) imply the 1st of (2.3.13).
The concept of saddle point expressed by Definition 1.1.3 is not the most
general. However, it is sufficient for the present applications to extremum
problems. Let us note that condition (2.3.13) is a particular case of (1.1.15).
Therefore, Proposition 2.3.9 can be immediately written in terms of a suffi-
cient condition; this is done with Theorem 2.3.10. In the same vein, Theorems
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2.3.11 and 2.3.12 are saddle point versions of Propositions 2.3.3, and 2.3.4.
All next three theorms are trivial consequences of the corresponding previous
propositions.
Theorem 2.3.10. Let Γ be a set of parameter, WS(Γ) be a subclass of stan-
dard separation functions and x ∈ R be a given element.
If ∃γ ∈ Γ, such that (x, γ) is a saddle-point of Lw on X ×Γ − or (2.3.13) is
fulfilled − then x is a global minimum point of (1.1.1) or (1.1.5) or (1.1.7)
with B = R.
Theorem 2.3.11. Let ×
i∈I
Γi be a set of parameter, WS(×
i∈I
Γi) be a subclass
of standard separation functions (2.3.4) and x ∈ R be a given element.
If ∃γi ∈ Γi, i ∈ I, such that (x, γ1, . . . , γm) is a saddle-point of Lω on X ×
Γ1× . . .Γm, then x is a global minimum point of (1.1.1) or (1.1.5) or (1.1.7)
with B = R.
Theorem 2.3.12. Let x ∈ X be given. If ∃λ ∈ D∗ such that (x, λ) is a
saddle-point of L on X ×D∗, or
L(x;λ) ≤ L(x;λ) ≤ L(x;λ), ∀x ∈ X, ∀λ ∈ D∗, (2.3.18)
then x is a global minimum point of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
Remark 2.3.13. In Theorems 2.3.10-2.3.12, X can be of course replaced by
R itself. In fact, if in (1.1.1) − as well as in (1.1.5) or (1.1.7) with B = R −
the domain X is replaced by R, then the problem is not modified. Indeed,
the scope of the above theorems is precisely that of freeing ourselves from
the constraints. However, in some special cases it may be useful to go back
to R; this happens when we must choose the lesser of two evils, one of them
being “not to free ourselves from the constraints”.
Theorem 2.3.12 is a classic result (see [35], [6], [40], [42]); indeed, the
classic results have come from the linear Lagrangian function. Theorems
2.3.11 and 2.3.10 are further extensions, which are closer to separation than
to Lagrangian ideas.
In order to prove Proposition 2.3.9, (and hence Theorem 2.3.10) we have
achieved the equality (2.3.17). This equation is of fundamental importance,
and not merely a step within a proof. The equality (2.3.17) is implied by
weak separation or by saddle-point of Lw. In the cases of Theorems 2.3.11
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and 2.3.12, it becomes, respectively,∑
i∈I
wi(gi(x); γi) = 0, (2.3.19)
〈λ, g(x)〉 = 0. (2.3.20)
Since x ∈ R, the terms of the left-hand sides of the above equalities, which
correspond to I0 − or to (1.1.1b) or (1.1.5b) − are of course identically
zero. Relation (2.3.20) is classic: it says that existence of a saddle-point of
classic Lagrangian function − namely L − implies orthogonality between the
constraining function and the vector λ (called multiplier); we stress that such
an orthogonality holds in a very general situation: X may be even a finite
set. Equation (2.3.19) generalize such an orthogonality relationship.
Theorems 2.3.10-2.3.12 have an undoubted theoretical importance; for in-
stance, the classic Theorem 2.3.12 has stimulated the birth of some branches
of Mathematics, like Game Theory, and Minimax Theory (see [19], Vol.III,
pp.272-289); the last has strongly influenced Mathematical Statistics.
We will now introduce three theorems that involves a particular saddle-
point result.
Lemma 2.3.14. Suppose that x ∈ X. The sets H and Kx are (linearly)
separable and x ∈ R if and only if ∃(θ, λ) ∈ (R+ × D∗) \ {O} such that
(x; θ, λ) is a saddle-point of LG : X ×R+ ×D∗ → R, where.
L
G(x; θ, λ) := θf(x)− 〈λ, g(x)〉.
Proof. Lemma 2.1.11 states that the separability of H and Kx is equivalent
to ∃(θ, λ) ∈ (R+ ×D∗) \ {O} such that:
θ(f(x)− f(x)) + 〈λ, g(x)〉 ≤ 0, ∀x ∈ X, (2.3.21)
which can be rewritten as
L
G(x; θ, λ) ≥ f(x), ∀x ∈ X. (2.3.22)
Propositon 2.3.9 gives us the thesis.
Theorem 2.3.15. Consider the problem (1.1.3), with X ⊆ Rn convex. Sup-
pose that the function f : X → R is convex.
Let the function g : X → Rm, with m ≤ n, be the affine function g(x) :=
Ax−b, where b ∈ Rm and A ∈ Rm×n has maximum rank (i.e. rank(A) = m).
Then x ∈ R and x is a global minimum point of (1.1.1) if and only if ∃λ ∈ D∗
such that (x, λ) is a saddle-point of L on X ×D∗
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Proof. (If) Obvious consequence of Theorem 2.3.12
(Only If) The hypothesis on x is equivalent to H ∩ Kx = ∅, which in its
turn is equivalent to H ∩ E(Kx¯) = ∅ (thanks to Proposition 2.1.4). The sets
H and E(Kx¯) are both convex (see Proposition 2.1.6), so their disjunction
implies the linear separability like Theorem 1.2.8 states. Since Kx ⊆ E(Kx¯),
we have that even H and Kx are separable.
Hence Lemma 2.3.14 says that ∃(θ, λ) ∈ (R+ ×D∗) \ {O} such that (x; θ, λ)
is a saddle-point of LG : X × R+ ×D∗ → R, and so:
θ(f(x)− f(x)) + 〈λ, g(x)〉 ≤ 0, ∀x ∈ X. (2.3.23)
Let us prove that θ 6= 0. Ab absurdo, if θ = 0 (so λ 6= O) then (2.3.23)
becomes 〈λ,Ax − b〉 ≤ 0, ∀x ∈ X. It is equivalent to 〈λA, x〉 ≤ 〈λ, b〉, ∀x ∈
X, which implies that λA = 0 against our hypotheses on rank(A).
Now we can suppose θ = 1 without restriction and so the thesis follows
because LG(x; 1, λ) = L(x, λ), ∀(x, λ) ∈ X ×D∗.
Remark 2.3.16. If the hypothesis of Theorem 2.3.15, with b = Om, are fulfilled
except the condition m > n we can still apply this theorem to an equivalent
problem. Defining m˜ := rank(A) (obviuosly m˜ ≤ n), we now that ∃A˜ ∈
Rm˜×n, whose rows are rows of A, such that R = {x ∈ X | Ax = Om} =
{x ∈ X | A˜x = Om˜}. So we can apply the theorem to a problem with the
same objective function and with the constrains g˜ : X → Rm˜, defined as
g˜(x) := A˜x.
Theorem 2.3.17. Consider the problem (1.1.3), with X ⊆ Rn convex.
Let the function (f(x),−g(x)) be (R+×D)-convexlike, where f : X → R and
g : X → Rm.
Suppose that x ∈ X is s.t. TC(E(Kx¯)) ∩ (R+ \ {0})× Om = ∅.
Then x ∈ R and x is a global minimum point of (1.1.1) if and only if ∃λ ∈ D∗
such that (x, λ) is a saddle-point of L on X × Rm.
Proof.
(If) Obvious consequence of Theorem 2.3.12.
(Only If) The hypothesis on x is equivalent to H∩Kx = ∅, which in its turn
is equivalent to H∩E(Kx¯) = ∅ (thanks to Proposition 2.1.4). The sets H and
E(Kx¯) are both convex, so their disjunction implies the linear separability like
Theorem 1.2.8 states. Hence Lemma 2.3.14 says that ∃(θ, λ) ∈ (R+ ×D∗) \
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{O} such that (x; θ, λ) is a saddle-point of LG : X × R+ ×D∗ → R, and so:
θ(f(x)− f(x)) + 〈λ, g(x)〉 ≤ 0, ∀x ∈ X. (2.3.24)
We will prove that θ 6= 0 by transposition, using Theorem 1.2.13.
The set R+\{0}×Om is a face of H and a convex cone with apex atO1+m. The
set Kx contains O1+m (thanks to the minimality of x). Using the equivalent
contrapositive statement of Theorem 1.2.13, with F = R+\{0}×Om, K = H
and S = Kx, we achieve that ∃(θ, λ) ∈ R\{0}×Rm satisfying (2.3.24). Now
we can suppose θ = 1 without restriction and so the thesis follows because
L
G(x; 1, λ) = L(x, λ), ∀(x, λ) ∈ X ×D∗.
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Duality in the Image Space
3.1 Introduction to Lagrangian Duality
A general feature of duality consists in two entities, which express a sort of
symmetry, or complementarity. In the field of Optimization, such entities are
a pair of constrained extremum problems. An early trace of this − perhaps,
the first; however, the multipliers introduced by Lagrange around the middle
of 18th century (see [10]) may be considered as ancestors of dual variables
− is due to Vecten: in [4], pp. 91-92, he writes: “le plus grand triangle
équilatéral qu’il soit possible de circonscrire à un triangle donné est celui
dont les côtés sont perpendiculaires aux droites qui joignent aux sommets de
ce triangle donné le point dont la somme des distances à ces sommets est la
plus petite”. The same result is obtained by Fasbender in [1]; the fact that
Vecten obtains his result as a special case of a result of Rochat in the same
paper [4], and the fact that the proofs by Vecten and Fasbender are different,
allow us to claim that, with reference to Fermat-Torricelli Problem (see Sect.
4.3), independently of each other, they consider an “alternative” problem (we
now call it dual problem or simply the dual; the Fermat-Torricelli is called
primal problem or the primal): among all the equilateral triangles which
are circumscribed to a given triangle, to find one having maximum height;
they show that such a maximum height equals the sum of the distances of
Torricelli point from the vertices of the given triangle.
Fermat-Torricelli and Vecten-Fasbender problems are a pair of constrained
extremum problems, which enjoy the following properties:
(i) they are defined by the same data;
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(2i) they search for opposite extrema;
(3i) the values of their objective functions, corresponding to feasible solu-
tions (sums of distances of points of the given triangle from its vertices,
and heights of circum-scribed equilateral triangles), form two sets of
real numbers, which are separated (each height is ≤ of each sum of
distances);
(4i) the two extrema are equal (the maximum height equals the minimum
sum of distances); the common value of the two extrema is, therefore,
the separating element of two contiguous classes of real numbers.
The above problems enjoy further properties, which Vecten and Fasbender
did not observe (and, perhaps, could have not noted at that time):
(5i) relaxation: the dual is equivalent to search, in the primal, for the best
lower bound of the objective function obtained by relaxing the feasible
region (in the Fermat-Torricelli problem, to look for the minimum of
the sum of distances of a point of the given triangle from the edges of
an equilateral triangle circumscribed to the given one; the relaxation
consists in replacing each vertex of the given triangle with the edge of
the circumscribed one passing through it; finding the maximum of such
lower bounds is equivalent to Vecten-Fasbender dual). Of course, if the
primal searches for the maximum, then relaxation must be replaced by
contraction;
(6i) reflexivity : the dual of the dual problem is (equivalent to) the primal (to
find the dual of Vecten-Fasbender problem, we perform a contraction
of the feasible region, by replacing the edges of each equilateral triangle
with the vertices of the given one; this way, the maximum of the sum
of distances in Vecten-Fasbender problem becomes obviously an upper
bound to the original maximum; finding the minimum of such upper
bounds is equivalent to Fermat-Torricelli problem);
(7i) orthogonality or complementarity : if the given problem is cast into the
format (1.1.1), and the same is done for the dual, then, at optimal so-
lutions, the scalar product between the vector of constraining functions
of one problem and the optimal solution of the other equals zero. This
property, is one of the most important and deep achievements of the
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theory of constrained extrema; it holds also if the problem casts into
(1.1.5).
In some cases, before going to define the dual, the given problem is trans-
formed equivalently by enlarging the space:
(8i) immersion or embedding : the given space is considered as a subspace of
a more general one; the objective function becomes the restriction (to
the given space) of a more general function; constraints are added (in
the more general space), which assure that the more general problem
has the same minimum points as the given one. The duality theory is
then developed for the more general problem.
Note that here embedding is in a broader sense than in Functional Analy-
sis, where a continuous mapping is an embedding, iff it is a homeomorphism.
The result by Vecten and Fasbender has marked the birth of duality the-
ory for constrained extremum problems. Subsequently, a few results appeared
till when von Neumann claimed the above (i)-(4i) for a linear programming
problem (i.e., (1.1.1) for X = Rn, f linear and g affine) and outlined the
proof in an unpublished paper [8]; the complete proof was published in [9],
Sect. 3, Theorem 2. After von Neumann result, the theory of duality grew
quickly until the definition of dual problem was achieved.
With reference to problems having finite dimensional image − typically
(1.1.1) and (1.1.5) − the dual problem was defined by:
sup
λ∈D∗
inf
x∈X
L(x;λ), (DL)
where L is the Lagrangian function (2.3.8c) (recall that B denotes Banach
space). By symmetry, (DL) was associated with the primal problem:
inf
x∈X
sup
λ∈D∗
L(x;λ), (PL)
which, under the assumption R 6= ∅, turns out to be equivalent to (1.1.1) or
(1.1.5). In fact, it is easily seen that:
sup
λ∈D∗
L(x;λ) =
{
f(x), x ∈ R,
+∞, x /∈ R,
(3.1.1)
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so that the infimum in (PL) is that of (1.1.1) or (1.1.5) if R 6= ∅, or +∞
if R = ∅. Note that, because of Proposition 1.1.4, (DL) and (PL) fulfil the
inequality (see also (1.1.10)):
sup
λ∈D∗
inf
x∈X
L(x;λ) ≤ inf
x∈X
sup
λ∈D∗
L(x;λ), (3.1.2)
whatever (1.1.1) or (1.1.5) may be, so that the dual problem (DL) satisfies
the above (3i). The difference between the right-hand and left-hand sides of
(3.1.2) is called duality gap (at the end of this section a different terminology
is proposed); (4i) claims that the duality gap is zero. While (3i) is always
satisfied, (4i) may fail, as shown by Example 3.1.1. (5i) is easily shown:
through a combination of (1.1.1b) and (1.1.1c) or (1.1.5b) and (1.1.5c) by
λ ∈ D∗, we obtain a relaxation of R, so that the infimum in (DL) is obviously
a lower bound of f ↓ in (1.1.1) or (1.1.5); thus, the supremum in (DL) appears
to be the search for the best of such lower bounds. As deals with (6i), the
dual of (DL) can be achieved by putting (DL) in the format (PL), namely
− inf
λ∈D∗
sup
x∈X
[−L(x;λ)], (3.1.3)
and then applying to this the dualization (i.e., exchange of operators) which
turns a problem like (PL) into (DL). This way, the dual of (DL) becomes:
−sup
x∈X
inf
λ∈D∗
[−L(x;λ)] = inf
x∈X
sup
λ∈D∗
L(x;λ), (3.1.4)
and coincides with (PL).
Example 3.1.1 (continuation of Example 1.1.3). In (1.1.1) set n = 1, p = 0,
m = 1, X = R, f(x) = (x − 1)3, g(x) = x − 1. From Example 1.1.3 (for
y = x, z = λ, F = L) we have that the duality gap is positive, even +∞.
The Lagrangian Duality Theory originates from the pair (DL)-(PL). It
appears to be an autonomous theory, substantially independent not only of
the theories of other branches of Optimization, like optimality conditions and
penalization, but also of other theories of duality, like those by Legendre,
Fenchel-Rockafellar, Ekeland-Téman, Toland, Gould, Wolsey-Tind, Mond-
Weir. Also duality for matroids appears disjoint from the others; this might
be considered “natural”, since we are in a discrete space. In the literature,
there have been some equivalence theorems and attempts to define abstract
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forms of duality; they are interesting and deserve attention; however, they
do not seem to represent a common analytical root for the above theories.
As expressed in Introduction, the theory of separation between two sets
may be the common theoretical background for most of the previously men-
tioned theories. As an anticipation of next Chapter, let us make some re-
marks on this aspect.
The property expressed by the previous (5i) has produced a general ap-
proach to duality, which consists in defining a family of relaxations of the
feasible region R depending on a parameter, so that a lower bound (de-
pending on the parameter) of the minimum is found; then the dual problem
consists in finding the supremum of such lower bounds, hoping to equal the
minimum of the given problem. The lower bounds form the 1st of the classes
of the previous (3i); (4i) claims that “the best” of the upper bounds equals
the minimum. Such an approach is often considered an autonomous start-
ing point for a prototype for introducing the dual problem. According to
our opinion, the above relaxation scheme should be considered to be an ex-
tremely important property, but not the definition, which should be given in
terms of separation, as illustrated by Sect 4.2.
Another example is offered by the Vecten-Fasbender dual (Sect 4.3); we
will show that such a dual is ascribable as a Lagrangian dual.
Let us observe that, in Sect. 4.2, the dual space, which has been in-
troduced to define the dual problem, is the space of the linear functionals
(2.2.24); unlike what is often said, the space Rm, where λ runs, is not the dual
space, but is isomorphic to it; this is the reason why λ is called dual variable.
Even if the given problem is finite dimensional, like a linear programming
problem, its dual space is infinite dimensional. These remarks extend to the
case, where the separation function is not linear.
In Sect. 2.1, we have seen that the theory of constrained extrema can be
carried on beginning from the (impossibility of) system (2.1.1) or from (2.1.2)
by exploiting separation between two sets. Therefore, as we have already
noted, the subsequent development depends only on the system (2.1.1) and
it is independent of the fact that (2.1.1) comes from an extremum problem
or not. In this chapter, it will be shown that a similar remark can be made in
the analysis of duality too. Actually, drawing duality from separation leads to
the possibility of defining a dual problem for a system, independently of the
system arising from an extremum problem or not. The fact that separation be
so fundamental should not be surprising: it was already implicitly present in
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Euclid. One might disagree with such an importance and say that separation
is only one of the possible ways of proving (2.1.2) and developing the theory,
in particular duality; other ways might be conceived; furthermore, one might
say that the separation hyperplanes or manifolds are not contained in the
data which define the given problem or system: being additional entities,
which come from the exterior of the given problem or system, should have
not such an importance.
Indeed, as we saw in Sect. 1.2.1, separation and support are closely related
to each other, and support expresses an information implicitly contained in
the given data. Therefore, the fact that separation − which is not part of the
given data and is subjectively introduced to investigate the problem − can
produce, in the form of support, an important information about the prob-
lem, may appear strange; every doubt is dispelled by noting that a (linear)
support approximates locally the image set and hence contains (locally) an
important information on the set, like the (instantaneous) velocity does with
respect to the function of motion in Kinematics. This explains why duality
(and hence separation), as we will see, has many wonderful aspects; the dual
problem allows us:
(j) to achieve important theoretical results;
(2j) to improve solving methods for the given problem;
(3j) to obtain, with the so-called dual variables, a knowledge on the given
problem which, often, is more important than the solution itself; for
instance, if the given problem represents an engineering design, often
its solution does not strike the designer and merely refines what he
already knew: on the contrary, almost always, the solution of the dual
problem brings a precious and unexpected information, which turns the
mathematical analysis from a tactical level to a strategical one.
The dual problem (DL) we have discussed so far comes from weak sep-
aration (Sect. 2.2.1). According to the type of separation function where
it is coming from, the former has been named Weak Duality and the latter
Strong Duality. Weak duality gap and strong duality gap is a terminology
induced by the above one. The present weak/strong terminology is in con-
trast with that universally used in the literature, where weak or strong are
used to denote that the difference between (PL) and (DL) is ≥ 0 or = 0, re-
spectively. Apart from the fact that the term weak to express non-negativity
70
3.2 WEAK SEPARATION AND WEAK DUALITY
and the term strong to denote zero are in contrast with the meanings that
these terms have received much earlier in other branches of Mathematics, in
absence of the strong duality functions and the subsequent duality theory
, we might accept such incongruity. It seems suitable to adopt a different
terminology for the gaps; an attempt one might be: binding or nonbinding
weak (or strong ) duality, when the weak (or strong) duality gap is = 0 or
≥ 0, respectively. Such a new terminology will be adopted in the sequel.
3.2 Weak Separation and Weak Duality
In the previous section, we have noted that, with regard to the problems
having finite dimensional image − typically (1.1.1) and (1.1.5) − (DL) is
considered as definition of dual problem; it has been the first general format
of dual problem and a wide literature has flourished around it. However,
several other duality theories have been conceived, which look independent
one another. The purpose of the present chapter is twofold: to show that
the main feature of a dual problem − namely, (DL) − can be considered
as a by-product of the separation scheme in the IS; and to show that most
of the existing duality theories can be drawn from (DL). As we mentioned
in Sect. 3.1 , to see (DL) as a consequence of separation (and not as an
autonomous “root”) leads to detect a “parallel” duality theory In Sect. 3.1,
we have already shown that two well known duality theories, which have
been introduced independently of (DL) and look to be disjoint, can indeed
be drawn from (DL); this kind of investigation is important to have a uniform
theory.
Now, let us address our attention to show how a general duality theory
can be drawn from a separation scheme. As we have seen in Sects. 2.2
and 2.3, since in the general case it is impossible to prove directly (2.1.2), a
separation scheme is introduced, which turns out to be extremely fruitful; the
developments of Sects. 2, 2.2 and 2.3 should have shown the backgrounds of
such a theory. Notwithstanding this, it is suitable to point out once more the
foundations of the separation approach: indeed, the lack of a general scheme
has led to misunderstandings and to scientific and sharp disputes; see, for
instance, [13], [20], [27]. Such drawbacks disappear, if the following approach
is adopted: we assume that the class of standard separation functions is
given (see Definitions 2.2.4); therefore, the entire development depends
on that class. One may or may not consider separation arguments as
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foundations of the theory. In the positive case, to agree with the above
approach is an Hobson’s choice, and the above mentioned disputes become
useless debates. Therefore, in the Lagrangian approach to duality, which
has its natural place in the IS, the dual of a finite dimensional problem
like (1.1.1) − as well as an infinite dimensional one − is defined as the
search for a functional, whose zero level set separates (when possible) two
sets (H and Kx; see Sect. 2.1 and also the previous one). Hence its natural
setting is in a functional space. Of course, when the above functionals can be
characterized by a set of parameters with values in a finite dimensional space,
then the dual problem can be equivalently reduced to a finite dimensional
one. For instance, if the functional is linear, namely u+ 〈λ, v〉, then, instead
of considering the (infinite dimensional) space where it runs, we can consider
the (finite dimensional) space where (the gradient) λ runs, which is not the
dual space (even if this may appear strange to some Authors [20]), but merely
isomorphic to it. In the foregoing statement, we have called “dual space”; of
course, the set of (linear or not linear) separation functionals may be not
enough “wide” to form a space, but be merely a subset of it; this, however,
does not diminish the meaning of the above remarks.
With reference to problems (1.1.1) and (1.1.5), some sufficient optimality
conditions have been established. Consider Proposition 2.3.2. The (suffi-
cient) condition (2.3.3) is not easy fulfilled, so it is natural to search for equiv-
alent conditions, which might suggest computational improvements. This is
offered by the following propositions (recall that B denotes Banach space):
Proposition 3.2.1. Let Γ be a set of parameter, WS(Γ) be a subclass of
standard separation functions and x ∈ R be a given element.
(i) The equality
min
γ∈Γ
sup
(u,v)∈Kx
[u+ w(v; γ)] = 0 (3.2.1)
is equivalent to (2.3.3).
(ii) If (3.2.1) holds, then x is a global minimum point of (1.1.1) or (1.1.5)
or (1.1.7) with B = R.
Proof.
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(i) Let (2.3.3) hold. Then, we have:
sup
(u,v)∈Kx
[u+ w(v; γ)] ≤ 0. (3.2.2)
Consider the image of x through the map Ax (see just after (2.1.2)),
namely the point (u = 0, v ∈ D) := Ax(x). Because of (2.2.21), we
have:
u+ w(v; γ) = w(v; γ) ≥ 0, ∀γ ∈ Γ. (3.2.3)
From this inequality we draw that the supremum in (3.2.1) is ≥ 0, ∀γ ∈
Γ, so that (3.2.2) is verified as equality and, consequently, the minimum
in (3.2.1) is achieved at least at γ = γ. Now let (3.2.1) hold. It follows
that ∃γ ∈ Γ, s.t.
sup
(u,v)∈Kx
[u+ w(v; γ)] = 0.
Then (2.3.3) follows.
(ii) It is an obvious consequence of (i) and Proposition 2.3.2.
In the general case, the minimum in (3.2.1) does not exist, even if x ∈ R
and the infimum is zero, as next example shows.
Example 3.2.1. In (1.1.1) set X = R, p = 0, m = 1, n = 1, f(x) = x,
g(x) = −x2. At x = 0, we find:
K0 = {(u, v) ∈ R2 | v = −u2}.
In the particular case (2.2.24) of w linear (namely, w = 〈λ, v〉), the supremum
in (3.2.1) becomes:
sup
(u,v)∈K0
(u+ λv) = sup
v=−u2
(u+ λv) = sup
u∈R
(u− λu2) =
{
+∞, λ = 0
1
4λ
, λ > 0
.
Consequently, we draw:
inf
λ∈R+
sup
(u,v)∈K0
(u+ λv) = 0.
Since this infimum is achieved as λ goes to +∞, then we have that the
minimum in (3.2.1) does not exist.
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Of course, in the general case, the left-hand side of (3.2.1) with min
replaced by inf, is not necessarily zero and may be even +∞, as next example
shows.
Example 3.2.2 (continuation of Example 1.1.3). In (1.1.1) set m = n = 1,
p = 0, X = R, f(x) = (x− 1)3, g(x) = x− 1. At x = 1, we find:
K1 = {(u, v) ∈ R2 | u = −v3}.
By adopting the special case (2.2.24), the left-hand side of (3.2.1) becomes:
inf
λ≥0
sup
u=−v3
(u+ λv) = inf
λ≥0
sup
v∈R
(λv − v3) = +∞.
This example is the continuation of Example 1.1.3 in the sense that, with
the position y = x, z = λ, F (y, z) is the Lagrangian function of the present
problem, and thus F comes from (2.2.24).
However, the minimum in (3.2.1) may exist, even if x /∈ R and x is an
accumulation point of R, as next example show.
Example 3.2.3. In (1.1.1) set m = n = 1, p = 0, X = R+ \ {O}, f(x) = x2,
g(x) = x. At x = 0, we have:
K0 = {(u, v) ∈ R2 | u = −v2, v > 0}.
By adopting for w the special case (2.2.24), we find:
sup
(u,v)∈K0
(u+ λv) = sup
v>0
(λv − v2) = λ
2
4
, (λ ≥ 0),
min
λ≥0
sup
(u,v)∈K0
(u+ λv) = 0,
and the minimum (3.2.1) exists.is a so-called Weierstrass point.
As well as Proposition 2.3.2 has produced some particular sufficient con-
ditions − i.e. Propositions 2.3.3 and 2.3.4 −, now Proposition 3.2.1 can be
specialized.
Proposition 3.2.2. Let ×
i∈I
Γi be a set of parameter, WS(×
i∈I
Γi) be a subclass
of standard separation functions (2.3.4) and x ∈ R be a given element.
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(i) The following two equalities
min
γi∈Γi
i∈I
sup
(u,v)∈Kx
[
u+
∑
i∈I
wi(vi; γi)
]
= 0, (3.2.4)
min
λ∈D∗
sup
(u,v)∈Kx
[u+ 〈λ, v〉] = 0, (3.2.5)
are equivalent to (2.3.5) and (2.3.6), respectively.
(ii) If (3.2.4) or (3.2.5) holds, then x is a global minimum point of (1.1.1)
or (1.1.5) or (1.1.7) with B = R.
Proof. Obvious consequence of Proposition 3.2.1 and of the fact that (w1, . . . , wm)
and 〈λ, v〉 are special cases of w given by (2.2.19).
By using the expression of (u, v) in terms of x (see (2.1.2) and the map
Ax) and functions (2.3.8), from Propositions 3.2.1 and 3.2.2 we immediately
draw:
Proposition 3.2.3. Consider the Lagrangian functions (2.3.8) and let x ∈ R
be a given element.
(i) The following three equalities
max
γ∈Γ
inf
x∈X
L
w(x; γ) = f(x), (3.2.6)
max
γi∈Γi
i∈I
inf
x∈X
Lw(x; γ1, . . . , γm) = f(x), (3.2.7)
max
λ∈D∗
inf
x∈X
L(x;λ) = f(x), (3.2.8)
are equivalent to (3.2.1), (3.2.4) and (3.2.5), respectively.
(ii) If one of the above equalities holds, then x is a global minimum point
of (1.1.1) or (1.1.5) or (1.1.7) with B = R.
Proof. Straightforward consequence of the two previous propositions.
Condition (3.2.1) is only sufficient. However, its validity depends on the
class of separation functions within which it is considered; it may not be
satisfied within (2.2.19), while it might hold if (2.2.19) is enlarged. Such
a dependence is strictly related to the approach to duality, which has been
outlined at the beginning of the section.
Since the minimum in (3.2.1) does not exist necessarily, we are led to
introduce this problem:
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Definition 3.2.1. The problem
inf
γ∈Γ
sup
(u,v)∈Kx
[u+ w(v; γ)], (3.2.9)
is called image weak dual.
As already mentioned, unlike the common use, the term “weak” is due to
the fact that (3.2.9) comes from weak separation functions, which, in their
turn, correspond to weak alternative (see Sect. 2.2) and this is an old termi-
nology.
A change of x implies (as noted in Sect. 2.1) a mere translation of Kx
in the direction of u−axis, and thus modifies by an “additive constant” the
infima in (3.2.9) (but does not change the extremum points); hence, when we
will compare the infimum in (3.2.9) with that of the given problem, we will be
obliged to consider a relation like that of Proposition 2.1.2. By considering
the particular cases of w as in (3.2.4)-(3.2.5), three particular formats of
(3.2.9) are immediately obtained, the last of which is:
inf
λ∈D∗
sup
(u,v)∈Kx
[u+ 〈λ, v〉]. (3.2.10)
Note that the supremum in (3.2.10) is the restriction of the support func-
tion (see (1.2.9)) of Kx to {1} × D∗. The supremum in (3.2.9) is thus a
generalized support function of Kx.
As noted at the beginning of this section, a fundamental aspect of a
duality theory is the definition of the class of separating functions. This
appears in (3.2.9) through Γ and in (3.2.10) through D∗. To stay within
a class Γ, s.t. (2.2.21) holds, is a consequence of the fact that Γ has been
introduced to state a sufficient condition (see Proposition 2.3.2); this allows
us to achieve (3.2.1). However, there is no reason to restrict ourselves to Γ;
more precisely, if Γ is relaxed, but additional assumptions are made in order
to guarantee (3.2.1), then the enlargement of Γ is possible.
In (3.2.9) we now exchange the operators to find a symmetric problem
and prove the following theorem; “nonbinding” corresponds to the term weak
usually adopted in the literature, while “weak” recalls (as already said) the
fact that Lagrangian duality corresponds to weak alternative, which is an old
and well established terminology; “image” recalls the fact that the natural
space for Lagrangian duality is just the IS.
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Theorem 3.2.4 (nonbinding image weak duality). Consider the subclass of
standard separation functions WS(Γ). Let x ∈ R be a given element. We
have:
inf
γ∈Γ
sup
(u,v)∈Kx
[u+ w(v; γ)] ≥ sup
(u,v)∈Kx
inf
γ∈Γ
[u+ w(v; γ)] = sup
(u,v)∈Kx
v∈D
(u). (3.2.11)
Proof. The inequality is due to Proposition 1.1.4.
Let us prove the equality. First of all we prove that:
sup
(u,v)∈Kx
inf
γ∈Γ
[u+ w(v; γ)] = sup
(u,v)∈Kx
v∈D
inf
γ∈Γ
[u+ w(v; γ)], (3.2.12)
showing that we can “discard” the elements v /∈ D.
Since the standard separation function are separation functions of the class
(2.2.16), the Remark 2.2.4 is satisfied hence: ∀v /∈ D, ∃γv ∈ Γ s.t. w(v; γv) <
0. So, for v ∈ D, because of assumption (2.2.20b), ∀α > 0, ∃γα ∈ Γ s.t.
αw(v; γv) = w(v; γa) < 0.
Thus limα→+∞w(v; γα) =∞ so that, in the first side of (3.2.12), the infimum
is −∞. If v ∈ D, then, because of (2.2.20a), w(v; γ) ≥ 0, ∀γ ∈ Γ, so that, in
the first side of (3.2.12), the infimum is > −∞; since the assumption implies
Kx ∩ (R×D) 6= ∅, it follows that (3.2.12) holds.
Thanks to this, the inequality w(•; •) ≥ 0 is satisfied for all the values in the
feasible regions of second side of (3.2.11). The relation (2.2.16f) tell us that
∃γ˜ ∈ Γ s.t. w(•; γ˜) ≡ 0 so that the infimum in the first side of (3.2.12) is
achieved when w = 0. Hence, the equality in (3.2.11) follows.
In the particular case (3.2.10), (3.2.11) becomes:
inf
λ∈D∗
sup
(u,v)∈Kx
[u+ 〈λ, v〉] ≥ sup
(u,v)∈Kx
inf
λ∈D∗
[u+ 〈λ, v〉] = sup
(u,v)∈Kx
v∈D
(u), (3.2.13)
and shows the image version of the classic dual/primal problems (DL), (PL).
The relation (3.2.13) give us the possibility to properly define the other
elements that give us the image weak duality.
Definition 3.2.2. The problem
sup
(u,v)∈Kx
inf
γ∈Γ
[u+ w(v; γ)],
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is the image primal problem (as well as the 2nd side in (3.2.11)). The differ-
ence between the 1st and the 2nd sides in (3.2.13) (as well as in (3.2.11)) is
the image weak duality gap.
Problems with two types of infima, like those which appear in (3.2.11) and
(3.2.13) arise in several fields, from Game Theory to Structural Engineering
and Network Flow Theory.
As well as (3.2.1) has led us to (3.2.9), from Proposition 3.2.3 we are
induced to consider the following problem.
Definition 3.2.3. The problem
sup
γ∈Γ
inf
x∈X
L
w(x; γ), (3.2.14)
is called generalized weak dual. Its most important particular cases are:
sup
γi∈Γi
i∈I
inf
x∈X
Lw(x; γ1, . . . , γm), (3.2.15)
sup
λ∈D∗
inf
x∈X
L(x;λ), (3.2.16)
the last of which is the classic dual problem and is here called weak dual (to
consider the entire space like in Example 3.1.1 or a subset X like here does
not make any difference for the development of the theory).
The generalized weak duality and the image weak duality are strongly
connected. They satisfies the following relations, easily verifiable:
inf
γ∈Γ
sup
(u,v)∈Kx
[u+ w(v; γ)] = f(x)− sup
γ∈Γ
inf
x∈X
L
w(x; γ), (3.2.17a)
sup
(u,v)∈Kx
inf
γ∈Γ
[u+ w(v; γ)] = f(x)− inf
x∈X
sup
γ∈Γ
L
w(x; γ). (3.2.17b)
As well as from (3.2.9) we have been led to Theorem 3.2.4, from (3.2.14)-
(3.2.16) we now draw the following:
Theorem 3.2.5 (nonbinding weak duality). Assume that the feasible region
R of (1.1.1) or (1.1.5) be nonempty. Consider the Lagrangian functions
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(2.3.8), where w is assumed to fulfil (2.2.19)-(2.2.20a). We have:
sup
γ∈Γ
inf
x∈X
L
w(x; γ) ≤ inf
x∈X
sup
γ∈Γ
L
w(x; γ) = inf
x∈R
f(x), (3.2.18)
sup
γi∈Γi
i∈I
inf
x∈X
Lw(x; γi, . . . , γm) ≤ inf
x∈X
sup
γi∈Γi
i∈I
Lw(x; γ1, . . . , γm) = inf
x∈R
f(x),
(3.2.19)
sup
λ∈D∗
inf
x∈X
L(x;λ) ≤ inf
x∈X
sup
λ∈D∗
L(x;λ) = inf
x∈R
f(x). (3.2.20)
Proof. To obtain (3.2.18) it is enough to replace the image weak dual and
primal in (3.2.11) using the equations of (3.2.17). The other relation follow
because Lw and L are particular cases of Lw.
The difference between the 2nd and the 1st sides in (3.2.18)-(3.2.20) is
called weak duality gap.
Due to (j)-(3j) of Sect. 3.1, the analysis of properties of (3.2.9), in partic-
ular (3.2.10), and thus of (3.2.14)-(3.2.16), is fundamental. A crucial aspect
consists in proving equality in (3.2.11). Another important aspect is offered
by the consequences, on (3.2.9), of the conic extension of the image set (Defi-
nition 2.1.1); a preliminary property will now be stated. To this end, consider
the following subclass of (2.2.19):
Definition 3.2.4. The subclass of the standard separation functions (see
Definition 2.2.4) having the property that w(•; γ) is D-isotone, or
v2 − v1 ∈ D ⇐⇒ w (v2; γ)− w (v1; γ) ≥ 0, ∀γ ∈ Γ, (3.2.21)
is called class of isotone standard separation functions, where we stipulate
that the “left arrow” holds for those γ’s s.t. the inequality is identically
verified (as equality).
Note that, when D = Rm+ , and w (v; γ) = 〈λ, v〉 (with γ = λ; we are
in case (2.2.24)), then D-isotone shrinks to isotone (Definition 1.2.6), and
(3.2.21) is fulfilled: since λ ∈ D∗, then obviously v2−v1 ∈ D, iff 〈λ, v2−v1〉 ≥
0.
Proposition 3.2.6. Assume that w be D-isotone. Problem
inf
γ∈Γ
sup
(u,v)∈E(Kx)
[u+ w (v; γ)], (3.2.22)
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is equivalent to (3.2.9), in the sense that the infima in (3.2.22) coincide with
those in (3.2.9), respectively.
In particular, in the case w = 〈λ, v〉, (3.2.22) is equivalent to (3.2.10).
Proof. According to the notation of Sect. 2.1 (see just after (2.1.2)), we set
z = (u, v). Because of (2.1.6), we have:
E(Kx) =
⋃
zˆ∈Kx
(zˆ − clH). (3.2.23)
Hence, whatever a function φ(u, v) may be, from (3.2.23) we draw:
sup
(u,v)∈E(Kx)
φ(u, v) = sup
zˆ∈Kx
sup
(u,v)∈zˆ−clH
φ(u, v). (3.2.24)
We have that, ∀γ ∈ Γ:
u+ w (v; γ) ≤ uˆ+ w (vˆ; γ), ∀(u, v) ∈ zˆ − clH, ∀zˆ ∈ Kx. (3.2.25)
In fact (u, v) ∈ zˆ − clH implies the existence of (u′, v′) ∈ cl H (so that
u′ ≥ 0 and v′ ∈ D), such that u = uˆ−u′ and v = vˆ−v′. Taking into account
(3.2.21), it follows:
u+ w (v; γ) = uˆ− u′ + w (vˆ − v′; γ) ≤ uˆ+ w (vˆ − v′; γ) ≤ uˆ+ w (vˆ; γ),
where the last inequality is due to the fact that vˆ − (vˆ− v′) = v′ ∈ D. From
(3.2.25), we draw:
max
(u,v)∈zˆ−clH
[u+ w (v; γ)] = uˆ+ w (vˆ; γ), ∀γ ∈ Γ,
and hence, thanks to (3.2.24), the suprema in (3.2.22) and in (3.2.9) are
equal. Then the thesis follows.
Let S ⊆ R1+m, and consider the function:
δ∗(λ;S) := sup
(u,v)∈S
[u+ 〈λ, v〉], λ ∈ D∗, (3.2.26)
and note that, if in (3.2.26) there were (θ, λ) ∈ R × Rm (instead of (θ, λ) ∈
{1}×D∗), then δ∗ should be the support function (see (1.2.9)) of S; therefore,
(3.2.26) is its restriction to the subset {1} ×D∗. The elements of the set:
Z(λ;S) := argsup
(u,v)∈S
[u+ 〈λ, v〉], λ ∈ D∗, (3.2.27)
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are the arguments of the supremum in (3.2.26); they may have one or more
components equal to +∞ (−∞ iff S = ∅); if the supremum is finite, but not
maximum, and (u, v) ∈ Z(λ;S) is finite, then (u, v) is a Weierstrass point.
In the sequel, S will take either Kx or E(Kx) and recall that TC denotes
tangent cone (Definition A.2.4).
Theorem 3.2.7 (image binding weak duality). Let x ∈ R.
(i) Suppose that δ∗(λ;E(Kx)) < +∞ for at least one λ ∈ D∗.
Then (3.2.10) is finite and equals both:
inf
(u,v)∈Z(λ;Kx)
λ∈D∗
[u+ 〈λ, v〉], (3.2.28a)
and
inf
(u,v)∈Z(λ;E(Kx))
λ∈D∗
[u+ 〈λ, v〉]. (3.2.28b)
(ii) Suppose that the condition:
TC(conv(E(Kx¯))) ∩ (R+ \ {0})× O = ∅, (3.2.29)
be fulfilled.
Then, ∃λ ∈ D∗ such that the infimum in the 1st side of (3.2.13) is
achieved at ((0, g(x)), λ), equals the 2nd and 3rd sides of (3.2.13), and
equals both:
min
(u,v)∈Z(λ;Kx)
λ∈D∗
[u+ 〈λ, v〉], (3.2.30a)
and
min
(u,v)∈Z(λ;E(Kx))
λ∈D∗
[u+ 〈λ, v〉]. (3.2.30b)
Proof.
(i) The nonemptyness of R implies the existence of (uˆ, vˆ) ∈ Kx ∩ (R×D).
Therefore, we have:
uˆ+ 〈λ, vˆ〉 ≥ uˆ, ∀λ ∈ D∗.
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It follows that, if λ ∈ D∗, then the supremum in (3.2.10) is ≥ uˆ. This
inequality and the assumption on δ∗ imply that the infimum in (3.2.10)
is finite. To complete the proof, it is enough to note that, because of
the very definition (3.2.27), the infimum in (3.2.10) (and hence, due to
Proposition 3.2.6, that in (3.2.22) with (v, λ) = 〈λ, v〉) does not change,
if the supremum is replaced by:
(u+ 〈λ, v〉)
|(u,v)∈Z(λ;Kx)
(respectively, by(u+ 〈λ, v〉)
|(u,v)∈Z(λ;Kx)
).
(3.2.31)
(ii) Thanks to Theorem 2.1.12, (3.2.29) is equivalent to the existence of a
separation between E(Kx¯) and H by the hyperplane
Hyp = {(u, v) ∈ R1+m | θu+ 〈λ, v〉 = 0,with θ > 0, λ ∈ D∗}.
It is not restrictive to suppose that θ = 1, so the separation gives us
the following condition on E(Kx¯):
u+ 〈λ, v〉 ≤ 0, ∀(u, v) ∈ E(Kx¯),
and that x is a minimum point of (1.1.1) because E(Kx¯) ∩H = ∅.
Obviously δ∗(λ;E(Kx¯)) is finite (it is equal to zero indeed), so (i) gives
us the thesis except for the existence of the minimum. Actually, using
the previous inequality it is easy to prove that the minimum is achieved
for (u, v) = (0, g(x)) and λ = λ:
inf
λ∈D∗
sup
(u,v)∈Kx
[u+ 〈λ, v〉] = inf
λ∈D∗
[〈λ, g(x)〉] = 0.
Example 3.2.4. In (1.1.1) set X = R+, p = 0, m = n = 1, f(x) = x2, and
g(x) = x. At x = O, we find:
K0 = {(u, v) ∈ R2 | u = −v2, v ≥ 0},
E(K0) = {(u, v) ∈ R2 | u ≤ 0 if v < 0, u ≤ −v2 if v ≥ 0}.
Set:
w(u, v; a, b) = u+ a(v + b)min{v, 0}, ∀(u, v) ∈ R2,
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where a, b ∈ R+\{0}. Therefore, the above w belongs to the class of standard
separation functions (2.2.19), where (u, v) ∈ R2, Γ = intR2+, γ = (a, b), and
w(v; a, b) = a(v + b)min{v, 0}, ∀(u, v) ∈ R2.
It is easy to check that the present w belongs to WR(Π) (see Definition 2.2.2),
and that the present w does not fulfil (3.2.21) (indeed, its restriction to v < 0
is antitone; see Definition 1.2.6). The supremum in (3.2.9) becomes:
sup
u=−v2
v≥0
[u+ w(v; a, b)] = sup
u=−v2
v≥0
u+ a(v + b)min{v, 0} = sup
v≥0
(−v2) = 0.
The supremum in (3.2.22) becomes:
sup
(u,v)∈E(K0)
[u+w(v; a, b)] = sup

sup
u≤0
v<0
[u+ av(v + b)] = sup
v<0
(av2 + abv) = +∞
sup
u=−v2
v≥0
(u) = 0
 = +∞.
Hence, the thesis of Proposition 3.2.6 does not hold.
The above example shows that the class WR(Π), given by Definition 2.2.2,
may be too large, and that its subclass of “isotone” functions, defined by
(3.2.21), may be much more adequate.
Example 3.2.5 (continuation of Example 3.2.1). The supremum in (3.2.9)
for standard linear separation functions , or the supremum in (3.2.10), be-
comes:
sup
v=−u2
(u+ λv) = sup
u∈R
(u− λu2) =
{
+∞, if λ = 0,
1
4λ
, if λ > 0,
and, in the 2nd case, is achieved for (u = 1
2λ
, v = − 1
4λ2
). With the same w,
the supremum in (3.2.22) becomes:
sup
u≤√−v
v≤0
(u+ λv) = sup
v≤0
(
√−v + λv) =
{
+∞, if λ = 0,
1
4λ
, if λ > 0,
and equals the previous one. The common value of infima (but not minima)
in (3.2.10) and (3.2.22) is, of course, zero.
Thus, the claim of Proposition 3.2.6 is fulfilled, but that of Theorem 3.2.7(ii)
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is not, notwithstanding the fact that the conic extension E(Kx) be convex; in-
deed, the regularity condition (3.2.29) is not satisfied, because TC(conv E(Kx¯)) =
R×R−. With the same w, consider now the 2nd side of (3.2.11); its infimum
(which must be evaluated at v = −u2) becomes:
inf
λ≥0
(u+ λv) = inf
λ≥0
(u− λu2) =
{
0, if u = 0,
−∞, if u 6= 0.
Therefore, the supremum in the 2nd side of (3.2.11) is zero, and the inequality
of (3.2.11) is verified as equality or the image weak duality gap is zero. The
3rd side of (3.2.11) becomes:
sup
v=−u2
v≥0
(u) = 0,
so that the three sides of (3.2.11) are equal, with zero as common value.
Example 3.2.6. In (1.1.1) set X = R, p = 0, m = 1 (so that I0 = ∅ I+ =
I = {1}, n = 1, and f(x) = x, g(x) = −|x|. At x = 0 (R = {O}), we find
K0 = {(u, v) ∈ R2 | v = −|u|},
The supremum in (3.2.10) becomes:
sup
v=−|u|
(u+ λv) = sup
u∈R
(u− λ|u|) =
{
+∞, ifλ ∈ [0, 1[,
0, if λ ∈ [1,+∞[,
so that the infimum in (3.2.10) is zero and is also minimum; it is achieved
for any λ ∈ [1,+∞[. The infimum in the 2nd side of (3.2.11) in the present
case (namely, of (3.2.13)) must be evaluated ∀ (u, v) ∈ Kx or at v = −|u|;
hence it becomes:
inf
λ≥0
(u+ λv) = inf
λ≥0
(u− λ|u|) =
{
0, if u = 0,
−∞, if u 6= 0,
so that the supremum in the 2nd side of (3.2.11), in the present case (namely,
of (3.2.13)) is zero.The same happens to the 3rd side of (3.2.11). Thus, the
three sides of (3.2.11) are equal to zero; the image weak duality gap is zero.
The assumptions of Theorem 3.2.7(ii) are satisfied; (3.2.30b) becomes:
min
(u,v)∈Z(λ;E(Kx))
λ≥0
(u+ λv) = min{+∞, 0} = 0,
84
3.2 WEAK SEPARATION AND WEAK DUALITY
where
Z(λ;E(Kx)) =
{
{(u = +∞, v = −∞)}, if λ ∈ [0, 1[,
{(u = 0, v = 0)}, if λ ∈ [1,+∞[.
Thus the thesis of Theorem 3.2.7(ii) is fulfilled.
As well as from the results in the IS we have drawn Theorem 3.2.5 in
the given Banach space B − in particular Rn if (1.1.1) is concerned − it is
useful to write the counterpart, in B, of the properties stated in the IS by
Theorem 3.2.7. Corresponding to δ(λ;Kx), and Z(λ;Kx), given by (3.2.26)
and (3.2.27), we consider now:
L∗(λ) := inf
x∈X
L(x;λ), Z(λ) := arg inf
x∈X
L(x;λ), λ ∈ D∗. (3.2.32)
Theorem 3.2.8 (binding weak duality). Let x ∈ R.
(i) Suppose that the feasible region R of (1.1.1) or (1.1.5) be nonempty,
and that L∗(λ) > −∞ for at least one λ ∈ D∗. Then (3.2.16) is finite
and equals:
sup
x∈Z(λ)
λ∈D∗
L(x;λ). (3.2.33)
(ii) Suppose that the condition:
TC(conv(E(Kx¯))) ∩ (R+ \ {0})× O = ∅, (3.2.34)
be fulfilled.
Then, ∃λ ∈ D∗ such that the supremum in the 1st side of (3.2.20) is
achieved at (x, λ), equals the 2nd and 3rd sides of (3.2.20), and equals:
max
x∈Z(λ)
λ∈D∗
L(x;λ). (3.2.35)
Proof. The feasible region of (2.1.5) is nonempty, iff R 6= ∅. We have that:
δ∗(λ;E(Kx)) = δ∗(λ;Kx), ∀λ ∈ D∗. (3.2.36)
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As a matter of fact, first of all, let us note that if λ ∈ D∗, then:
sup
(u,v)∈(uˆ,vˆ)−cl H
[ u+ 〈λ, v〉 ] = uˆ+ 〈λ, vˆ〉.
Because of the decomposition (3.2.23), we have that:
sup
(u,v)∈E(Kx¯)
[ u+ 〈λ, v〉 ] = sup
(uˆ,vˆ)∈Kx
sup
(u,v)∈(uˆ,vˆ)−cl H
[ u+ 〈λ, v〉 ],
and hence (3.2.36) is proved. Consequently δ∗(•;E(Kx)) is finite iff δ∗(•; (Kx))
is finite too. In the same way as in (3.2.17a), the condition δ∗(λ;E(Kx)) <
+∞ becomes L∗(λ) > −∞, and (3.2.28a) becomes (3.2.33) as (3.2.30a) be-
comes (3.2.35). Applying Theorem 3.2.7 we get the thesis for both (i) and
(2i).
From the function Z(λ), we can define the set:
M :=
⋃
λ∈D∗
(Z(λ)× {λ}) ,
and get this result.
Theorem 3.2.9. Let x¯ be a global minimum point to (1.1.1) and let A ⊆M
be such that there exists λ¯ ∈ D∗ with (λ¯, x¯) ∈ A. Then
f(x¯) = max
(λ,x)∈A
L(x;λ). (3.2.37)
Proof. From (3.1.2) it follows that
inf
x∈X
L(x;λ) ≤ inf
x∈R
f(x) = f(x¯), ∀λ ∈ D∗,
which implies
L(x;λ) ≤ f(x¯), ∀(x, λ) ∈M. (3.2.38)
Computing (3.2.38) for (λ, x) := (λ¯, x¯), we obtain −〈λ¯, g(x¯)〉 ≤ 0. Since
x¯ ∈ R, the previous inequality leads to the complementarity condition
〈λ¯, g(x¯)〉 = 0, (3.2.39)
and, in turn, to L(x¯; λ¯) = f(x¯), which completes the proof.
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