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ABSTRACT
Fully-diverse constellations, i.e., a set of unitary matrices
whose pairwise differences are nonsingular, are useful in
multi-antenna communications especially in multi-antenna
differential modulation, since they have good pairwise er-
ror properties. Recently, group theoretic ideals, especially
ﬁxed-point-free (fpf) groups, have been used to design fully-
diverse constellations of unitary matrices. Here we give a
systematic method to design space-time codes which are
appropriate for three-transmit-antenna differential modula-
tion. The structure of the code is motivated by the Lie
group   . The code has a fast decoding algorithm us-
ing sphere decode. The diversity product of the code can be
easily calculated and simulated performance show that the
code is better than the group-based codes [1] especially at
high rates and is as good as the elaborately-designed non-
group code [1].
1. INTRODUCTION
It is well known in theory that multiple antennas can greatly
increase the data rate and the reliability of a wireless com-
munication link in a fading environment. In practice, how-
ever, one needs to devise effective space-time transmission
schemes. This is particularly challengingwhen the propaga-
tion environment is unknown to the sender and the receiver,
which is often the case for mobile applications when the
channel changes rapidly.
A differential transmission scheme called differential uni-
tary space-time modulation was proposed in [2], which is
well-tailored for unknown continuously varying Rayleigh
ﬂat-fading channels. The signals transmitted are unitary
matrices. In this scheme the probability of error of mis-
taking one signal  
 
for another  
 
  , at high SNR, is proved
to be inversely proportional to     
 
  
 
 
 . Therefore
the quality of the code is measured by its diversity product
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where  is the number of transmit antennas and  is the
set of all possible signals. The design problem is thus the
following: “Given the number of transmitter antennas,  ,
and the transmission rate, , ﬁnd a set  of     
 unitary matrices, such that the minimum of the absolute
value of the determinant of their pairwise differences is as
large as possible.”
The space-time code designs for three-transmit-antenna
system are rare. Till now, some group-based codes and non-
group codes are proposed in [1]. The group-based codes,
mainly the 

codes and diagonal codes, are rare and do
not have good performances for high rates. The design of
the non-group codes are very difﬁcult and the decoding of
both codes needs exhaustive search. In this paper, we pro-
posed design methods for three-transmit-antenna systems.
The codes are motivated by the Lie group   . The rea-
sons of analyzing the Lie group    are as follows.
The design problem, as just stated, appears to be in-
tractable since ﬁrst the signal set and the cost function are
non-convex and second, the size of the problem can be huge,
especially at high data rates. Therefore, in [1, 3], it was pro-
posed to enforce a group structure on the constellation. This
has the advantages of simplifying the diversity product and
easy decoding [1, 3]. In [1], all ﬁnite fully-diverse constel-
lations that form a group are classiﬁed. And also, in [3],
it is proved that the only fpf inﬁnite Lie groups are  ,
the group of unit-modulus scalars, and   , the group of
unit-determinant   unitary matrices. However, no good
constellations are obtained for very high rates from the ﬁnite
fpf groups, and constellations based on  and    are
constrained to one and two-transmit-antenna systems. As
mentioned in [4], to get high rate constellations which work
for systems with more than  transmit antennas, we relax the
fpf condition by considering Lie groups of rank . (The rank
of a Lie group equals the maximum number of commuting
basis elements of its Lie algebra and it can be shown that fpf
groups have rank .) There are three of them: the Lie group
of unit-determinant    unitary matrices   , the Lie
group of   unitary, symplectic matrices   , and one
exceptional Lie group 

. Constellations based on   ,
which can be regarded as an extension of the Alamouti’s
???????????????????????????????? ????????? ???????????
scheme [5], are designed in [4] and simulation results show
that they have good performance. In this work, we analyze
  , which gives us    constellations.
The code we propose in this paper has a simple formula
from which the diversity product of it can be calculated in a
fast way. Necessary conditions for the full-diversity of the
code are also proved. Our conjecture is that they are also
sufﬁcient conditions. Simulation results show that the codes
have better performances than the group-based codes [1] es-
pecially at high rates and are as good as the elaborately-
designed non-group codes [1]. Another exceptional feature
of the code is that it has a fast decoding algorithm based on
complex sphere decoding [6].
1.1. Differential Unitary Space-time Modulation
Consider a wireless communication system with  trans-
mit antennas and  receive antennas. The channel is used
in blocks of  transmissions (for more on this model, see
[7, 8]). the system equations of block  can be written as:

 


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 

 
 
 
Here,   denotes the     transmitted signal with 	

the signal sent by the 
th transmit antenna at time .  is
the     complex-valued propagation matrix ,which is
unknown to both the transmitter and the receiver, and 

is the propagation coefﬁcient between the
th transmit an-
tenna and the  receive antenna and has an iid    
distribution.  is the  noise matrix with 

, the noise
at the  receive antenna at time , iid     distribu-
tion.  is the   received signal matrix. The transmit-
ted power constraint is
 

 
 	



     
so  represents the expected SNR at each receive antenna.
In differential modulation, the transmitted matrix  
 
at
block  equals to the product of the previously transmitted
matrix and a unitary data matrix 

 
taken from our signal
set . In other words,  
 
 

 
 
  
where  

 

. The
transmission rate is   

	


, where  indicates the
cardinality of our code. Further assume that the propagation
environment keeps approximately constant for  consec-
utive channel uses, that is, 
 
 
  
, we may get the
fundamental differential receiver equations [9]
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where 
 

 
 

 
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  
. We can see that the channel
matrix  does not appear in (2). This implies that differ-
ential transmission permits decoding without knowing the
channel information. The ML decoder of 
 
is given by
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It is shown in [2] that, at high SNR, the pairwise probability
of error (of transmitting 

and erroneously decoding 

  )
has an upper bound that is inversely proportional to the di-
versity product of the code.
2. PARAMETRIZATION OF   
Deﬁnition 1 [10]    is the group of complex    
matrices obeying      

and   .
From the deﬁnition,    is the group of complex    
unitary matrices with determinant . It is also known that
   is a compact, simply-connected Lie group of dimen-
sion    and rank   . Since we are most interested
in the case of rank , here we focus on   , which has
dimension . The following theorem on the parametrization
of    is proved.
Theorem 1 (Parametrization of   ) Anymatrix be-
longs to    if and only if it can be written as
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where     .  is a complex scalar with  	 .
 actually equals the determinant of the sub-matrix of 
by deleting the ﬁrst row and the ﬁrst column. This theorem
indicates that any matrices in    can be written as a
product of three    unitary matrices which are basically
  . (They are actually     unitary representations of
   by adding an identity block.) Now let’s look at the
number of degrees of freedom in  . Since     ,
there are  degrees of freedom in them. Together with the
 degrees of freedom in , the dimension of  is , which
is exactly the same as that of   . Based on (4), we can
parameterize matrices in    by entries of  and ,
that is, any matrix in    can be identiﬁed with a -tuple
  . There is also a interesting symmetry in (4).The
th matrix has an identity block at the    entry.
3.    CODE DESIGN
From (4) we can see that for any
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
 



 


in   , if any two elements of the -tuples are identical,
the difference matrix is singular. This is because that each
of the matrices in (4) has an identity block which results in
that the difference of any two matrices of the kind has a zero
block. That is, the identity entries spoil the full diversity of
the sets. Therefore, we need to replace the identity entries.
Note that the  in (4) can also be written as
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Another thing is that since the Lie group is not fpf, we can-
not use all the  degrees of freedom to get a fully-diverse
????????
code. Here, we want to sample the Lie group in an ap-
propriate way to obtain fully-diverse subsets. Therefore, to
simplify the structure, we set the middle matrix to be  
 
and discuss sets of matrices which are products of    
matrix representations. Note also that the    in the last
column of the ﬁrst matrix and   in the ﬁrst row of the
third matrix are used to make the matrices determinant .
However, in differential unitary space-time code design, we
only need the signal matrix to be unitary. Therefore, we can
further simplify the structure by abandoning the restriction
that each of the matrices are unit determinant. Deﬁne
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The following codes are obtained.
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Since the channel is used in blocks of  transmissions, the
rate of the code is   
 
	

	.
The code in (5) is not a subset of the Lie group 
anymore since the determinant of thematrices is now    
which is not  in general. However, the matrices in the
codes are still unitarymatrices. Since any matrix in the code
is a product of two unitary matrices, we call it the AB code.
In the following section, we will see that this handy struc-
ture results in a fast decoding algorithm.
A necessary condition for full diversity is that both the
sets 

 and 

 are fully-diverse. The 
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Theorem 2 (Calculation of the diversity products) For
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 indicates the imaginary part of the complex scalar .
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is, the determinant of any difference matrix can be written
as a function of Æ
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the diversity products of the codes equals
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possible values respectively, we only need to calculate the
determinants of      	           
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ones in the general case, where  is the cardinality of the
code. Actually, instead of , less than  calculations is
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Therefore, the computational complexity is greatly reduced
especially for codes of high rates.
Theorem 3 (Necessary conditions for fully-diverse) A nec-
essary condition for the code to be fully-diverse is 	
	 
	
   and at most one of 	  is even.
Our conjecture is that the condition is also sufﬁcient.
4. DECODING OF THE  CODE
Matrices in the code is a product of two basically   ma-
trices 

and 

and they have orthogonal design
structure with PSK elements. This handy property can be
used to get linear-algebraic decoding, which means that the
receiver can be made to form a system of linear equations
of the unknowns.
The ML decoder for differential USTM given in (3) is
equivalent to
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Since  and  have orthogonal design structure, the de-
coder can be written equivalently as
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is the vector of unknowns. Since
 is linear in the the un-
known vector  , we can use sphere decoding for complex
channels proposed in [6] with slight modiﬁcation. The only
difference here is that    and    are not independent
unknown signals but are determined by   and  . There-
fore, in the sphere decoding, instead of searching over the
????????
intervals for     and    , we calculate their values by the
choices of   and   respectively based on the formulas
 
  
 

 




 and     






. Since sphere decoding has
an average complexity that is cubic in the code rate and the
dimension of the system and at the same time achieves the
ML results, we have a fast ML decoding algorithm for the
code.
5. SIMULATION RESULTS
In this section, the performance of the AB code is compared
with group-based codes. The block error rate (bler), which
corresponds to errors in decoding the    transmitted ma-
trices, is demonstrated as the error event of interest. The
number of receive antennas is . Note that the AB code has a
fast decodingmethodwhile the decoding of the group-based
codes and the non-group code needs exhaustive search.
In Fig. 1, we compare the AB codes at rates   
with the group-based code 

at rate . We can see
that at the bler of  , the AB code is dB better than
the group-based code with rate  lower and is about dB
worse than the group-based code with rates   higher.
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Fig. 1. Comparison of the rate        AB code, rate
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In Fig. 2, we compare the AB codes at rates  	
with the group-based 

code at rate 	 and the care-
fully designed non-group code at rate 	. The plot shows that
the AB code at rate  has a much better performance than
the group-based code and is as good as the non-group code.
And also, the rate 	 AB code still performances slightly
better than the group-based code even with rate  higher.
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