Edges in networks often represent transfer relationships between vertices. When visualizing such networks as node-link diagrams, animated particles flowing along the links can effectively convey this notion of transfer. Variables that govern the motion of particles, their speed in particular, may be used to visually represent edge data attributes. Few guidelines exist to inform the design of these particle-based network visualizations, however. Empirical studies so far have only looked at the different motion variables in isolation, independently from other visual variables controlling the appearance of particles, such as their color or size. In this paper, we report on a study of the influence of several visual variables on users' perception of the speed of particles. Our results show that particles' luminance, chromaticity and width do not interfere with their perceived speed. But variations in their length make it more difficult for users to compare the relative speed of particles across edges.
Introduction
Networks consist of vertices connected by edges, that can encode different sorts of relationships between those vertices depending on the particular application domain considered. Often, these edges represent transfer relationships, especially when the network is directed. Such transfer relationships are closely related to the concept of flow: vehicles moving through a transportation network, message dissemination on social networks, disease propagation, power distribution through an electrical grid, etc.
When visualizing networks as node-link diagrams, this concept of flow can be illustrated by animating the links that represent transfer relationships, typically by having small glyphs -often referred to as particles -traverse those links. Depending on the nature of the relationships, particles will encode individual entities traversing the network (e.g., a specific plane going from one airport to another); or they will form repeating patterns that encode more abstract properties of the edges (e.g., the daily average number of passengers on that route). In the latter case, the repeating patterns of particles can be modeled as animated edge textures [29] . These textures enable visualization designers to map data attributes to both the variables that define the visual appearance of particles and those that define their behavior. Variables that define the visual appearance of particles include color, shape and size. Variables that define their behavior are essentially related to motion. They include particle speed, and the frequency of the particle pattern.
Enabling visualization designers to map data attributes to motion properties provides them with a larger design space. They have the opportunity to visually represent additional data attributes, in an otherwise fairly limited set of visual variables that basically consists of edge color, stroke width, dash pattern, and to some extent link curvature [20] . But designers can also consider motion variables as alternatives, as they have different qualities and might be more effective at illustrating flow-related attributes.
Many examples from the visualization literature feature animated edge textures or animated particles at large (see, e.g., [11, 12, 21, 24] ), sometimes serving specific purposes such as helping to relate groups of consecutive edges [7] , guiding visual search [36] , or illustrating dynamic propagation or contagion [1, 25] . They can also be found in more art-or design-oriented projects (e.g., [6, 13, 28] ) as well as in some commercial dashboard applications.
These diverse uses of animated particles hint at their potential. However, they have often been used in a relatively ad hoc manner, without clear guidelines about how to create effective visual mappings. Romat et al. [29] recently introduced a framework to explore the design space of motion-based visual mappings in node-link diagrams and to study their effectiveness in terms of perception. The initial studies reported in that article evaluated different motion variables, but studied them in isolation as a necessary first step. As discussed in Section 2, the visual perception literature suggests that the interplay between encoding channels could be complex, calling for additional studies that cross different channels. Indeed, motion variables might interfere with one another; and they might also interfere with variables that control the visual appearance of particles.
In this paper, we report on a study that investigates the interplay between particle speed, two particle-color attributes (luminance and chromaticity), and two particle-size attributes (length and width). Results show that neither the luminance, nor the chromaticity, nor the width of particles interferes with their perceived speed. Only variations in their length interfere with the perception of their relative speed across edges. We discuss these findings and illustrate applications with simple examples of mappings that make effective use of combinations of encoding channels to represent multivariate edges.
Background and Motivation
Motion started to be investigated in HCI as an "abstractly codable dimension in its own right" [3] as early as 1997. Focusing more specifically on its use in data vi-sualization, motion can be useful for presentations [16] and data storytelling [30] , for filtering and brushing [4, 14, 36] , for emphasizing spatial relationships, explaining functionality, illustrating causality [27, 5] . Motion is also used extensively in flow visualizations [19, 23, 26] and representations of other scientific data such as cosmological particles [18] .
Focusing even more specifically on network visualization, we find multiple examples of node-link diagrams that make use of some form of particles to visually encode data. Recent work on confluent graph drawing also hints at the potential of particles in combination with edge bundling [2] . Some visualizations map particles to individual entities that move through the network; others use more abstract encodings such as the previously-mentioned animated edge textures [29, 22] . Figure 1 -a shows an example of the former: a visualization of bike sharing data in New York City [28] . Figure 1-b shows an example of the latter: a visualization of the information flow between relays in the Tor network.
The above two examples share one commonality: they encode multiple data attributes on visual variables that define the appearance and motion of particles. In Figure 1 -a, particles move along trails that represent the bike routes. The shape of particles (brighter and taller at the front end) gives additional information: in what direction that bike is moving; 3 and how fast it is going, the particle's length representing how much distance has been covered in a range of two minutes. In Figure 1 -b, particles show how much data flow between pairs of nodes in the network. Particles can move at different speeds, and can have different colors depending on the type of service (general services vs. hidden services). But while such encodings do seem to make sense in these two particular cases, they remain, as most others, ad hoc design decisions.
Indeed, our understanding of the interplay between the different visual encoding variables that can be used with particles is limited. Romat et al. [29] studied different motion-related encoding variables (particle speed, particle pattern, pattern frequency). But as mentioned earlier, they only studied those variables in isolation, quantifying how many different levels participants could discriminate by comparing pairs of edges, only varying one motion variable at a time, and studying them in a single experimental configuration: white particles, all of the same width, traversing black links.
Yet, the perception literature suggests that there might be a complex interplay between different encoding variables. This might have a direct impact on which ones can be effectively combined, i.e., without variations of one variable interfering with the perception of values of another variable involved in the mapping. For instance, vision research tells us that contrast has an effect on perceived speed, motion direction and on the speed discrimination threshold. More specifically, chromaticity contrast and luminance contrast [38] both have an effect. See, e.g., [8, 17, 33, 34, 37] for a complementary set of references.
Such psychophysiological-level findings can guide and inform the design of motion-based visualizations, but they are insufficient to assess the perceptual b a Fig. 1 . (a) Information flow between Tor network relays [6] ; (b) bike sharing data [28] . efficiency of visual encodings involving moving particles in node-link diagrams. Indeed, no matter how large the motion perception literature [31] , the experimental setups involved in these studies mostly involve participants evaluating speed differences by looking at simple gratings or plaids. While these setups are appropriate in that context, they fail to capture the subtleties of visual perception in the context of complex visualizations that involve larger numbers of small graphical marks, that in our case might have more elaborate motion patterns. As recently stated by Szafir in her work about modeling color differences for visualization design: "[these] models [...] isolate the capabilities of the human visual system from the complexities introduced by real-world viewing" [35] . Her isolation assumption 4 and geometric assumption 5 also represent limits in our case, that call for studies about the perception of particle motion in node-link diagrams. Indeed, the use of motion on links is quite specific. Particles only move along predefined visual paths. The nature of the movement and the number of different directions, considering that edges have different orientations and that they can be curved, is very particular compared to the conditions evaluated in the above psychophysiological experiments. Beyond orientation, the distance between links to be compared might also have an effect, as spatial distance has been shown, for instance, to influence color difference perception [10] .
Empirical studies that focus on observing potential interferences between different visual and motion variables (chromaticity, luminance, size, speed) are necessary to get a clear understanding of their interplay, and then identify effective visual mappings that combine some of them to represent multivariate data in node-link diagrams.
Experiment design
We report on a series of experiments that assess users' ability to compare motion speed between two edges, when particles flowing along those edges also vary along a static visual variable. Each participant takes part in four experiments, presented in a random order, and performed in separate, non-consecutive sessions. Each experiment investigates the combination of speed and one of the following four visual variables (vv): Length, Width, Luminance, and Chromaticity. For example, for vv=Width, the experiment aims at answering the following practical question: do users perceive particles to be moving at the same speed when they are thin and when they are thicker? Figure 2 illustrates the experimental task. Participants are instructed to focus on two edges only (indicated by A and B). They have to adjust the speed of particles on response edge B so as to make it match that of particles on reference edge A. Moving the slider knob toward the left decreases the speed of particles flowing along edge B. Moving the knob toward the right increases it. At the beginning of a trial, the slider knob is always positioned in the middle of the slider. The slider has 120 steps, each step corresponding to an increment (resp. decrement) in speed that is proportional to the speed of reference edge A (slider unit = speed(A)
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). This design ensures that the target speed (i.e., that of reference edge A) is contained in the slider's range, but that it does not always correspond to the same position of the knob relative to the slider across trials.
We generate eight planar graphs, which are drawn without edge crossings. The presentation of these graphs is counterbalanced across experimental conditions. Layouts consist of 20 to 28 links, and 21 to 29 nodes, and are generated i ii Fig. 2 . Experimental task. (i) The system first indicates to participants which two edges they will have to compare. (ii) When participants press the Enter key, the visualization gets animated. Participants have to adjust the speed of particles on edge B so that it matches that of particles on edge A, using the slider on the right. using D3's force-directed algorithm [9] . Each layout meets the following requirements:
nodes are distributed in a spatially uniform way;
there is no pair of nodes that are too close to each other.
The resulting node-link diagrams have the following characteristics:
average distance between connected nodes: 61mm (min=18, max=165, me-dian=59); average distance of the two links to be compared: 147mm (min=105, max=194, median=148) 6 ; average length of these links: 66mm (min=42, max=106, median=64) 7 ; average relative difference in orientation between two links (modulo 180 • ):
All eight layouts are available on the companion website, as well as the data collected during the study. 8 The study of phenomena related to motion perception requires that we are very careful about the visual design of the experimental setup. In particular, we have to ensure that differences in luminance will not impact participants' perception of particles' color (i.e., avoid phenomena such as "dark particles on a light background appear darker than they actually are"). Szafir [35] showed that the minimal difference in luminance that is required in order not to impact the perception of color depends on the size of the visual mark considered. Based on her recommendations and on the minimal size that particles can have in our series of experiments, we computed a minimal difference of luminance of 11%. 9 A background color of (50,0,0) CIELAB and link color of (49,0,0) CIELAB ensure that particles always have a minimal 16% difference in luminance with both the background and the link itself, in all tested conditions. Each of the four experiments follows a within-subject design considering four factors:
speed A : the speed of reference edge A, speed A ∈{Low, M edium, High};
speed B/A : the initial speed of response edge B relative to that of reference edge A, speed B/A ∈{Lower, Higher};
-∆ V V : the difference in value between the reference and response edges for the considered visual variable (Length, Width, Luminance or Chromaticity). The difference can be small, medium, large or there can be no difference (∆ V V ∈ {Same, Small, M edium, Large}). Figure 3 details the exact values corresponding to these different levels, per visual variable. Factor ∆ V V is handled differently in the case of Chromaticity as it is two-dimensional, 6 Distance between links is computed as the minimum distance among all four pairs of endpoints between the two links. 7 Calculation of link length ignores the link's curvature. 8 To keep the submission anonymous, the companion website is provided only as supplemental material for now. 9 We use formula (8) in [35] considering that particles are small elongated marks that can have various orientations.
compared to Length, Width and Luminance, which are one-dimensional. For Chromaticity, we consider the four colors that correspond to the extrema of the two axes defining the chromaticity space in the CIELAB model (at a constant luminance level of 75), and test the following four difference cases: no difference (Same), and difference with one of the three other colors.
Perception studies with animated gratings have shown that visual variables can alter perceived velocity to a different extent depending on how fast the grating moves (e.g., [17, 38] ). They have also shown that the relative speed of another 'modifier' grating can affect the perceived velocity of the grating of interest [32] . In our experiment, factors speed A and speed B/A are introduced to account for these potential effects in the context of animated edge textures. To limit the duration of the experiment, we chose a sample of three values ({Low, M edium and High}) for the speed of reference edge A out of the six that were tested in [29] . Initial speed for response edge B was set relative to that of edge A in order to make the difference between edges sufficient to be perceivable without significant effort. Table 1 details the actual speeds we test in the different speed A × speed B/A conditions. According to recommendations from [29] , the emission frequency of particles is adjusted depending on their speed, in order to preserve a constant spacing between them. After a series of four practice trials (corresponding to a sample of possible conditions), each participant completes two blocks. Each block contains 48 trials, corresponding to the 24 (3 × 2 × 4) conditions, repeated twice. Conditions speed A × ∆ V V are presented in a random order. For each speed A × ∆ V V condition, the two conditions speed B/A = Lower and speed B/A = Higher are presented in series, but in a random order across conditions.
In each of the four experiments, motion variable speed is combined with a different visual variable vv: Length, Width, Luminance, Chromaticity. We have computed fifteen random orders of the four experiments to counterbalance their presentation across our fifteen participants. 
Participants & Apparatus
Fifteen volunteers (4 female), aged 21 to 42 year-old (average 26, median 24), all with normal or corrected to normal vision, no color blindness, participated in the experiments. There was no remuneration involved. We conducted the experiments on a PC Dell Precision 5520, equipped with an Intel core i7-7820HQ processor (3.9GHz), 16GB RAM, and an NVidia Quadro M1200 graphics card (4GB), driving an 27" DELL U2715H external monitor (2560 x 1440 QHD, 109 ppi). The monitor features a 16:9 ratio and a luminosity of 350cd.m 2 . Contrast ratio is 1000:1 (native), and 2000000:1 (dynamic). Participants are seated at a distance of 0.6m from the screen.
Results
The main measure of the experiment is ∆ speed : the absolute difference in speed between response edge B and reference edge A at the end of the trial. The lower this difference, the better participants are at estimating speed regardless of variations along another visual variable. In other words, ∆ speed is a measure of how much a visual variable (Length, Width, Luminance or Chromaticity) interferes with the speed motion variable. As all participants took part in each of the four conditions and experienced varying presentation orders, data collected across the four experiments can be handled as a single experiment with four factors (vv, speed A , speed B/A , ∆ V V ), whose design can be summarized as follows:
15 users × 4 levels of vv × 2 blocks × 3 levels of speed A × 4 levels of ∆ V V × 2 levels of speed B/A = 2880 trials in total A repeated measure ANOVA of the four factors on ∆ speed reveals a main effect for each of them.
We start our analysis with factor speed B/A as it has a main effect (F1,14 = 10.9, p < 0.0001, η 2 G = 0.03), but no interaction effect with other factors (p > 0.05). Participants were slightly less precise when they had to decrease the speed of response edge B to reach that of edge A (∆ speed = 4.1 mm.s −1 when speed B/A = Higher) than when they had to increase it (∆ speed = 3.1 mm.s −1 when speed B/A = Lower). This difference might be due to the fact that our ability to perceive changes is not linear. Actually, according to the Weber-Fechner law [15] , detecting a change from an initially-high level requires a higheramplitude change than detecting a change from an initially-low level. However, the effect of speed B/A is rather small and, as it has no or negligible interaction with other factors, we ignore it for the rest of our analyses. The remaining three factors all have a significant effect on ∆ speed , and they all interact with each other. First, factor speed A has a large effect on ∆ speed (F2,28 = 51.8, p < 0.0001, η 2 G = 0.31), which supports the Weber-Fechner law mentioned above: participants were worse at estimating difference at high speeds than they were at low speeds. We then look at factor vv, which is our primary factor of interest, in order to observe whether visual variables of different nature have different levels of interference with the speed motion variable. An ANOVA reveals a significant effect of vv on ∆ speed (F3,42 = 18, p < 0.0001, η 2 G = 0.11). Figure 4 , participants seem to have more trouble in estimating particle speed when the particles vary in their length. Pairwise comparisons between vv conditions using paired t-tests show that only the Length condition is significantly different from all other vv conditions (p < 0.0001). The other three visual variables are not significantly different from each other. Figure 4 also illustrates the interaction effect between vv and speed A on ∆ speed (F6,84 = 8, p < 0.0001, η 2 G = 0.07). Differences in luminance and length of particles have a higher impact on their perceived speed when particles move at a high speed.
As illustrated in
However, even in the speed A =High condition, only the effect of the Length visual variable is significant.
The last factor, ∆ V V , is the magnitude of the difference between the values of the considered visual variable on the reference and response edges. Its value must be interpreted relative to that of vv. We thus break down the rest of our analyses by vv condition, in order to better understand what happens under the different visual variable conditions. Figures 5 & 6 illustrate our results for each visual variable. For Chromaticity, Luminance and Width, only the effect of speed A , already mentioned above, is significant on ∆ speed (F2,28 = 22, p < 0.0001, η 2 G = 0.41, F2,28 = 39, p < 0.0001, η 2 G = 0.54 and F2,28 = 31, p < 0.0001, η 2 G = 0.44 respectively). Neither ∆ V V nor speed A ×∆ V V have a significant effect (p > 0.05). The situation is a bit different for Length. We observe three significant effects on ∆ speed : the effect of speed A as for other visual variables (F2,28 = 43, p < 0.0001, η 2 G = 0.54), but also the effect of ∆ V V (F3,42 = 13, p < 0.0001, η 2 G = 0.23), and of the interaction speed A ×∆ V V (F6,84 = 7, p < 0.0001, η 2 G = 0.12). The accuracy in estimating speed gets worse on average with larger differences in length, and this phenomenon gets amplified with the speed of particles. Pairwise comparisons between ∆ V V ×speed A support this interpretation. For example, in the speed A =Low condition, only Same is different from M edium and Large (p < 0.05), while in speed A =High condition, almost all pairs of conditions significantly differ (p < 0.05). We tentatively attribute this to the size-speed illusion studied in experimental psychology (smaller objects appear to move faster than larger ones -see, e.g., [39] ), although this remains speculation at this stage.
Summary of findings
In our experiment, the color of particles did not interfere with their perceived speed, suggesting that visualization designers can safely communicate two attributes on links using Speed and Color as the encoding channels. Regarding color, designers can make use of either chromaticity, which is typically useful to encode categorical attributes, or luminance, which is better suited to quantitative attributes. The perceived speed of particles was not affected by either of those variables in our empirical observations.
On the contrary, our study shows that variations in the length of particles' do have an impact on their perceived speed, and that interferences between speed and length get more important with large differences in length and at high speeds. This means that using Speed and Size in combination should be done with caution.
In particular, our results support that a Speed+Width encoding should be preferred over a Speed+Length one.
We illustrate these findings on two examples of possible combinations that do not cause interferences. The first combines Speed and Color to visually encode two edge attributes. The second combines Speed and Size. Animated versions of these node-link diagrams are available on the companion website. Speed+Color Figure 7 shows an example of a node-link diagram that encodes edge attributes using a combination of particle speed and color. This node-link diagram shows data about air traffic in the USA, where nodes represent airports and links aerial routes connecting airports. The graph data are multi-variate, with multiple attributes for both airports and routes that call for the use of multiple encoding channels. A particle-based node-link diagram is especially well suited to represent air traffic, as it effectively conveys the notion of transit from one airport to the other. The color of particles encodes the main type of payload on a route (mail, freight or passengers). The speed of particles encodes the average number of planes traveling on that route. The resulting visualization makes it possible to make comparisons per type of payload and across types of payloads. For example, the visualization shows that there are more planes with passengers traveling from Salt Lake City to Chicago than to Seattle, and that the number of planes carrying people to Chicago is higher than the number of planes carrying mail to San Francisco.
Speed+Size Figure 8 illustrates another example of an animated node-link diagram that shows Twitter activity of some politicians about two key topics: immigration and global warming. While the air traffic example above was using flowing particles to encode two attributes of different type (a categorical one and a quantitative one), this example makes use of particles to encode two quantitative attributes. Particle speed encodes the number of tweets mentioning Fig. 8 . A node-link diagram representing activity of some politicians about key topics on the Twitter social network (the data are fictional, generated randomly for illustration purposes only). The width of particles encodes the number of tweets mentioning the destination hashtag (e.g., Global Warming) over the last month. The speed of particles encodes the number of such tweets over the last year. a hashtag (shown as destination node) over the last year; particle width encodes the number of such tweets over the last month. This design choice makes it possible to see actors' engagement on both a short-and a longer-term basis in the same node-link diagram. For example, if we consider hashtag "global warming", the speed of particles shows that Emmanuel Macron and Angela Merkel were more active over the entire year than Vladimir Putin and Donald Trump were, while the thick particles for Macron reveal that he was the most active over the last month.
Conclusion and Future Work
When designing node-link diagrams that feature animated particles, combining particle speed with other visual variables should be handled with caution. In this article, we observed that variations in chromaticity, luminance and width did not alter the perceived speed of particles, while variations in their length did. These empirical findings provide guidelines about which combinations between particle speed and these four visual variables can be effective. But these findings also suggest that the particle pattern, a motion variable proposed in [29] , should probably not be combined with particle speed. Indeed, particle patterns are obtained by introducing variable-length interspaces to delimit series of particles that form a pattern. An interspace between particles is conceptually close to a transparent particle, which should thus not feature variations in length so as not to interfere with perceived speed.
The effectiveness of animated edge textures in node-link diagrams might also be challenged in the context of graphs that are larger than the ones tested in this study. Larger graphs will introduce a potentially larger distance between pairs of links that can make comparison based on motion difficult. Similarly, animated edge textures might be challenged with dense and non-planar graphs. A high density of links might introduce many motion 'distractors', while link crossings might impact users' ability to follow flows of particles. Such effects remain to be studied in order to assess how the use of animated particle flows, as encoding channels, scale with graph size and complexity. Finally, our results provide guidelines about combining speed with static visual variables when considered in isolation. Combinations of multiple static variables in the context of animated edge textures should be studied next. For example, luminance and chromaticity taken together might interfere with the perception of motion [38] .
