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(4) …詑殻時系列の ARモデル選択における ICの符仰の迷いは， ICの2:rt~沼の統計:設の
として捉えることができる。データが少ない場合は， IC はいずれも関ーモデルを選択するこ
とが期待されるが，データ数が増加すると BICは高次のモデノレの分解能が感くなる oCAI， AIC 




BIC < CAI < AIC 
という関係が成り立ち， ARモデルの持組li規準として， BICに絞べて AIC，CAI はよりフレキ
シブノレな情報散であると見倣せる O
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的で災tlJ的なモデノレが寵己悶帰モデル (AutoregressiveModel : ARモデノレ)である 3吋}。
ARモデノレば時系列の現:(:Eの鏑を，逃去の似に線形lζ依存する部分とそれでは表現できない部分



































そこで，我々は ARモデノレの抑制li'選択に(1)式で定式化された ICを導入して， 各 ICを仮説
検定と予紺という阿部から狩{泌する ζ とにした。従って，一概によ主惑は判定できないが，与えら
れた抑制方式下ではどの ICがどの条{*Tで betterであるかは議論することができる O
AIC: AIC(m)=n lag R88m十2m
BIC: BIC(m)出 nlag R.sm + m lag n (1; 
CAI :ω(m)=ll lag R川宅設自民
ー ???
R..削:Model(m)の践設分散 n:データ数
" Rssm=す忍〈Xt-EめXt_i)2 m : [~!rjヨノfラメータ数
II-l ARモデノレにおける AICI8・20)
時系列 {X，; l=l，…， n} ， ARモデルを(2)式で定義する。
主odel(AR(m)): x， a品目s十$j (2) 
11は次数，a{は自己間制係数で，e; は平均 0，分散がの正規分布とする。 換言すれば，過去の
li!l X'_m，…， Xl_l が l子えられた時には，んは平均 alX'_l い・・ ~1-amXt-flo 分散 (]2 の正規分布に従う。
ここで，X1-wt…， Xoばj現金1]とし Xl，…，x" Iζ関する尤!立を与すえると，




" 1 f(x， I X'_m，…. x，_，) 
となる。 f(xtlxt_m ， … • x，_，)はλ'l-mt…，Xt_lがWE知の下でのおの条例2付分布であり，
Xt_1ト…十OmXt_m，分散。2のJE規分布の密度関数であるから，
(4) はÞ{… 2~2(xtーさのあ吋rJ1 f(x，lx円山…. X，_l) 
となり， Model(AR(m))の)tBi!:は(5)]:¥:でおわされる。
(5) 会(Xt一会仏ιn1 L(al， "'， a附
(別式の対数をとって，対数尤皮 1r立
? ?会(Xi…かん)1 -210g2rgz l(al，…， ciml 02) 
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(9) 二ι(C瓜 0)…会のC(i， め)
これを(6)式に代入して最大対数j乙l立はとなり，
UO) n 7110g2π&2 1 (a1，…， cIt1J1 82) 
その AICこの m次の ARモデjレは 117+1仰のi司Flパラメータを持っているので，
… 21(rI1， IIm' &2)十2(1ワH-l)




















のデータ {Ok(i): i=l，…， nlt} ， {O/(i) : i = 1，…， nl}が違う正規分布に従うと仮定して(14)式のそ
デノレを考える。
M蜘叫叫o“他似d白elω2， σ川 ) :f六m仰(押0 (14) 
{μ仰1，af 0がテデa一タ 0仇kIにこj属寓する;滋場合
ここで(μ，(2) = ，
lμ2， a~ 0がデータ 0/Iζ属する場合
もし，データ Okとめが悶じA規分布に従うなら μ1口 μ2=μ.ur 口a~=a2が成立し，。がどちらに
していても，
Mode川川):川 (15) 
が成立する。 ζのモデノレは Model(μ1，μ2，σt，uDに{Il 向，a1 =aiなる制約与を翻した自8]ノfラ
メータ数2の条件付分布モデルと見倣せる o Model(pl'μ2， u~ ， ui)を仮定した1寺の対数允皮は
側式となる。
l(μμ 。tai) =~ log f(川 )!pl.ar)十話logf(O/川
ロ…1!:，，~log 21t-n! -log aî---0~2 (か (i)2 -2μ忍仇(i)+nltpf) 
L- L- ムυ¥j=l おお
--~-log 21t - .!~~-log a~-…L{話。I(i) 2…2，uz話。/(i)十nlμ合
":;U2 ¥1=1 1=1 . I 
-?bg2π一手IM--hiSod)2-2μ10必ト向r}
~.log a~-2討議 Mi)2 -2μ20/+nlp~} (16) 
ただし
η口 nJt伽トn1 Okロ2:Ok(i) 0/=2: O/(i) 
対数ゴtl交を (μ1，ai) Iこ関して議大化するには， (16)式の最右辺2行間を3考えれば良いから，f設尤
指定設は
{11口合， nk dh7友詔Ok(め2-{1i (1骨
となるo問機に (f12，auの最尤推定告をは，最右辺3行釘の最大化により
{1z口ι， n/ 併合喜久(i)2-M (18) 
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となり，最大対数尤度は(19)式となるO
I 7A_ _2 nl nl J(Pijh di，81)z-flog2r-5LlogGiー…γーすlogû~ーす
(19) 口合log2π一千lqdi-4logoiーを
Model(μ， {-t， q2， (2)を{反定すると，対数尤l!tが
l (p，.a2)ー をlog214-~ log a2 
(初)一歩{か(i)Lト言。，(i)2-勾伽ム)切2}
となり， 1泣尤推定盤および最大対数尤度は(21)，間式となる。







従って， Model(μ!， μ2， qi， σ~) ， Model(μ，μ， q2， (2)の AIC!ま
AIC(μ1 ， μ2， σi， σ~) =n log 214-ト12&log aトI-nllogâ~十ルト2x4
AIC(μ， {-t， q2， (2) = n log 214十12log aしトn十2x2
となる O 側式はデータ Ok(i)にModel(μhqDをあてはめたi時の
AIC(μ1 ， σi)口 nl~ log 214-トnllog ar→-n&十2x2
とデータ Ol(かに Model(向， σi)をあてはめたj時の






1I -3 FPE (Final Prediction Error)とAI02-2Sl
最尤法であてはめた回帰モデルによって予測した!ほの，平均2釆予測誤差を見積る
で赤池の FPEがある O
(26) FPE=怠なn?a2 (n-m) -
fj2口士会(Xt一会仏Jただし
乙れは，モデルをあてはめたn寺の説明j変数の分布と，予測するlf寺の説明変数の分布が…放してい
る時の平均2J1と予d!tlf!':殺の推定盤である。 ここで. (26)式の対数をとってデータ数 η をかけると
n-iωη1 
叩 J刷ogμ丘山叫十ι与云討向j) 




となるから，nが光分に大きい/1寺(1)式の AICと 1log FPE は定数を除いて近似的に
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対象とする気象嬰楽は， JH日月平均気rliL 日平均気tlil. 資料は京
都大学農学部族禅林気象報告主演習林観測所からとった O lにその概袈与を示す。
炎-1 気象袈殺と基礎資料紙製
Table 1. Outlines of applied meteorological elements ancl data sampling fo1' moclelling 
Meteorological elements Sampling term Data length 
Da ily mean of air 
1 9 8 3.J a n " 1 -3 1 
1983. Aug， 1 -31 31 
temperature 
1984. Jan. 1…31 
Annual record of maximum 
1925. - 1984目 60 
snow depth 
Monthly total precipitation 1969. Jan， -1984. Jan， 181 
Monthly mean of air 
1966. Jan， -1984. Jan. 217 
tempera ture 
明Remarks-
Location of the observatory of Kyoto University Forest in Asyu is just where latitude 35. 18 
N meets longitucle 135. 43E， with 359 meters above the s日alevel. 
The average annual t巴mperatureis 13. 50C with the maximum 39.0oC and minimum -19.5 
OC; the precipitation is more than 2500mm， ancl especial1y lhere is heavy snowfall amounl-
ing 1 to 1. 5 meters on the level in winter. 
IV 解析結果と考察
]V--1 日平均気慌の時系列術道・と予測モデノレ
1983il~ 8月 11こ1-31ほの 1]'1乙均気焔のデータをJTjいで，この月のある日までの記録に法づいて，
翌日の平均気砲を予測する ARモデル与を符えるのただし， ARモデルの絞次数は10次までと
する。表…2より， 4次の ARモデノレが MAICEモデノレとなり，いずれの ICもこのモデルそ
政良なモデ/レとして選択している。 このそデjレを)FJいて， r 5日目」以降の平均気協を予測して




Order:次数 IC: AIC， BIC， CAI Variance:残務分散
Tabl日 2. Order determination and estimation of AR mod巴lsp巴rfo1'medby the MAICE 






























































































MAIC沼 Order口 4 Minimum AIC口81.65 
Residual Variance口 0.59068D+00
AR Mod色1:














i濁 1 Model (4)による1983年8nの各伐の平均気磁の予測 .:観測依 0:予測鮫
Figur・e1. Plot of p1'edicted市aluesfo1' daily mean of ai1' tempe1'alure in Aug. 




同様に， 1983年 1月 1Iヨ"""31日のデータ{こ対して ARモデノレそあてはめ， このそデノレを矧い
で翌年19846f~ 1月の日平均気協を予測する。表…3より， 1次のそデノレのあてはまりが段も良い
ことがわかり，各ICt立時ーモデルを選択している o 1iS1-2 は， ζ のモデルから r2 日 I~IJ 目、持
の気視を予測したもので，全体fねな傾向は比較的良く近似されている。この場合の自己相関関数





Table 3. Order determination and芭stimationof AR models performed by 
lhe MAlCE procedure fo1' prediclion of daiJy mean of air・lem愉
perature in Jan. 1983 
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MAICE Order口 1 Minimum AICロ112.08
Residual VarIance=0.191303D+01 
AR Model: 
X"出 O.5008Xn-1 +e" 
e"喝 N(O，1. 913) 
(.c) 
@一一⑧ OBSERVATIONS 










凶-2 Model (1)によるヨ佐々三 (1984基I~) 1月の各臼の平均気織の予測
Figure 2. Plot of predicted values for daiJy mean of air temperature 


















Month Frequency Relative Freq. (percent) 
11 。 。
12 3 4.76 
1 15 23.81 
2 38 60.32 
3 7 11.11 
4 G G 





0¥925 1935 1945 1955 1965 1~lT!5 VξAR 
12S1-3 1925--1984年の1I年滋挙における段火iJ!1滋深月の拶{皮とi法大秘密深
Figure 3. Plot of annual record of maximum snow depth 
in winter from 1925 to 1984 
表-4 MAlCE による降怒号努の汲大積雪深の予測モデルの決定
Tab!e 4. Order d♀termination and estimation of AR models performed by 
the MAICE procedure f01" prediction of annua! record of maximum 
snow depth in winter season 
ORDER VARIANCE 
《??













































































O. 961709D 十 03
MAlCE Order出 5 Minimun AIC出 600.38
r~esidua! Varianceニ=0.106258D+04
AR Mode!: 
X"口O.1034X，-I-O. 1769X"_2 -O. 1779X"-3十O.0689X，_4 -O. 4108Xn-5 + Sn 
S"開 N(O，1062.58) 
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およびこれに乱数を加えてシミ品レーシ 3 ンした服組系列は，部データの q'á:t~l:Iζかなり近づけら









とい{JAR MOOEL (t，埼 0)








o 0.03 0.16 0.31 0.47 0.5 f 
FREGUENCY(CYCLE/YEAR) 
~l-4 lVIodel (5) : <j= 0， lVIodel (5)十乱数:ejや0， 観測データからのコ
レログラムとパワースベクトルの比絞
曜語:観測デー タ 0: Model (5) 口:lVIodel (5)十乱数
Figure 4. Comparison of spectral qualities of the fo¥lowing time series dala; 
original data， lVIodel (5) and simulated lVIodel (5) 
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@ー噛 OBSERVATIONS
0---0 ESTIMATED VALUES 
O' 1925 1935 1~45 195 1965 ，iI75 VEAR 
ぽl…5 Model(5) による各年の後大級~~誌の予測 .:観測値 0:予測倒
Figure 5. Plot of predict己dvalues for annual r芭cordof maximum S110W 












.:t'n口 0.1034x.ト 1-0.1769xn_z-0.1779x.._3十0.0689xト 4-0.4108x.ト 5十E:n
E:"同N(O，1062. 58) 






















200.00 180.00 60.00 80.00 100.00 120.00 時0.00
TI何ESERIES OF OBSERVED MONTHS 
1'2S1… 6 1969年1月-1984&:j".1月の月7.lIJ降水滋
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0: R(1:) 0: R(，)=R(O)-" 世話O.72 
Figure. 7. Comparison of correlograms between monthly total precipitation 
and Markov process derived from theoretical for・mulaas the 













←-0 R(τ) = N(0，a2) 。2=86.38 
0.5 
O 
10 20 30 40 50 60 
LAG(MONTH) 
図-8 季節変化のパターンどを除去した雨経系列のコレログラムと乱数から生成し
た擬{以系列のコレログラムの比絞 口:雨滋系列 0: jil!似系列
Figure 8. Comparison of correlograms between tim巴 5er・iesof monthly total 








このf:lH設時系列に対して， MAICEモデノレを判定したのが表-5である。 AIC，CAI はいずれ
も2次， BlCは1次の ARモデルを選択しており， コレログラムから後討した結果を袈付けて
表-5 MAI切による月別降水般の予測モデルの決定
てrabl己 5. Order d巴terminationand estimation of AR models performed by the 
MAI偲 procedurefor pr巴dictionof monthly total precipitation 
ORDER AIC BIC CAI VARIANCE 
・........・.・骨骨骨・・・・ーー・岨帽曲嶋輔副楠・・・a・宙輔'司柚噂暢冊・・・・.'輪場・ー....世晶幽...崎‘ 4・・h ・・嚇場・・・・・・・・ e鴨緑陶帽・ー・情胡・・・・ー・4・・・-~._.._.....・咽・・......崎由 4院修.......，陣...事骨.........咽際情骨句幽岨・ーー......・・・跡ー........剛帽骨骨...'。 2079. 30 2082.50 2081. 36 0.564713D 十04
1 2066.67 2073.07 2068.81 0.520878D 十04
2 2066. 15 2075.74 2068.38 0.513667D 十04
3 2066. 85 2079. 64 2069. 19 0.509983D 十04
4 2068. 61 2084.60 2071. 09 O. 509311D+ 04 
5 2070. 57 2089.76 2073. 22 0.509215D 十 04
6 2070. 72 2093. 11 2073. 56 O. 504041 D十04
7 2072. 68 2098.27 2075.74 O. 503928 D 十04
8 2073. 23 2102.02 2076. 52 0.499892D 十 04
9 2074.64 2106. 62 2078. 20 0.498266D 十 04
10 2076. 58 2111. 76 2080.44 O. 498103 D 十 04
11 2076.99 2115. 38 2081.17 0.493760D 十 04
12 2077.64 2119. 22 2082. 17 O. 490070D+ 04 
13 2078. 82 2123.60 2083.73 0.487859D十04
14 2072.59 2120. 57 2077. 91 0.466187D十04
15 2074. 51 2125. 69 2080. 27 0.465982D十 04
16 2076. 32 2130.70 2082. 55 O. 46 5 494 D + 0 4 
17 2078. 32 2135. 90 2085. 04 0.465488D+04 
18 2079.72 2140.49 2む86.97 0.463936D十 04
19 2080.48 2144.45 2088. 29 0.460767D 十 04
20 2082. 45 2149.62 2090. 85 0.460692D 十 04
21 2084. 19 2154. 56 2093. 22 O. 460039 D十 04
22 2085. 01 2158.58 2094. 71 0.457058D+04 
23 2086. 97 2163. 73 2097.35 0.456935D十04
24 2087.85 2167.81 2098. 97 0.454125D十04
25 2089.62 2172.78 2101.50 0.453551D+04 
26 2085. 71 2172. 07 2098.40 0.438990D+04 
27 2084.35 2173.91 2097.88 0.430912D十04
28 2081. 60 2174.36 2096.00 0.419747D十 04
29 2082.也9 2178.94 2098. 30 0.418326D十04
30 2084. 99 2184. 14 2101. 26 O. 418325D+ 04 
31 2086. 73 218告.09 2104. 00 0.417743D十04
32 2088.58 2194.13 2106. 88 O. 417379 D十04
33 2089.45 2198.19 2108.82 O. 414779D十04
34 2090. 43 2202.38 2110.93 0.412465D十 04
35 2092.40 2207. 54 2114.06 0.412385D十04
36 2092. 66 2211.01 2115. 54 0.408452D十 04
37 2091. 21 2212. 76 2115. 34 0.400740D 十04
38 2093. 12 2217. 86 2118. 55 0.400536D十04
39 2090.10 2218.04 2116.88 O. 389585D 十04
40 2091. 81 2222. 95 2119.99 O. 388961 D十04
MAICE Order・口2 Minimum AIC口2066.15 Residual Va1'Iance=O. 513667D十04
AR Model: 
Xn=0.24496Xn_l十0.1744Xn-2-トs"








。:o BSERVATJONS 。-εSTJMATEDVALUES 
1974. JAN. 1979. JAN 1984.JAN 
Model(2)による月別降水i誌の予測 a ⑧:矧i同lJft立 0:予測似
Plot of predicted values for monthly lotal precipitation by Model(2) 
いる。 IC1iJの汗'filiの設は，この場合ほとんど有;訟ではないと見倣して良い。従って， [説法系列
の|当日手m鹿沼数は単純マノレコブ裂に近(以されることが拙測される。




X" -O. 24495x"_1 + O.11744xn_2十E:"
E:n却 N(O，5136. 67) 
関-9は， このそデルをj羽いでn してプロットしたものである。
W… 4 月平均気協の時系列構造と予測モデノレ38)
































200.00 2YO.00 280.00 
OF OBSERVED MONTHS 
関-10 19666:1三1月--19841:f，lljの月別平均気泌





10 20 30 40 50 60 
LAG(MONTH) 
cgj-l1 月別3JZ均気滋から若手主主したコレログラム






AIC出 40 BIC=12 CAI=35 
残鐙分散は，パラメータの精力日に対して指数限数的に減少し，各 ICはこの残禁分散を殺しく
減少させるそデルをいずれも的憾に採用している。その:制球においては，いずれの ICも反応性
は良好である。ケチの原理 CPrincipleof Parsimony)に従うならば BICの選択を採用する ζ
とが考えられ，この場合，持続性は時定数で12ヶ月となる。しかし，ほJ-12の時系列のコレログ
1.0 
R(1:) ~ CORRELOGRAM 
ト唱只(1:) ←.. R(1:) = NCO，a2) 。2=1.336
O 
ー0.4
o 10 20 30 40 50 60 
LAG(MONTH) 
間一四季節変化のパターンを除去した気泌系列のコレログラムと乱数から生成し
た阪似系列のコレログラムの比絞 0:気泌系列 CT: j疑似系列
Figure 12. Comparison of corr邑logramsbetween lime series of monthly mean of air 




Table 6. Order determination and estimation of AR models performed by the 
MAICE procedure for prediction of monthly mean of air temperatur・巴
OROER AIC BIC CAI VARIANCE 
-・嗣ー..・凶量制噛..・・噂物輸耐嶋崎4・...・...骨....w咽骨骨....~.暁4・OH." ー. ..骨開帽骨酬島'晶...島合・.・ー・-..句"・咽.........・・4・'H'"酢聞..，蜘暗唱..，蜘帽事骨院q・・・・a明暗骨..・..。 1474. 34 1477.72 1476.39 O. 5178400十02
1 1198.18 1204. 94 1200. 29 0.1437150十02
2 917. 03 927. 17 919. 22 O. 3897820+ 0 1 
3 849.63 863. 15 851. 91 0.2830870十01
4 790. 60 807. 50 793. 00 0.21368告D十01
s 763. 75 784. 03 766. 28 0.1870860十01
8 763. 81 787.46 766. 50 0.1854190十01
7 765. 65 792. 69 768. 52 0.1852900十01
8 761. 79 7告2.21 764. 86 0.1803530十01
9 751.92 785. 72 755. 21 O. 1707510十01
10 751. 39 788. 57 754. 92 0.1687680+01 
11 725.宮7 766. 52 72告.76 0.1487340 十01
12 708. 48 752. 42 712.56 0.1359610十01
13 710. 06 757.38 714. 45 0.1356970十01
14 710. 98 761.67 715. 70 0.1350210+01 
15 709. 25 763. 33 714. 32 O. 1327220十01
16 710. 28 767. 73 715.73 0.1321280 十01
17 710. 17 771. 00 716. 02 0.1308490 十01
18 711.自s 776. 19 718. 26 0.1307350十01
19 712. 33 779.93 719. 07 0.1297480+01 
20 713. 88 784. 86 721. 10 0.1294800 十01
21 715.36 789. 72 723. 08 O. 1291710 十01
22 716. 70 794. 44 724‘95 O. 1287790+ 01 
23 707. 47 788. 5宮 716. 27 0.1222800十01
24 694. 66 779. 16 704. 05 0.1142140十01
25 690. 52 778. 39 700. 52 O. 1110250十01
26 692. 51 783. 77 703. 15 O. 1110250+ 01 
27 693. 45 788. 09 704. 76 0.1104840 十 01
28 694. 47 792.49 706. 47 O. 1099840+ 01 
29 696. 16 797. 56 708. 89 0.1098280 十01
30 695. 23 800. 01 708. 71 0.1083550十01
31 696. 75 804. 90 71. 01 O. 1081140 十日l
32 698. 56 810. 10 713. 64 0.1080220 十01
33 700. 45 815. 37 716. 38 0.1079680 十01
34 694. 35 812. 64 711. 15 0..1040080+01 
35 679. 92 801. 60 6978.643 8 0.9642490+ 00 す6' 679. 83 804町 89 0.9550200+00 
37 679. 82 808. 26 699. 45 0.9462190+00 
38 681. 69 813. 51 702. 33 O.宮456580十00
39 683. 69 818. 89 705. 37 0.9456580十00
40 676. 74 815.31 699. 50 0.9074180+00 
41 677.99 819. 95 701. 86 0.904304D+00 
42 679. 69 825. 03 704. 72 0.9030580十00
43 681. 16 829. 88 707. 37 O. 9008600 +00 
44 682. 43 834. 53 709.87 0.8978310十00
45 684. 29 839. 76 712. 99 0.8972320 十00
46 685. 88 844. 74 715. 88 0.8955590十00
47 684. 83 847. 06 716. 17 0.8830310十 00
48 686. 67 852. 29 719. 39 0.8823990十 00
49 687. 78 856. 77 721. 92 0.8787670+00 
50 688. 01 860. 39 723. 62 む.8716600十00
51 690. 01 865. 76 727. 12 0.8716330+00 
52 690. 85 869. 98 729. 52 0.8670000十00
53 692. 44 874. 95 732. 70 0.8653450十00
54 693. 74 879. 64 735. 64 0.8625890+00 
55 695. 74 885. 01 739. 33 0.8625770+00 
56 696. 79 889. 45 742. 11 0.8588250+00 
57 697. 93 893.96 745. 02 0.8554060+ 00 
58 699. 93 899. 34 748.85 0.8553990+00 
59 701. 14 903. 94 751. 94 0.830599D十00
60 697. 54 903‘72 750. 27 0.8305990+00 
MAlCE Order=40 Minimum AIC=676.74 Residual Variance=O. 90742D+OO 
AR Model: 












(1)式で定義した IC統計澄は，右辺2項目の違いとして比較できる o BIC. CAIは2境問に関
山パラメータ数 m とデータ数 η の21嘉子を含み. AIC は自由パラメータ数のみに依存してい
るo そこで，データ数 nを変化させた場合の 2:明日の挙動を次数との関係で示したのが関-13
である。
BICは，データ数が地加するにつれて2;境問の蛸きを増大させ AIC.CAIとの澄が者:しくな
る。抵次でモデルが選抗される場合は AIC.CAI !ζ近い結果を得ることがf位定されるが， jl向次
においては2境問の影響に過大に民応し高次のモデル選択が関難となることがわかる o CAI は
データ数が檎加すればするほど AICに漸近し，同一モデノレあるいは近鋭モデルを選択する傾向



























データ数の変化(C対する胞の 2~良沼の挙劾と次数との関係 (N間 30， 60， 180， 500) 
2N(1川匂1)AIC(m)"，2m BIC(m)"'m log N CAI(m)"，……ー…一一
N-m-2 
Relationship between the second t.erm estimation of the IC and order ¥Vith 
the change of data 1εngth 






































































ui詔 O.05 q~出0.10 q~=0.50 













J:iJ.立波十雑誌=の j疑似系列 x(1) 
を{限定し，正規乱数より生成した
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lヌi…15 qI=0.05 o緩乱立系列に対する ARモデノレのあてはめと減幾分散， ICの次
数に対するパス
鰻:成主主分散 0: AIC 白:BIC ⑧: CAI 
Figure 15. Relationship between the IC estimation and residual variance with 
the change of order 




I~J-16 ModeI(l5)， Model(32)， Model(62)による qa=0.50のi疑似系列に対する予dlU
一:擬似系列 x(t) .: Model(l5) 0: Model(32) 口:Model(62) 
Figure 16. PJot of predicted vaJues for the test model (qi=0.50) by the foIJowing 





結果は，ノイズレベル{こ関認なくいずれのケースも MAICEモデノレとして BIC出 15CAI出 32
AIC=62の ARモデ、Jレが選択された。 況のモデルがi日立波であることを仮定しているので，各








定を(泌).(:羽式lζ定義した AICで検討する o 各時系列iこ対するモデルを Model(μhσi)，正規乱
数により得られるそデノレを Model(μ2，ooDとし，両者が認なる正規分布に従うそデルと仮定し
て
Model(μ1，μ2， or， oo~) : f(y I 1， (12)口 1 。-(y同 ，)2/2l
を考える。この Model(μ1，μ2，oi， ooDとModel(μ，μ，002，002)に対して AICを算定した結果
が表-7であり，悶:段時系列，気臨時系列のいずれのモデル!と対しでも
AIC(μ，μ，σσ2)<AIC(μ1，μ2， or，σb 




Table 7. Identification of time series eliminated the efect of 
seasonal change in case of monthly pr巴cipitation





(μhμ2， qr， (2) 
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Resume 
The IC (Information Cr・iterion)is useful in selecting a model objectively when various 
models of .different orders seem to fit equaIIy. 
In this paper. the difficulty in deciding the order of an AR model (autoregressive model) 
in time series of the foIIowing meteorological data: 
① daily mean of air temperature， @ annual record of maximum snow depth， @ monthly 
total precipitation and o monthly mean of air temperature are discussed. 
The results of the behaviour of autocorrelations are rather simple and any significant 
cycle cannot be found except the seasonal change in case of monthly precipitation and 
air temperature. To eliminate the effect of seasonal cycle， the time series is decomposed 
into two parts， the part of seasonal cycle and the remaining part with a slight persistence. 
Correlograms of the remaining part show a typical pattern of Markov process， therefore 
the advantage of this procedure lies in it日useof the AR model which is one of the most 
versatile models of time sεries. 
Even if without any other information fo1' 1'educing the set o[ possible AR models， the 
b巴haviou1'of employed IC may suggest the assignment of some upper and lowe1' limits of 
AR models. 
It is 1'emarkable that these steps ove1'come many of the difficulties of the o1'de1' dete1'-
mination of AR models and provide a basis fo1' the development of identification of higher 
order AR models. 
