Stochastic Gradient Descent (SGD) is a popular tool in large scale optimization of machine learning objective functions. However, the performance is greatly variable, depending on the choice of the step sizes. In this paper, we introduce the exponential step sizes for stochastic optimization of smooth non-convex functions which satisfy the Polyak-Lojasiewicz (PL) condition. We show that, without any information on the level of noise over the stochastic gradients, these step sizes guarantee a convergence rate for the last iterate that automatically interpolates between a linear rate (in the noisy-free case) and a O( 1 T ) rate (in the noisy case), up to poly-logarithmic factors. Moreover, if without the PL condition, the exponential step sizes still guarantee optimal convergence to a critical point, up to logarithmic factors. We also validate our theoretical results with empirical experiments on real-world datasets with deep learning architectures. * The first two authors contributed equally to this work.
Introduction
In the recent 10 years, Stochastic Gradient Descent (SGD) [Robbins and Monro, 1951] has become the most important ingredient in Machine Learning pipelines. Practitioners prefer it over more sophisticated methods for its robustness and simplicity, that allow the same optimization algorithm to seamlessly be used from convex to non-convex domains. Yet, this generality comes with a cost: SGD is far from the robustness of, e.g., second-order methods that require little to no tweaking of knobs to work. In particular, the step size is still the most important parameter to tune in a SGD algorithm, carrying the actual weight of making SGD adaptive to different situations.
In this paper, we focus on smooth non-convex functions satisfying the Polyak-Lojasiewicz (PL) condition. This condition was introduced by Polyak in [Polyak, 1963] , where it was shown to be a sufficient condition for gradient descent to achieve a linear convergence rate. It also came as a special case of the Lojasiewicz inequality proposed at the same year [ Lojasiewicz, 1963] . PL condition is a weaker condition than strong convexity, while still allowing linear convergence rates [Karimi et al., 2016] . Moreover, it has been observed or proved for neural networks and also holds for a broad family of convex functions [Hardt and Ma, 2017 , Xie et al., 2017 , Zhou and Liang, 2017 , Charles and Papailiopoulos, 2018 , Yuan et al., 2019 .
What is the optimal SGD step size for smooth non-convex PL functions? It turns out that the optimal step size has two completely different values based on how much noise we have on the stochastic gradients. In fact, when the noise is close to zero, we have to use a constant step size. Meanwhile, in the presence of noise, the best rates can be achieved with a time-varying step size that decays as 1/t, where t is the iteration number. This means that the level of noise must be known in order to set the step sizes. Note that this is not only a theoretical finding, for example, it is easy to construct examples in which SGD will not converge if the step size is constant and there is noise on the gradients.
On the other hand, practitioners have been using for a while a different strategy based on the geometric reduction of the step size in a stagewise way. This decay strategy gives rise to piece-wise constant step sizes. Specifically, we start the training with a relatively large constant step size, and when the curve of the validation loss plateaus we decrease the current step size by, e.g., dividing it by 10, and we repeat this process multiple times. This strategy has been applied extensively and demonstrated to greatly accelerate the convergence of the training process [Krizhevsky et al., 2012 , Simonyan and Zisserman, 2015 , He et al., 2016 , Huang et al., 2017 . The popularity of this strategy also got it into deep learning libraries such as PyTorch. 1 However, this strategy is hard to tune, as there can be combinatorially many points chosen to decrease the step size. Moreover, as we will show in Section 5, it might happen that if we decrease the step size immediately when the validation loss curve plateaus, after the initial drop in test loss, the test loss will gradually go up again.
In this paper, we overcome the above issues by proposing the use of exponentially decaying step sizes, that we show to be provably adaptive to the noise and empirically better than the stagewise reduction of step sizes and polynomially decaying step sizes. Specifically, the contributions of this paper are as follows:
• We show that SGD with exponentially decaying step sizes has optimal convergence rate for smooth functions satisfying the PL condition, up to poly-logarithmic terms, for all the levels of noise.
• We also show that for the general smooth non-convex case, with a slightly stronger assumption on the noise, SGD with these step sizes still guarantees the optimal rates, up to logarithmic terms.
• We validate our theoretical findings with experiments on deep learning architectures: Exponential step sizes have better empirical performance than polynomially decaying schemes, stagewise SGD, and Adam [Kingma and Ba, 2015] , while requiring only two hyperparameters.
The rest of the paper is organized as follows: We first discuss the relevant literature (Section 2). In Section 3, we introduce the notation, setting, and precise assumptions. Then, in Section 4 we describe in detail the step sizes and the theoretical guarantees. We show our empirical results in Section 5. Finally, we conclude with a discussion of the results and future work.
Related Work
Most of the literature of non-polynomial step sizes focused on the geometric step decay, which is the discrete version of the exponential step size we analyze. The geometric step decay consists of using a constant step size and cutting it by a factor in a stagewise way. This approach was first introduced in [Goffin, 1977] . In the stochastic convex optimization literature, this step size was first used by [Hazan and Kale, 2011] to remove logarithmic factors in the stochastic optimization of strongly convex functions. Recently, this decay has been used to achieve the lower bound up to lower-order terms for stochastic minimization of strongly convex functions [Aybat et al., 2019, Kulunchakov and Mairal, 2019] . Ge et al. [2019] proves that this step size gives almost optimal convergence rates for the specific setting of the stochastic minimization of quadratic functions. Interestingly, they also show empirically promising results on non-convex functions, but instead of using their proposed decay schedule they use an exponentially decaying schedule, like the one we analyze here. With stronger assumptions than the ones we use here, the geometric step decay is also proved to give linear convergence for stochastic optimization of convex [Xu et al., 2016] , non-convex sharp [Davis et al., 2019] and weakly-quasi-convex functions [Yuan et al., 2019] . A different approach is pursued by Vaswani et al. [2019] that consider a line-search technique to set the step sizes in SGD, for convex and non-convex functions satisfying the strong growth condition. However, their analysis requires a finite-sum structure of the objective function and the strong growth condition implies that we are in the interpolation regime.
Stochastic optimization algorithms under the PL condition have been widely studied. Linear convergence was proved for a stochastic variance reduction gradient method [Reddi et al., 2016] . However, the result is not true for the classic SGD and it might be important to note that variance reduction methods seem to have problems in deep learning applications [Defazio and Bottou, 2019] . Karimi et al. [2016] proved the rate of O 1/µ 2 T for SGD with polynomial step sizes assuming Lipschitz and smoothness, where µ is the PL constant. However, the Lipschitz assumption is not necessary to achieve the same rate and we provide the details in Theorem 3 in the Appendix. Lei et al. [2017] obtains improved rates with a variance-reduced method and considering finite-sum objective function. As far as we know, O 1/µ 2 T is the best known rate for non-convex SGD under the PL condition. Moreover, instead of the finite-sum objective function, we consider the general one in this paper.
Problem Set-up
Notation. We denote vectors by bold letters, e.g. x ∈ R d . We denote by E[·] the expectation with respect to the underlying probability space and by E t [·] the conditional expectation with respect to the past. Any norm in this work is the L 2 norm.
Setting and Assumptions. We consider the basic unconstrained optimization problem
where f (x) : R d → R is a function bounded from below. Denote the minimum of f (x) by f . Note that we do not require f to be convex.
We assume that
Note that (A1), for all x, y ∈ R d , implies [Nesterov, 2003, Lemma 1 
(A2) f satisfies the µ-PL condition, that is, for some µ > 0,
In words, under this condition the gradient grows as at least as a quadratic function of the sub-optimality.
We are interested in studying SGD with the exponential step sizes. So, formally, we initialize the first iterate in SGD as any x 1 ∈ R d . At round t = 1, 2, . . . , T , we have access to g t , which is an unbiased estimate of the gradient of f at point x t , i.e., E t g t = ∇f (x t ), and update x t as
where η t is the step size.
We will also make the following assumption on the variance of the noise.
(A3) For t = 1, 2, . . . , T , we assume
Note that this is more general than the common assumption of assuming a bounded variance, i.e., E t [ g t − ∇f (x t ) 2 ] ≤ σ 2 . Indeed, our assumption recovers the bounded variance case with a = 0 while also allowing for the variance to grow unboundedly far from the optimum when a > 0. This relaxed assumption on the noise was first used by Bertsekas and Tsitsiklis [1996] (see Proposition 4.2) to prove the asymptotic convergence of SGD. Bottou et al. [2016] establishes a linear convergence for SGD with convex functions under this assumption.
Exponential Step Sizes
In this section, we present the details of the novel exponential step sizes and the analysis of SGD on the non-convex smooth functions with these step sizes.
Motivation
For the stochastic optimization of functions satisfying the PL condition, step sizes are usually chosen in a way that is very dependent on the noise: In the noise-free case, a constant step size is used to get a linear rate, while in the noisy case the best rate O(1/T ) is given by time-varying step sizes O(1/µt) [Karimi et al., 2016] . Another possibility is to use a step size decaying geometrically. This has been explored in some specific cases of functions with PL condition, such as least square problems [Ge et al., 2019] and strongly convex functions [Zhu, 2018 , Aybat et al., 2019 . The step size starts from a constant and cuts by a fixed factor every O(log T ) steps, decaying coarsely to O (1/T ) after T iterations. This strategy offers faster convergence rates over polynomially decaying step sizes when the number of iterations T is known in advance [Ge et al., 2019] .
However, instead of using step size that decays geometrically in a discrete way, one might think to do in a continuous way. So, here we consider the following exponential step sizes:
and β ≥ 1. The exponential step sizes decrease with ratio α, also when T is large α is close to 1.
Let's see how this exponential step size evolves. First, observe that it is reasonable to expect that, in the early stage of the optimization process, the disturbance due to the noise is relatively small compared to how far we are from the optimal solution. Accordingly, at this phase, η t is not far away from 1/L(1 + a), the step size we would use in the noiseless case. On the other hand, when the iterate is close to the optimal solution, we have to decrease the step size to fight with the effect of the noise. In this stage, η t converges to O (1/T ), which is the optimal step size used in the noisy case. Overall, we see that this exponential step size is emulating the behavior of the constant one and the decreasing one in a continuous way.
In the next section, we formalize the above intuitions showing that the exponential step sizes give us adaptivity to the noise in the PL case, while still guaranteeing convergence to a stationary point if the function does not satisfy the PL condition.
Convergence Guarantees
We now prove the convergence guarantees for the exponential step size. First, we consider the case where the function is smooth and satisfies the PL condition.
Theorem 1. Assume (A1), (A2), (A3). For a given T ≥ max{3, β}, with step size (2), SGD guarantees
In words, this means that we are basically free to choose β, but we will pay an exponential factor in the mismatch between β and L µ , that is basically the condition number for PL functions. This is similar to what happens in the stochastic optimization of strongly convex functions [Bach and Moulines, 2011] .
Adaptivity to Noise. The bound is adaptive to the noise: when b = 0, it offers a linear rate; whereas when b = 0, it recovers the order of O (1/T ) up to poly-logarithmic terms. Note that this happens automatically without having to know the level of noise. The same behavior was proven for strongly convex and smooth functions: Needell et al. [2015] use a constant step size dependent on the noise to get the bound for the last iterate, while Zhu [2018] and Aybat et al. [2019] use stagewise decaying step size to get the rate for the average and the last iterate, respectively. Instead, here we do not need the noise level nor the convexity.
Optimality of the bounds. As far as we know, no lower bound is known for the stochastic optimization of non-convex smooth functions under the PL condition. However, up to poly-logarithmic terms, we have matched the best known rates O(1/µ 2 T ) in this case [Karimi et al., 2016] (see also Theorem 3 in the Appendix).
Convergence without the PL condition. PL condition tells us that all stationary points are optimal points [Karimi et al., 2016] , which is not always true for the parameter space in deep learning [Jin et al., 2017] . However, this condition might still hold locally, for a considerable area around the local minimum. The previous theorem tells us that once we reach the area where the geometry of the objective function satisfies the PL condition, we can get to the optimal point almost linearly, depending on the noise. However, we still have to be able to reach that region. Hence, in the following, we discuss the case where PL condition is not satisfied and show that the exponential step sizes still be able to move to a critical point at the optimal speed. So, let's now consider the general smooth non-convex case, but with a slightly stronger assumption on the noise: We assume b = 0 in (A3). Under this assumption, we show that the exponential step size gives a convergence rate of O(1/T ), up to logarithmic terms, which matches the best rates under the same assumptions.
Theorem 2. Assume (A1) and (A3) where b = 0. Using step sizes (2), SGD guarantees
wherex T is one of the iterates x 1 , . . . , x T , sampled according to the probabilities ηt T t=1 ηt for t = 1, . . . , T . Proof of our results. Before proving our results, we have to introduce some technical lemmas.
where in the last inequality we used exp(−x) ≤ 1 − x 2 for 0 < x < 1 e and the fact that 1
is increasing and f (1) = 0, hence, we have f (x) ≥ f (1) = 0.
We can now prove the theorems.
Proof of Theorem 1. For simplicity, denote Ef (x t ) − f by ∆ t . By (1) , we have
Taking expectation on both sides and using the PL-condition, we get
where in the last inequality we used the fact that η t ≤ 1 L(1+a) . Rearranging, we have
Then, by Lemma 1, we have
where in the last inequality we used 1 − x ≤ exp(−x). Using Lemma 2, we obtain
Using the fact that α = β
Putting everything together, we get the stated bound.
Proof of Theorem 2. Taking expectation of (3) on both sides, we have
Rearranging and summing over t from 1 to T , we have
We observe that
.
Dividing by
T t=1 η t on both sides, we immediately get the stated bound.
Empirical Results
In this section, we demonstrate the advantage of our exponential decay over competitive methods through empirical experiments. Codes can be found here. 2 We consider SGD with the following decaying step size schedules:
where t is the iteration number (instead of the number of epochs). In addition, we also compare with Adam [Kingma and Ba, 2015] , and stagewise SGD.
Synthetic experiments
We first conduct an experiment on a non-convex function g(r, θ) = (2 + cos θ 2 + cos 4θ)r 2 (5/3 − r) , where r and θ are the polar coordinates, which satisfies the PL condition when r ≤ 1 (the proof can be found in the Appendix). We compare SGD with decay rules listed in (4), SGD with a constant step size, and Adam on optimizing this function. We consider two cases: the noiseless case where we get the exact gradient in each round, and the noisy case in which we add Gaussian noise with zero mean and standard deviation 1 to the gradient in each round. All algorithms are fine-tuned (details in Appendix). Results shown in Figure 1 demonstrate that our scheme behaves as the theory predicts and is the best in both cases.
Comparing our scheme with polynomial decay schemes and Adam on image classification tasks
Dataset. The CIFAR-10/100 datasets [Krizhevsky, 2009] both consist of 60000 32 × 32 color images, split into 50000 training images, and 10000 test ones. CIFAR-10 has 10 classes with 6000 images per class, while CIFAR-100 has 100 classes with 600 images each. For both datasets, we randomly select 10% training images as the validation set. We adopt the widely used data augmentation technique following Lee et al. [2015] for these two datasets (for training only): 4 pixels are padded on each side of an image, and a 32 × 32 crop is randomly sampled from the padded image or its horizontal flip. All (augmented) training and testing images are normalized per channel using the means and standard deviations computed from all training images. Model. As the focus of the experiments is on demonstrating the merits of our exponentially decaying scheme over competitive methods, instead of on pushing the state-of-the-art results, we intentionally adopt simple architectures and train them for a limited number of epochs. For the CIFAR-10 dataset, we employ the 20-layer Residual Network model defined in Section 4.2 of He et al. [2016] . And for the CIFAR-100 dataset, we utilize a different model, the DenseNet-BC model [Huang et al., 2017] with 100 layers and a growth-rate of 12, namely the configuration of {L=100, k=12}. The codes for implementing the two models can be found here 3 and here, 4 respectively.
Training. All experiments have two stages: the validation stage and the testing stage. During the validation stage, we tune each method using grid search (full details in Appendix) to select the hyperparameters that work best according to their respective performance on the validation set. At the testing stage, the best performing hyperparameters from the validation stage are employed to train the model over all 50k training images, and we report the final test accuracy at the end of training. The testing stage is repeated with random seeds for 5 times to eliminate the influence of stochasticity. We adopt the Nesterov momentum [Nesterov, 1983] of value 0.9 without dampening (if having this option), weight-decay of 0.0005, and batchsize 128. The loss we use is the cross-entropy loss.
Results. Again, we compare the performance of SGD with decay rules listed in (4), SGD with constant step size, and Adam. The final results are illustrated in Figure 2 and Figure 3 . We can see that, albeit our exponentially decaying scheme falls behind at the beginning, it soon catches up with others and eventually outperforms all of them. Indeed, on CIFAR-10 our scheme achieves a final test accuracy of 91.07%, a 2.13% absolute improvement over the best performance among the other three methods. On CIFAR-100, our scheme also beats all others by at least 1.38% in absolute terms on the final test set, leading to a 70.12% classification accuracy.
Comparing with Stagewise SGD
As we noted above, stagewise SGD is a very popular decay scheme in deep learning, and Ge et al. [2019] recently prove its advantage over any polynomial decay scheme. Thus, to further demonstrate the effectiveness of our exponentially decaying scheme, we compare it with a fine-tuned stagewise step size strategy as well as the PyTorch ReduceLROnPlateau scheduler in this part. (Note that we will call the place of decreasing the step size a milestone henceforth.)
We continue using the 20-layer Residual Network model to perform the image classification task on CIFAR-10 dataset. Settings are identical to the previous experiment except that we set the weight-decay factor to be 0.0001 and train for 64k iterations following He et al. [2016] . As before, all algorithms are fine-tuned and the details are in the Appendix.
Results. The results are reported in Figure 4 . We can see that compared with vanilla SGD, adding milestones for decreasing step size at appropriate time does substantially accelerates the convergence speed. The first milestone plays the most significant role, but adding one more milestone will help further improve the performance. The ReduceLROnPlateau step size scheduler of PyTorch also works well when carefully tuned. Nevertheless, our exponentially decaying scheme can still match 5 the best result among them.
Note that we do not pretend our benchmark of the stagewise scheme to be exhaustive. Indeed, there are many unexplored (potentially infinite!) possible combinations of hyperparameters like the number of milestones and their respective locations. Notwithstanding, choosing a good time to decrease the step size is indeed very tricky, and the immediate moment after the test loss curve stops decreasing might not be a right one. Actually, as we have observed in experiments (see Figure 5 ), doing this will, after the initial drop of the curve in response to the step size decreasing, make the test loss curve gradually goes up again. Therefore, what we want to stress here is that, while our method only has two hyperparameters to tune, it can achieve the same performance of a fine-tuned stagewise scheme whose tuning requires significant amount of time and efforts.
Discussion and Future Work
We have analyzed theoretically and empirically the exponential step size, a new step size decay for the stochastic optimization of non-convex functions. This new step size is the continuous version of the geometrically decreasing step size, a step size decay widely used by practitioners. We have shown that, up to poly-logarithmic terms, this step size guarantees convergence with the best known convergence rates for smooth non-convex functions. Moreover, in the case of functions satisfying the PL condition, we have also proved that this step size is adaptive to the level of noise, without knowing it. We have also validated our theoretical findings on both synthetic and real-world tasks, showing that this step size consistently outperforms other step size decay rules, while at the same time requiring a small number of hyperparameters to tune.
In future work, we plan to extend our theoretical results, both finding ways to weaken our assumptions and proving high probability results, strengthening our results in expectation.
A Appendix
A.1 Convergence for non-Lipschitz PL functions Karimi et al. [2016] proved that SGD with an appropriate step size will give a O(1/T ) convergence for Lipschitz and PL functions. However, it is easy to see that the Lipschitz assumption can be substituted by the smoothness one and obtain a rate that depends on the variance of the noise. Even if this is a straightforward result, we could not find it anywhere so we report here our proof.
Theorem 3. Assume (A1) and (A3) and set the step sizes η t = min 1 L(1+a) , 2t+1 µ(t+1) 2 . Then, SGD guarantees
With the same analysis as in Theorem 1, we have
Thus, by Lemma 1, we get
Multiplying both sides by (t + 1) 2 and denoting by δ t = t 2 ∆ t , we get
Summing over t from t to T , we have
Then, we finally get
A.2 Experiments details

A.2.1 Synthetic Experiments
Proof of PL condition. We now prove that f (x, y) = g(r, θ) = (2 + cos θ 2 + cos 4θ)r 2 (5/3 − r) satisfies the PL condition when r ≤ 1.
Obviously, 2 + cos θ 2 + cos 4θ ≥ 1 2 as cos θ ∈ [−1, 1]. When r ≤ 1, 5 3 − r ≥ 2 3 , thus f (x, y) ≥ 0, and f = f (0, 0) = 0. We first calculate derivatives in polar coordinates
Then, from the relationship between derivatives in Cartesian and polar coordinates, we have
Hyperparameter tuning. We tune each method using grid search. Note that for Adam, we fix β 1 = 0.9 and β 2 = 0.999 following Kingma and Ba [2015] . The searching grid of the starting step size is {0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5}. For the α value, as its effect is reflected on the ratio η T /η 0 where η T is the step size in the last iteration, we set the searching grid of α so that the respective searching grid for η T /η 0 is {0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5}. Note that we try all pairs of (η 0 , α) from their respective searching grids. Moreover, whenever the best run lie in the boundary of the grid, we extend the grid to make the best hyperparameter be contained in the interior of the grid. The noise added to each coordinate is independently drawn from a zero-mean, one-standard-deviation normal distribution. For the noiseless case, we run for 100 iterations and report the best one as we are already very close to the optimum; whereas for the noisy case, we run for 200 iterations, and report the results of the best hyperparameter setting for each method averaged on five independent runs with different random seeds.
A.2.2 Comparison with polynomial decay schemes and Adam
Hyperparameter tuning. We tune the hyperparameters on the validation set using the following twostage grid searching strategy. First, search over a coarse grid, and select the one yielding the best validation results. Next, continue searching in a fine grid centering at the best performing hyperparameter found in the coarse stage, and in turn take the best one as the final choice. For the starting step size η 0 , the coarse searching grid is {0.00001, 0.0001, 0.001, 0.01, 0.1, 1}, and the fine grid is like {0.006, 0.008, 0.01, 0.02, 0.04} if the best one in the coarse stage is 0.01. For the α value, we set its searching grid so that the ratio η T /η 0 , where η T is the step size in the last iteration, is first searched over the coarse grid of {0.00001, 0.0001, 0.001, 0.01, 0.1, 1}, and then over a fine grid centered at the best one of the coarse stage. Note that we try all pairs of (η 0 , α) from their respective searching grids. Moreover, whenever the best performing hyperparameter lies in the boundary of the searching grid, we always extend the grid to make the final best performing hyperparameter fall into the interior of the grid.
A.2.3 Comparison with stagewise SGD
Hyperparameter Tuning. The tuning of our exponential decay scheme follows that of the last part. For the stagewise SGD, to make the tuning process more thorough, we modify as follows the one employed in Section 6.1 (specifically on tuning SGD V1) of Yuan et al. [2019] , where they first set two milestones and then tune the starting step size. Put it explicitly, we first run vanilla SGD with a constant step size to search for a good range of starting step size on grid {0.00001, 0.0001, 0.001, 0.01, 0.1, 1}, and find 0.01 and 0.1 work well. Based on this, we set the fine searching grid of starting step sizes as {0.007, 0.01, 0.04, 0.07, 0.1, 0.4}. For each of them, we run three settings with increasing number of milestones: vanilla SGD (with no milestone), SGD with 1 milestone, and SGD with 2 milestones. The searching grid for milestones is {16k, 24k, 32k, 40k, 48k, 56k} (number of iterations). For the 1 milestone setting, the milestone can be any of them. For the 2 milestones, they can be any combination of two different elements from the searching grid, like (16k, 32k) or (32k, 48k). For each setting, we choose the combination of starting step size and/or milestones that gives the best final validation loss to be used in the testing stage.
The PyTorch ReduceLROnPlateau scheduler takes multiple arguments, among which we tuned the starting learning rate, the patience argument which controls the number of epochs with no improvement after which learning rate will be reduced, and the threshold argument which measures the new optimum to only focus on significant changes. We search the starting step size in the grid {0.007, 0.01, 0.04, 0.07, 0.1, 0.4}, the patience argument from 5 or 10, and the threshold argument from {0.0001, 0.001, 0.01, 0.1}.
As before, we extend the searching grid if the best performing one lies in the boundary of the grid to make it fall into the interior of the grid.
