Abstract. The ability of the National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) reanalysis (NRA 1) and the follow-up NCEP/Department of Energy (DOE) reanalysis (NRA2), to reproduce the hydrologic budgets over the Mississippi River basin is evaluated using a macroscale hydrology model. This diagnosis is aided by a relatively unconstrained global climate simulation using the NCEP global spectral model, and a more highly constrained regional climate simulation using the NCEP regional spectral model, both employing the same land surface parameterization (LSP) as the reanalyses. The hydrology model is the variable infiltration capacity (VIC) model, which is forced by gridded observed precipitation and temperature. It reproduces observed streamflow, and by closure is constrained to balance other terms in the surface water and energy budgets. The VIC-simulated surface fluxes therefore provide a benchmark for evaluating the predictions from the reanalyses and the climate models. The comparisons, conducted for the 1 O-year period 1988-1997, show the well-known overestimation of summer precipitation in the southeastern Mississippi River basin, a consistent overestimation of evapotranspiration, and an underprediction of snow in NRA 1. These biases are generally lower in NRA2, though a large overprediction of snow water equivalent exists. NRA 1 is subject to errors in the surface water budget due to nudging of modeled soil moisture to an assumed climatology. The nudging and precipitation bias alone do not explain the consistent overprediction of evapotranspiration throughout the basin. Another source of error is the gravitational drainage term in the NCEP LSP, which produces the majority of the model's reported runoff. This may contribute to an overprediction of persistence of surface water anomalies in much ooe the basin. Residual evapotranspiration inferred from an atmospheric balance of NRA 1, which is more directly related to observed atmospheric variables, matches the VIC prediction much more closely than the coupled models. However, the persistence of the residual evapotranspiration is much less than is predicted by the hydrological model or the climate models
thinking was that land surface conditions could be prescribed, as they were unlikely to change much over the time horizon of weather forecasts (now typically 4, to about 10, days). Betts et al. [1996a] , however, showed that the initial land surface conditions specified for numerical weather prediction models can have a profound influence on the simulated atmospheric dynamics and resulting computed fluxes, perhaps for periods as long as 200-300 days [Pielke et al., 1999] . Recently, Viterbo and Betts [1999] investigated forecast sensitivities with specific initial conditions of wet and dry soil moisture fields, and showed that forecasts of precipitation could change by as much as 40% due to differences in initial soil moisture. In addition to initial conditions for numerical weather forecast models, a climatological balance of the land surface can also be important over the weather forecast time horizon. For example, BeO'aars et al. [ 1996] showed how the accuracy of 2-3 day precipitation forecasts is improved by incorporation of an improved LSP in the coupled forecast model.
While research results show the need for better representation of the land surface for both weather and climate prediction, how best to achieve this is complicated, and most work to date has focused on model improvements. The quandary in specifying initial conditions is the absence of surface observational networks of state variables, for example, of soil moisture, which could be used to update surface conditions. If such observations were available, they might be used in the same manner that free atmosphere variables (typically soundings of temperature, humidity, and wind) are used to update the atmospheric states at the time of forecast. The alternative approach has been to incorporate LSPs driven by model surface forcings to represent excursions of surface conditions from long-term climatologies. As we will show in this paper, this approach has problems as well, due in part to two factors. These are the accumulation of errors in the land surface resulting from biases in surface forcings, especially precipitation, and the difficulty in representing the complex, nonlinear dynamics of the land-atmosphere system with LSPs that are simplified sufficiently to economize on computational demands in a coupled setting. An alternative approach now being pursued by NCEP is the Land Data Assimilation System (LDAS) [Mitchell et al., 1999] , which essentially makes a parallel off-line run of the same LSP that is coupled to the weather prediction model, using observed forcings up to the time of forecast. The land surface states (soil moisture, snow extent and water equivalent or depth, and surface temperature) are then used as initial conditions for the forecast, in lieu of direct observations. The NCEP Climate Prediction Center has applied this conceptual approach experimentally on a monthly basis, based on the work by Huang et al. [ 1996] .
An important, and largely unresolved, problem specific to the incorporation of LSPs in numerical weather prediction models is the tendency of LSPs to seek their own soil moisture equilibrium. This equilibrium may not be consistent with the surface fluxes required by the boundary layer formulation to produce accurate forecasts. Current practice is to counteract the tendency of soil moisture "drift" toward a dynamic equilibrium by "nudging" the predicted soil moisture back toward a prescribed climatology. This is achieved by injecting or extracting water from the soil column periodically as part of the forecast update (data assimilation) process. Soil moisture nudging is performed by both the NCEP/NCAR and the [Robock et al., 1998 ]. These approaches are valuable for the parameter or region of study, but do not allow an evaluation of the interaction of the water balance components over large regions for long periods.
In this study, NRA 1 and NRA2 are evaluated using the output from a physically based macroscale hydrologic model, similar in concept to what will be produced in real time by LDAS. This work is similar to an earlier study by Maurer et al. [2001] that provided a framework for diagnosing biases in the NRA1 land surface fluxes and state variables. Because the hydrologic model closes the surface water balance by construct and is driven by gridded observed precipitation and temperature, we argue that the hydrologic model simulations, which are produced as space-time fields, should be reasonably accurate, at least over the long term. They can therefore be viewed as baseline pseudo-observations for purposes of evaluating the reanalysis surface fluxes. In a slightly different manner, the hydrologic model output can be used to evaluate the statistics of surface variables simulated using long-term global climate model simulations, which are "I?eewheeling" in the sense that only sea surface temperatures are prescribed. The use of the hydrologic model output as psuedo-observations offers an opportunity to diagnose the land surface water budgets of the reanalyses and climate models. Furthermore, evaluation of soil moisture fields produced by the coupled models offers insights into the potential improvements that can be realized by utilizing LDAS soil moisture to initialize the forecast model.
Modeling Approach
Land surface fluxes and state variables represented by the LSP used in NRA1 and NRA2 are compared with predictions of the same variables using an off-line simulation of the hydrologically based variable infiltration capacity (VIC) model [Liang et al., 1994 [Liang et al., , 1996 ]. This comparison is facilitated by the inclusion of two additional model simulations: a relatively unconstrained global climate simulation using the NCEP global spectral model; and a more highly constrained regional climate simulation using the NCEP regional spectral model, both of which incorporate the same LSP used in the reanalyses. The analysis domain is the Mississippi River basin, which is subdivided into five major subbasins for this analysis (see Figure 1) . A 10-year simulation period (1988-1997) is used to compare the coincident period with the coupled models, which is sufficient to identify major differences between the two sets of model-derived fields.
Meteorological Forcing Data
The VIC model is forced with observed meteorological data, which ideally would include temperature, precipitation, wind, vapor pressure, and incoming longwave and shortwave radiation. Because only temperature and precipitation are measured routinely at a reasonably large number of locations within the Mississippi River basin, we use established relationships relating these to other meteorological variables. For example, dew point temperature is calculated using the method of Kimball et al. [1997] , which relates the dew point to the daily minimum temperature, and downward shortwave radiation is calculated based on the daily temperature range and the dew point temperature using a method described by Thornton and Running [ 1999] .
The precipitation data consist of daily totals from the National Oceanic and Atmospheric Administration (NOAA) Cooperative Observer (co-op) Stations (approximately one station for every five grid cells). The raw precipitation data were gridded to a 1/8 ø grid (the specified resolution used for this VIC simulation) using the SYMAP algorithm of Shepard [1984] as implemented by Widmann and Bretherton [2000] . The gridded daily precipitation data for the VIC model were then scaled to match the long-term average of the parameterelevation regressions on independent slopes model (PRISM) precipitation data set [Daly et al., 1994 [Daly et al., , 1997 , which is a comprehensive data set of monthly means for 1961-1990 that is statistically adjusted to capture local variations due to complex terrain. The daily precipitation total is distributed evenly over each time step. The minimum and maximum daily temperature data for the Mississippi River basin, also obtained from the co-op stations (approximately one station for every seven grid cells), were combined with a digital elevation model and the temperatures lapsed to the grid cell mean ele-vation. Temperatures at each time step were interpolated by fitting an asymmetric spline through the daily maxima and minima. Because surface observations of wind speed are very sparse and are biased toward certain geographical settings (e.g., airports), daily 10-m wind fields were obtained from the NCEP/NCAR reanalysis [Kalnay et al., 1996] , and regridded from the T62 Gaussian grid (approximately 1.9 ø square) to the 1/8 ø grid using a linear interpolation.
Hydrologic Model Implementation
Liang et al [1994, 1996] In the VIC model, drainage between soil layers is entirely gravity driven, and the unsaturated hydraulic conductivity is a function of the degree of saturation of the soil [Campbell, 1974] . Base flow is produced from the lowest soil layer using the nonlinear ARNO formulation [Todini, 1996] . To account for subgrid variability in infiltration, the VIC model uses a variable infiltration capacity scheme based on the work by Zhao et al. [1980] . This scheme uses a spatial probability distribution to characterize available infiltration capacity as a function of the relative saturated area of the grid cell. Precipitation in excess of the available infiltration capacity forms surface runoff.
Land cover characterization was based on the data set developed by Hansen et al. [2000] , which has a resolution of 1 km, and a total of 14 different land cover classes. From this global data set we identify the land cover types present in each 1/8 ø grid cell in the model domain and the proportion of the grid cell occupied by each. The primary characteristic of the land cover that affects the hydrologic fluxes simulated by the VIC model is leaf area index (LAI). LAI is derived from the gridded (1Aø) monthly global LAI database of Myneni et al. [1997] , which is combined with the land cover classification to derive the monthly LAI corresponding to each vegetation classification for each grid cell. These LAI values do not change from year to year in this implementation of VIC. Rooting depth is specified for each land use type, typically with shorter crops and grasses drawing their water from the upper soil layers, and tree roots extending into the deeper layer. Infiltration, moisture flux between the soil layers, and runoff all vary with vegetation cover type within a grid cell. Grid cell total surface runoff and base flow are computed for each vegetation type and then summed over the component vegetation covers within each grid cell for each time step.
The VIC model as applied in this study uses a three-layer soil column, with depths of each layer specified for each grid cell. The soil characteristics used in the VIC model for the Mississippi River basin were derived from the 1-km resolution continental United States data set produced by Pennsylvania State University [Miller and White, 1998 ], which classities the soil texture into 16 classes for each of 11 layers. Gridded 1/8 ø data sets have been developed as part of the LDAS project using this data set, inferring specific soil characteristics (e.g., field capacity, wilting point, saturated hydraulic conductivity) based on the work of Cosby et al. [1984] and Rawls et al. [1998] . These LDAS data sets were used to specify the relevant soil parameters required by the VIC model directly. For remaining soil characteristics (e.g., soil quartz content), values were specified using the soil textures from the 1-km database, which were then indexed to published parameter values (the primary source was Rawls et al. [1993] ), and aggregated to the 1/8 ø model resolution.
Hydrologic Routing to Subbasin Outlet
The method of Lohmann et al. [1996] was used to route runoff generated by both the VIC model and the NCEP LSP (from NRA1) at each grid point or cell to the basin outlet. Since only monthly summary data were used in this study for NRA2, this precluded applying the daily flow routing to NRA2 runoff. The resulting predicted hydrographs at the mouth of the Mississippi and its major tributaries were then compared with observed streamflows, or, where available, naturalized flows that have been adjusted to remove anthropogenic effects (e.g., irrigation diversions, reservoir storage, and evaporation). Though modeled precipitation is not adjusted by the observations, infiltration is adjusted based on observed precipitation as follows. The assimilation considers two conditions: zero and nonzero modeled runoff. In the first case all modeled precipitation enters the soil column, in which case the a priori infiltration is adjusted to equal the observed precipitation. In the latter case the modeled infiltration is the modeled precipitation less the runoff, which in the assimilation process is constrained by an upper limit of the observed precipitation value. Therefore adjustments only occur when runoff is zero (in which case adjustments can be positive or negative), or when the modeled precipitation minus the modeled runoff exceeds the observed precipitation (in which case adjustments can only be negative and have the effect of removing water from the soil column). When neither of these conditions is met, the errors in modeled precipitation, compared to observations, are assumed only to affect modeled runoff and no adjustment is made. Adjustments are made after comparing 5-day accumulations and are made over the following 5-day period. pointed out, it is more highly constrained to reproduce the large-scale climate of the reanalysis. While better regional climate depictions are ultimately to be expected from the incipient NCEP regional reanalysis, it is expected that regional models like this will still be used for regional climate forecasts.
NCEP/NCAR

Soil Moisture/Surface Water Adjustment
Because the LSPs use different numbers of soil layers (for example, two for NCEP and three for VIC) and have different soil depths and moisture storage capacities, direct comparisons between the soil moisture values would be misleading. In order to facilitate comparisons of soil moisture from the models, the reported soil moistures for each grid cell were adjusted by subtracting the hydrologically inactive column soil moisture, which is analogous to the dead pool storage in a water supply reservoir: 
Methods of Comparison
The VIC land surface variables are compared with the coupled model surface field predictions for the period 1988-1997. To make the model domains comparable, the coupled model data were overlaid onto the same 1/8 ø grid used in the VIC simulation using a simple inverse distance relation with the four nearest neighbors. For comparison, the results are aggregated to monthly, seasonal, and annual totals for each of the surface water budget components. 
Modeled and Derived Evapotranspiration Comparison
To estimate the degree to which the biases in the NRA1 evapotranspiration (ET) are caused by biases in the NRA1 precipitation (P) fields, we follow a method described by Trenberth and Guillemot [1998] , which is based on the atmospheric water budget. In its simplest form, the atmospheric water budget can be expressed as dPw = MC -(P -ET) + Uq , 
where q is specific humidity, p is pressure, and P [1998] compared this method of calculating moisture convergence, using accumulated 6-hourly data, to exact accumulations over the Mississippi River basin and concluded that it can be used at least for first-order moisture convergence and residual computation.
Following Roads et al. [1994]
, we apply equation (3) using the atmospheric moisture convergence and rate of change in precipitable water from NRA1 (both of which are derived from class "B" variables, which by NRA1 classification should be more reliable than the water balance produced by the LSP, which relies on class "C" forcing variables), and combine this with the gridded observed precipitation to compute values for ET. Since NRA1 precipitable water and atmospheric moisture flux data are used, along with observed precipitation, the Uq is implicitly included in the residual ET. 
Results and Discussion
By comparing surface water budgets, we assess the spatial and temporal differences between the VIC model and the coupled models over the Mississippi River basin. Table 1 
Evaluation of the VIC Hydrologic Model Predictions
To evaluate the ability of the VIC model to reproduce the hydrologically important characteristics of the Mississippi River basin, the simulated daily runoff from each grid cell was routed to points near the outlets of four of the subbasins. The comparisons of the simulated and observed (naturalized in the case of the Missouri) flows are shown in Figure 2 . Also included in this figure is the daily runoff from NRA1, routed to the same point using the same routing algorithm. Because only monthly summary data were used for NRA2, GSM, and RSM, they were not included in the routing. It should be noted that the Arkansas River has significant withdrawals, and naturalized flows were not available for the period of study. Therefore the VIC model high flows are expected to be higher than the observations. Elsewhere, though, the VIC model is Table 2 , the VIC model produces a basin-wide average ET that exceeds P in the summer months, whereas in NRA1 the summer P is so large that it exceeds even the model's overpredicted ET. NRA2 reduces the summer P bias i Precipitation values are gridded observed.
by 42%, and the ET bias falls by 33%, though the remaining bias in P is still large enough so that P exceeds ET in the summer. This apparent connection between the summer ET and P biases is confounded by the interaction between ET and P in the GSM and RSM, which use the same LSP. For example, the RSM underpredicts summer P by 18%, while overpredicting ET by 18%. For all models the positive ET bias is present for most months, regardless of whether P is underpredicted or overpredicted. We examine this effect in more detail for each subbasin below. The overprediction of summer P does not occur to the same degree in the GSM and RSM, but a spring P bias exists of comparable magnitude to the NRA2 summer P bias (Figure 4a ). Because these models use essentially the same physics as NRA2, this temporal shift is probably attributable to the assimilation process used in the reanalyses. A final observation regarding the monthly average water balance components for the entire basin is that the timing of the runoff without nudging or adjustment of the soil water is changed significantly. The runoff in NRA1 responds predominantly to the excessive soil moisture in the winter and early spring, and is an artifact of the large nudging term. The surface water (including both soil moisture and snow water equivalent) annual fluctuation in NRA1 has an amplitude nearly 5 times that of the VIC model. This indicates that the climatology to which the LSP is being nudged overestimates the range of soil moisture variations for the basin. In NRA2 the high soil moisture cycle caused by nudging is removed, which allows the runoff to respond to the other components in the water balance. This is evidenced by the fact that the runoff peak occurs later than with NRA1 (and later than with the VIC model), because it is forced largely by the overpredicted summer P. With the GSM and RSM, which do not nudge the land surface water budget, the timing of the runoff is also more or less in phase with P, as moderated by soil moisture and snow storage and release. This soil moisture is available for evapotranspiration or emergence as base flow later in the year, which is one mechanism for hydrologic persistence in the basin. In addition to the hydrologic impact of the differences, snow has a profound effect on the surface energy balance, through increased albedo, changed surface roughness, insulation of the ground surface, and ultimately the transfer of latent and sensible heat to the atmosphere.
Time Series Analysis of Water Budget Components
To assess the interannual variability of the water balance components (and states) in the different models, the monthly time series for each model for the 1 O-year simulation is shown for the entire Mississippi River basin in Figure 5 . As shown in the monthly average plots at the basin-wide scale (Figure 4) , the tendency for NRA1 to overestimate the summer P is apparent, as is the overestimation of ET. As noted above, this ET bias is reduced somewhat in NRA2, though the pattern of the bias on the basin-wide level is consistent between the two reanalyses, as well as for GSM and RSM. Figure 5 shows that the runoff in NRA1 responds strongly to the soil water, which peaks every January and February due to the large nudging term. Although the magnitudes of the annual precipitation for the entire Mississippi basin vary between observed and the coupled models, the monthly correlations between modeled values and gridded observations tend to be strong (e.g., r=0.84 for NRA 1, r=0.85 for NRA2), which suggests that the general pattern of the monthly anomalies is well represented on a basin-wide level. By contrast, the lower Mississippi basin observed and NRA 1 monthly precipitation are poorly correlated, though correlation is somewhat higher for NRA2 (r=0.09 for NRA1, r=0.32 for NRA2), which indicates that for this subbasin the occurrence of precipitation in NRA1 and NRA2 is not well represented. Likewise, for the Ohio basin the monthly correlation is low (r=0.31 for NRA1, r=0.50 for NRA2). These results illustrate the general success of NRA1 and NRA2 in capturing continental-scale pattems, but with considerable regional errors. For the finer-resolution RSM, driven by NRA 1 base data, the results are somewhat improved (for the lower Mississippi basin, r=0.64; for the Ohio, r=0.59), although this increase is not seen for all subbasins.
Interannual Variability and Persistence
The discussion in the previous section concentrates on identifying biases in land surface variables predicted by the LSP used in NRA1, NRA2, GSM, and RSM. A major difference between off-line and coupled land-atmosphere models is the ability of a coupled model, principally through soil moisture, and also through snow in some regions, to simulate feedbacks between the land surface and the atmosphere. In so doing, the coupled model should represent persistence observed in, for instance, extended wet or dry periods. In this section the ability of the models to reproduce the VIC simulated interannual variability and persistence is evaluated.
In order to compare all models using the same variable, soil moisture and snow water are lumped into the term surface water, W. This does not appreciably change the variability or persistence characteristics related to soil water alone, due to the relatively small contribution of snow to the total water storage at the scale of the defined subbasins. The interannual variability in NRA1 W is lower than that simulated by the Table 5 for the different models and subbasins. The VIC decay timescale varies considerably between subbasins, and is longest for the Missouri and upper Mississippi basins. For these subbasins the decay timescale is no longer small relative to the 1 O-year study period; hence the uncertainty would be greater. The pattern of persistence is consistent with the global study of Delworth and Manabe [1988] , who identified a general trend of increasing decay timescale with latitude, and with Huang et al. [1996] , who concluded that areas with lower temperatures (hence lower potential ET) and lower precipitation will experience higher soil moisture persistence (see also Roads et al. [1999] (Table 5) for the coupled models. While all of the coupled models exhibit far less variation in decay timescale across the subbasins, the RSM shows the greatest variability between subbasins.
This is shown in
A long e-folding time of soil moisture describes the hydrologic persistence in the soil water system, but to evaluate persistence in land-atmosphere interactions, the strength of the relationship between surface water and the atmosphere must be examined. Correlations between 14/and ET anomalies provide some insight into this effect. Because more than 50% of the annual ET, and more than 50% of the ET anomalies, occur during summer, the correlation of normalized 14/anomalies with normalized ET anomalies for summer will be stronger where the land-atmosphere interaction is strongest. For the VIC model, Figure 6b shows that four of the five subbasins show a strong correlation between W and ET at lag 0 (i.e., concurrent month), with the Missouri, upper Mississippi, and Ohio subbasins maintaining a correlation coefficient at or above 0.5 with up to a 2-month lag of ET. Although the correlations shown for the Missouri and upper Mississippi subbasins are close to zero at a lag of 4 months, it should be noted that two additional factors affect these results. First, only summer 14/is used, and at lags of 4 months the late fall and winter ET is much smaller, transpiration is inhibited, and hence the capability for soil moisture to interact with the atmosphere is most limited in the subbasins at higher latitudes.
Second, these two subbasins were shown to have surface water persistence of the order of a year or more, though with the 1 O-year period used in this study it is difficult to establish these longer timescale relationships.
Again, considering the VIC data, one curious feature in Figure 6b is the stronger correlation at small negative lags for the Arkansas-Red basin than for a lag of 0. This is explained by the use of summer soil moistures, which results in negative lags including spring ET. The summer ET in the ArkansasRed subbasin responds very strongly to P, as shown by the very high correlation at lag 0 in Figure 6c . Therefore lower radiative forcing in spring could result in a greater proportion of P anomalies translating into soil anomalies, hence stronger correlation of spring P, and subsequently ET, with a later summer 14/ anomaly. This hypothesis is supported by the strong correlation of summer W with P anomalies at lags of-1 and -2 months seen in Figure 6d for the Arkansas-Red subbasin. This correlation is also present in other subbasins that do not share as high a P-ET correlation and hence do not display the larger correlation of W-ET at negative lags. Also, consistent with the stronger correlation of 14/with ET in the Missouri, upper Mississippi, and Ohio subbasins, Figure 6c shows that the correlation of P with ET anomalies is lower for these three subbasins (at lag 0) compared with the lower Mississippi and Arkansas-Red subbasins. This reflects the relative roles played by 14/and P as the water supply, or control, on ET anomalies in the subbasins. One further feature that seems counterintuitive is the negative correlation of 14/ with ET anomalies and 14/with P anomalies in the lower Mississippi subbasin for summer beginning at a lag of 2 months. This is due to the negative summer P anomaly autocorrelation at lags of several months for the lower Mississippi basin observed during the 1 O-year study period.
Comparing the coupled models' ability to simulate these land-atmosphere interaction characteristics, it is first seen that NRA1 underestimates this interaction, represented in Figure  6b , in all basins, with the exception of the Arkansas-Red, where the interaction is dominated by P, and at longer lags in the lower Mississippi basin, where VIC shows a negative correlation. In the other three coupled models this interaction is stronger, equaling or exceeding the VIC values in most subbasins and in most months. Since all models use the same LSP, this underestimation in NRA1 probably is not characteristic of the LSP, but is a result of the implementation of the LSP in NRA1 and the strong effect of nudging. It is apparent that the overprediction of interaction between summer/4/and ET is greatest in the lower Mississippi and Arkansas-Red subbasins, especially at positive lags. The tendency to overpredict persistence in these basins can also be noted in Figure 6a and Table 5, Generally, the LSP in the coupled models displays a tendency to overpredict /4/persistence in all but the subbasins with the longest decay timescales. Also, in most subbasins the interaction between /4/and ET is overpredicted by the LSP in the coupled models, while the interaction of/4/with P is only consistently overpredicted by all models for the lower Mississippi and Arkansas-Red subbasins. This indicates that the LSP may partition too great a proportion of P into infiltration for some subbasins. This is not a basin-wide bias and perhaps indicates the lack of spatial variation in the soil characteristics in the LSP. However, the influence of 14/anomalies on ET several months later is overestimated throughout most of the subbasins. Likewise, as discussed in section 4.4, the interaction between 14/and N (through free drainage) is often underestimated. In other words, especially for subbasins that display little persistence in VIC, 14/anomalies remain in the system for several months too long in the LSP, favoring dissipation through ET rather than free drainage. This difference between the LSP and VIC, which parameterizes both slow drainage as well as the faster interflow drainage of the soil column through a nonlinear function, could explain the LSP overprediction of /4/persistence in all subbasins except the Missouri, where 87% of the P eventually leaves the system as ET (as simulated by VIC), as compared with 51% to 68% for the other subbasins.
Evapotranspiration Computation From Atmospheric
Water Balance
In NRA2 it is seen that P observations can be used to improve estimates of soil water infiltration. Therefore it would be useful to explore the potential benefit of assimilating P observations more directly into the ET predictions. Combining the gridded observed daily P fields used in the VIC simulation with the atmospheric water budget from NRA 1 can assess this possibility. Because ET is overestimated in all of the coupled models for nearly all months and subbasins, and because precipitation is overestimated predominantly in the summer months, the difference between the ET derived from the NRA1 assimilation model and the ET derived using this method are attributable largely to the LSP. From the moisture convergence and change in precipitable water from NRA 1 and the observed P, a residual ET is calculated using equation (3). This is plotted along with ET from the VIC model and NRA1 in Figure 7 , and is summarized in Table 6 . The significant change in computed ET is evident, with values derived from the NRA1 atmospheric variables and observed precipitation closely following the VIC simulated evapotranspiration. The average basin-wide residual ET is 1.7 mm d 'l, which is much closer to the VIC ET of 1.5 mmd '• than the coupled models (NRA1 ET=2.7 mm d'l; NRA2, GSM, and RSM ET=2.1-2.3 mm d'l). This decrease in bias is interesting on several levels. First, the LSP in the coupled models is driven by the least reliable class "C" variables, whereas residual ET is computed excluding variables in this class and is therefore arguably more accurate. This shows that by closing the atmospheric water budget with observed P, the resulting ET approaches that simulated by VIC, which uses observed P and closes its water budget by construct. The greatest improvement in the residual ET estimate relative to the VIC values is in the Missouri and upper Mississippi basins, whereas the greatest precipitation bias is in the Ohio basin. This is further evidence that the LSP, as well as the precipitation bias, is responsible for errors in the reanalysis ET.
One interesting response of the system to using the atmospheric residual to produce the ET estimates for this basin is the loss of persistence in the system. For example, the basinwide monthly anomalies in the computed residual ET have an autocorrelation at a lag of 1 month with r=0.06, while for the VIC model, r=0.30, and even in the presence of the large nudging term NRA1 has an r of 0.15. Without the large nudging, the LSP, as noted above, produces much greater persistence, with the autocorrelation at a lag of one month of 0.35, 0.26, and 0.62 for NRA2, GSM, and RSM, respectively. This shows that while the magnitude of the mean ET can be improved with the assimilation of precipitation, the persistence of the system is lost in the absence of a LSP.
Conclusions
A macroscale hydrology model with spatially variable land surface characteristics that is closely constrained to preserve the long-term river-basin-scale water balance is used to evaluate the land surface fluxes predicted by coupled land-atmosphere models. The LSP implemented in the NRA1, the followup NRA2, and two additional coupled models are shown to have some significant regional and temporal biases, as compared with observations and with fluxes predicted by the VIC hydrologic model. Precipitation is generally overpredicted relative to gridded observations by the reanalysis models, especially in the summer in the southeast. In the less constrained climate models, the bias tends to occur earlier in the spring and is shifted northward. In all models, evapotranspiration exceeds the off-line hydrologic model predictions in the majority of months, with the winter and spring biases being the most consistent across basins and models. This is shown to be most likely a product of the LSP, and not solely an effect of the precipitation bias or nudging in the coupled models.
Relative to the VIC simulation, snow extent and duration are underestimated in NRA1, and NRA2 produces excessive accumulation over wide areas, though melt continues to occur earlier than in the hydrologic model. This affects both the surface water balance of the coupled models and the feedback through surface radiation exchange to the atmosphere.
Intra-annual variations in soil moisture are too large in NRA1, and interannual variation and persistence of soil moisture are low as compared with the hydrologic model simulations. These are shown to be largely a result of a large soil moisture nudging term, which is used to maintain an assumed land surface climatology and which for large portions of the Mississippi River basin appears inappropriate. In the coupled models with a small or no nudging term, there is generally excessive interaction between the surface water (soil water plus snow) and ET during the summer. Late season runoff is underpredicted, which may be a result of the LSP underestimating drainage of soil water through base flow. The generally excessive ET in the LSP tends to dissipate soil moisture anomalies more quickly, while slow drainage favors retaining them longer. The relative strengths of these two effects vary through the basin, with hydrologic persistence being overestimated in the more humid subbasins, which are characterized by generally low persistence, and underestimated in the Missouri subbasin, which displays the strongest persistence and highest contribution of base flow in the hydrologic model simulations.
Estimation of ET from the NRA1 atmospheric moisture budget, using observed precipitation, significantly improves the estimated ET compared to the coupled models. This is encouraging as the atmospheric moisture budget is arguably more closely linked to observations than is the surface budget. However, while this approach produces ET values closer to the hydrologic predictions, the predicted interannual persistence of the atmospheric budget estimates is much less than of those produced by the hydrologic model or the LSP without large soil moisture nudging. Furthermore, the atmospheric budget method, although producing better results than the surface budget of the reanalysis, is not independent of the reanalysis surface ET predictions, due to the interaction between the LSP and the atmospheric model. More study may elucidate the source of diffi:rences in ET persistence and could evaluate the potential benefits of assimilating precipitation observations into schemes to update surface flux predictions derived from coupled land-atmosphere models.
Because ET is the final product of the LSP in the coupled models and controls the partitioning of atmospheric net radiation at the surface into latent and sensible heat, any bias is of great concern for forecasting or climate studies. The diagnoses presented here can help in formulating further comparative studies taking advantage of concurrent simulations with continental-scale hydrologic models for extended periods.
