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Abstract--Wiener kernel analysis may be used to study the ear and the periphery of the auditory nervous 
system when pseudorandom noise is used as the input. In this case the system is assumed to consist of 
a linear filter and a nonmemory nonlinearity. The degree of nonlinearity may be determined, and 
information obtained about the type of nonlinearity using pseudorandom noise based on ternary 
m-sequences by modeling the linear portion of the system and utilizing the inverse-repeat feature of the 
noise. The effect on the results of anomalies in the noise is also discussed. 
INTRODUCTION 
In sensorineural systems, such as those for hearing, vision and somatosensation, signals are 
processed in one way or another before the information they contain reaches the portion of the 
brain in which it is interpreted and is either put in memory or results in motor activity of one 
sort or another. These systems can be viewed as multichannel systems, in which cascades of 
boxes, each acting as a complex filter, represent, respectively, transmission of the sensory 
stimulus to the receptor, transduction i the sensory transducer and transformation f the neural 
code in the chain of nuclei that constitutes the ascending neural pathway. The individual channels 
consist of nerve fibers connecting arrays of receptors to arrays of nerve cells. In addition, neural 
circuitry makes interaction between channels possible. The result is that sensory signals are 
modified in one way or another as they are .passed from the periphery to higher brain centers. 
The stimuli which activate hearing (sounds) and the somatosensory system (vibrations) are time- 
varying signals, and the processing that occurs in these systems operates on the time pattern of 
the input signal. 
The electrical activity that carries the information in the nervous ystem is in the form of 
neural discharges. Responses from single nerve cells or nerve fibers are studied by placing fine 
electrodes (microelectrodes) near the nerve fibers or nerve cells or inside nerve cells. Nerve 
impulses can be treated as point processes since the shape of each individual nerve impulse is 
unimportant; only the temporal pattern of these nerve impulses is important in the transmission 
of information. Recordings of nerve impulses from a single neural element may show in great 
detail how particular nerve cells respond to different ypes of stimulation and how the neural 
discharges are correlated with the time pattern of the stimulus. The neural discharge pattern 
has been analyzed using statistical signal analysis methods, and described, using a variety of 
approaches, by many investigators (for review see [1]). 
The summed responses of large groups of neurons, which can be recorded by placing larger 
electrodes on the various nerve tracts or nuclei, also provide important information about the 
function of the nervous system. These potentials are known as gross potentials or evoked 
potentials and are fundamentally different from the activity which is recorded from single nerve 
cells using microelectrodes. Statistical signal analysis methods are used infrequently in the 
analysis of evoked potentials from groups of neurons, but mathematical methods of various 
sorts (correlation analysis, spectral analysis, etc.) have been used for a long time in the analysis 
of the spontaneous ongoing activity of the brain that is known as the electroencephalogram 
(EEG). 
This paper presents methods of studying the auditory system by using noise as the input 
signal, both in connection with recording of the electrical activity from single nerve fibers and 
recording with larger electrodes from nerves and nuclei. In the auditory system the stimulus 
(sound) is transmitted from the outer ear, through the ear canal and middle ear, to the cochlea. 
The sensory receptors are the hair cells located in the cochlea, and neural transduction occurs 
in the fibers of the cochlear nerve. The neural signals from the cochlea re transformed in the 
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nuclei of the ascending auditory pathway, before they reach the auditory cortex, where it is 
generally assumed the auditory message is interpreted. 
The periphery of the auditory system can be regarded as a spectrum analyzer in which a 
bank of bandpass filters separates the sound into frequency bands. This is accomplished through 
the hydrodynamic properties of a thin membrane, the basilar membrane, that separates the two 
fluid systems in the cochlea. Sound reaching the ear causes the basilar membrane to vibrate; 
the membrane then acts much like a tapered transmission line to which resonators are coupled 
(see [2]). Along the basilar membrane, which in man is about 3.5 cm long, lie sensory cells, 
hair cells, that transform the vibration of the membrane into nerve impulses, which in turn 
travel in the fibers of the cochlear portion of the eighth cranial nerve. The result is that the 
deflection of the basilar membrane controls the firing of individual auditory' nerve fibers, thereby 
turning the motion of the basilar membrane into an interval-modulated impulse code. Since it 
is only deflection of the hairs in one direction that results in an increase in the discharge rate 
of single auditory nerve fibers, it may be assumed that they perform a half-wave rectification 
of their input (deflection of the basilar membrane). Man's ability to discriminate sounds on the 
basis of their frequency is largely due to these properties of the ear. Studies carried out in 
human cadavers and in experimental nimals of how the basilar membrane vibrates in response 
to pure tones have provided a great deal of information about the frequency selectivity of the 
basilar membrane. However, studies conducted recently have shown that the basilar membrane 
is nonlinear[3] and that this nonlinearity is vulnerable to physiological changes[4,5]. 
Studies conducted in experimental nimals using pure tones as stimuli show that each 
auditory nerve fiber is most sensitive to one particular frequency. This means that each nerve 
fiber is tuned to a certain frequency (see [6] and [7]). A generally accepted model of the auditory 
periphery is a set of bandpass filters, each followed by a nonlinearity followed by another 
bandpass or lowpass filter and a halfwave rectifier[8-1 I]. The input to these bandpass filters 
is the sound that reaches the ear, and the output of this model controls the discharge rate in 
individual auditory nerve fibers. The temporal pattern of a sound is coded in the temporal 
patterns of the different nerve fibers for which the sound is intense nough to exceed threshold, 
but presumably only for frequencies below 4 to 5 kHz. 
While the threshold of firing of single auditory nerve fibers can be determined using pure 
tones as test signals, it is not possible to determine their frequency selectivity at sound levels 
in the physiological range using pure tones. However, noise can be used as the stimulus, in 
conjunction with statistical signal analysis, to study the frequency selectivity at different sound 
intensities, and thus to study the nonlinearities which can be expected to appear only at higher 
sound intensities. Noise is a "richer" signal than, e.g. a sinusoid, and it tests the system at 
many frequencies at the same time. This feature, in turn, makes Wiener kernel analysis a 
powerful tool in identifying the systems involved in such responses. Noise has been used as 
the input to such systems and cross-correlation used to analyze the output in many studies of 
sensory systems[5,12-20] (for a review see [211). 
Although the Wiener kernel method offers a complete description of the system under test, 
this is often so complex for biological systems that its value is questionable--at least at the 
present state of our understanding of these systems. This paper shows how processing in certain 
parts of the auditory system can be studied using computation of the first-order Wiener kernel 
and how it is possible to distinguish between even- and odd-order nonlinearities by comparing 
the physiological response with the output of a linear model that has the first-order Wiener 
kernel as its impulse response. 
SYSTEMS IDENTIFICATION IN THE AUDITORY SYSTEM USING 
PSEUDORANDOM NOISE 
In order to study signal transformation i  the auditory system a method must be devised 
to define the properties of the linear portion of the system. It is reasonable ata first approximation 
to assume the peripheral portion of the auditory nerve to function as a linear bandpass filter 
followed by a nonmemory nonlinearity and a second linear filter. This is in turn followed by 
half-wave rectification due to the unidirectionality of the hair cells. 
An early attempt to use statistical signal analysis methods to study the frequency selectivity 
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of the ear was made by de Boer[22], who showed that the impulse response of the linear portion 
of such a system can be obtained when the input is true Gaussian noise. In his study de Boer 
recorded the neural discharges from single auditory nerve fibers and summed the noise that 
preceded each nerve impulse. The resulting so-called reverse correlation can be shown to be 
similar to obtaining the first-order cross-correlation[21,23]. It is assumed that the input to the 
system is Gaussian white noise, and that the output is a series of action potentials: 
N 
z(t) = ~'~ J ( t  - t.). 
n=t  
The cross-correlation between input and output is then: 
1 f~ N _1 ~x( t  _ r )  ' R.~:(~') = ~ x( t )z ( t  + "r) dt = "T " N ,=t 
where Re: becomes the average of the signal that precedes each neural discharge. The method 
thus yields an approximation of the first-order Wiener kemel. 
Fourier transformation f these "reverse correlograms" was performed to obtain estimates 
of the frequency transfer functions. The results of these early studies howed that the frequency 
selectivity of the ear obtained using this method was about he same as the frequency threshold 
curves showed. Thus studies concluded that the system behaved in a way similar to a linear 
system. 
Another approach used to study the frequency selectivity of the auditory system at the level 
of the auditory nerve was taken by M¢ller[5,14,16]: pseudorandom noise was used as the 
stimulus, and the results were examined by cross-correlation a alysis to obtain estimates of the 
first-order Wiener kernel. A period histogram of the discharges locked to the periodicity of the 
pseudorandom noise was correlated with one period of the noise. When data are collected over 
sufficient ime, these histograms will represent the probability of the appearance of a neural 
discharge at any given time over one period of the pseudorandom noise. 
The discharges of single nerve fibers may be seen as point processes that are related in a 
certain way to the stimulus. Uncovering this relationship is the purpose of these studies. How- 
ever, when Wiener kernel analysis, which is defined for continuous processes, is applied to 
point processes, the results are difficult to interpret, and it has been suggested that a better 
method is to compute the cross-spectrum from the data and then, through inverse Fourier 
transformation, to obtain estimates of the Wiener kernels[24,25]. One advantage of analyzing 
period histograms of neural discharges to obtain this information is that these histograms may 
be regarded to be approximations of a continuous function. 
SYSTEMS IDENTIFICATION USING PSEUDORANDOM NOISE AS INPUT 
Let us consider the determination f the properties of a linear system using pseudorandom 
noise as the input. Assuming that the input, x(t ) ,  to the system is Gaussian noise, the auto- 
correlation of which is a delta function, the first-order cross-correlation function of the output 
and input signal, y(t) ,  is 
Rr,(n') = lira x( t )y ( t  + r )d t .  
This becomes an estimate of the system's impulse response function: 
h(r) = R~(r), 
which then "identifies" a linear system. 
The Fourier transform of the cross-correlation function is an estimate of the transfer function 
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F(to) = f f  h('r) • e-J'~" dr, 
where to = 2wf and f is tile frequency. 
In the case of pseudorandom noise it is advantageous to make use of the circular cross- 
correlation, since the end point of one period of the noise matches the beginning of the period. 
Assuming that the noise as well as the output of the system (e.g. histograms of neural activity) 
are sampled data, the circular cross-correlation is 
I K -n - I  1 K - t  
R~,(nZ) = R" k=o ~ (X[(k + n)T])Y(kT) + K k=~-, (X[k - K + n)T]Y(kT), 
wheren = 0, 1, 2 . . . . .  K - 1. 
The raw cross-spectrum S,~(mf~) was computed from the cross-correlation function as 
follows: 
. . . .  = R~,(nT) exp(- j2wnm/N),  S~.(ml~) = A,~(mO) + jB~(mI'~) ~/,=0 
where m = 0, 1, 2, 3 . . . . .  M; M = N/2, N is the total number of delays in the cross- 
correlation, f~ = 2w f ,  where f = 1/NT equals the frequency resolution. 
These raw spectral estimates are smoothed by a Hanning window to yield the refined cross- 
spectrum[26]: 
A~.(0) = 0.5 A.~(0) + 0.5 Av.(l), 
A'~(mf~) = 0.25 A~[(m - 1)1"~] + 0.5 A.~.(mf~) + 0.25 A.~,.[(m + l)f~] 
form = 1 ,2 ,3  . . . . .  M-  1, 
A~.(M~) = 0.5 A~.(M~) + 0.5 A,~.(M - l)l). 
The imaginary part of the cross-spectrum is smoothed in the same way. 
In the frequency range where the input noise can be assumed to have a uniform spectrum, 
the absolute value of the transfer function becomes 
t'~ 1,9 P'.(m~) = [A.'2(mf~) + B~,.-(mf~)] -,
and the phase angle is 
d~.g(mf~) = arctan[B.'.(m~)/A~,(mf~)], 
where n = I, 2, 3 . . . . .  M - 1113,15,27]. 
Using this method to obtain the first-order correlation and cross-spectrum from single 
auditory nerve fibers for different stimulus intensities howed systematic differences in the cross- 
correlations for different sound intensities[5,14,16]. The first-order cross-correlations deter- 
mined from the discharges of single auditory nerve fibers have the shape of a damped oscillation 
since they are estimates of the impulse response of a bandpass ystem. When sound intensity 
is increased to physiological sound intensities (60 to 70 dB above threshold), the damped 
oscillation is considerably shorter than it is near threshold (Fig. 1). 
The frequency transfer functions obtained by Fourier transforming these cross-correlograms 
changed correspondingly when sound intensity was increased from near threshold to 60 dB 
above threshold (Fig. 2). Thus the frequency-selectivity curves obtained when noise was used 
as the stimulus became wider as the intensity was increased, and the frequency of maximal 
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Fig. 1. Cross-correlograms of the response from a single auditory nerve fiber in a rat obtained at stimulus 
intensities 10, 30 and 60 dB above threshold. The frequency of the damped oscillation was 1610, 1420 and 
1122 Hz, respectively, at these three stimulus intensities[16]. 
response shifted downward. This was not entirely a surprise, since results obtained by measuring 
the frequency selectivity of the basilar membrane--the part of the ear that is usually regarded 
to be responsible for its frequency selectivity--had shown results that indicated a similar non- 
linearity[3,4]. However, the method by which these results were obtained (recording from single 
auditory nerve fibers) made it possible to study the frequency selectivity in the intact animal 
over a much wider range of intensities than was possible when vibration of the basilar membrane 
was measured at the time the study was done. Recently, technical improvements have made it 
possible to study the vibration of the basilar membrane over a similar range of frequencies and 
these studies have confirmed these results[28,29]. 
In interpreting the results of experiments in which this method is used it is important to 
keep in mind that these results reflect the ability of the discharges of the nerve fibers to phase- 
lock to the time pattern of the neural excitation. The upper frequency limit for measurable 
phase-locking is about 5 kHz. Thus sounds of lower frequency than 5 kHz will give rise to a 
neural discharge, the temporal pattern of which is correlated with the periodicity of the sound. 
Now let us consider which errors in estimation of the first-order Wiener kernels may occur 
because of the particular type of noise used. When Gaussian oise is used as input to a nonlinear 
(stationary) system, the cross-correlation between input and output is a valid estimate of the 
impulse response of the linear part of the system[31]. When pseudorandom noise is used as 
input instead of true Gaussian oise, errors in the determination f the impulse response function 
may result from anomalies of the noise and the fact that the noise sequence is of finite length. 
Well-designed pseudorandom noise has the same auto-correlation function and power spectrum 
as band-limited Gaussian white noise, but the higher-order auto-correlation functions may differ. 
For Gaussian white noise all even-order auto-correlations are zero: R~(o',~') = 0. 
The outcome of tests using different ypes of noise on a system consisting of a nonmemory 
nonlinearity that is sandwiched between two bandpass filters (Fig. 3) may be used to study such 
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Fig. 2. Cross-spectra computed from the cross-correlograms in Fig. I. The ordinate values for the three curves 
were scaled identically inarbitrarily defined ecibels[ 16]. 
anomalies of the noise[30]. When pseudorandom noise is used to test such a system anomalies 
in the noise will affect the determination of the impulse response of the linear portion of the 
system (for a detailed analysis of such a cascade see [32], in which is described a method for 
identifying all parts of such a cascade). These anomalies are related to the way in which the 
noise is generated and to the fact that the length of each sequence is finite[30]. When nonlinear 
systems are tested these anomalies result in errors in the determination of the first-order Wiener 
kernel (as well as higher-order kernels). 
This can be seen by considering the cross-correlation between output and input of a system, 
such as that shown in Fig. 3, which contains "zero memory" nonlinearities of the second order 
("zero memory" means a circuit in which the amplitude distortion is instantaneous, and of 
which the output can be described by a power series of the input): 
R~('O = y(m(t  - ~) = n, f f h,(v)h~(~R~(~ + v - "0 dv d,~ 
+ a : f f fh , (v )h , (~. )h , _ ( ,~)R=(¢+v-~, ,~+~-T)dvd~d¢,  
h 1 (o )  h 2(o ' )  
x ( t )  r ~  r - - ' - -~  r - - - - - -~ y ( t )  
I aP, I----1 ZNL I-----1 BP= ! 
Fig. 3. Cascade system consisting of a bandpass filter, followed by a zero-memory nonlinearity, followed by 
another bandpass filter. 
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where h~(cr) and h,.(cr) are the impulse response functions of the two bandpass filters, respectively, 
and the input-output relations for the three different parts of the system were 
u(t) = f ht(v)x(t - v) do, 
v(t) = ao + alu(t) + azu(t) z, 
y(t) = f h2(cr)u(t - or) dcr. 
In this analysis, the first term contains the auto-correlation of the input signal (R=) and the 
second term contains the second-order auto-correlation (R=,) of the input. Obviously, if the 
second-order auto-correlation is not zero the cross-correlation becomes erroneous as a result 
of the nonlinearity. When the second-order auto-correlation f the noise is zero and the first- 
order auto-correlation is a delta function, as it is in Gaussian white noise, R~(r) = J ('r) and 
R~fcr,'r) = 0, the cross-correlation becomes reduced to 
R,.(,r) = al f h2(cr)hn(r - cr) dcr, 
which is the convolution of the impulse responses of the two filters. 
Pseudorandom noise is usually generated by shift registers with feedback. The output of 
the shift register can either be used directly as a binary sequence or it can be lowpass filtered 
to produce an analog signal. It has been shown that noise that is based upon ternary sequences 
contains fewer anomalies than noise based on binary sequences[l,30]. This appears clearly 
when the noise is tested on a cascade system as that shown in Fig. 3. These anomalies are 
related to higher-order auto-correlation functions and are not zero. 
The above-mentioned model was used to compare pseudorandom noise based upon binary 
m-sequences, Gaussian pseudonoise, binary equirandom noise, inverse-repeat sequences formed 
from these types of noise and ternary m-sequences, and the first-order cross-correlation was 
computed and compared to the impulse response of the linear portion of the system. It was 
found that when pseudorandom noise of the inverse-repeat type was used the first-order cross- 
correlation was a closer approximation to the impulse response than was the cross-correlation 
that resulted when ordinary binary noise was used as input[30]. It is obviously advantageous 
to use inverse-repeat sequences for such analyses because their even-order auto-correlations are 
zero, which reduces errors from nonlinearities of even order such as rectification[33]. The first- 
order auto-correlation f an inverse-repeat noise has a positive peak at zero delay and a negative 
peak at T/2, where T is the length of the noise. Ternary noise is of the inverse-repeat type by 
its generation. 
Ternary m-sequences can be generated in a way similar to that in which binary sequences 
are generated, by adding the feedback signals modulo-three to form the next bit in the shift 
register (Fig. 4). The resulting signal will contain three levels: + 1, 0 and - 1115,27,34]. All 
even-order auto-correlations are zero, but the third-order auto-correlation suffers from anom- 
alies[35,36]. 
It has been shown that accurate stimates of center frequency and bandwidth values of a 
Clock Pulse ~ Outl~ut 
sive 
[~ OR-Gates 
Fig. 4. Shift register to generate pseudorandom noise. 
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linear bandpass filter followed by a rectifier can be obtained when pseudorandom noise based 
upon ternary m-sequences i  used; in addition, the influence of the nonlinearity on the deter- 
mination of the filter function is minimal[27]. However, when noise based upon binary sequences 
is used to test such a system, a considerable error results and the low-frequency noise becomes 
superimposed on the estimates of the impulse response function that are obtained. These anom- 
alies can be eliminated by adding the response to the noise to the response to its reversed 
polarity[5], but the use of ternary noise automatically eliminates these errors. 
METHODS TO STUDY THE NATURE OF THE NONL INEARITY  THAT 
CAUSES THE FREQUENCY SELECT IV ITY  OF THE EAR TO DEPEND UPON 
SOUND INTENSITY  
The change in the frequency selectivity as a function of the sound intensity of the auditory 
system just described shows that the system is nonlinear and, as a consequence, the system 
cannot be accurately described by the first-order Wiener kernel. Instead of computing higher- 
order kernels, these nonlinearities can be studied by comparing the neural response to the 
response of a linear model, the impulse response function, h('r), of which is equal to the first- 
order cross-correlation function obtained. The output of the model is computed by convolving 
one period of the pseudorandom noise used as the stimulus with this impulse response, and is 
represented as 
xCt) = f y(t) • hCt - ~) d'r. 
+ L+++,°,+,.+t,,,++ 
- I  ~'r "l',,'rq',','~ 7~"I" +','r','P''~-,+-,~r,-,,r " l [ . '~ ' ' ,+m~ ++'~'+T"r" l ' ' " r ' ' " rWrT '~rt" l ' r~ 
+ ++ 
+It ,+ 
~11 CROSS-  CORRELAT ION 
F,~+,I- r =rr,~,,~ m,~+-p-,,~,, wT ,+,,,+.,,+~,-,, 
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Fig. 5. Period histogram of the response from a single auditory nerve fiber to stimulation with pseudorandom 
noise (A) and the cross-correlation between the pseudorandom noise used as stimulus. The rectified response 
of a model for which the cross-correlogram is the impulse response is shown in B, and the difference between 
the actual response and the model response is shown in C. D and E are the folded histogram and the folded 
model response, respectively. The difference between these two recordings is shown in F[16]. 
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The difference between the model response and the actual response is due to the presence 
of nonlinearities and to uncorrelated noise. The fact that neural firing has a certain degree of 
variance is a source of uncorrelated noise. The process of adding many responses to construct 
a period histogram of the response reduces the noise so that when the analysis is based upon 
histograms of a large number of responses this noise becomes negligible and the difference 
between the neural response and that of the model response becomes mainly a measure of the 
nonlinearity. 
However, the change in the computed cross-correlation such as that seen in Fig. 1 when 
the intensity of the sound is changed may not reflect a type of nonlinearity that gives rise to 
higher-order Wiener kernels; rather, it could be the result of a (slow) change in the properties 
of the system that occurs as a function of the sound level. If such a change occurs smoothly 
as, e.g.,  what is known as adaptation, the first-order cross-correlation determined on the basis 
of the response obtained at a certain sound level will describe the properties of the system at 
that input level relatively well. Such a system may therefore be described by a series of linear 
models, each one being valid only within a limited amplitude range of the input signal. On the 
other hand, if the nonlinearity generates high-order distortion products this will be reflected in 
a large discrepancy between actual response and model response. 
The fact that the pseudorandom noise used is of the inverse-repeat type, which means that 
the second half of the noise is identical to the first half but inverted, means that both the response 
to the noise, and its inverted version is included in the histogram of the responses. Subtracting 
the second half of the response from the first half will not change the results when a linear 
system is being studied, but in the case of a system that contains even-order nonlinearities these 
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Fig. 6. Similar graph as in Fig. 5 showing the averaged response from the round window of the cochlea of a 
rat in response to an amplitude-modulated 3 kHz tone about 30 dB above threshold (A), together with the 
response of a model, the impulse response of which is the cross-correlation between the response and the noise 
that was used to modulate the tone (B). The cross-correlogram is shown in the insert, CC. The difference 
between the actual response and the model response is shown in C. The folded response is shown in D, and 
the folded output of the model is seen in E. F shows the difference between the folded response and the folded 
output of the model. 
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Fig. 7. Results similar to those in Fig. 6, but from the surface of the cochlear nucleus of the rat. The stimulus 
was an 8 kHz tone that was amplitude modulated with pseudorandom noise. A shows the response to the 
amplitude-modulated tone, B the response of a model, C the difference between the actual and model responses, 
D the folded response, E the folded output of the model, and F the difference between the folded responses of
the rat and the model. CC is the cross-correlation between the noise and the response. 
nonlinearities will be cancelled by this procedure. Information about which type of nonlinearity 
is involved can therefore be obtained by comparing the difference between the output of the 
linear model described above and the histogram of the response with the difference between 
the folded response of the model and the folded histogram of the neural response (the histogram 
obtained when the second half of the response is subtracted from the first half). If the nonlinearity 
is exclusively of even order, it will be cancelled by the process of folding the histograms of 
the neural responses, and, consequently, there will be no difference between the folded histogram 
and the model response; however, if the nonlinearity is exclusively of odd order the difference 
between the actual recording and the model will remain the same when the comparison is based 
upon the unfolded and folded histogram. 
How this can be applied to data obtained from single auditory nerve fibers is illustrated 
in Fig. 5, in which histogram of neural responses from a single auditory nerve fiber (solid lines) 
are compared to those of a rectified model response (dashed lines). This graph also shows folded 
histograms compared with the output of the same model using appropriate amplitude scaling. 
Since the auditory receptors act as half-wave rectifiers, the output of the model has been rectified 
to include the rectifying properties. From this figure, it is evident hat the difference between 
the actual response and the model response is much smaller when the folded histograms are 
compared than when the unfolded histograms are compared. This shows that the nonlinearity 
in the auditory analyzer is mainly of even order; in fact, the nonlinearity may be assumed to 
be mainly second order. 
The results first described, which show that the frequency tuning of auditory nerve fibers 
is different at different sound intensities, could not have been obtained using traditional methods 
for determining the frequency response of linear systems, such as using sinusoids or impulses 
as input; nor could such traditional methods have revealed the type of nonlinearities that are 
present in this portion of the auditory system. 
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USE OF PSEUDORANDOM NOISE IN STUDIES OF RESPONSES FROM 
GROUPS OF NERVE CELLS IN THE AUDITORY NERVOUS SYSTEM 
The method I~y which pseudorandom noise was used to determine the impulse response 
function can also be used to describe the electrical events that can be recorded from groups of 
nerve fibers or nerve cells. Instead of using the noise itself as the sound stimulus, a tone or 
random noise that is amplitude modulated with pseudorandom noise is used. In this way the 
derived impulse response function becomes a measure of how the auditory system responds to 
(small) changes in the amplitude of a continuous ound stimulus. The response is averaged over 
one period of the pseudorandom noise in order to reduce the contribution of uncorrelated noise. 
Figure 6 shows examples of results obtained when recording from the round window of the 
cochlea (these results are mainly the response from the auditory nerve), while Fig. 7 shows 
results obtained when recording from the surface of the cochlear nucleus, which is the first 
relay nucleus of the ascending auditory pathway. Figures 6 and 7 show that there is a considerable 
difference between the actual response and the model response when recordings are made from 
the round window, but that there is very little difference when the folded histograms of the 
actual response and model response are compared. This indicates that the nonlinearities are of 
even order. An interesting finding is that the difference between recordings from the cochlear 
nucleus and those of a higher model is smaller than what is seen in recordings from the round 
window (auditory nerve). This indicates that the system that is tested when recordings are made 
from the cochlear nucleus is less nonlinear than the system that is represented by recordings 
from the auditory nerve. Again, this information that was obtained from these experiments 
could not have been obtained using more conventional test signals, such as impulses (click 
sounds) or sine waves (pure tones), which have been the prevailing test signals used in studies 
of the ear and the auditory nervous system. 
From the results described in the present paper it could be concluded that using noise as 
a test signal in experiments in which correlation functions are analyzed can provide information 
about complex biological systems that cannot be obtained when other simpler test signals are 
used. 
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