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This thesis consists of two parts. Part I focusses on Gibbs-non-Gibbs transitions
in mean-field systems, Part II focusses on integration for functions with values in a








1 §1.1 Introduction to Part I
Gibbs measures are key objects in the field of equilibrium statistical mechanics. They
describe the macroscopic state of a system of a large number of components that is
in equilibrium. It may happen that when the system is transformed, for example,
by a stochastic dynamics that runs over a certain time interval, the evolved state
is no longer a Gibbs measure (think of a system of particles with a certain initial
temperature in equilibrium that is being heated up). Such situations are considered
in Part I of the thesis.
In Section 1.1.1 we first give an informal description of equilibrium statistical
mechanics. In Section 1.1.2 we describe the idea behind Gibbs measures, considering
the example of the Ising model. In Section 1.1.3 we describe the concept of a phase
transition. In Section 1.1.4 we give the definition of a Gibbs measure. In Section
1.1.5 we describe mean-field systems and sequential Gibbsianness and relate them
to the notion of a Gibbs measure. In Section 1.1.6 we describe the phenomenon of
Gibbs-non-Gibbs transitions and pose the main questions related to it. In Section
1.1.7 we list our main contributions in Part I.
Even though the notion of Gibbs measure pervades this introduction, it serves
mainly as a motivation for our study on mean-field systems. This introduction is
inspired by other PhD-theses that have been written on Gibbs-non-Gibbs transitions,
in particular, A. Opoku [71], V. Ermolaev [35], F. Wang [89], and J. Martínez [67].
§1.1.1 An informal description of equilibrium
statistical mechanics
Statistical mechanics studies systems consisting of a large number of interacting com-
ponents with the help of probability theory. Classically, the motion of particles of a
gas or a liquid are described by Newton’s laws, or equivalently by Hamilton equations.
As this is a huge and complex system of differential equations (typically of the order
of Avogadro’s number, 6 × 1023), it is impossible to solve it, either rigorously or nu-
merically. However, we are not interested in the precise local microscopic behaviour
of all the particles, but rather in their global macroscopic behaviour. If the system
of particles is in equilibrium, which means that the macroscopic behaviour does not
change in time, then this macroscopic behaviour is well-described by a Gibbs meas-
ure. This is a probability measure on the space of all possible configurations of the
particles, describing the local laws of the particles in terms of an energy function.
The energy of a configuration can be seen as a cost, because a lower energy of a
configuration means that it is more likely to occur.
The definition of a Gibbs measure is a natural generalisation of the definition of the
canonical ensemble in statistical mechanics, also called the Boltzmann distribution,
for systems consisting of infinitely many particles. There are several ways to explain
why Gibbs measures represent the macroscopic behaviour in equilibrium, for which
we refer to the books by Ruelle [81], Sinai [17], Gallavotti [43], and Bovier [13].
In the next section we informally introduce such energy functions and explain how
2






Gibbs measures are described in terms of them.
§1.1.2 An informal description of Gibbs measures:
the Ising model
Let us first describe the components, called spins, in a finite box, say  = {1, . . . , 6}2.
The spins take the value −1 ( ) or 1 ( ), so that the set of configurations is {−1, 1}.
See Figure 1.1 for an example of a configuration. We consider a parameter β ∈ [0,∞),
called the inverse temperature (β = 1T , where T ∈ (0,∞] denotes the temperature).







The function H on {−1, 1} is called the Hamiltonian. The probability of a config-










Figure 1.1: An example of a configuration of magnetic spins in a box.
If β = 0, corresponding to “infinite temperature”, then P is the uniform distribution
on the configuration space {−1, 1}: every σ has probability 1Z , where Z is the
total number of configurations. However, if β > 0, then the energy influences the
probability P. For a configuration σ, the contribution of the spins at two neighbouring
positions x and y in , |x − y| = 1, is −1 if the spins are aligned, σ(x) = σ(y), and
1 if the spins are not aligned, σ(x) 6= σ(y). The number of pairs x, y in  that are
neighbours is 4×2+4×4×3+4×4×4 = 120. Considering the configurations σ and
σ as in Figure 1.2, we see that H(σ ) = −120 and H(σ ) = 120: each pair x, y ∈ 









H(σ ) is less than H(σ ), the configuration σ has a larger probability than σ . Note
that the configuration σ in Figure 1.3 has the same number of and , but has a
larger probability than σ . This shows the dependence on the spatial geometry of the
configuration. We will come back to this in Section 1.1.5 in the context of mean-field
systems, where we do not consider spatial geometry.
The β indicates the strength or influence of the energy on the probability. For
a large value of β, the typical configurations under P are those with low energy,
i.e., those configurations where the and are clustered together. Conversely, for
a small value of β, there is not much preference between different configurations,
allowing them to be unclustered.
σ σ
Figure 1.2: A fully aligned configuration and an alternating configuration.
σ
Figure 1.3: A configuration with plus and minus spins sorted.
The systems considered so far consist of a finite number of spins, with values in
a finite space and without a boundary condition. In order to extend the notion of
probability measure to an infinite number of spins, we will first discuss an example in
which we take into account boundary conditions.
Instead of considering the 6 × 6 box  = {1, . . . , 6}2, we consider the 8 × 8 box
{0, 1, . . . , 7}2, where the set of positions outside  is considered to be the boundary,
which we denote by B. So
B = {(x, y) : (x, y) = (0, i), (7, i), (i, 0), (i, 7) for some i ∈ {0, . . . , 7}}.
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We assume that the spins on the boundary B are fixed and we give the distribution of
the configurations in . Let η denote the boundary condition, i.e., η((0, i)), η((7, i)),
η((i, 0)), η((i, 7)) are elements of {−1, 1} for i ∈ {0, . . . , 7} as in Figure 1.4.







η(7,0) η(7,1) η(7,2) η(7,3) η(7,4) η(7,5) η(7,6) η(7,7)
Figure 1.4: A configuration with boundary condition η.
We choose the following energy function for configurations σ = (σ(x))x∈, de-




















The example of the box  = {1, . . . , 6}2 can of course be extended to general
boxes, for example to those of the form Λn = {−n,−n + 1, . . . , n − 1, n}2. The
probability as in (1.1) for a box Λn and a boundary configurations η is called the
finite-volume Gibbs measure with boundary condition η.
A Gibbs measure is a measure on “a box of infinite size”, Z2 for example. The
finite-volume Gibbs measures with boundary conditions serve as candidate conditional
probabilities for a Gibbs measure on the infinite lattice as it forms a consistent family
of conditional probabilities. The idea is as follows. For each finite box Λn ⊂ Z2 and
each configuration η outside Λn, i.e., η ∈ {−1, 1}Z
2\Λn , we have an energy function
HηΛn on {−1, 1}Λn and a partition sum Z
η
Λn
> 0, similarly as defined above. Let
µ be a probability measure on {−1, 1}Z2 , which is viewed as the law of the infinite
configuration Θ, i.e., Pµ(Θ ∈ A) = µ(A) for subsets A ⊂ {−1, 1}Z
2
. Then µ is called
a Gibbs measure whenever for all n and all η ∈ {−1, 1}Z2\Λn the probability under























The Hamiltonian HηΛn is the energy function for the boundary condition η (see also
Example 1.1.4).
We give a precise definition of a Gibbs measure in Section 1.1.4.
§1.1.3 An informal description of phase transitions
In this section we discuss of the occurrence of phase transitions, which are important
in statistical mechanics.
The most common phase transitions we experience in daily life concerns water:
vaporisation of water to steam occurs at 100 ◦C, freezing of water to ice at 0 ◦C. Such
a phenomenon, where around a certain value of a parameter there is a drastic change
in the behaviour on the macroscopic level, is called a phase transition. Even though
experimentally such phase transitions have been found in many systems, there is a
rigorous mathematical description for only relatively few models.
Results on phase transitions are available for spins systems on a discrete lattice.
Let us consider the example of the Ising model on Z2 described above in Section
1.1.2. For this model a phase transition occurs in the following sense. There exists a
βc ∈ (0,∞) such that for all β < βc there exist a unique measure µ such that (1.2)
holds for all n and choices η, while for β > βc there exist two such measures µ+ and
µ−, with µ+ 6= µ−. Both µ− and µ+ are limits as n → ∞ of finite-volume Gibbs





Figure 1.5: Possible evolution of infections and recoveries.
A different type of phase transition occurs in the following interacting particle
system, called the contact process. We consider the lattice Z2 and imagine that every
6






site represents an individual, being either healthy or infected . At each time t ≥ 0
a subset of Z2 is infected. Over time, infected individuals recover at constant rate
1, while healthy individuals become infected at rate λ times the number of infected
neighbours (where rate λ means that the transition from healthy to infected occurs
according to an exponential distribution with mean 1λ ). For example:
• (recovery) ⇒ at rate 1,
• (infection) ⇒ at rate 2.
A possible time evolution could look like Figure 1.5. In this model the following phase
transition occurs. There exists a critical infection rate λc such that for λ < λc the
epidemic eventually dies out while for λ > λc the epidemic has a positive probability
to persist forever. The intuitive explanation for small λ is that recovery occurs much
faster than infection, so that an infection is more likely to disappear than to spread
to one the neighbours of the individual. The intuitive explanation for large λ is that
the reverse happens. See Liggett [65] for more details on the phase transition of the
contact process (and of the Ising model).
Many other phase transitions exists in statistical mechanics, for example, in per-
colation, in branching processes, transience versus recurrence of random walks, etc.
§1.1.4 A formal description of Gibbs measures
In this section we give the formal definition of a Gibbs measure, and an equivalent
description that is used in Section 1.1.5 to indicate the similarities between the notion
of Gibbs measure and the notion of sequentially Gibbs for mean-field systems. We
refer the reader to the book by Georgii [44] and to van Enter, Fernández and Sokal
[32], Fernández [38], for more details.
Let (E, E) be a measurable space and L a countable set. Let (Ω,F) be the meas-
urable space given by Ω = EL and F = ⊗l∈L E . For a nonempty Λ ⊂ L we write
πΛ : Ω → EΛ for the restriction map πΛ(ω) = ω|Λ. We write P0(L) for the set
of nonempty finite subsets of L. For probability measures λ on (E, E) we write
λΛ =
⊗
l∈Λ λ for the product measure on (E
Λ,
⊗
l∈Λ E) for all nonempty Λ ⊂ L. For
Λ ⊂ L and functions σ : A → E, ω : B → E with Λ ⊂ A and Λc ⊂ B, we use the
notation σ1Λ + ω1Λc for the function that maps l ∈ Λ to σ(l) and l ∈ Λc to ω(l). In
the statistical mechanics literature the following shorter notation is common:
σΛωΛc = σ1Λ + ω1Λc .
1.1.1 Definition. An interaction on (Ω,F) is a function Φ : P0(L) → M(F), or
equivalently, a family Φ = (ΦA)A∈P0(L) of measurable functions for which Φ(A) = ΦA














Let Λ ∈ P0(L). For an absolutely summable Φ we define the Hamiltonian for volume





ΦA(ω) (ω ∈ Ω). (1.3)
Let λ be a probability measure on (E, E). For Λ ∈ P0(L), the Gibbs distribution in
volume Λ corresponding to Φ and λ, denoted by γΦ,λΛ : E















Λ (σΛωΛc ) dλΛ(σ).
For ω ∈ EΛc the measure γΦ,λΛ (ω, ·) is called the Gibbs distribution in volume Λ with
boundary condition ω.
A probability measure µ on (Ω,F) is called a Gibbs measure for Φ (and λ)
whenever γΦ,λΛ is a regular conditional probability under µ with respect to πΛc for
all Λ ∈ P0(L), or equivalently, whenever for all A ∈ F the function Ω → [0, 1], ω 7→
γΛ(ω|Λc , A) is a version of the conditional probability under µ of A with respect to
FΛc , the σ-algebra generated by πΛc , i.e., whenever
µ(A ∩ π−1Λc (B)) =
∫
EΛc












1B(ω)γΛ(ω|Λc , A) dµ(ω) (B ∈ FΛc).
A probability measure µ on Ω is called a Gibbs measure whenever there exists an
absolutely summable interaction Φ such that µ is a Gibbs measure for Φ.
1.1.2 Remark. As Φ is absolutely summable, the Hamiltonian HΦΛ is a bounded
measurable function, which implies that the function EΛ → R given by
σ 7→ e−HΦΛ (σΛωΛc ),
is integrable for all ω ∈ EΛc , so that ZΦΛ (ω) ∈ (0,∞).
8






1.1.3 Remark. In our definition we assume Φ to be absolutely summable, even
though in the literature (like in Georgii [44]) it is only assumed that HΦΛ exists, in the
sense that the series in (1.3) converges.
1.1.4 Example (Ising model). Let E = {−1, 1}, λ be the uniform measure on
{−1, 1}, i.e., λ({−1}) = λ({1}) = 12 , and L = Zd for some d ∈ N. We define an
interaction potential Φ as follows. Let Φ{x,y}(ω) = −βω(x)ω(y) whenever x, y ∈ Zd
are neighbours, i.e., |x − y| = 1. Let ΦA = 0 for A ∈ P0(L) when #A 6= 2 or when
A = {x, y} and x and y are not neighbours. Then Φ is absolutely summable. This
interaction potential Φ corresponds to the Ising model described in Section 1.1.2: for
d = 2, Λ = Λn = {−n,−n+ 1, . . . , n− 1, n} and σ ∈ EΛ, η ∈ EΛ
c
we have
HΦΛ (σΛηΛc) = H
η
Λ(σ).
The notion of a phase transition as explained in Section 1.1.3 is formalised in the
following definition.
1.1.5 Definition (Phase transition). An interaction potential Φ is said to exhibit
a phase transition if there is more than one probability measure that is a Gibbs
measure for Φ.
1.1.6 Example (Phase transition for the Ising model). As mentioned in Sec-
tion 1.1.3 the Ising model undergoes a phase transition in dimension 2. With the
formal definitions of the present section we can define the two phases µ− and µ+.
Consider the situation as in Example 1.1.4. Let η−n , η+n ∈ {−1, 1}Λ
c
n be given by
η−n (x) = −1 and η+n (x) = 1 for all n ∈ N. Then µ− is the limit limn→∞ γΦ,λΛn (η−n , ·)
and µ+ is the limit limn→∞ γ
Φ,λ
Λn
(η+n , ·) (see for example Bovier [13, Theorem 4.3.7]).
Using the notion of quasilocality of a specification we formulate in Theorem 1.1.11
an equivalent description for a measure to be Gibbs. We introduce these notions in
Definition 1.1.7 and Definition 1.1.10 below.
1.1.7 Definition (Specification). A family Γ = (γΛ)Λ∈P0(L) of probability kernels
γΛ : Ω×F → [0, 1] for which
(i) γΛ(·, A) is FΛc-measurable for all A ∈ F ,
(ii) γΛ(ω,B) = 1B(ω) for all ω ∈ Ω and B ∈ FΛc ,
(iii) Υ ⊂ Λ implies γΛ(ω,A) =
∫
γΥ(η,A) d[γΛ(ω, ·)](η) for all ω ∈ Ω, A ∈ F ,
is called a specification.
1.1.8 Example (Gibbsian specification). With γΦ,λΛ as in Definition 1.1.1, Γ =
(γΦ,λΛ )Λ∈P0(L) is a specification.
1.1.9 Definition. Define FΛ for a nonempty Λ ⊂ L to be
FΛ =
{















1.1.10 Definition (Local and quasilocal). A function f : Ω → R is called local
if there exists a Λ ∈ P0(L) such that f(ω) = f(η) for ω, η ∈ Ω with ω|Λ = η|Λ (i.e.,
ω(l) = η(l) for all l ∈ Λ). Equivalently, f is local if and only if f is FΛ-measurable
for some Λ ∈ P0(L).
A function f : Ω→ R is called quasilocal if there exists a sequence (fn)n∈N of local
functions that converges uniformly to f , i.e., limn→∞ supω∈EL |fn(ω) − f(ω)| = 0.






|f(ζ)− f(η)| = 0. (1.4)
A specification Γ = (γΛ)Λ∈P0(L) is called quasilocal if ω 7→
∫
Ω
f dγ(ω, ·) is quasilocal
for all bounded quasilocal f : Ω→ R (or equivalently, for all bounded local functions
f).
The following theorem is due to Sullivan [87] and Kozlov [58]. See also van Enter,
Fernández and Sokal [32, Theorem 2.12] and Fernández [38, Theorem 4.78].
1.1.11 Theorem. Let λ be a probability measure on (E, E) and let Γ = (γΛ)Λ∈P0(L)
be a specification. Then there exists an absolutely summable interaction Φ such that
γΛ = γ
Φ,λ
Λ (as in Definition 1.1.1) for all Λ ∈ P0(L) if and only if
(a) Γ is quasilocal.
(b) For all Λ ∈ P0(L) there exist αΛ, βΛ ∈ (0,∞) such that
αΛλ
L(A) ≤ γΛ(ω,A) ≤ βΛλL(A) (ω ∈ Ω, A ∈ FΛ). (1.5)
1.1.12 Remark. Property (b) of Theorem 1.1.11 is also called uniformly nonnull
(see van Enter, Fernández and Sokal [32] by Fernández [38]). It implies that λL 
γΛ(ω, ·) and γΛ(ω, ·) λL, which by the Radon-Nikodym theorem [10, Theorem 3.2.2]
means that there exists a λL-integrable h : Ω→ (0,∞) such that γΛ(ω, ·) = hλL.
1.1.13 Remark (The meaning of a quasilocal specification).
Whenever µ is a Gibbs measure with specification Γ = (γΛ)Λ∈P0(L), the following
holds: For all ε > 0, ∆ ∈ P0(L) and A ∈ F∆ there exists a Λ ∈ P0(L) with ∆ ⊂ Λ
such that, for all η, ω ∈ E∆c with η|Λ = ω|Λ (see Figure 1.6),
|γ∆(η,A)− γ∆(ω,A)| < ε.
Intuitively, this means that under µ the outcome of the components inside ∆ depends
only weakly on the outcome of the components that are far from ∆, where far can
be understood in terms of distance, as in the example of the Ising model (Example
1.1.4).
1.1.14 Remark (Towards the definition of Gibbs for mean-field systems).
The quasilocality of the specification plays a central role in the motivation of the defin-
ition of Gibbsianness for mean-field sequences. Namely, with Γ as in Theorem 1.1.11,
we have the following. Let ω ∈ Ω and Λ ∈ P0(L). Then
γΛ(ωn, A)→ γΛ(ω,A) (A ∈ FΛ)
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Figure 1.6: η = ω within Λ.
for all sequences (ωn)n∈N that on each finite box Υ agree with ω for large n, i.e., for
all Υ ∈ P0(L) there exists an N such that ωn|Υ = ω|Υ for all n ≥ N .
§1.1.5 Mean-field sequences and sequential
Gibbsianness
In Remark 1.1.13 we saw that under a Gibbs measure the components interact weakly
when they are far from each other. Components in the Ising model that are close to
each other, in the sense that they are neighbours, strongly interact with each other, in
the sense that if a neighbour of a component takes the value −1 then the component
prefers to take the value −1 as well.
A different type of system is a mean-field system. Mean-field stands for “equal
interaction between all the components”: among n components, every component
interacts with every other component at strength 1n . Therefore an increase of the
number of components corresponds to a decrease of the interaction strength. Because
of this, a mean-field system is not described by a single probability measure, but
rather by a sequence of probability measures, indexed by n.
More formally, a mean-field sequence is a sequence (µn)n∈N of probability meas-
ures, where µn describes the law of n components, with the property that µn is
invariant under permutations of the components. A typical form of a mean-field se-







e−nV ◦mn(x) dλn(x) (A measurable), (1.6)





i=1 xi, called the empirical magnetisation of x. This setting is considered
in Chapter 2. (In the literature this is referred to as a level-1 description.) It is also
possible to replace “V ” in (1.6) by “Vn”. In a more general setting one considers the
quantity Ln(x) = 1n
∑n
i=1 δxi instead ofmn, which is called the empirical distribution.
This setting is considered in Chapter 3. (In the literature this is referred to as a level-2
description.)
The definition of Gibbsianness for mean-field sequences has been developed by le









the precise definition in Chapter 2 and Chapter 3. We assume that there exists a
continuous regular conditional probability γn under µn of the first spin x1 conditional
on the other spins x2, . . . , xn:
γn((x2, . . . , xn), dx1) = µn( dx1|x2, . . . , xn).
The sequence (µn)n∈N is called sequentially Gibbs whenever for every α there exists
a probability measure γα such that
γn((x2, . . . , xn), ·)→ γα
for all possible choices of x2, . . . , xn such that their magnetisation converges to α. The
idea behind this is similar to what was described in Remark 1.1.14: the limit of the
mean-field kernels is independent of the choice of the sequence (xn2 , . . . , xnn) for which
the magnetisation converges to α, i.e., mn−1(xn2 , . . . , xnn) → α, while the limit of the
specification kernels in Remark 1.1.14 is independent of the choice of the sequence
(ωn)n∈N such that for all Υ the sequence eventually equals ω on Υ, i.e., ωn|Υ = ω|Υ
for large n.
§1.1.6 Gibbs-non-Gibbs transitions
Consider a Gibbsian system, either a measure (on a lattice) or mean-field system.
When a transformation of the system is made, the main question of interest is the
following.
Is the transformed system Gibbsian or not?
One of the first examples of the occurrence of a non-Gibbs measure as the result of
a natural transformation applied to the configuration space can be found in Israel
[53] and van Enter, Fernández and Sokal [32]. In this example, the law restricted
to a subset of the lattice may not be a Gibbs measure, even though the law on the
full lattice is. For other transformations, for example majority rules rather than
decimation rules, it has also been shown that the transformed measure may cease to
be Gibbs.
Considering a transformation by the evolution of certain stochastic dynamics over
a certain time interval, we can also consider the following interesting questions.
• What is the first time at which there is a transition from Gibbs to non-Gibbs?
• If a transition from Gibbs to non-Gibbs occurs, then, at a later time, does the
system become Gibbs again?
• Is there “short-time Gibbsianness” or can the transition occur at time 0, in the
sense that for all t > 0 the evolved system is non-Gibbs?
The transformation of Gibbs measures by stochastic dynamics constitute yet another
class of examples. In van Enter, Fernández, den Hollander and Redig [30] the Ising
model on Z2 at low temperature is considered. When subjected to independent or
12






weakly dependent spin-flip dynamics (which can be interpreted as heating of the
system), the evolved measure is no longer Gibbs at certain later times. Depending on
the magnetic field h, recovery of the Gibbs property occurs (h 6= 0) or not (h = 0).
Later work by the same authors [31] suggested a general approach to Gibbs-non-
Gibbs transitions via large deviations. The conjecture is that the evolved measure
being Gibbs corresponds to having a unique most likely history for each possible
evolved state, where most likely history is interpreted in the sense of large deviations,
namely, as a minimiser of a rate function. This paper can be seen as the start of a
systematic study of Gibbs-non-Gibbs transitions via large deviations.
For reviews we refer to den Hollander [51], Fernández [38], van Enter, Redig and
Verbitskiy [34], le Ny [69] and van Enter [29].
As the geometry of the configuration space causes the study of Gibbs-non-Gibbs
transitions for measures to be difficult, we try to develop techniques to study these
transitions in mean-field systems. In these systems geometry is not taken into account,
which makes them easier to study. In many mean-field systems the Gibbsianness can
be explicitly related to a minimising problem in finite dimensions.
§1.1.7 Main results in Part I
Part I consists of two chapters related to Gibbs-non-Gibbs transitions. Chapter 4 con-
siders large deviations for conditional probabilities. The need for such large deviations
is motivated by a main result of Chapter 3.
The results in Chapter 2
In Chapter 2 we present our study of mean-field sequences for R-valued spins. It
introduces the notion of sequential Gibbs for R-valued spins in an analogous way
as was done by Külske and le Ny [60]. We show that, whenever the potential V is
positive and C1, the sequence of finite-volume mean-field Gibbs measures with po-
tential V is sequentially Gibbs. Considering such sequences as the law of our initial
system, we evolve the spins according to independent Brownian motions and show
that the conjecture in van Enter, Fernández, den Hollander and Redig [31] on the
relation between Gibbsianness and large deviations indeed holds: We prove that the
evolved system is sequentially Gibbs if and only if the large deviation rate function
of the magnetisation of the initial system conditional on the final magnetisation of
the evolved system has a unique global minimiser for each final magnetisation. Due
to the fact that we consider independent Brownian motions as stochastic dynamics,
the rate function has a simple form. In particular, by studying its convexity prop-
erties we can derive a criterion in terms on the potential that implies uniqueness of
global minimisers. Indeed, an explicit bound on the second difference quotient of the
potential holds if and only if the rate function has a unique global minimiser for each
final magnetisation. With the help of this criterion a full classification of possible
scenarios for the evolution can be given, showing when the evolved sequence is or
is not sequential Gibbs. There are four different scenarios: the evolved sequence is









Gibbs to non-Gibbs at some time t > 0, where at time t the sequence is Gibbsian; the
third scenario differs from the second scenario in that at time t the sequence is not
Gibbsian; the fourth scenario is the immediate loss of Gibbsianness. Our example is
the first in the literature where a full classification is achieved, and where immediate
loss of Gibbsianness occurs.
The results in Chapter 3
In Chapter 3 we present our study of mean-field sequences for spins with values in a
general topological space X . Whereas in Chapter 2 the notion of sequentially Gibbs
could be described in terms of the magnetisation, when we consider independent
diffusions rather than Brownian motions we are forced to work with the empirical
distribution, which is done in Chapter 3 (in the literature this is referred to as a
level-2 description, while the description via magnetisation is level-1). We show that
this more general notion agrees with the notion of sequential Gibbs in terms of the
magnetisation. Similarly as in Chapter 2, but now in terms of the empirical distribu-
tion, we derive sufficient conditions on the potential for a sequence of finite-volume
mean-field Gibbs measures to be sequential Gibbs. After that we consider transform-
ations via general kernels and provide formulas for the conditional probabilities that
are needed later on. Whenever the large deviation principle holds under such inde-
pendent transformations (of the initial empirical distribution conditional on the final
empirical distribution), we can formulate a sufficient condition for Gibbsianness of the
evolved sequence. Indeed, in line with the proposed conjecture the transformed se-
quence is sequentially Gibbs if the large deviation rate function of the initial empirical
distribution conditional on the final empirical distribution of the evolved system has
a unique global minimiser for each possible final empirical distribution. This implica-
tion motivates us to study when such large deviation principles hold. This is done in
Chapter 4. The other direction seems more cumbersome and might not be as easy to
establish in full generality, in the sense that one may need to use intrinsic properties of
the transformation to prove that multiple global minimisers imply non-Gibbsianness.
The results in Chapter 4
In Chapter 4 we present our study of large deviations for conditional probabilities.
We consider the notion of weakly continuous regular conditional probability kernels
and study under which conditions these satisfy a large deviation principle. We apply
the resulting theory to conditional probabilities under measures on a product of finite
spaces. Let us call one space the initial space and the other space the final space. We
derive the large deviation principle for the conditional probability of the empirical
distribution on the initial space conditional on the empirical distribution on the final
space. This example can be applied to the setting presented in Chapter 3 in the
following sense. Considering an initial mean-field sequence on a finite state space and
an independent transformation to another finite state space, we obtain a two-layer
measure, i.e., a measure on the product space of the initial and the final space. The
large deviation principle we obtain in Section 4.8 shows that the conditions of the
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main theorem of Section 3.7 are satisfied: in this situation sequential Gibbsianness is
implied by uniqueness of the global minimiser of the rate function.
Open problems
We close by listing a few as yet unanswered questions that arise from the research
in this thesis. First, coming back to the application in Chapter 4, we would like
to extend our large deviation principle to more general spaces than finite spaces.
With the help of this extension we would like to apply the theory of Chapter 3 to
settings like the evolution of independent diffusions (rather than Brownian motions)
or even dependent diffusions (where the dependence is of mean-field type). For such
evolutions we would also like to prove the reverse implication, namely, that multiple
global minimisers of the rate function imply non-Gibbsianness. More in the spirit
of the setting of Chapter 2, we would like to see whether the uniqueness of global








1 §1.2 Introduction to Part II
The integral is an integral part in many branches of mathematics. One naturally
associates it with the problem of computing the area underneath the graph of a
function, but it also occurs, for instance, in the theory of dynamical systems, is
used to represent functions and operators in Fourier theory, and plays the role of an
expectation in the theory of probability.
Various types of integrals have been developed. The best known integrals for
real-valued functions are the Riemann and the Lebesgue integral. For functions with
values in a Banach space there are the Bochner and the Pettis integral. Many more
notions of integrability have been developed for functions with values in the real line,
a Banach space or a topological vector space. However, as far as we know, there is
no notion of integration for functions with values in a partially ordered vector space
(not necessarily a σ-Dedekind complete Riesz space).
In Section 1.2.1 we sketch the ideas behind Riemann, Lebesgue, Bochner and
Pettis integrability. In Section 1.2.2 we describe the main contents of Chapter 5. In
Section 1.2.3 we give an example of an integrable function in the sense of the theory
of Chapter 5. In Section 1.2.4 we describe the main contents of Chapter 6
§1.2.1 Informal description of Riemann, Lebesgue,
Bochner and Pettis integrability
The basic idea behind the Riemann integral is approximation by simple functions.
One way to describe Riemann integrability of a function f on an interval [a, b] is first
to define the integral of a simple function and then to call f integrable if the infimum
of the integrals of the simple functions majorising f is equal to the supremum of the
integrals of the simple functions minorising f .
In a second step - and this is relevant to our present purposes - there is the
improper Riemann integral . A function f on an interval [a,∞) is improperly Riemann







Different is the set-up for the Lebesgue integral . Starting from a measure space
(X,A, µ), typically one first defines the notion of A-measurability and the integral of
an A-simple function. Then a positive measurable function on X is called integrable if
the supremum of the integrals of all minorising simple functions is finite. The notion
of integrability extends by linearity.
With the notion of the Lebesgue integral at hand one can define Bochner integ-
rability for functions with values in a Banach space. Start with a measure space
(X,A, µ) and a Banach space E. Introduce the integral of an A-simple function
X → E. Call a function X → E (strongly) measurable if it is the pointwise limit of
simple functions. A measurable function f : X → E is said to be Bochner integrable
16










‖f(x)− fn(x)‖ dx = 0, (1.7)
which is the case if and only if the function x 7→ ‖f(x)‖ is (Lebesgue) integrable.
The Pettis integral is another integral for functions with values in a Banach space.
Pettis integration is different in its set-up from the (improper) Riemann, Lebesgue
and Bochner integration, as it is not based on a class of simple functions. Instead,
it relies on the dual Banach space. Given a measure space (X,A, µ) and a Banach
space E, a function f : X → E is Pettis integrable with integral I ∈ E if for every
α ∈ E′ the composition α ◦ f : X → R is µ-integrable with integral α(I).
§1.2.2 Main contents of Chapter 5
Many standard Banach spaces, like c, `1, `∞, L1(µ) and Cb(X), are partially ordered
vector spaces. A vector space E is a partially ordered vector space if for x, y, a ∈ E
and λ ≥ 0, x ≤ y implies both x+a ≤ y+a and λx ≤ λy. Many “classical” spaces are
partially ordered vector spaces but do not carry natural norms, such as C(R) and,
for a measure space (X,A, µ), the space of µ-equivalence classes of A-measurable
functions. In Chapter 5 (but also in Chapter 6) we develop a concept of integration
for functions with values in a partially ordered vector space. In Section 1.2.3 we give
an example of an integrable function with values in C(R).
In Chapter 5, following the ideas of the Riemann, Lebesgue and Bochner integra-
tion theories, we start with a class of “integrable” functions Γ and describe two ways
to extend Γ: the vertical and the lateral extensions. We consider the following situ-
ation: E and F are partially ordered vector spaces, X is a set, Γ is a linear subspace
of FX (the space of all functions X → F ) and ϕ : Γ→ E is a linear order preserving
map, the “integral”. The plan is to extend ϕ to a map ϕ∗ : Γ∗ → E, where Γ∗ is a
subspace of FX that contains Γ. See Figure 1.7 for the general picture one should
have in mind and Figure 1.8 for the general picture of an extension. (In the context




Figure 1.7: General situation.
Γ ⊂ Γ∗ ⊂ FX
E
ϕ ϕ∗
Figure 1.8: An extension.
The vertical extension follows the Riemann approach: We call a function X → F
(i.e., f ∈ FX) vertically integrable whenever there exist countable sets Λ,Υ ⊂ Γ with
Λ ≤ f ≤ Υ and (with ϕ(Λ) = {ϕ(g) : g ∈ Λ})









In this way we obtain a set ΓV of functions and we have a natural extension ϕV :
ΓV → E, where ϕV (f) equals (1.8).
The idea of the lateral extension is somewhat similar to the one of the improper






approximating the domain of integration rather than the values of the function. For






where a = a1 < a2 < · · · and an →∞. Here we partition [a,∞) into subintervals on
which f is properly Riemann integrable.
Led by the above, we make the lateral extension as follows. In addition to
E,F,X,Γ, ϕ, we assume that there is given a collection I of subsets of X. A positive
function f : X → f+ is called laterally integrable if there exists a partition (An)n∈N
of X by elements of I such that
• f1An ∈ Γ for all n (1A denotes the indicator function of A),
•
∑
n ϕ(f1An) exists in E, i.e., the set {
∑N
n=1 ϕ(f1An) : N ∈ N} has a supremum
in E.
The latter supremum is then denoted by ϕL(f). By definition, ΓL is the linear span
of the set of all laterally integrable functions X → F+. The functional ϕL extends to
an order preserving linear ϕL : ΓL → E.
These extension methods can be combined. Under suitable circumstances one can
make ΓLV ,ΓV L, etc. (where ΓLV = (ΓL)V ). Then the question arises whether the
inclusions
ΓLV L ⊃ ΓLV ⊃ ΓL ⊃ Γ ⊂ ΓV ⊂ ΓV L ⊂ ΓV LV
are proper and whether, for instance, ΓLV = ΓV L. Those and similar problems are
treated in Chapter 5. Furthermore, we compare the integrals obtained by combina-
tions of these extensions with the Bochner and the Pettis integral.
§1.2.3 An example of an integrable function with
values in C(R)
We consider C(R)-valued integrals for functions R → C(R), i.e., X = R, E = F =
C(R). For Γ we take the set of all simple functions R→ C(R). Here, a function is said
to be simple if it is of the form
∑N
n=1 an1In , where a1, . . . , aN ∈ C(R), I1, . . . , IN are
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where λ(I) denotes the length of I.
Define h ∈ C(R), g ∈ C(R), and f : R→ C(R) by (see Figure 1.9)
h(x) = x2,
g(x) = (1− |x|) ∨ 0,








Figure 1.9: Some values of f(x).
Omitting technical details, we will now show that f ∈ ΓLV . For the I that makes
the expression “ΓL” meaningful we take the collection of all bounded intervals of R.
First, we construct functions σ1, σ2, . . . in ΓL that majorise f and τ1, τ2, . . . that
minorise f .
For an interval [a, b), the set {f(x) : x ∈ [a, b)} has a supremum and an infimum






respectively. Both are continuous functions, vanishing outside (a − 1, b + 1). See for










f(x) for various x ∈ [7, 8)
supx∈[7,8) f(x)
infx∈[7,8) f(x)
Figure 1.10: The supremum and infimum of f over [7, 8).
-1 0 1
supx∈[0,1) f(x)
Figure 1.11: The supremum and infimum of f over [0, 1).
Define σ1, τ1 : R→ F = C(R) as follows. The intervals [p, p+ 1) for p ∈ Z form a
partition of R by sets in I. For p ∈ Z, put (see Figure 1.12)
σ1(x) = sup
[p,p+1)
f, τ1(x) = inf
[p,p+1)
f if x ∈ [p, p+ 1).
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1σ1 on [a, b)
τ1 on [a, b)
a b
σ2 on [a, b)
τ2 on [a, b)
a b
σ3 on [a, b)
τ3 on [a, b)
a b
Figure 1.12: σn and τn for n = 1, 2, 3.
Then
• σ1 ≥ f ≥ τ1,
• For every p, σ11[p,p+1) is a
simple function R→ C(R), and
ϕ(σ11[p,p+1)) = σ1(p).
Following the same pattern,
one defines σ2 and τ2 in ΓL
using a partition of R by in-
tervals of length 12 , σ3 and τ3
with intervals of length 14 , etc.
(See Figure 1.12.) One obtains
σ1 ≥ σ2 ≥ · · · ≥ f and τ1 ≤
τ2 ≤ · · · ≤ f . It is not terribly
difficult to show that ϕL(σn) −
ϕL(τn) ↓ 0 in C(R) (Figure 1.13







and f ∈ ΓLV . One can show
that the function ϕLV (f) in


























t 7→ 16 + t2
ϕ(τ11[−8,8))
ϕ(σ21[−8,8))
t 7→ 16 + t2
ϕ(τ21[−8,8))
ϕ(σ31[−8,8))
t 7→ 16 + t2
ϕ(τ31[−8,8))
Figure 1.13: σn(p) and τn(p) for different values of p and ϕ(σi1[−8,8)) and ϕ(τn1[−8,8)):
n = 1, n = 2 and n = 3.
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§1.2.4 Main contents of Chapter 6
In Chapter 6 of Part II we consider Bochner integrals for functions with values in a
partially ordered vector space. Whenever a vector space E can be covered by Banach
spaces in a nice way, we can define an integral for functions with values in E by
saying that a function is integrable whenever its values lie in one of the Banach spaces
in the cover and it is Bochner integrable as a function with values in that Banach
space. We show that Archimedean ordered vector spaces possess such a Banach cover,
consisting of ordered Banach spaces with closed and generating cones. We study the
Bochner integral for functions with values in an ordered Banach space with a closed
and generating cone, and subsequently we study the integral for functions with values
in an Archimedean ordered vector space. Furthermore, we compare this integral with








2. Gibbs-non-Gibbs transitions for interacting Brownian motions
CHAPTER 2
Gibbs-non-Gibbs dynamical
transitions for mean-field interacting
Brownian motions
This chapter is based on:
F. den Hollander, R. Redig, and W. van Zuijlen. Gibbs-non-Gibbs dynamical trans-
itions for mean-field interacting Brownian motions. Stochastic Processes and their
Applications, 125(1):371–400, 2015.
Abstract
We consider a system of real-valued spins interacting with each other through a
mean-field Hamiltonian that depends on the empirical magnetisation of the spins.
The system is subjected to a stochastic dynamics where the spins perform inde-
pendent Brownian motions. Using large deviation theory we show that there exists
an explicitly computable crossover time tc ∈ [0,∞] from Gibbs to non-Gibbs. We
give examples of immediate loss of Gibbsianness (tc = 0), short-time conservation
and large-time loss of Gibbsianness (tc ∈ (0,∞)), and preservation of Gibbsianness
(tc =∞). Depending on the potential, the system can be Gibbs or non-Gibbs at the
crossover time t = tc.
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§2.1 Introduction and main results
§2.1.1 Background
Gibbs states are mathematical tools to describe physical interacting particle systems.
In the lattice context, a Gibbs measure is a probability measure on the configuration
space where the conditional distributions inside a finite subset of the lattice, given that
the configuration outside this set is fixed, are described by a Gibbs specification, i.e.,
by a Boltzmann factor depending on an absolutely summable interaction potential
(see Georgii [44, Definition 2.9]). When such systems evolve over time according to
a stochastic dynamics, it may happen that the time-evolved state no longer is Gibbs.
This phenomenon was originally discovered and described for heating dynamics by
van Enter, Fernández, den Hollander and Redig [30]. In this paper, a low-temperature
Ising model is subjected to a high-temperature Glauber spin-flip dynamics. The state
remains Gibbs for short times, but becomes non-Gibbs after a finite time. If the
magnetic field is zero, then Gibbsianness once lost is never recovered. But if the
magnetic field is non-zero and small enough, then Gibbsianness is recovered at later
times.
By now results of this type are available for a variety of interacting particle sys-
tems, both in the lattice setting and in the mean-field setting. Both for heating dy-
namics and for cooling dynamics estimates are available on transition times, as well as
characterisations of the so-called bad configurations leading to non-Gibbsianness (i.e.,
the “points of essential discontinuity of the conditional probabilities”). It has become
clear that Gibbs-non-Gibbs transitions are the rule rather than the exception. We
refer the reader to the recent overview by van Enter [29].
In many papers non-Gibbsianness is proved by looking at the evolving system at
two times, the initial time and the final time, and applying techniques from equi-
librium statistical mechanics. This is a static approach that does not illuminate
the relation between the Gibbs-non-Gibbs phenomenon and the dynamical effects re-
sponsible for its occurrence. This unsatisfactory situation was addressed in Enter,
Fernández, den Hollander and Redig [31], where possible dynamical mechanisms were
proposed and a program was put forward to develop a theory of Gibbs-non-Gibbs
transitions in terms of large deviations for trajectories of relevant physical quantities.
Fernández, den Hollander and Martínez [39], [39], building on earlier work by
Külske and Le Ny [60] and Ermolaev and Külske [36], showed that this program
can be fully carried out for the Curie-Weiss model of Ising spins subjected to an
infinite-temperature spin-flip dynamics, and also for a Kac-type version of the Curie-
Weiss model. The present paper extends these works to systems of continuous spins
that interact with each other through a general mean-field interaction potential and
perform independent Brownian motions. The fact that we consider Brownian motions
allows us to obtain a complete characterisation of passages from Gibbs to non-Gibbs.
The key notions of interest are good magnetisations and bad magnetisations in the
thermodynamic limit. Gibbsianness corresponds to having only good magnetisations,
while non-Gibbsianness corresponds to having at least one bad magnetisation.
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The definition of Gibbs for mean-field models differs from that for lattice models be-
cause the interaction depends on the size of the system and does not have a geometric
structure. In Section 2.1.3 we introduce the notions of a sequence of finite-volume
mean-field Gibbs measures with a potential, good magnetisations, bad magnetisations
and sequentially Gibbs, and show that a sequence of finite-volume mean-field Gibbs
measures with a continuously differentiable potential is sequentially Gibbs. In Sec-
tion 2.1.4 we define the Brownian motion dynamics. We show that a magnetisation
α ∈ R is bad at time t if and only if the large deviation rate function for the mag-
netisation at time 0 conditional on the magnetisation at time t being α has multiple
global minimisers. We further show that the system is sequentially Gibbs at time t
if and only if all magnetisations are good at time t. In Section 2.1.5 we show that a
magnetisation α is bad at time t if and only if the large deviation rate function for
the trajectory of the magnetisation conditional on hitting the value α at time t has
multiple global minimisers. We further show that different minimising trajectories
are different at time 0. In Section 2.1.6 we show that Gibbsianness can be classified
in terms of the second difference quotient of the potential. With the help of this clas-
sification we show that there exists a unique time tc ∈ [0,∞] at which the system
changes from Gibbs to non-Gibbs, and give a characterisation of tc in terms of the
potential associated with the starting measures. In Section 2.1.7 we give examples
for which tc = 0, tc ∈ (0,∞) and tc =∞. In Section 2.1.8 we discuss our results and
indicate possible future research. Proofs are given in Sections 2.2–2.5. Appendix 2.A
collects a few key formulas that are needed along the way. Appendix 2.B contains
some background on proper weakly continuous regular conditional probabilities.
§2.1.3 Sequences of finite-volume mean-field Gibbs
measures, Potential, Sequentially Gibbs
In this section we give the definition of a sequence of finite-volume mean-field Gibbs
measures (Definition 2.1.1), and of good/bad magnetisations and sequentially Gibbs
sequences (Definition 2.1.2). We show that a sequentially Gibbs sequence has a weakly
continuous specification kernel (Lemma 2.1.3). We show that sequences of finite-
volume mean-field Gibbs measures with a continuously differentiable potential are
sequentially Gibbs (Theorem 2.1.4).
In what follows, we write N = {1, 2, 3, . . . } and N≥2 = N \ {1}. For n ∈ N, B(Rn)
denotes the Lebesgue measurable subsets of Rn, and µN (v,A) denotes the normal
distribution on B(Rn) with mean vector v ∈ Rn and covariance matrix A ∈ Rn×n.
We write In for the identity matrix in Rn×n. For α ∈ R and ε > 0, B(α, ε) denotes
the open ball of radius ε centered at α.
2.1.1 Definition. For n ∈ N, the empirical magnetisation mn : Rn → R is given by


















For n ∈ N, let νn be a probability measure on B(Rn). Let V : R→ [0,∞) be a Borel
measurable function. The sequence (νn)n∈N is called a sequence of finite-volume mean-







−n(V ◦mn)(x) dµN (0,In)(x) (A ∈ B(Rn), n ∈ N), (2.2)
where Zn ∈ (0,∞) is the normalising constant .
Note that νn in (2.2) does not change when V is replaced by V + c for some c ∈ R.
Therefore our assumption that V ≥ 0 is equivalent to the assumption that V is
bounded from below.
The model described in Definition 2.1.1 is an example of a mean-field model, where
the Hamiltonian (Hn(x) = n(V ◦mn)(x)) depends on the magnetisation (mn(x)) only.
In general the Hamiltonian of a mean-field model depends on the empirical mean (i.e.,
on “ 1n
∑n
i=1 δxi”), but we restrict ourselves to the models in Definition 2.1.1.
2.1.2 Definition. For n ∈ N, let ρn be a probability measure on B(Rn), and let
π(2:n) : Rn → Rn−1 be defined by
π(2:n)(y1, . . . , yn) = (y2, . . . , yn)
(
(y1, . . . , yn) ∈ Rn
)
. (2.3)
Suppose that for every n ∈ N≥2 there exists a weakly continuous proper regular
conditional probability γn : Rn−1 ×B(R)→ [0, 1] under ρn of the first spin given the
other spins, i.e., γn is the unique weakly continuous probability kernel for which for





1B(y2, . . . , yn) γn
(






(y2, . . . , yn). (2.4)
See Appendix 2.B for precise definitions and properties of these objects.
(a) α ∈ R is called a good magnetisation for the sequence (ρn)n∈N when there exists
a probability measure γα : B(R) → [0, 1] for which the sequence of measures
(γn(vn−1, ·))n∈N≥2 weakly converges to γα for all sequences (vn−1)n∈N≥2 with
vn−1 ∈ Rn−1 for which the empirical magnetisation of vn converges to α, i.e.,
mn−1(vn−1)→ α.
(b) α ∈ R is called a bad magnetisation when it is not a good magnetisation.
(c) The sequence (ρn)n∈N is called sequentially Gibbs when all α ∈ R are good
magnetisations.
The notion of Gibbs for a mean-field model was introduced by Külske and Le Ny [60,
Definition 2.1] (see also Külske [59]) and is the same as our definition of sequentially
Gibbs (even though our definition of good magnetisation is slightly different).
The following lemma shows that, in the thermodynamic limit n→∞, the probab-
ility measure of the first spin given the magnetisation of the other spins is a transition
kernel that depends weakly continuously on the magnetisation of the other spins.
This lemma will be proved in Section 2.2.
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2.1.3 Lemma. Let (ρn)n∈N be sequentially Gibbs. With the same notation as in
Definition 2.1.2, define γ : R × B(R) → [0, 1] by letting γ(α, ·) = γα. Then α 7→
γ(α, ·) is weakly continuous and, consequently, γ is a transition kernel (called the
specification kernel).
Our first main result, whose proof will be given in Section 2.3, shows that a
sequence of finite-volume mean-field Gibbs measures with a continuously differentiable
potential is sequentially Gibbs.
2.1.4 Theorem. Let (νn)n∈N be a sequence of finite-volume mean-field Gibbs meas-
ures with continuous potential V : R→ [0,∞).








−nV (n−1n α+ xn )e−x2/2 dx
(α ∈ R, A ∈ B(R)). (2.5)
Then γn : Rn−1 × B(R) → [0, 1] defined by γn(v,A) = γn(mn−1(v), A) for v ∈
Rn−1 and A ∈ B(R) is the weakly continuous proper conditional probability
under νn of the first spin given the other spins.
(b) If V is continuously differentiable on a neighbourhood of α ∈ R, then γn(αn, ·)
converges weakly (even strongly) to µN (−V ′(α),1) for all sequences (αn)n∈N that
converge to α (in particular, α is a good magnetisation for (νn)n∈N).
(c) If V is continuously differentiable, then (νn)n∈N is sequentially Gibbs.
In Section 2.1.7 we give an example of a non-differentiable potential for which
(νn)n∈N is a sequence of finite-volume mean-field Gibbs measures but not sequentially
Gibbs (Example 2.1.17, where we write µn,0 instead of νn).
§2.1.4 Brownian motion dynamics
In this section we introduce the Brownian motion dynamics, give the essential tools
for identifying good magnetisations (Lemma 2.1.5) and global minimisers of a certain
tilted form of the potential (Lemma 2.1.6), and show that a magnetisation is good if
and only if the tilted potential has a unique global minimiser (Theorem 2.1.7).
For n ∈ N, µn,0 represents the law of the n spins at time t = 0. We assume that
(µn,0)n∈N is a sequence of finite-volume mean-field Gibbs measures with continuous
potential V . Let µn,t be the evolved law at time t ∈ (0,∞) when the n spins perform






pn(t, z, A) e
−n(V ◦mn)(z) dµN (0,In)(z) (A ∈ B(Rn)) (2.6)
(recall (2.2)), where








(z ∈ Rn, A ∈ B(Rn)). (2.7)
31







There exists a weakly continuous proper regular conditional probability γn,t under
µn,t of the first spin given the other spins for which γn,t(u, ·) = γn,t(v, ·) for all
u, v ∈ Rn−1 with mn−1(u) = mn−1(v) (a proof and an expression for γn,t are given in
Appendix 2.A). Therefore we can determine whether or not (µn,t)n∈N is sequentially
Gibbs by looking at the sequence (γn,t)n∈N of probability kernels R× B(R) → [0, 1],
where γn,t(α, ·) = γn,t(v, ·) for all v ∈ Rn−1 and α ∈ R with mn−1(v) = α (an
expression for γn,t is given in Appendix 2.A and also in (2.10)). This is formalized in
the following lemma.
2.1.5 Lemma. Let t ∈ (0,∞). Then α ∈ R is a good magnetisation for (µn,t)n∈N if
and only if there exists a probability measure γα : B(R)→ [0, 1] such that the sequence
(γn,t(αn, ·))n∈N converges weakly to γα for all sequences (αn)n∈N in R that converge
to α.
























(α ∈ R, A ∈ B(R)). (2.8)
is the weakly continuous proper regular conditional probability of the magnetisation
at time 0 given the magnetisation at time t (see Appendix 2.A). By den Hollander
[50, Theorem III.17], the sequence (ηn,t(α, ·))n∈N satisfies the large deviation principle
with rate n and rate function

















(See Dembo and Zeitouni [24] or den Hollander [50] for background on large devi-
ations.) With this notation, γn,t can be written as (see Appendix 2.A)
γn,t(α,B) =
∫
R µN (s,t)(B) gn,t(α, s) dµN (0,1)(s)∫
R gn,t(α, s) dµN (0,1)(s)
(α ∈ R, B ∈ B(R)), (2.10)




−n[V (r+ 1n (s−r))−V (r)] e−V (r) d[ηn−1,t(α, ·)] (r)∫
R e
−V (r) d[ηn−1,t(α, ·)] (r)
(α, s ∈ R). (2.11)
The following lemma will be proved in Section 2.4.
2.1.6 Lemma. Let V ∈ C1(R, [0,∞)), t ∈ (0,∞) and α ∈ R.
(a) If (2.9) has a unique global minimiser q ∈ R, then there exists a µN (0,1)-
integrable function h : R→ [0,∞) such that
gn,t(αn, s)→ e−(s−q)V
′(q) (s ∈ R), (2.12)
gn,t(αn, s) ≤ h(s) (n ∈ N, s ∈ R),
for all sequences (αn)n∈N that converge to α.
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(b) Let q1, q2 be the smallest, respectively, the largest global minimiser of (2.9).
Then there exists a µN (0,1)-integrable function h : R → [0,∞), and sequences
(α1n)n∈N and (α2n)n∈N both converging to α, for which (2.12) holds with q = q1,
αn = α
1
n and with q = q2, αn = α2n, respectively.
In case (2.9) has multiple minimisers, Lemma 2.1.6(b) implies that there are sequences
(α1n)n∈N and (β2n)n∈N that in some sense “select” the smallest and the largest global
minimiser of (2.9), respectively. In the proof of Lemma 2.1.6 we will see that this is




Our second main result shows that sequentially Gibbs is equivalent to uniqueness
of the global minimiser of (2.9).
2.1.7 Theorem. Let V ∈ C1(R, [0,∞)). Then for every t ∈ (0,∞)
(a) α ∈ R is a good magnetisation for (µn,t)n∈N if and only if (2.9) has a unique
global minimiser.
(b) If α ∈ R is a good magnetisation for (µn,t)n∈N, then
γα(B) = µN (−V ′(q),1+t)(B) (B ∈ B(R)), (2.13)
where γα is the (limiting) probability measure as in Definition 2.1.2(a).
(c) (µn,t)n∈N is sequentially Gibbs if and only if (2.9) has a unique global minimiser
for all α ∈ R.
The claim in Theorem 2.1.7(a) follows from Lemma 2.1.6, (2.10) and Lebesgue’s
Dominated Convergence Theorem after we note that if q1, q2 ∈ R with q1 6= q2 are





−sV ′(q) dµN (0,1)(s)∫
R e
−sV ′(q) dµN (0,1)(s)
(B ∈ B(R)), (2.14)
from which it is easy to conclude Theorem 2.1.7(b). Theorem 2.1.7(c) is an immediate
consequence of Theorem 2.1.7(a).
§2.1.5 Trajectories of the magnetisation (Intermezzo)
In this section we consider the probability measure on the set of trajectories of the
magnetisation between time 0 and time t. We show the equivalence of uniqueness of
the minimising magnetisation at time 0 and uniqueness of the minimising trajectory of
the magnetisation (Theorem 2.1.8). This characterises good and bad magnetisations
in terms of the trajectory of the magnetisation (Corollary 2.1.9).
By considering minimising trajectories instead of minimising initial points of the
magnetisation, we obtain a better picture of the effects of the evolution. The name
two-layer model has been used for a description of the minimisation problem for
the magnetisation at time 0 given the magnetisation at time t. As Section 1.6 will
confirm, the optimisation problem for the two-layer model is computationally easier.
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However, in contrast with obtaining the function (2.9), obtaining the large deviation
rate function for the two-layer model for more general dynamics, e.g., independent
diffusion processes, might not be so easy and the rate function might not be given by
an explicit formula like (2.9). For example, we took advantage of the fact that the
transition kernel for the Brownian motion over time t is given explicitly. For more
general diffusions this is not the case and we expect it to be necessary to consider the
large deviation rate function for the trajectories (with the goal to obtain an implicit
formula for the large deviation rate function for the two-layer model in terms of the
more explicit large deviation rate function for the trajectories, by means of the con-
traction principle). We will show that for the case of independent Brownian motions
the minimising problem for the two-layer model and the minimising problem for the
trajectories are equivalent by showing that the minimising paths for the trajectories
are fully determined by their initial point and endpoint.
Let µn be the law on C([0,∞),Rn) of the paths of the independent Brownian
motions performed by the n spins with initial distribution µn,0. Thus, with P (x, ·)
denoting the law of the Brownian motion on C([0,∞),R) starting at x ∈ R and









(A) dµn,0(x1, . . . , xn) (A ∈ SC([0,∞),Rn)). (2.15)
Let t ∈ (0,∞). Let Qn,t : R × SC([0,t],R) → [0, 1] be the transition kernel where
Qn,t(s, ·) is the probability measure of a Brownian motion with variance 1n starting
at s. We write mn also for the function C([0, t],Rn)→ C([0, t],R) given by
mn
(









(φ1, . . . , φn) ∈ C([0, t],Rn)
)
. (2.16)
Then Qn,t(s,A) = [⊗ni=1P (xi, ·)](π−1[0,t](m−1n (A))) for all A ∈ SC([0,t],R) and all s ∈
R and x = (x1, . . . , xn) ∈ Rn with mn(x) = s, where π[0,t] : C([0,∞),Rn) →












(s) (A ∈ SC([0,t],R)). (2.17)
Let πt : C([0, t],R) → R be the projection on the endpoint of the path, i.e., πt(φ) =
φ(t).
2.1.8 Theorem. Let t ∈ (0,∞).
(a) For every n ∈ N there exists a weakly continuous proper regular conditional
probability ρn : R × SC([0,t),R) → [0, 1] under µn ◦ π−1[0,t] ◦m−1n given πt (given
the endpoint of the trajectory).
(b) For all α ∈ R, (ρn(α, ·))n∈N satisfies the large deviation principle (in C([0, t),R)
equipped with the uniform topology) with rate n and rate function C([0, t),R)→
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φ̇(s)2 ds− Ct,α, if φ ∈ AC([0, t),R)
and lims↑t φ(s) = α,
∞, otherwise,
(2.18)
where AC([0, t),R) is the set of absolutely continuous functions from [0, t] to R





(c) For every α ∈ R, (2.18) has a unique global minimiser if and only if (2.9) has
a unique global minimiser.
Proof. The proof of (a) and (b) is given in Appendix 2.A. For (c) we only prove the
‘if’ implication. The function




is strictly convex (on L2([0, t],R)), since 2ab < a2 + b2 for a, b ∈ R with a 6= b. Hence,








In particular (2.20) equals (r−α)
2
2t . Hence the infimum of (2.18) over all paths φ ∈
C([0, t),R) with φ(0) = r is equal to (2.9).
As a consequence of Theorem 2.1.8, we can refine the result of Theorem 2.1.7.
2.1.9 Corollary. Let V ∈ C1(R, [0,∞)). Then for every t ∈ (0,∞):
(a) For α ∈ R the following are equivalent:
(a1) α ∈ R is a good magnetisation for (µn,t)n∈N,
(a2) (2.9) has a unique global minimiser,
(a3) (2.18) has a unique global minimiser.
(b) The following are equivalent:
(b1) (µn,t)n∈N is sequentially Gibbs,
(b2) (2.9) has a unique global minimiser for all α ∈ R,
(b3) (2.18) has a unique global minimiser for all α ∈ R.
§2.1.6 Uniqueness of the minimisers of the rate
function
In this section we give a necessary and sufficient condition in terms of the second
difference quotient of V (Definition 2.1.10) to have uniqueness of the global minimisers
of (2.9) (Theorem 2.1.11 and Corollary 2.1.12). From this condition it follows that
Gibbsianness can never be recovered once it is lost.
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2.1.10 Definition. Let f : R → R. The second difference quotient of f is the
function
Φ2f : {(x, y, z) ∈ R3 : x < y < z} → R, (2.21)









Our third main result, whose proof will be given in Section 2.5, is the following
classification of Gibbsianness.
2.1.11 Theorem. Let V : R → [0,∞) be lower semicontinuous. Fix t ∈ (0,∞).
There exists an α ∈ R for which (2.9) has multiple global minimisers if and only if
Φ2V 6> − 1+t2t , i.e., if and only if there exist a, b, c ∈ R with a < b < c for which
Φ2V (a, b, c) ≤ − 1+t2t . Consequently, there exists a crossover time tc ∈ [0,∞] such that
(µn,t)n∈N is sequentially Gibbs for t ∈ (0, tc) and not sequentially Gibbs for t ∈ (tc,∞).
At t = tc, (µn,t)n∈N may be sequentially Gibbs or not sequentially Gibbs. Both
scenarios are possible (see Example 2.1.14). Theorem 2.1.7(c) together with The-
orem 2.1.11 yield the following.
2.1.12 Corollary. Let V ∈ C1(R, [0,∞)). Fix t ∈ (0,∞). For all α ∈ R, (2.9) has
a unique global minimiser if and only if Φ2V > − 1+t2t . Consequently, the following
scenarios occur (where M ∈ ( 12 ,∞)):
(a) (µn,t)n∈N is sequentially Gibbs
(a1) for t ∈ (0,∞) when Φ2V ≥ − 12 ,
(a2) for t ∈ (0, (M − 12 )−1) when Φ2V ≥ −M ,
(a3) for t ∈ (0, (M − 12 )−1] when Φ2V > −M .
(b) (µn,t)n∈N is not sequentially Gibbs
(b1) for t ∈ ((M − 12 )−1,∞) when Φ2V 6≥ −M ,
(b2) for t ∈ [(M − 12 )−1,∞) when Φ2V 6> −M ,
(b3) for t ∈ (0,∞) when Φ2V is not bounded from below.
Note that if V is convex, then (µn,t)n∈N is sequentially Gibbs for all t ∈ (0,∞).
We will see at the end of Section 2.5 that if V ∈ C2(R, [0,∞)), then (a1),(a2) and
(b1),(b2) hold with Φ2V replaced by V ′′.
§2.1.7 Examples
In this section we give examples of continuously differentiable potentials for each of
the scenarios described in Corollary 2.1.12 (Examples 2.1.13–2.1.16).
2.1.13 Example. [Polynomial potentials: tc ∈ (0,∞], sequentially Gibbs at t = tc]
Let m ∈ N, a2m ∈ (0,∞), a2m−1, . . . , a2, a1 ∈ R. Let a0 ∈ R be such that
V : R→ R, r 7→ a2mr2m + a2m−1r2m−1 + · · · a1r1 + a0 (2.22)
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satisfies V ≥ 0. Since V ′′ is a polynomial of even degree, it is bounded from below,
say V ′′ ≥ −M for some M ∈ (0,∞). Hence, if V is such a polynomial, then the
crossover time tc is strictly positive, i.e., tc ∈ (0,∞]. For example, for the potentials
V (r) = 0, V (r) = r2 and V (r) = r4 − 12r2 + 1, (µn,t)n∈N is sequentially Gibbs for all
t ∈ [0,∞), while for the potentials V (r) = r4 − 4r2 + 3 and V (r) = (r2 − 9)2 there
exists a tc ∈ (0,∞) for which (µn,t)n∈N is sequentially Gibbs for t ∈ [0, tc) and not
sequentially Gibbs for t ∈ (tc,∞).
If m = 1, then Φ2V = a1 > 0. Hence tc =∞ by Corollary 2.1.12.
If m ≥ 2, then V ′′ is a polynomial of even degree at least 2. Hence, if β =
− 12 infr∈R V ′′(r), then the set {r ∈ R : V ′′(r) = −2β} is finite. By Lemmas 2.5.9–
2.5.10, we therefore have that Φ2V > −β and Φ2 6≥ −M for all M < β. So if
β ∈ (−∞, 12 ], then tc =∞, while if β ∈ ( 12 ,∞), then tc = (β − 12 )−1 and (µn,t)n∈N is
sequentially Gibbs for t = tc by Corollary 2.1.12.
2.1.14 Example. [Other potentials: tc ∈ (0,∞], sequentially Gibbs at t = tc]
Consider the potential V (r) = 2β(1 + cos r) for some β ∈ (0,∞). Then V ′′ ≥ −2β
and V ′′ 6≥ −M , and hence Φ2V ≥ −β and Φ2V 6≥ −M for M < β (see Lemma 2.5.9).
So, for β ∈ (0, 12 ] we have tc = ∞, while for β ∈ ( 12 ,∞) we have tc = (β − 12 )−1
by Corollary 2.1.12. Moreover, if β ∈ ( 12 ,∞), then by Lemma 2.5.10 it follows that
Φ2V > −β, and hence (µn,t)n∈N is sequentially Gibbs for t = tc.
In the previous two examples the sequence (µn,t)n∈N is sequentially Gibbs at t = tc.
This is not always the case, as we show in Example 2.1.15 below.
2.1.15 Example. [Other potentials: tc ∈ (0,∞], not sequentially Gibbs at t = tc]





|r|−1 +|r|−1 r ∈ (−∞,−1) ∪ (1,∞),







r+r = (1 + r−2)e−
1
r+r (r ∈ (0,∞)), (2.24)
by L’Hôpital’s rule limr↓0 ddr e






r+r = r−4(1− 2r + 2r2 + r4)e− 1r+r ≥ 0 (r ∈ (0,∞)). (2.25)
So g is a convex function with Φ2g ≥ 0 (see Lemma 2.5.4) and Φ2g|[−1,1] = 0. Hence
Φ2g 6> 0. Note also that limr→∞ r−2e−
1
r+r = ∞ by L’Hôpital’s rule. Therefore, for
all β ∈ (0,∞),
lim
|r|→∞
g(r)− 2βr2 =∞. (2.26)
Let β ∈ (0,∞) and consider V ∈ C1(R, [0,∞)) given by
V (r) = g(r)− βr2 − Cβ (r ∈ R), (2.27)
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where Cβ = infs∈R g(s) − βs2 (which exists because of (2.26)). By Lemma 2.5.9,
Φ2V ≥ −β and Φ2V |[−1,1] = −β and thus also Φ2V 6> −β. So, for β ∈ (0, 12 ] we have
tc =∞, while for β ∈ ( 12 ,∞) we have tc = (β− 12 )−1 and (µn,t)n∈N is not sequentially
Gibbs for t = tc by Corollary 2.1.12.
2.1.16 Example. [Other potentials: tc = 0]
Consider the potential V (r) = 1− cos(r2). Then
V ′(r) = 2r sin(r2) (r ∈ R),







πk) = (−1)k4πk (k ∈ N). (2.28)
Hence V ′′ 6≥ −M for all M ∈ (0,∞), and hence (µn,t)n∈N is sequentially Gibbs for
t = 0 but not for t ∈ (0,∞) (see Corollary 2.1.12).
We end with an example of a sequence of finite-volume mean-field Gibbs measures
that is not sequentially Gibbs.
2.1.17 Example. [A sequence of finite-volume mean-field Gibbs measures
that is not sequentially Gibbs]
Let V ∈ C(R, [0,∞)) be given by V (r) = |r| for r ∈ R. Then (µn,0)n∈N is a sequence
of finite-volume mean-field Gibbs measures, but it is not sequentially Gibbs as we will
















− r22 −r dr. (2.29)
If αn ≥ 0, then by substitution we get (using
∫ 0
−∞ e





















2 ((n−1)αn)2 . (2.30)
Hence, if αn = (n− 1)−
1















2 (n−1)αn) = 0, (2.31)
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− r22 +r dr +
∫∞
−(n−1)αn 1A(r)e




− r22 +r dr +
∫∞
−(n−1)αn e
− r22 −r dr
= µN (−1,1)(A) (A ∈ B(R)). (2.32)
Similarly, if αn = −(n − 1)−
1
2 for n ≥ 2, then αn ↑ 0, (n − 1)αn → −∞ and
γn(αn, A) → µN (1,1)(A) for A ∈ B(R). From this we conclude that (µn,0)n∈N is not
sequentially Gibbs.
§2.1.8 Discussion
1. If V has a power series expansion V (x) =
∑
k∈N Jkx
k, x ∈ R, then










i.e., the system with n spins has a mean-field k-spin interaction of strength Jk/nk−1
for k ∈ N. The special case with Jk ≥ 0 for all k ∈ N is called the ferromagnetic
model.
2. Redig and Wang [77] analysed our model for a restricted class of potentials. Short-
time Gibbsianness (i.e., the time-evolved state is Gibbs up to a strictly positive time)
was proved under the condition that the second derivative of the potential exists and is
bounded from below. Several scenarios of Gibbs-non-Gibbs transitions were discussed.
Our paper considers a very general class of positive potentials and provides the precise
connection between bifurcation of minimising trajectories and loss of Gibbsianness.
3. Our paper contains the first example of an initial Gibbs state and a stochastic
dynamics for which there is immediate loss of Gibbsianness. For all the models that
were considered in the literature so far, short-time Gibbsianness occurs. See e.g. [25],
[30], [39], [62], [70].
4. In case the independent Brownian motions are replaced by independent Ornstein-
Uhlenbeck processes, we get










e2t − 1 (2.34)
instead of (2.9) (cf. [77, Eq. (25)]), and so we obtain completely analogous results (in
Corollary 2.1.12 the condition Φ2V > − 1+t2t is replaced by Φ2V > −(e2t−1)−1). In a
forthcoming paper we will investigate what happens when the independent Brownian
motions are replaced by independent diffusions.
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e−nV (s) dµN ( r1+t , tn(1+t) )(s)
]
(r ∈ R) (2.36)
(see (2.103) in Appendix 2.A). The sequence
(



























(r ∈ R). (2.38)
Note that, in the context of Definition 2.1.1, we are interested in the behaviour of µn
for large n only. Therefore, looking back at Definition 2.1.1, we may generalise the
notion of a sequence of finite-volume mean-field Gibbs measures with potential V ,
namely replacing V in (2.2) by a sequence of potentials (Vn)n∈N that converges to V
in an appropriate sense. Then (µn,t)n∈N becomes a “generalised” sequence of finite-
volume mean-field Gibbs measures with (limiting) potential Vt(r) = limn→∞ Vn,t(r)
as given in (2.38). It is then interesting to investigate how the regularity of Vt is
related to the sequentially Gibbs property of the sequence (µn,t)n∈N (compared to
Theorem 2.1.4(c)).
§2.2 Proof of Lemma 2.1.3
2.2.1 Lemma. Let (X , dX ) and (Y, dY) be metric spaces. Let fn : X → Y for
n ∈ N and suppose that there exists an f : X → Y such that, for all x ∈ X and for all
sequences (xn)n∈N in X with xn → x we have fn(xn)→ f(x). Then f is continuous.
Proof. The proof is elementary. Let (xn)n∈N be a sequence in X that converges to an
element x ∈ X . We first prove that fkn(xn)→ f(x) for all strictly increasing sequences
(kn)n∈N in N. To that end, define the sequence (ym)m∈N in X by putting ym = x for
m ∈ N \ {kn : n ∈ N} and ykn = xn for n ∈ N. Then ym → x, hence fm(ym)→ f(x),
in particular, fkn(xn) = fkn(ykn)→ f(x). Since fk(xn)
k→∞−−−−→ f(xn) for all n ∈ N, we
can find a strictly increasing sequence (kn)n∈N for which dY(fkn(xn), f(xn)) <
1
n for
all n ∈ N. Hence dY(f(xn), f(x)) ≤ dY(fkn(xn), f(xn)) + dY(fkn(xn), f(x))→ 0.
Proof of Lemma 2.1.3. The proof of weak continuity of the map α 7→ γ(α, ·) is an
adaptation of the proof of Lemma 2.2.1. Weak continuity of the map α 7→ γ(α, ·)
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implies continuity of the maps α 7→
∫
R f(x) d[γ(α, ·)](x) for f ∈ Cb(R). For open
A ∈ B(R) there exists a sequence (fn)n∈N in Cb(R) with fn ↑ 1A (point wise).
It follows that
∫
R fn(x) d[γ(α, ·)](x) ↑ γ(α,A) for all α ∈ R and open A, and so
α 7→ γ(α,A) is measurable for all A ∈ B(R) (since the open sets generate the Borel
sigma-algebra).
§2.3 Proof of Theorem 2.1.4
Proof of Theorem 2.1.4. It is not hard to check that γn is a regular conditional prob-
ability under ρn of the first coordinate given the magnetisation of the other coordin-
ates. To see that γn is proper and weakly continuous, we refer to Appendix 2.B. Let
(αn)n∈N be a sequence that converges to α. Let δ > 0 be such that V is continuously




−n[V (αn+ yn )−V (αn)] =1A(y)e
−yV ′(α)
(y ∈ R, A ∈ B(R)). (2.39)




n )−V (αn)] ≤ esups∈B(α,2δ) |V ′(s)||y| (y ∈ [−nδ, nδ], n ≥ N). (2.40)
Since y 7→ esups∈B(α,2δ) |V ′(s)||y| is µN (0,1)-integrable, Lebesgue’s Dominated Conver-















































and hence, by (2.5), limn→∞ γn(αn, A) = µN (−V ′(α),1)(A) for all A ∈ B(R), i.e., the
sequence (γn(αn, ·))n∈N converges strongly (and hence weakly) to µN (−V ′(α),1).
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§2.4 Proof of Lemma 2.1.6
Section 2.4.1 contains two preparatory lemmas (Lemmas 2.4.1–2.4.2) that provide
estimates on gn,t in (2.11). These lemmas will be needed in Section 2.4.2 to give the
proof.
§2.4.1 Two preparatory lemmas
Define It,α : R→ [0,∞) for t ∈ (0,∞) and α ∈ R by







(r ∈ R). (2.44)








α ∈ R, A ∈ B(R), n ∈ N, t ∈ (0,∞)
)
. (2.45)
2.4.1 Lemma. For every t ∈ (0,∞) there exists an L > 0 such that, for all n ∈ N≥2,






Gt(n, α) (α, s ∈ R), (2.46)


















(n ∈ N, α ∈ R). (2.47)
Consequently, if for a bounded sequence (αn)n∈N in R the sequence (Gt(n, αn))n∈N
is bounded as well, then there exists a µN (0,1)-integrable function h : R → [0,∞) for
which, for all n ∈ N,
gn,t(αn, s) ≤ h(s) (s ∈ R). (2.48)























Since −z2 + 2 α1+tz = −(z − α1+t )2 + ( α1+t )2 and 1+tt sz ≤ 14s2 + ( 1+tt )2z2, we get



























which yields (2.46). The claim in (2.48) follows from (2.46) because s 7→ Lel|s|+ 14 s2 is
µN (0,1)-integrable for all l ∈ R.
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2.4.2 Lemma. Let V ∈ C1(R, [0,∞)) and t ∈ (0,∞). For all q, s, α ∈ R, all
sequences (αn)n∈N with αn → α and all ε > 0, there exist δ > 0, N ∈ N and M > 0

































where Gt(n, α) is as in (2.47).
Proof. Let q, s, α ∈ R, let (αn)n∈N be a sequence in R with αn → α, and let ε > 0.
Let γ > 0 be such that |ey − 1| < εe(s−q)V ′(q) for all y ∈ (−γ, γ). Let δ ∈ (0, 1) be
such that
δ|V ′(q)| < γ
2
, |V ′(x)− V ′(q)| < γ




r2 − e( 1+tt )
2
q2
∣∣∣ < ε (r ∈ B(q, 2δ)). (2.53)
Let N ∈ N be such that |s|+|q|+δN < δ. Then r+ 1n (s− r) ∈ B(q, 2δ) for all r ∈ B(q, δ)
and all n ≥ N . Let r ∈ B(q, δ) and n ≥ N . By the Mean Value Theorem there exists
an x in between r and r + 1n (s− r), thus x ∈ B(q, 2δ), such that
∣∣∣e−n[V (r+
1
n (s−r))−V (r)]−e−(s−q)V ′(q)
∣∣∣ ≤




∣∣∣e(s−q)V ′(q)−(s−r)V ′(x) − 1
∣∣∣ . (2.54)
We show that the right-hand side of (2.54) is less then ε by showing |(s− q)V ′(q)−
(s− r)V ′(x)| < γ:
|(s− q)V ′(q)− (s− r)V ′(x)| ≤ |s− r||V ′(q)− V ′(x)|+ |q − r||V ′(q)|
≤ (|s|+ |q|+ 1)|V ′(q)− V ′(x)|+ δ|V ′(q)| < γ, (2.55)
using (2.52). We obtain
∣∣∣∣e
−n[V (r+ 1n (s−r))−V (r)] − e−(s−q)V ′(q)
∣∣∣∣ ≤ ε (n ≥ N, r ∈ B(q, δ)). (2.56)
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and (αn)n∈N is bounded, we get (2.51).
§2.4.2 Proof of Lemma 2.1.6












































Proof of Lemma 2.1.6. Let s, q ∈ R be the smallest global minimiser of (2.9), i.e.,
q = inf
{





(A similar argument works for the largest global minimiser.) By Lemmas 2.4.1–2.4.2
























For Part (b) we need to consider a particular sequence (αn)n∈N in R converging to α,
while for Part (a) we need to consider all sequences (αn)n∈N converging to α. In both
cases, for δ > 0 we provide a sequence (cn)n∈N in R for which we check the following
three steps, which together yield (2.63):















dr ≤ C1. (2.64)
























2t −cn] dr ≥ Γn. (2.66)
Abbreviate
c = It,α(q) = inf
r∈R
It,α(r) ∈ [0,∞). (2.67)
• Step 1 for (a) and (b). For all bounded sequences (αn)n∈N (in particular those that







> c+ 1 (r ∈ B(0, R)c, n ∈ N). (2.68)
Therefore, for all sequences (cn)n∈N in R with cn ≤ c+ 1 for all n ∈ N,





















(r ∈ B(0, R)c, n ∈ N). (2.69)
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2π (n ≥ N1). (2.70)
• Step 2 for (a). Because limr→±∞ It,α(r) = ∞, It,α is continuous and It,α attains
its global minimum at q, there exists a ρ ∈ (0, 15 ) for which
It,α(r) > c+ 5ρ (r ∈ B(q, δ)c). (2.71)
Here, and in Step 3 for (a) below, we pick cn = c+ 3ρ for n ∈ N. Note that cn ≤ c+ 1
for all n ∈ N. By (2.60) and the continuity of V there exists an N2 ∈ N such that, for
all n ≥ N2,














> It,α(r)− ρ > c+ 4ρ
(
r ∈ B(q, δ)c ∩B(0, R)
)
. (2.72)






≤ Υ for all n ∈ N and all
r ∈ B(0, R). Hence we obtain (2.65) for all n ≥ N2 with C2 = 2RΥ (and cn = c+ 3ρ
for n ∈ N).
• Step 2 for (b). Here, and in Step 3 for (b) below, for n ∈ N, we consider αn = α− 1√n ,
and

















Note that cn → c, and so there exists an N1 ∈ N for which N1 − 1 > 4( 1+tt )2 + 1 and
cn ≤ c+ 1 for n ≥ N1 (and thus (2.70) holds). For r ∈ B(q, δ)c ∩B(0, R) we write


























+ (It,αn(r)− cn) . (2.74)
For the left part (of the right hand side of (2.74)) we have

















with Θ = (supu∈B(0,R+|s|) |V ′(u)|)(R+ |s|). For the right part first note that, by the
definition of q and the continuity of It,α, there exists a ρ > 0 such that
It,α(r) > It,α(q) + ρ
(
r ∈ (−∞, q − δ)
)
. (2.76)
Because (α− αn) 1t = 1√nt , by (2.61) we have for the right part, for r ∈ B(0, R),







ρ− (R+ δ) 1√
nt
r < q − δ,
0 r > q + δ.
(2.77)
Let N2 ∈ N be such that (R+δ) 1√nt < ρ for n ≥ N2. Then, for r ∈ B(q, δ)c∩B(0, R),














− cn ≥ −
1
n
Θ (n ≥ N2). (2.78)






≤ Υ for all n ∈ N and all
r ∈ B(0, R). Therefore we obtain (2.65) for all n ≥ N2 with C2 = 2RΥeΘ.
• Step 3 for (a). For r ∈ A = B(q, δ)∩{r ∈ R : It,α(r) < c+ ρ} there exists an N3 ∈ N











(n ≥ N3). (2.79)
• Step 3 for (b). There exists a K > 0 such that, for all n ∈ N and r ∈ B(q, δn ),























































(n ≥ N3). (2.81)












n−1) 12 δt (n ≥ N3). (2.82)
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§2.5 Tools from convex analysis:
proof of Theorem 2.1.11
In this section we state a definition (Definition 2.5.1) and several lemmas (Lem-
mas 2.5.2–2.5.8) that are based on convex analysis, and use these to give the proof
of Theorem 2.1.11. After that we prove the claim made below Corollary 2.1.12
(Lemma 2.5.9) and make an additional observation (Lemma 2.5.10) that can be used
to determine whether (µn,t)n∈N is sequentially Gibbs at t = tc.
2.5.1 Definition. Let f : R → R. Then a ∈ R is called a supporting point for f if
there exists a linear function l : R→ R with l(a) = f(a) and l(x) ≤ f(x), x ∈ R.
2.5.2 Lemma. Let f : R→ R. Then
(a) for x, y, z ∈ R with x < y < z:
Φ2f(x, y, z) =
f(x)
(x− y)(x− z) +
f(y)
(y − x)(y − z) +
f(z)
(z − x)(z − y) . (2.83)
(b) for a, b, c, d ∈ R with a < b < c < d:
(d− a)Φ2f(a, b, d) = (b− a)Φ2f(a, b, c) + (d− c)Φ2f(b, c, d), (2.84)
(d− a)Φ2f(a, c, d) = (c− a)Φ2f(a, b, c) + (d− b)Φ2f(b, c, d). (2.85)
(c) for g : R→ R, θ, κ ∈ R:
Φ2(θf + κg) = θΦ2f + κΦ2g. (2.86)
(d) for g(x) = x2, Φ2g = 1 and Φ2h = 0 if h(x) = αx+ β for α, β ∈ R.
Proof. The proof can be done by hand. See also Schikhof [84, Lemma 29.2].
2.5.3 Lemma. Let f : R→ R and y ∈ R. Then the following are equivalent:
(a) y is a supporting point for f ,
(b) f(z)− f(y)
z − y ≥
f(y)− f(x)
y − x (x, z ∈ R, x < y < z),
(c) Φ2f(·, y, ·) ≥ 0.
Proof. Straightforward.
2.5.4 Lemma. A function f : R → R is convex if and only if Φ2f ≥ 0. Moreover,
f is strictly convex if and only if Φ2f > 0.
Proof. See Schikhof and van Rooij [78, Theorem 2.2].
2.5.5 Lemma. Let f : R → R be lower semicontinuous with lim|x|→∞ f(x) = ∞.
Suppose that f is bounded from below. Then there exists an a ∈ R for which f(a) =
infx∈R f(x). In particular, a is a supporting point for f .
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Proof. Let c = infx∈R f(x). Define An = {x ∈ R : f(x) ≤ c + 1n}, n ∈ N. Then An
is compact and An+1 ⊂ An for all n ∈ N. Therefore there exists an a ∈ R for which
a ∈ ⋂n∈NAn.
2.5.6 Lemma. Let f : R → [0,∞) be lower semicontinuous with lim|x|→∞ f(x) =
∞. Then the following are equivalent:
(a) There exists an α ∈ R for which x 7→ f(x)−αx has multiple global minimisers.
(b) There exists a linear l : R → R for which #{x ∈ R : l(x) = f(x)} ≥ 2 and
l ≤ f .
(c) There exist a, b, c ∈ R with a < b < c and Φ2f(·, a, ·) ≥ 0, Φ2f(·, c, ·) ≥ 0,
Φ2f(·, b, ·) 6> 0.
(d) There exist a, x, b, y, c ∈ R with a ≤ x < b < y ≤ c and Φ2f(·, a, ·) ≥ 0,
Φ2f(·, c, ·) ≥ 0, Φ2f(x, b, y) ≤ 0.
Proof. The equivalence (a) ⇐⇒ (b) and the implication (d) ⇒ (c) are trivial.
(c) ⇒ (d). Assume (c). Then there exist x, y ∈ R with x < b < y for which
Φ2f(x, b, y) ≤ 0. If x < a and/or y > c, then Φ2f(a, b, y) ≤ 0 and/or Φ2(x, b, c) ≤ 0
by Lemma 2.5.2(b). Therefore we may assume that x ≥ a and y ≤ c, i.e., we obtain
(d).









b− a , (2.87)
i.e., Φ2f(a, b, c) ≤ 0.
(d) ⇒ (b). Define w, z ∈ R by
w = sup{s ≤ b : Φ2f(·, s, ·) ≥ 0}, (2.88)
z = inf{s ≥ b : Φ2f(·, s, ·) ≥ 0}.
Because f is lower semicontinuous, we have lim infs↑w f(s) ≥ f(w). Therefore, by
Lemma 2.5.2(a), we have, for q, r ∈ R with q < w < r,
0 ≤ lim sup
s↑w
Φ2f(q, s, r) (2.89)
=
f(q)
(q − w)(q − r) +
f(r)
(r − w)(r − q) −
lim infs↑w f(s)
(r − w)(w − q) ≤ Φ2f(q, w, r).
So Φ2f(·, w, ·) ≥ 0. Similarly Φ2f(·, z, ·) ≥ 0. If w = b, then z = b, and vice versa.
• Assume that w = b = z. Then f is convex and Φ2f(x, b, y) = 0. With l : R → R,






y − b =
f(b)− f(x)
b− x . (2.90)
• Assume that w < b < z. Define l : R→ R, s 7→ f(w)+ f(z)−f(w)z−w (s−w). Then l ≤ f
on (w, z)c. Note that f − l|[w,z] is lower semicontinuous and bounded from below. By
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Lemma 2.5.5, it attains its infimum at some a ∈ [w, z]. This a is a supporting point
of f , and hence a = w or a = z by Lemma 2.5.3. Thus l(s) ≤ f(s) for all s ∈ R.
2.5.7 Lemma. Let f : R → [0,∞) be lower semicontinuous. Let r ∈ R and β > 0.
Then there exist q, s ∈ R with q < r < s that are supporting points of x 7→ f(x)+βx2,
i.e., Φ2f(·, q, ·) ≥ −β, Φ2f(·, s, ·) ≥ −β.
Proof. Since x 7→ f(x) +βx2 is lower semicontinuous and lim|x|→∞[f(x) +βx2] =∞,
by Lemma 2.5.5 there exists an a ∈ R for which a is a global minimum and thus a
supporting point for x 7→ f(x) + βx2. There exists a (large enough) θ > 0 such that
{x ∈ R : f(a)− 1 + θ(x− r) = βx2} (2.91)
has two elements, say x1, x2 with x1 < x2. By the definition of a, we have x1 > r.
By Lemma 2.5.5, there exists an s ∈ R that is a global minimum and a supporting
point of
x 7→ f(x) + βx2 − (f(a)− 1 + θ(x− r)). (2.92)
Hence s is also a supporting point of x 7→ f(x) + βx2. Because (2.92) is strictly
negative on (x1, x2) and non-negative on [x1, x2]c, we have s ∈ [x1, x2]. Therefore
s > r. There also exists a (small enough) θ < 0 for which (2.91) has two elements. In
the same way we can prove that there is an q < r that is also a supporting point of
x 7→ f(x) + βx2. The last part of the statement is a consequence of Lemma 2.5.2.
2.5.8 Lemma. Let f : R → [0,∞) be lower semicontinuous and let β ∈ (0,∞).
Then there exists an α ∈ R for which x 7→ f(x) + βx2 − αx has multiple global
minimisers if and only if Φ2f 6> −β.
Proof. This is a consequence of Lemmas 2.5.6–2.5.7.
Proof of Theorem 2.1.11. The claim in Theorem 2.1.11 follows by applying Lemma
2.5.8 with β = 1+t2t to the lower semicontinuous function r 7→ V (r) + 12r2.
The following observation proves the claim made below Corollary 2.1.12.
2.5.9 Lemma. Let f : R → R be twice differentiable. Then f ′′ ≥ 2β if and only if
Φ2f ≥ β for all β ∈ R.
Proof. By Lemma 2.5.4, Φ2g ≥ 0 if and only if g is convex. Since a twice differentiable
function g is convex if and only if g′′ ≥ 0, this implies the equivalence Φ2f ≥ 0 ⇐⇒
f ′′ ≥ 0. Let β ∈ R and let g : R → R be given by g(r) = f(r) − βr2. Then, by
Lemma 2.5.2, we have f ′′ ≥ 2β ⇐⇒ g′′ ≥ 0 ⇐⇒ Φ2g ≥ 0 ⇐⇒ Φ2f ≥ β.
In contrast to Lemma 2.5.9, we can have Φ2f > β but not f ′′ > 2β (take e.g. β = 0
and f(x) = x4, in which case Φ2f > 0 by Lemma 2.5.4 but f ′′(0) = 0). However,
according to the next observation the second derivative of f can be used to determine
whether Φ2f > β. This observation can be used to determine whether (µn,t)n∈N is








2.5.10 Lemma. Let f : R→ R. Let a, b, c ∈ R with a < b < c, and β ∈ R.
(a) If Φ2f |(a,b) > β, Φ2f |(a,b] ≥ β, Φ2f |(b,c) > β, Φ2f |[b,c) ≥ β and Φ2f |(a,c)(·, b, ·)
≥ 0, then Φ2f |(a,c) > β.
(b) If f is upper semicontinuous and Φ2f |(a,b) ≥ β, then Φ2f |[a,b] ≥ β.
(c) If f is twice differentiable on (a, b) and f |(a,b)′′ > β, then Φ2f |(a,b) > β.
Proof. Without loss of generality we may assume b = 0.
(a) Let x, y, z ∈ (a, c). If x < y < 0 < z or x < 0 < y < z, then with Lemma
2.5.2(b) we easily get Φ2f(x, y, z) > β. If y = 0, then x < x2 < 0 < z, and hence
Φ2(x,
x
2 , 0) > 0. Again with Lemma 2.5.2(b), we get Φ2(x, 0, z) > 0.
(b) If f is upper semicontinuous, then lim sups↑b f(s) ≤ f(b) and lim sups↓a f(s)
≤ f(a). Together with Lemma 2.5.2(a) this proves the second statement.
(c) If f |(a,b)′′ > 0, then f is strictly convex, and with Lemma 2.5.4 this implies (c)




In this appendix we derive a few formulas that were used in the main body of the
paper.
2.A.1. We derive formulas for γn,t and γn,t described in Section 1.4.






































































Then it is not hard to check that γn,t : Rn−1 × B(R) defined for y2, . . . , yn ∈ R and
B ∈ B(R) by



























is the weakly continuous proper conditional probability under µn,t of the first spin














) ◦m−1n−1 = µN(mn−1(y2,...,yn)1+t , t(n−1)(1+t)), (2.97)






mn−1(z2, . . . , zn), (2.98)
we obtain the expression






































dµN( x1+t , t1+t )
(s) dµN (0,1+t)(x)
(2.99)
We see that γn,t(u, ·) = γn,t(v, ·) for all u, v ∈ Rn−1 with mn−1(v) = mn−1(u). Hence
we can define γn,t : R×B(R)→ [0, 1] by letting γn,t(α,B) = γn,t(v,B) for α ∈ R and














n r) dµN( α1+t , t(n−1)1+t )
(r)











n r) dµN( α1+t , t(n−1)1+t )
(r)
dµN( x1+t , t1+t )
(s) dµN (0,1+t)(x)
(2.100)
2.A.2. We show that ηn,t is indeed the weakly continuous proper regular conditional
probability of the magnetisation of the n spins at time 0 given the magnetisation at
time t.
Let µn be the law on C([0,∞),Rn) of the paths of the independent Brownian motions
performed by the n spins with initial distribution µn,0, i.e., µn is given by (2.15). The






1A(x, y) d [pn(t, x, ·)] (y) dµn,0(x) (A ∈ B((R2)n)). (2.101)
We write mn also for the function (R2)n → R2 given by













Let µn,(0,t) = µn,(0,t) ◦m−1n . Since pn(t, x, ·) ◦m−1n = µN (x,tIn) ◦m−1n = µN (mn(x), tn )






1A(s, α) dµN (s, tn )(α)e











−n[V (s)+ s22 +
(s−α)2
2t ] ds dα
(A ∈ B(R2)). (2.103)
From this it follows that ηn,t given in (2.8) is the weakly continuous proper regular
conditional probability under µn,(0,t) of the first coordinate given the second, i.e., the
weakly continuous proper regular conditional probability of the magnetisation of the
n spins at time 0 given the magnetisation at time t.
2.A.3. We verify (2.11) and (2.10).








































2t ] dr. (2.104)









R gn,t(α, s) dµN( x1+t , t1+t )
(s) dµN (0,1+t)(x)
(α ∈ R, B ∈ B(R)), (2.105)


















































µN (s,t)(B) gn,t(α, s) dµN (0,1)(s) (B ∈ B(R)). (2.106)
With this we obtain (2.10).
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[−2z2+2(s+ α1+t )z− 1n−1 (z−s)2]
1+t












(α, s ∈ R). (2.110)
2.A.5. We give the proof of Theorem 2.1.11, namely we prove (a), i.e., the existence
of ρn mentioned in Theorem 2.1.8 and prove (b), i.e., that for α ∈ R the large deviation
principle holds for (ρn(α, ·))n∈N with rate n and rate function given in (2.18).
• Proof of (a), existence of ρn.
Let J = {(t0, t1, · · · , tk, t) : k ∈ N0, 0 = t0 < t1 < · · · < tk < t} and let j ∈ J be given
by j = (t0, t1, . . . , tk, t). Define πj : C([0, t],R)→ Rk+2 by
πj(φ) =
(
φ(t0), φ(t1), . . . , φ(tk), φ(t)
) (
φ ∈ C([0, t],R)
)
. (2.111)





















































































dsk · · · ds1 ds0
(2.113)
is the weakly continuous proper regular conditional probability under µn,j given the
coordinate at time t. By Kolmogorov’s Theorem (e.g. Bogachev [10, Theorem 7.7.2]),
there exists a measure ρn,t(α, ·) on C([0, t),R) (see e.g. [10, Theorem 7.7.4], it is similar
to the fact that the Brownian motion is a process on C([0, t],R), which is stated below
[10, Theorem 7.7.4]) for which ρn,t(α, ·) ◦ π−1j = ρn,t,j(α, ·) for all j ∈ J. Because
α 7→ ρn,t,j(α, ·) is strongly continuous for all n ∈ N and j ∈ J (see Appendix 2.B), the
map α 7→ ρn,t(α, ·) is (strongly and hence) weakly continuous, i.e., ρn,t is the weakly
continuous proper regular conditional probability of µn ◦ π−1[0,t] ◦m−1n under πt.
• Proof of (b), large deviation principle.
Let j ∈ J be given by j = (t0, t1, . . . , tk) and let α ∈ R. By den Hollander [50,
Theorem III.17], the sequence (ρn,t,j(α, ·))n∈N satisfies the large deviation principle
with rate n and rate function Ij : Rk+1 → [0,∞] given by













− Cj , (2.114)



















We will show that Ij is a good rate function, i.e., Ij has compact level sets. Let c > 0.
Let K0 = {s0 ∈ R : V (s0) + s
2
0
2 ≤ c}, Ki = {si ∈ R : supsi−1∈Ki−1
(si−si−1)2
2(ti−ti−1) ≤ c}
for i ∈ {1, . . . , k} and K∗k = {sk ∈ R : (α−sk)
2
2(t−tk) ≤ c}. All these sets are compact and
therefore also the set {(s0, s1, . . . , sk) ∈ Rk+1 : si ∈ Ki for i ∈ {0, . . . , k − 1}, sk ∈
Kk∩K∗k}. Since the level sets of Ij are closed, we conclude by this that Ij has compact
level sets.
We will show that the constant Cj , does not depend on j, by showing















d for a, b, c, d ∈ R with c, d > 0, since (da− cb)2 ≥ 0.








2t for all s0, s1, . . . , sk ∈
R and thus that Cj ≥ C(0,t). By letting si = ψ(ti) for i ∈ {1, . . . , k}, where
55







ψ(s) = s0 +
α−s0










2t . Hence we con-
clude Cj = C(0,t).
By the Dawson-Gärtner projective limit theorem [24, Theorem 4.6.1] the sequence
(ρn,t(α, ·))n∈N satisfies the large deviation principle on R[0,t), equipped with the
product topology (see the beginning of the proof [24, Theorem 5.1.6] why one can
replace the projective limit by this product space) with rate n and rate function
R[0,t) → [0,∞] given by φ 7→ supj∈J Ij(πj(φ)), i.e.,














: k ∈ N, 0 < t1 < · · · < tk < t
}
. (2.117)
Note that if φ ∈ AC([0, t),R) and φ(s) does not converge to α as s ↑ t, then
supj∈J Ij(φ) = ∞, since sups∈(0,t) (α−φ(s))
2
2(t−s) = ∞. Furthermore, if φ ∈ AC([0, t),R)
and lims↑t φ(s) = α, then the function φ : [0, t] → R given by φ = φ on [0, t) and








: k ∈ N, 0 < t1 < · · · < tk < tk+1 = t
}
, (2.118)
In [24, Proof of Lemma 5.1.6] (with Λ∗(x) replaced by x2) it is shown that this
supremum is equal to 12
∫ t
0
φ̇2(s) ds. Furthermore, in [24, Proof of Lemma 5.1.6]
(last part) it is also shown that (2.117) equals ∞ when φ /∈ AC([0, t),R). Hence
(ρn,t(α, ·))n∈N satisfies the large deviation principle on R[0,t) with rate n and rate
function R[0,t) → [0,∞] given by (2.18). This leaves us to prove that the large de-
viation principle also holds on C([0, t),R) equipped with the topology of uniform
convergence. To prove this, by [24, Theorem 4.1.5(b) and Theorem 4.2.6], it is suffi-
cient to show that (ρn,t(α, ·))n∈N is exponentially tight in C([0, t),R) equipped with
the topology of uniform convergence. The exponential tightness follows in turn by
showing that the large deviation rate function in (2.18), which we call J here, has
compact level sets in the uniform topology of C([0, t),R), i.e., for b > 0 the set
Kb = {φ ∈ AC([0, t),R) : lim
s↑t
φ(s) = α, J(φ) ≤ b} (2.119)
is compact. We prove this by using the Arzelà-Ascoli theorem (see e.g. [24, Theorem
C.8]). SinceKb is closed it is sufficient to show thatKb is bounded and equicontinuous
(actually the Arzelà-Ascoli theorem can not directly be used since [0, t) is not compact,
however proving that K̃b = {φ ∈ AC([0, t],R) : φ(t) = α, J̃(φ)} is bounded and
equicontinuous in C([0, t],R) suffices, where J̃ is the canonical extension of J to
R[0,t]. The proof is similar as showing that Kb is bounded and equicontinuous).
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φ̇(s)2 ds ≤ 2b+ Ct,α
(u− v) . (2.120)
and since 2m|x| ≤ x2 +m2 for all m > 0 we have






Boundedness of Kb. Let ψ1, . . . , ψk be the global minimisers of the (lower semicon-
tinuous) rate function J . By the proof of (c) we know that ψi is the linear function
that connects (0, ψi(0)) and (t, α), i.e., ψi(s) = ψi(0) +
α−ψi(0)
t s for s ∈ [0, t). Let





2t ≥ Ct,α + b for s0 ∈ [−m,m]c. Suppose that φ ∈ AC([0, t),R)
with lims↑t φ(s) = α and ‖φ‖∞ ≥ m + b + 1 (where ‖ · ‖∞ is the supremum norm).
Let u ∈ (0, t) be such that |φ(u)| ≥ m+ b+ 1. Then the optimal path ψ from 0 to t
which agrees with φ in 0, in u and in t (i.e., lims↑t ψ(s) = α) is the linear interpolation
between the points (0, φ(0)), (u, φ(u)), (t, α) (see the proof of (c)), i.e.,
ψ(s) =
{
φ(0) + φ(u)−φ(0)u s s ∈ [0, u],
φ(u) + α−φ(u)t−u (s− u) s ∈ [u, t].
(2.122)
So then we have
J(φ) ≥ J(ψ) ≥ I(0,u,t)(ψ)








2(t− u) ≥ b, (2.123)
since either φ(0) ∈ [−m,m] and thus |φ(0)−φ(u)|2 ≥ (b+ 1)2 ≥ b or φ(0) ∈ [−m,m]c




2t ≥ Ct,α+b. By this we conclude that the set Kb bounded
in ‖ · ‖∞-norm by m+ b+ 1.
§2.B Proper weakly continuous regular conditional
probabilities
2.B.1 Definition. Let X and Y be metric spaces with Borel sigma-algebras B(X )
and B(Y). Equip X ×Y with the product topology. Then B(X ×Y) = B(X )⊗B(Y)
(i.e., the smallest sigma-algebra containing all sets A × B with A ∈ B(X ) and B ∈
B(Y), see [10, Theorem 6.4.2]). Let µ be a probability measure on B(X × Y) and
let π : X × Y → Y the canonical projection. Then γ : Y × B(X ) → [0, 1] is called a
regular conditional probability under µ of the first coordinate given the second, when
γ is a transition kernel and
µ(A×B) =
∫
1B(y)γ(y,A) d[µ ◦ π−1](y)
(











γ is called proper when γ(y, ·) = 0 for all y ∈ supp(µ ◦ π−1)c, where
supp(ν) = Y \
⋃{
U ⊂ Y : U is open and ν(U) = 0
}
(2.125)
for measures ν on B(Y). γ is called weakly continuous when the map α → γ(α, ·) is
weakly continuous.
2.B.2 Lemma. With the notation as in Definition 2.B.1, if γ1, γ2 : Y × B(X ) →
[0, 1] are two proper regular conditional probabilities under µ of the first coordinate
given the second, then γ1(y, ·) = γ2(y, ·) for µ◦π−1-a.e. y ∈ Y . Consequently, if there
exists a weakly continuous proper regular conditional probability of µ under π, then it
is unique.
Proof. The first statement can be found in Bogachev [10, Section 10.4]. The second
statement follows from the fact that if γ1 and γ2 are proper regular conditional prob-
abilities, then µ(B) = 1 for B = {y ∈ supp(µ) : γ1(y, ·) = γ2(y, ·)}, and hence B is
dense in supp(µ). So if γ1 and γ2 are weakly continuous, then B = supp(µ), i.e.,
γ1 = γ2.
We will use the following lemma to conclude that regular conditional probabilities
with a continuous bounded density are weakly continuous. This lemma is an easy
consequence of Lebesgue’s Dominated Convergence Theorem.
2.B.3 Lemma. Let X and Y be topological spaces with Borel sigma-algebras B(X )
and B(Y). Let µ be a probability measure on B(X ). Let f ∈ Cb(X × Y,R). If






y ∈ Y, A ∈ B(X )
)
, (2.126)
then γ is weakly continuous (even strongly continuous, i.e., y 7→ γ(y,A) is continuous
for all A ∈ B(X )).
§2.C Miscellaneous:
additional material on potentials
In this section we present additional material that has not been published in [52].
In this section (νn)n∈N is a sequence of finite-volume mean-field Gibbs measures
with potential V : R→ [0,∞).
2.C.1. For the definition of sequentially Gibbs it is important that there is no am-
biguity about the conditional kernel γn. The assumption that γn is continuous is
crusial for the uniqueness. It is therefore reasonable to restrict to continuous V , as
by Theorem 2.1.4, a continuous V guarantees continuity of γn and thus of γn. In this
perspective, regarding Theorem 2.C.4, we would like to know whether the following
holds for continuous V :
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(νn)n∈N is sequentially Gibbs if and only if V ∈ C1(R, [0,∞)).
In Theorem 2.C.4 we show that this statement holds for differentiable potentials. In
Corollary 2.C.7 we extend this statement to potentials that possesses left and a right
derivatives. First, in Theorem 2.C.2, we show that that whenever V is differentiable,
there exists a sequence (αn)n∈N with αn → α such that γn(αn, ·) weakly converges.
2.C.2 Theorem. Let γn be as in (2.5). If V is differentiable in α ∈ R, then
γn(
n
n−1α, ·) converges weakly (even strongly) to the measure µN (−V ′(α),1).
Proof. Let δ > 0 be such that
∣∣∣∣





h ∈ (−δ, δ)
)
. (2.127)
Then we have for all n ∈ N
e−n[V (α+
y
n )−V (α)] ≤ e(|V ′(α)|+1)|y| (y ∈ [−nδ, nδ]). (2.128)
Since y 7→ e(|V ′(α)|+1)|y| is µN (0,1)-integrable, Lebesgue’s Dominated Convergence














































and hence, by (2.5), limn→∞ γn(
n
n−1α,A) = µN (−V ′(α),1)(A) for all A ∈ B(R), i.e., the
sequence (γn(
n
n−1α, ·))n∈N converges strongly (and hence weakly) to µN (−V ′(α),1).
2.C.3 Lemma. Let (xn)n∈N be a sequence in R and x ∈ R. Then xn → x if and
only if (µN (xn,1))n∈N weakly converges to µN (x,1).
Proof. Whenever xn → x, then the weak convergence of the normal distributions is a
consequence of [6, Theorem 26.3]. Suppose that xn 6→ x. The sequence (xn)n∈N
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has a limit point in [−∞,∞]. By restricting to a subsequence we may assume
that (xn)n∈N converges to an element y ∈ [−∞,∞], where y 6= x. If y ∈ R, then
(µN (xn,1))n∈N weakly converges to µN (y,1) by [6, Theorem 26.3]. If y ∈ {−∞,∞},
then µN (xn,1)([−M,M ]) → 0 for all M > 0. On the other hand µN (xn,1)(R) = 1 for
all n ∈ N. This implies that µN (xn,1) does not (weakly or strongly) converge to a
probability measure on R.
2.C.4 Theorem. Suppose that V is differentiable. Then (νn)n∈N is sequentially
Gibbs if and only if V ′ is continuous, i.e., V ∈ C1(R, [0,∞)).
Proof. Suppose that (νn)n∈N is sequentially Gibbs with specification kernel γ : R ×
B(R)→ [0, 1]. By Lemma 2.1.3 γ is weakly continuous. By Theorem 2.C.2 γ(α, ·) =
µN (−V ′(α),1) for all α ∈ R. By Lemma 2.C.3 this implies that V ′ is continuous. The
other implication follows by Theorem 2.1.4.
2.C.5 Remark. Let γ : R × B(R) → [0, 1] be a probability kernel. Consider the
following statements for a sequence (ρn)n∈N with probability kernels (γn)n∈N as in
Definition 2.1.2.
(a) For all α ∈ R there exists a sequence (βn)n∈N such that γn(βn, ·)
w−→ γ(α, ·),
(b) α 7→ γ(α, ·) is weakly continuous.
For the sequence of finite-volume mean-field Gibbs measures (νn)n∈N with a differen-
tiable potential, Theorem 2.C.4 and Theorem 2.C.2 imply that (νn)n∈N is sequentially
Gibbs if and only if (a) and (b) hold. It is not clear whether this equivalence holds
in general.
2.C.6 Theorem. Let α ∈ R. Let V : R → [0,∞) be measurable. Suppose that
the left derivative of V at α, D−V (α), and its right derivative at α, D+V (α), exist.
There exist sequences (α+n )n∈N and (α−n )n∈N such that α−n < α < α+n and α+n ↓










Proof. As both the left and right derivative exist, there exists a δ > 0 and an M > 0
such that
−M ≤ V (α+ h)− V (α)
h
≤M (h ∈ [−2δ, 2δ]). (2.132)
From this V is also bounded on [α− 2δ, α + 2δ]. Let L > 0 be such that |V | ≤ L on
[α− 2δ, α+ 2δ]. Let (αn)n∈N be a sequence in [α− δ, α+ δ]. Then
1[−nδ,nδ](y)e
−n[V (αn+ yn )−V (αn)] ≤ eM |y| (n ∈ N, y ∈ R). (2.133)





n )− V (αn)
]
= (n(αn − α) + y)
V (αn +
y




− n(αn − α)










Hence for all y ∈ R
lim
n→∞





−yD+V (α) αn = α+n , y > −δ,
(δ − y)D−V (α)− δD+V (α) αn = α+n , y < −δ,
(δ − y)D+V (α)− δD−V (α) αn = α−n , y > δ,
−yD−V (α) αn = α−n , y < δ.
(2.135)


























n := α − δn for n ∈ N. Therefore by the Lebesgue’s













































































































(δ−y)D−V (α) e−y2/2 dy + eδD−V (α)Q− + eδD+V (α)Q+
. (2.142)
As limn→∞ γn(α−n , [−δ, δ]) 6= limn→∞ γn(α+n , [−δ, δ]) and fk ↑ 1[−δ,δ], where fk(x) =











n , ·)]. (2.143)
As a direct consequence of Theorem 2.C.6 and Theorem 2.C.4 we obtain the
following.
2.C.7 Corollary. Suppose that the left and right derivatives of V : R→ [0,∞) exist
everywhere in R. Then (νn)n∈N is sequentially Gibbs if and only if V ∈ C1(R, [0,∞)).
§2.C.1 Differentiability of the evolved potential
In item 5 of the Discussion 2.1.8 we showed that the time evolved sequence (µn,t)n∈N







−n(Vn,t ◦mn)(x) dµN (0,(1+t)In)(x) (A ∈ B(Rn)). (2.144)
with Vn,t : R→ [0,∞) as in 2.36. We mentioned in (2.38) that the pointwise limit of











(r ∈ R). (2.145)
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To some extend we show that Vt is effectively the potential of (µn,t)n∈N in Corollary
2.C.9. First, recall that (see (2.44))








and that r 7→ It,α(r)− infs∈R It,α(s) is equal to (2.9). Note that
Vt(r) = inf
s∈R
It,r(s) (r ∈ R). (2.147)
2.C.8 Lemma. The following are equivalent.
(a) Vt ∈ C1(R),
(b) Vt is differentiable,
(c) It,α has a unique global minimiser for all α ∈ R.
Whenever It,α has a unique global minimiser q(α) for all α ∈ R, then
V ′(q(α)) = (1 + t)V ′t (α) (α ∈ R). (2.148)
Proof. The equivalences follow from the theory of Cannarsa and Sinestrari [18] in the
following way. In our case we consider L(s, ξ, ζ) = 12ζ
2, see (2.20) and the equivalence
between (a2) and (a3) of Corollary 2.1.9. It follows that with this L the conditions of
[18, Theorem 6.4.3 and Theorem 6.4.9] are satisfied. [18, Theorem 6.4.3] implies that
Vt is semiconcave. By [18, Theorem 6.4.9] the minimising paths of the infimum in
(2.20) are in one to one correspondence with the reachable gradient (see [18, Definition
3.1.10]). By [18, Theorem 3.3.4 and Theorem 3.3.6] imply that the set of reachable
gradients consist of only one element if and only if Vt is differentiable, in which case
Vt is continuously differentiable.
Suppose that It,α has a unique global minimiser q(α) for all α ∈ R. Then Φ2V >
− 1+t2t and thus Φ2It,α > 0 by Lemma 2.5.2, therefore It,α is strictly convex by Lemma
2.5.4. Therefore the function
r 7→ V ′(r) + 1+tt r − αt (2.149)
has a unique zero, which is q(α). So the function (multiply (2.149) by t)
r 7→ tV ′(r) + (1 + t)r (s ∈ R) (2.150)
is bijective and continuous and
tV ′(r) + (1 + t)r = α ⇐⇒ r = q(α) (α ∈ R), (2.151)
Hence q−1(r) = tV ′(r) + (1 + t)r. Since q−1 is bijective and continuous, it is either
strictly increasing or strictly decreasing. Hence also q is either strictly increasing or
strictly decreasing. By Lebesgue’s theorem, q is differentiable almost everywhere. Let
D ⊂ R be a measurable set with λ(R \D) = 0 on which q is differentiable. Then
V ′t (α) = V






(α ∈ D). (2.152)
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Since q(α) is the global minimiser of r 7→ V (r) + 1+t2t (r − α1+t )2, we have









= V ′(q(α)) (α ∈ D). (2.154)
Therefore
V ′t (α) =
[
V ′(q(α)) + 1+tt (q(α)− α1+t )
]
q′(α)− 1t (q(α)− α1+t )
= − 1t (q(α)− α1+t ) = 11+tV ′(q(α)) (α ∈ D). (2.155)
As Vt is continuously differentiable, q is continuous, and D is dense in R,











−n(Vn,t ◦mn)(x) dµN (0,(1+t)In)(x) (A ∈ B(Rn)). (2.157)
Then the following are equivalent
(a) (νn,t)n∈N is sequentially Gibbs,
(b) Vt ∈ C1(R),
(c) Vt is differentiable,
(d) It,α has a unique global minimiser for all α ∈ R,
(e) (µn,t)n∈N is sequentially Gibbs.
In case (νn,t)n∈N and (µn,t)n∈N are sequentially Gibbs, their specification kernel is
given by
γ(α,B) = µN (−(1+t)V ′t (α),1+t)(B) = µN (−V ′(q(α)),1+t)(B) (B ∈ B(R)), (2.158)
where q(α) is the unique global minimiser of It,α for all α ∈ R.
Proof. By [18, Theorem 3.2.1] the left and right derivatives of V exist everywhere
in R. Therefore the equivalence between (a) and (b) follows from Corollary 2.C.7
(eventhough Corollary 2.C.7 is based on Theorem 2.1.4, in which the variance of the
normal distribution is given by 1 instead of 1 + t, the proof can be adapted to general
variances). The equivalence between (d) and (e) follows from Theorem 2.1.7. The
equivalences between (b), (c) and (d) are shown in Lemma 2.C.8. (2.158) follows from
Lemma 2.C.8.
2.C.10. In Section 3.5.3 we make an attempt in a more general context to make sense
of the fact that a limit of potentials Vn determines the fact whether the sequence with
those potentials is sequentially Gibbs.
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3. Level 2 mean-field Gibbs-non-Gibbs transitions
CHAPTER 3
Level 2 mean-field Gibbs-non-Gibbs
transitions
Abstract
We consider mean-field sequences on a general state space X that are described in
terms of empirical distributions. A framework is presented to describe the sequential
Gibbsianness of those mean-field sequences. We discuss properties on the potential V ,
in this case being a function on the space of compactly supported probability measures
on X , that imply sequential Gibbsianness of finite-volume mean-field Gibbs measures
with potential V . We give formulas for the corresponding conditional probabilities
in the case the mean-field sequences are transformed. In case of independent trans-
formations we show that sequential Gibbsianness is implied by uniqueness of global
minimisers of the large deviation rate function of the initial empirical distribution
given the transformed empirical distribution.
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§3.1 Introduction and main results
§3.1.1 Motivation






e−nV (mn(x1,...,xn)) dλ(x1) · · · dλ(xn), (3.1)




i=1 xi and Zn is the normalising constant. In order not to be only able to con-









i , or any other function that is invariant under exchan-
ging the coordinates, we generalise the definition of sequentially Gibbs to sequences
of exchangeable measures. There is a one-to-one correspondence between the equi-
valence class of a vector (x1, . . . , xn) under the equivalence relation described by the
exchangeability of the coordinates, and the empirical distribution 1n
∑n
i=1 δxi . As
this empirical distribution captures the exchangeability, we generalise finite-volume





e−nV (Ln(x1,...,xn)) dλ(x1) · · · dλ(xn), (3.2)
where Ln(x1, . . . , xn) = 1n
∑n
i=1 δxi , V is now a function on the space of compactly
supported probability measures and, instead of R, we consider a general state space
(moreover, λ is not any more required to be a probability measure). This framework
in terms of the empirical distribution is also called the level-2 setting (by, for example,
Ellis [28]). As mn(x) =
∫
s d[Ln(x)](s), this generalises the framework of Chapter 2.
In this chapter we provide the mathematical objects and definitions needed to
treat this level-2 setting, for general state spaces (not restricted to compact spaces).
We follow the large deviation framework of Gibbs-non-Gibbs transitions put forward
in van Enter, Fernández, den Hollander and Redig [31].
§3.1.2 Outline
In Section 3.3 we state definitions and basic results that are used in the rest of this
chapter. In Section 3.4 we give a definition of sequentially Gibbs that is formulated in
terms of the empirical distributions and show that this agrees with previous definitions
of Gibbsianness for mean-field sequences (see Külske and Opoku [61] and van Enter,
Külske, Opoku and Ruszel [33] for the definition on compact state spaces in terms of
the empirical distribution and Ermolaev and Külske [36], Fernández, den Hollander
and Martínez [39] and den Hollander, Redig and van Zuijlen [52] for the definition
on the state spaces {−1, 1} and R in terms of the magnetisation). In Section 3.5 we
discuss sequences of finite-volume mean-field Gibbs measures and show that, whenever
their Hamiltonians originate from a potential V , certain differentiability properties of
V imply that such sequences are Gibbs. In Section 3.6 we consider transformations of
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kernels of sequences of finite-volume mean-field Gibbs measures and derive relations
between regular conditional kernels, in particular, when independent transformations
or transformations that possess a density function are considered. In Section 3.7
we prove that whenever we have a large deviation principle for the probabilities of
the initial empirical distribution conditioned on the final (or transformed) empirical
distribution, uniqueness of the global minimiser of this rate function implies sequential
Gibbsianness of the transformed sequence of finite-volume mean-field Gibbs sequences.
§3.2 Some notations and definitions
We write N for the set {1, 2, 3, . . . }. For a topological space X we write B(X ) for the
Borel-σ-algebra and P(X ) for the set of probability measures B(X ) → [0, 1]. For a
function f : X → R and c ∈ R we write [f ≤ c] = {x ∈ X : f(x) ≤ c}. Similarly,
we use the notations [f > c], [f ≥ c] and [f < c]. We write Ba(X ) for the Baire-
σ-algebra on X . For x ∈ X we write δx for the element in P(X ) with δx(A) = 1
if x ∈ A and δx(A) = 0 otherwise. For µ ∈ P(X ) we write suppµ = {x ∈ X :
µ(V ) > 0 for all V ∈ Nx} and call this the support of µ. We write Pc(X ) for the
set of compactly supported probability measures in P(X ). As short-hand notation
for a probability measure λ ∈ P(X ), we write λn for the product measure⊗ni=1 λ on
B(Xn). Let Y be another topological space and P : X ×B(Y)→ [0, 1] be a probability
kernel. For ν ∈ P(X ) we write νP and ν o P for the probability measures1 on B(Y)




P (v,B) dν(v), (3.3)





1D(v, w) d[P (v, ·)](w) dν(v). (3.4)
We equip P(X ) with the weak topology and Pc(X ) with the C-weak topology (see
Definition 3.3.6), unless indicated otherwise.
§3.3 Preliminaries
In this section we introduce some definitions and a few theorems that serve as a basis
for the theory developed in the rest of the chapter.
In this section X and Y are topological spaces.
§3.3.1 Exchangeability and permutations
In this section we introduce permutations, exchangeability of a measure on a product
space Xn, and the frequently used definition of the empirical distribution of a vector.
1That ν o P is a measure follows from the fact that w 7→ 1D(v, w) is B(Y)-measurable (see
Bogachev [10, Theorem 3.4.1]) and that v 7→
∫
Y 1D(v, w) d[P (v, ·)](w) is B(X )-measurable.
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3.3.1 Definition. We write Sym(n) for the group of permutations on {1, . . . , n}.
For a permutation σ ∈ Sym(n) we write σ̂ for the function Xn → Xn given by
σ̂(x1, . . . , xn) = (xσ(1), . . . , xσ(n)). We define the equivalence relation ∼Sym on Xn
for x, y ∈ Xn by














x = (x1, . . . , xn) ∈ Xn
)
. (3.6)
Ln(x) is called the empirical distribution of x. We write Pnemp(X ) for the set of all
empirical distributions, i.e., Pnemp(X ) = Ln(Xn). We use the notation Ln also for the
map Ln : Yn → Pc(Y) with Ln(y) = 1n
∑n
i=1 δyi , and similarly Pnemp(Y) = Ln(Yn).
The proof of the following fact is left for the reader.
3.3.3 Theorem. For x, y ∈ Xn, x ∼Sym y if and only if Ln(x) = Ln(y). Hence
Xn/ ∼Sym ∼= Pnemp(X ).
3.3.4 Definitions. We say that a measure ρ on Xn is exchangeable if ρn = ρn ◦ σ̂
for all σ ∈ Sym(n).
3.3.5. Fix n ∈ N. We make some observations from which one can conclude the
following: If ρ is an exchangeable measure on Xn, λ is a measure on X and ρ  λn





e−nV ◦Ln(v) dλn(v) (A ∈ B(Xn)). (3.7)
(a) Let f : Xn → Y be such that f ◦ σ̂ = f for all σ ∈ Sym(n). Then f(u) = f(v)
for all u, v ∈ Xn with Ln(u) = Ln(v); thus there is a map f̃ : Pnemp(X ) → Y
with f = f̃ ◦ Ln.
(b) Let ρ be an exchangeable measure on Xn. Let λ be a measure on X . Suppose
that ρ  λn. Then there is a function f : Pnemp(X ) → [0,∞) such that f ◦ Ln
is measurable and ρ = (f ◦ Ln)λn, i.e., ρ(A) =
∫
A
f ◦ Ln dλn for A ∈ B(Xn).
Indeed, suppose g : Xn → [0,∞) is measurable and ρ = gλn. Then there exists
a set Z ⊂ Xn such that λn(Xn \ Z) = 0 and g ◦ σ̂(v) = g(v) for all v ∈ Z. Let
h = g1Z . By (a) there exists a h̃ : Pnemp(X )→ [0,∞) with h̃ ◦ Ln = h.
(c) Let ρ and λ be as in (b). Suppose that also λn  ρ. Then there exists a function
V : Pnemp(X )→ R such that f = e−nV ◦Ln satisfies the above.
Indeed, because λn  ρ as well as ρ λn, one may take g and also h as above








§3.3.2 Convergence on the compactly supported
probabilities
In this section we introduce the notions of weak, vague and C-weak convergence.
We discuss the relation of C-weak convergence with elements of
⋃
n∈N Pnemp(X ), and
also introduce the notion of LIM. These definitions are used to define sequential
Gibbsianness in Section 3.4.





f dµ (f ∈ Cb(X )). (3.8)




f dµ (f ∈ Cc(X )). (3.9)




f dµ (f ∈ C(X )). (3.10)
These notions of convergence form a convergence class and therefore have an under-
lying topology (see Kelley [56, Theorem 2.9]). The topology on P(X ) induced by to
the weak convergence is called the weak topology , the topology on P(X ) induced by
to the vague convergence is called the vague topology , and the topology on Pc(X )
induced by to the C-weak convergence is called the C-weak topology .
Weak convergence is the same as C-weak convergence in case X is a compact space.
As is mentioned in Section 3.2, we equip Pc(X ) with the C-weak topology unless
indicated otherwise.
Before discussing the different topologies, we discuss in 3.3.8 when these topologies
are Hausdorff.
3.3.7 Definition. A Hausdorff space X is called perfectly normal whenever every
closed set C ⊂ X has the form C = f−1({0}) for some f ∈ C(X ).
3.3.8. If the Borel-σ-algebra B(X ) is equal to the Baire-σ-algebra Ba(X ), then every
measure is determined by the continuous functions. Indeed, if µ and ν are measures




f dν for all f ∈ C(X ), then µ = ν by Theorem 4.4.2.
This implies that the topologies in Definitions 3.3.6 are Hausdorff topologies whenever
B(X ) = Ba(X ). If X is perfectly normal, then B(X ) = Ba(X ) (see [10, Proposition
6.3.4]). All metric spaces are perfectly normal (see for example [10, Proposition 6.3.5]).
On the contrary, the Sorgenfrey line, i.e., the space R with the right half-open interval
topology, is perfectly normal but not second countable (see Steen and Seebach [86,
Example 51]) and whence not metrisable.
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3.3.9 Example. The sequence (µn)n∈N of compactly supported probability meas-






converges weakly to δ0 but not C-weakly, as, for f ∈ C(R) given by f(x) = x,∫
f dµn = 1 while
∫
f dδ0 = 0.
3.3.10 Theorem. Let (X , d) be a σ-compact metric space. Let (µn)n∈N be a se-
quence in Pc(X ) and let µ ∈ Pc(X ). Then µn C−w−−−→ µ if and only if µn w−→ µ (or
µn
v−→ µ) and ⋃n∈N suppµn is relatively compact.
Proof. The proof of the “if” part is left for the reader.
We proof the “only if” part. Suppose that X = ⋃n∈NKn for an increasing sequence
of compact setsK1 ⊂ K2 ⊂ · · · . Suppose that
⋃
n∈N suppµn is not relatively compact.
We show that (µn)n∈N is not a C-weakly convergent sequence. For all compact K
there exists an m ∈ N for which suppµm 6⊂ K. Then for all n ∈ N there exists an
m ∈ N with µm(Kcn) > 0, and, since Kk ↑ X , there also exists an k ∈ N with k > m
for which µm(Kk \Kn) > 0. Choose n1 < n2 < n3 < · · · and m1 < m2 < m3 < · · ·
in N such that µmi(Kni+1 \Kni) > 0 for all i ∈ N.
For the moment fix i ∈ N. We show there exists a continuous function gi with
support in Kni+1 \Kni for which
∫
gi dµni = i. For k ∈ N let fk(x) = (kd(x,Kcni+1 ∪
Kni)) ∧ 1 for x ∈ X , where d denotes the metric on X . Then supp fk ⊂ Kni+1 \Kni
for all k ∈ N. Hence fk ↑ 1Kni+1\Kni and therefore there exists a k ∈ N for which∫
fk dµi > 0. This proves the existence of such gi.
Define g =
∑
i∈N gi. Then g is a continuous function for which
∫
g dµni ≥ i for all
i ∈ N. Hence
∫
g dµni does not converge and therefore for all µ ∈ Pc(X ) the sequence
(µn)n∈N does not converge C-weakly to µ.
3.3.11 Remark. By the proof of Theorem 3.3.10 we can also infer that µn
C−w−−−→ µ
if and only if
⋃




f dµ for all locally
Lipschitz functions f .
3.3.12 Theorem. Let X be normal. Then Pnemp(X ) is a closed set in Pc(X ).
Moreover, if ξk and ξ in Pnemp(X ) are such that ξk
C−w−−−→ ξ, then there exist xki
and zi in X for i ∈ {1, . . . , n} such that ξk = Ln((xk1, . . . , xkn)), ξ = Ln((z1, . . . , zn))
and xki → zi for all i ∈ {1, . . . , n}. Consequently, Ln(F ) is closed in Pc(X ) for every
closed set F ⊂ Xn.
Proof. Let (vk)k∈N be a sequence in Xn such that Ln(vk) C−w−−−→ ξ for some ξ ∈ Pc(X ).
We prove ξ = Ln(v) for some v ∈ Xn. By Theorem 3.3.10 there exists a compact
set K ⊂ X such that vk ∈ Kn for k ∈ N. Therefore (vk)k∈N has a convergent
subsequence with a limit v = (y1, . . . , yn) ∈ Xn, so that ξ = Ln(v). As X is assumed
to be normal, the elements of {yi : i ∈ {1, . . . , n}} can be separated by continuous









3.3.13 Definition. Let X be a topological space and D1, D2, . . . be subsets of X .
We call x ∈ X a (Dn)n∈N-limit point whenever there exist xn ∈ Dn with xn → x. We
write LIM[Dn] for the set of (Dn)n∈N-limit points of X .
3.3.14 Example. Let X = [−1, 1] and Dn = {−1,−1 + 2n ,−1 + 4n , . . . , 1 − 2n , 1}.
Then X = LIMDn.
In Theorem 3.3.16 we state that LIM[Pnemp(X )] = Pc(X ), whenever X is a σ-
compact metric space. This follows from Lemma 3.3.15. For the proof of Lemma
3.3.15 we use Lemma 4.8.6, which states that LIM[Pnemp(X )] = P(X ) if X is finite.
3.3.15 Lemma. Let (X , d) be a compact metric space. Then P(X ) = LIM[Pnemp(X )]
(equipped with the weak topology). In particular,
⋃
n∈N Pnemp(X ) is dense in P(X ).





m ). Let A
m
1 , . . . , A
m
km
be a partition of X in B(X ) with Ami ⊂ B(xmi , 1m )
(for example, Ami = B(xmi ,
1











f(xmi )1Ami . (3.12)
As sup{|f(x) − f(y)| : x, y ∈ X , d(x, y) < 1m} → 0, we have sup{|sf,m(x) − f(x)| :






























Therefore, for each m there exists a sequence (ξmn )n∈N with ξmn ∈ Pnemp(X ) such that
ξmn
w−→ ρm as n→∞.
Let d denote the Prohorov metric on P(X ) (see [7, Appendix III]). Let n1 < n2 <
n3 < · · · in N be such that d(ξmk , ρk) < 1k for all m > nk and for each k ∈ N. Let
νn = ξ
n
1 for n ≤ n2 and νn = ξnk whenever nk < n ≤ nk+1 for some k ≥ 2, i.e.,
(νn)n∈N is the sequence
ξ11 , ξ
2

















4 , . . . , ξ
n5
4 , . . . (3.14)











3.3.16 Theorem. Let (X , d) be a σ-compact metric space. Then
Pc(X ) = LIM[Pnemp(X )] (3.15)
(equipped with the C-weak topology). In particular, the set
⋃
n∈N Pnemp(X ) is dense in
Pc(X ) .
Proof. This is a consequence of Theorem 3.3.10 and Theorem 3.3.12.
§3.3.3 Supports of measures
In this section we discuss some relations between absolute continuity of measures and
their supports.
3.3.17 Lemma. Let ν, µ be measures on B(X ) with ν  µ. Then
(a) supp(µ) ⊂ supp(ν).
(b) fν  fµ and supp(fµ) ⊂ supp(fν) for measurable f : X → [0,∞).
(c) νoP  µoP and supp(µoP ) ⊂ supp(νoP ) for kernels P : X×B(Y)→ [0,∞).
(See (3.4) for the notation ν o P .)
(d) ν ◦σ−1  µ◦σ−1 and supp(µ◦σ−1) ⊂ supp(ν ◦σ−1) for measurable σ : X → Y.
(e) supp(ν ⊗ ρ) = supp(ν)× supp(ρ) for measures ρ on B(Y).
Proof. (a) Follows from the fact that
suppµ =
⋂
{C ⊂ X : C is closed and µ(X \ C) = 0}. (3.16)
(b) Follows from the Radon-Nikodym theorem.
(c) Follows from (b) as the measure [ν o P ](· ×B) equals P (·, B)ν.
§3.4 Sequentially Gibbs
We present the notion of sequentially Gibbs for sequences of exchangeable probability
measures (Definition 3.4.1). We give an equivalent formulation for sequentially Gibbs
in terms of a kernel that is indexed by the empirical measures. We show that under
sequential Gibbsianness the limiting kernel is continuous (Lemma 3.4.5). Then we give
an equivalent notion of sequential Gibbsianness (Theorem 3.4.7) whenever there is f -
dependence (Definition 3.4.6), and conclude from this that the notion of sequentially
Gibbs agrees with Gibbsianness for mean-field models in other studies (Corollary 3.4.9
and 3.4.10).
In this section X is a perfectly normal space (see Definition 3.3.7). For n ∈ N,
ρn is an exchangeable probability measure on B(Xn) (see Definition 3.3.4). For all
n ∈ N, we use σ1 for the projection of Xn+1 on the first coordinate, and σ⊥ for the
projection of Xn+1 on all but the first coordinate for all n, i.e.,
σ1(x) = x1, σ⊥(x) = (x2, . . . , xn+1)
(










We assume that for every n ∈ N there exists a product regular conditional kernel2
γn : Xn×B(X )→ [0, 1] under ρn+1 with respect to σ⊥ that is continuous on supp(ρn◦
σ⊥−1).
3.4.1 Definition. (Good limiting empirical distributions and sequentially
Gibbs). A ζ ∈ Pc(X ) is called a good limiting empirical distribution for (ρn)n∈N
when there exists a probability measure γζ : B(X ) → [0, 1] for which γn(vn, ·) w−→ γζ
for all sequences (vn)n∈N with vn ∈ supp(ρn ◦ σ⊥−1) ⊂ Xn and Ln(vn) C−w−−−→ ζ.
(ρn)n∈N is called sequentially Gibbs when all ζ ∈ LIM[Ln(supp(ρn ◦ σ⊥−1))] are good
limiting empirical distributions.
3.4.2 Remarks. (1) The assumption that X is perfectly normal implies that for all
n the kernel γn is unique in the sense of Theorem 4.4.3. This makes the notion of
sequentially Gibbs independent of the “choice” of γn.
(2) Definition 3.4.1 is consistent with the definition for compact spaces given by
Külske and Opoku [61, Definition 2.2], since for compact X a sequence in P(X )
converges weakly if and only it converges C-weakly (Theorem 3.3.10).
(3) The convergence Ln(vn)
C−w−−−→ ζ in Definition 3.4.1 may seem arbitrary. In
some sense one could as well have taken convergence along a subset of continuous
functions. The choice for C(X ) instead of, for example, Cb(X ) will become clear in
Corollary 3.4.9 as, for example, the function f : R→ R given by f(x) = x is in C(R)
but not in Cb(R).
3.4.3. Since ρn is exchangeable, γn(v, ·) = γn(u, ·) for all u, v ∈ Xn with Ln(u) =
Ln(v). Then (v,A) 7→ γn(σ̂(v), A) is also a product regular conditional kernel Xn ×
B(X )→ [0, 1] under ρn+1 with respect to σ⊥ that is continuous on supp(ρn ◦ σ⊥−1).
Hence we have γn(σ̂(v), ·) = γn(v, ·) by Theorem 4.4.3. Therefore we can define a
kernel γ̃n : Pnemp(X )× B(X )→ [0, 1] by
γ̃n(ξ, A) = γn(v,A), where v ∈ Xn is such that Ln(v) = ξ. (3.18)
With this we can reformulate the notion of sequentially Gibbs.
3.4.4 Lemma. ζ ∈ Pc(X ) is a good limiting empirical distribution for (ρn)n∈N if
and only if there exists a probability measure γζ : B(X )→ [0, 1] such that γ̃n(ζn, ·) w−→
γζ for all sequences (ζn)n∈N with ζn ∈ Pnemp(X ) and ζn
C−w−−−→ ζ.
The following lemma is similar to Lemma 2.1.3, but we use a generalised version
of Lemma 2.2.1 for the proof, namely, Theorem 3.A.1.
3.4.5 Lemma. Let (ρn)n∈N be sequentially Gibbs. Define γ : Pc(X )×B(X )→ [0, 1]
by γ(ζ,A) = γζ(A) for ζ ∈ P(X ) and A ∈ B(X ), where γζ is as in Definition 3.4.1.
Then γ is a weakly continuous probability kernel, called the specification kernel for
(ρn)n∈N.
2For the definition of a product regular conditional kernel see Definition 4.3.2.
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Proof. We apply Theorem 3.A.1. Let Dn = P2
n
emp(X ). Then D1 ⊂ D2 ⊂ · · · . For
all f ∈ Cb(X ) and ζ ∈ Pc(X ) we have, by Lemma 3.4.4 and Theorem 3.3.16, that∫
f d[γ2n(ζn, ·)]→
∫
f d[γ(ζ, ·)] for all sequences (ζn)n∈N with ζn ∈ Dn and ζn → ζ.
By Theorem 3.A.1 ζ 7→
∫
f d[γ(ζ, ·)] is continuous on Pc(X ). Therefore γ is weakly
continuous.
3.4.6 Definition. Let f ∈ C(X ,Rk) for some k ∈ N. We say that (γn)n∈N is
f -dependent if for all n ∈ N





Whenever X is a convex subset of R, the sequence (γn)n∈N is said to be magnetisation
dependent if γn is f -dependent for f(x) = x. The magnetisation of a vector v ∈ Xn







3.4.7 Theorem. Let f ∈ C(X ,Rk) for some k ∈ N. Then
{∫






f d[Ln(v)] : v ∈ supp(ρn+1 ◦ σ⊥−1)}
]
. (3.20)
Consider the following statements.
(a) (ρn)n∈N is sequentially Gibbs.
(b) For all α ∈ LIM[{
∫
f d[Ln(v)] : v ∈ supp(ρn+1 ◦ σ⊥−1)}] there exists a prob-
ability measure γ̃α : B(X ) → [0, 1] for which γn(vn, ·) w−→ γ̃α for all sequences
(vn)n∈N with vn ∈ supp(ρn+1 ◦ σ⊥−1) and
∫
f d[Ln(vn)]→ α.
(c) For all α ∈ LIM[{
∫
f d[Ln(v)] : v ∈ supp(ρn+1 ◦ σ⊥−1)] there exists a ζ ∈
LIM[Ln(supp(ρn+1 ◦ σ⊥−1))] such that for all vn ∈ supp(ρn+1 ◦ σ⊥−1) with∫







Then (b)=⇒(a) and (a)& (c)=⇒ (b).
Proof. The inclusion in (3.20) is obvious. Suppose that (b) holds. Let
ζ ∈ LIM[Ln(supp(ρn+1 ◦ σ⊥−1))]. (3.22)
Suppose that (vn)n∈N is a sequence with (vn)n∈N with















Suppose that (a) and (c) hold. Let α ∈ LIM[{
∫
f d[Ln(v)] : v ∈ supp(ρn+1 ◦
σ⊥−1)}] and let ζ be as in (c). Suppose that (vn)n∈N is a sequence with
vn ∈ supp(ρn+1 ◦ σ⊥−1),
∫
f d[Ln(vn)]→ α. (3.24)
Then for wn as in (c), by (3.21) we have γn(vn, ·) = γn(wn, ·)→ γζ .
3.4.8. If supp(ρn+1 ◦ σ⊥−1) = Xn, then Ln(supp(ρn+1 ◦ σ⊥−1)) = Pnemp(X ), and
thus LIM[Ln(supp(ρn+1 ◦ σ⊥−1))] = Pc(X ) by Theorem 3.3.16.
3.4.9 Corollary. Let X ⊂ R be a convex set or X = {−1, 1}. Suppose that (γn)n∈N
is magnetisation dependent and that supp(ρn+1 ◦ σ−11 ) = X for all n ∈ N. Then
(ρn)n∈N is sequentially Gibbs if and only if for all α ∈ X there exists a γ̃α : B(X )→
[0, 1] for which γn(vn, ·) w−→ γ̃α for all sequences (vn)n∈N with vn ∈ Xn and mn(vn)→
α.
Proof. We show that (c) of Theorem 3.4.7 holds.
First assume that X is convex. Let α ∈ X . Let vn ∈ Xn be such thatmn(vn)→ α.
For wn = (mn(vn), . . . ,mn(vn)) we have Ln(wn) = δmn(vn)
C−w−−−→ δα.
Suppose now that X = {−1, 1}. Then mn(v) determines the number of i’s for








Therefore, if mn(vn)→ α, then Ln(vn)→ 12 (1 + α)δ{1} + 12 (1− α)δ{−1}.
3.4.10. Corollary 3.4.9 implies that, whenever supp(ρn+1 ◦ σ−11 ) = X , the notion
of sequentially Gibbs agrees with the notion of sequentially Gibbs in den Hollander,
Redig and van Zuijlen [52, Definition 1.2] and with the notion of Gibbs as in Külske
and le Ny [60] (used also in Ermolaev and Külske [36], Fernández, den Hollander and
Martínez [39]).
§3.5 Sequences of finite-volume mean-field Gibbs
measures
In this section we define sequences of finite-volume mean-field Gibbs measures (in
Definition 3.5.1) and study under which conditions on the Hamiltonians, in particu-
lar, under which conditions on the potential, such sequences are sequentially Gibbs.
Whenever the Hamiltonians originate from a potential V , a differentiability prop-
erty, called continuously ?-differentiability, together with a certain bound, called the
?-dominated bound on V , imply sequential Gibbsianness (see Theorem 3.5.18). Fur-
thermore, we provide conditions under which a potential V satisfies the differentiabil-
ity and the bound (in Theorem 3.5.11 and Theorem 3.5.12). We relate these properties
of the potential to Hamiltonians that have been considered in the Gibbs-non-Gibbs
literature (in Example 3.5.15).
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In Section 3.5.1 we give the definition of sequences of finite-volume mean-field
Gibbs measures. In Section 3.5.2 we introduce the notions ?-differentiability and the
?-dominated bound. We devote Section 3.5.3 to a discussion on the situation where
the Hamiltonians do not originate from a potential.
Throughout this section X is a perfectly normal space and λ is a measure such
that supp(λ) = X .
§3.5.1 Sequences of finite-volume mean-field Gibbs
measures
3.5.1 Definitions. For n ∈ N, let νn be a probability measure on B(Xn). We call a




e−Hn(v) dλn(v) <∞. (3.26)
The sequence (νn)n∈N is called a sequence of finite-volume mean-field Gibbs measures







−Hn(v) dλn(v) (A ∈ B(Rn), n ∈ N). (3.27)
Zn is called the normalising constant . A function V : Pc(X ) → [0,∞) for which
V ◦ Ln is a Hamiltonian for all n ∈ N is called a potential (with respect to λ). If V
is a potential, then a sequence of Hamiltonians (Hn)n∈N is said to originate from the
potential V if Hn = nV ◦Ln for all n ∈ N. In that case the sequence (νn)n∈N is called
a sequence of finite-volume mean-field Gibbs measures with potential V .
3.5.2 Remark. Note that if λ is a probability measure and Hn : Xn → R is meas-
urable and bounded from below, then Hn is a Hamiltonian with respect to λ.
3.5.3. 3.3.5 indicates that sequences of exchangeable probability measures (νn)n∈N
with νn  λn and λn  νn, are sequences of finite-volume mean-field Gibbs meas-
ures.
3.5.4 Example (Regarding Remark 3.5.2). Consider the sequence of probabil-









where F : R → [0,∞) is measurable, mn(v) is the magnetisation of v (see Defini-
tion 3.4.6) and µN (0,1) denotes the standard normal distribution. Then (νn)n∈N is
a sequence of finite-volume mean-field Gibbs measures with Hamiltonians (H1n)n∈N
and reference measure µN (0,1), but also with Hamiltonians (H2n)n∈N and reference
measure the Lebesgue measure, where
H1n(v) = nF (mn(v)) (v ∈ Rn), (3.29)
H2n(v) = nF (mn(v)) +
n∑
i=1
v2i /2 (v ∈ Rn). (3.30)
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Note that (H1n)n∈N and (H1n)n∈N originate from potentials V 1 and V 2, where




, V 2(ζ) = V 1(ζ) +
∫
x2 dζ(x). (3.31)
In Example 3.5.15 we will also discuss the Curie-Weiss model.
3.5.5. As supp(λ) = X and e−Hn > 0, the support of νn equals that of λn (see
Lemma 3.3.17), i.e., supp(νn) = Xn. Therefore supp(νn+1 ◦ σ⊥−1) = Xn.
3.5.6. Assume that Hn are continuous Hamiltonians for all n ∈ N. Observe that,








is the3 weakly continuous regular conditional probability under νn+1 with respect to













−(n+1)[V ◦Ln+1(x,v)−V ◦Ln(v)] dλ(x)∫
X e
−(n+1)[V ◦Ln+1(x,v)−V ◦Ln(v)] dλ(x)
.
Note that the term in the exponent can be written as
(n+ 1)[V ◦ Ln+1(x, v)− V ◦ Ln(v)]
=
V ( nn+1Ln(v) +
1




By this formula we can already suspect that a sort of differentiability property on V
may imply that γn(vn, ·) converges when Ln(vn) C−w−−−→ ζ as n→∞, i.e., that (νn)n∈N
is sequentially Gibbs.
§3.5.2 Conditions on the potential implying sequen-
tial Gibbsianness
In Theorem 3.5.18 we will see that a sequence of finite-volume mean-field Gibbs
measures with potential V is sequentially Gibbs whenever it is ?-differentiable and
satisfies the ?-dominated bound.
3Because supp(νn) = Xn (see 3.5.5), γn is the unique regular conditional probability under νn+1
with respect to σ⊥ by Theorem 4.4.3.
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3.5.7 Definition. Let V : Pc(X ) → R. We call V ?-differentiable if for all ξ, θ ∈
Pc(X ) the function [0, 1]→ R, α 7→ V (ξ+α(θ−ξ)) is continuous on [0, 1], differentiable
on (0, 1) and the right derivative exists at 0. If V is ?-differentiable, then we write
δV : Pc(X )× Pc(X )× [0, 1)→ R for the function given by
δV (ξ, θ, α) = lim
h→0
h+α∈[0,1]
V (ξ + (α+ h)(θ − ξ))− V (ξ + α(θ − ξ))
h
α ∈ (0, 1),
δV (ξ, θ, 0) = lim
h↓0
h∈[0,1]
V (ξ + h(θ − ξ))− V (ξ)
h
δV (ξ, θ, 1) = δV (θ, ξ, 0) (3.35)
If the function δV (·, θ, ·) : Pc(X ) × [0, 1] → R is continuous for all θ ∈ Pc(X ) in the
sense that ξn
C−w−−−→ ξ and αn → α imply that δV (ξn, θ, αn) → δV (ξ, θ, α), then V is
called continuously ?-differentiable.
3.5.8 Lemma. Let V : Pc(X ) → R be continuously ?-differentiable. For all ξ ∈
Pc(X ) and x ∈ X there exists an α ∈ (0, 1n+1 ) such that
(n+ 1)[V (ξ + 1n+1 [δx − ξ])− V (ξ)] = δV (ξ, δx, α). (3.36)
Consequently, for ζ ∈ Pc(X ) and x ∈ X and (ζn)n∈N in Pc(X ) with ζn → ζ in Pc(X )
(n+ 1)[V (ζn +
1
n+1 [δx − ζn])− V (ζn)]→ δV (ζ, δx). (3.37)
Proof. For ξ ∈ Pc(X ) and x ∈ X , the function [0, 1n+1 ]→ [0,∞), α 7→ V (ξ+α[δx−ξ]),
is continuous and differentiable on (0, 1n+1 ). By the mean value theorem there exists
an α ∈ (0, 1n+1 ) for which (3.36).
3.5.9 Definition. Let V : Pc(X ) → R be ?-differentiable. We say that V sat-
isfies the ?-dominated bound whenever for all compact K ⊂ Pc(X ) there exists a
λ-integrable function h : X → [0,∞), an increasing sequence (Xn)n∈N in B(X ) with
Xn ↑ X (i.e., X1 ⊂ X2 ⊂ · · · and
⋃
n∈N Xn = X ) with limn→∞ 1n log λ(X cn) = −∞
such that for all n ∈ N
e−δV (ξ,δx,α) ≤ h(x) (ξ ∈ K,x ∈ Xn, α ∈ [0, 1n ]). (3.38)
3.5.10. Suppose that V : Pc(X ) → R is continuously ?-differentiable and satisfies
the ?-dominated bound. By Lemma 3.5.8 it follows that, if K ⊂ Pc(X ) is com-
pact, then there exist an increasing sequence (Xn)n∈N in B(X ) with Xn ↑ X and
limn→∞ 1n log λ(X cn) = −∞ and a λ-integrable function h : X → [0,∞) such that
e−(n+1)[V (ξ+
1
n+1 [δx−ξ])−V (ξ)] ≤ h(x) (ξ ∈ K,x ∈ Xn, n ∈ N). (3.39)
In particular, whenever ζ ∈ Pc(X ) and ζn ∈ Pnemp(X ) are such that ζn
C−w−−−→ ζ there
exist such (Xn)n∈N and h such that
e−(n+1)[V (ζn+
1
n+1 [δx−ζn])−V (ζn)] ≤ h(x) (x ∈ Xn, n ∈ N). (3.40)
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3.5.11 Theorem. Suppose that X is a compact space. Suppose that V : Pc(X )→ R
is continuously ?-differentiable such that δV is continuous (as a function of three
variables). Then V satisfies the ?-dominated bound.
Proof. P(X ) = Pc(X ) is weakly compact, see Bogachev [10, Theorem 8.9.3] (as in a
perfectly normal space all Borel measures are Baire measures, see 3.3.8). Therefore
δV , being continuous, is bounded on P(X )× P(X ).
3.5.12 Theorem. Let k ∈ N, f ∈ C(X ,Rk) and F ∈ C1(Rk). Let V : Pc(X ) → R
be given by





Then V is a continuously ?-differentiable potential with























Suppose that x 7→ em|f(x)|1 (|a|1 = |a1| + · · · + |ak| for a ∈ Rk) is λ-integrable
for all m > 0. If either supv∈Rk |∇F (v)| < ∞ or limn→∞ 1n log λ(X cn) = −∞ for
Xn = {x ∈ X : f(x) ∈ (−n, n)k}, then V satisfies the ?-dominated bound.
Proof. Let ξ, θ ∈ Pc(X ) and let w, z ∈ Rk be given by w =
∫




V (ξ + α(θ − ξ)) = F (w + α(z − w)) (α ∈ [0, 1]). (3.44)
As F ∈ C1(Rk), α 7→ V (ξ + α(θ − ξ)) is continuous on [0, 1] and differentiable on
(0, 1) and the right derivative exists at 0. We have for α ∈ [0, 1]
δV (ξ, θ, α) = lim
h→0
F (w + (α+ h)(z − w))− F (w + α(z − w))
h
= ∇F (w + α(z − w))(z − w). (3.45)
This proves (3.42). Since ξ 7→
∫
f dξ is C-weakly continuous and ∇F is continuous
by assumption, V is continuously ?-differentiable.
Assume that x 7→ em|f(x)|1 is λ-integrable for all m ∈ R. Let K ⊂ Pc(X ) be
compact. Then the set {
∫
f dξ : ξ ∈ K} is compact and so L := supξ∈K |
∫
f dξ| <∞.
• If M := supv∈Rk |∇F (v)| <∞, then
e−δV (ξ,δx,α) ≤ eM |f(x)|1+ML (x ∈ X ), (3.46)
which proves the ?-dominated bound.
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• Suppose that limn→∞ 1n log λ(X cn) = −∞. By definition of Xn we have 1nf(x) ∈



















f dξ + αv




e−δV (ξ,δx,α) ≤ eM |f(x)|1+ML (ξ ∈ K,x ∈ Xn, α ∈ [0, 1n ]). (3.49)
As M <∞, we conclude that V satisfies the ?-dominated bound.
3.5.13. Note that δV in (3.42) is continuous. Therefore Theorem 3.5.11 is applicable
whenever X is compact.
3.5.14. Note that if (νn)n∈N is a sequence of finite-volume mean-field Gibbs measures
with potential V , and V is as in Theorem 3.5.12, then (γn)n∈N as in 3.5.6 is f -
dependent.
3.5.15 Examples.
(a) Consider Example 3.5.4. Both potentials V 1 and V 2 are of the form (3.41),
namely with
f : R→ R, f(x) = x, g : R→ R2, g(x) = (x, x2), (3.50)
we have for G(y, z) = F (y) + z,









By Theorem 3.5.12 V 1 and V 2 are continuously ?-differentiable whenever F is
continuously differentiable. Since em|x| is µN (0,1)-integrable, V 1 satisfies the
?-dominated bound, as 1n log λ([−n, n]c) = −∞ (see also (2.42)). On the other
hand, V 2 satisfies the ?-dominated bound, but em(|x|+x
2/2) is not integrable
with respect to the Lebesgue measure for m > 0.
(b) In Fernández, den Hollander and Martínez [39] and Ermolaev and Külske [36]









vi (v = (v1, . . . , vn) ∈ {−1, 1}n), (3.52)
where J > 0 and h ∈ R. These Hn originate from a potential V of the form
(3.41) with f(x) = x and F (y) = −J2 y2 − hy. As [−1, 1] is compact, V satisfies
the ?-dominated bound (see Theorem 3.5.11).
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3.5.16. In the proof of Lemma 3.5.17 we will use the following fact. Let (an)n∈N be
a sequence in (0,∞). Then limn→∞ 1n log an = −∞ if and only if enman → 0 for all
m > 0.
3.5.17 Lemma. Let fn, gn : X → [0,∞) be measurable and let Xn be a measurable
set for all n ∈ N and Xn ↑ X .
(a) If limn→∞ 1n log λ(X cn) = −∞ and there is an m > 0 such that





(b) If there is an h ∈ L1(λ) with
fn(x), gn(x) ≤ h(x) (x ∈ Xn, n ∈ N), (3.54)




|fn − gn| dλ→ 0. (3.56)
Proof. (a) follows from 3.5.16. (b) follows from Lebesgue’s Dominated Convergence
Theorem.
3.5.18 Theorem. Let X be a σ-compact locally compact space. Let V : Pc(X ) →
R be a continuous and continuously ?-differentiable potential that satisfies the ?-
dominated bound. Then the sequence (νn)n∈N of finite-volume mean-field Gibbs meas-







(ζ ∈ Pc(X ), A ∈ B(X )). (3.57)
Proof. Let vn ∈ Xn for n ∈ N be such that ζn := Ln(vn) C−w−−−→ ζ for some ζ ∈ Pc(X ).








−δV (ζ,δx) dλ(x). (3.58)
We prove this using Lemma 3.5.17. Define g : X → [0,∞) by
g(x) = e−δV (ζ,δx). (3.59)
Let fn be given by fn(x) = e−(n+1)[V ◦Ln+1(x,vn)−V ◦Ln(vn)]. By Lemma 3.5.8 fn(x)→
g(x) for all x ∈ X . By the ?-dominated bound (see 3.5.10) there exist an increasing
sequence (Xn)n∈N in B(X ) with Xn ↑ X and limn→∞ 1n log λ(X cn) = −∞ and a λ-
integrable function h : X → [0,∞) such that fn(x) ≤ h(x) for x ∈ Xn and all n ∈ N.
As g is the pointwise limit of the fn, g ≤ h which implies that g is λ-integrable. By
continuity of V there is an m > 0 such that fn(x) ≤ e(n+1)V ◦Ln(vn) ≤ e(n+1)m for all
x ∈ X . Then by Lemma 3.5.17,
∫









g| dλ→ 0, which proves (3.58).
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3.5.19 Theorem. Let X be a σ-compact locally compact space. Let V1 and V2 be
continuous and continuously ?-differentiable potentials Pc(X ) → [0,∞) that satisfy
the ?-dominated bound. Suppose that (an)n∈N and (bn)n∈N are sequences in [0,∞) for






Then the sequence of finite-volume mean-field Gibbs measures with Hamiltonians given







(ζ ∈ Pc(X ), A ∈ B(X )). (3.61)
Proof. The proof is an adaptation of the proof of Theorem 3.5.18.
§3.5.3 Further discussions on Hamiltonians
In this section we present our observations made so far on the relation between the
Hamiltonians of a sequence of finite-volume mean-field Gibbs measures and the se-
quential Gibbsianness of this sequence.
3.5.20 Lemma. Suppose that (µ1n)n∈N and (µ2n)n∈N are sequences of finite-volume
mean-field Gibbs measures with continuous Hamiltonians (H1n)n∈N and (H2n)n∈N. If,















∣∣∣∣∣ dλ(x)→ 0, (3.62)
then (µ1n)n∈N is sequentially Gibbs if and only if (µ2n)n∈N is sequentially Gibbs. If both
are sequentially Gibbs, then they have the same specification kernel.
Proof. Let γ1n, γ2n : Xn × B(X ) → [0, 1] be as in 3.5.6 for µ1n and µ2n, respectively.
The convergence in (3.62) implies that if (vn)n∈N is such that vn ∈ Xn, ζ ∈ P(X ),
Ln(vn)
C−w−−−→ ζ and γ1n(vn, ·) converges weakly, then γ2n(vn, ·) converges weakly to the
same limit (and vice versa).
3.5.21 Lemma. Suppose that fn, gn ∈ L1(λ)+ are such that
∫
|fn − gn| dλ → 0.
Moreover, suppose that Fn :=
∫
fn dλ > 0 and Gn :=
∫
gn dλ > 0 for all n ∈ N, and






∣∣∣∣ dλ→ 0. (3.63)
Proof. Let dn = |Fn − Gn|. As dn → 0, for convenience we assume that dn < δ3 for































































3.5.22 Theorem. Let ζ ∈ Pc(X ) and let (vn)n∈N with vn ∈ Xn be such that
Ln(vn)
C−w−−−→ ζ. We suppose the following.
• X is a σ-compact locally compact space.
• V : Pc(X )→ [0,∞) is a continuous and continuously ?-differentiable potential.
• (Hn)n∈N is a sequence of continuous Hamiltonians.
• There is an m > 0 such that Hn(vn) ≤ nm for all n ∈ N.
• There are measurable Xn ⊂ X with Xn ↑ X , limn→∞ 1n log λ(X cn) = −∞, and
an h ∈ L1(λ)+ such that
exp (− [Hn+1(x, vn)−Hn(vn)]) ≤ h(x) (x ∈ Xn, n ∈ N),
exp (−(n+ 1) [V ◦ Ln+1(x, vn)− V ◦ Ln(vn)]) ≤ h(x) (x ∈ Xn, n ∈ N),
(3.67)
• For all x ∈ X :
lim
n→∞















∣∣∣∣ dλ(x)→ 0. (3.69)
Consequently, if the above holds for all ζ ∈ Pc(X ) and all (vn)n∈N with vn ∈ Xn
and Ln(vn)
C−w−−−→ ζ and if (νn)n∈N is the sequence of finite-volume mean-field Gibbs
measures with Hamiltonians (Hn)n∈N, then (νn)n∈N is sequentially Gibbs.
Proof. Define fn, gn : X × Xn → [0,∞) as
fn(x) = exp (− [Hn+1(x, vn)−Hn(vn)]) (x ∈ X ), (3.70)
gn(x) = exp (−(n+ 1) [V ◦ Ln+1(x, vn)− V ◦ Ln(vn)]) (x ∈ X ). (3.71)
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By continuity of V and by the condition on Hn(vn), there exists an m > 0 such that
fn(x), gn(x) ≤ enm for all x ∈ X and n ∈ N. Note that (3.67) and (3.68) imply
fn(x), gn(x) ≤ h(x) (x ∈ Xn, n ∈ N), (3.72)
lim
n→∞
|fn(x)− gn(x)| = 0 (x ∈ X ). (3.73)
Hence by Lemma 3.5.17 we obtain
∫
X









|fn − gn| dλ→ 0. (3.74)
Define Fn =
∫
fn dλ and Gn =
∫
gn dλ for n ∈ N. By Lemma 3.5.21 it is sufficient to
show that there exists a δ > 0 such that Gn ≥ δ for all n ∈ N. But this follows from
the fact that Gn →
∫
e−δV (ζ,δx) dλ(x), which in turn follows from the convergence in
(3.58) in the proof of Theorem 3.5.18.
§3.6 Transformations of Gibbs measures by
probability kernels
We consider a transformation of a sequence of finite-volume mean-field Gibbs meas-
ures by a sequence of probability kernels. We derive relations between regular con-
ditional kernels. In particular, we describe these relations in the case of independent
transformations (in Theorem 3.6.3) and in case the transformation possess a density
function (in Theorem 3.6.6). We use these relations and formulas in Section 3.7.
Throughout this section we assume the following:
(i) X and Y are perfectly normal topological spaces.
(ii) λ ∈ P(X ) and supp(λ) = X .
(iii) (νn)n∈N is assumed to be a sequence of finite-volume mean-field Gibbs measures
with Hamiltonians (Hn)n∈N as in Definition 3.5.1.
(iv) Hn is continuous for all n ∈ N.
(v) Pn is a probability kernel Xn × B(Yn)→ [0, 1] for all n ∈ N.
(vi) Similarly as in Section 3.4, but here with Y instead of X :
σ1(y) = y1, σ⊥(y) = (y2, . . . , yn+1)
(
y = (y1, . . . , yn+1) ∈ Yn+1
)
. (3.75)
(vii) For all n ∈ N we write π for the map π : Xn × Yn → Yn given by π(v, w) = w.
(viii) For all n ∈ N there exists a product regular conditional kernel η0n : Yn ×
B(Xn)→ [0, 1] under λn o Pn with respect to π (of the coordinates in X given
the coordinates in Y) that is weakly continuous on supp(λnPn). (See (3.4) for
the notations λn o Pn and λnPn.)
(ix) For all n ∈ N there exists a product regular conditional kernel γ0n : Yn×B(Y)→
[0, 1] under λn+1Pn+1 with respect to σ⊥ (of the first coordinate given the other
n coordinates) that is weakly continuous on supp(λn+1Pn+1 ◦ σ⊥−1).
We define
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0 w /∈ supp(λnPn).
(3.76)




−Hn(v) d[η0n(w, ·)](v) w ∈ supp(λnPn),
0 w /∈ supp(λnPn).
(3.77)










w ∈ supp(λn+1Pn+1 ◦ σ⊥−1),
0 w /∈ supp(λn+1Pn+1 ◦ σ⊥−1).
(3.78)
We address the relations between γn, γ0n, Zn, η0n, ηn, νn, λn and Pn.
3.6.1. By our assumptions on η0n and γ0n, we have for A ∈ B(Xn), B ∈ B(Yn) and
D ∈ B(Y),














Moreover, by Theorem 3.3.17 we have
supp(λnPn) = supp(νnPn), (3.81)
supp(λn+1Pn+1 ◦ σ⊥−1) = supp(νn+1Pn+1 ◦ σ⊥−1). (3.82)
3.6.2 Theorem.
(a) ηn is a product regular conditional kernel under νn o Pn with respect to π (of
the coordinates in X given the coordinates in Y) that is weakly continuous on
supp(λnPn).
(b) For A ∈ B(Xn) and B ∈ B(Yn)








(c) νnPn is absolutely continuous with respect to λnPn. The Radon-Nikodym deriv-






(w ∈ Yn). (3.84)
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(e) Zn is continuous on supp(λnPn).
(f) γn is a product regular conditional kernel under νn+1Pn+1 with respect to σ⊥
(of the first coordinate given the other n coordinates) that is weakly continuous
on supp(λn+1Pn+1 ◦ σ⊥−1) ∩ supp(λnPn).
Proof. For (a) see Section 3.B.
(b) For A ∈ B(Xn) and B ∈ B(Yn) we have




































(d) is a consequence of (c).
(e) follows from the fact that e−Hn is a bounded continuous function.


































1B(w)γn(w,D) d[νn+1Pn+1](z, w). (3.87)
As γ0n is weakly continuous on supp(λn+1Pn+1 ◦ σ−1⊥ ), (f) follows from (3.87) and
(e).
In the following we discuss different scenarios: Pn is the product of kernels (The-
orem 3.6.3), in the sense that it is composed by independent transformations (every
coordinate undergoes a transformation independent of the others), Pn has a strictly
positive density function (Theorem 3.6.6) and Pn is a “mean-field” transformation
(Definition 3.6.8 and onwards).
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e−Hn+1(x,v) d[η0n(w, ·)](v). (3.88)
Let P : X×B(Y)→ [0, 1] be a probability kernel. Suppose that Pn(v, ·) =
⊗n
i=1 P (vi, ·)
for all v ∈ Xn. Then
supp(λnPn) = supp(λP )
n = supp(λn+1Pn+1 ◦ σ⊥−1). (3.89)
Moreover, for w = (w1, . . . , wn) in supp(λP )n and D ∈ B(Y)





(b) γ0n(w, ·) = λP and
γn(w,D) =
∫
X ψn(x,w)P (x,D) dλ(x)∫
X ψn(x,w) dλ(x)
. (3.90)




1(wi, ·) and γ0n(w, ·) = λP .





























1D(y)ψn(x,w) d[λo P ](x, y) =
∫
X
ψn(x,w)P (x,D) dλ(x). (3.92)
From this formula we obtain (3.90).
3.6.4 Remark. The formula for γn in terms of ψn in Theorem 3.6.3 is comparable
to the formula for γn,t of Chapter 2 in terms of gn,t as in (2.10) and (2.11).








v ∈ Xn, B ∈ B(Yn)
)
(3.93)
4As e−Hn+1 is integrable with respect to λn+1, (v, w) 7→ e−Hn+1(x,v) is integrable with respect





−Hn+1(x,v) d[η0n(w, ·)](v) d[λnPn](w) <∞ for λ-almost all x ∈ X .
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Then pn is λn × κn-integrable and










n(w) for the density function qn : Yn → [0,∞)
given by qn(w) =
∫
Xn pn(v, w) dλ
n(v). Assuming that qn(w) > 0 for all w ∈ Yn, we
obtain (e.g., by Theorem 4.4.7) for w ∈ Yn, A ∈ B(Xn) and D ∈ B(Y),
η0n(w,A) =
∫
Xn 1A(v)pn(v, w) dλ
n(v)∫










Y 1D(y)qn+1(y, w) dκ(y)∫




Y 1D(z)Zn+1(z, w)qn+1(z, w) dκ(z)∫


































−Hn+1(x,v)pn+1((x, v), (z, w)) dλn(v) dλ(x) dκ(z)
. (3.97)
From the observations in 3.6.5 we obtain the following theorem.
3.6.6 Theorem. Let κ ∈ P(Y). Suppose that pn : Xn × Yn → (0,∞) is a strictly











Y 1D(z)φn(x, z, w) dλ(x) dκ(z)∫
Y
∫
X φn(x, z, w) dλ(x) dκ(z)
, (3.99)
where φn is the function X × Y × Yn → (0,∞) given by




pn+1((x, v), (z, w))
pn(v, w)
d[η0n(w, ·)](v). (3.100)






(v ∈ Xn). (3.101)
The rest follows from (3.97).
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3.6.7. We compare ψn with φn in the situation of Theorem 3.6.6 with independent
transformations, as in Theorem 3.6.3: Suppose that P : X × B(Y) → [0, 1] is a
probability kernel such that Pn(v, ·) =
⊗n
i=1 P (vi, ·) for all v ∈ Xn. Let κ ∈ P(Y).




1D(y)p(x, y) dκ(y) (x ∈ X , D ∈ B(Y)). (3.102)
Then, with pn(v, w) = p(v1, w1)p(v2, w2) · · · p(vn, wn) for v = (v1, . . . , vn) ∈ Xn and
w = (w1, . . . , wn) ∈ Yn, we obtain (3.98). Moreover, with φn as in (3.100) and ψn as
in (3.88), we have for x ∈ X , z ∈ Y, w ∈ Yn and D ∈ B(Y),








φn(x, z, w) dκ(z). (3.105)
In the mean-field setting it is reasonable to consider mean-field transformations,
which heuristically means that the probability to go from v to w (where v ∈ Xn and
w ∈ Yn) is the same as the probability to go from σ̂(v) to σ̂(w) for every σ ∈ Sym(n).
3.6.8 Definition. We say that the kernel Pn is a mean-field transformation if
Pn(v,A) = Pn(σ̂(v), σ̂(A)) (v ∈ Xn, A ∈ B(Yn), σ ∈ Sym(n)). (3.106)
3.6.9 Lemma. Suppose that Pn is a mean-field transformation. Then, for all σ ∈
Sym(n),
η0n(σ̂(w), σ̂(A)) = η
0
n(w,A) (w ∈ Yn, A ∈ B(Xn)), (3.107)
γ0n(σ̂(w), D) = γ
0
n(w,D) (w ∈ Yn, D ∈ B(Y)). (3.108)
If also Hn ◦ σ̂ = Hn for all σ ∈ Sym(n), then, for all σ ∈ Sym(n), Zn ◦ σ̂ = Zn and
ηn(σ̂(w), σ̂(A)) = ηn(w,A) (w ∈ Yn, A ∈ B(Xn)), (3.109)
γn(σ̂(w), D) = γn(w,D) (w ∈ Yn, D ∈ B(Y)). (3.110)
Proof. Let σ ∈ Sym(n). By a simple calculation one can prove that λn o Pn(σ̂(A)×














= λn o Pn(σ̂(A)× σ̂(B))
= λn o Pn(A×B) (A ∈ B(Xn), B ∈ B(Yn)). (3.111)
By Theorem 4.4.3 we conclude (3.107). In a similar fashion, we prove (3.108). The
statements for ηn, Zn and γn follow from their definition.
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By Lemma 3.6.9, the kernels η0n, ηn, γ0n depend rather on Ln(w) than on their
argument w. For that reason we define in 3.6.10 and in 3.6.13 their corresponding
kernel indexed by the probability measures.
3.6.10. Suppose that Pn is a mean-field transformation, as in the setting of Lemma
3.6.9. Then η0n(w,L−1n (A)) = η0n(σ̂(w), L−1n (A)) for all w ∈ Yn and A ∈ B(Pc(X )).





n (A)) if ξ = Ln(w) for some w ∈ Yn,
0 if ξ /∈ Pnemp(Y).
(3.112)
For A ∈ B(Pc(X )) and B ∈ B(Pc(Y)),














nPn ◦ L−1n ](ξ). (3.113)
Let m : P(X × Y) → P(X ) × P(Y) be the map that maps a probability measure on
X × Y to the pair of its marginals, and let
µn = [λ
n o Pn] ◦ L−1n ◦m−1. (3.114)
Note that µn(A × B) agrees with (3.113). We write π for the projection on the
second coordinate of Pc(X )×Pc(Y). By (3.113) we see that η̃0n is the product regular
conditional kernel under µn with respect to π. By Theorem 3.3.12, Ln(supp(λnPn))
is closed and η̃0n is weakly continuous on Ln(supp(λnPn)).
Moreover, as µn ◦ π−1 = λnPn ◦ L−1n by Theorem 4.4.2, we have
0 ≤ µn ◦ π−1(Pc(Y) \ Ln(supp(λnPn))) ≤ λnPn(Xn \ supp(λnPn))) = 0, (3.115)
so that supp(µn ◦π−1) ⊂ Ln(supp(λnPn)). If C ⊂ Pc(X ) is closed and µn ◦π−1(C) =
0, i.e., λnPn(L−1n (C)) = 0, then supp(λnPn) ⊂ L−1n (C), from which we obtain the
inclusion Ln(supp(λnPn)) ⊂ Ln(L−1n (C)) ⊂ C. With the formula in (3.16) for the
support of a measure, we conclude
supp(µn ◦ π−1) = Ln(supp(λnPn)). (3.116)
We summarise the observations of 3.6.10 in the following theorem.
3.6.11 Theorem. Suppose that Pn is a mean-field transformation. Let η̃0n : Pc(Y)×
B(Pc(X ))→ [0, 1] be as defined in (3.112). Then η̃0n is the product regular conditional
kernel under µn with respect to π that is weakly continuous on supp(µn ◦ π−1) =
Ln(supp(λ
nPn)).
3.6.12. Theorem 3.6.11 implies the following. If ζ ∈ Pc(Y) and Iζ : Pc(X )→ [0,∞]
is lower semicontinuous, then the sequence (η0n(wn, ·)◦L−1n )n∈N satisfies the large devi-
ation principle with rate function Iζ for all sequences (wn)n∈N with wn ∈ supp(λnPn)
and Ln(wn)
C−w−−−→ ζ if and only if (η̃0n(ζn, ·))n∈N satisfies the large deviation prin-










3.6.13. Consider again the situation in Lemma 3.6.9, where Pn is a mean-field trans-
formation and Hn ◦ σ̂ = Hn for all σ ∈ Sym(n). Similarly as in 3.6.10 we can define
the kernels
η̃n : Pc(Y)× B(Pc(X ))→ [0, 1], (3.117)
γ̃0n : Pc(Y)× B(Y)→ [0, 1], (3.118)
γ̃n : Pc(Y)× B(Y)→ [0, 1], (3.119)





n (A)) if ξ = Ln(w) for some w ∈ Yn,




γ0n(w,D) if ξ = Ln(w) for some w ∈ Yn,




γn(w,D) if ξ = Ln(w) for some w ∈ Yn,




Hn(w) if ξ = Ln(w) for some w ∈ Yn,




Zn(w) if ξ = Ln(w) for some w ∈ Yn,
0 if ξ /∈ Pnemp(Y).
(3.124)
















−H̃n(ρ) d[η̃0n(ξ, ·)](ρ) ξ ∈ Ln(supp(λnPn)),






Y 1D(y)Z̃n+1(ξ+ 1n+1 [δy−ξ]) d[γ̃
0
n(ξ,·)](y)∫
Y Z̃n+1(ξ+ 1n+1 [δy−ξ]) d[γ̃0n(ξ,·)](y)
ξ ∈ Ln(supp(λn+1Pn+1 ◦ σ⊥−1)),
0 ξ /∈ Ln(supp(λn+1Pn+1 ◦ σ⊥−1)).
(3.127)
By Theorem 3.6.11 follows that η̃n is the product regular conditional kernel under
[νnoPn]◦L−1n ◦m−1 with respect to π that is weakly continuous on Ln(supp(λnPn)).






n+1 [δx−ξ])−H̃n(ξ)] d[η̃n(Ln(w), ·)](ξ). (3.128)






n+1 [δx−ξ])−V (ξ)]e−(n+1)V (ξ) d[η̃0n(Ln(w), ·)](ξ).
(3.129)
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sufficient condition for sequential Gibbsianness
In this section we consider the situation as in Section 3.6 ((i) – (ix)). Additionally,
we assume that Hn originates from some potential V and consider independent trans-
formations: we assume that Pn(x, ·) =
⊗n
i=1 P (xi, ·) for x = (x1, . . . , xn) ∈ Xn, where
P : X ×B(Y)→ [0, 1] is a probability kernel. We assume that supp(λP ) = Y. In Co-
rollary 3.7.7 we give a sufficient condition for the transformed sequence (νnPn)n∈N to
be sequential Gibbs, in terms of the rate function of the initial empirical distribution
(on X ) conditioned on the final (i.e., transformed) empirical distribution (on Y).
First we state two preparatory lemma’s, Lemma 3.7.2 and Lemma 3.7.3. Then
in Theorem 3.7.6 we prove a convergence result under a large deviation principle, of
which Corollary 3.7.7 is a consequence.
3.7.1. By Theorem 3.6.3 we have
supp(νnPn) = Yn = supp(νn+1Pn+1 ◦ σ⊥−1). (3.130)
Therefore (νnPn)n∈N is sequentially Gibbs whenever there exists a specification kernel
γ : Pc(Y)× B(Y)→ [0, 1] such that for all ζ ∈ Pc(Y) and all (wn)n∈N with wn ∈ Yn
and Ln(wn)
C−w−−−→ ζ we have the convergence γn(wn, ·) w−→ γ(ζ, ·).
3.7.2 Lemma. Assume that V is continuously ?-differentiable.
(a) Let θ, ξ0 ∈ Pc(X ) and ε > 0. Then there exists an open neighbourhood A ⊂
Pc(X ) of ξ0 and an N ∈ N such that
|n[V (ξ + 1n (θ − ξ))− V (ξ)]− δV (ξ0, θ)| < ε (ξ ∈ A,n ≥ N). (3.131)
(b) Let K ⊂ Pc(X ) be compact and θ ∈ Pc(X ). Then there exists an M > 0 such
that
(n+ 1)
∣∣∣V (ξ + 1n+1 (θ − ξ))− V (ξ)
∣∣∣ ≤M (ξ ∈ K,n ∈ N). (3.132)
Proof. (a) Since δV is continuous, there exists a δ > 0 and an open neighbourhood
A ⊂ Pc(X ) of ξ0 for which
|δV (ξ, θ, α)− δV (ξ0, θ)| < ε (ξ ∈ A,α ∈ [0, δ)). (3.133)
By Lemma 3.5.8 with N ∈ N such that 1N < δ, we obtain (3.131).
(b) follows from Lemma 3.5.8 by letting M = supξ∈K,α∈[0,1] |δV (ξ, θ, α)|.
3.7.3 Lemma. Let I : Y → [0,∞] have compact sublevel sets, i.e., [I ≤ c] is compact
([I ≤ c] = {y ∈ Y : I(y) ≤ c}, see Section 3.2). Suppose that there exists a unique y0
for which I(y0) = 0. Then for every open neighbourhood A of y0 there exists a β > 0
for which I > β on Ac, i.e., I(y) > β for all y ∈ Ac.
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Proof. Let A be an open neighbourhood of y0. Let Fn = [I ≤ 1n ] ∩ Ac for n ∈ N.
Then
⋂
n∈N[I ≤ 1n ] = {y0} implies that
⋂
n∈N Fn = ∅. Therefore since Fn is contained
in the compact set [I ≤ 1] for all n ∈ N and F1 ⊃ F2 ⊃ · · · , there exists an N ∈ N for
which FN = ∅, i.e., I(y) > 1N for all y ∈ Ac.
3.7.4 Lemma. Assume that V is continuous and bounded from below. Let ζ ∈
Pc(X ) and ζn ∈ Pnemp(X ) be such that ζn
C−w−−−→ ζ. Assume that (η̃0n(ζn, ·))n∈N satisfies







e−(n+1)V (ξ) d[η̃0n(ζn, ·)](ξ) = − inf[V + Jζ ]. (3.134)




−(n+1)V (ξ) d[η̃0n(ζn, ·)](ξ)∫
Pc(X ) e
−(n+1)V (ξ) d[η̃0n(ζn, ·)](ξ)
(3.135)
satisfy the large deviation principle with rate function Iζ : Pc(X )→ [0,∞] given by
Iζ = V + Jζ − inf[V + Jζ ]. (3.136)
Proof. This follows from Varadhan’s Lemma (see den Hollander [50, Theorem III.13
and III.17]).
3.7.5 Remark. Instead of assuming that V is bounded from below, for convenience
we will assume V to be positive in Lemma 3.7.6 and Theorem 3.7.7.
3.7.6 Lemma. Assume that V is continuous, positive and continuously ?-differ-
entiable. Let ζ ∈ Pc(X ) and (wn)n∈N with wn ∈ Yn be such that ζn = Ln(wn) C−w−−−→ ζ.
Assume that (η̃0n(ζn, ·))n∈N satisfies the large deviation principle with a rate function
Jζ : Pc(X )→ [0,∞] that has compact sublevel sets and is continuous on [Jζ <∞]. If
Iζ (defined as in Lemma 3.7.4) has a unique global minimiser ξ0, then
c−1n ψn(x,wn)→ e−δV (ξ0,δx) (x ∈ X ), (3.137)




e−(n+1)V (ξ) d[η̃0n(ζn, ·)](ξ). (3.138)
Moreover, if V satisfies the ?-dominated bound, then
γn(wn, ·)→ γ(ζ, ·), (3.139)
















Proof. Let x ∈ X . By Lemma 3.7.4, the sequence of probability measures (ρn)n∈N on




−(n+1)V (ξ) d[η̃0n(ζn, ·)](ξ)∫
Pc(X ) e
−(n+1)V (ξ) d[η̃0n(ζn, ·)](ξ)
(3.141)






n+1 [δx−ξ])−V (ξ)] dρn(ξ). (3.142)
Hence for A,K ∈ B(Pc(X )) we have
∣∣∣c−1n ψn(x,wn)− e−δV (ξ0,δx)
∣∣∣






−(n+1)[V (ξ+ 1n+1 [δx−ξ])−V (ξ)] − e−δV (ξ0,δx)
∣∣∣∣ dρn(ξ), (3.144)
B2(n,A













−(n+1)V (ξ) d[η̃0n(ζn, ·)](ξ)
. (3.147)
Let ε > 0. We show that there exist A,K ⊂ Pc(X ) such that the four different
summands are less than ε for large n.
(i) By Lemma 3.7.2(a) there exists an open neighbourhood A of ξ0 and an N1 ∈ N
such that
∣∣∣e−(n+1)[V (ξ+ 1n+1 [δx−ξ])−V (ξ)] − e−δV (ξ0,δx)
∣∣∣ < ε (ξ ∈ A,n ≥ N1). (3.148)
This implies that B1(n,A) < ε for n ≥ N1.
(ii) By Lemma 3.7.3 there exists a β > 0 such that Iζ > β on Ac. By the large
deviation principle limn→∞ ρn(Ac) = 0, so that B2(n,Ac)→ 0.
Define
κ = inf[V + Jζ ], (3.149)
K = [Jζ ≤ κ+ 4]. (3.150)





n+1 [δx−ξ])−V (ξ)] dρn(ξ) ≤Mρn(Ac). (3.151)
Therefore B3(n,K ∩Ac)→ 0.
96






(iv) By the large deviation principle for (η̃0n(ζn, ·))n∈N and the fact that Jζ is







c) ≤ − inf Jζ(Kc) = − inf Jζ(Kc). (3.152)
By the definition of K, there exists an N2 ∈ N such that
η̃0n(ζn,K
c) ≤ e−n(κ+3) (n ≥ N2). (3.153)
By (3.134) there exists an N3 ∈ N such that
∫
Pc(X )
e−(n+1)V (ξ) d[η̃0n(ζn, ·)](ξ) ≥ e−n(κ+1) (n ≥ N3). (3.154)




−(n+1)V (ξ) d[η̃0n(ζn, ·)](ξ)
≤ η̃0n(ζn,Kc)en(κ+1) ≤ e−2n, (3.155)
and so B4(n,Kc)→ 0.
Suppose that V satisfies the ?-dominated bound. Let h : X → [0,∞) be λ-
integrable and (Xn)n∈N in B(X ) with Xn ↑ X and limn→∞ 1n log λ(X cn) = −∞ be such
that (3.39) holds for K as in (3.150). Let L > 0 be such that B4(n,Kc) ≤ L for all






n+1 [δx−ξ])−V (ξ)] dρn(ξ) + B4(n,K
c)
≤ h(x) + L (x ∈ Xn, n ∈ N). (3.156)




e(n+1)V (ξ) dρn(ξ) + L ≤ e(n+1)M + L. (3.157)
By Lemma 3.5.17 we obtain for all D ∈ B(Y)
∫
X
c−1n ψn(x,wn)P (x,D) dλ(x)→
∫
X
e−δV (ζ,δx)P (x,D) dλ(x). (3.158)
By (3.90) it follows that γn(wn, ·)→ γ(ζ, ·).
In the following Corollary we assume additionally that X is a σ-compact met-
ric space, so that Pc(X ) = LIM[Pnemp(X )] by Theorem 3.3.16. Moreover, by 3.7.1
Pc(X ) = LIM[supp(νn+1Pn+1 ◦ σ⊥−1)].
3.7.7 Theorem. Let X be a σ-compact metric space. Assume that V : Pc(X ) →
[0,∞) is continuous and continuously ?-differentiable and satisfies the ?-dominated
bound. Suppose that for all ζ ∈ Pc(X ) and (ζn)n∈N with ζn ∈ Pnemp(X ) and ζn
C−w−−−→ ζ
the sequence (η̃0n(ζn, ·))n∈N satisfies the large deviation principle with a rate function
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Jζ : Pc(X ) → [0,∞] that has compact sublevel sets and is continuous on [Jζ <
∞]. Suppose, furthermore, that Iζ := V + Jζ − inf[V + Jζ ] has a unique global
minimiser ξζ for all ζ ∈ Pc(X ). Then the sequence (νnPn)n∈N is sequentially Gibbs




−δV (ξζ ,δx) dλ(x)∫
X e
−δV (ξζ ,δx) dλ(x)
(ζ ∈ Pc(X ), A ∈ B(X )). (3.159)
Appendix
§3.A Continuity of the limit of functions
3.A.1 Theorem. Let (X , dX ) and (Y, dY) be metric spaces. Let D1 ⊂ D2 ⊂ · · · be
an increasing sequence of subsets of X with LIM[Dn] = X . Suppose that fn : Dn → Y
and f : X → Y are such that, for all sequences (xn)n∈N, with xn ∈ Dn and xn → x,
fn(xn)→ f(x). (3.160)
Then f is continuous.
Proof. (1) Suppose that (km)m∈N is a strictly increasing sequence in N and xm ∈ Dm
is such that xm → x. Then fkm(xm)→ f(x) (note that xm ∈ Dkm as km ≥ m).
Proof of (1): Let (zn)n∈N be a sequence with zn ∈ Dn and zn → x. Let (yn)n∈N be
the sequence given by
yn =
{
xm n = km,
zn n 6= km for all m ∈ N.
(3.161)
Then yn → x and so fn(yn)→ f(x). In particular, fkm(xn) = fkm(ykm)→ f(x).
(2) If (xn)n∈N is a sequence with xn ∈ Dn, x ∈ X and xn → x, then f(xn)→ f(x).
Proof of (2): Since fk(xn)
k→∞−−−−→ f(xn) for all n ∈ N, we can find a strictly in-
creasing sequence (kn)n∈N for which dY(fkn(xn), f(xn)) <
1
n for all n ∈ N. Hence
dY(f(xn), f(x)) ≤ dY(fkn(xn), f(xn)) + dY(fkn(xn), f(x))→ 0 by (1).
Now assume that (xn)n∈N is a sequence in X converging to an x ∈ X . For n ∈ N,
let (ynm)m∈N be a sequence with ynm ∈ Dm and ynm → xn as m→∞. Choose a strictly





n , dX (y
n
mn , xn) <
1
n . (3.162)
By considering a sequence (zk)k∈N with zk ∈ Dk and
zk = y
n
mn (k ∈ {mn,mn + 1, . . . ,mn+1 − 1}), (3.163)
we have f(zk) → f(x) as k → ∞ by (2), and hence f(ynmn) → f(x) as n → ∞. It
follows that dY(f(xn), f(x)) ≤ dY(f(xn), f(ynmn)) + dY(f(ynmn , f(x))→ 0.
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§3.B Tilted product regular conditional kernel
3.B.1 Lemma. Let (X,A) and (Y,B) be measurable spaces. Let ζ be a probability
measure on (X × Y,A ⊗ B). Let f : X → [0,∞) and assume that (x, y) 7→ f(x) is
ζ-integrable such that
∫
X×Y f(x) dζ(x, y) > 0. Define µ : A ⊗ B → [0, 1] to be the
probability measure given by
µ(D) =
∫
X×Y 1D(x, y)f(x) dζ(x, y)∫
X×Y f(x) dζ(x, y)
(D ∈ A⊗ B). (3.164)
Define ζ2, µ2 to be the probability measures on B given by
ζ2(B) = ζ(X ×B), µ2(B) = µ(X ×B) (B ∈ B). (3.165)
Suppose that θ : Y ×A → [0, 1] is a product regular conditional probability kernel under














f(x) d[θ(y, ·)](x) = 0,
(3.166)
is a product regular conditional probability kernel under µ with respect to the projection





f(x) dζ(x, y). (3.167)
Note that µ2 = hζ2, where h(y) = 1Z
∫
X
f(x) d[θ(y, ·)](x). For A ∈ A and B ∈ B,
∫
X×Y


















1A×B(x, y)f(x) d[θ(y, ·)](x) dζ2(y) = µ(A×B). (3.168)
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4. Large deviations of continuous regular conditional probabilities
CHAPTER 4
Large deviations of continuous
regular conditional probabilities
This chapter is based on a preprint:
W. van Zuijlen. Large deviations of continuous regular conditional probabilities.
Preprint available at http://arxiv.org/abs/1605.05192.
Abstract
We study product regular conditional probabilities under measures of two coordinates
with respect to the second coordinate that are weakly continuous on the support
of the marginal of the second coordinate. Assuming that there exists a sequence of
probability measures on the product space that satisfies a large deviation principle, we
present necessary and sufficient conditions for the conditional probabilities under these
measures to satisfy a large deviation principle. The arguments of these conditional
probabilities are assumed to converge. A way to view regular conditional probabilities
as a special case of product regular conditional probabilities is presented. This is
used to derive conditions for large deviations of regular conditional probabilities.
In addition, we derive a Sanov-type theorem for large deviations of the empirical
distribution of the first coordinate conditioned on fixing the empirical distribution of
the second coordinate.
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§4.1 Introduction and main results
In the present paper we study large deviations of probabilities “of the form”
P(Xn ∈ A |Yn = yn), (4.1)
where ((Xn, Yn))n∈N is a sequence of couples of random variables that satisfies a
large deviation principle and yn → y for some y. As the event [Yn = yn] may have
probability zero, we make sense of (4.1) in terms of a kernel ηn, so that
ηn(yn, A)
“represents” (4.1).
Such kernels are called regular conditional probabilities and form an important
object in probability theory. The existence of regular conditional probabilities has
been studied extensively, for example, by Faden [37] or by Leao, Fragoso and Fuffino
[63]. There exist in fact various forms of regular conditional probabilities; namely
either with respect to a σ-algebra, with respect to a measurable map, or with respect
to the projection on one of the coordinates (in case of a product space).
In order to consider large deviations of conditional probabilities, we have to specify
which conditional probability we are considering; the conditional probability may not
be unique. However, if a (product) regular conditional probability is weakly continu-
ous on the support of the measure composed with the inverse of the measurable map
(or projection), it is unique on that domain. For these (product) regular conditional
probabilities it is natural to study their large deviations, whenever the argument of
the probability is in the domain on which it is unique. In this paper we study the
large deviations in the case when the arguments of these kernels converge, i.e., we
study large deviations of (ηn(yn, ·))n∈N for the case that yn → y. To the best of our
knowledge, current literature does not provide a general condition under which such
kernels satisfy a large deviation principle.
§4.1.1 Literature
Some examples in this direction are present. For example in Adams, Dirr, Peletier and
Zimmer [1], the large deviation principle is proved for the empirical distribution that
is evolved by independent Brownian motions conditioned on their initial empirical
distribution to lie in a ball (see [1, Theorem 1]). They proceed by proving that the
large deviation principle rate function converges as the radius of the ball converges to
zero. For the purpose of this paper, we have to show that the limit of the radius of
the ball and the limit belonging to the large deviation principle can be interchanged.
Léonard [64] proves the large deviation principle of the empirical distribution that
is evolved by independent Brownian motions conditioned on their initial empirical
distribution; those initial empirical distributions are assumed to be converging (see
[64, Proposition 2.19]). In both papers, the evolved state is conditioned on the initial
state, while there is also interest in large deviations of the initial state conditioned on
the evolved state. In this paper we prove the large deviation principle in this setting
for finite state spaces.
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There exist various results on quenched large deviations, i.e., large deviations
for regular conditional probabilities in the sense that for almost all realisations of
the disorder the conditional probabilities satisfy the large deviation principle with a
rate function that does not depend on the disorder. Examples of papers on quenched
large deviations are Comets [19] for conditional large deviations of i.i.d. random fields,
Greven and den Hollander [45] and Comets, Gantert and Zeitouni [20] for random
walks in random environments, Kosygina-Rezakhanlou-Varadhan [57], for a diffusion
with a random drift, Rassoul-Agha, Seppäläinen and Yilmaz [76] for polymers in a
random potential.
Biggins [5] obtains the large deviation principle for mixtures of probability meas-
ures that satisfy the large deviation principle with kernels that satisfy the large de-
viation principle as their arguments converge. To some extent we complement the
article in the opposite direction, in the sense that we assume the large deviation
principle of the mixture and derive the large deviation principle of the kernels.
Our main motivation to study the above large deviations lies in the theory of
Gibbs-non-Gibbs transitions. There is a correspondence between the large deviation
rate function of the conditional probability with respect to the evolved coordinate
and the evolved state (measure or sequence) being Gibbs (see van Enter, Fernández,
den Hollander and Redig [31]). We refer to Section 4.1.4 for further discussions on
Gibbs-non-Gibbs transitions.
§4.1.2 Large deviations
In the literature on large deviations two dominant definitions of large deviation prin-
ciples are used. One is in terms of a σ-algebra on the topological space, as is done in
the book by Dembo and Zeitouni [24] and in the book by Deuschel and Stroock [26],
the other is in terms of the topology, i.e., in terms of open and closed sets, as is done
in the book by den Hollander [50] and in the book by Rassoul-Agha and Seppäläinen
[75]. Whenever one considers the Borel-σ-algebra on the topological space, the two
definitions agree.
We define the large deviation lower bound and the large deviation upper bound
separately, as in Section 4.1.3 and in Section 4.6 we describe the necessary and suf-
ficient conditions for each of the bounds separately. Moreover, we define them on a
set of subsets of the topological space, which is not required to be a σ-algebra. In
Remark 4.7.4 we motivate the choice for this definition.
4.1.1 Definition. Let X be a topological space and A be a set of subsets of X . Let
I : X → [0,∞] be lower semicontinuous. Let (µn)n∈N be a sequence of probability
measures onA. Let (rn)n∈N be an increasing sequence in (0,∞) with limn→∞ rn =∞.
We say that (µn)n∈N satisfies a large deviation lower bound on A with rate function





logµn(A) ≥ − inf I(A◦) (A ∈ A). (4.2)
We say that (µn)n∈N satisfies a large deviation upper bound on A with rate function
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logµn(A) ≤ − inf I(A) (A ∈ A). (4.3)
In the rest of the paper we only consider the rates rn = n. However, the theory
presented is still valid for general rates (rn)n∈N. We say that (µn)n∈N satisfies a large
deviation principle on A with rate function I whenever it satisfies both the large
deviation lower bound and the large deviation upper bound with rate function I.
We omit “on A” whenever A is the Borel-σ-algebra B(X ) on X . In this case the
large deviation lower bound is satisfied if and only if the inequality in (4.2) holds for
all open subsets of X and the large deviation upper bound is satisfied if and only if
the inequality in (4.3) holds for all closed subsets of X .
§4.1.3 Main results
See Section 4.3 and Section 4.4 for the definitions of the objects in the statements of
the following theorems. In Section 4.6 and Section 4.7 we consider a more general
situation. Theorem 4.1.2 is a consequence of Theorem 4.6.9 and Theorem 4.1.3 is a
consequence of Theorem 4.7.5.
In this section X and Y are a metric spaces.
4.1.2 Theorem. Let π : X ×Y → Y be given by π(x, y) = y. Suppose that (µn)n∈N
is a sequence of probability measures on B(X )⊗B(Y) that satisfies the large deviation
principle with rate function J : X×Y → [0,∞] that has compact sublevel sets. Suppose
that for each n ∈ N there exists a product regular conditional probability ηn : Y ×
B(X )→ [0, 1] under µn with respect to π that is weakly continuous on supp(µn ◦π−1),
which we assume to be nonempty. Let y ∈ Y be such that inf J(X ×{y}) <∞. Define
I : X → [0,∞] by
I(x) = J(x, y)− inf J(X × {y}). (4.4)
I has compact sublevel sets, and, for each n ∈ N, ηn is unique on supp(µn ◦ π−1).
Moreover,
(A1) ⇐⇒ (A2) and (B1) ⇐⇒ (B2),
where
(A1) For all (yn)n∈N with yn → y and yn ∈ supp(µn ◦ π−1) for all n large enough,1
the sequence (ηn(yn, ·))n∈N satisfies the large deviation lower bound with rate
function I.














≥ − inf I(U). (4.5)
1Meaning that there exists an N ∈ N such that yn ∈ supp(µn ◦ π−1) for all n ≥ N .
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(B1) For all (yn)n∈N with yn → y and yn ∈ supp(µn ◦ π−1) for all n large enough,
the sequence (ηn(yn, ·))n∈N satisfies the large deviation upper bound with rate
function I.












W ◦ × Y
∣∣∣X ×B(z, δ)
)
≤ − inf I(W ). (4.6)
The next theorem is similar to Theorem 4.1.2, but considers the large deviation
bounds for regular conditional kernels instead of product regular conditional probab-
ilities.
4.1.3 Theorem. Let τ : X → Y be continuous. Suppose that (νn)n∈N is a sequence
of probability measures on B(X ) that satisfies the large deviation principle with rate
function J : X → [0,∞] that has compact sublevel sets. Suppose that for each n ∈ N
there exists a regular conditional probability ηn : Y × B(X ) → [0, 1] under νn with
respect to τ that is weakly continuous on supp(νn ◦ τ−1), which is assumed to be
nonempty. Let y ∈ Y be such that inf J(τ−1({y})) <∞. Define I : X → [0,∞] by
I(x) =
{
J(x)− inf J(τ−1({y})) τ(x) = y,
∞ τ(x) 6= y. (4.7)
I has compact sublevel sets, and, for each n ∈ N, ηn is unique on supp(νn ◦ τ−1).
Moreover,
(A1) ⇐⇒ (A2) and (B1) ⇐⇒ (B2),
where
(A1) For all (yn)n∈N with yn → y and yn ∈ supp(νn ◦ π−1) for all n large enough,
the sequence (ηn(yn, ·))n∈N satisfies the large deviation lower bound with rate
function I.














≥ − inf I(U). (4.8)
(B1) For all (yn)n∈N with yn → y and yn ∈ supp(νn ◦ π−1) for all n large enough,
the sequence (ηn(yn, ·))n∈N satisfies the large deviation upper bound with rate
function I.















≤ − inf I(W ). (4.9)
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§4.1.4 Gibbs-non-Gibbs transitions and future
research
In this section we discuss the relation between the large deviation results in this paper
and Gibbs-non-Gibbs transitions in more detail. In particular, we discuss possible
future directions regarding large deviations of conditional kernels.
The following situation for interacting particle systems occurs in the mean-field
context (a similar context holds in the context of lattices). The initial system of
-so called- spins consists of distributions describing the interaction between spins
via a potential V (for each n there is a distribution describing the law of n spins).
This initial system is assumed to be Gibbs, which is called sequentially Gibbs in the
mean-field context. Allowing the initial state to be transformed, for example, by
an evolution of the spins, a question of interest is whether the transformed state is
(sequentially) Gibbs. This question has been addressed in the mean-field context by
Ermoleav and Külske [36] and by Fernández, den Hollander and Martínez [39] for
{−1,+1}-valued spins, by den Hollander, Redig and van Zuijlen [52] for R-valued
spins and by Külske and Opoku [61] and van Enter, Külske, Opoku and Ruszel [33]
for compactly valued spins. In these papers, independent dynamics of the spins are
considered (the evolution of each spin is independent of the evolution of the other
spins). Independent dynamics simplify the situation. Namely, the evolved measure
on either the product space of the initial and the final space, or -in case of an evolution-
the space of trajectories, is a tilted measure of the evolved measure when considering
V = 0. In this case the measure is a product measure, which means that the spins
are independent. As a consequence (this will be clarified in a forthcoming paper) the
conditional kernel ηn of the initial state on n spins with respect to the final state
(for a fixed potential V ) is a tilted version of the conditional kernel η0n of the initial
state with respect to the final state of independent spins (i.e., V = 0). Because of
this tilting, by Varadhan’s lemma, (ηn(yn, ·))n∈N satisfies the large deviation principle
with rate function V + Iy − inf(V + Iy) if (η0n(yn, ·))n∈N satisfies the large deviation
principle with rate function Iy. In the forthcoming paper we will prove that the
evolved sequence is sequentially Gibbs if V + Iζ has a unique global minimiser.
The large deviation principle of (ηn(yn, ·))n∈N has been mentioned in the case of
trajectories in [36, Corollary 2.4] and -as a corollary of that theorem- for the case of
the product space of the initial and the final space in [39, Corollary 1.3]. However,
no proof was given. Theorem 4.8.2 provides a rigorous proof of the large deviation
principle statement in [39, Corollary 1.3]. In this paper we do not provide a rigorous
proof of [36, Corollary 2.4]. But Theorem 4.1.3 may be used, as the conditioning on the
final state is a regular conditional kernel with respect to the map τ : C([0, T ],X )→ X ,
τ(f) = f(T ).
In order to deal with empirical distributions (and not with magnetisations as is
done in [52]), in future research we strive to ‘extend’ the statement of Theorem 4.8.2
to infinite and possibly non-compact state spaces. In the case of non-compact spaces
it may be that topologies on the space of probability measures are considered that
are not metrisable.
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We list some notations, definitions and assumptions in Section 4.2. In Section 4.3 we
give and compare the notions of regular conditional kernels, we show that a regular
conditional kernel under a measure ν is in fact a product regular conditional kernel
under a measure that is related to ν. In Section 4.4 we introduce and study weakly
continuous regular conditional kernels. In Section 4.5 we present some facts about
lower semicontinuous functions with compact sublevel sets. Relying on the results of
Sections 4.4 and 4.5, in Section 4.6 we present results on large deviation bounds for
product regular conditional probabilities, in particular, necessary and sufficient condi-
tions for these bounds to hold. In Section 4.7 we discuss how to obtain large deviation
bounds for regular conditional probabilities from the results in Section 4.6. In Sec-
tion 4.8 we apply the theory to obtain the large deviation principle for the empirical
density of the first coordinate given the empirical density of the second coordinate,
for independent and identically distributed pairs of random variables. In Section 4.9
we give some examples. We also include an example for which the conditions are
not satisfied. For this example we compare the quenched large deviations with large
deviations of the weakly continuous regular conditional probabilities and comment on
the difference with an example by La Cour and Schieve [22]. In appendices 4.A and
4.B we state some general results considering large deviations bounds that are used
in the different sections. In appendix 4.C we provide the proof of a theorem on which
the examples of Section 4.9 rely.
§4.2 Notations and conventions
N = {1, 2, 3, . . . }. For a topological space X we write B(X ) for the Borel-σ-algebra
and P(X ) and M(X ) for the spaces of probability and signed measures on B(X ),
respectively. For A ⊂ X we write A◦ for the interior of A and A for the closure of A.
For x ∈ X we write δx for the element in P(X ) with δx(A) = 1 if x ∈ A and δx(A) = 0
otherwise. For x ∈ X we write Nx for the set of B(X )-measurable neighbourhoods
of x. For a µ ∈ M(X ) we write suppµ = {x ∈ X : |µ|(V ) > 0 for all V ∈ Nx} and
call this the support of µ. For a function f from a set X into R and c ∈ R we write
[f ≥ c] = {x ∈ X : f(x) ≥ c}. Similarly, we use the notations [f > c], [f ≤ c] and
[f < c]. Whenever (xι)ι∈I is a net, where I is a directed set by (a direction) , we
write lim infι∈I xι = supι0∈I infιι0,ι∈I xι (similarly lim sup). In particular, if V ⊂ Nx
and
⋂V = {x} and f : V → R we write lim infV ∈V f(V ) = supV0∈V infV⊂V0,V ∈V f(V )
(i.e., we consider (f(V ))V ∈V as a net where V is directed by ⊃ (as )).
Whenever we write µ(A|B) we implicitly assume that it is well defined (as µ(A ∩
B)/µ(B)), i.e., that µ(B) 6= 0.
We use the conventions log 0 = −∞ and inf I(∅) = ∞ whenever I is a function
with values in [0,∞].
All measures in this paper are signed measures, unless mentioned otherwise.
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§4.3 Regular conditional kernels being product
regular conditional kernels
In this section we introduce the notion of a (product) regular conditional kernel. For
an extensive study on regular conditional kernels see Bogachev [10, Section 10.4]. The
notion of a product regular conditional kernel does not appear in [10], but it does in
Faden [37] and in Leao, Fragoso and Fuffino [63]. Besides giving definitions we make
a few observations, of which Theorem 4.3.6 is used later on to derive statements of
regular conditional kernels from statements of product regular conditional kernels.
In this section (X,A), (Y,B) are measurable spaces, ν is a measure on A and µ
is a measure on A ⊗ B, τ : X → Y is measurable and π : X × Y → Y is given by
π(x, y) = y.
4.3.1 Definition. A function η : Y × A → R is called a (B-)kernel if η(·, A) is
(B-)measurable for all A ∈ A and η(y, ·) is a measure for all y ∈ Y . A kernel η is
called a probability kernel if η(y, ·) is a probability measure for all y ∈ Y .
4.3.2 Definition. Let η : Y ×A → R be a (probability) kernel.
(a) η is called a regular conditional kernel (regular conditional probability) under ν
with respect to τ if
ν(F ∩ τ−1(B)) =
∫
Y




(y) (F ∈ F , B ∈ B). (4.10)
(b) η is called a product regular conditional kernel (product regular conditional prob-








(y) (A ∈ A, B ∈ B). (4.11)
4.3.3. Suppose that E is a sub-σ-algebra of F . Let (Y,B) = (X, E) and Id : (X,A)→
(Y,B) be the identity map. In agreement of [10, Definition 10.4.1] a kernel η : Y ×A →
R is a regular conditional kernel under µ with respect to E if and only if η is a regular
conditional kernel under µ with respect to Id.
4.3.4. Consider the two kernels η : Y × A → R and ξ : Y × (A ⊗ B) → R, cor-
responding to each other by the formulas ξ(y, F ) =
∫
X 1F (x, y) d[η(y, ·)](x) and
η(y,A) = ξ(y,A × Y ). Then ξ is a regular conditional kernel under µ given π if
and only if η is a product regular conditional kernel under µ given π.
In general, X×Y may be equipped with a σ-algebra F different from A⊗B. In this
situation, where µ is a measure on F and π is F-measurable the above correspondence
cannot be used in general to reduce statements about product regular conditional
kernels to statements about regular conditional kernels. See also example 4.4.5.
On the other hand, regular conditional probabilities can be seen as special cases
of product regular conditional probabilities, see Theorem 4.3.6. In the present paper
we use this to derive Theorem 4.1.3 from Theorem 4.1.2 but also Theorem 4.7.5 from
Theorem 4.6.9.
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4.3.5 Remark. If A is generated by a countable set, two regular conditional prob-
abilities under a measure with respect to a σ-algebra (see 4.3.3) are almost everywhere
equal (see Bogachev [10, Theorem 10.4.3]). Similarly one could state an analogues
statement for regular conditional kernels with respect to measurable maps and for
product regular conditional kernels. In Theorem 4.4.3 we prove that (product) regu-
lar conditional kernels are unique on the domain on which they are weakly continuous,
in case the underlying topological space is perfectly normal. For such space the Borel-
σ-algebra may not be generated by a countable set.2
4.3.6 Theorem. (a) There exists a measure µ̃ on (X×Y,A⊗B) for which µ̃(A×
B) = ν(A ∩ τ−1(B)).
(b) η : Y × A → R is a regular conditional kernel under ν with respect to τ if and
only if η is a product conditional kernel under µ̃ with respect to π.
Proof. (a) We may assume ν to be positive, since ν = ν+ − ν−. Let E be the set
that consists of
⋃n
i=1Ai × Bi, where n ∈ N and Ai ∈ A, Bi ∈ B are such that







for A1, . . . , An ∈ A and B1, . . . , Bn ∈ B as above. Checking
that E is a ring of sets and that ν∗ is σ-additive is left for the reader. The existence
and unicity of the extension µ̃ follows from the Carathéodory Theorem (see Halmos
[46, Section 13, Theorem A]).
(b) Follows from by definition of µ̃ (note that ν ◦ τ−1 = µ̃ ◦ π−1).
§4.4 Weakly continuous kernels
In this section we introduce the notion of weak continuity for kernels on topological
spaces. In Theorem 4.4.3 we show uniqueness of (product) regular conditional ker-
nels that are weakly continuous. In Theorem 4.4.6 and Theorem 4.4.7 we describe
conditions that imply the existence of weakly continuous regular conditional probab-
ilities. Similarly as is done in the Portmanteau Theorem when one considers metric
spaces, weak convergence implies lower bounds for open sets and upper bounds for
closed sets, as is shown in Theorem 4.4.9. As described in Lemma 4.4.10 and Lemma
4.4.11 these lim inf and lim sup bounds imply bounds for (product) regular conditional
probabilities on which the results of Sections 4.6 and 4.7 are based.
In this section X and Y are topological spaces, ν is a measure on B(X ) and µ is
a measure on B(X )⊗B(Y), τ : X → Y is measurable and π : X ×Y → Y is given by
π(x, y) = y.
4.4.1 Definition. We equip the space of measures,M(X ), with the weak topology
(generated by Cb(X ), and denoted by σ(M(X ), Cb(X )) as in the book of Schaefer
[83, Chapter II, Section 5]). In this topology, a net (µι)ι∈I inM(X ) converges to a µ
inM(X ) if
∫
X f dµι →
∫
X f dµ for all f ∈ Cb(X ).
Let D ⊂ Y. A kernel η : Y × B(X ) → R is called weakly continuous on D if the
2The Sorgenfrey line, the space R with the right half-open interval topology, is perfectly normal
but not second countable (see Steen and Seebach [86, Example 51]).
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map D →M(X ) given by y 7→ η(y, ·) is continuous in the weak topology. η is called
weakly continuous if η is weakly continuous on Y.
4.4.2 Theorem. Let X be a perfectly normal3 space and µ ∈M(X ). Then
suppµ =
{
x ∈ X :
∫
X
f d|µ| > 0 for all f ∈ C(X , [0, 1]) with f(x) > 0
}
. (4.12)
Moreover, |µ|(X \supp(µ)) = 0.4 As a consequence, µ = 0 if and only if
∫
X f d|µ| = 0
for all f ∈ Cb(X ).
Proof. We may assume µ is positive. Let x ∈ suppµ. Then µ(V ) > 0 for all V ∈
Nx. Let f ∈ C(X , [0, 1]) be such that f(x) > 0. Then V = f−1(0,∞) has strictly
positive measure. Since µ(V ) = limn→∞
∫
X min{nf, 1} dµ, there exists an n such that∫
X min{nf, 1} dµ > 0. Consequently, as f ≥ 1n min{nf, 1}, we have
∫
X f dµ > 0.
Let x ∈ X be such that
∫
X f dµ > 0 for all f ∈ C(X , [0, 1]) with f(x) > 0. Let
V ∈ Nx. As V = f−1(0,∞) for some f ∈ C(X , [0, 1]), we have µ(V ) ≥
∫
X f dµ > 0.
4.4.3 Theorem. Suppose that X is a perfectly normal space.
(a) Let η and ζ be regular conditional kernels under ν with respect to τ that are
weakly continuous on supp(|ν|◦τ−1). Then η(y, ·) = ζ(y, ·) for all y ∈ supp(|ν|◦
τ−1). If ν is a probability measure, then η(y, ·) is a probability measure for all
y ∈ supp(|ν| ◦ τ−1).
(b) Let η and ζ be product regular conditional kernels under µ with respect to π
that are weakly continuous on supp(|µ| ◦ π−1). Then η(y, ·) = ζ(y, ·) for all
y ∈ supp(|µ| ◦ π−1). If µ is a probability measure, then η(y, ·) is a probability
measure for all y ∈ supp(|µ| ◦ π−1).
Proof. We prove (a), the proof of (b) is similar (replace “|ν| ◦ τ−1” by “ |µ| ◦ π−1”).
To prove η = ζ on D = supp(|ν| ◦ τ−1), by Theorem 4.4.2, it is sufficient to prove∫
X f dη(y, ·) =
∫
X f dζ(y, ·) for all y ∈ D and all f ∈ Cb(X ). Let f ∈ Cb(X ). Because


















Therefore there exists a set Z ∈ B(Y) with |ν| ◦ τ−1(Y \ Z) = 0 such that
∫
X
f dη(z, ·) =
∫
X
f dζ(z, ·) (z ∈ Z). (4.14)
Since both y 7→
∫
X f dη(y, ·) and y 7→
∫
X f dζ(y, ·) are weakly continuous on D, and
Z is dense in D by Theorem 4.4.2, we have
∫
X f dη(y, ·) =
∫
X f dζ(y, ·) for all y ∈ D.
The second statement is proved by taking f = 1X .
3Perfectly normal means that every open set in X is equal to f−1((0,∞)) for some f ∈ C(X ).
All metric spaces are perfectly normal; Bogachev [10, Proposition 6.3.5].
4This is not true in general. For an example see Bogachev [10, Example 7.1.3].
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4.4.4. When η is a regular conditional kernel under ν with respect to τ , the value
of the function η(·, A) on the complement of supp(|ν| ◦ τ−1) is not determined, in the
sense that, if η̃ is a kernel with η̃(y, ·) = η(y, ·) for all y ∈ supp(|ν| ◦ τ−1), then η̃ is
also a regular conditional kernel under ν with respect to τ .
For example η̃ given by η̃(y, ·) = η(y, ·) for y ∈ supp(|ν| ◦ τ−1) and η̃(y, ·) = δx for
y ∈ supp(|ν| ◦ τ−1)c for some chosen x ∈ X , is such regular conditional kernel.
Whence if ν is a probability measure and there exists a regular conditional kernel
under ν with respect to τ that is weakly continuous on supp(|ν| ◦ τ−1), then we may
as well assume this kernel to be a probability kernel. A similar statement is true for
product regular conditional kernels.
4.4.5. By Theorem 4.3.6 statement (a) of Theorem 4.4.3 is a consequence of state-
ment (b). In an attempt to reduce statement (b) to statement (a) the following prob-
lem occurs to the correspondence between regular conditional kernels and product
regular conditional kernels that is mentioned in 4.3.4.
The Borel-σ-algebra of X ×Y, i.e., B(X ×Y) may be strictly larger as B(X )⊗B(Y)
(see, e.g., Bogachev [10, Lemma 6.4.1 and Example 6.4.3]). If this is the case, i.e.,
B(X )⊗ B(Y) ( B(X × Y), and B(X × Y) equals the Baire-σ-algebra on X × Y, i.e.,
the smallest σ-algebra that makes all continuous function X × Y → R measurable;
then there exists a continuous function f ∈ C(X × Y) that is not B(X ) ⊗ B(Y)-
measurable. Composing the function f with arctan, we obtain a g ∈ Cb(X ×Y) that
is not measurable with respect to B(X )⊗B(Y). So if η : Y ×B(X )→ R is a product
regular conditional kernel under µ with respect to π, and ξ : Y × B(X )⊗ B(Y) → R
is as in Example 4.3.4 then g is not integrable with respect to ξ(y, ·) for any y ∈ Y.
B(X × Y) equals the Baire-σ-algebra if X × Y is a metric space (Bogachev [10,
Proposition 6.3.4]). Therefore X = Y = RR equipped with the discrete topology form
an example for which the above is the case.
We state two theorems (Theorem 4.4.6 and Theorem 4.4.7) showing the existence
of product regular conditional probabilities that are weakly continuous on supp(|µ| ◦
π−1).
4.4.6 Theorem. Suppose that Y is countable and equipped with the discrete topo-
logy. Then η : Y × B(X )→ R defined by
η(y,A) =
{
µ(A× Y|X × {y}) µ(X × {y}) 6= 0,
0 µ(X × {y}) = 0, (4.15)
is a product regular conditional kernel under µ with respect to π that is weakly con-
tinuous on supp(|µ| ◦ π−1).
Proof. Follows from the fact that µ(A × B) = ∑y∈B µ(A × {y}) for A ∈ B(X ),
B ∈ B(Y).
The following theorem is an easy consequence of Lebesgue’s Dominated Conver-
gence Theorem.
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4.4.7 Theorem. Let λ be a probability measure on B(X ). Let D ⊂ Y. Let f :
X ×Y → [0,∞) be a bounded B(X )⊗B(Y)-measurable function such that y 7→ f(x, y)
is continuous on D and equal to zero on Y \D for λ-almost all x ∈ X . Suppose that∫






0 y /∈ D.
(4.16)
then η is weakly continuous on D (even strongly continuous, i.e., y 7→ η(y,A) is
continuous for all A ∈ B(X )). Let κ be a probability measure on B(Y) and assume
D = suppκ. Then η is a product regular conditional kernel under
µ : B(X )⊗ B(Y)→ [0, 1], µ(A) =
∫
X×Y 1Af d[λ⊗ κ]∫
X×Y f d[λ⊗ κ]
(4.17)
with respect to π, that is weakly continuous on D = supp(|µ| ◦ π−1).
4.4.8. In case Y is first countable, the notion of open and closed sets and continuity
of functions Y → R is characterised by the convergence of sequences. Therefore the
following are equivalent for a kernel η : Y × B(X )→ R
(a) η is weakly continuous in y.
(b) For all (yn)n∈N in Y with yn → y one has η(yn, ·) w−→ η(y, ·).
In Section 4.6 the condition (b) of Theorem 4.4.9 is one of the key assumptions. If X is
a metric space, this property follows from the weak continuity as in the Portmanteau
Theorem. We state this in Theorem 4.4.9.
4.4.9 Theorem. Let η : Y × B(X )→ R be a probability kernel. Let D ⊂ Y, y ∈ D
and V ⊂ Ny be such that
⋂V = {y}. Consider the following conditions.
(a) D →M(X ), y 7→ η(y, ·) is weakly continuous in y.
(b) lim infι∈I η(yι, G) ≥ η(y,G) for all open G ⊂ X and (yι)ι∈I in D with yι → y.
(c) lim supι∈I η(yι, F ) ≤ η(y, F ) for all closed F ⊂ X and (yι)ι∈I in D with yι → y.
(d) supV ∈V infv∈V ∩D η(v,G) ≥ η(y,G) for all open sets G ⊂ X .
(e) infV ∈V supv∈V ∩D η(v, F ) ≤ η(y, F ) for all closed sets F ⊂ X .
(b), (c), (d), (e) are equivalent. If X is metrisable, then (a) implies (b). If X is
metrisable and Y is first countable, then (a) is equivalent to (b) and hence to (c), (d)
and (e).
Proof. We leave it to the reader to check the equivalences between (b), (c), (d), (e).
If X is a metric space, one can follow the lines of the Portmanteau Theorem in the
book of Billingsley [7, Theorem 2.1] for the implication (a) implies (b), the fact that
the measures in the proof are indexed by the natural numbers instead of a general
directed set I does not affect the argument. The proof of (b)=⇒(a) in the book of
Billingsley relies on the Lebesgue Dominated Convergence theorem. But when Y is
first countable, one can restrict to sequences (see 4.4.8) and obtain the implication
(b)=⇒(a) as is done in the book of Billingsley.
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4.4.10 Lemma. Assume that µ is a probability measure. Let η be a product regular
conditional probability under µ with respect to π. Write D = supp(µ ◦ π−1) and let
y ∈ D. Then for every U ∈ Ny one has µ(X × U) > 0 and
inf
v∈U∩D
η(v,A) ≤ µ(A× Y|X × U) ≤ sup
v∈U∩D
η(v,A) (A ∈ B(X )). (4.18)
Moreover, if V ⊂ Ny is such that




µ(G× Y|X × V ) ≥ η(y,G) for all open G ⊂ X , (4.19)
lim sup
V ∈V
µ(F × Y|X × V ) ≤ η(y, F ) for all closed F ⊂ X . (4.20)
Proof. Let U ∈ Ny. Since y ∈ D = supp(µ ◦ π−1) one has µ(X × U) > 0. (4.18)
follows from the fact that for all A ∈ B(X )
µ(A× U)
µ(X × U) =
∫
Y 1U (y)η(y,A) d[µ ◦ π−1](y)∫
Y 1U (y) d[µ ◦ π−1](y)
=
∫
Y 1U∩D(y)η(y,A) d[µ ◦ π−1](y)∫
Y 1U∩D(y) d[µ ◦ π−1](y)
. (4.21)
For an open G ⊂ X we have for V as above
lim inf
V ∈V









Thus (4.19) follows when assuming (b) of Theorem 4.4.9. Similarly, one obtains
(4.20).
For a regular conditional probability we have a similar statement, see Lemma
4.4.11. The proof can be done following the lines of the proof of Lemma 4.4.10 or as
a consequence of Lemma 4.4.10 using Theorem 4.3.6.
4.4.11 Lemma. Assume that ν is a probability measure. Let η be a regular condi-
tional probability under ν with respect to τ . Write D = supp(ν ◦ τ−1) and let y ∈ D.
Then for every U ∈ Ny one has ν(τ−1(U)) > 0 and
inf
v∈U∩D
η(v,A) ≤ ν(A|τ−1(U)) ≤ sup
v∈U∩D
η(v,A) (A ∈ B(X )). (4.23)
Moreover, if V ⊂ Ny is such that




ν(G|τ−1(V )) ≥ η(y,G) for all open G ⊂ X , (4.24)
lim sup
V ∈V
ν(F |τ−1(V )) ≤ η(y, F ) for all closed F ⊂ X . (4.25)
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§4.5 Some facts about functions with compact
sublevel sets
In this section we present some facts for functions with compact sublevel sets which
are used in Sections 4.6, 4.7 and 4.8.
In this section X ,Y and Z are topological spaces.
4.5.1 Definition. Let J : X → [0,∞]. We call the set [J ≤ α] (see Section 4.2) a
sublevel set of J for α ∈ [0,∞). J is said to be lower semicontinuous if all sublevels of
J are closed. J is said to have compact sublevel sets if all sublevels of J are compact.




Indeed, for all α < J(x) the set [J > α] is open and contains x.
Hence, a function J : X → [0,∞] is lower semicontinuous if and only if
lim inf
ι∈I
J(xι) ≥ J(x) (4.27)
for all x ∈ X and all nets (xι)ι∈I in X that converge to x.
4.5.3 Lemma. Let τ : Z → Y be continuous. Let J : Z → [0,∞] have compact
sublevel sets. Let y ∈ Y and V ⊂ Ny,
⋂V = {y}. Let F ⊂ Z be closed. Then
lim inf
V ∈V
inf J(F ∩ τ−1(V )) = inf J(F ∩ τ−1({y})). (4.28)
Consequently, if Z = X × Y, then, for all closed F ⊂ X with inf J(F × {y}) <∞,
lim inf
V ∈V
inf J(F × V ) = inf J(F × {y}). (4.29)
Proof. The ≤ inequality in (4.28) is immediate. Because lim infV ∈V inf J(F ∩τ−1(V ))
≥ lim infV ∈Ny inf J(F ∩ τ−1(V )), it is sufficient to prove
α := lim inf
V ∈Ny
inf J(F ∩ τ−1(V )) ≥ inf J(F ∩ τ−1({y})). (4.30)
Note that α = supV ∈Ny inf J(F ∩ τ−1(V )). If α = ∞, there is nothing to prove.
Suppose that α <∞. Whence F∩τ−1(V )∩[J ≤ α+ε] 6= ∅ for all V ∈ Ny and all ε > 0.
Since [J ≤ α+ ε] is compact, this implies that ⋂V ∈Ny F ∩ τ−1(V ) ∩ [J ≤ α+ ε] 6= ∅,
i.e., inf J(F ∩ τ−1({y})) ≤ α+ ε for all ε > 0.
4.5.4. The assumption that τ be continuous is not redundant; e.g., consider Y = Z =
[0, 1] and J = 1( 12 ,1] and τ given by τ(0) = 0, τ(1) = 1 and τ(x) = 1−x for x ∈ (0, 1),
F = [0, 1] and y = 1. Then, for all neighbourhoods V of y, τ−1(V ) contains the
interval (0, ε) for some ε > 0, whence inf J(F ∩τ−1(V )) = 0 but inf J(F ∩τ−1({y})) =
J(1) = 1.
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4.5.5 Lemma. Let X be normal and let G be a basis for the topology of X . Let
J : X × Y → [0,∞] have compact sublevel sets.
(a) For all open G ⊂ X and ε > 0 there exists a U ∈ G with U ⊂ U ⊂ G such that
inf J(G× {y}) + ε ≥ inf J(U × {y}). (4.31)
(b) For all closed F ⊂ X and α < inf J(F × {y}), there exists U1, . . . , Uk ∈ G such
that with W = X \ (U1 ∪ · · · ∪ Uk) one has F ⊂W ◦ ⊂W and
α < inf J(W × {y}) ≤ inf J(W ◦ × {y}) ≤ inf J(F × {y}). (4.32)
Proof. (a) Let ε > 0. Let x ∈ G be such that J(x, y) ≤ inf J(G×{y})+ε. Since X is a
normal topological space, there exists an open set U with x ∈ U ⊂ U ⊂ G. Because G
is a basis, U may be chosen in G. Then inf J(G×{y})+ε ≥ J(x, y) ≥ inf J(U ×{y}).
(b) Let β > α be such that β < inf J(F × {y}). The set K := {x ∈ X :
J(x, y) ≤ β} is a compact set that is disjoint from F . Whence there exists disjoint
open U, V ⊂ X with K ⊂ U and F ⊂ V . Since G is a basis and K is compact, there
exists U1, . . . , Uk in G with K ⊂ U1 ∪ · · · ∪ Uk ⊂ U . Then U1 ∪ · · · ∪ Uk ∩ V = ∅.
Whence withW := X \U1 ∪ · · · ∪ Uk one has F ⊂W ◦ andW ⊂ X \K, which implies
inf J(W × {y}) ≥ β > α.
§4.6 Large deviations for product regular conditional
probabilities
In this section we consider the following situation.
(i) X and Y are topological spaces, where X is normal.
(ii) G is a basis for the topology of X and H is a basis for the topology of Y.
(iii) π : X × Y → Y is given by π(x, y) = y.
(iv) (µn)n∈N is a sequence of probability measures on B(X ) ⊗ B(Y) satisfying the
large deviation principle on {A×B : A ∈ B(X ), B ∈ B(Y)} with a rate function
J : X × Y → [0,∞] that has compact sublevel sets.
(v) For each n ∈ N we assume the following: supp(µn ◦ π−1) 6= ∅,5 there exists a
product regular conditional probability ηn : Y × B(X ) → [0, 1] under µn with
respect to π, which satisfies the following continuity condition (see Theorem
4.4.9):
lim infι∈I ηn(yι, G) ≥ ηn(y,G) for all open G ⊂ X
and (yι)ι∈I in supp(µn ◦ π−1) with yι → y. (4.33)
(vi) Let y ∈ Y. We assume that inf J(X × {y}) < ∞ and that there exist yn ∈
supp(µn ◦ π−1) with yn → y. We define I : X → [0,∞] by
I(x) = J(x, y)− inf J(X × {y}). (4.34)
5As we are considering large deviation bound for (ηn(yn, ·))n∈N with yn ∈ supp(µn ◦ π−1) we
want such yn to exist. Instead of this condition one could of course deal with the situation where
supp(µn ◦ π−1) 6= ∅ for all n ≥ N for some large N and consider sequences (yn)n∈N with yn ∈
supp(µn ◦ π−1) for n ≥ N .
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In this section we derive necessary and sufficient conditions for the large deviation
bounds with rate function I for sequences of the form (ηn(yn, ·))n∈N. We prove this
for general topological spaces instead of metric spaces as it does not cost more effort.
In Theorem 4.6.3 we consider a fixed sequence (yn)n∈N with yn → y and describe
equivalent conditions for the lower and upper large deviation bound to hold.
We are interested in the question whether for all sequences (yn)n∈N with yn → y
the sequence (ηn(yn, ·))n∈N satisfies the lower and upper large deviation bound with
rate function I. In Theorem 4.6.9 we give equivalent6 and sufficient conditions for
these bounds in a way that does not depend on sequences (yn)n∈N and the sets (Vn)n∈N
as in Theorem 4.6.3.
Finally in 4.6.12 we comment on deriving Theorem 4.1.2 from Theorem 4.6.9.
But first we consider specific situations, providing a simple proof of the large de-
viation bounds with rate function I for sequences of the form (ηn(yn, ·))n∈N. Namely,
we consider the case that Y is a discrete space (Theorem 4.6.1) and the case where
µn is a product measure for all n ∈ N (Theorem 4.6.2).
4.6.1 Theorem. Suppose that Y is countable and equipped with the discrete topo-
logy. Let y ∈ Y be such that inf J(X × {y}) < ∞. For all (yn)n∈N in Y with
yn ∈ supp(µn ◦ π−1) and yn → y the sequence (ηn(yn, ·))n∈N satisfies the large devi-
ation principle with rate function I.
Proof. This basically follows from the following inequalities which follow from the








n logµn(F × {y}) ≤ − inf J(F × {y}) for all closed F ⊂ X . (4.36)
4.6.2 Theorem (Independent coordinates). Suppose that X and Y are second
countable and Y is regular. Suppose that µn = µ1n ⊗ µ2n for some µ1n on B(X ) and
µ2n on B(Y) for all n ∈ N. Then (ηn(yn, ·))n∈N satisfies the large deviation principle
with rate function I for all sequences (yn)n∈N in Y. In particular, ηn(yn, ·) = µ1n and
I(x) = inf J({x} × Y).
Proof. It is straightforward to see that ηn(y, ·) = µ1n for all y ∈ Y. (µ1n)n∈N satisfies
the large deviation principle with rate function J1(x) := inf J({x} × Y). Indeed, for






















n ⊗ µ2n)(F × Y) ≤ − inf J(F × Y). (4.38)
Similarly, (µ2n)n∈N satisfies the large deviation principle with rate function J2(z) :=
inf J(X ×{z}). J1 and J2 are lower semicontinuous, which can be concluded by 4.5.2
6Under the condition that Y is first countable.
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and Lemma 4.5.3, as for example, limι∈I zι = z implies lim infι∈I inf J(X × {zι}) ≥
lim infV ∈Nz inf J(X×V ). Using Theorem 4.B.4 it is not difficult to prove that (µn)n∈N
satisfies the large deviation principle with rate function (x, z) 7→ J1(x)+J2(z), so that
(see Rassoul-Agha and Seppäläinen [75, Theorem 2.18]) J(x, z) = J1(x) + J2(z), and
thus I(x) = J(x, y)− inf J(X ×{y}) = J1(x) = inf J({x}×Y) for all x ∈ X , z ∈ Y.
4.6.3 Theorem. Let (yn)n∈N be a sequence in Y with yn ∈ supp(µn ◦ π−1) that
converges to y. For n ∈ N let Vn ⊂ Nyn be such that
⋂Vn = {yn}. Then (a2) ⇐⇒
(a3) ⇐⇒ (a1) and (b2) ⇐⇒ (b3) ⇐⇒ (b1)




n log ηn(yn, G) ≥ − inf I(G). (4.39)






n logµn(U × Y|X × V ) ≥ − inf I(U). (4.40)






n logµn(U × Y|X × V ) ≥ − inf I(U). (4.41)




n log ηn(yn, F ) ≤ − inf I(F ). (4.42)







◦ × Y|X × V ) ≤ − inf I(W ). (4.43)






n logµn(W × Y|X × V ) ≤ − inf I(W ). (4.44)
Proof. The implications (a3) =⇒ (a2) and (b3) =⇒ (b2) are immediate.






n logµn(U × Y|X × V ) ≥ lim infn→∞
1
n log ηn(yn, U). (4.45)






n logµn(W × Y|X × V ) ≤ lim sup
n→∞
1
n log ηn(yn,W ). (4.46)
7Note that µn(X × V ) > 0 for all n ∈ N and V ∈ Nyn , as yn ∈ supp(µn ◦ π−1).
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(a2) =⇒ (a1). Let G ⊂ X be open. Let ε > 0 and U be as in Lemma 4.5.5(a).




n log ηn(yn, G) ≥ lim infn→∞
1






n logµn(U × Y|X × V )
≥ − inf I(U) = − inf J(U × {y}) + inf J(X × {y})
≥ − inf J(G× {y}) + inf J(X × {y})− ε. (4.47)
As this holds for all ε > 0, we conclude (4.39).
(b2) =⇒ (b1). Let α < inf J(F × {y}) and U1, . . . , Uk and W be as in Lemma















◦ × Y|X × V )
≤ − inf I(W ) ≤ −α+ inf J(X × {y}). (4.48)
As this holds for all α < inf J(F × {y}), we conclude (4.42).
4.6.4 (Fixed y). Note that if yn = y for all n ∈ N, one can take Vn = V for a
V ⊂ Ny with
⋂V = {y}. Then Theorem 4.6.3 implies that (ηn(y, ·))n∈N satisfies the
large deviation principle with rate function I if and only if (a2) and (b2) hold (with
Vn = V).
4.6.5. Let (yn)n∈N in Y be such that yn ∈ supp(µn ◦ π−1) and yn → y. From
Theorem 4.6.3 we derive that (a2) holds for some Vn ⊂ Nyn with
⋂Vn = {yn} if
and only if (a2) holds for all such Vn. Similarly, (b2) holds for some Vn ⊂ Nyn with⋂Vn = {yn} if and only if (b2) holds for all such Vn ⊂ Nyn .
In Lemma 4.6.7, we give a consequence of the large deviation principle of (µn)n∈N.
In Theorem 4.6.9 and Theorem 4.6.10 we use this to formulate sufficient conditions
for upper or lower large deviation bound on sequences (ηn(yn, ·))n∈N with yn → y and
sequences (ηn(y, ·))n∈N.
We assumed X to be normal in this section. For Lemma 4.6.7 this assumption
can be dropped.




n logµn(X × V ) ≥ − inf J(X × V ◦) ≥ − inf J(X × {y}) > −∞. (4.49)
In particular, there exists an N ∈ N such that µn(X×V ) > 0 for all n ≥ N . Therefore
µn(G× Y|X × V ) is well-defined for large n.
4.6.7 Lemma.







n logµn(G× Y|X × V ) ≥ − inf I(G). (4.50)
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n logµn(F × Y|X × V ) ≤ − inf I(F ). (4.51)
Proof. (a). Let ε > 0. By Lemma 4.5.3, there exists a V0 ∈ Ny such that for all
V ∈ Ny with V ⊂ V0
inf J(X × {y}) ≥ inf J(X × V ) ≥ inf J(X × V 0) ≥ inf J(X × {y})− ε. (4.52)
Let V ∈ Ny be such that V ⊂ V0. As lim supn→∞ 1n logµn(X × V ) > −∞ (see 4.6.6)










n logµn(G× V )− lim sup
n→∞
1
n logµn(X × V )
≥ − inf J(G× {y}) + inf J(X × V ) ≥ − inf I(G)− ε. (4.53)
(b). Let α < inf J(F × {y}). There exists a neighbourhood V0 of y such that for
all neighbourhoods V of y with V ⊂ V0
inf J(F × {y}) ≥ inf J(F × V ) ≥ inf J(F × V 0) ≥ α. (4.54)





n logµn(F × Y|X × V ) ≤ −α+ inf J(X × {y}). (4.55)
4.6.8 Theorem. I has compact sublevel sets.
Proof. [I ≤ c] = π([J ≤ c+ inf J(X × {y})]).
4.6.9 Theorem. We have
(A5) =⇒ (A4) ⇐⇒ (A3) =⇒ (A2) =⇒ (A1),
and, if Y is first countable, then
(A1) ⇐⇒ (A2),
where
(A1) For all (yn)n∈N with yn ∈ supp(µn◦π−1) and yn → y the sequence (ηn(yn, ·))n∈N
satisfies the large deviation lower bound with rate function I.









n logµn(U × Y|X × V ) ≥ − inf I(U). (4.56)
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n logµn(U × Y|X × V ). (4.57)
(A4) For all U ∈ G we have ∀Z0 ∈ Ny ∀ε > 0 ∃V0 ∈ Ny ∃Z ∈ Ny, Z ⊂ Z0 ∀M ∃m ≥
M ∃N ∀n ≥ N ∀V ∈ H, V ⊂ V0, V ∩ supp(µn ◦ π−1) 6= ∅:
1
n logµn(U × Y|X × V ) ≥ 1m logµm(U × Y|X × Z)− ε. (4.58)
(A5) For all U ∈ G we have ∀ε > 0 ∀V0 ∈ Ny ∃N ∈ N ∀n ≥ N ∀V ∈ H, V ⊂
V0, V ∩ supp(µn ◦ π−1) 6= ∅:
µn(U × Y|X × V ) ≥ e−nεµn(U × Y|X × V0). (4.59)
Moreover,
(B5) =⇒ (B4) ⇐⇒ (B3) =⇒ (B2) =⇒ (B1),
and, if Y is first countable, then
(B1) ⇐⇒ (B2),
where
(B1) For all (yn)n∈N with yn ∈ supp(µn◦π−1) and yn → y the sequence (ηn(yn, ·))n∈N
satisfies the large deviation upper bound with rate function I.










◦ × Y|X × V ) ≤ − inf I(W ). (4.60)

















n logµn(W × Y|X × V ). (4.61)
(B4) For all U1, . . . , Uk ∈ G with W = X \ (U1 ∪ · · · ∪ Uk) we have ∀Z0 ∈ Ny ∀ε >
0 ∃V0 ∈ Ny ∃Z ∈ Ny, Z ⊂ Z0 ∀M ∃m ≥ M ∃N ∀n ≥ N ∀V ∈ H, V ⊂
V0, V ∩ supp(µn ◦ π−1) 6= ∅:
1
n logµn(U × Y|X × V ) ≤ 1m logµm(U × Y|X × Z) + ε. (4.62)
(B5) For all U1, . . . , Uk ∈ G with W = X \ (U1 ∪ · · · ∪ Uk) we have ∀ε > 0 ∀V0 ∈
Ny ∃N ∈ N ∀n ≥ N ∀V ∈ H, V ⊂ V0, V ∩ supp(µn ◦ π−1) 6= ∅:
µn(W
◦ × Y|X × V ) ≤ enεµn(W × Y|X × V0) (4.63)
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Proof. The proofs of (B5) =⇒ (B4) ⇐⇒ (B3) =⇒ (B2) =⇒ (B1) and of (B1) =⇒
(B2) are similar to the proofs of the following implications.
(A4) ⇐⇒ (A3) follows by definition of sup, inf, lim sup and lim inf.
(A5) =⇒ (A3) Let U ∈ G. Assuming (A5) we obtain ∀ε > 0 ∀V0 ∈ Ny ∃N ∈





n logµn(U × Y|X × V ) ≥ 1n logµn(U × Y|X × V0)− ε. (4.64)














n logµn(U × Y|X × V0)− ε. (4.65)
(A3) =⇒ (A2) Follows by Lemma 4.6.7.
(A2) =⇒ (A1). Suppose that (A2) holds. Let U ∈ G with inf J(U×{y}) <∞ and
let ε > 0. Let V0 ∈ Ny and N ∈ N be such that 1n logµn(U×Y|X×V ) ≥ − inf I(U)−ε
for all n ≥ N and all V ∈ H with V ⊂ V0 and V ∩ supp(µn ◦ π−1) 6= ∅. Let (yn)n∈N
be such that yn ∈ supp(µn ◦ π−1) and yn → y. Let N0 ≥ N be such that yn ∈ V0
for all n ≥ N0. Then for all n ≥ N0 and V ∈ Nyn ∩ H with V ⊂ V0 we have
1
n logµn(U × Y|X × V ) ≥ − inf I(U) − ε. This implies (a2) of Theorem 4.6.3 (with
Vn = Nyn ∩H).
(A1) =⇒ (A2) (assuming Y is first countable). Suppose that (A2) does not hold.
Let (Vm)m∈N be a decreasing sequence in H with
⋂
m∈N Vm = {y}. Then there exists
a U ∈ G with inf J(U × {y}) < ∞ and an α > inf I(U) such that for all M ∈ N and
N ∈ N there exists an n ≥ N and a V ∈ H with V ⊂ VM and V ∩ supp(µn ◦π−1) 6= ∅
such that
1
n logµn(U × Y|X × V ) ≤ −α. (4.66)




n log ηn(z, U) ≤ 1n logµn(U × Y|X × V ). (4.67)
For each m ∈ N there exists an nm and a ynm ∈ Vm ∩ supp(µnm ◦ π−1) such that
1
nm
log ηnm(ynm , U) ≤ −β. (4.68)
We may choose n1 < n2 < n3 < · · · . With yk = y for k /∈ {nm : m ∈ N} we have




n log ηn(yn, U) ≤ lim infm→∞
1
nm
log ηnm(ynm , U) ≤ −β. (4.69)
Therefore (a1) of Theorem 4.6.3 does not hold, which implies that (A1) does not
hold.
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We can also use Lemma 4.6.7 and Theorem 4.6.3 (see also 4.6.4) to obtain sufficient
conditions for the lower or upper large deviation bounds for (ηn(y, ·))n∈N.
4.6.10 Theorem. Let V ⊂ Ny be such that
⋂V = {y}.













n logµn(U × Y|X × V ). (4.70)
Then (ηn(y, ·))n∈N satisfies the large deviation lower bound with rate function
I.














n logµn(W × Y|X × V ). (4.71)
Then (ηn(y, ·))n∈N satisfies the large deviation upper bound with rate function
I.
4.6.11. (4.70) and (4.71) hold for example when ∀ε > 0 ∀V0 ∈ V ∃N ∈ N ∀n ≥
N ∀V ∈ V, V ⊂ V0 :
µn(U × Y|X × V ) ≥ e−nεµn(U × Y|X × V0), (4.72)
µn(W
◦ × Y|X × V ) ≤ enεµn(W × Y|X × V0), (4.73)
respectively.
4.6.12. Theorem 4.1.2 is a consequence of Theorem 4.4.9, Theorem 4.6.8 and The-
orem 4.6.9 with G = {B(x, r) : x ∈ X , r > 0} and H = {B(y, δ) : y ∈ Y, δ > 0}.
§4.7 Large deviations for regular conditional
probabilities
In this section X and Y are topological spaces, (νn)n∈N is a sequence of probability
measures on B(X ) that satisfies the large deviation principle with rate function K :
X → [0,∞] and τ : X → Y is continuous. For more assumptions, see 4.7.2.
We derive the analogues statements as in Section 4.6 but for regular conditional
kernels instead of product regular conditional kernels (4.7.3 and Theorem 4.7.5). First
we show that with µn the probability measure corresponding on the product space
corresponding to νn as in Theorem 4.3.6, the sequence (µn)n∈N satisfies the large
deviation principle with a rate function described in terms of K (Theorem 4.7.1).
If (ηn)n∈N are regular conditional probabilities under (νn)n∈N given τ , then one
could also follow the proofs in Section 4.6 for the product regular conditional prob-
abilities to obtain similar results for large deviations for sequences that are of the
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form (ηn(yn, ·))n∈N. Instead, we make the approach via Theorem 4.3.6 to translate
the results to the setting of regular conditional probabilities.
4.7.1 Theorem. For all n ∈ N let µn be the probability measure on B(X )⊗B(Y) for
which µn(A×B) = νn(A ∩ τ−1(B)) for A ∈ B(X ), B ∈ B(Y) (as in Theorem 4.3.6).
Then (µn)n∈N satisfies the large deviation principle on {A×B : A ∈ B(X ), B ∈ B(Y)}
with rate function J : X × Y → [0,∞] given by
J(x, y) =
{
K(x) τ(x) = y,
∞ τ(x) 6= y. (4.74)
If K has compact sublevel sets, then so does J .
Proof. By definition of J we have
inf K(A ∩ τ−1(B)) = inf J(A×B)
(
A ∈ B(X ), B ∈ B(Y)
)
. (4.75)




n logµn(A×B) = lim infn→∞
1
n log νn(A ∩ τ−1(B))
≥ − inf K((A ∩ τ−1(B))◦). (4.76)
We have (A ∩ τ−1(B))◦ = A◦ ∩ τ−1(B)◦ and τ−1(B)◦ ⊃ τ−1(B◦), whence
inf K((A ∩ τ−1(B))◦) ≤ inf K(A◦ ∩ τ−1(B◦))





n logµn(A×B) = lim sup
n→∞
1
n log νn(A ∩ τ−1(B))
≤ − inf K(A ∩ τ−1(B)). (4.78)
We have A ∩ τ−1(B) ⊂ A ∩ τ−1(B) and τ−1(B) ⊂ τ−1(B), whence
inf K(A ∩ τ−1(B)) ≥ inf K(A ∩ τ−1(B)) = inf J(A×B). (4.79)
Suppose that K has compact sublevel sets. Let c ≥ 0. Then [J ≤ c] is contained
in the compact set [K ≤ c] × τ([K ≤ c]). By Theorem 4.6.8 I has compact sublevel
sets.
4.7.2. In the rest of this section X is normal, G, H, π are as in (ii) and (iii) of Section
4.6. Furthermore similarly to (v) and (vi) of Section 4.6 we assume the following.
(v)* For each n ∈ N we assume the following: supp(νn ◦ τ−1) 6= ∅, there exists a
regular conditional probability ηn : Y × B(X )→ [0, 1] under νn with respect to
τ , satisfying the continuity condition (4.33).
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(vi)* Let y ∈ Y. We assume that inf K(τ−1({y})) < ∞ and that there exist yn ∈
supp(νn ◦ τ−1) with yn → y. Let I : X → [0,∞] be given by
I(x) = J(x, y)− inf J(X × {y})
=
{
K(x)− inf K(τ−1({y})) τ(x) = y,
∞ τ(x) 6= y. (4.80)
4.7.3. As by Theorem 4.3.6 ηn is the product regular conditional kernel under µn
with respect to π, by Theorem 4.7.1 (µn)n∈N satisfies the large deviation principle
on {A × B : A ∈ B(X ), B ∈ B(Y)} with rate function J , and inf J(X × {y}) =
inf K(τ−1(y)) < ∞ and µn and ηn are as in Section 4.6 (in the sense that (iv), (v),
(vi) hold). Therefore we can translate the results of Section 4.6, but also the results
of Section 4.4 and Section 4.5, using for example (4.75), νn ◦ τ−1 = µn ◦π−1 and that
for V ∈ B(Y) with νn(τ−1(V )) > 0 and for A ∈ B(X )
νn(A|τ−1(V )) = µn(A×X|X × V ). (4.81)
In this sense also Theorem 4.1.3 follows from Theorem 4.1.2. We present some of the
equivalent statements of Theorem 4.6.9 in Theorem 4.7.5.
4.7.4 Remark. Because of the relation between µn and νn and between K and J ,
in Theorem 4.7.1 we were able to prove the large deviation principle on {A×B : A ∈
B(X ), B ∈ B(Y)}. Whether it can be extended to the large deviation principle on
B(X ) ⊗ B(Y) is a priori not clear. However, for the purpose of using the results of
Section 4.6 this is not required (as only (iv) of Section 4.6 is required). This is the
main reason to define the large deviation bounds as in Definition 4.1.1.
4.7.5 Theorem. (A3) =⇒ (A2) =⇒ (A1). If Y is first countable, then (A1) ⇐⇒
(A2).
(A1) For all (yn)n∈N with yn ∈ supp(νn◦τ−1) and yn → y the sequence (ηn(yn, ·))n∈N
satisfies the large deviation lower bound with rate function I.









n log νn(U |τ−1(V )) ≥ − inf I(U). (4.82)
















n log νn(U |τ−1(V )). (4.83)
(B3) =⇒ (B2) =⇒ (B1). If Y is first countable then (B1) ⇐⇒ (B2).
(B1) For all (yn)n∈N with yn ∈ supp(νn◦τ−1) and yn → y the sequence (ηn(yn, ·))n∈N
satisfies the large deviation upper bound with rate function I.
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◦|τ−1(V )) ≤ − inf I(W ). (4.84)

















n log νn(W |τ−1(V )). (4.85)
§4.8 An application to conditional probabilities of
empirical distributions on finite sets
In terms of random variables, Sanov’s Theorem gives us the large deviation principle
of empirical densities 1n
∑n
i=1 δXi , where X1, X2, . . . are independent and identically





i=1 δYi = ψn, where (X1, Y1), (X2, Y2), . . . are independent and identically
distributed couples of random variables, both random variables attaining their values
in a finite set. This large deviation principle is formalised in Theorem 4.8.2.
In this section we consider the following.
• Let R and S be finite sets equipped with the discrete topology (discrete metric).
Let P(R),P(S) and P(R×S) be equipped by the weak topology and let d denote
the Prohorov metric (see Billingsley [7, Appendix III]) on each of the spaces.
• Let λ ∈ P(R× S). We assume λ(R× {s}) > 0 for all s ∈ S.
• For n ∈ N let Ln : Rn → P(R) be given by Ln(r) = 1n
∑n
i=1 δri for r =
(r1, . . . , rn) ∈ Rn.
• Write Pnemp(R) = Ln(Rn) = { 1n
∑n
i=1 δri : r1, . . . , rn ∈ R}, similarly Pnemp(S)
= Ln(Sn) and Pnemp(R× S) = Ln((R× S)n).
• Let m : P(R×S)→ P(R)×P(S) be the map that maps a measure in P(R×S)
onto the pair of its marginals, i.e., m is given by
m(ξ) =
(
ξ(· × S), ξ(R× ·)
)
. (4.86)
• Let π : P(R)× P(S)→ P(S) be the map given by π(ξ, ζ) = ζ.
• Let µn be the probability measure on B(P(R))⊗ B(P(S)) defined by
µn = (
⊗n







(L−1n (A)× L−1n (B)). (4.87)
• Define θ : S × B(R)→ [0, 1] by θ(s,A) = λ(A× S|R × {s}).
125














i=1 θ(si, ·)] ◦ L−1n (A) ξ ∈ Pnemp(S), ξ = Ln(s1, . . . , sn)
for s1, . . . , sn ∈ S,
0 ξ /∈ Pnemp(S).
(4.88)
• Let J : P(R)× P(S)→ [0,∞] be given by
J(ρ, σ) = inf
ξ∈m−1({(ρ,σ)})
H(ξ|λ). (4.89)
where H(ξ|λ) is the relative entropy of ξ with respect to λ ([24, Definition
2.1.5]).




4.8.1. We present some fact which follow from the assumptions with little effort; to
some facts we give some explanation or references.
(a) Pnemp(S) is closed in P(S). Moreover, if ξk and ξ in Pnemp(S) are such that
ξk → ξ, then there exist ski and qi in S for i ∈ {1, . . . , n} such that ξk =
Ln((sk1, . . . , skn)), ξ = Ln((q1, . . . , qn)) and ski → qi for all i ∈ {1, . . . , n}.
(b) supp(µn ◦ π−1) = Pnemp(S).
(c) ηn is a product regular conditional kernel under µn with respect to π that is
weakly continuous on Pnemp(S).
(d) (
⊗
λn◦L−1n )n∈N satisfies the large deviation principle with rate function H(·|λ).
(e) m is continuous.
(f) (µn)n∈N satisfies the large deviation principle with rate function J .
(a) follows from the fact that S is a finite space. (b) follows from (a), from the
fact that the complement of Pnemp(S) has µn ◦ π−1-measure zero and because µn ◦
π−1({Ln(s)}) > 0 for all s ∈ Sn, which is due to the assumptions on λ. (c) follows
by a straightforward calculation, the continuity follows from (a). For (d) see Sanov’s
Theorem (Dembo and Zeitouni [24, Theorem 6.2.10]). (e) follows from the fact that
if ξn → ξ in P(R × S), then the R- and S-marginals of ξn converge to the R- and
S-marginals of ξ, respectively. Then (f) follows from (e) and (d) by the contraction
principle [24, Theorem 4.2.1].
In the rest of this section we prove the following theorem.
4.8.2 Theorem. For all (ψn)n∈N with ψn ∈ Pnemp(S) and ψn → ψ the sequence







I is continuous on [I <∞].
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As P(S) is first countable, it is sufficient to show that (A2) and (B2) of Theorem
4.6.9 hold. In 4.8.4 we use the bounds of Lemma 4.8.3 to derive other bounds which
imply (A2) and (B2). The continuity of I follows by continuity of the map ν 7→ H(ν|λ)
(Lemma 4.8.5).







(L−1n ({ν})) ≤ e−nH(ν|λ). (4.92)
4.8.4. From Lemma 4.8.3 we obtain the following bounds for A ∈ B(P(R)) and
B ∈ B(P(S)).
µn(A×B) ≤ #L−1n (A)#L−1n (B)e
−n infν∈m−1(A×B)∩Pnemp(R×S) H(ν|λ)
≤ (n+ 1)Me−n infν∈m−1(A×B) H(ν|λ), (4.93)
µn(A×B) ≥ (n+ 1)−Me






























In order to derive (A2) and (B2) of Theorem 4.6.9 we make the following observation.
By (4.95) we have for an open U and a closed W that if for both A = U and C = R







































◦ × S|R × V ) ≤ − inf I(W ), (4.98)
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(4.96) holds (for both A = U and C = R as well as for A = R and C = W , where U




















(4.101) is a consequence of Lemma 4.5.3, as m−1(W × V ) = m−1(W × P(S)) ∩
m−1(P(R)×V ), the set F = m−1(W×P(S)) is closed for closedW , m−1(P(R)×V ) =
(π ◦m)−1(V ) and π ◦m is continuous. The proof of inequality (4.100) requires a little
more attention. First we present some facts which are used to prove this inequality
in Lemma 4.8.8.
4.8.5 Lemma. [24, Remark below Definition 2.1.5] The map ν 7→ H(ν|λ) is con-
tinuous on [H(·|λ) < ∞]. In particular, for all ε > 0 and ξ ∈ P(R× S) there exists
a Θ ∈ Nξ such that
H(ν|λ)− ε ≤ H(ξ|λ) (ν ∈ Θ ∩ [H(·|λ) <∞]). (4.102)
Consequently, I as in (4.91) is continuous on [J <∞].
4.8.6 Lemma. (a) Let k, l ∈ N and ζ ∈ Pkemp(S). For all m ≥ kl there exists a
ν ∈ Pmemp(S) such that d(ν, ζ) < 1l .
(b) For all open Θ ⊂ P(S) there exists an N ∈ N such that Pnemp(S) ∩ Θ 6= ∅ for
all n ≥ N .
Proof. (a) Let i ∈ {1, . . . , k}. Let ξ ∈ Piemp(S). Then the measure lklk+iζ + ilk+iξ is
an element of P lk+iemp (S). For every A ⊂ S
∣∣∣[ lklk+iζ + ilk+iξ](A)− ζ(A)
∣∣∣ ≤ 2 ilk+i ≤ 2 klk = 2l . (4.103)
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By definition of the Prohorov metric, this implies d([ lklk+iζ +
i
lk+iξ], ζ) ≤ 2l .
(b) Let ξ ∈ P(S) and δ > 0 be such that B(ξ, δ) ⊂ Θ. For each ξ ∈ P(S) there
is a k ∈ N and a ζ ∈ Pkemp(S) such that d(ζ, ξ) < δ2 . Because of this (b) follows from
(a) by letting l be such that 1l <
δ
2 and N = lk.
4.8.7 Lemma. Let ξ ∈ P(R × S), π ◦ m(ξ) = ψ and ξ  λ. For all δ > 0 there
exists a κ > 0 and an N ∈ N such that for all n ≥ N and all ζ ∈ Pnemp(S) with
d(ζ, ψ) < κ there is a ν ∈ Pnemp(R× S) with
π ◦m(ν) = ζ, ν  λ, d(ν, ξ) < δ, d
(
ν(· × S), ξ(· × S)
)
< δ. (4.104)
Proof. In this proof, for a measure ξ ∈ P(R× S), we write ξrs = ξ({(r, s)}), so that
ξ =
∑
rs ξrsδ(r,s) where we use the short-hand notation “
∑
rs” instead of “
∑
r∈R,s∈S ”.
Let M = #R#S. Note that




ξ, ν ∈ P(R× S)
)
. (4.105)
Let κ > 0 and n ∈ N. We first give an estimation by which it is clear which κ and
N one should choose. By the assumptions on λ for every s ∈ S there exists a rs ∈ R
with λrss > 0.
First we show that there exists a ξ∗ ∈ Pnemp(X×Y) with ξ∗  ξ and |ξ∗rs−ξrs| ≤ 2n
for all r ∈ R and s ∈ S. For each pair (r, s) ∈ R × S with ξrs > 0 we can choose a
ξ′rs ∈ {0, 1n , 2n , . . . , 1} such that |ξrs − ξ′rs| < 1n . By letting ξ∗rs = 0 when ξrs = 0 and
add or subtract 1n to some of the ξ
′





rs = 1 and |ξ∗rs − ξrs| ≤ 2n and ξ∗rs = 0 whenever ξrs = 0 for all r ∈ R and
s ∈ S.
Let ξ ∈ P(R × S). Suppose that ζ ∈ Pnemp(S) is such that |ζs −
∑





rs| < κ+ 2nM . We construct a ν ∈ Pnemp(R× S) by defining the νrs




rs < 0, then we choose νrs ≤ ξ∗rs with
νrs ∈ {0, 1n , . . . , 1} in such way that
∑









rs ≥ 0, then we let νrs = ξ∗rs for all r 6= rs and we let νrss =






r νrs = ζs). As ξ
∗  ξ and ξ  λ, by the construction













≤ κ+ 2nM + 2n . (4.106)
Which implies by (4.105)
d(ν, ξ) ≤Mκ+ 2n (M2 +M). (4.107)
Moreover, as |∑s νrs −
∑
s ξrs| ≤M maxs∈S |νrs − ξrs|,
d
(











∣∣∣ ≤M2κ+ 2n (M3 +M2). (4.108)
By choosing κ > 0 and N ∈ N such that M2κ + 2n (M3 + M2) < δ the proof is
complete.
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Proof. We assume infν∈m−1(U×{ψ})H(ν|λ) <∞. Let ξ ∈ m−1(U ×{ψ}) be such that
H(ξ|λ) < ∞. Let ε > 0. We show there exists a V0 ∈ Nψ and an N ∈ N such that
for all n ≥ N the set Pnemp(S) ∩ V0 is not empty and for all ζ ∈ Pnemp(S) ∩ V0 there
exists a ν ∈ m−1(U × {ζ}) ∩ Pnemp(R× S) with
H(ν|λ)− ε ≤ H(ξ|λ). (4.110)
Let δ be such that (see Lemma 4.8.5)
B(ξ(· × S), δ) ⊂ U, (4.111)
H(ν|λ)− ε ≤ H(ξ|λ) (ν ∈ B(ξ, δ) ∩ [H(·|λ) <∞]). (4.112)
Then let κ > 0 and N ∈ N be as in Lemma 4.8.7. Let V0 = B(ψ, κ). By Lemma 4.8.6
we may assume that N is large enough such that Pnemp(S) ∩ V0 6= ∅. Let n ≥ N and
ζ ∈ Pnemp(S)∩V0. By Lemma 4.8.7 there exists a ν ∈ Pnemp(R×S) with π ◦m(ν) = ζ,
ν  λ and ν(· × S) ∈ B(ξ(· × S), δ), ν ∈ B(ξ, δ), i.e., by (4.111), ν ∈ m−1(U × {ζ}).
ν  λ implies ν ∈ [H(·|λ) <∞], thus with (4.112) we obtain (4.110).
§4.9 Examples
In Section 4.8 we showed that the regular conditional kernel ηn as in (4.88) satisfies
(A1) and (B1) of Theorem 4.6.9 by showing that (A2) and (B2) of that theorem hold.
This is not always the most optimal approach; in Example 4.9.1 we show that for a
specific example of Gaussian measures the expression of ηn allows us to derive (A1)
and (B1) directly.
Furthermore, relying on Theorem 4.9.2, in Example 4.9.4, we give an example of a
(ηn)n∈N for which (A1) of Theorem 4.6.9 does not hold. In Remark 4.9.5 we mention
that for the one choice of measures in Example 4.9.4 a quenched large deviation
principle is satisfied, while for the other choice of measures there is no quenched
large deviation principle. In Example 4.9.6 we show that for a choice of measures as
in Example 4.9.4 the conditional regular kernel in a specific chosen point does not
satisfy any large deviation principle. In Remark 4.9.7 we discuss exponential tightness
of the regular conditional kernel. In Remark 4.9.8 we discuss the differences between
the present paper and the paper of La Cour and Schieve [22].





−n2 (x2−2rxy+y2) dx dy and consider the


















The sequence satisfies the large deviation principle with rate function J : R2 → [0,∞]
given by J(x, y) = 12 (x



















is the weakly continuous product regular conditional probability under µn with respect














= λry + 12λ
2. (4.115)
Then by the Gärtner-Ellis Theorem (see for example Dembo and Zeitouni [24, The-
orem 2.3.6]) we conclude that (ηn(yn, ·))n∈N satisfies the large deviation principle with
the same rate function as the one of the large deviation principle of (ηn(y, ·))n∈N, which
is x 7→ (x−ry)2. Note that this equals J(x, y)− inf J(R×{y}) because of the equality
x2 − 2rxy + y2 = (x− ry)2 + (1− r2)y2.
The proof of the following theorem can be found in Appendix 4.C.
4.9.2 Theorem. Let X and Y be separable metric spaces. Let (µ1n)n∈N and (µ2n)n∈N
be sequences of probability measures on B(X ). Let (νn)n∈N be a sequence of probability
measures on B(Y) that satisfies the large deviation principle with a rate function
L : Y → [0,∞]. Suppose that y ∈ Y and Wn ∈ Ny are such that
⋂
n∈NWn = {y} and














(1− αn) dνn) = 0. (4.116)
Assume (µ1n)n∈N satisfies the large deviation principle with rate function I. Assume
































1B(1− αn) dνn. (4.119)
Then (µn)n∈N satisfies the large deviation principle with rate function J : X × Y →
[0,∞] given by J(x, y) = I(x) + L(y). ηn : Y × B(X )→ [0, 1] defined by
ηn(y,A) = αn(y)µ
1
n(A) + (1− αn(y))µ2n(A) (4.120)
is the weakly continuous product regular conditional probability under µn with respect
to π : X × Y → Y given by π(x, y) = y.
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Note that I(x) = J(x, y)− inf J(X × {y}) for all x ∈ X , y ∈ Y.
4.9.3 Examples. We give examples of Y,Wn, αn, νn and L such that (4.116) of
Theorem 4.9.2 is satisfied and (νn)n∈N satisfies the large deviation principle with rate
function L.











(1 − αn) dνn = e−1.
Therefore with this νn, αn and Wn = [− 1n , 1n ] (4.116) is satisfied. Moreover
(νn)n∈N satisfies the large deviation principle with rate function L : Y → [0,∞],
L(y) = y (this follows from example by the Gärtner-Ellis Theorem [24, Theorem
2.3.6]).
(b) Let Y = R and νn = µN (0, 1n ) (the Gaussian measure corresponding to a N (0,
1
n )
distributed random variable). Then there exists a decreasing sequence (εn)n∈N
in (0,∞) with εn ↓ 0, such that with Wn = [−εn, εn] there exist functions αn





2νn instead of νn, (4.116) is also satisfied. Moreover, (νn)n∈N
and (ν0n)n∈N (use Lemma 4.A.1) satisfy the large deviation principle with rate
function L : Y → [0,∞], L(y) = 12y2.
Postscript. Let β = ν1([−1, 1]). Let κn = 1√n . Then νn[−κn, κn] = β for
all n ∈ N. Let φε : R → [0, 1] be defined by φε(z) = min{ε−1|z|, 1}. Then
limε↓0
∫
[−κn,κn] φε dν1 = β, limε↓0
∫






1− φκn dνn. (4.121)








1− φεn dνn, (4.122)
With αn = φεn , (4.116) as in Theorem 4.9.2 is satisfied.
4.9.4 Example. With X = R, µ1n = µN (0, 1n ), µ
2
n = δ 1n and I(x) =
1
2x
2 for x ∈ R
and Y, νn (or ν0n), αn, Wn and L as in Examples 4.9.3 (a) or (b) the conditions of
Theorem 4.9.2 are satisfied (note that (δ 1
n
)n∈N satisfies the large deviation principle
with rate function H : R→ [0,∞] given by H(0) = 0 and H(x) =∞ for x 6= 0).
Then ηn(0, ·) = δ 1
n
and ηn(εn, ·) = µN (0, 1n ) for all n ∈ N. Whence (ηn(0, ·))n∈N
satisfies the large deviation principle with rate function H and (ηn(εn, ·))n∈N (and
also (ηn(y, ·))n∈N for y > 0) satisfies the large deviation principle with rate function
I. Because I ≥ H, the sequence (ηn(0, ·))n∈N satisfies the large deviation upper
bound not only with I but also with H instead of I. Therefore (b1) of Theorem 4.6.3
holds in case yn = 0 for all n. Since (ηn(0, ·))n∈N does not satisfy the large deviation
principle with rate function I, (a1) of Theorem 4.6.3 does not hold. Therefore for any
decreasing sequence (Vm)m∈N in N0 with
⋂
m∈N Vm = {0} there exists an open set U














We illustrate this for Y, αn,Wn, νn and L as in Examples 4.9.3(a): For Vm = [0, 1m ),
U = (1,∞) we get for m ≥ n




ny · ne−ny dy, (4.124)













ne−ny dy we get
µn(U × Y|X × Vm) ≤ nmµN (0, 1n )(U) (4.126)




n logµn(U × Y|X × Vm) = −∞ < − 12 = − inf I(U). (4.127)
4.9.5 Remark (Quenched large deviations). Consider the situation as in Ex-
ample 4.9.4. For all n ∈ N we have the following. If ζn : Y×B(X )→ [0, 1] is a product
regular conditional probability under µn with respect to π, then ζn(y, ·) = ηn(y, ·) for
[µn ◦ π−1]-almost all y (see Remark 4.3.5).
Whence, with νn as in Examples 4.9.3 (a) or (b), we have a quenched large de-
viation principle of the conditional probability with respect to the second coordinate
with rate function I; for every product regular conditional probability ζn under µn
with respect to π there exists a Z ⊂ Y with µn ◦ π−1(Z) = νn(Z) = 1 such that
(ζn(y, ·))n∈N satisfies the large deviation principle with rate function I for all y ∈ Z.
However, with ν0n as in Examples 4.9.3(b) instead of νn for such ζ one has ζn(0, ·) =
ηn(0, ·) as ν0n({0}) > 0. Thus in this case we do not have such a quenched large
deviation principle.
4.9.6 Example. With X = N, µ1n =
∑
k∈N 2
−kδk, µ2n = δn and I(x) = 0 for x ∈ N
as in Example 4.9.4, and Y,Wn, αn, νn and L as in Examples 4.9.3(a) or (b), the
conditions of Theorem 4.9.2 are satisfied. In this case (ηn(0, ·))n∈N does not satisfy a
large deviation principle.
4.9.7 Remark. (Exponential tightness of the regular conditional kernel).
Considering the situation as in Theorem 4.9.2, we would like to mention that if
(µ1n)n∈N is exponentially tight, then so is (µn)n∈N since µn(Kc1×Kc2) = µ1n(Kc1)νn(Kc2)
for large n and (compact) K1 ⊂ X ,K2 ⊂ Y. Similarly (ηn(y, ·))n∈N is exponentially
tight for all y > 0 since ηn(y,Kc) = µ1n(Kc) for large n and compact K ⊂ X . How-
ever, as is the case in Example 4.9.6, (ηn(yn, )̇)n∈N need not be exponentially tight
for all converging sequences (yn)n∈N (e.g., if (µ2n)n∈N is not exponentially tight, then
(ηn(0, ·))n∈N is neither).
4.9.8 Remark. Example 4.9.4 with νn (or ν0n) and αn as in Examples 4.9.3(b) fits
the assumptions made in Section 4 of La Cour and Schieve [22].8 In that paper it
8The logarithmic moment generating function (see Dembo and Zeitouni [24, Assumption 2.3.2])




y2, whence the Hessian of it equals the identity matrix and is therefore
invertible. In [22] is mentioned that one can not proceed the conditioning on all elements, but only
those that equal the derivative of y 7→ 1
2
y2 at a certain point are considered, of which 0 is an example.
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is claimed that the law of the first coordinate conditioned on the second coordinate
satisfies the large deviation principle with the rate function I. Their notion of con-
ditioning on y is “condition on an arbitrarily small neighbourhood around y”. This
approach needs to be justified. Our results are different, as by Example 4.9.4 the
conditioned kernel in 0, ηn(0, ·) does not satisfy the large deviation principle with the
rate function I (even in the sense of quenched large deviations as discussed in Remark
4.9.5).
Appendix
§4.A An elementary fact about limsup and liminf
4.A.1 Lemma. Let k ∈ N and ain ∈ [0,∞) for all n ∈ N and i ∈ {1, . . . , k}. If there





























































≤ 1n log(k maxi∈{1,...,k} a
i
n)





§4.B Sufficient bounds for large deviation bounds
Let X be a topological space. Let I : X → [0,∞] have compact sublevel sets. Let
(µn)n∈N be a sequence of probability measures on B(X ).




inf I(Fm) = inf I(F ). (4.132)
9Equation (4.129) can also be found in Dembo and Zeitouni [24, Theorem 1.2.15]
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Proof. Let c := supm∈N inf I(Fm). Note that c ≤ inf I(F ). If c =∞ there is nothing
to prove. Assume that c <∞. Let K be the compact set [I ≤ c]. Then Fm ∩K 6= ∅
for all m ∈ N, whence F ∩K 6= ∅ and thus inf I(F ) ≤ c.
4.B.2. For Lemma 4.B.1 the condition that I has compact sublevel sets is not re-
dundant. For example: Let I : N∪{0} → [0,∞] be given by I(0) = 1 and I(x) = 0 for
x ∈ N. Then for Fm = {0}∪{m,m+1, . . . } and F = {0} one has supm∈N inf I(Fm) = 0
and inf I(F ) = 1.
4.B.3 Lemma.




n logµn(G) ≥ − inf I(G). (4.133)
Then G =
⋃U satisfies (4.133) as well.10




n logµn(F ) ≤ − inf I(F ). (4.134)
Then F =
⋂














n logµn(G) ≥ sup
G∈U














n logµn(Fm) ≤ infm∈N(− inf I(Fm)). (4.136)
Now apply Lemma 4.B.1.
As a consequence of Lemma 4.B.3 we obtain the following.
4.B.4 Theorem. Suppose that G is a basis for the topology on X , such that (4.133)
holds for all G ∈ G and (4.134) holds for F = X \ G. Suppose that every open G
can be written as countable union of elements in G. Then (µn)n∈N satisfies the large
deviation principle with rate function I.
§4.C Proof of Theorem 4.9.2
Proof of Theorem 4.9.2. As X and Y are separable metric spaces, every open subset
of X × Y is a countable union of elements of the form A × B where A ⊂ X is open
and B ∈ H, where (with dY the metric on Y)
H = {B(y, δ) : δ > 0} ∪ {B(z, δ) : z 6= y, 0 < δ < dY(y, z)}. (4.137)
10This can also be found in O’Brien [14, Proposition 2.1].
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We use Theorem 4.B.4 to prove the large deviation bounds. Note first that (X ×Y) \
(A × B) = (X × (Y \ B)) ∪ ((X \ A) × Y), that min{inf I(X \ A), inf L(Y \ B)} =










n logµn(X × (Y \B)), lim sup
n→∞
1
n logµn((X \A)× Y)
}
.
Using this and Theorem 4.B.4 it is sufficient to show that for all open sets A ⊂ X












n logµn(A×B) ≥ − inf I(A)− inf L(B). (4.140)
Let A ⊂ X be open and B ∈ H.
• (4.138) follows from the fact that µn(X × (Y \B)) = νn(Y \B).
























n(X \A) ≤ − inf I(X \A), (4.141)
• (4.140) follows by separating two cases (as either y ∈ B or y /∈ B):































































Using that lim infn→∞ 1n log(
∫
W cn



















≥ − inf I(A). (4.144)
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Because inf L(B) ≥ 0, we conclude (4.140).
We leave it to the reader to check that ηn is the weakly continuous product regular
conditional probability under µn with respect to π.
§4.D Miscellaneous: Additional remarks
In Section 4.D.1 we comment on the conditions of Theorem 4.6.3 and show that
one cannot expect a straightforward reduction of these conditions to be feasible. In
Section 4.D.2 we comment on the difference between large deviations of sequences
and large deviations of nets of probability measures.
§4.D.1 Regarding the conditions of Theorem 4.6.3
4.D.1. We make an observation regarding condition (a2) of Theorem 4.6.3, which






n logµn(U × Y|X × V ) ≥ − inf I(U). (4.145)
This holds if and only if ∀U ∈ G, ∀ε > 0 ∃N ∀n ≥ N ∀V0 ∈ Vn ∃V ∈ Vn, V ⊂ V0:
1
n logµn(U × Y|X × V ) ≥ − inf I(U)− ε. (4.146)
Note that
1
n logµn(U × Y|X × V ) = 1n logµn(U × V )− 1n logµn(X × V ), (4.147)
inf I(U) = inf J(U × {y})− inf J(X × {y}). (4.148)
By the large deviation principle of (µn)n∈N and Lemma 4.5.3 we have ∀U ∈ G,
∀δ > 0, ∃N ∀n ≥ N ∀V0 ∈ Vn ∃V ∈ Vn, V ⊂ V0:
1
n logµn(X × V ) ≤ 1n logµn(X × V ) ≤ − inf J(X × {y}) + δ. (4.149)
With this the following would be sufficient to imply condition (a2) of Theorem 4.6.3:
∀U ∈ G, ∀ε > 0, ∃N ∀n ≥ N ∀V0 ∈ Vn ∃V ∈ Vn, V ⊂ V0:
1
n logµn(U × V ) ≥ − inf J(U × {y})− ε. (4.150)
We mention that we cannot expect this condition to hold in general. Indeed, if Y is
first countable, then we may assume that Vn is a countable set consisting of decreasing




m = {yn}, and therefore the above condition regarding (4.150)
implies that for all U ∈ G with inf J(U × {y}) < ∞ and for n large enough µn(U ×
{yn}) = limm→∞ µn(U × V nm) > 0.
The approach mentioned here has been used in Section 4.8 (see 4.8.4).
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§4.D.2 Large deviations over different parameters
In large deviation theory there exist basically two formulations of the large deviation
principle. One is in terms of sequences, as in the books by den Hollander [50] and by
Rassoul-Agha and Seppäläinen [75], the other is in terms of nets indexed by (0,∞),
as in the books by Dembo and Zeitouni [24] and by Deuschel and Stroock [26]. In
Theorem 4.D.2 we address the relation between these formulations.
Suppose that D ⊂ (0,∞) is such that 0 ∈ D. Let X be a topological space. Let
(µε)ε∈D be probability measures on B(X ).
4.D.2 Theorem. For A ∈ B(X )
lim inf
ε↓0
ε logµε(A) ≥ − inf I(A◦) (4.151)
if and only if for all sequences (εn)n∈N in D with εn → 0
lim inf
n→∞




ε logµε(A) ≤ − inf I(A) (4.153)
if and only if for all sequences (εn)n∈N in D with εn → 0
lim sup
n→∞
εn logµεn(A) ≤ − inf I(A). (4.154)
Proof. Elementary.
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5. Integrals for functions with values in a partially ordered vector space
CHAPTER 5
Integrals for functions with values in
a partially ordered vector space
This chapter is based on:
A. van Rooij and W. van Zuijlen. Integrals for functions with values in partially
ordered vector spaces. To appear in Positivity, preprint available at http://arxiv.
org/abs/1505.05997
Abstract
We consider integration of functions with values in a partially ordered vector space,
and two notions of extension of the space of integrable functions. Applying both
extensions to the space of real valued simple functions on a measure space leads to
the classical space of integrable functions.
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For functions with values in a Banach space there exist several notions of integration.
The best known are the Bochner and Pettis integrals (see [9] and [74]). These have
been thoroughly studied, yielding a substantial theory (see Chapter III in the book
by E. Hille and R.S. Phillips, [48]).
As far as we know, there is no notion of integration for functions with values in
a partially ordered vector space; not necessarily a σ-Dedekind complete Riesz space.
In this paper we present such a notion. The basic idea is the following. (Here, E is a
partially ordered vector space in which our integrals take their values.)
In the style of Daniell [23] and Bourbaki [12, Chapter 3,4], we do not start from a
measure space but from a set X, a collection Γ of functions X → E, and a functional
ϕ : Γ→ E, our “elementary integral”. We describe two procedures for extending ϕ to
a larger class of functions X → E. The first (see Section 5.3), the “vertical extension”,
is analogous to the usual construction of the Riemann integral, proceeding from the
space of simple functions. The second (see Section 5.4), the “lateral extension”, is
related to the improper Riemann integral.
In Section 5.5 we investigate what happens if one repeatedly applies those exten-
sion procedures, without considering the space E to be σ-Dedekind complete or even
Archimedean. However, under some mild conditions on E one can embed E into a
σ-Dedekind complete space. In Section 5.6 we discuss the extensions procedures in
the larger space. Section 5.7 and Section 5.8 treat the situation in which Γ consists of
the simple E-valued functions on a measure space. (In Section 5.7 we have E = R.)
In Section 5.9 we consider connections of our extensions with the Bochner and the
Pettis integrals for the case where E is a Banach lattice. In Section 5.10 we apply
our extensions to the Bochner integral. For more alternative approaches we refer to
the discussion in Section 5.11.
§5.2 Some Notation
N is {1, 2, 3, . . . }.
Let X be a set. We write P(X) for the set of subsets of X. For a subset A of X:
1A(x) =
{
1 if x ∈ A,
0 if x /∈ A.
As a shorthand notation we write 1 = 1X .
Let E be a vector space. We write x = (x1, x2, . . . ) for functions x : N → E (i.e.,
elements of EN) and we define
c00[E] = {x ∈ EN : ∃N ∀n ≥ N [xn = 0]}, c00 = c00[R]
We write c0 for the set of sequences in R that converge to 0, c for the set of convergent
sequences in R, `∞(X) for the set of bounded functions X → R, `∞ for `∞(N), and
`1 for the set of absolutely summable sequences in R. We write en for the element
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For a complete σ-finite measure space (X,A, µ) we write L1(µ) for the space of integ-
rable functions, L1(µ) = L1(µ)/N where N denotes the space of functions that are
zero µ-a.e. Moreover we write L∞(µ) for the space of equivalence classes of measurable
functions that are bounded almost everywhere.
For a subset Γ of a partially ordered vector space Ω, we write Γ+ = {f ∈ Γ : f ≥
0}. If Λ,Υ ⊂ Ω and f ≤ g for all f ∈ Λ and g ∈ Υ we write Λ ≤ Υ; if Λ = {f} we
write f ≤ Υ instead of {f} ≤ Υ etc. For a sequence (hn)n∈N in a partially ordered
vector space we write hn ↓ 0 if h1 ≥ h2 ≥ h3 ≥ · · · and infn∈N hn = 0.
§5.3 The vertical extension
Throughout this section, E and Ω are partially ordered vector spaces, Γ ⊂ Ω
is a linear subspace and ϕ : Γ → E is order preserving and linear. Addi-











and ϕv : Γv → E by
ϕv(f) = sup
σ∈Γ:σ≤f
ϕ(σ) (f ∈ Γv). (5.2)
Note: If f ∈ Ω and there exist subsets Λ,Υ ⊂ Γ with Λ ≤ f ≤ Υ such that supϕ(Λ) =
inf ϕ(Υ), then f ∈ Γv and ϕv(f) = inf ϕ(Υ).
5.3.2. The following observations are elementary.
(a) Γ ⊂ Γv and ϕv(τ) = ϕ(τ) for all τ ∈ Γ.
(b) Γv is a partially ordered vector space and ϕv is a linear order preserving map1.
(c) (Γv)v = Γv and (ϕv)v = ϕv.
(d) If Π is a subset of Γ, then Πv ⊂ Γv.
Of more importance to us than Γv and ϕv is the following variation in which we
consider only countable subsets of Γ.
5.3.3 Definition. Let ΓV be the set consisting of those f in Ω for which there exist
countable sets Λ,Υ ⊂ Γ with Λ ≤ f ≤ Υ such that
supϕ(Λ) = inf ϕ(Υ). (5.3)
From the remark following Definition 5.3.1 it follows that ΓV is a subset of Γv and
that (for f and Λ as above) ϕv(f) is equal to supϕ(Λ). We will write ϕV = ϕv|ΓV .
We call ΓV the vertical extension2 under ϕ of Γ and ϕV the vertical extension of ϕ.
1This follows from the following fact: Let A,B ⊂ E. If A and B have suprema (infima) in E,
then so does A+B and sup(A+B) = supA+ supB (inf(A+B) = inf A+ inf B).
2One could also define the vertical extension in case E, Ω, Γ ⊂ Ω are partially ordered sets (not
necessarily vector spaces) and ϕ : Γ→ E is an order preserving map.
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In what follows we will only consider ϕV and not ϕv. However, most of the theory
presented can be developed similarly for ϕv. (For comments see 5.11.2.)
5.3.4 Example. ΓV is the set of Riemann integrable functions on [0, 1] and ϕV
is the Riemann integral in case E = R, Ω = R[0,1] and Γ is the linear span of
{1I : I is an interval in [0, 1]} and ϕ is the Riemann integral on Γ.
5.3.5. In analogy with 5.3.2 we have the following.
(a) Γ ⊂ ΓV and ϕV (τ) = ϕ(τ) for all τ ∈ Γ.
(b) ΓV is a partially ordered vector space and ϕV is a linear order preserving map.
(c) (ΓV )V = ΓV and (ϕV )V = ϕV .
(d) If Π ⊂ Γ, then ΠV ⊂ ΓV .
5.3.6 Definition. Let D be a linear subspace of E. D is called mediated in E if the
following is true:
If A and B are countable subsets of D such that inf A−B = 0 in E, then
A has an infimum (and consequently B has a supremum and inf A = supB). (5.4)
D is mediated in E if and only if the following requirement (equivalent with order
completeness in the sense of [72], for D = E) is satisfied
If A and B are countable subsets of D such that inf A−B = 0 in E, then
there exists an h ∈ E with B ≤ h ≤ A. (5.5)
We say that E is mediated if E is mediated in itself.
Note: if D is mediated in E, then so is every linear subspace of D. Every σ-
Dedekind complete E is mediated, but so is R2, ordered lexicographically. Also, c00
and c0 are mediated in c, but c is not mediated.
With this the following lemma is a tautology.
5.3.7 Lemma. Suppose ϕ(Γ) is mediated in E. Let f ∈ Ω. Then f ∈ ΓV if and
only if there exist countable sets Λ,Υ ⊂ Γ with Λ ≤ f ≤ Υ such that
inf
τ∈Υ,σ∈Λ
ϕ(τ − σ) = 0. (5.6)
The next example shows that ΓV is not necessarily a Riesz space even if E and Γ
are. However, see Corollary 5.3.10.
5.3.8 Example. Consider E = c, Γ = c× c, Ω = `∞ × `∞. Let ϕ : Γ→ c be given
by ϕ(f, g) = f + g. For all f ∈ `∞ there are h1, h2, · · · ∈ c with hn ↓ f . It follows
that, ΓV = {(f, g) ∈ `∞× `∞ : f + g ∈ c}. Note that ΓV is not a Riesz space since for
every f ∈ `∞ with f ≥ 0 and f /∈ c we have (f,−f) ∈ ΓV but (f,−f)+ = (f, 0) /∈ ΓV .
5.3.9 Lemma. Suppose ϕ(Γ) is mediated in E. Let Θ : Ω → Ω be an order pre-
serving map with the properties:
• if σ, τ ∈ Γ and σ ≤ τ , then 0 ≤ Θ(τ)−Θ(σ) ≤ τ − σ;
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• Θ(Γ) ⊂ ΓV .
Then Θ(ΓV ) ⊂ ΓV .
Proof. Let f ∈ ΓV and let Λ,Υ ⊂ Γ be countable sets with Λ ≤ f ≤ Υ satisfying
(5.6). Then Θ(Λ) ≤ Θ(f) ≤ Θ(Υ) and
inf
τ∈Θ(Υ),σ∈Θ(Λ)








ϕ(τ − σ) = 0. (5.7)
5.3.10 Corollary. Suppose that ϕ(Γ) is mediated in E. Suppose Ω is a Riesz space
and Γ is a Riesz subspace of Ω. Then so is ΓV .
Proof. Apply Theorem 5.3.9 with Θ(ω) = ω+.
5.3.11. If Γ is a directed set, i.e., Γ = Γ+ − Γ+, then so is ΓV . Indeed, if f ∈ ΓV ,
then there exist σ, τ ∈ Γ+ such that f ≥ τ − σ and thus f = (f + σ)− σ ∈ Γ+V − Γ+V .
5.3.12. In the last part of this section we will consider a situation in which Ω has
some extra structure. But first we briefly consider the case where E is a Banach
lattice with σ-order continuous norm. As it turns out, such an E is mediated (see
Theorem 5.4.24), but is not necessarily σ-Dedekind complete (consider the Banach
lattice C(X) where X is the one-point compactification of an uncountable discrete
space). For such E we describe ΓV in terms of the norm.
5.3.13 Theorem. Let E be a Banach lattice with a σ-order continuous norm. Let
Ω be a Riesz space and Γ be a Riesz subspace of Ω. For f ∈ Ω we have: f ∈ ΓV if and
only if for every ε > 0 there exist σ, τ ∈ Γ with σ ≤ f ≤ τ and ‖ϕ(τ)− ϕ(σ)‖ < ε.
Proof. First, assume f ∈ ΓV . As Γ is a Riesz subspace of Ω there exist sequences
(σn)n∈N and (τn)n∈N in Γ such that σn ↑, τn ↓,





Then ϕ(τn − σn) ↓ 0 in E, so ‖ϕ(τn)− ϕ(σn)‖ ↓ 0 and we are done.
The converse: For each n ∈ N, choose σn, τn ∈ Γ for which
σn ≤ f ≤ τn, ‖ϕ(τn)− ϕ(σn)‖ ≤ n−1. (5.9)
Setting σ′n = σ1 ∨ · · · ∨ σn and τ ′n = τ1 ∧ · · · ∧ τn we have, for each n ∈ N
σ′n, τ
′
n ∈ Γ, σ′n ≤ f ≤ τ ′n. (5.10)
If n ≥ N , then 0 ≤ σ′n − σ′N ≤ f − σN ≤ τN − σN , whence ‖ϕ(σ′n) − ϕ(σ′N )‖ ≤
‖ϕ(τN ) − ϕ(σN )‖ ≤ N−1. Thus, the sequence (ϕ(σ′n))n∈N converges in the sense of
the norm. So does (ϕ(τ ′n))n∈N. Their limits are the same element a of E, and, since
σ′n ↑, τ ′m ↓, we see that a = supn∈N ϕ(σ′n) = infm∈N ϕ(τ ′m).
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5.3.14. In the rest of this section Ω is the collection FX of all maps of a
set X into a partially ordered vector space F .
5.3.15. A function g : X → R determines a multiplication operator f 7→ gf in Ω.
We investigate the collection of all functions g for which
f ∈ ΓV =⇒ gf ∈ ΓV , (5.11)
and, for given f , the behaviour of the map g 7→ ϕV (gf).
5.3.16. For an algebra of subsets of X, A ⊂ P(X) we write [A] for the Riesz space
of all A-step functions, i.e., functions of the form ∑ni=1 λi1Ai for n ∈ N, λi ∈ R,
Ai ∈ A for i ∈ {1, . . . , n}. Define the collection of functions [A]o by
[A]o ={f ∈ RX : there are (sn)n∈N in [A] and (jn)n∈N in [A]+ (5.12)
for which |f − sn| ≤ jn and jn ↓ 0 pointwise}.
(This [A]o is the vertical extension of [A] obtained by, in Definition 5.3.3, choosing
E = RX ,Ω = RX ,Γ = [A], ϕ(f) = f (f ∈ Γ).) Note that [A] and [A]o are
Riesz spaces, and uniform limits of elements of [A] are in [A]o. (Actually, [A]o is
uniformly complete.) Furthermore, [A]o contains every bounded function f with
{x ∈ X : f(x) ≤ s} ∈ A for all s ∈ R. In case A is a σ-algebra, [A]o is precisely the
collection of all bounded A-measurable functions.
5.3.17 Lemma. Let A ⊂ P(X) be an algebra of subsets of a set X. Suppose that
(gn)n∈N is a sequence in [A]o for which gn ↓ 0 pointwise. Then there exists a sequence
(jn)n∈N in [A] with jn ≥ gn and jn ↓ 0 pointwise.
Proof. For all n ∈ N there exists a sequence (snk)k∈N in [A] with snk ≥ gn for all
k ∈ N and snk ↓k gn pointwise. Since (gn)n∈N is a decreasing sequence, we have
smk ≥ gn for all m ≤ n and all k ∈ N. Hence jn := infm,k≤n smk is an element in [A]
with jn ≥ gn. Clearly jn ↓ and infn∈N jn = infn∈N infm,k≤n smk = infn∈N infk∈N snk =
infn∈N gn = 0.
The following lemma is a consequence of Lemma 5.3.9.
5.3.18 Lemma. Define the algebra
A = {A ⊂ X : f1A ∈ Γ for f ∈ Γ}. (5.13)
If ϕ(Γ) is mediated in E, then
f1A ∈ ΓV (f ∈ ΓV , A ∈ A). (5.14)
5.3.19 Definition. E is called Archimedean3 (see Peressini [73]) if for all a, b ∈ E
the following holds: if na ≤ b for all n ∈ N, then a ≤ 0.
3In some places, e.g., Birkhoff [8], the term ‘integrally closed’ is used.
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5.3.20 Definition. A sequence (an)n∈N in E is called order convergent to an ele-




5.3.21 Theorem. Let A be as in (5.13). Suppose that E is Archimedean, Γ is dir-
ected and ϕ(Γ) is mediated in E. Furthermore assume ϕ has the following continuity
property.
If A1, A2, . . . in A are such that A1 ⊃ A2 ⊃ · · · and
⋂
n∈NAn = ∅, (5.15)
then ϕ(f1An) ↓ 0 for all f ∈ Γ+.
(a) gf ∈ ΓV for all g ∈ [A]o and all f ∈ ΓV .
(b) Let g ∈ [A]o and let (gn)n∈N be a sequence in [A]o for which there is a sequence
(jn)n∈N in [A]o+ with −jn ≤ gn − g ≤ jn and jn ↓ 0 pointwise. Then
ϕV (gnf)
o−→ ϕV (gf) (f ∈ ΓV ). (5.16)
(Order convergence in the sense of E.)
Proof. We first prove the following:
(?) Let f ∈ Γ+V . Let (gn)n∈N be a sequence in [A]o for which gnf ∈ ΓV for all n ∈ N
and gn ↓ 0 pointwise. Then
ϕV (gnf) ↓ 0. (5.17)
Let σ ∈ Γ+, σ ≥ f . It follows from Lemma 5.3.17 that we may assume gn ∈ [A] for all
n ∈ N. For all n ∈ N we have 0 ≤ ϕV (gnf) ≤ ϕV (gnσ), so we are done if ϕV (gnσ) ↓ 0.
Let h ∈ E, h ≤ ϕV (gnσ) for all n ∈ N; we prove h ≤ 0.
Take ε > 0. For each n ∈ N, set An = {x ∈ X : gn(x) ≥ ε}. Then An ∈ A for n ∈ N
and A1 ⊃ A2 ⊃ · · · and
⋂
n∈NAn = ∅. Putting M = ‖g1‖∞ we see that
gn ≤ ε1X +M1An (n ∈ N), (5.18)
whence
h ≤ ϕV (gnσ) ≤ εϕ(σ) +Mϕ(1Anσ) (n ∈ N). (5.19)
By the continuity property of ϕ, h ≤ εϕ(σ). As this is true for each ε > 0 and E is
Archimedean, we obtain h ≤ 0.
(a) Since ΓV is directed (see 5.3.11) it is sufficient to consider f ∈ Γ+V . Let g ∈ [A]o.
There are sequences of step functions (hn)n∈N and (jn)n∈N for which hn ↑ g, jn ↓ g and
thus jn−hn ↓ 0. By Lemma 5.3.18 hnf, jnf ∈ ΓV for all n ∈ N. Then hnf ≤ gf ≤ jnf
for n ∈ N and infn∈N ϕV ((jn − hn)f) = 0 by (?). By Lemma 5.3.7 and 5.3.5(c) we
obtain that gf ∈ ΓV .
(b) It is sufficient to consider f ∈ Γ+V . By (a) we may also assume g = 0. But
then (b) follows from (?).
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5.3.22 Remark. Consider the situation in Theorem 5.3.21. Suppose B ⊂ A is a σ-
algebra. Then all bounded B-measurable functions lie in [A]o. If (gn)n∈N is a bounded
sequence of bounded B-measurable functions that converges pointwise to a function
g, then the condition of Theorem 5.3.21(b) is satisfied.
5.3.23 Remark. In the next section we will consider a situation similar to the one
of Theorem 5.3.21, in which A is replaced by a subset I that is closed under taking
finite intersections. We will also adapt the continuity property on ϕ (see 5.4.3).
§5.4 The lateral extension
The construction described in Definition 5.3.3 is reminiscent of the Riemann integral
and, indeed, the Riemann integral is a special case (see Example 5.3.4).
In the present section we consider a type of extension, analogous to the improper







approximating the domain, not the values of f .






where 0 = a1 < a2 < · · · and an →∞. Here the domain is split up into manageable
pieces.
Splitting up the domain is the basic idea we develop in this section. (This may
explain our use of the terms “vertical” and “lateral”.)
Throughout this section, X is a set, E and F are partially ordered
vector spaces, Γ is a directed4 linear subspace of FX, and ϕ is a linear





Furthermore, I is a collection of subsets of X, closed under taking
finite intersections. See Definition 5.4.1 and Definition 5.4.2 for two more
assumptions.
4For the construction of the lateral extension, one does not need to assume that Γ is directed.
However, as one can see later on in the construction, the only part of Γ that matters for the extension
is Γ+ − Γ+.
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As a shorthand notation, if (an)n∈N is a sequence in E+ and {
∑N
n=1 an : N ∈ N}




5.4.1 Definition. A disjoint sequence (An)n∈N of elements in I whose union is X
is called a partition. If (An)n∈N and (Bn)n∈N are partitions and for all n ∈ N there
exists an m ∈ N for which Bn ⊂ Am, then (Bn)n∈N is called a refinement of (An)n∈N.
Note that if (An)n∈N and (Bn)n∈N are partitions then there exists a refinement of both
(An)n∈N and (Bn)n∈N (e.g., a partition that consists of all sets of the form An ∩Bm
with n,m ∈ N).
We assume that there exists at least one partition.
5.4.2 Definition. We call a linear subspace ∆ of FX stable (under I) if
f1A ∈ ∆ (f ∈ ∆, A ∈ I). (5.23)
If ∆ is a stable space, then a linear and order preserving map ω : ∆ → E is said to




ω(f1An) (see(5.22)) (f ∈ ∆+). (5.24)
We assume Γ is stable and ϕ is laterally extendable.
5.4.3. In the situation of Theorem 5.3.21 we can choose I = A; then (5.15) is
precisely the lateral extendability of ϕ.
5.4.4 Example. For any partially ordered vector space F and a linear subspace
E ⊂ F , the following choices lead to a system fulfilling all of our assumptions: X = N,
I = P(N), Γ = c00[E] (see Section 5.2), ϕ(f) =
∑
n∈N f(n) for f ∈ Γ.
5.4.5 Definition. Let ∆ be a stable subspace of FX and let ω : ∆ → E be a
laterally extendable linear order preserving map. Let (An)n∈N be a partition, and
f : X → F . We call (An)n∈N a partition for f (occasionally ∆-partition for f) if
f1An ∈ ∆ (n ∈ N). (5.25)
A function f : X → F is said to be a partially in ∆ if there exists a partition for f .




A function f : X → F+ that is partially in ∆ is called laterally ω-integrable if there
exists a ω-partition for f .
5.4.6 Example. Consider the situation of Example 5.4.4. A function x : N → F
is partially in Γ if and only if xn ∈ E for every n ∈ N. If x ≥ 0, then x is laterally
integrable if xn ∈ E for every n ∈ N and
∑
n xn exists in E.
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5.4.7. Naturally, we wish to use (5.26) to define an integral for f . For that we have
to show the supremum to be independent of the choice of the partition (An)n∈N.
5.4.8 Lemma.
(a) Let f : X → F and let (An)n∈N be a partition for f . If (Bn)n∈N is a partition
that is a refinement of (An)n∈N, then (Bn)n∈N is a partition for f .











ϕ(f1Bm) : M ∈ N
}
(5.27)
have the same upper bounds in E.
Proof. We leave the proof of (a) to the reader. Let u be an upper bound for the
set {∑Nn=1 ϕ(f1An) : N ∈ N}; it suffices to prove that u is an upper bound for
{∑Mm=1 ϕ(f1Bm) : M ∈ N}. Take M ∈ N; we are done if u ≥
∑M
m=1 ϕ(f1Bm), i.e., if











ϕ(f1An) ≤ u. (5.28)
5.4.9 Theorem. Let f : X → F+ be laterally ϕ-integrable. Then every partition
for f is a ϕ-partition for f . There exists an a ∈ E+ such that for every partition





If f ∈ Γ+, then a = ϕ(f).
Proof. This is a consequence of Lemma 5.4.8(b).
5.4.10 Definition. For a laterally ϕ-integrable f : X → F+ we call the element
a ∈ E+ for which (5.29) holds its ϕL-integral and denote it by ϕL(f). For the
moment, denote by (Γ+)L the set of all laterally ϕ-integrable functions f : X → F+.
We proceed to extend ϕL to a linear function defined on the linear hull of (Γ+)L, see
Definition 5.4.14.
5.4.11. The assumptions that Γ is stable and ϕ is laterally extendable are crucial
for the fact that the ϕL-integral of a laterally ϕ-integrable function is independent of
the choice of a ϕ-partition (see Lemma 5.4.8(b)).
5.4.12. We will use the following rules for a partially ordered vector space E:
an ↑ a, bn ↑ b =⇒ an + bn ↑ a+ b (an, bn, a, b ∈ E), (5.30)
an ↑, bn ↑ b, an + bn ↑ a+ b =⇒ an ↑ a (an, bn, a, b ∈ E). (5.31)
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5.4.13. (Extending ϕL) Define ΓL = {f1 − f2 : f1, f2 ∈ (Γ+)L}.
Step 1. Let f, g ∈ (Γ+)L. There exists an (An)n∈N that is a ϕ-partition for f and for
g. By defining aN =
∑N
n=1 ϕ(f1An) and bN =
∑N
n=1 ϕ(g1An) for N ∈ N, by (5.30)
we obtain f + g ∈ (Γ+)L with ϕL(f + g) = ϕL(f) + ϕL(g).
Consequently, ΓL is a vector space, containing (Γ+)L.
Step 2. If g1, g2, h1, h2 ∈ (Γ+)L and g1− g2 = h1−h2, then g1 +h2 = g2 +h1 so that,
by the above, ϕL(g1)− ϕL(h1) = ϕL(g2)− ϕL(h2).
Hence, ϕL extends to a linear function ΓL → E (also denoted by ϕL).
Step 3. Let f, g ∈ (Γ+)L and f ≤ g. By defining aN and bN as in step 1 and
cN = bN − aN , by (5.31) we infer that g − f ∈ (Γ+)L.
Thus, if f ∈ ΓL and f ≥ 0, then f ∈ (Γ+)L. Briefly: (Γ+)L is Γ+L , the positive
part of ΓL.
5.4.14 Definition. A function f : X → F is called laterally ϕ-integrable if f ∈ ΓL
(see 5.4.13), i.e., if there exist f1, f2 ∈ (Γ+)L for which f = f1 − f2. The ϕL-integral
of such a function is defined by ϕL(f) = ϕL(f1)− ϕL(f2).
ϕL is a function ΓL → E and is called the lateral extension of ϕ. The set of laterally
ϕ-integrable functions, ΓL, is called the lateral extension of Γ under ϕ.
Note that, thanks to Step 3 of 5.4.13, this definition of “laterally ϕ-integrable” does
not conflict with the one given in Definition 5.4.10.
5.4.15. Like for the vertical extension, we have the following elementary observa-
tions:
(a) Γ ⊂ ΓL5 and ϕL(τ) = ϕ(τ) for all τ ∈ Γ.
(b) ΓL is a directed partially ordered vector space and ϕL is a linear order pre-
serving function on ΓL.
(c) If Π is a directed linear subspace of FX and Π ⊂ Γ, then ΠL ⊂ ΓL.
((ΓL)L is not so easy. See Theorem 5.4.18 and Example 5.4.19.)
In case E is a Banach lattice with σ-order continuous norm, for Γ+L we have an
analogue of Theorem 5.3.13.
5.4.16 Lemma. Suppose E is a Banach lattice with σ-order continuous norm. Let
f : X → F+. Then f lies in Γ+L if and only if there exists a Γ-partition (An)n∈N for
f such that the sequence (ϕ(f1An))n∈N has a sum in the sense of the norm, in which
case ϕL(f) is this sum.
Proof. The “only if” part follows by definition of ΓL and the σ-order continuity of the
norm. For the “if” part; this follows from the fact that if an ↑ and ‖an − a‖ → 0 for
a, a1, a2, · · · ∈ E, then an ↑ a.
We will now investigate conditions under which ϕL and ϕV themselves are laterally
extendable. (For that, their domains have to be able to play the role of Γ, so they
have to be stable.) First a useful lemma:
5Note that for this inclusion it is necessary that Γ be directed.
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5.4.17 Lemma. Let f ∈ ΓL. Then there exists a partition (An)n∈N for f such that
every refinement (Bm)m∈N of it (is a partition for f and) has this property:
h ∈ E, h ≥
M∑
m=1
ϕ(f1Bm) for all M ∈ N =⇒ h ≥ ϕL(f). (5.32)
Proof. Write f = f1 − f2 with f1, f2 ∈ Γ+L . Let (An)n∈N be a partition for f1 and f2,
and let (Bm)m∈N be a refinement of (An)n∈N. Note that (Bm)m∈N is a partition for
f1 and f2. Let h be an upper bound for {
∑M















Taking the supremum over M yields h+ ϕL(f2) ≥ ϕL(f1), i.e., h ≥ ϕL(f).
5.4.18 Theorem.





for every f ∈ Γ+L and every ϕL-partition (An)n∈N for f . Therefore (ΓL)L = ΓL
and (ϕL)L = ϕL.
(b) Suppose ΓV is stable. Then ϕV is laterally extendable. (For (ΓV )L see Section
5.5.)
Proof. (a) Let f ∈ Γ+L and let (Bn)n∈N be a ϕL-partition for f . Let (An)n∈N be the
partition for f as in Lemma 5.4.17. Then form a common refinement of (Bn)n∈N and
(An)n∈N and apply Lemma 5.4.17.
(b) Let f ∈ Γ+V and let (An)n∈N be a partition. Let h ∈ E, h ≥
∑N
n=1 ϕV (f1An)
for every N ∈ N. We wish to prove h ≥ ϕV (f), which will be the case if h ≥ ϕ(σ) for
every σ ∈ Γ with σ ≤ f . For that apply Lemma 5.4.17 to σ.
The following shows that ΓL may not be stable, in which case there is no (ΓL)L.
(However, see Theorem 5.4.25(a).)
5.4.19 Example. Consider the situation in Example 5.4.4 and assume there is an
a : N → E+ such that ∑n an exists in F and
∑
n a2n does not (e.g. E = F = c
and an = en = 1{n}). By Example 5.4.6 a lies in ΓL but b = (0, a2, 0, a4, . . . ) does
not; but b = a1{2,4,6,... } and {2, 4, 6, . . . } ∈ I. (Actually, the existence of such an
a : N → E+ is equivalent to E not being “splitting” in F ; see Definition 5.4.21 and
(5.36).)
5.4.20 Remark. ΓV may not be stable either. With E = c, F = `∞, X = {1, 2},
Γ = c × c and ϕ(f, g) = f + g (as in Example 5.3.8), the space ΓV is not stable for
I = P(X).
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5.4.21 Definition. Let D be a linear subspace of E. D is called splitting in E if
the following is true:
If (an)n∈N and (bn)n∈N are sequences in D with 0 ≤ an ≤ bn for n ∈ N
and
∑
n bn exists in E, then so does
∑
n an. (5.35)
It is not difficult to see that D is splitting in E if and only if
If (an)n∈N is a sequence in D+ and
∑
n an exists in E,
then so does
∑
n 1A(n)an for all A ⊂ N. (5.36)
If D is splitting in E, then so is every linear subspace of D. If E is σ-Dedekind
complete, then E is also splitting. More generally, D is splitting in E if every bounded
increasing sequence in D has a supremum in E. Also, R2 with the lexicographical
ordering is splitting.
In Theorem 5.4.25 we will see what is the use of this concept. First, we have a
look at the connection between “splitting” and “mediated”.
5.4.22 Lemma. Suppose D is a linear subspace of E. Consider the condition:
For all sequences (an)n∈N, (bn)n∈N in D:
an ↓, bn ↑, inf
n∈N





(The infima and suprema in (5.37) are to be taken in E.) If D is either splitting
or mediated in E, then (5.37) holds. Conversely, (5.37) implies that D is splitting if
D = E, whereas (5.37) implies that D is mediated in E if E is a Riesz space and D
is a Riesz subspace of E.
Proof. It will be clear that mediatedness implies (5.37) and vice versa if E is a Riesz
space and D a Riesz subspace of E.
IfD is splitting in E and an ↓, bn ↑ and inf an−bn = 0, then
∑
n bn+1−bn+an−an+1 =
a1 − b1. Hence (5.37) holds.
Suppose D = E and (5.37) holds. Let (an)n∈N and (bn)n∈N be sequences in D with
0 ≤ an ≤ bn for n ∈ N such that
∑
n bn exists. Let z =
∑





i=1 bi − ai for n ∈ N. Then An ↑, Cn ↑ and z − Cn − An ↓ 0 (note that
z − Cn ∈ D). Hence supn∈NAn =
∑
n an exists.
5.4.23. (a) If E is a Riesz space, then every splitting Riesz subspace is mediated
in E.
(b) If E is mediated, then it is splitting. The converse is also true if E is a Riesz
space.
(c) c00 is mediated in c, not splitting in c (with D = E = c also (5.37) is not
satisfied).
(d) If D is the space of all polynomial functions on [0, 1] with degree at most 2 and
E = C[0, 1], then D is splitting in E, but not mediated in E. (Actually, D is
splitting, but not mediated.)
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D is splitting (and satisfies (5.37) with E = D): If un ∈ E+, un ↑ and un ≤ 1,
then |un(x) − un(y)| ≤ 4|x − y| as can be concluded from the postscript in
Example 5.5.15. Therefore the pointwise supremum is continuous. It is even
in D since un(x) = anx2 + bnx + cn, where an, bn, cn are linear combinations
of un(0), un( 12 ), un(1) (see also the postscript in Example 5.5.15).
D is not mediated: For example one can find countable A,B ⊂ E for which
1[ 12 ,1]
is pointwise the infimum of A and 1( 12 ,1] is pointwise the supremum of
B, then inf A−B = 0, but there is no h ∈ E with B ≤ h ≤ A.
5.4.24 Theorem. Let E be a Banach lattice with σ-order continuous norm. Then
E is both mediated and splitting.
Proof. Suppose an, bn ∈ E with 0 ≤ an ≤ bn for n ∈ N. Suppose that {
∑N
n=1 bn : N ∈
N} has a supremum s in E. We prove that {∑Nn=1 an : N ∈ N} has a supremum in
E. Since the norm is σ-order continuous, we have ‖s−∑Nn=1 bn‖ → 0. In particular
we get that for all ε > 0 there exists an N ∈ N such that for all n,m ≥ N with
m > n we have ‖∑mi=n bi‖ < ε and thus ‖
∑m
i=n ai‖ < ε. From this we infer that
(
∑N
n=1 an)N∈N converges in norm. Therefore it has a supremum in E. Thus E is
splitting. By Lemma 5.4.22 E is mediated.
5.4.25 Theorem.
(a) ϕ(Γ) splitting in E =⇒ ΓL is stable and ϕL is laterally extendable.
(b) ϕ(Γ) mediated in E =⇒ ΓV is stable and ϕV is laterally extendable.
(c) ϕ(Γ) splitting in E and ϕL(ΓL) mediated in E =⇒ (ΓL)V is stable and (ϕL)V
is laterally extendable.
Proof. (a) Let f ∈ ΓL, B ∈ I; we prove f1B ∈ ΓL. (This is sufficient by Theorem
5.4.18(a).) Without loss of generality, assume f ≥ 0. Choose a ϕ-partition (An)n∈N
for f . Now apply (5.35) to
an := ϕ(f1An∩B), bn := ϕ(f1An) (n ∈ N). (5.38)
(b) follows from Lemma 5.3.18 and Theorem 5.4.18(b).
(c) By (a) ΓL is stable and ϕL is laterally extendable. Hence we can apply (b) to ΓL
and ϕL (instead of Γ and ϕ) and obtain (c).
5.4.26. To some extent, the assumption of Theorem 5.4.25(a) is minimal.
Indeed, in the situation of Example 5.4.4, we see that ΓL is stable if and only if E
(which is ϕ(Γ)) is splitting in F (see (5.36)).
In Theorem 5.4.25(c) we assumed that ϕL(ΓL) (and thus also ϕ(Γ)) was mediated
in E. It may happen that ϕ(Γ) is mediated in E, but ϕL(ΓL) is not, as Example 5.4.27
illustrates. However, splitting is preserved under the lateral extension and mediation
is preserved under the vertical extension, see Theorem 5.4.28.
5.4.27 Example. Let X = N, I = P(N), E = F = c. Let Γ = c00[c00] (see Section
5.2) and ϕ : Γ → E be given by ϕ(f) = ∑n∈N f(n). Then ϕ(Γ) = c00, which is
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mediated in c. A function f : N → c is partially in Γ if and only if f(N) ⊂ c00. For
x ∈ c+ the function given by f(n) = x(n)1{n} for n ∈ N lies in ΓL, and ϕL(f) = x.
It follows that ϕL(ΓL) is c, which is not mediated in c.
5.4.28 Theorem.
(a) If ϕ(Γ) is splitting in E, then so is ϕL(ΓL).
(b) If ϕ(Γ) is mediated in E, then so is ϕV (ΓV ).
Proof. (a) Suppose an ∈ ϕL(ΓL)+ for n ∈ N and
∑
n an exists. Let A ⊂ N. For all











n 1A(n)an exists in E.
(b) Suppose A,B ⊂ ϕV (ΓV ) are countable sets with inf A − B = 0. For all
a ∈ A and b ∈ B there exist countable sets Υa,Λb ⊂ Γ with a = inf ϕ(Υa), b =









b∈B Λb) = supB.
5.4.29. For a Riesz space F we will now investigate under which conditions the space
ΓL is a Riesz subspace of FX . The next example shows that even if E is a Riesz space
and Γ is a Riesz subspace of FX , ΓL may not be one. However, see Theorem 5.4.32.
5.4.30 Example. Let a, b be as in Example 5.4.19; this time put d = (0, a1 +
a2, 0, a3 + a4, . . . ). Then a, d ∈ ΓL but a ∧ d = b /∈ ΓL.
Hence, in Example 5.4.4, if F is a Riesz space and E is not splitting in F , then
ΓL is not a Riesz subspace of FX . As we will see in Theorem 5.4.32, considering the
situation of Example 5.4.4: ΓL is a Riesz subspace of FX if and only if E is splitting
in F .
5.4.31 Lemma. Let f : X → F be partially in Γ.
(a) If f is in ΓLV , then f ∈ ΓL.
(b) Suppose ϕ(Γ) is splitting in E. If g ≤ f ≤ h for certain g, h ∈ ΓL, then f ∈ ΓL.
Proof. (a) By the definition of ΓLV there exists a ρ ∈ ΓL with ρ ≤ f . Then f − ρ is
partially in Γ, f − ρ ∈ ΓLV , and we are done if f − ρ ∈ ΓL. Hence we may assume
f ≥ 0.
Let (An)n∈N be a partition for f ; we prove
∑
n ϕ(f1An) = ϕLV (f). It will be clear
that
∑N
n=1 ϕ(f1An) ≤ ϕLV (f) for N ∈ N. For the reverse inequality let h ∈ E be
an upper bound for {∑Nn=1 ϕ(f1An) : N ∈ N}. It suffices to show that h must be an
upper bound for {ϕL(σ) : σ ∈ ΓL, σ ≤ f}.
Take a σ ∈ ΓL with σ ≤ f . If (Bn)n∈N is any refinement of (An)n∈N that is a ϕ-
partition for σ, then for all M ∈ N there exists an N ∈ N with B1 ∪ · · · ∪ BM ⊂







follows from Lemma 5.4.17, applied to σ, that the partition (Bm)m∈N can be chosen
so that this implies h ≥ ϕL(σ).
(b) As h − g ∈ ΓL and 0 ≤ f − g ≤ h − g, we may (and do) assume g = 0. Let
(An)n∈N be a partition for f that is also a ϕ-partition for h. Now just apply (5.35) to
an := ϕ(f1An), bn := ϕ(h1An) (n ∈ N). (5.39)
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As a consequence of Lemma 5.4.31:
5.4.32 Theorem. Let F be a Riesz space and Γ be a Riesz subspace of FX . The
functions X → F that are partially in Γ form a Riesz space, Ξ. If ϕ(Γ) is splitting in
E, then ΓL is a Riesz ideal in Ξ, in particular, ΓL is a Riesz space.
In the classical integration theory and the Bochner integration theory one starts
with considering a measure space (X,A, µ) and simple functions on X with values
in R or in a Banach space. One defines an integral on these simple functions using
the measure and extends this integral to a larger class of integrable functions. In
5.4.33 we will follow a similar procedure, replacing R or the Banach space with E and
applying the lateral extension. In Section 5.8 we will treat such extensions in more
detail.
5.4.33. Suppose (X,A, µ) is a σ-finite complete measure space and suppose E is
directed. Let F = E. For I we choose {A ∈ A : µ(A) < ∞}. The σ-finiteness of µ
guarantees the existence of a partition (and vice versa).
We say that a function f : X → E is simple if there exist N ∈ N, a1, . . . , aN ∈ E,





The simple functions form a stable directed linear subspace S of EX , which is a Riesz
subspace of EX in case E is a Riesz space.
For a given f in S one can choose a representation (5.40) in which the sets
A1, . . . , AN are pairwise disjoint; thanks to the σ-finiteness of µ one can choose them
in such a way that they occur in a partition (An)n∈N.





where f,N,An, an are as in (5.40). The σ-additivity of µ is (necessary and) sufficient
to show that S is laterally extendable.
A function f : X → E is partially in S if and only if there exist a partition (An)n∈N





An f as in (5.42) with f ≥ 0 that is partially in S is an element of SL if and only if∑
n µ(An)an exists in E. (See Theorem 5.4.9.)
§5.5 Combining vertical and lateral extensions
In this section E,F,X, I,Γ, ϕ are as in Section 5.4.
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As we have seen, the lateral extension differs from the vertical extension in the
sense that the vertical extensions of Γ and ϕ can always be made, but for lateral
extension we had to assume the space Γ to be stable and ϕ to be laterally extendable
(see 5.4.11). In this section we investigate when one can make a lateral extension of
another (say vertical) extension. Furthermore we will compare different extensions
and combinations of extensions.
Instead of (ΓL)V and ((ΓL)V )L we write ΓLV and ΓLV L; similarly ϕLV = (ϕL)V
etc.
5.5.1. By Theorem 5.4.18 the following holds for a stable directed linear subspace
∆ of FX and a laterally extendable order preserving linear map ω : ∆→ E: If ∆L is
stable, then ωL is laterally extendable (and so ∆LL exists). If ∆V is stable, then ωV
is laterally extendable (and so ∆V L exists). We will use these facts without explicit
mention.
5.5.2. The following statements follow from the definitions and theorems we have:
(a) ΓV ⊂ ΓLV and ϕLV = ϕV on ΓV .
(b) ΓL ⊂ ΓLV and ϕLV = ϕL on ΓL.
(c) ϕV = ϕL on ΓL ∩ ΓV .
For (d), (e) and (f) let ΓV be stable.
(d) ΓLV ⊂ ΓV LV and ϕV LV = ϕLV on ΓLV .
(e) ΓV L ⊂ ΓV LV and ϕV LV = ϕV L on ΓV L.
(f) ϕLV = ϕV L on ΓLV ∩ ΓV L.
Observe that as a consequence of (a) and (b): If f ∈ ΓL and g ∈ ΓV and f ≤ g (or
f ≥ g), then ϕL(f) ≤ ϕV (g) (or ϕL(f) ≥ ϕV (g)). Moreover, as a consequence of
(c) and (d); if ΓV is stable: If f ∈ ΓLV and g ∈ ΓV LV and f ≤ g (or f ≥ g), then
ϕLV (f) ≤ ϕV LV (g) (or ϕLV (f) ≥ ϕV LV (g)).
5.5.3. Note that if Γ is stable and ϕ is laterally extendable, then we can extend Γ
to ΓV ,ΓL and ΓLV . If, moreover, ΓV is stable, then we can also extend Γ to ΓV L
and ΓV LV . However, “more stability” will not give us larger extensions than ΓV LV .
Indeed, if ΓLV is stable then ΓLV ⊂ ΓLV L = ΓV L (see Theorem 5.5.8). If moreover
ΓV LV is stable, then even ΓV LV L = ΓV LV = ΓV L.
5.5.4 Lemma.
(a) If f ∈ Γ+LV , then there exists a countable Λ ⊂ Γ with Λ ≤ f and ϕLV (f) =
supϕ(Λ).
(b) If ΓV is stable and f ∈ Γ+V L, then there exists a countable Λ ⊂ Γ with Λ ≤ f
and ϕV L(f) = supϕ(Λ).
Proof. (a) There exist σ1, σ2, . . . in ΓL with σn ≤ f for all n ∈ N and supn∈N ϕL(σn) =
ϕLV (f). Hence, we are done if for every σ in ΓL with σ ≤ f there is a countable set
Λσ ⊂ {ρ ∈ Γ : ρ ≤ f} such that every upper bound for ϕ(Λσ) majorizes ϕL(σ). But
that is not hard to prove. For such a σ, by Lemma 5.4.17 there exists a partition
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(Bm)m∈N for which (5.32) holds. Now let Λσ be {
∑M
m=1 σ1Bm : M ∈ N}.
(b) Suppose ΓV is stable. Let (An)n∈N be a ϕV -partition for f . Then the set Λf =
{∑Nn=1 f1An : N ∈ N} is a countable subset of ΓV and supϕV (Λf ) = ϕV L(f).
Moreover, for every N ∈ N there is a countable set ΛN ⊂ {σ ∈ Γ : σ ≤
∑N
n=1 f1An}
for which supϕ(ΛN ) = ϕV (
∑N
n=1 f1An). Take Λ =
⋃
N∈N ΛN .
5.5.5 Theorem. For (b),(c),(d) and (e) let ΓV be stable and f be partially in ΓV .
(a) If f ∈ ΓLV , then
f ∈ ΓV ⇐⇒ there exist π, ρ ∈ Γ with π ≤ f ≤ ρ 6.
(b) If f ∈ ΓV L, then
f ∈ ΓV ⇐⇒ there exist π, ρ ∈ Γ with π ≤ f ≤ ρ 6.
(c) f ∈ ΓLV ⇐⇒ f ∈ ΓV L and there exist π, ρ ∈ ΓL with π ≤ f ≤ ρ.
(d) If ϕV (ΓV ) is splitting in E, then
f ∈ ΓV L ⇐⇒ there exist π, ρ ∈ ΓV L with π ≤ f ≤ ρ.
(e) If ϕV (ΓV ) is splitting in E, then
f ∈ ΓV L ∩ ΓLV ⇐⇒ there exist π, ρ ∈ ΓL with π ≤ f ≤ ρ.
Proof. The proofs of (a) and (b) are similar to the proof of (c) and therefore omitted.
(c) ⇐: By Lemma 5.5.4 (b) there exist countable sets Λ,Υ ⊂ Γ with Λ ≤ f − π
and Υ ≤ ρ − f for which supϕ(Λ) = ϕV L(f − π) and supϕ(Υ) = ϕV L(ρ − f).
Then Λ + π and ρ − Υ are countable subsets of ΓL with Λ + π ≤ f ≤ ρ − Υ and
supϕL(Λ + π) = ϕV L(f) = inf ϕL(ρ−Υ). Hence f ∈ ΓLV .
⇒: Let f ∈ ΓLV and be partially in ΓV . There exists a π ∈ ΓL for which
f − π ∈ Γ+LV , hence we may assume f ≥ 0. Let (An)n∈N be a ΓV -partition for
f , i.e., f1An ∈ ΓV and thus ϕLV (f1An) = ϕV (f1An) for all n ∈ N (see 5.5.2(a)).
Then ϕLV (f) ≥
∑N
n=1 ϕV (f1An) for all N ∈ N. Let h ∈ E be such that h ≥∑N
n=1 ϕV (f1An) for all N ∈ N. From Lemma 5.4.17 we infer that h ≥ ϕL(σ) for
every σ ∈ ΓL with σ ≤ f . We conclude that
∑
n ϕV (f1An) = ϕLV (f), i.e., f ∈ ΓV L.
(d) ⇐: We may assume π = 0. Let (An)n∈N be a ϕV -partition for ρ with f1An ∈
ΓV for all n ∈ N. Then 0 ≤ ϕV (f1An) ≤ ϕV (ρ1An) for all n ∈ N and
∑
n ϕV (ρ1An)
exists in E. Hence, so does
∑
n ϕV (f1An), i.e., f ∈ ΓV L.
(e) is a consequence of (c) and (d).
In the following example all functions in ΓLV are partially in ΓV .
5.5.6 Example. Consider X = N, I = P(N), E = F ; let D be a linear subspace
of E and let DV be the vertical extension of D with respect to the inclusion map
D → E. Let Γ = c00[D] and ϕ : Γ→ E be ϕ(f) =
∑
n∈N f(n). Then ΓV = c00[DV ].
6By the definition of ideal in [11] or [40] (note that ΓV is directed) this means that ΓV is the
smallest ideal in ΓLV (and for (b); in ΓV L) that contains Γ.
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Let f ∈ ΓLV . We will show that f(k) ∈ DV and thus that f is partially in ΓV .
Let σn, τn ∈ ΓL be such that σn ≤ f ≤ τn and infn∈N ϕ(τn) = supn∈N ϕ(σn). Then
infn∈N(τn(k)− σn(k)) ≤ infn∈N ϕ(τn − σn) = 0. Since σn(k), τn(k) ∈ D for all n ∈ N,
we have f(k) ∈ DV .
Thus every f ∈ ΓLV is partially in ΓV . Since ΓV is stable, by Theorem 5.5.5(c) we
conclude that ΓLV ⊂ ΓV L.
5.5.7 Lemma. Suppose that ΓLV is stable. Then every f ∈ ΓLV is partially in ΓV .
Proof. Let f ∈ ΓLV and let π, ρ ∈ ΓL be such that π ≤ f ≤ ρ. Let (An)n∈N be a
ϕ-partition for both π and ρ. Then f1An ∈ ΓLV and π1An ≤ f1An ≤ ρ1An for all
n ∈ N. By Theorem 5.5.5(a) we conclude that f1An ∈ ΓV .
5.5.8 Theorem. Suppose that ΓV and ΓLV are stable. Then ΓLV ⊂ ΓV L = ΓLV L.
Write Γ = ΓV L and ϕ = ϕV L. If Γ is stable, then ΓL = Γ and ϕL = ϕ. If ΓV is
stable, then ΓV = Γ and ϕV = ϕ.
In particular, if ϕL(ΓL) is mediated in E and ϕV (ΓV ) is splitting in E, then ΓV ,
ΓLV and ΓV L are stable (see Theorem 5.4.25) and thus ΓLV ⊂ Γ, Γ = ΓV = ΓL,
ϕ = ϕV = ϕL, so Γ = Γ (and ϕ = ϕ).
Proof. The inclusion ΓLV ⊂ ΓV L follows by Theorem 5.5.5(c) and Lemma 5.5.7.
We prove ΓLV L ⊂ ΓV L. For f ∈ Γ+LV L there is a ϕLV -partition for f and since
ΓLV ⊂ ΓV L this is also a ϕV L-partition for f , hence there exists a ϕV -partition for
f , i.e., f ∈ ΓV L.
Suppose Γ is stable. Then ΓL = (ΓV L)L = ΓV L = Γ and ϕL = ϕ by Theorem
5.4.18(a).
Suppose ΓV to be stable. As ΓV is stable we can apply the first part of the theorem
to ΓV instead of Γ. Indeed, (ΓV )V and (ΓV )LV are stable, since (ΓV )V = ΓV and
(ΓV )LV = ΓV . Hence, (ΓV )LV ⊂ (ΓV )V L = ΓV L, i.e., ΓV ⊂ Γ (and ϕV = ϕ).
Suppose ϕL(ΓL) is mediated in E and ϕV (ΓV ) is splitting in E. Then ΓL, ΓV and
ΓLV are stable by Theorem 5.4.25(a),(b) and (c). Consequently, again by Theorem
5.4.25(b) ΓV L is stable.
5.5.9 Corollary. Suppose E is mediated (and thus splitting), Γ = ΓV L. Then Γ =
ΓV = ΓL, so Γ = Γ (and ϕ = ϕ).
At the end of Section 5.5 we will show that sometimes ΓV L ( ΓLV (Example
5.5.14) and sometimes ΓLV ( ΓV L (Example 5.5.15). Note that this implies that
ΓV LV can be strictly larger then either ΓV L or ΓLV .
Theorem 5.5.8 raises the question whether stability of ΓV entails ΓV L ⊂ ΓLV .
In general the answer is negative; see Example 5.5.15. In Theorem 5.5.10 we give
conditions sufficient for the inclusion.
5.5.10 Theorem. Suppose ΓV is stable. Consider these two statements.
(a) For every f ∈ Γ+V L there is a ρ in Γ+L with f ≤ ρ.
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If Y1, Y2, · · · ⊂ E are nonempty countable with inf Yn = 0 for all n ∈ N,
then there exist y1 ∈ Y1, y2 ∈ Y2, . . . such that
∑
n
yn exists in E. (5.43)
If (a) is satisfied, then ΓV L ⊂ ΓLV . (b) implies (a).
Proof. If (a) is satisfied, then by Theorem 5.5.5(c) follows that ΓV L ⊂ ΓLV .
Suppose (b). Let f ∈ Γ+V L. Let (An)n∈N be a ϕV -partition for f . For n ∈ N, let
Υn ⊂ Γ be a countable set with f1An ≤ Υn and
ϕV (f1An) = inf ϕ(Υn). (5.44)
We may assume σ1An = σ for all σ ∈ Υn. Choose σn ∈ Υn for n ∈ N such that∑
n(ϕ(σn)−ϕV (f1An)) and thus
∑
n ϕ(σn) exist in E. Then ρ :=
∑
n∈N σn is in Γ
+
L
with f ≤ ρ.
5.5.11. We will discuss examples of spaces E for which (5.43) holds.
(I) If E is a Banach lattice with σ-order continuous norm, then E satisfies (5.43) (one
can find yn ∈ Yn with ‖yn‖ ≤ 2−n).
(II) Let (X,A, µ) be a complete σ-finite measure space and assume there exists a
g ∈ L1(µ) with g > 0 µ-a.e.. Then the space E of equivalence classes of measurable
functions X → R satisfies (5.43): It is sufficient to prove that if Z1, Z2, · · · ⊂ E are
nonempty countable with inf Zn = 0 for all n ∈ N, then there exists z1 ∈ Z1, z2 ∈
Z2, . . . and a z ∈ E such that zn ≤ z for all n ∈ N (for Zn take 2nYn). One can prove
that such a z exists by mapping the equivalence classes of measurable functions into
L1(µ) by the order isomorphism f 7→ (arctan ◦f)g.
(III) RN is a special case of (II), therefore satisfies (5.43).
5.5.12 Theorem. Let E be mediated and splitting and satisfy (5.43) (e.g. E be a
Banach lattice with σ-order continuous norm (Theorem 5.4.24), or E is the space
mentioned in 5.5.11(II)). Then ΓV is stable and ΓV L = ΓLV , ϕV L = ϕLV .
Proof. This is a consequence of Theorem 5.5.8 and Theorem 5.5.10.
For a Riesz space F and a Riesz subspace Γ of FX we will now investigate under
which conditions on ϕ(Γ), ϕL(ΓL) and ϕV (ΓV ) the spaces ΓLV and ΓV L are Riesz
subspaces of FX .
5.5.13 Theorem. Suppose F is a Riesz space and Γ is a Riesz subspace of FX . If
ϕ(Γ) is splitting in E and ϕL(ΓL) is mediated in E, then ΓLV is a Riesz subspace
of FX . If ϕ(Γ) is mediated in E and ϕV (ΓV ) is splitting in E, then ΓV L is a Riesz
subspace of FX .
In particular, if E is mediated (and thus splitting), then both ΓLV and ΓV L are Riesz
subspaces of FX .
Proof. Note first that if ϕ(Γ) is mediated in E, then ΓV is stable by Theorem 5.4.25(b).
For a proof, combine Theorem 5.4.32 and Corollary 5.3.10.
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The next example illustrates that ΓLV is not always included in ΓV L (given that
ΓV is stable) even if E and F are Riesz spaces and Γ,ΓLV ,ΓV L Riesz subspaces of
FX .
5.5.14 Example. [ΓV L ( ΓLV = ΓV LV ]
For an element b = (β1, β2, . . . ) of RN we write b =
∑
n∈N βnen.
Consider X = {0, 1, 2, . . . } and I = P(X). Let E = c, F = RN, Ω = FX . We view
the elements of Ω as sequences (a, b1, b2, . . . ) with a, b1, b2, · · · ∈ RN.
Define sets Γ ⊂ Θ ⊂ Ω and a map Φ : Θ→ RN by
Θ = {(a, β1e1, β2e2, . . . ) : a ∈ c, β1, β2, · · · ∈ R}, (5.45)
Φ(a, β1e1, β2e2, . . . ) = a+
∑
n∈N
βnen (a ∈ c, β1, β2, · · · ∈ R), (5.46)
Γ = {(a, β1e1, β2e2, . . . ) : a ∈ c, (β1, β2, . . . ) ∈ c00}. (5.47)
Then Φ(Γ) = c = E; let ϕ = Φ|Γ. From the definition it is easy to see that Γ is stable
and ϕ is laterally extendable. We leave it to the reader to verify that ΓV = Γ,
ΓL = {(a, β1e1, β2e2, . . . ) : a ∈ c, (β1, β2, . . . ) ∈ c} (5.48)
and ϕL = Φ on ΓL.
It follows that ΓV is stable and ΓV L = ΓL ⊂ ΓLV = ΓV LV . We prove ΓV L 6= ΓLV .
To this end, define h ∈ Ω by
{
h(n) = (−1)nen (n = 1, 2, . . . ),




As h(0) /∈ c we have h1{0} /∈ Γ; in particular, h is not partially in Γ, so h /∈ ΓL = ΓV L.
It remains to prove h ∈ ΓLV .









τk(n) = h(n) = (−1)nen (n = 1, . . . , k),










σk(n) = h(n) = (−1)nen (n = 1, . . . , k),
σk(n) = −en (n = k + 1, k + 2, . . . ).
(5.51)
Then τk, σk ∈ ΓL, τk ≥ h ≥ σk, ϕL(τk) = Φ(τk) = 2
∑
n>k en, ϕL(σk) = −2
∑
n>k en,
so infk∈N ϕL(τk) = supk∈N ϕL(σk) = 0, and h ∈ ΓLV .
The next example illustrates that ΓV L is not always included in ΓLV ; it provides
an example of an f ∈ Γ+V L for which there exist no ρ ∈ Γ+L with f ≤ ρ (see Theorem
5.5.5(c)).
5.5.15 Example. [ΓLV ( ΓV L]
Let E = C[0, 1] and let D ⊂ C[0, 1] be the set of polynomials of degree ≤ 2. The set
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D is order dense7 in C[0, 1] (see [42, Example 4.4]). Hence, for all f ∈ E there exist
(gn)n∈N, (hn)n∈N in D with f = infn∈N gn = supn∈N hn. Therefore E is the vertical
extension of D with respect to the inclusion map D → E.
Take X = N, I = P(N), F = E = C[0, 1],Γ = c00[D] ⊂ FN = EN and let
ϕ : Γ → E be given by ϕ(f) = ∑n∈N f(n). Since this situation is the same as in
Example 5.5.6 with DV = E, we have ΓV = c00[E] and ΓLV ⊂ ΓV L.
Furthermore (see 5.4.6)
Γ+L = {f ∈ (D+)N :
∑
n
f(n) exists in E}, (5.52)
Γ+V L = {f ∈ (E+)N :
∑
n
f(n) exists in E}. (5.53)
We construct an f ∈ Γ+V L that is not in ΓLV . For n ∈ N let fn be the ‘tent’ function
defined by
fn(0) = 0; fn(
1
n ) = 1; fn(
1
i ) = 0 if i ∈ N, i 6= n;
fn is affine on the interval [ 11+i ,
1
















Figure 5.1: Graph of fn.
Then
∑∞
n=1 fn = 1(0,1] pointwise, so
∑
n fn = 1 in C[0, 1]. Hence f = (f1, f2, f3, . . . )
∈ Γ+V L.
We will prove that f /∈ ΓLV ; by showing there exists no ρ ∈ ΓL for which f ≤ ρ.
Suppose ρ ∈ ΓL and f ≤ ρ. Then ρ = (ρ1, ρ2, . . . ) where ρ1, ρ2, . . . are elements of
D+ and j =
∑
n ρn exists in E = C[0, 1]. Let M be the largest value of j. Every ρn
is a quadratic function that maps [0, 1] into [0,M ]. Consequently (see the postscript)
|ρn(x)− ρn(y)| ≤ 4M |x− y| (x, y ∈ [0, 1], n ∈ N). (5.55)
In particular, ρn(0) ≥ ρn( 1n ) − 4M 1n ≥ fn( 1n ) − 4M 1n = 1 − 4M 1n ≥ 12 for n ≥ 8M .
As j(0) ≥∑n≥N ρn(0) for all N ∈ N, this is a contradiction.
Postscript. Let h : x 7→ ax2+bx+c be a quadratic function on [0, 1] and 0 ≤ h(x) ≤M
7A subspace D of a partially ordered vector space E is called order dense in E if x = sup{d ∈
D : d ≤ x} (and thus x = inf{d ∈ D : d ≥ x}) for all x ∈ E.
164






for all x; we prove |h′(x)| ≤ 4M for all x ∈ [0, 1]. Since the derivative is either
decreasing or increasing, we have |h′(x)| ≤ max{|h′(0)|, |h′(1)|}. Now h′(0) = b =
4h( 12 )−h(1)−3h(0) and h′(1) = 2a+b = 3h(1)+h(0)−4h( 12 ). Since |h(x)−h(y)| ≤M
for all x, y ∈ [0, 1], we get the bounds |h′(0)| ≤ 4M and |h′(1)| ≤ 4M as desired.
5.5.16. Observe that ΓV L in Example 5.5.15 is not stable since (f1, 0, f3, 0, . . . ) /∈
ΓV L.
§5.6 Embedding E in a (slightly) larger space
In this section E,F,X, I,Γ, ϕ are as in Section 5.4.
Suppose E• is another partially ordered vector space and E ⊂ E•. Consider
ϕ• : Γ→ E•, where ϕ•(f) = ϕ(f) for f ∈ Γ.
Write Γ•V for the vertical extension of Γ with respect to ϕ
•. If ϕ• is laterally
extendable, write Γ•L for the lateral extension of Γ with respect to ϕ
•, Γ•LV for the
vertical extension of Γ•L with respect to ϕ
•
L. Similarly, if Γ
•
V is stable, we introduce
the notations Γ•V L and Γ
•
V LV .
It is not generally the case that ΓV ⊂ Γ•V or ΓL ⊂ Γ•L, but a natural restriction
on E• helps; see Theorem 5.6.2.
For E• we can choose to be a Dedekind complete Riesz space in which countable
suprema of E are preserved, in case E is Archimedean and directed (see 5.6.3). In
this situation, in some sense, Γ•V L is the largest extension one can obtain.
5.6.1 Definition. Let D be a subspace of a partially ordered vector space P . Then
we say that countable suprema in D are preserved in P if the following implication
holds for all a ∈ D and all countable A ⊂ D
A has supremum a in D =⇒ A has supremum a in P. (5.56)
Note that the reverse implication holds always.
The following theorem is a natural consequence.
5.6.2 Theorem. Suppose that countable suprema in E are preserved in E•. Then
ϕ• is laterally extendable and
f ∈ ΓV ⇐⇒ f ∈ Γ•V and ϕ•V (f) ∈ E, (5.57)
f ∈ ΓL ⇐⇒ f ∈ Γ•L and ϕ•L(f) ∈ E, (5.58)
ϕ•V (f) = ϕV (f) for f ∈ ΓV , ϕ•L(f) = ϕL(f) for f ∈ ΓL, (5.59)
ΓLV ⊂ Γ•LV , ϕ•LV (f) = ϕLV (f) for f ∈ ΓLV . (5.60)
Suppose ΓV and Γ•V are stable. Then
ΓV L ⊂ Γ•V L, ϕ•V L(f) = ϕV L(f) for f ∈ ΓV L, (5.61)
ΓV LV ⊂ Γ•V LV , ϕ•V LV (f) = ϕV LV (f) for f ∈ ΓV LV . (5.62)
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5.6.3. Under the assumptions made in Section 5.4 Γ is directed, thus so are ΓL, ΓV
(see 5.3.11) and ΓLV (etc.). Hence ϕV (ΓV ), ϕL(ΓL), ϕLV (ΓLV ) (etc.) are all subsets
of E+ − E+. For this reason we may assume that E itself is directed.
Then under the (rather general) assumption that E is also Archimedean (see
Definition 5.3.19), E can be embedded in a Dedekind complete Riesz space such that
suprema and infima in E are preserved, as we state in Theorem 5.6.4.
Consequently, choosing such a Dedekind complete Riesz space for E• one has the






V LV are stable and Γ
•








and ϕ•L = ϕ
•
V = ϕ
•, where ϕ• := ϕ•V L (see 5.5.8). Moreover, one has (5.60) and if
ΓV is stable; (5.61) and (5.62). For this reason one may consider Γ
•
and ϕ• instead
of ΓLV and ϕLV , instead of Γ•LV and ϕ
•
LV or instead of ΓV LV and ϕV LV , indeed Γ
•
contains all of the other extensions and ϕ• agrees with all integrals.
5.6.4 Theorem. [73, Chapter 4, Theorem 1.19]
Let E be an Archimedean directed partially ordered vector space. Then E can be
embedded in a Dedekind complete Riesz space Ê:
There exists an injective linear γ : E → Ê for which
(a) a ≥ 0 ⇐⇒ γ(a) ≥ 0,
(b) γ(E) is order dense in Ê (for the definition of order dense see the seventh
footnote).
Consequently, suprema in γ(E) are preserved in Ê.
§5.7 Integration for functions with values in R
In this section (X,A, µ) is a complete σ-finite measure space and E = F = R.
We write S for the vector space of simple functions from X to R (see 5.4.33). Since
R is a Banach lattice with σ-order continuous norm, SV is stable and SLV = SV L,
ϕLV = ϕV L (by Theorem 5.5.12). We write S = SV L and ϕ = ϕV L.
5.7.1 Theorem. S = L1(µ) and ϕ(f) =
∫
f dµ for all f ∈ S.
Proof. We prove that S+V L ⊂ L1(µ)+ ⊂ S+LV and that ϕLV (f) =
∫
f dµ for all
f ∈ L+(µ).
SV consists of the bounded integrable functions f for which {x ∈ X : f(x) 6= 0}
has finite measure. By monotone convergence, we have f ∈ L1(µ) for every f ∈ S+V L.
Conversely, let f ∈ L1(µ)+; we prove f ∈ S+LV and ϕLV (f) =
∫
f dµ. Let
t ∈ (1,∞). For n ∈ Z, put An = {x ∈ X : tn ≤ f(x) < tn+1}. Then (An)n∈Z forms a














we have g ∈ SL and ϕL(g) ≤
∫
f dµ. Also, h = tg ∈ SL, and ϕL(h) − ϕL(g) =
(t− 1)ϕL(g) ≤ (t− 1)
∫











§5.8 Extensions of integrals on simple functions
In this section E is a directed partially ordered vector space, (X,A, µ) is a
complete σ-finite measure space and I, S, ϕ are as in 5.4.33 (F = E).
In 5.8.1–5.8.8 for f in SLV or SV L we discuss the relation between f being almost
everywhere equal to zero and f having integral zero (i.e., either ϕLV (f) = 0 or
ϕV L(f) = 0).
In 5.8.9 we show that under some conditions a function in SV multiplied with an
integrable function with values in R is a function in SLV .
In 5.8.11–5.8.13 we investigate the relation between the “LV ”-extension on simple
functions with respect to µ and ν, where ν = hµ for some measurable h : X → [0,∞).
In 5.8.14 we discuss the relation between the “LV ”-extension simple functions
with values in E or in another partially ordered vector space F , when one makes
the composition of a function in the extension with a σ-order continuous linear map
E → F .
In 5.8.15–5.8.17 we will prove that under certain conditions on X the function
x 7→ F (x, ·) is in SV for all F ∈ C(X×T ) and we relate that to convolution of certain
finite measures with continuous functions on a topological group.
5.8.1 Theorem. Let f : X → E and f = 0 a.e.. If f ∈ SLV , then ϕLV (f) = 0. If
SV is stable and f ∈ SV LV , then ϕV LV (f) = 0.
Proof. Let B = {x ∈ X : f(x) 6= 0}. Then B ∈ A and µ(B) = 0.
(I) Assume f ∈ SV . Choose σ, τ ∈ S with σ ≤ f ≤ τ . Then σ1B , τ1B ∈ S,
σ1B ≤ f ≤ τ1B , and ϕ(σ1B) = ϕ(τ1B) = 0. Hence ϕV (f) = 0.
(II) Suppose σ ∈ S+L and (An)n∈N is a ϕ-partition for σ. Then σ1An∩B ∈ S+ for all
n ∈ N and ∑n ϕ(σ1An∩B) = 0, i.e., σ1B ∈ S+L with ϕL(σ1B) = 0. In particular, if
f ∈ SL then ϕL(f) = 0.
(III) Assume f ∈ SLV . With (II) one can repeat the argument of (I) with S replaced
by SL and conclude ϕLV (f) = 0.
(IV) Suppose SV is stable and f ∈ SV LV . One can repeat the argument in (III) with
S replaced by SV and conclude ϕV LV (f) = 0.
5.8.2 Definition. A subset D ⊂ E is called order bounded if there are a, b ∈ E for
which a ≤ D ≤ b.
5.8.3 Theorem. Let f ∈ SLV or (assuming SV is stable) f ∈ SV LV . Then there
exists a partition (An)n∈N such that each set f(An) is order bounded.
Proof. There exists a partition (An)n∈N such that for all n ∈ N there exist hn, gn ∈ S
for which hn ≤ f1An ≤ gn. Choose an, bn ∈ E for which an ≤ hn(x) and gn(x) ≤ bn
for all x ∈ X. Then an ≤ f(x) ≤ bn for n ∈ N, x ∈ An.
5.8.4 Theorem. Let f : X → E and f = 0 a.e.. Suppose there exists a partition
(An)n∈N such that for every n ∈ N the subset f(An) of E is order bounded. Then
f ∈ SLV and if SV is stable then also f ∈ ΓV L.
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Proof. Choose a1, a2, . . . and b1, b2, . . . in E such that
an ≤ f(x) ≤ bn (n ∈ N, x ∈ An). (5.64)
Let B = {x ∈ X : f(x) 6= 0}. Then B ∈ A and µ(B) = 0. Hence g := ∑n∈N an1An∩B
and h :=
∑
n∈N bn1An∩B are elements of SL with ϕ(g) = 0 and ϕL(h) = 0. As
g ≤ f ≤ h, we get f ∈ SLV and if SV is stable also f ∈ SV L.
For a real valued function f : X → R with f ≥ 0 and
∫
f dµ = 0 we have f = 0
a.e.. We will give an example of a f ∈ S+V with ϕV (f) = 0 but which is nowhere zero
(Example 5.8.8). On the positive side, in Theorem 5.8.7 we show that f = 0 a.e. if
f ∈ S+LV and ϕLV (f) = 0 provided that E satisfies a certain separability condition.
5.8.5 Definition. We call a subset D of E+ \ {0} pervasive8 in E if for all a ∈ E
with a > 0 there exists a d ∈ D such that 0 < d ≤ a. We say that E possesses a
pervasive subset if there exists a pervasive D ⊂ E+ \ {0}.
5.8.6 Example. The Riesz spaces RN, `∞, c, c0, `1 and c00 possess countable pervas-
ive subsets. Indeed, in each of them the set {λen : λ ∈ Q+, λ > 0, n ∈ N} is pervasive.
If X is a completely regular topological space, then C(X ) has a countable pervasive
subset if and only if X has a countable base. (If D ⊂ E+ \ {0} is countable and
pervasive, then U = {f−1(0,∞) : f ∈ D} is a countable base; vise versa if U is a
countable base then with choosing an fU in C(X)+ for each U ∈ U with fU = 0 on
U c and fU (x) = 1 for some x ∈ U , the set D = {εfU : ε ∈ Q, ε > 0, U ∈ U} is
pervasive.)
L1(λ) and L∞(λ) do not possess countable pervasive subsets, considering the Le-
besgue measure space (R,M, λ). (Suppose one of them does. Then one can prove
the existence of non-negligible measurable sets A1, A2, · · · ∈ M such that every non-
negligible measurable set contains an An, whereas λ(An) < 2−n for all n ∈ N. Putting
C = R \ ⋃n∈NAn we have a non-negligible measurable set that contains no An: a
contradiction.)
5.8.7 Theorem. Let E possess a countable pervasive subset D. Let f ∈ SLV . Let
Λ,Υ ⊂ SL be countable sets such that Λ ≤ f ≤ Υ and supϕL(Λ) = inf ϕL(Υ). Then
for almost all x ∈ X
sup
g∈Λ
g(x) = f(x) = inf
h∈Υ
h(x). (5.65)
Consequently, if f ∈ S+LV and ϕLV (f) = 0, then f = 0 a.e.. (However, see Example
5.8.8.)
Proof. (I) First, as a special case (namely f = 0), let (τn)n∈N be a sequence in SL
with τn ≥ 0 for all n ∈ N and infn∈N ϕL(τn) = 0. We prove that infn∈N τn(x) = 0 for
almost all x ∈ X, by proving that µ(A) = 0, where A is the complement of the set




Ad, with Ad =
⋂
n∈N
{x ∈ X : d ≤ τn(x)}. (5.66)
8Our use of the term is similar to the one of O. van Gaans and A. Kalauch in [41, Definition 2.3].
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Note that for all n ∈ N and d ∈ D the set {x ∈ X : d ≤ τn(x)} is measurable.
Furthermore, for all d ∈ D we have:
dµ(Ad) = ϕ(d1Ad) ≤ ϕL(τn) (n ∈ N). (5.67)
Hence µ(Ad) = 0 for all d ∈ D and thus µ(A) = 0.
(II) Suppose that Λ,Υ ⊂ ΓL are countable sets such that Λ ≤ f ≤ Υ, supϕL(Λ) =
inf ϕL(Υ). Then inf ϕL(Υ−Λ) = 0, so by (I) infg∈Υ,h∈Λ(g(x)− h(x)) = 0 for almost
all x ∈ X.
5.8.8 Example. We give an example of a f ∈ S+V with ϕV (f) = 0, where f 6= 0
everywhere. Let ([0, 1),M, λ) be the Lebesgue measure space with underlying set
[0, 1). Let E = `∞([0, 1)) (see Section 5.2). Let f : R→ E+ be defined by f(t) = 1{t}
for t ∈ [0, 1). Note that f is not partially in S. We will show f ∈ SV . For n ∈ N
make τn ∈ S:
τn(t) = 1[ i−1n ,
i
n )
if i ∈ {1, . . . , n}, t ∈ [ i−1n , in ). (5.68)
Then ϕ(τn) = 1n1[0,1) and 0 ≤ f ≤ τn for n ∈ N, so f ∈ SV and ϕV (f) = 0. But
f(t) 6= 0 for all t.
5.8.9 Theorem. Let E be Archimedean and mediated. Let f : X → E and g : X →
R. We write gf for the function x 7→ g(x)f(x). Then
(a) f ∈ SV and g is bounded and measurable =⇒ gf ∈ SV .
(b) f is partially in SV and g is measurable =⇒ gf is partially in SV .
(c) f ∈ SV and g ∈ L1(µ) =⇒ gf ∈ SLV .
(d) f ∈ SV L and g is bounded and measurable =⇒ gf ∈ SV L.
(e) f ∈ SV L, f(X) is order bounded and g ∈ L1(µ) =⇒ gf ∈ SV L.
Proof. E is splitting (see 5.4.23(b)).
(a) is a consequence of Theorem 5.3.21(a) (see also Remark 5.3.22).
(b) Let (An)n∈N be a partition such that f1An ∈ SV and g1An is bounded for all
n ∈ N. By (a) every gf1An lies in SV . Then gf is partially in SV .
(c) Assume f ≥ 0 and g ≥ 0. Choose (see the proof of Theorem 5.7.1) a partition








Then τs ∈ SL for all s ∈ S. Choose s ∈ S with s ≥ f . Then 0 ≤ gf ≤ τs. From
Theorem 5.5.5(e) and (b) it follows that gf ∈ SLV .
(d) Assume f ≥ 0 and 0 ≤ g ≤ 1. Using (b), choose a partition (An)n∈N with
f1An ∈ SV and gf1An ∈ SV for all n ∈ N. Then
0 ≤ ϕV (gf1An) ≤ ϕV (f1An) (n ∈ N). (5.70)
Since
∑
n ϕV (f1An) exists and E is splitting,
∑
n ϕV (gf1An) exists.
(e) Assume f ≥ 0 and g ≥ 0. Choose a ∈ E+ with f(x) ≤ a for all x ∈ X. Choose a
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partition (An)n∈N and λ1, λ2, · · · ∈ [0,∞) with







λnµ(An) <∞ (see the proof of Theorem 5.7.1). (5.72)
Then
gf1An ≤ λna1An (n ∈ N), (5.73)
ϕV (λna1An) = ϕ(λna1An) = λnµ(An)a (n ∈ N), (5.74)
so
∑
n ϕV (λna1An) exists and so does
∑
n ϕV (gf1An).
5.8.10. In Lemma 5.8.11, Theorem 5.8.12 and Theorem 5.8.13 we investigate the
relation between the extensions SLV generated by two different measures, namely µ
and hµ for a measurable function h : X → [0,∞).
Note that for such a function h and all s ∈ (1,∞) there exists a j : X → [0,∞) that
is partially in the space of simple functions X → [0,∞), i.e., j = ∑n∈N αn1An for a
partition (An)n∈N and (αn)n∈N in [0,∞) (or in the language of 5.3.16 j is partially in
[A]) for which j ≤ h ≤ sj. In the following (5.8.11, 5.8.12 and 5.8.13) we will write
Iµ, Sµ and ϕµ instead of I, S and ϕ and, similarly for another measure ν on (X,A),
we write Iν , Sν and ϕν according to 5.4.33 with ν instead of µ.
5.8.11 Lemma. Suppose E is splitting. Let h : X → [0,∞) be measurable, ν := hµ.
Let s ∈ (1,∞) and let j : X → [0,∞) be partially in [A] and such that j ≤ h ≤ sj.
Let f ∈ Sν+L . Then jf ∈ SµL and ϕµL(jf) ≤ ϕνL(f) ≤ sϕµL(jf).
Proof. Assume (An)n∈N is a partition for j and a ϕµ-partition for f (so (An)n∈N is in
Iν ∩Iµ, i.e., µ(An), ν(An) <∞ for all n ∈ N). Choose (αn)n∈N in [0,∞) and (bn)n∈N














n µ(An)αnβn exists in E. For each
n ∈ N




h1An dµ = ν(An), (5.76)
whence 0 ≤ µ(An)αnbn ≤ ν(An)bn. Because f ∈ Sν+L ,
∑
n ν(An)bn exists in E. Since
E is splitting also
∑







n ν(An)bn = ϕ
ν
L(f). On the other
hand, we get µ(An)αn =
∫




sν(An) for each n ∈ N: it
follows that ϕµL(jf) ≥ 1sϕνL(f).
5.8.12 Theorem. Let E be Archimedean and splitting. Let h : X → [0,∞) be
measurable, ν := hµ.
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(a) f ∈ SνLV =⇒ hf ∈ SµLV , ϕµLV (hf) = ϕνLV (f),
(b) f ∈ SνV L =⇒ hf ∈ SµV L, ϕµV L(hf) = ϕνV L(f).
Proof. Since both SνLV and S
ν
V L are directed, we assume f ≥ 0.
(a) Let f ∈ Sν+LV . For n ∈ N let jn be partially in [A] and such that jn ≤ h ≤
(1+ 1n )jn. Let Λ,Υ ⊂ SνL be countable sets with Λ ≤ f ≤ Υ be such that supϕνL(Λ) =
ϕνLV (f) = inf ϕ
ν
L(Υ). Then for all σ ∈ Λ (note that σ ∈ Sν+L −Sν+L ), τ ∈ Υ and n ∈ N
we have jnσ ≤ hf ≤ (1 + 1n )jnτ and by Lemma 5.8.11 jnσ and (1 + 1n )jnτ are in




n )jnτ − jnσ) = 0 and
ϕµL(jnσ) ≤ ϕνLV (f) ≤ ϕµL((1 + 1n )jnτ) for all n ∈ N and all σ ∈ Λ, τ ∈ Υ. By Lemma
5.8.11 applied repeatedly we have
0 ≤ ϕµL((1 + 1n )jnτ − jnσ) = ϕ
µ
L(jnτ − jnσ) + 1nϕ
µ
L(jnτ)
≤ ϕνL(τ − σ) + 1nϕνL(τ), (5.77)
which has infimum 0 since E is Archimedean and infτ∈Υ,σ∈Λ ϕνL(τ − σ) = 0. On the
other hand, by Lemma 5.8.11,
ϕµ(jnσ) ≤ ϕνL(σ) ≤ ϕνLV (f) ≤ ϕνL(τ) ≤ (1 + 1n )ϕ
µ
L(jnτ) (n ∈ N, σ ∈ Λ, τ ∈ Υ).
(5.78)
(b) Let f ∈ Sν+V L. Choose a partition (An)n∈N with f1An ∈ SνV for n ∈ N. By (a),
hf1An ∈ SµLV for n ∈ N; by Lemma 5.5.7 hf1An is partially in SµV .
Therefore we can choose a partition (Bn)n∈N with
f1Bn ∈ SνV , hf1Bn ∈ SµV (n ∈ N). (5.79)
By (a), ϕνV (f1Bn) = ϕ
µ








Then hf ∈ SµV L and ϕµV L(hf) = ϕνV L(f).
5.8.13 Theorem. Let E be Archimedean and splitting. Let h : X → [0,∞) be
measurable, ν := hµ, A = {x ∈ X : h(x) > 0}. Let f : X → E be such that
hf ∈ SµLV . Then f1A ∈ SνLV .




h(x) if x ∈ A,
0 if x /∈ A.
(5.81)
Then h∗ is measurable and hh∗ = 1A and 1A = 1 ν-a.e..
hf is in SµL and thus in S
1Aµ
L , and since 1Aµ = h
∗ν, also hf ∈ Sh∗νL . By Theorem
5.8.12, applied to h∗, h∗ν, ν, hf instead of h, ν, µ, f , the function h∗hf is an element
of SνLV . But h
∗hf = 1Af .
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In Theorem 5.8.14 we show that extensions of simple functions with values in E
composed with a σ-order continuous linear map E → F are extensions of simple
functions with values in F (where E and F are Riesz spaces).
5.8.14 Theorem. Let E and F be Riesz spaces. Let SE and ϕE be as in 5.4.33,
and let SF and ϕF be defined analogously. Let Lc(E,F ) denote the set of σ-order
continuous linear functions E → F and E∼c = Lc(E,R) (definition and notation as
in Zaanen [91, Chapter 12, Section 84]). Let f ∈ SELV . Then α ◦ f ∈ SFLV for all





= ϕFLV (α ◦ f). (5.82)
In particular, α ◦ f is integrable for all α ∈ E∼c , and α(ϕELV (f)) =
∫
α ◦ f dµ.
Proof. Suppose α ∈ Lc(E,F )+. Let τ ∈ SE+L . Suppose τ =
∑
n∈N an1An for some





n µ(An)α(an). Thus α ◦ τ is in SFLV with α(ϕEL (τ)) = ϕFL(α ◦ τ). Let (σn)n∈N,
(τn)n∈N be sequences in SEL with σn ≤ f ≤ τn, σn ↑, τn ↓ and ϕELV (f) =
supn∈N ϕ
E
L (σn) = infn∈N ϕ
E
L (τn). Then we have α(ϕ
E





L(α ◦ σn) and α(ϕELV (f)) = infn∈N α(ϕEL (τn)) = infn∈N ϕFL(α ◦ τn). Since
α ◦ σn ≤ α ◦ f ≤ α ◦ τn for all n ∈ N, we conclude that α ◦ f ∈ (SF )LV (see Theorem
5.7.1) with α(ϕELV (f)) = ϕ
F
LV (f).
Theorem 5.8.14 will be used in Section 5.9 to compare the integrals ϕLV and ϕV L
with the Pettis integral.
Before proving Theorem 5.8.16 we state (in Theorem 5.8.15) that there is an equi-
valent formulation for a function F to be in C(X ×T ) whenever X,T are topological
spaces and X is compact.
5.8.15 Theorem. [85, Theorem 7.7.5] Let X be a compact and let T be a topological
space. Let F : X × T → R be such that F (·, t) ∈ C(X) for all t ∈ T . Then
F ∈ C(X × T ) if and only if t 7→ F (·, t) is continuous, where C(X) is equipped with
the supremum norm. Consequently, if A ⊂ X is a compact set, then t 7→ supF (A, t)
and t 7→ inf F (A, t) are continuous.
5.8.16 Theorem. Let (X, d, µ) be a compact metric probability space. Let T be
a topological space and F ∈ C(X × T ). The function H : X → C(T ) given by
H(x) = F (x, ·) is an element of SV . Furthermore, for t ∈ T , x 7→ F (x, t) is integrable
and
[ϕV (H)] (t) =
∫
F (x, t) dµ(x) (t ∈ T ). (5.83)
Proof. For k ∈ N let Ak1, . . . , Aknk be a partition of X with diamAki ≤ k−1. Define
∆k(t) = sup
x,y∈X,d(x,y)<k−1
|F (x, t)− F (y, t)| (t ∈ T ). (5.84)
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Since x 7→ F (x, t) is uniformly continuous for all t ∈ T , ∆k(t) ↓ 0 for all t ∈ T . By
Theorem 5.8.15 t 7→ supF (Aki, t) and t 7→ inf F (Aki, t) are continuous for all k ∈ N
and i ∈ {1, . . . , nk}. For k ∈ N let hk, lk : X → C(T ) be given by
hk(x) = t 7→ supF (Aki, t) (x ∈ Aki), (5.85)
lk(x) = t 7→ inf F (Aki, t) (x ∈ Aki).
Then hk, lk ∈ S and (hk(x))(t) ≥ F (x, t) ≥ (lk(x))(t) for all x ∈ X, t ∈ T . For
x ∈ Aki ∩Amj and t ∈ T
(hk(x)− lm(x))(t) = supF (Aki, t)− inf F (Amj , t) (5.86)
≤ sup{F (u, t)− F (v, t) : u, v ∈ Aki ∪Amj} ≤ ∆k∧m(t).
Let ak = ϕ(hk) and bk = ϕ(lk) for k ∈ N. Then 0 ≤ ak(t) − bm(t) ≤ ∆k∧m(t) for
all k,m ∈ N and infk,m∈N ak(t)− bm(t) ≤ infk∈N ∆k(t) = 0. Since ak, bk ∈ C(T ) and
supn∈N bn(t) = infn∈N an(t) for all t ∈ T , the function t 7→ infn∈N an(t) is continuous,
i.e., x 7→ F (x, ·) is an element of SV . Furthermore, we conclude that the function
x 7→ F (x, t) is integrable (by Theorem 5.7.1) and conclude (5.83).
5.8.17 Example. Consider a metrisable locally compact group G. Let X ⊂ G be
a compact set and µ be a finite (positive) measure on B(X), the Borel-σ-algebra of
X. Let g ∈ C(G). Define the convolution of g and µ to be the function g ∗µ : G→ R
given by g ∗ µ(t) =
∫
g(tx−1) dµ(x) for t ∈ G. For x ∈ X, let Lxg ∈ C(G) be the
function t 7→ g(tx−1). Then by Theorem 5.8.16, the function f : X → C(G) given by
f(x) = Lxg is in SV and g ∗ µ = ϕV (f) ∈ C(G).
§5.9 Comparison with Bochner- and Pettis integral
We consider the situation of Section 5.8, with an E that has the structure
of a Banach lattice. We write ‖·‖ for the norm on E and E′ for the norm dual of E.
Then, next to our ϕLV (and other extensions) there are the Bochner and the Pettis
integrals. (We refer the reader to Hille and Phillips [48, Section 3.7] for background
on both integrals.) We denote the set of Bochner (Pettis) integrable functions from
the measure space (X,A, µ) into the Banach lattice E by B (P) and the Bochner
(Pettis) integral of an integrable function f by b(f) (p(f)).
5.9.1. By definition of the Bochner integral, where one also starts with defining the
integral on simple functions: S ⊂ B and ϕ = b on S. Since B ⊂ P and b = p on B
we also have S ⊂ P with ϕ = p on S.
5.9.2. The following is used in this section. The norm dual of E is equal to the
order dual, i.e., E′ = E∼. Moreover, for x, y ∈ E (see de Jonge and van Rooij [55,
Theorem 10.2])
x ≤ y ⇐⇒ α(x) ≤ α(y) for all α ∈ E∼+. (5.87)
This implies that for a sequence (yn)n∈N and x, y in E:
inf
n∈N
α(yn) = 0 for all α ∈ E∼+ =⇒ inf
n∈N
yn = 0. (5.88)
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5.9.3 Theorem. Let f ∈ P+ and f be partially in S. Then f ∈ S+L and p(f) =
ϕL(f).
Proof. Let (An)n∈N be a partition for which fn := f1An ∈ S. Then for every α ∈ E∼+
α(p(f)) =
∫










n=1 ϕ(fn)) = 0 and thus p(f) =
∑
n ϕ(fn) (see (5.88)).
5.9.4 Theorem. Let f ∈ P. Then the following holds.
(a) If g ∈ SLV and f ≤ g, then p(f) ≤ ϕLV (g).
(b) If SV is stable, g ∈ SV LV and f ≤ g, then p(f) ≤ ϕV LV (g).
Consequently, p = ϕLV on P ∩ SLV , and p = ϕV LV on P ∩ SV LV if SV is stable.
The statements in (a) and (b) remain valid by replacing all “≤” by “≥”.
Proof. It will be clear that if g ∈ S and f ≤ g, then g ∈ P and hence p(f) ≤ p(g) =
ϕ(g).
If g ∈ SV and f ≤ g, then there exists an Υ ⊂ S with g ≤ Υ and ϕV (g) = inf ϕ(Υ) =
inf p(Υ) ≥ p(f).
Let g ∈ SL and assume f ≤ g. Let g1, g2 ∈ S+L be such that g = g1 − g2. Let (Bi)i∈N
be a ϕ-partition for both g1 and g2. Write An =
⋃n
i=1Bi for n ∈ N. Let α ∈ E∼+.
α ◦ (f1A) = (α ◦ f)1A for every A ∈ A, so that α ◦ (f1A) is integrable. Thus, for
n ∈ N we have
∫
(α ◦ f)1An dµ =
∫
α ◦ (f1An) dµ ≤
∫
α ◦ (g1An) dµ
=
∫
α ◦ g11An dµ−
∫
α ◦ g21An dµ
= α(ϕ(g11An))− α(ϕ(g21An))




(α ◦ f)1An dµ+α(ϕ(g21Ak)) ≤ α(ϕL(g1)) as soon as k < n. By
letting n tend to ∞ (as
∫
(α ◦ f)1An dµ→
∫
α ◦ f dµ = α(p(f))), for each k ∈ N we
obtain
α(p(f)) ≤ α(ϕL(g1)− ϕ(g21Ak)). (5.91)
This holds for all α ∈ E∼+, so
p(f) ≤ ϕL(g1)− ϕ(g21Ak). (5.92)
This, in term is true for every k, so p(f)) ≤ ϕL(g).
We leave it to check that the preceding lines can be repeated with SV , SL or SV L
instead of S.
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5.9.5 Theorem. Suppose ‖ · ‖ is σ-order continuous. Write S = SLV = SV L and
ϕ = ϕLV = ϕV L (see Theorem 5.5.12).
(a) Then S ⊂ P. Consequently, if f is essentially separably valued and in S, then
f ∈ B. In particular, SL ⊂ B.
(b) Suppose there exists an α ∈ E∼+c with the property that if b ∈ E and b > 0,
then α(b) > 0. Then BV ⊂ B. Consequently, S ⊂ B.
Proof. (a) Because ‖ · ‖ is σ-order continuous, E′ = E∼c . Therefore Theorem 5.8.14
implies that S ⊂ P.
Note that SL ⊂ B. Since B is a Riesz ideal in the space of strongly measurable
functions X → E, an f ∈ S is an element of B if it is essentially separably valued,
since there are elements σ, τ ∈ SL with σ ≤ f ≤ τ and f is weakly measurable since
f ∈ P.
(b) Suppose f ∈ BV and σn, τn ∈ B are such that σn ≤ f ≤ τn for n ∈ N,
σn ↑, τn ↓ and supn∈N b(σn) = bV (f) = infn∈N b(τn). Then infn∈N
∫
α◦(τn−σn) dµ =
α(infn∈N b(τn − σn)) = 0 and therefore α(infn∈N(τn − σn)) = infn∈N α ◦ (τn − σn) is
integrable with integral equal to zero. Therefore infn∈N(τn − σn) = 0 a.e., hence
τn → f a.e.. Therefore f is strongly measurable and thus f ∈ B by (a). By (a)
SL ⊂ B, hence S = SLV ⊂ B.
5.9.6. For the next theorem we write SR for the space of simple functions X → R.




5.9.7 Theorem. Let Y be a compact Hausdorff space and let E = C(Y ) be equipped
with the supremum norm, ‖ · ‖∞. Then B ⊂ SLV and ϕLV = b on B.
Proof. Let f ∈ B and (sn)n∈N be a sequence of simple functions X → E such that∫
‖f − sn‖∞ dµ ≤ 1n2n for all n. Then there exists an integrable function g : X →
[0,∞) with g ≥∑n∈N n‖f−sn‖∞ µ-a.e., and thus g ≥ n‖f−sn‖∞ µ-a.e.. By Theorem
5.7.1 there exists a π ∈ (SR)+L (see 5.9.6) with π ≥ g. Then, let Z ∈ A with µ(A) = 0
be such that ‖f(x)− sn(x)‖∞ ≤ 1nπ(x) for all x ∈ X \Z. We may, by replacing sn by
sn1X\Z , assume that sn = 0 on Z. With Zk = {x ∈ Z : k− 1 < ‖f(x)‖∞ ≤ k} and ρ
the element in S+L with ρ(x) = 0 for x /∈ Z and ρ(x) = k1Y for x ∈ Zk, we have
sn − 1n1Y π − ρ ≤ f ≤ sn + 1n1Y π + ρ (n ∈ N). (5.93)
Because ϕL(ρ) = 0, ϕL( 1n1Y π)→ 0, ϕL(sn) = b(sn) and b(sn)→ b(f), both ϕL(sn−
1
n1Y π − ρ) and ϕL(sn + 1n1Y π + ρ) converge to b(f). Whence
b(f) = sup
n∈N
ϕL(sn − 1n1Y π − ρ) = infn∈NϕL(sn +
1
n1Y π + ρ). (5.94)
Thus f ∈ SLV and ϕLV (f) = b(f).
By the Yosida Representation Theorem the following is an immediate consequence.
5.9.8 Corollary. Let E be a Archimedean Riesz space with strong unit u and assume
E is uniformly complete, i.e., E is a Banach lattice under the norm ‖ · ‖u given by
‖x‖u = inf{λ ∈ [0,∞) : |x| ≤ λu}. Then B ⊂ SLV and ϕLV = b on B.
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5.9.9 Examples. (I) Take X = N, A = P(N), and let µ be the counting measure.
We have S = c00[E]; SV = c00[E]; all functions N → E are partially in S; S :=
SLV = SV L = SL (see Theorem 5.5.5(c)) and S
+
consists precisely of the functions
f : N → E+ for which ∑n f(n) exists in the sense of the ordering. On the other
hand, f : N→ E is Bochner integrable if and only if ∑∞n=1 ‖f(n)‖ <∞.
• If ‖ · ‖ is a σ-order continuous norm, then B ⊂ S.
• Moreover ‖ · ‖ is equivalent to an abstract L-norm if and only if B = S (since, if
B = S, the following holds: if x1, x2, · · · ∈ E+ and
∑
n xn exists, then
∑
n∈N ‖xn‖ <
∞, see Theorem 5.A.1).
• For E = c0 there exists an f ∈ P that is not in S. For example f : N→ c0 given
by
f = (e1,−e1, e2,−e2, e3,−e3, . . . ) (5.95)
is Pettis integrable since c′0 ∼= `1 has basis {δn : n ∈ N} where δn(x) = x(n) and∑
m∈N δn(f(m)) = 0 for all m ∈ N. c0 is σ-Dedekind complete and thus by Theorem
5.4.32 the set S is a Riesz space. However, |f | is not in S and therefore neither f is.
• For E = c there exists an f ∈ S that is not in B and not in P: Consider for
example f : n 7→ en. It is an element of S but not ofB. It is not even Pettis integrable.
(Suppose it is, and its integral is a. Then for all u ∈ c′ we have u(a) =
∫
u ◦ f dµ =∑∞
n=1 u(f(n)) =
∑∞
n=1 u(en). Letting u be the coordinate functions, we see that
a(n) = 1 for all n ∈ N; letting u be x 7→ limn→∞ x(n) we have a contradiction.)
(II) B 6⊂ SV LV . Let (R,M, λ) be the Lebesgue measure space. Let E be the σ-
Dedekind complete Riesz space L1(λ). Let g ∈ L1(λ) be the equivalence class of the
function that equals t−
1
2 for 0 < t ≤ 1 and equals 0 for other t. Let Lxg(t) = g(t− x)
for x ∈ R. Then the function f : R→ L1(λ) for which f(x) = 1[0,1](x)Lxg is Bochner
integrable (f is continuous in the ‖·‖1 norm (because ‖Lεg−g‖1 = 2
√





|g(t−x)| dλ(t) dλ(x) = ‖g‖1 <∞) but no element of
SV LV (by Theorem 5.8.3).
§5.10 Extensions of Bochner integrable functions
Consider the situation of Section 5.9.
As we have seen in Examples 5.9.9, e.g., (5.95), the set of Pettis integrable func-
tions need not be stable. We show that B is stable and b is laterally extendable.
Furthermore we give an example of an f ∈ BLV that is neither in SV LV , nor in BL
or BV .
5.10.1 Theorem. B is stable and b is laterally extendable.
Proof. Note that f1B ∈ B for all f ∈ B and B ∈ A (since f1B is strongly measurable
and ‖f1B‖ is integrable), i.e., B is stable. Let (An)n∈N be a partition in A of X.
Let f : X → E+ be a Bochner integrable function. Then
∫
‖f‖ dµ < ∞ and with







‖f(x)− 1BN (x)f(x)‖ dµ(x)→ 0. (5.96)
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We conclude that b is laterally extendable.
In the following situation we have BL = B = BV .
5.10.2 Lemma. Let E be a Banach lattice with an abstract L-norm (i.e., ‖a+ b‖ =




‖f‖ dµ (f ∈ B+). (5.98)
(b) BL = B.
(c) There exists an α ∈ E∼+c as in Theorem 5.9.5(b). Consequently, BV = B.
Proof. (a) It is clear that ‖b(f)‖ =
∫
‖f‖ dµ for f ∈ S+, hence by limits for all
f ∈ B+.
(b) Suppose f ∈ B+L . Let (An)n∈N be a b-partition for f , write fn = f1An . Then
‖∑Nn=1 fn − f‖ → 0, hence f is strongly measurable. Moreover, since ‖ · ‖ is σ-order
continuous ‖∑Nn=1 b(fn)− bL(f)‖ → 0, hence
∑N
n=1 ‖b(fn)‖ → bL(f). Using (a) we
obtain
∫




n∈N ‖b(fn)‖ <∞, i.e., f ∈ B.
(c) Extend α : E+ → R given by α(b) = ‖b‖ to a linear map on E.
5.10.3. Consider the situation of Example 5.8.8. Since S ⊂ B and ϕ(h) = b(h) for
h ∈ S: f ∈ BV . The function f is not essentially separably-valued (i.e., f(X \ A) is
not separable for all null sets A ∈ A), hence f (and thus g) is not strongly measurable
(see [48, Theorem 3.5.2]). Hence f is not Bochner integrable, i.e., f ∈ BV but f /∈ B.
In a similar way as has been shown in Example 5.8.8, one can show that g : R→
E+ defined by g(t) = 1{t} for t ∈ R is in SLV . Then g ∈ BLV but g /∈ BV .
5.10.4. All f ∈ BL are strongly measurable. Therefore for f ∈ BL we have f /∈ B
if and only if
∫
‖f‖ dµ =∞.
The following example illustrates that by extending the Bochner integrable func-
tions one can obtain more than by extending the simple functions.
5.10.5 Example. [ψ ∈ BV , ψ /∈ B]
Let X = [2, 3], let A be the set of Lebesgue measurable subsets of X and µ be the
Lebesgue measure on X. Let M denote the set of equivalence classes of measurable
functions R→ R. Let
E =
{




















Then E equipped with the norm ‖ · ‖ is a Banach lattice. E is an ideal in M and
therefore σ-Dedekind complete (hence SV is stable; 5.4.25). The norm ‖ · ‖ is not
σ-order continuous.
For a ∈ R, c > 0 define Sa,c : X → E+ by Sa,c(x) = 1(a+cx,∞). If x, y ∈ X
with y > x then ‖Sa,c(x)− Sa,c(y)‖ ≤ ‖1(a+cx,a+cy]‖ ≤ c|x− y|, so Sa,c is continuous
and therefore strongly measurable. Furthermore ‖Sa,c(x)‖ = 1 for all x ∈ X, i.e.,
x 7→ ‖Sa,c(x)‖ is integrable. Thus Sa,c is Bochner integrable. For d, e ∈ R with e > d
the map E → R, f 7→
∫ e
d













(Sa,c(x))(t) dx dt. (5.100)










c ∧ 3− 2
)
∨ 0. (5.101)
For k ∈ N define rk, Rk : X → E by
Rk := S0,k, rk := S0,k − S1,k. (5.102)














Note that σn ≤ ψ ≤ τn and σn, τn ∈ B all for n ∈ N. Since E is σ-Dedekind complete
and therefore mediated, from the fact that
inf
n∈N
b(τn − σn) = inf
n∈N
b(Rn+1) = 0, (5.104)
it follows that ψ ∈ BV . However, ψ /∈ B since ψ is not essentially separably valued:
Let x, y ∈ X, x < y. We prove ‖ψ(x)− ψ(y)‖ ≥ 1. For k ∈ N:
k − 1 ≤ 1y−x < k =⇒
{
1 + (k − 1)y ≤ kx,
1 + kx < ky,
=⇒ (kx, kx+ 1] ∩
⋃
i∈N
(iy, iy + 1] = ∅. (5.105)
Hence ‖ψ(x)− ψ(y)‖ ≥ 1 for all x, y ∈ X with x 6= y.
So ψ is an element of BV but not of B (and neither of BL).
5.10.6 Example. [f ∈ BLV , f /∈ BL, f /∈ BV , f /∈ SV LV ]
Let (X,A, µ) be the Lebesgue measure space (R,M, λ). Let E and ψ be as in Example
5.10.5. Define u : R→ E by
u(x) =
{










Then u is an element of BV and not of BL. As we have seen in Examples 5.9.9(II)
there exists a g in L1(λ) and thus in E such that v : x 7→ 1[0,1](x)Lxg is an element of
B that is not an element of SV LV . Furthermore w : R→ E given by w(x) = 1(n,n+1]
for x ∈ (n, n+ 1] is an element of BL and not of BV . Therefore f = u+ v + w is an
element of BLV (and thus of BV L; see Theorem 5.5.8) but is neither an element of
SV LV nor of BV or BL.
§5.11 Discussion
Of course, to some extent our approach is arbitrary. We mention some alternatives,
with comments.
5.11.1. The reader may have wondered why in our definition of the lateral extension
the sets An are required not only to be disjoint but also to cover X (i.e., to form a
partition). Without the covering ofX the definition remains perfectly meaningful, but
the sum of two positive laterally integrable functions need not be laterally integrable,
even in quite natural situations. (E.g., take E = F = R and X = [0, 1]; let I be the
ring generated by the open intervals, Γ the space of all Riemann integrable functions
on [0, 1], and ϕ the Riemann integral. If f is the indicator of the Cantor set, then
1− f is laterally integrable but 21− f is not.)
5.11.2. For the vertical extension we have, somewhat artificially, introduced a count-
ability restriction leading us from ϕv to ϕV ; see Definition 5.3.3. In some sense, ϕv
would have served as well as ϕV . In order to get a non-void theory, however, we would
need a much stronger (but analogous) condition than “mediatedness”, restricting our
world drastically.
5.11.3. A different approach to both the vertical and the lateral extension, closer
to Daniell and Bourbaki, could run as follows. Starting from the situation of 5.3.14,
call a function X → F+ “integrable” if there exist f1, f2, · · · ∈ Γ+ such that
{
fn ↑ f in FX ,
supn∈N ϕ(fn) exists in E,
(5.107)




This definition is meaningful only if, in the above situation
g ∈ Γ+, g ≤ f, =⇒ ϕ(g) ≤ sup
n∈N
ϕ(fn) (5.109)
which in a natural way leads to the requirement that Γ be a lattice and that ϕ be
continuous in the following sense:
h1, h2, · · · ∈ Γ+, hn ↓ 0 =⇒ ϕ(hn) ↓ 0. (5.110)
179







These conditions lead to a sensible theory, but again we consider them as too re-
strictive. (See Example II.2.4 in the thesis of G. Jeurnink [54] for an example of a Γ
that consists of simple functions on a measure space with values in a C(X) for which
(5.110) does not hold for the standard integral on simple functions (see 5.4.33).)
Acknowledgements
The authors are grateful to O. van Gaans for valuable discussions. W.B. van Zuijlen
is supported by ERC Advanced Grant VARIS-267356.
Appendix
§5.A Appendix
5.A.1 Theorem. Let E be a Banach lattice with the property







Then the norm ‖ · ‖ is equivalent to an L-norm.
The proof uses the following lemma.
5.A.2 Lemma. Let E be a Banach lattice that satisfies (5.111). Then there exists
a C > 0 such that












Proof. Suppose not. For i ∈ N let xi1, xi2, · · · ∈ E+,
∑
n xin = bi and
∑
n∈N ‖xin‖ >
2i‖bi‖ and ‖bi‖ = 2−i. Then
∑
i∈N ‖bi‖ <∞, so
∑























obtaining p(x) = p(|x|), p(tx) = |t|p(x), ‖x‖ ≤ p(x) ≤ C‖x‖ for all x ∈ E, t ∈ R (with
C as in Lemma 5.A.2) and p(x) ≤ p(y) for x, y ∈ E+ with x ≤ y.
Let x, y ∈ E+; we prove p(x+ y) = p(x) + p(y).
• For ε > 0 choose x1, x2, . . . , y1, y2, · · · ∈ E+,
∑
n xn ≤ x,
∑
n yn ≤ y,
∑
n∈N ‖xn‖ ≥
p(x) − ε, ∑n∈N ‖yn‖ ≥ p(y) − ε. Considering the sequence x1, y1, x2, y2, . . . we find∑
n∈N(‖xn‖+ ‖yn‖) ≤ p(x+ y). Hence p(x+ y) ≥ p(x) + p(y).
• On the other hand: Let z1, z2, · · · ∈ E+,
∑
n zn ≤ x + y; we prove
∑
n∈N ‖zn‖ ≤
p(x) + p(y). Define un, vn by
u1 + · · ·+ un = (z1 + · · ·+ zn) ∧ x, vn = zn − un (n ∈ N). (5.114)
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Then (z1 + · · ·+ zn)∧ x− zn = (z1 + · · ·+ zn− zn)∧ (x− zn) ≤ (z1 + · · ·+ zn−1)∧ x,
implying un− zn ≤ 0; and (z1 + · · ·+ zn)∧x ≥ (z1 + · · ·+ zn−1)∧x, implying un ≥ 0.
Thus








n un ≤ x, and
∑
n∈N ‖un‖ ≤ p(x).∑
n∈N ‖vn‖ ≤
∑
n∈N ‖zn‖ < ∞, so
∑
n vn exists. For every n ∈ N, z1 + · · · + zn ≤
(z1+· · ·+zn+y)∧(x+y) = (z1+· · ·+zn)∧x+y = u1+· · ·+un+y, so v1+· · ·+vn ≤ y;
then
∑
n vn ≤ y and
∑







n∈N ‖vn‖ ≤ p(x) + p(y).
§5.B Miscellaneous: Additional ideas, remarks etc.
In this section we present additional material that has not been published in [80].
First, in Section 5.B.1, we make observations regarding Sections 5.3 – 5.10. In Section
5.B.2 we compare ‘mediated’ and ‘splitting’ to what we call ‘dividing’ and relate them
to σ-Dedekind completeness, and we discuss a similar notion without a countability
restriction and relate that to Dedekind completeness. In Section 5.B.3 we make some
observations regarding convolution. In Section 5.B.4 we discuss improperly integrable
functions.
§5.B.1 Observations and remarks regarding Sections
5.3 – 5.10
Observations regarding Section 5.3
In connection with the question whether the vertical extension of the space Γ is a
Riesz space (see Example 5.3.8):
5.B.1. ϕ(Γ) does not need to be a Riesz space of E, even if E,Ω are Riesz spaces
and Γ is a Riesz subspace of Ω:
Consider Ω = Γ = R2, E = RR and let ϕ : Γ → RR be the map for which ϕ(a, b) is
the element of RR given by x 7→ ax2 + b for a, b ∈ R.
In Example 5.3.8 we gave E,Ω,Γ and ϕ for which ΓV is not a Riesz space. Here,
Ω = FX for some set X and a partially ordered vector space F with F 6= E. In
Example 5.B.2 we will also consider E,F,Ω,Γ, ϕ with Ω = FX for some set X, but
with E = F , and show that ΓV is not a Riesz space even though E is a Riesz space
and Γ is a Riesz subspace of EX .
5.B.2 Example. Consider E = c, Ω = EN and let Γ ⊂ Ω be the following partially
ordered vector space
{(a1, a2, . . . , an, λ1, λ1, . . . ) : n ∈ N, a1, . . . , an ∈ c, λ ∈ R}. (5.116)
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Let ψ : Γ → c (ψ takes the role of ϕ, the notation ϕ will be used in Example 5.B.3)




2−ifk+i(k) (k ∈ N), (5.117)
for f = (f1, f2, f3, . . . ) ∈ Γ. Let
g = (e1, e2, e3, e4, . . . ), h = (0, e1 + 2e2, 0, e3 + 2e4, . . . ). (5.118)
Upon defining






−1fk+1(k) + · · ·+ 2k−nfn(k) k ≤ n,
0 k > n,
(5.120)
ψ(τn − σn)(k) =
{
4 k > n,
21+k−n k ≤ n, (5.121)
so that for f = g or f = h, infn∈N ψ(τn) = 1 = supn∈N ψ(σn). Hence both g, h lie in
ΓV . Let f ∈ EN be defined by
f := g ∨ h− g = (0, 2e2, 0, 2e4, 0, 2e6, . . . ). (5.122)
Then for τn and σn as in (5.119), the sets {ψ(τn) : n ∈ N} and {ψ(σn) : n ∈ N} do
not have an infimum and a supremum in c, respectively. This implies (we leave it to
the reader to check this) that f is not an element of ΓV . Hence ΓV is not a Riesz
space.
As has been shown in Example 5.3.8 and has been mentioned in Remark 5.4.20,
ΓV need not be stable if Γ is stable and ϕ is laterally extendable, and ΓV need not
be a Riesz subspace of Ω even if Ω and E are Riesz spaces and Γ is a Riesz subspace
of Ω. The Γ in Example 5.B.2 is not a set of simple functions. The following example
illustrates that SV need not be stable and need not be a Riesz subspace of EX even if
E is a Riesz space. Therefore, the stability assumption of SV is not redundant. (Note
that here we consider the space of simple functions S, instead of Γ as in Remark
5.4.20.)
5.B.3 Example. Consider the complete measure space ((0, 1],M, λ), where M is
the σ-algebra of Lebesgue measurable sets and λ the Lebesgue measure. Consider the
Riesz space E = c. Let S and ϕ be as in 5.4.33 (F = E). We will show with the aid
of Example 5.B.2 that SV is not stable. Let An = (2−n, 21−n] for n ∈ N, note that
λ(An) = 2
−n. Let Γ and ψ be as in Example 5.B.2. Consider the map Θ : Γ→ R[0,1]
given for f = (f1, f2, f3, . . . ) ∈ Γ by
Θ(f)(x) = 2nfn (x ∈ An). (5.123)
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It is not difficult to check that Θ(Γ) ⊂ S and that ψ(f) = ϕ(Θ(f)) for f ∈ Γ. By
considering g and h as in (5.118), one can show in analogy with Example 5.B.2 that
Θ(g) and Θ(h) are in SLV but Θ(g) ∨ Θ(h) − Θ(g) is not. Moreover, as Θ(g) is an
element of SV , the latter is not stable.
5.B.4 Remark. In 5.3.12 there is given a Banach lattice that has a σ-order con-
tinuous norm and is not σ-Dedekind complete. Another example is `∞/c0. We prove
this in the following lemma.
5.B.5 Lemma.
(a) The quotient norm on `∞/c0 is σ-order continuous.
(b) `∞/c0 is not σ-Dedekind complete.
Proof. (a) Let Q : `∞ → `∞/c0 be the quotient map. First we prove:
Let F ⊂ N be finite, w ∈ (`∞)+, ‖Qw‖ > 1. Then there exists a p ∈ N \ F with
w(p) > 1.
Indeed, Q(w1F ) = 0 so 1 < ‖Qw‖ = ‖Q(w1N\F )‖ ≤ ‖w1N\F ‖∞ = supp∈N\F w(p).
This proves the claim.
Now let u1 ≥ u2 ≥ · · · be in (`∞/c0)+, ‖un‖ > 1 for all n ∈ N, we prove there is
an a ∈ `∞/c0 with 0 < a ≤ un for all n ∈ N.
Choose v1, v2, · · · ∈ `∞, Qvn = un. Define wn := |v1| ∧ · · ·∧ |vn|. Then w1 ≥ w2 ≥
. . . in (`∞)+, Qwn = un. With the proved statement above there exist p1 < p2 < . . .
in N with wn(pn) > 1 for all n ∈ N. Set b = 1{p1,p2,... }, a = Qb. Then a > 0 in
`∞/c0. For every n ∈ N: If k ≥ n then wn(pk) ≥ wk(pk) > 1, so wn ≥ 1{pn,pn+1,... },
Qwn ≥ Qb and un ≥ a for all n ∈ N.
(b) Let A1, A2, . . . be disjoint infinite subsets of N. For n ∈ N put an = 1An . We
prove that {Qan : n ∈ N} has no supremum in `∞/c0.
To this end, let a ∈ (`∞)+ be such that Qa ≥ Qan for all n; we make a b ∈ `∞
with Qb < Qa, Qb ≥ Qan for all n.
For every n we have 0 = (Qan −Qa)+ = Q((an − a)+), so (an − a)+ ∈ c0. Then
there exist only finitely many k ∈ N with an − a > 12 . We can choose pn ∈ An with
(an − a)(pn) ≤ 12 , i.e.,
an(pn) = 1, a(pn) ≥ 12 . (5.124)
Form P = {pn : n ∈ N} and define b ∈ (`∞)+ by
b(k) =
{
0 k ∈ P,
a(k) k /∈ P. (5.125)
Then a − b ≥ 121P . As P is an infinite set if follows that Qa − Qb ≥ 12Q1P > 0
and Qb < Qa.
Take n ∈ N. Then a− b = a1P , so that (a− b) ∧ an is a scalar multiple of 1{pn}
and lies in c0. Hence, 0 = (Qa − Qb) ∧ Qan ≥ (Qan − Qb) ∧ Qan = Qan − Qb and
Qb ≥ an.
The following theorem is an addendum to Remark 5.B.4 and Lemma 5.B.5.
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5.B.6 Theorem. Let X be a compact Hausdorff space. Then the following are equi-
valent:
(a) The norm on C(X) is σ-order continuous.
(b) Every nonempty Gδ set has a nonempty interior.
(c) f ∈ C(X), {x ∈ X : f(x) = 0} 6= ∅ implies that the interior of {x ∈ X : f(x) =
0} is not empty.
Proof. (a) ⇒ (b). Let Y be a nonempty Gδ set. Let y ∈ Y and Un be open sets
with Y =
⋂
n∈N Un. Choose fn ∈ C(X)+ with fn(y) = 1 and fn = 0 on X \ Un. Let
gn = f1 ∧ · · · ∧ fn. Then gn ∈ C(X)+, gn ↓ and ‖gn‖∞ ≥ gn(y) = 1. Therefore there
exists a g ∈ C(X) with 0 < g ≤ gn ≤ fn for all n ∈ N. Then
∅ 6= {x ∈ X : g(x) 6= 0} ⊂
⋂
n∈N
{x ∈ X : fn(x) 6= 0} ⊂
⋂
n∈N
Un = Y. (5.126)
(b) ⇒ (c). As {x ∈ X : f(x) 6= 0} = ⋂n∈N{x ∈ X : |f(x)| > 1n}, it is a Gδ set.
(c) ⇒ (a). Let fn ↓ in C(X)+ and ‖fn‖∞ ≥ 1 for all n ∈ N. Let gn = fn ∧ 1 for
all n ∈ N. Then gn ∈ C(X), 0 ≤ gn ≤ 1, gn ↓, ‖gn‖∞ = 1. By compactness there is a
x0 in
⋂
n∈N{x ∈ X : gn(x) = 1}. Make g := 1−
∑
n∈N 2
−ngn; then g(x0) = 0. There
is a nonempty open set U ⊂ {x ∈ X : g(x) = 0} ⊂ {x ∈ X : gn(x) = 1} ⊂ {x ∈ X :
fn(x) ≥ 1} for all n ∈ N. Then fn 6↓ 0.
5.B.7 Remark. With the A in Lemma 5.3.18 replaced by {A ⊂ X : f1A ∈
ΓV for f ∈ Γ} the statement of Lemma 5.3.18 is still valid. However, for this set
the continuity property in (5.15) would have to be reformulated as a continuity prop-
erty of ϕV to obtain similar results as in Theorem 5.3.21.
5.B.8 Remark. As we stated in Remark 5.3.22, if B ⊂ A is a σ-algebra and (gn)n∈N
is a bounded sequence of bounded B-measurable functions that converges pointwise to
g, then the condition of Theorem 5.3.21(b) is satisfied. For general sequences (gn)n∈N
in [A]o that converge pointwise to a g ∈ [A]o, this need not be the case:
• For X = [0, 1] and B the Borel σ-algebra on X:
gn(x) =
{
n x ∈ [0, 1n ],
0 otherwise
(5.127)
is an element in [B]o for all n ∈ N and gn → 0 pointwise. However, there do not
exist (jn)n∈N in [B]o+ satisfying the condition of Theorem 5.3.21(b).
• We present another example, now with a sequence (gn)n∈N that is bounded.
Let X be the Cantor set, A be the algebra consisting of the clopen subsets
of X. Choose {q1, q2, . . . } dense in X, qn 6= qm (n 6= m); then 1{qn} ∈ [A]o,
1{qn} → 0.
Suppose j1, j2, · · · ∈ [A]o, jn ≥ 1{qn}, jn ↓ 0 pointwise. Then jm ≥ 1{qn} if
m ≤ n, so jm ≥ 1 on {qm, qm+1, . . . }: jm ≥ 1 at every continuity point of jm.
But jm lies in the first Baire class, hence it is continuous at every point of some
dense set ([78, Theorem 11.4]).
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On the other hand, order convergence in [A]o does not need to imply pointwise con-
vergence, as the following example illustrates.
• A = {A ⊂ [0, 1] : there exists an ε > 0 s.t. [0, ε) ⊂ A or [0, ε) ⊂ Ac}, gn =
1[0, 1n ]
, then gn ↓ 0 in [A]o but 1[0, 1n ](0) = 1 for all n ∈ N.
5.B.9 Remark. As has been mentioned in 5.3.16 [A]o is uniformly complete. We
will give a proof of this.
5.B.10 Theorem. For an algebra of subsets of X, A, the space [A]o is uniformly
complete.
Proof. Let fp ∈ [A]o for p ∈ N, |fp| ≤ 2−p1, f =
∑
p∈N fp. We claim f ∈ [A]o. For
each p, choose spn ∈ [A], jpn ∈ [A]+, |fp − spn| ≤ jpn and jp1 ≥ jp2 ≥ · · · → 0. We
may choose them such that |spn| ≤ 2−p1 and 0 ≤ jpn ≤ 2−p+11. Put sN =
∑
p≤N spN
and jN = 2−N+11 +
∑
p≤N jpN for N ∈ N, then sN ∈ [A] and jN ∈ [A]+. Then










p≤N jpN ≤ jN .
• jN − jN+1 = 2−N1 +
∑
p≤N (jpN − jp,N+1)− jN+1,N+1 ≥ 0.
• Let x ∈ X, ε > 0. We prove jN (x) ≤ ε for large N . Choose K ∈ N with
2−K+2 < ε3 . Let N0 be such that 2
−N+1 < ε3 for N ≥ N0 and
∑
p≤K jpN (x) <
ε
3 ; so
that for N ≥ N0
















2−p+1 < ε. (5.128)
Observations regarding Section 5.5
5.B.11 Remark. A minor remark on Theorem 5.5.8.
The necessity of the stability assumptions of Theorem 5.5.8 can be further investig-
ated: There is not yet a positive answer to the following questions;
• Is the stability assumption that ΓLV necessary to imply ΓLV ⊂ ΓV L?
• Is the stability assumption that ΓV necessary to imply ΓV = ΓV ?
The Examples 5.5.15 and 5.5.14 do not provide additional insight to this question.
Observations regarding Section 5.6
5.B.12 Examples. (I) Let Ω = R[0,1], Γ = E = C[0, 1] and ϕ the identity C[0, 1]→
C[0, 1]. Let D ⊂ [0, 1] be the Cantor set. Then 1D ∈ ΓV . With E• = R[0,1]: 1D /∈ Γ•V .
(II) Consider E• = c × R, E = {(x, λ) ∈ E• : λ = limn→∞ x(n)}. Let X = N,
I = P(N), Γ = c00[E] and ϕ =
∑
n. Let f : N→ E be given by f(n) = (en, 0). Then
the set {(∑Nn=1 en, 0) : N ∈ N} has supremum (1, 1) in E but supremum (1, 0) in E•.
Hence, f ∈ ΓL and f ∈ Γ•L and ϕL(f) = (1, 1) 6= (1, 0) = ϕ•L(f).
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(III) Let E = C[0, 1] and E• be the space of all bounded functions on [0, 1] that
are continuous at 0. We will show existence of an increasing sequence (an)n∈N in E
that has a supremum in E but not in E•: then with X, I,Γ, ϕ as in (I) the function
f =
∑
n∈N(an+1 − an)1{n} is in ΓL but not in Γ•L.
Put S = {1, 12 , 13 , . . . } and let (qn)n∈N be an enumeration of (Q∩ (0, 1]) \ S. For each
n ∈ N, choose un in C[0, 1]+ such that un ≤ 1, un(qn) = 1, un(s) = 0 (s ∈ S),
and let an = u1 ∨ · · · ∨ un. The sequence an has supremum 1 in C[0, 1]. If it has
a supremum, b, in E•, then b(t) = supn∈N an(t) = supn∈N un(t) for t ∈ (0, 1]; so
b(q) = 1 for q ∈ (Q ∩ (0, 1]) \ S, but b(s) = 0 for s ∈ S; then b cannot be continuous
at 0.
Observations regarding Section 5.8
5.B.13. In the situation of Section 5.8: if f ∈ S+L then f(X) ⊂ Ea, where Ea is
the principal ideal of E generated by the integral a = ϕL(f). Consequently, every
f ∈ S+LV has a range that is contained in a principal ideal of E (since f is dominated
by a function in SL).
In Section 5.8 we have considered the situation where (X,A, µ) is a complete σ-
finite measure space and I = {A ∈ A : µ(A) <∞} and S and ϕ as in 5.4.33. However
one could also consider I to be a subset of {A ∈ A : µ(A) <∞} and Γ to be a subset
of S.
5.B.14 Example. [Extending the Riemann integral]
Let (X,A, µ) be the Lebesgue measure space (R,M, λ). Let I, S and ϕ be as in
5.4.33.
Let
I∗ = {∅, {a}, [a, b], (a, b], [a, b), (a, b) : a, b ∈ R, a < b} (5.129)
be the set of bounded intervals in R. Note that I∗ is closed under taking finite
intersections and is a subset of I = {A ∈ A : µ(A) < ∞}. In analogy to 5.4.33 let
S∗ ⊂ S be the set of simple functions as in (5.40) with A1, . . . , An ∈ I∗. Then S∗V
is the set of Riemann integrable functions on R (the union of the sets of Riemann
integrable functions on [−n, n] for n ∈ N). By Theorem 5.5.12 S∗V L = S∗LV . Let
Θ be the smallest vector space that contains all functions f for which f+ and f−
are improperly Riemann integrable. Because every improperly Riemann integrable
function f ≥ 0 is ϕ-partially in S∗V , and S∗V ⊂ Θ we have ΘL = S∗V L = S∗LV by
Theorem 5.4.25 and Theorem 5.5.12.
Observations regarding Section 5.9
5.B.15 Remark. A minor remark on Theorem 5.9.5.
The theorem states that the inclusion S ⊂ P holds in case E is a Banach lattice with
a σ-continuous norm. Under an additional assumption one has S ⊂ B. However,
it is not clear whether one really needs to make an additional assumption, in the
sense that we do not know whether there exists an example of an Banach lattice with
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σ-order continuous norm E and an f which is in S but not in B. (Note that if such
f exists, it cannot be essentially separably valued.)
Observations regarding Section 5.10
The following is another example of a function f ∈ BV with f /∈ B. However,
contrary to Example 5.10.6, the function f is an element of SLV by Corollary 5.9.8.
5.B.16 Example. Let X be R, A the Borel-σ-algebra of R, and µ a finite measure
on A. For E we take the Banach lattice L∞(R) (the space of equivalence classes of
functions that are bounded almost everywhere).
If u ∈ L∞(R), then for x ∈ R we let Lxu be the function t 7→ u(t − x) (t ∈ R),
and we define Lu : R→ L∞(R) by
(Lu)(x) := Lxu (x ∈ R). (5.130)
If u ∈ C0(R) (the space of continuous functions that converge to zero at ±∞), then
Lu is continuous and therefore Bochner integrable with respect to µ. Its integral∫
Lxu dµ(x) is the convolution product µ ∗ u.
Now let w be 1[0,1]. The function Lw : R→ L∞(R) is not Bochner integrable, as it
is not essentially separably valued because ‖(Lw)(s)−(Lw)(t)‖∞ = ‖Lsw−Ltw‖∞ =
1 as soon as s, t ∈ R, s 6= t. We show that Lw lies in BV . Note that L∞(R) is
mediated, so that we can use Lemma 5.3.7.
For n ∈ N choose un, vn ∈ C0(R) with
1[ 1n ,1− 1n ] ≤ un ≤ 1[0,1] ≤ vn ≤ 1[− 1n ,1+ 1n ]. (5.131)
Lun and Lvn lie in B, and Lun ≤ Lw ≤ Lvn. With the inequalities
0 ≤ vn − un ≤ 1[− 1n , 1n ] + 1[1− 1n ,1+ 1n ] (5.132)
one obtains, for each t ∈ R:








(b(Lvn)− b(Lun)) (t) = 0 (5.135)
for all but countably many values of t, and
inf
n∈N
(b(Lvn)− b(Lun)) = 0 in L∞(R). (5.136)
Thus, Lw ∈ BV . (Of course, bV (Lw) is just µ ∗ w.)
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Observations regarding Section 5.11
We mentioned in 5.11.3 that Example II.2.4 in the thesis of G. Jeurnink [54] is an
example of a Γ that consists of simple functions on a measure space with values in a
C(X) for which (5.110) does not hold for the standard integral on simple functions
(see 5.4.33).
Theorem 5.B.17 is a rewritten version of Example II.2.4 in the thesis of G. Jeurnink
[54]. In 5.B.18 we discuss the property that C[0, 1] has by Theorem 5.B.17, and give
a few examples of spaces that do or do not have that property.
5.B.17 Theorem. Let µ be the Haar measure on X = {0, 1}N. Let E be the Riesz
space C(X) and ϕ be the integral as in 5.4.33. Then there exists a decreasing sequence
(sn)n∈N of simple functions X → C(X) with
{
sn(a) ↓ 0 for all a ∈ {0, 1}N,
ϕ(sn) ≥ 121 in C(X) for all n ∈ N.
(5.137)
Proof. The following notations will be used in this example:
For a1, . . . , an ∈ {0, 1}:
〈a1, . . . , an〉 = {x ∈ X : x1 = a1, . . . , xn = an}, (5.138)
〈a1, . . . , an〉∗ = {x ∈ X : xn+1 = a1, . . . , x2n = an}. (5.139)
A set of the form 〈a1, . . . , an〉 is called a cylinder. It has measure µ(〈a1, . . . , an〉) =
2−n. Notice that the set of cylinders forms a basis for the topology of X.
Observe also that for every n ∈ N the sets 〈a1, . . . , an〉∗, where a1, . . . , an ∈ {0, 1},
form a disjoint cover of X.
? For n ∈ N define tn : X → E, by
(tn(x))(y) =
{
1 if (yn+1, . . . , y2n) = (x1, . . . , xn),
0 otherwise.
Let a1, . . . , an ∈ {0, 1}. Then tn(x) = 1〈a1,...,an〉∗ for all x ∈ 〈a1, . . . , an〉. Thus tn is











? For n ≥ 2 let sn be the simple function given by sn = 1 − (t2 ∨ · · · ∨ tn), where 1
denotes the function X → E, x 7→ 1X . We have sn ↓ and sn ≥ 0 for all n ∈ N. Then
ϕ(sn) ≥ ϕ(1− (t2 + · · ·+ tn)) = 1X − (2−21X + · · · 2−n1X) ≥ 121X .
? Finally we show sn ↓ 0, i.e., sn(x) ↓ 0 (in E) for all x ∈ X. For this it is sufficient
to prove that {y ∈ X : (sn(x))(y) ↓ 0} is dense in X for all x ∈ X. Let x ∈ X. We
will even show that the set S = {y ∈ X : ∃n [(sn(x))(y) = 0]} is dense in X. Let
a1, . . . , an ∈ {0, 1} for some n ∈ N. Then y = (a1, . . . , an, x1, . . . , xn, 0, 0, . . . ) is an
element of 〈a1, . . . , an〉 and also an element of S, because (tn(x))(y) = 1.
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5.B.18. Let us call a partially ordered vector space E uncooperative if there exist a
sequence (fn)n∈N of simple functions {0, 1}N → E and an e ∈ E+, e 6= 0, such that
{
fn(a) ↓ 0 for all a ∈ {0, 1}N,
ϕ(fn) ≥ e in E.
(5.140)
Then C({0, 1}N) is uncooperative. In general:
A partially ordered vector space E is uncooperative if there exists a nonzero σ-order
continuous positive linear map Φ : C({0, 1}N)→ E.
(Note that Φ(ϕ(s)) =
∫
Φ ◦ s dµ for every simple function s : {0, 1}N → C({0, 1}N)
and every linear Φ : C({0, 1}N)→ E.)
For an E being either C(X) or Cb(X), where X is a completely regular topological
space for which there exists a continuous open map X → {0, 1}N this is the case.
Examples of such X are (0, 1), [0, 1],R, the Cantor set, [0, 1]2 and RN.
An example of a Dedekind complete space that is uncooperative is the Dedekind
completion of C[0, 1] (see Theorem 5.6.4).
On the other hand, if E is a Riesz space for which E∼c separates the points of E,
then E is not uncooperative. (E.g., L1(R), `∞, c, F∼ for any Riesz space F .) From
the fact that L∞(R) is such an E it follows that the space of all equivalence classes
of Lebesgue measurable functions on R is not uncooperative.
§5.B.2 Mediated, splitting and similar notions:
their relation to σ–Dedekind completeness
In Definition 5.B.19 we present the notion dividing, which is stronger than medi-
ated and splitting. We compare the relations between them and the relation with
σ-Dedekind completeness (5.B.20 – 5.B.29). In 5.B.30 – 5.B.34 we discuss similar
properties without the ‘countability restriction’.
In this section we assume D to be a linear subspace of E.
5.B.19 Definition. D is said to be dividing in E if the following is true:
If A and B are countable subsets of D such that (5.141)
A+B has a supremum in E, then so do A and B.
We say E is dividing if E is dividing in itself.
We investigate the relations between dividing, splitting and mediated. First, in
Theorem 5.B.20, Theorem 5.B.21 and Theorem 5.B.22 we give equivalent formulations
of mediated, splitting and dividing.
5.B.20 Theorem. The following are equivalent
(a) D is splitting in E.
(b) For all sequences (an)n∈N, (bn)n∈N in D with an ≥ 0, bn ≥ 0 for which
{∑Nn=1 an + bn : N ∈ N} has a supremum in D, {
∑N
n=1 an : N ∈ N} has
a supremum in E.
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(c) For all sequences (an)n∈N, (bn)n∈N in D with an ↑, bn ↑ for which {an + bn :
n ∈ N} has a supremum in E, the set {an : n ∈ N} has a supremum in E.
5.B.21 Theorem. The following are equivalent
(a) D is mediated in E.
(b) If A and B are countable subsets of D with sup(A+B) ∈ D (supremum in E),
then A and B have a supremum in E.
Proof. Suppose (a). Suppose A and B are countable subsets of D with sup(A+B) ∈
D. Let z = sup(A+B). Then inf((z −B)−A) = 0, and so A has an infimum in E.
(a) follows from (b) because inf(A−B) = 0 if and only if sup(B −A) = 0.
5.B.22 Theorem. The following are equivalent
(a) D is dividing in E.




m=1 an + bm :
N,M ∈ N} has a supremum in E, the set {∑Nn=1 an : N ∈ N} has a supremum
in E.
One could use the equivalences described above together with Lemma 5.4.22 to
prove the following implications.
5.B.23 Corollary. Let D be a linear subspace of E.
(a) If D is dividing in E, then D is both mediated and splitting in E.
(b) Suppose E is a Riesz space and D is a Riesz subspace of E. If D is splitting
in E, then D satisfies (5.37) in E and hence D is mediated in E.
In a diagram
D is splitting in E
D is dividing in E D satisfies (5.37) in E
D is mediated in E
If E is a Riesz space and D a Riesz subspace of E, then we have the following diagram
D is splitting in E =⇒ D satisfies (5.37) in E ⇐⇒ D is mediated in E
Suppose E is a Riesz space. Then the following are equivalent:
(c) E is dividing.
(d) E is splitting.
(e) E is mediated.
(f) E satisfies (5.37) with D = E.
We already proved that a Banach lattice with a σ-order continuous norm is medi-
ated and splitting (Theorem 5.4.24). It is even dividing, see the next theorem, which
is a consequence of Theorem 5.4.24 and Corollary 5.B.23.
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5.B.24 Theorem. A Banach lattice E with σ-order continuous norm ‖·‖ is dividing.
5.B.25 Remark. 5.4.23 (c) and (d) provide examples of D that are mediated or
splitting in E but not dividing in E. However, this does not provide an example of a
D that is both mediated and splitting in E but not dividing in E.
5.B.26 Definition. E is said to be filling if for all countable sets A ⊂ E and z ∈ E
for which A ≤ z there exists a countable set B such that sup(A+B) = z.
5.B.27 Theorem. E is σ-Dedekind complete if and only if E is dividing and filling.
Proof. “only if ”. Suppose E is σ-Dedekind complete. It will be clear that E is
dividing. Let A ⊂ E be countable and z ∈ E be such that A ≤ z. Then supA exists.
Define b := z − supA. Then sup(A+ {b}) = supA+ b = z.
“if ”. Suppose E is dividing and filling. Suppose A ⊂ E and z ∈ E is such that
A ≤ z. Let B ⊂ E be such that sup(A+B) = z. Then because E is dividing, A has
a supremum in E.
5.B.28 Example. [A filling space that is not dividing]
Since c is not σ-Dedekind complete, by Theorem 5.B.27 we only have to mention
that c is filling. If (an)n∈N is a sequence in c and z ∈ E is such that an ↑ and
an ≤ z (n ∈ N) then bn := (β1, β2, . . . , βn, 0, 0 . . . ) with βi := z(i) − supn∈N an(i) is
such that an + bn ↑ z.
5.B.29 Example. [A non filling Archimedean dividing space] Let I ⊂ R be
an interval and let B1 be the set of functions I → R that are of the first Baire class
(i.e., those functions that are the pointwise limit of continuous functions). Then the
following holds (see van Rooij and Schikhof [78, Corollary 11,13]):
If f : I → R and there are (gn)n∈N and (hn)n∈N in B1 for which gn ↓, hn ↑ and
sup
n∈N
hn(t) = f(t) = inf
n∈N
gn(t) (t ∈ I), (5.142)
then f ∈ B1. This implies that B1 is dividing (note that the infimum and the
pointwise infimum of first Baire class functions agree, since 1{t} ∈ B1 for t ∈ I).
B1 is also Archimedean, but not σ-Dedekind complete (consider the bounded set
{1{q} : q ∈ Q ∩ I}) and thus not filling.
We will make a few remarks about the relation between Dedekind completeness
and a similar notion to being dividing (one without the “countability restriction”). In
Theorem 5.B.34 we discuss a consequence of a similar notion to being mediated (also
one without the “countability restriction”).
5.B.30. Consider the following condition
If A and B are subsets of D such that
A+B has a supremum in E, then so do A and B. (5.143)
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The analogous notion of filling (Definition 5.B.26) without the “countability re-
striction” is familiar, as the following theorem shows.
5.B.31 Theorem. The following are equivalent.
(a) E is Archimedean.
(b) For all nonempty sets A ⊂ E and z ∈ E for which A ≤ z there exists a set B
such that sup(A+B) = z.
(c) For all nonempty countable sets A ⊂ E and z ∈ E for which A ≤ z there exists
a set B such that sup(A+B) = z.
Consequently, if E is filling then E is Archimedean.
Proof. First note that (b) (and also (c), similarly) is equivalent to the following: For
all nonempty sets A ⊂ E+ there exists a set B ⊂ E such that inf A+B = 0. Suppose
(a), E is Archimedean. Let A ⊂ E+ and define B = {b ∈ E : b ≥ −A}. Then
B + A ≥ 0. Let h ≤ B + A, i.e., h − b ≤ A and thus b − h ∈ B for all b ∈ B. Since
0 ∈ B, −h ∈ B and similarly −nh ∈ B for all n ∈ N. Hence nh ≤ a for all a ∈ A
by definition of B. Because E is Archimedean, h ≤ 0 and thus inf A + B = 0. This
proves (a) ⇒ (b). The implication (b) ⇒ (c) is immediate.
Suppose (c) holds. Let a ∈ E+ and let A = {a, 12a, 13a, . . . }. Let B ⊂ E be such that
inf A+B = 0. Let c ≤ A, then c ≤ 2A+B, since A+B ≥ 0. 2A+B and A+B have
the same lower bounds, hence c ≤ 0 and thus inf A = 0. We conclude (c) ⇒ (a).
Example 5.B.29 illustrates that E can be Archimedean but not filling.
5.B.32 Theorem. The space E is Dedekind complete if and only if E is Archi-
medean and satisfies (5.143) (with D = E).
5.B.33. We already mentioned in Theorem 5.6.4 that an Archimedean directed par-
tially ordered vector space can be embedded in a Dedekind complete space. As a
dividing space or a space E that satisfies (5.143) need not be Archimedean (e.g., R2
with the lexicographical ordering), one could wonder whether there exists an embed-
ding of a (not necessarily Archimedean) partially ordered vector space in a dividing
space.
5.B.34 Theorem. Suppose that the following holds:
If A and B are subsets of D such that inf A−B = 0 in E, then
A has an infimum (and consequently B has a supremum and inf A = supB).
(5.144)
Then a net (xα)α∈A in D order converges to an element x ∈ E if and only if there
exists a net (hα)α∈A with hα ↓ 0 such that
sup
α∈A
xα − hα = x = inf
α∈A
xα + hα. (5.145)
Proof. Let xα → x. Let (hα)α∈A be such that −hα ≤ x− xα ≤ hα and hα ↓ 0. Then
xα − xβ = x− xβ + xα − x ≤ hα + hβ . Therefore
inf
α,β
(xα + hα)− (xβ − hβ) = inf
α,β
(xα − xβ) + hα + hβ ≤ inf
α,β
2(hα + hβ) = 0. (5.146)
By assumption, inf xα + hα and supβ xβ − hβ exist and are equal to x.
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§5.B.3 Remarks about convolution
In this section we consider measurable functions R → R. Lxf is t 7→ f(t − x) and
[g ≥ c] = {x : g(x) ≥ c}. By Corollary 5.B.38 we conclude in 5.B.39 that the only
possible measurable functions f for which x 7→ 1[0,1](x)Lxf is an element of SLV or
SV LV (R is considered to be equipped with the Lebesgue measure), are those that
are essentially bounded on every bounded subset of R.
5.B.35 Lemma. Let f and g be measurable R→ [0,∞), f not essentially bounded.
Let A ⊂ R be a measurable set with positive measure and assume
Lxf ≤ g a.e. (x ∈ A). (5.147)
Then λ[g ≥ n] =∞ for all n ∈ N.
Proof. Assume λ(A) <∞.
(I) Let c ∈ [0,∞). Take S ⊂ [f ≥ c], 0 < λ(S) < ∞, and T := [g ≥ c]. The function
(x, y) 7→ 1A(x)1S(y)1T c(x+ y) is integrable over R2. Fubini leads to
∫
1A(x)λ(S \ (T − x)) dx =
∫
1S(y)λ(A \ (T − y)) dy. (5.148)
For x ∈ A we have g ≥ Lxf ≥ cLx1S = c1S+x a.e., so S + x ⊂ T a.e., and
λ(S \ (T − x)) = 0. Then the left hand member of (5.148) is 0. As S has positive
measure, there is a y ∈ S with λ(A \ (T − y)) = 0. Then λ(A) ≤ λ(T − y) = λ(T ).
(II) Thus, λ(A) ≤ λ[g ≥ c] for all c ∈ [0,∞). Now [g ≥ n] ↓ ∅ but not λ[g ≥ n] ↓ 0.
Hence λ[g ≥ n] =∞ for all n ∈ N.
5.B.36 Corollary. Let f and g be measurable R→ [0,∞). Suppose
Lxf ≤ g a.e. (x ∈ A) (5.149)
for some measurable set A of positive measure. Then f is essentially bounded on
every bounded subset of R.
Also, if B is a measurable set such that f is unbounded on B, then λ(A+B) =∞.
Proof. We may assume that A is bounded. Suppose B is a bounded set such that
f1B is not essentially bounded. As
Lx(f1B) ≤ g1A+B (x ∈ A) (5.150)
we have λ[g1A+B ≥ 1] =∞. Contradiction.
5.B.37. As a consequence of the previous corollary: If Lxf ≤ g a.e. for all x ∈ A
and f is not essentially bounded on bounded subsets of R, then λ(A) = 0.
Let M(R) be the space of (classes of) measurable functions on R.
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5.B.38 Corollary. Let f ∈ M(R), let A ⊂ R be measurable, λ(A) > 0. Suppose




[−wn, wn] (x ∈ A). (5.151)
Then f is essentially bounded on every bounded subset of R.
Proof. For n ∈ N, put An := {x ∈ A : Lxf ∈ [−wn, wn]}. Each An is measurable and
some An has positive measure. Now apply Corollary 5.B.36.
5.B.39. Suppose that E ⊂M(R) is a partially ordered vector space. Theorem 5.8.3
shows that for every element of SLV or SV LV there exists a partition (An)n∈N such
that f(An) is order bounded for each n. Therefore, if x 7→ 1[0,1](x)Lxf is an element
of SLV or SV LV , Corollary 5.B.38 then implies that f is essentially bounded on every
bounded subset of R. Note that the ϕLV or ϕV LV integral of x 7→ 1[0,1](x)Lxf equals
the convolution 1[0,1] ∗ f .
The following theorem is a special case of Theorem 6.9.1. It implies that for an
f ∈ C(R) the function x 7→ 1[0,1](x)Lxf is Bochner integrable. We refer for the
details to Theorem 6.9.1.
5.B.40 Theorem. For every f ∈ C(R) there exists a w ∈ C(R)+ such that
Every Lxf (x ∈ R) lies in the principal ideal C(R)w;
x 7→ Lxf is continuous relative to ‖ · ‖w. (5.152)
5.B.41. Thus, contrary to Corollary 5.B.38: if f is bounded on bounded sets, there
is a continuous function larger than f , and by Theorem 5.B.40 {Lxf : x ∈ R} is
contained in a principal ideal of the space of all locally essentially bounded functions.
§5.B.4 Improper SV L-functions
In this section (X,A, µ) and S, I, ϕ be as in Section 5.8 and E is a mediated
Riesz space. We assume SV to be stable.
Note that E is also splitting (see 5.4.23(b)). Therefore SLV ⊂ SV L by Theorem
5.5.8. In this section we will only consider the (larger) space SV L together with ϕV L.
However, one could also consider SLV and ϕLV in the statements of this section
everywhere where SV L and ϕV L are considered.
5.B.42 Lemma. Let f ∈ S+V L. Then f ∧ u1 is in SV L for all u ∈ E+ and
ϕV L(f) = sup{ϕV L(f ∧ u1) dµ : u ∈ E+}. (5.153)
Proof. Take u ∈ E+. By Lemma 5.3.9 applied to Θ(g) = g ∧ u1 we have that g ∧ u1
is an element of SV for g ∈ SV . Due to the fact that E is splitting (see 5.4.23(b)),
g ∧ u1 is an element of SV L for all g ∈ S+V L.
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Let f ∈ S+V L and let (An)n∈N a ϕ-partition for f . Let BN =
⋃
n≥N An. Then
ϕLV (f1BN ) ≤
∑
n≥N
ϕV (f1An) ↓ 0. (5.154)
For n ∈ N let an ∈ E+ be such that f1An ≤ an1An . If N ∈ N and u = a1 ∨ · · · ∨ aN ,
then f ≤ u1 on X \BN , so
ϕLV (f)− ϕLV (f ∧ u1) ≤ ϕLV (f1BN ). (5.155)
Hence inf{ϕLV (f)− ϕLV (f ∧ u1) : u ∈ E+} ≤ inf{ϕLV (f1BN ) : N ∈ N} = 0.
5.B.43 Definition. We call a function f : X → E+ improperly in SV L with integral
I if
• f ∧ u1 is in SV L for all u ∈ E+,
• I = sup{ϕV L(f ∧ u) : u ∈ E+}.
5.B.44 Example. Consider the function f : R → L1(λ) in Examples 5.9.9(II). f
is Bochner integrable but not an element of SV LV (see also 5.B.39). For k ∈ N let
fk : R→ L1(λ) be given by
fk(x) = f(x) ∧ k1. (5.156)
Then fk as a map R→ L1(λ) is an element of SV and supk∈N ϕV (fk) = b(f):
Let k ∈ N and note that fk(x) = 1[0,1](x)Lx(g ∧ k1). For n ∈ N let In,1, . . . , In,2n
be the intervals
In,i = [(i− 1)2−n, i2−n) (i ∈ {1, . . . , 2n − 1}), (5.157)
In,2n = [1− 2−n, 1]. (5.158)
We follow a similar approach as in the proof of Theorem 5.8.16. For n ∈ N let
hn, ln : X → L1(λ) be given by
hn(x) = k1In,i + Li2−n(g ∧ k1) (x ∈ In,i), (5.159)
ln(x) = L(i−1)2−n(g ∧ k1) (x ∈ In,i). (5.160)
Then hn, ln ∈ S and hn ≥ fk ≥ ln for all n. We show that f ∈ SV by showing
infn∈N ϕ(hn − ln) = 0 (as L1(λ) is σ-Dedekind complete, this suffices by Lemma
5.3.7).
ϕ(hn − ln) = 2−n
[ 2n∑
i=1




k1[0,1] + L1(g ∧ k1)− (g ∧ k1)
]
≤ 21−nk1[0,1]. (5.161)
Therefore, fk ∈ SV . As fk is also Bochner integrable (see 6.4.4(a); fk is continuous
by [47, Theorem 20.4] and so fk(R) is separable), by Theorem 5.9.4 we have b(fk) =
ϕV (fk).
As limk→∞ ‖f(x)− fk(x)‖L1(λ) = 0 and ‖fk(x)‖L1(λ) ≤ ‖f(x)‖L1(λ) for all x ∈ R,
we have supk∈N ϕV (fk) = limk→∞ b(fk) = b(f) by Lebesgue’s Dominated Conver-
gence Theorem (see also Zaanen [90, Ch. 6 Section 31 Theorem 4]).
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5.B.45 Theorem. Let f : X → E+ be improperly in SV L. Suppose f ≤ h for some
h ∈ S+V L. Then f ∈ S+V L.
Proof. There exists a partition (An)n∈N on which h and hence f is bounded, i.e., for
all n ∈ N there exists an an ∈ E+ with 0 ≤ f1An ≤ h1An ≤ an. Since f1An =
(f1An) ∧ (an1) = (f ∧ an1)1An this implies f1An is an element of ΓV L (actually of
ΓV , see Theorem 5.5.5). Because E is splitting, this implies f ∈ S+V L.
5.B.46. Definition 5.B.43 would be a good ingredient for another extension. How-
ever, if f and g are X → E+ functions that are improperly in SV L, then it is not
clear whether f + g is improperly in SV L.
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This chapter is based on a preprint:
A. van Rooij and W. van Zuijlen. Bochner integrals in ordered vector spaces. Preprint
available at http://arxiv.org/abs/1604.06341
Abstract
We present a natural way to cover an Archimedean directed ordered vector space E
by Banach spaces and extend the notion of Bochner integrability to functions with
values in E. The resulting set of integrable functions is an Archimedean directed
ordered vector space and the integral is an order preserving map.
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We extend the notion of Bochner integrability to functions with values in a vector
space E that may not itself be a Banach space but is the union of a collection B of
Banach spaces.
The idea is the following. We call a function f , defined on a measure space X
and with values in E, “integrable” if for some D in B all values of f lie in D and f is
Bochner integrable as a function X → D. Of course, one wants a certain consistency:
the “integral” of such an f should be independent of the choice of D.
In [88], Thomas obtains this consistency by assuming a Hausdorff locally convex
topology on E, entailing many continuous linear functions E → R. Their restrictions
to the Banach spaces that constitute B enable one to apply Pettis integration, which
leads to the desired uniqueness.
Our approach is different, following a direct-limit-like construction. We assume E
to be an ordered vector space with some simple regularity properties (Archimedean,
directed) and show that E is the union of a certain increasing system B of Banach
spaces with closed, generating positive cones (under the ordering of E). Uniqueness
of the integral follows from properties of such ordered Banach spaces. Moreover, the
integrable functions form a vector space and the integral is linear and order preserving.
In Section 6.3 we study ordered Banach spaces with closed generating cones. We
give certain properties which can be used to give an alternative proof of a classical the-
orem which states that every order preserving linear map is continuous, and generalise
it to order bounded linear maps. In Section 6.4 we study Bochner integrable functions
with values in an ordered Banach space with closed generating cone. In Section 6.5
we present the definition of a Banach cover and the definition of the extension of the
Bochner integral to functions with values in a vector space that admits a Banach
cover. In Section 6.6 we show that an Archimedean ordered vector space possesses a
Banach cover consisting of ordered Banach spaces spaces with closed generating cones.
In Section 6.7 we study integrable functions with values in Archimedean ordered vec-
tor spaces. In Section 6.8 we compare the integral with integrals considered in [80].
In Section 6.9 we present an application to view the convolution as an integral.
§6.2 Notation
N is {1, 2, . . . }. We write “for all n” instead of “for all n ∈ N”. To avoid confusion:
• An “order” is a “partial order”.
• We call an ordered vector spaceArchimedean (see Peressini [73]) if for all a, b ∈ E
the following holds: if na ≤ b for all n ∈ N, then a ≤ 0. (In some places, e.g.,
Birkhoff [8], such spaces are said to be ‘integrally closed’.)
As is common in literature, our notations do not distinguish between a function on a
measure space and the class of that function.
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§6.3 Ordered Banach spaces with closed generating
cones
In this section we describe properties of ordered Banach spaces with closed generating
cones. Using these properties we prove in Theorem 6.3.11 that an order bounded map
between ordered Banach spaces with closed generating cones is continuous.
6.3.1 Definition. A normed ordered vector space is a normed vector space with an
order that makes it an ordered vector space. An ordered Banach space is a Banach
space that is a normed ordered vector space.
A priori there is no connection between the ordering and the norm of a normed
ordered vector space. One reasonable and useful connection is the assumption that
the (positive) cone be closed.
6.3.2 Theorem. Let E be a normed ordered vector space. E+ is closed if and only
if
x ≤ y ⇐⇒ α(x) ≤ α(y) for all α ∈ (E′)+. (6.1)
Consequently, whenever E+ is closed then (E′)+ separates the points of E and E is
Archimedean.
Proof. Since E+ is convex, E+ is closed if and only if it is weakly closed (i.e., σ(E,E′)-
closed); see [21, Theorem V.1.4]. The rest follows by [2, Theorem 2.13(3&4)].
The following theorem is due to Andô [3]. See also [2, Corollary 2.12].
6.3.3 Theorem. Let D be an ordered Banach space with a closed generating1 cone
D+. There exists a C > 0 such that
C‖x‖ ≥ inf{‖a‖ : a ∈ D+,−a ≤ x ≤ a} (x ∈ E). (6.2)
6.3.4 Definition. Let D be a directed2 ordered Banach space. If C > 0 is such that
(6.2) holds, then we say that the norm ‖ · ‖ is C-absolutely dominating .3 We say that
a norm ‖ · ‖ is absolutely dominating if it is C-absolutely dominating for some C > 0.
On a Banach lattice the norm is 1-absolutely dominating. Actually for Banach
lattices there is equality in (6.2).
6.3.5. We refer the reader to Appendix 6.A for the following facts: If ‖ · ‖ is C-
absolutely dominating on a directed ordered Banach space D, then C ≥ 1. Whenever
there exists a absolutely dominating norm, then for all ε > 0 there exists an equivalent
(1 + ε)-absolutely dominating norm. All norms on a directed ordered vector space D
that make D complete and D+ closed are equivalent (see 6.6.2).
1D+ is generating if D = D+ −D+.
2D is directed if D = D+ −D+, i.e., if D+ is generating.
3Batty and Robinson [4] call the cone D+ approximately C-absolutely dominating, and, Messer-
schmidt [68] calls D approximately C-absolutely conormal , if the norm on D is C-absolutely domin-
ating.
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6.3.6. Let D be a directed ordered Banach space. Then ‖·‖ is absolutely dominating




is a neighbourhood of 0.
6.3.7 Definition. (See [66, §16]) Let E be an ordered vector space. We say that a
sequence (xn)n∈N in E converges uniformly to an element x ∈ E (notation: xn u−→ x)
whenever there exist a ∈ E+, εn ∈ (0,∞) with εn → 0 and
−εna ≤ xn − x ≤ εna (n ∈ N). (6.4)
Note that one may replace “εn → 0” by “εn ↓ 0”. If E is Archimedean then the x
as above is unique. We will only consider such convergence in Archimedean spaces.
We say that a sequence (xn)n∈N in E is a uniformly Cauchy sequence if there exists
an a ∈ E+ such that for all ε > 0 there exists an N such that −εa ≤ xn − xm ≤ εa
for all n,m ≥ N . E is called uniformly complete whenever it is Archimedean and all
uniformly Cauchy sequences converge uniformly.
6.3.8 Lemma. Let D1, D2 be ordered vector spaces and T : D1 → D2. If T is linear
and order bounded, then T preserves uniform convergence.
Proof. Suppose xn ∈ D1, εn ∈ (0, 1) and a ∈ D+1 are such that −εna ≤ xn ≤ εna
and εn ↓ 0. Let b ∈ D+2 be such that T [−a, a] ⊂ [−b, b]. Then ε−1n Txn ∈ [−b, b], i.e.,
−εnb ≤ Txn ≤ εnb for all n.
6.3.9 Theorem. Let D be an ordered Banach space. Consider the following condi-
tions.
(i) ‖ · ‖ is absolutely dominating.
(ii) If a1, a2, · · · ∈ D+,
∑
n∈N ‖an‖ <∞, then there exist a ∈ D+, εn ∈ (0,∞) with
εn → 0 such that an ≤ εna for all n.4
(iii) If x1, x2, · · · ∈ D,
∑
n∈N ‖xn‖ <∞, then xn
u−→ 0.
If D+ is closed, then D satisfies (ii).
Suppose D is Archimedean and directed. Then the following are equivalent.
(a) D+ is closed.
(b) D satisfies (i) and (ii).
(c) D satisfies (iii).
Proof. Suppose D+ is closed. Let a1, a2, · · · ∈ D+,
∑
n∈N ‖an‖ < ∞. Choose









n an exists. Because D+ is closed a ≥ ε−1n an for all n.
4For normed Riesz spaces property (ii) is equivalent to what is called the weak Riesz-Fischer
condition (see Zaanen [91, Ch. 14, §101]).
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(a)=⇒(b). (ii) is implied by the above argument. By Theorem 6.3.3 we have (i).
(b)=⇒(c). Let x1, x2, · · · ∈ D,
∑
n∈N ‖xn‖ < ∞. Using (i) let a1, a2, · · · ∈ D+ with∑
n∈N ‖an‖ <∞ be such that −an ≤ xn ≤ an. By (ii) it then follows that xn
u−→ 0.
(c)=⇒ (a). Take b in the closure of D+. For n ∈ N, choose xn ∈ D+,
∑
n∈N ‖xn−b‖ <
∞. By (iii) there exist a ∈ D+, εn ∈ (0,∞) with εn → 0 and −εna ≤ xn − b ≤ εna,
so that b ≥ xn − εna ≥ −εna. Then b ≥ 0 because D is Archimedean.
6.3.10 Lemma. Let D be an ordered Banach space for which D+ is closed. Then
x1, x2, · · · ∈ D, a ∈ D, b ∈ D, ‖xn − a‖ → 0, xn u−→ b =⇒ a = b. (6.5)
Proof. Assume b = 0. There exist c ∈ D+, εn ∈ (0,∞) with εn ↓ 0 and −εnc ≤ xn ≤
εnc. Then −εNc ≤ xn ≤ εNc whenever n ≥ N . Since D+ is closed, −εNc ≤ a ≤ εNc
for all N , and so, as D is Archimedean by Theorem 6.3.2, a = 0.
With this we can easily prove the following theorem. In a recently published book
by Aliprantis and Tourky [2]5 but also in older Russian papers by Wulich [15] one
can find the proof that an order preserving linear map is continuous (see [2, Theorem
2.32] or combine [15, Theorem III.2.2] (which states the result for D2 = R) and [16,
Theorem VI.2.1]). Theorem 6.3.11 is more general in the sense that it states that
linear order bounded maps are continuous.
6.3.11 Theorem. Let D1, D2 be ordered Banach spaces. Suppose D+1 is closed and
generating and D+2 is closed. Let T : D1 → D2 be linear and order bounded. Then T is
continuous. Consequently, if T is an order isomorphism then it is a homeomorphism.
Proof. Let x1, x2, · · · ∈ D1, xn → 0 and suppose Txn → c for some c ∈ D2. If from
this we can prove c = 0, then by the Closed Graph Theorem T will be continuous.
We may assume
∑
n∈N ‖xn‖ <∞. Then xn
u−→ 0 in D1 (Theorem 6.3.9), so Txn u−→ 0
in D2 (Lemma 6.3.8). Hence, c = 0 according to Lemma 6.3.10.
We present a consequence as has been done for order preserving linear maps in
[16, Theorem VI.2.2].
6.3.12 Corollary. Let D1 be an ordered Banach space with closed generating cone.
Let D2 be an ordered normed vector space with a normal cone. Let T : D1 → D2 be
linear and order bounded. Then T is continuous.




2 (see [2, Corollary 2.27]). Let ∆ be the
unit ball in D1. Then for all φ ∈ D′2, the map φ ◦ T is an order bounded functional,
whence continuous by Theorem 6.3.11. Thus φ ◦ T (∆) is bounded for all φ ∈ D′2. By
an application of the Principle of Uniform Boundedness (see [21, Corollary III.4.3]),
T (∆) is norm bounded.
5For complete metrisable ordered vector spaces.
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§6.4 The Bochner integral on ordered Banach spaces
In this section (X,A, µ) is a complete σ-finite measure space, with µ 6= 0.
For more assumptions see 6.4.3 and 6.4.7.
We define the integral of simple functions in Definition 6.4.1 and recall the defin-
ition and facts on Bochner integrability in Definition 6.4.2 and 6.4.4. After that, we
consider an ordered Banach space D. In Theorems 6.4.5 and 6.4.6 we describe the or-
der structure of the space BD of Bochner integrable functions. In 6.4.8 we summarise
the results of 6.4.9 – 6.4.16, in which we compare closedness and generatingness of
the positive cones of D and BD.
6.4.1 Definition. Let E be a vector space. We say that a function f : X → E is






The simple functions form a linear subspace S of EX , which is a Riesz subspace of





where f,N,An, an are as in (6.6). ϕ(f) is called the integral of f . We write SR for
the linear space of simple functions X → R.
Definition 6.4.2 and the facts in 6.4.4 can be found in Chapter III in the book by
E. Hille and R.S. Phillips, [48].
6.4.2 Definition. Let (D, ‖ · ‖) be a Banach space. A function f : X → D is called
Bochner integrable whenever there exists a sequence of simple functions (sn)n∈N such
that
∫
‖f(x)− sn(x)‖ dµ(x)→ 0. (6.8)
Then the sequence (ϕ(sn))n∈N converges. Its limit is independent of the choice of the
sequence (sn)n∈N and is called the Bochner integral of f .
6.4.3. For the rest of this section, D is a Banach space (with norm ‖ ·
‖), and, we write B (or BD) for the Banach space of classes of Bochner
integrable functions X → D, with norm ‖ · ‖B (see 6.4.4(b)). We write b (or
bD) for the Bochner integral on B.
6.4.4. Some facts on the Bochner integrable functions:
(a) [48, Theorem 3.7.4] & [82, Proposition 2.15] If f : X → D is Borel measurable,
f(X) is separable and
∫
‖f‖ dµ <∞, then f is Bochner integrable.
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(c) [48, Theorem 3.7.12] Let E be a Banach space and T : D → E be linear and
continuous. If f ∈ BD, then T ◦ f ∈ BE and
T (bD(f)) = bE(T ◦ f). (6.10)
(d) [48, Theorem 3.7.9] Let f1, f2, . . . be inB, f : X → D and h ∈ L1(µ)+. Suppose
that fn(x) → f(x) and ‖fn(x)‖ ≤ h(x) for µ-almost all x ∈ X. Then f ∈ B
and
b(fn)→ b(f). (6.11)
(e) If D is an ordered Banach space then B is an ordered Banach space under the
ordering given by
f ≤ g (in B) ⇐⇒ f ≤ g µ− a.e.. (6.12)
6.4.5 Theorem. Let D be a Banach lattice. Then BD is a Banach lattice and b is
linear and order preserving.
Proof. The Bochner integrable functions form a Riesz space because of the inequality
‖|x| − |y|‖ ≤ ‖x− y‖.
6.4.6 Theorem. Let D be an ordered Banach space for which D+ is closed. Then
b is order preserving.
Proof. Let f ∈ B and f ≥ 0. Then
α(b(f)) =
∫
α ◦ f dµ ≥ 0 (α ∈ (D′)+). (6.13)
Whence b(f) ≥ 0, by Theorem 6.3.2.
6.4.7. For the rest of this section, D is an ordered Banach space.
6.4.8. The following is a list of results presented in 6.4.9 – 6.4.16.
(a) B+ is closed if and only if D+ is (6.4.9).
(b) If B is directed, then so is D (straightforward, see also Theorem 6.4.12).
(c) Let C > 0 and D+ be closed and generating. If ‖ ·‖ is C-absolutely dominating,
then so is ‖ · ‖B (Lemma 6.4.11).
(d) Let C > 0. If B is directed and ‖ · ‖B is C-absolutely dominating, then so is
‖ · ‖ (Theorem 6.4.12).
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(e) B+ is closed and generating if and only if D+ is closed and generating (Theorem
6.4.16).
(f) If there exist disjoint A1, A2, . . . in A with 0 < µ(A) < ∞ for all n: If B+ is
generating, then so is D+ and ‖ · ‖ is absolutely dominating (Corollary 6.4.14).
(g) If no such A1, A2, . . . exist: B+ is generating if and only if D+ is generating
(6.4.15).
6.4.9. Whenever f ∈ B, fn ∈ B+ with
∫
‖f−fn‖ dµ→ 0, then there exist Bochner




‖f − gn‖ dµ < ∞; this implies gn → f µ-almost
everywhere. So whenever D+ is closed this implies f ≥ 0 µ-almost everywhere.
We infer that B+ is closed whenever D+ is.
On the other hand, if B+ is closed then so is D+. Indeed, let A ∈ A, 0 < µ(A) <∞.
If an ∈ D+ and an → a, then ‖a1A − an1A‖B → 0. Therefore a ∈ D+.
6.4.10 Lemma. Suppose D+ is generating and C > 0 is such that ‖ · ‖ is C-
absolutely dominating. Let f : X → D be simple, let ε > 0. Then there exists a
simple g : X → D+ with −g ≤ f ≤ g and
∫
‖g‖ dµ ≤ C
∫
‖f‖ dµ+ ε.
Proof. Write f =
∑N
n=1 xn1An with disjoint sets A1, . . . , AN ∈ A of finite measure
and x1, . . . , xN ∈ D. Let κ = µ(
⋃N
n=1An) and assume κ > 0. For each n, choose an ∈
D+, −an ≤ xn ≤ an, ‖an‖ ≤ C‖xn‖ + εκ . Put g =
∑N
n=1 an1An . Then −g ≤ f ≤ g
and
∫
‖g‖ dµ = ∑Nn=1 ‖an‖µ(An) ≤
∑N
n=1(C‖xn‖+ εκ )µ(An) = C
∫
‖f‖ dµ+ ε.
6.4.11 Lemma. Suppose D+ is closed and generating and C > 0. Then B+ is
closed and generating. If ‖ · ‖ is C-absolutely dominating, then so is ‖ · ‖B.
Proof. B+ is closed by 6.4.9. Assume that ‖ · ‖ is C-absolutely dominating. Let
f : X → D be Bochner integrable and let ε > 0. We prove there exists a Bochner
integrable g : X → D+ with −g ≤ f ≤ g µ-a.e. and
∫
‖g‖ dµ ≤ C(
∫
‖f‖ dµ + ε).
Choose simple functions s1, s2, . . . with
∫
‖f − sn‖ dµ < ε2−n−1. Then sn → f
pointwise outside a µ-null set Y .






‖fn‖ dµ < ε2−n−1 + ε2−n−2 < ε2−n (n ∈ {2, 3, . . . }). (6.14)
For each n, choose a simple gn : X → D+ with −gn ≤ fn ≤ gn such that
∫











‖gn‖ dµ <∞ there is a µ-null set Z ⊂ X for which
∑
n∈N
‖gn(x)‖ <∞ (x ∈ X \ Z). (6.16)
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Put X0 := X \ (Y ∪ Z). Define g : X → D+ by
g(x) =
{∑
n∈N gn(x) x ∈ X0,
0 x /∈ X0.
(6.17)




‖gn‖ dµ ≤ C(
∫
‖f‖ dµ+ ε).
Moreover, for x ∈ X0 we have −g(x) ≤
∑N
n=1 fn(x) = sN (x) ≤ g(x) for all
N , whereas sN (x) → f(x) since x /∈ Y . From the closedness of D+ it follows that
−g ≤ f ≤ g on X0.
In the following theorems (6.4.12, 6.4.13, 6.4.14 and 6.4.15) we derive properties
of D from properties of B. In Theorem 6.4.16 we show that D has a closed and
generating cone if and only if B does.
6.4.12 Theorem. Assume B is directed. Let C > 0 and suppose ‖ · ‖B is C-
absolutely dominating. Then D is directed and ‖ · ‖ is C-absolutely dominating.
Proof. Let x ∈ D and x 6= 0. Let A ∈ A with 0 < µ(A) < ∞. Then x1A ∈ B,
‖x1A‖B = µ(A)‖x‖. Let C ′ > C. There is a g ∈ B with −g ≤ x1A ≤ g,∫
‖g(t)‖ dµ(t) ≤ C ′‖x1A‖B. Then
∫
A
‖g(t)‖ dµ(t) ≤ C ′µ(A)‖x‖, so µ{t ∈ A :
‖g(t)‖ > C ′‖x‖} < µ(A). In particular, there is a t ∈ A with ‖g(t)‖ ≤ C ′‖x‖
and −g(t) ≤ x ≤ g(t).
6.4.13 Theorem. Let D be an ordered Banach space such that the Bochner integ-
rable functions N→ D form a directed space. Then D is directed and ‖·‖ is absolutely
dominating.
Proof. D is directed. In case ‖·‖ is not absolutely dominating, there exist x1, x2, · · · ∈
D such that for every n
2n‖xn‖ ≤ inf{‖a‖ : a ∈ D+,−a ≤ xn ≤ a}
and ‖xn‖ = 2−n. Then n 7→ xn is Bochner integrable, so, by our assumption, there
exist an ∈ D+ with −an ≤ xn ≤ an for all n and
∑
n∈N ‖an‖ <∞ which is false.
6.4.14 Corollary. Suppose there exist disjoint A1, A2, . . . in A with 0 < µ(An) <∞
for all n. Suppose B is directed. Then D is directed and ‖·‖ is absolutely dominating.
Proof. This follows from Theorem 6.4.13 since f 7→∑n∈N f(n)1An forms an isometric
order preserving isomorphism from the Bochner integrable functions N→ D into B.
6.4.15. Whenever there do not exist A1, A2, . . . as in Corollary 6.4.14, then X =
A1 ∪ · · · ∪ AN , where A1, . . . , AN are disjoint atoms. Let αn = µ(An) ∈ (0,∞).
Define a norm ‖ · ‖N on DN by ‖x‖N =
∑N
n=1 ‖xn‖. Then T : B → DN defined by
T (
∑N
n=1 xn1An) = (α1x1, . . . , αNxN ), is an isometric order preserving isomorphism.
Therefore,
D+ is generating ⇐⇒ (DN )+ is generating ⇐⇒ B+ is generating. (6.18)
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6.4.16 Theorem. D+ is closed and generating if and only if B+ is. Moreover, if
D+ is closed and generating and C > 0, then ‖ · ‖ is C-absolutely dominating if and
only if ‖ · ‖B is.
Proof. This follows from Lemma 6.4.11 and Theorem 6.4.12.
§6.5 An extension of the Bochner integral
We present the definition of a Banach cover (Definition 6.5.2), some examples, and use
this notion to extend the Bochner integral to functions with values in such a vector
space (6.5.6).
The next result follows by definition of the Bochner integral or by 6.4.4(c).
6.5.1 Theorem. Let D1 and D be Banach spaces and suppose D1 ⊂ D and the
inclusion map is continuous. Suppose f : X → D has values in D1 and is Bochner
integrable as map X → D1 with integral I. Then f is Bochner integrable as a map
X → D with integral I.
6.5.2 Definition. Let E be a vector space. Suppose B is a collection of Banach
spaces whose underlying vector spaces are linear subspaces of E. B is called a Banach
cover of E if
⋃
B = E and for all D1 and D2 in B there exists a D ∈ B with
D1, D2 ⊂ D such that both inclusion maps D1 → D and D2 → D are continuous.
For a D ∈ B, we write ‖ · ‖D for its norm if not indicated otherwise.
If E is an ordered vector space, then an ordered Banach cover is a Banach cover
whose elements are seen as ordered subspaces of E.
6.5.3. A bit of pedantry: strictly speaking, a Banach space is a couple (D, ‖ · ‖)
consisting of a vector space D and a norm ‖ · ‖. One usually talks about the “Banach
space D”, the norm being understood. Mostly, we adopt that convention but not
always. In the context of the above definitions one has to be careful. A Banach cover
may contain several Banach spaces with the same underlying vector space, so that a
formula like “D1, D2 ⊂ D” really is ambiguous. What we mean is only an inclusion
relation between the vector spaces and no connection between the norms is assumed
a proiri.
However, suppose (D1, ‖ · ‖1) and (D2, ‖ · ‖2) are elements of a Banach cover B
and D1 = D2. There is a Banach space (D, ‖ · ‖D) in B with D1, D2 ⊂ D and with
continuous inclusion maps. If a sequence (xn)n∈N in D1(= D2) is ‖ · ‖1-convergent to
a and ‖ · ‖2-convergent to b, then it is ‖ · ‖D-convergent to a and b, so a = b. Hence,
by the Closed Graph Theorem the norms ‖ · ‖1 and ‖ · ‖2 are equivalent.
Similarly, if (D1, ‖·‖1) and (D2, ‖·‖2) are elements of a Banach cover andD1 ⊂ D2,
then the inclusion map D1 → D2 automatically is ‖ · ‖1-‖ · ‖2-continuous.
6.5.4 Example. Let E be a uniformly complete Riesz space. The set of principal
ideals B = {(Eu, ‖ · ‖u) : u ∈ E+, u 6= 0} is an ordered Banach cover of E: for
u, v ∈ E+ with u, v > 0 one has Eu, Ev ⊂ Eu+v and ‖ · ‖u+v ≤ ‖ · ‖u on Eu.
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6.5.5 Example. Let (Y,B, ν) be a complete σ-finite measure space. Let M be the
space of classes of measurable functions Y → R. A function ρ : M → [0,∞] is called
an function norm if (i) ρ(f) = 0 ⇐⇒ f = 0 a.e., (ii) ρ(αf) = |α|ρ(f) (where
0 · ∞ = 0), (iii) ρ(|f |) = ρ(f), (iv) ρ(f + g) ≤ ρ(f) + ρ(g), (v) 0 ≤ f ≤ g a.e. implies
ρ(f) ≤ ρ(g) for f, g ∈M and α ∈ R. For such function norm ρ the set
Lρ = {f ∈M : ρ(f) <∞} (6.19)
is a normed Riesz space called a Köthe space (see [55, Ch. III §18] or [66, Ch. 1 §9]).





n∈N un is an element of Lρ ([55, Theorem 19.3]). Examples
of complete Köthe spaces are Orlicz spaces ([55, §20]). In particular, the Banach
spaces Lp(ν) for p ≥ 1 are Köthe spaces. We introduce other examples:
For w ∈M+ with w > 0 a.e. define ρw : M → [0,∞] by
ρw(f) :=
∫
|f |w dν. (6.20)
Then ρw is a function norm. Both the set {Lρw : w ∈M+, w > 0 a.e.} and the set of
all complete Köthe spaces are Banach covers of M (see Appendix 6.B).
6.5.6. Let E be a vector space with a Banach cover B. Let (X,A, µ) be a complete
σ-finite measure space, µ 6= 0.
(1) For D ⊂ B denote by BD the vector space of all Bochner integrable functions
X → D, and, by bD the Bochner integral BD → D.
(2) Let D1, D2 ∈ B, f1 ∈ BD1 , f2 ∈ BD2 , f1 = f2 µ-a.e. Then bD1(f1) = bD2(f2).
Proof. Choose D ∈ B as in Definition 6.5.2. Then f1, f2 ∈ BD and bD1(f1) =
bD(f1) = bD(f2) = bD2(f2).
(3) If D1, D2 ∈ B have the same underlying vector space, then BD1 = BD2 since
the identity map D1 → D2 is a homeomorphism (see 6.5.3).
(4) We call a function f : X → E B-integrable if there is a D ∈ B such that f is
µ-a.e. equal to some element of BD.
(5) By U we indicate the vector space of all µ-equivalence classes of B-integrable
functions.
For D ∈ B we have a natural map TD : BD → U, assigning to every element of BD
its µ-equivalence class. The space TD(BD) is a Banach space, which we indicate by
BD.6 We write bD for the map BD → D determined by
bD(TD(f)) = bD(f) (f ∈ BD). (6.21)
U is the union of the sets BD. By (2) there is a unique u : U→ E determined by
u(f) = bD(f) (D ∈ B, f ∈ BD). (6.22)
The above leads to the following theorem.
6Even though we use the same notation as in Section 6.4, see 6.4.3, the meaning of BD is slightly
different.
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6.5.7 Theorem. U is a vector space, u is linear and {BD : D ∈ B} is a Banach
cover of U.
6.5.8.
(1) For any vector space the finite dimensional linear subspaces form a Banach
cover.
(2) If E is a Banach space, then {E} is a Banach cover.
(3) If E is a Banach space and B is a Banach cover with E ∈ B, then U is just the
space of (classes of) Bochner integrable functions X → E and u is the Bochner
integral.
(4) A special case of (3): Let E be a uniformly complete Riesz space with a unit
e and let B be the Banach cover of principal ideals as in Example 6.5.4. Then
(E, ‖ · ‖e) ∈ B.
6.5.9. Let E be a vector space and B1 and B2 be Banach covers of E. Suppose that
for all D1 ∈ B1 there exists a D2 ∈ B2 with D1 ⊂ D2 such that the inclusion map is
continuous. Write Ui, ui for the set of Bi-integrable functions and the Bi-integral, for
i ∈ {1, 2}. Then U1 ⊂ U2 and u1 = u2 on U1.
6.5.10 Example (Different covers and different integrals). Let (E, ‖ · ‖) be
an infinite dimensional Banach space. Let T : E → E a linear bijection that is not
continuous; say, there exist xn ∈ E with ‖xn‖ = 2−n, Txn = xn, T (
∑
n∈N xn) 6=∑
n∈N xn. Define ‖x‖T = ‖Tx‖ for x ∈ E. Then (E, ‖ · ‖T ) is a Banach space. The
map f : N→ E given by f(n) = xn is Bochner integrable in (E, ‖·‖) and in (E, ‖·‖T ),
but the integrals do not agree. Whence with B1 = {(E, ‖ · ‖)} and B2 = {(E, ‖ · ‖T )}
we have f ∈ U1 ∩ U2 but u1(f) 6= u2(f).
As an immediate consequence of Theorem 6.4.5 we obtain the following theorem.
6.5.11 Theorem. Suppose E is a Riesz space and B is a Banach cover of E that
consists of Banach lattices that are Riesz subspaces of E. Then U is a Riesz space
and u is order preserving.
Proof. This is a consequence of Theorem 6.4.5.
6.5.12. Whenever E is an ordered vector space and B an ordered Banach cover of
E, then U is an ordered vector space. In order for u to be order preserving, one
needs a condition on B. This and other matters will be treated in §6.7. A sufficient
condition turns out to be closedness of D+ for every D ∈ B (see Theorem 6.4.6 and
Theorem 6.7.1). First we will see in §6.6 that all Archimedean directed ordered vector
spaces admit such ordered Banach covers. (The Archimedean property is necessary
as follows easily from Theorem 6.3.2).
6.5.13. Whenever E is a vector space and B is a Banach cover of E, then the set
{A ⊂ E : there exists a D ∈ B such that A is bounded in D} (6.23)
forms a bornology on E (we refer to the book of Hogbe-Nlend [49] for the theory of
bornologies).
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§6.6 Covers of ordered Banach spaces with closed
generating cones
In this section E is an Archimedean directed ordered vector space. B is
the collection of all ordered Banach spaces that ordered linear subspaces
of E whose cones are closed and generating.
We intend to prove that B is a Banach cover of E (Theorem 6.6.5).
6.6.1 Lemma. Let (D1, ‖·‖1), (D2, ‖·‖2) be in B. Let z1, z2, · · · ∈ D1∩D2, a ∈ D1,
b ∈ D2, ‖zn − a‖1 → 0, ‖zn − b‖2 → 0. Then a = b.
Proof. We may assume
∑
n∈N ‖zn−a‖1 <∞ and
∑
n∈N ‖zn−b‖2 <∞. Then zn
u−→ a
in D1 and zn
u−→ b in D2 by Theorem 6.3.9. Then zn u−→ a and zn u−→ b in E. Because
E is Archimedean, a = b.
6.6.2. If D is an ordered Banach space with closed generating cone D+, under each
of two norms ‖ · ‖1 and ‖ · ‖2, then these norms are equivalent. Indeed, the identity
map (D, ‖ · ‖1)→ (D, ‖ · ‖2) has a closed graph by Lemma 6.6.1.
6.6.3 Theorem. Let (D1, ‖ · ‖1), (D2, ‖ · ‖2) be in B. D1 +D2 is an ordered Banach
space with closed generating cone under the norm ‖ · ‖ : D1 +D2 → [0,∞) defined by
‖z‖ := inf{‖x‖1 + ‖y‖2 : x ∈ D1, y ∈ D2, z = x+ y}. (6.24)
Moreover, if C > 0 and ‖ · ‖1 and ‖ · ‖2 are C-absolutely dominating, then so is ‖ · ‖.
Proof. D1×D2 is a Banach space under the norm (x, y) 7→ ‖x‖1 +‖y‖2. From Lemma
6.6.1 it follows that ∆ := {(a, b) ∈ D1 × D2 : a = −b} is closed in D1 × D2. Then
D1 ×D2/∆ is a Banach space under the quotient norm. This means that D1 +D2 is
a Banach space under ‖ · ‖. (In particular, ‖ · ‖ is a norm.)
Since D+1 +D
+
2 ⊂ (D1 +D2)+, the latter is generating.
We prove that (D1 +D2)+ is closed. Let u1, u2, · · · ∈ D1 +D2,
∑
n∈N ‖un‖ <∞; we
prove un
u−→ 0. Choose xn ∈ D1, yn ∈ D2 with un = xn + yn and
∑
n∈N ‖xn‖1 <∞,∑
n∈N ‖yn‖2 < ∞. Then, see Theorem 6.3.9, xn
u−→ 0 in D1 and yn u−→ 0 in D2. It
follows that un
u−→ 0 in D1 + D2. By Theorem 6.3.9 it follows that (D1 + D2)+ is
closed.
Suppose C > 0 is such that ‖ · ‖1 and ‖ · ‖2 are C-absolutely dominating. Let
z ∈ D1 +D2, ε > 0. Choose x ∈ D1, y ∈ D2 with z = x+ y, ‖x‖1 + ‖y‖2 ≤ ‖z‖+ ε3 .
Choose a ∈ D+1 with −a ≤ x ≤ a, ‖a‖1 < C‖x‖1 + ε3 and b ∈ D+2 with −b ≤ y ≤ b,
‖b‖2 < C‖y‖2 + ε3 . Set c = a + b. Then c ∈ (D1 + D2)+, −c ≤ z ≤ c and ‖c‖ ≤
‖a‖1 + ‖b‖2 < C‖x‖1 + C‖y‖2 + 2 ε3 < C‖z‖+ ε.
6.6.4. Let x ∈ E. (We make a D ∈ B with x ∈ D.) Choose a ∈ E such that
−a ≤ x ≤ a. Let D = R(a−x) +R(a+x) = Ra+Rx. D is a directed ordered vector
space. Define ‖ · ‖ : D → [0,∞) by
‖y‖ := inf{s ≥ 0 : −sa ≤ y ≤ sa}. (6.25)
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Then ‖ · ‖ is a norm on D, −‖y‖a ≤ y ≤ ‖y‖a for all y ∈ D and ‖a‖ = 1. Thus
(D, ‖ · ‖) is a directed ordered Banach space. Moreover D+ is closed: Let y ∈ D,
y1, y2, · · · ∈ D+, ‖y − yn‖ < 1n . Then y ≥ yn − 1na ≥ − 1na, so y ≥ 0.
‖ · ‖ is 1-absolutely dominating: ‖a‖ = 1, so inf{‖c‖ : c ∈ D+,−c ≤ y ≤ c} ≤
inf{s ≥ 0 : −sa ≤ y ≤ sa} = ‖y‖.
Even ‖y‖ = inf{‖c‖ : c ∈ D+,−c ≤ y ≤ c}: For c ∈ D+ with −c ≤ y ≤ c and
s ≥ 0 such that c ≤ sa we have −sa ≤ −c ≤ y ≤ c ≤ sa and so ‖y‖ ≤ ‖c‖.
6.6.5 Theorem. B is a Banach cover of E. Moreover,
{D ∈ B : ‖ · ‖D is 1-absolutely dominating } (6.26)
is a Banach cover of E.
Proof. By 6.6.4 each element of E is contained in an ordered Banach space with closed
generating cone (with a 1-absolutely dominating norm). By Theorem 6.6.3 and by
definition of the norm, B forms a Banach cover of E.
6.6.6. It is reasonable to ask if an analogue of Theorem 6.6.5 holds in the world of
Riesz spaces: does every Archimedean Riesz space have a Banach cover consisting of
Riesz spaces? The answer is negative.
Let E be the Riesz space of all functions f on N for which there exist N ∈ N
and r, s ∈ R such that f(n) = sn + r for n ≥ N . Suppose E has a Banach cover
B consisting of Riesz subspaces of E. There is a D ∈ B that contains the constant
function 1 and the identity map i : N→ N. For every n ∈ N,
1{1,...,n} = 1 ∨ (n+ 1)1− i ∨ n1 ∈ D. (6.27)
It follows that D = E, so E is a Banach space under some norm.
But E is the union of an increasing sequence D1 ⊂ D2 ⊂ · · · of finite dimensional
-hence, closed- linear subspaces:
Dn = R1 + Ri+ R1{1} + · · ·+ R1{n}. (6.28)
By Baire’s Category Theorem, some Dn has nonempty interior in E. Then E = Dn
and we have a contradiction.
6.6.7. In Theorem 6.6.5 we single out one particular Banach cover B. If we consider
only Banach covers consisting of directed spaces with closed cones, this B is the largest
and gives us the largest collection of integrable functions. Without directedness there
may not be a largest Banach cover. For instance, consider Example 6.5.10. Impose
on E the trivial ordering (x ≤ y if and only if x = y). Then E+ = {0}, and both B1
and B2 consist of Banach spaces with closed (but not generating) cones.
§6.7 The integral for an Archimedean ordered vector
space
As a consequence of Theorem 6.4.6 we obtain the following extension of Theorem
6.5.11.
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6.7.1 Theorem. Let E be an ordered vector space with an ordered Banach cover B
so that D+ is closed for all D ∈ B. Then u is order preserving. Moreover, E and U
are Archimedean.
6.7.2 Lemma. Let D be an ordered Banach space with a closed generating cone D+.
Let T be a linear order preserving map of D into an Archimedean ordered vector space
H. Then kerT is closed and T (D) equipped with the norm ‖ · ‖q given by
‖z‖q = inf{‖x‖ : x ∈ D,Tx = z}, (6.29)
has a closed generating cone T (D)+.
Proof. (I) Let x1, x2, · · · ∈ kerT , x ∈ D, xn → x; we prove x ∈ kerT . We assume∑
n∈N ‖x − xn‖ < ∞. By Theorem 6.3.9 xn
u−→ x. By Lemma 6.3.8 Txn u−→ Tx, so
Tx = 0.
(II) D/ kerT is a Banach space under the quotient norm ‖ · ‖Q. The formula x +
kerT 7→ Tx describes a linear bijection D/ kerT → T (D) and
‖x+ kerT‖Q = ‖Tx‖q (x ∈ D). (6.30)
It follows that ‖ · ‖q is indeed a norm, turning T (D) into a Banach space.
T (D+) ⊂ T (D)+, whence T (D) is directed.
We prove that T (D) satisfies (iii) of Theorem 6.3.9: Let z1, z2, · · · ∈ T (D),∑
n∈N ‖zn‖q < ∞. Choose xn ∈ D such that Txn = zn,
∑
n∈N ‖xn‖ < ∞. Us-
ing (iii) for D, xn
u−→ 0. Then zn = Txn u−→ 0 by Lemma 6.3.8.
6.7.3. In the proof of Lemma 6.7.2 we mentioned the inclusion T (D+) ⊂ T (D)+.
This inclusion can be strict. Take D = H = R2, T (x, y) = (x, x+ y). Then T (D+) 6=
T (D)+.
From Theorem 6.3.11, 6.4.4(c) and Lemma 6.7.2 we get:
6.7.4 Theorem. Let E1, E2 be ordered vector spaces, Ei endowed with the Banach
cover Bi consisting of the ordered Banach spaces with closed generating cones. Let
T : E1 → E2 be linear and order preserving. If f : X → E1 is B1-integrable, then
T ◦ f : X → E2 is B2-integrable, and u2(T ◦ f) = T (u1(f)).
6.7.5. In view of Theorem 6.3.11 the reader may wonder why in Theorem 6.7.4 T is
required to be order preserving and not just order bounded, the more so because of
the following considerations. Let D and H be as in Lemma 6.7.2 and T be a linear
order bounded map of D into H. As the implication (c) =⇒ (a) of Theorem 6.3.9
is valid for Archimedean (but not necessarily directed) D, following the lines of the
proof of Lemma 6.7.2 kerT is closed and T (D) equipped with the norm as in (6.29)
has a closed cone T (D)+. However, we also need T (D) to be directed and order
boundedness of T is no guarantee for that.
An alternative approach might be to drop the directedness condition on the spaces
that constitute B. However, the ordered Banach spaces with closed cones may not
form a Banach cover.
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For an example, let E be `∞ and let B be the collection of all ordered Banach
spaces that are subspaces of `∞ and have closed cones. We make D1, D2 ∈ B. For D1
we take `∞ with the usual norm ‖ · ‖∞. Choose a linear bijection T : `∞ → `∞ that
is not continuous. For a ∈ `∞ put a′ = (a1,−a1, a2,−a2, . . . ). For D2 we take the
vector space {a′ : a ∈ `∞} with the norm ‖ · ‖T given by ‖a′‖T = ‖Ta‖∞. Then D2 is
a Banach space and D+2 , begin {0}, is closed in D2. Suppose B is a Banach cover. Let
D be as in Definition 6.5.2. By the Open Mapping Theorem the identity map D1 → D
is a homeomorphism. By the continuity of the inclusion map D2 → D there exists a
number c such that ‖a′‖T ≤ c‖a′‖∞ for all a ∈ `∞. Then ‖Ta‖∞ ≤ c‖a′‖∞ ≤ c‖a‖∞
for a ∈ `∞, so T is continuous. Contradiction.
6.7.6 Theorem. Let E be an ordered vector space such that E∼ separates the points
of E.7 Assume B is a Banach cover consisting of ordered Banach spaces with closed




α ◦ f dµ for all α ∈ E∼, (6.31)
if and only if I = u(f).
Proof. Let f ∈ U and let I = u(f). By Theorem 6.7.4 α ◦ f ∈ L1(µ) for all α ∈ E∼
and (6.31) holds. I = u(f) is the only element of E for which (6.31) holds because
E∼ separates the points of E.
6.7.7 Remark. Functions with values in a Banach space that are Bochner integrable
are also Pettis integrable. To some extent the statement of Theorem 6.7.6 is similar.
Indeed, the definition of Pettis integrability could be generalised for vector spaces V
which are equipped with a set S of linear maps V → R that separates the points of
V , in the sense that one calls a function f : X → V Pettis integrable if α ◦ f ∈ L1(µ)
for all α ∈ S and there exists a I ∈ V such that α(I) =
∫
α◦f dµ for all α ∈ S. Then
Theorem 6.7.6 implies that every f ∈ U is Pettis integrable when considering V = E
and S = E∼. Observe, however, that even for a Riesz space E, E∼ may be trivial
(see, e.g., [55, 5.A]).
§6.8 Comparison with other integrals
In this section (X,A, µ) is a complete σ-finite measure space and E is a
directed ordered vector space with an ordered Banach cover B so that D+
is closed for each D ∈ B.
In 6.5.6 we have introduced an integral u on a space U of B-integrable functions
X → E.8 In [80], starting from a natural integral ϕ on the space S of all simple
functions X → E we have made integrals ϕV , ϕL, ϕLV , . . . on spaces SV , SL, SLV , . . . .
7We write E∼ for the space of order bounded linear maps E → R.
8In this section we close an eye for the difference between a function and its equivalence class.
There will be no danger of confusion.
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There is an elementary connection: S is part of U and u coincides with ϕ on S.
(Indeed, let f ∈ S. Being a finite set, f(X) is contained in D for some D ∈ B. Then
f is Bochner integrable as a map X → D.)
In general, SV and SL are not subsets of U, but we can prove that u coincides
with ϕV on SV ∩ U and with ϕL on SL ∩ U. Better than that: u is “compatible”
with ϕV in the sense that u and ϕV have a common order preserving linear extension
SV + U→ E. Similarly, u is “compatible with ϕL, ϕLV , . . . ”.
6.8.1 Lemma. (a) Let f ∈ U, g ∈ SV , f ≤ g. Then u(f) ≤ ϕV (g).
(b) Let f ∈ U, g ∈ SL, f ≤ g. Then u(f) ≤ ϕL(g).
Proof. (a) By the definition of ϕV and by the text preceding this lemma we have
ϕV (g) = inf{ϕ(h) : h ∈ S, h ≥ g} = inf{u(h) : h ∈ S, h ≥ g}. As g ≥ f and u is order
preserving (Theorem 6.7.1), it follows that ϕV (g) ≥ u(f).
(b) Let g ∈ SL and assume f ≤ g. Let g1, g2 ∈ S+L be such that g = g1 − g2. Let
(Bi)i∈N be a ϕ-partition for both g1 and g2. Write An =
⋃n
i=1Bi for n ∈ N. Then
f1An ≤ g1An , thus by (a) (and Theorem 6.7.1)
u(f1An) ≤ u(g1An) = ϕ(g1An) = ϕ(g11An)− ϕ(g21An)
≤ ϕL(g1)− ϕ(g21Ak) (k ∈ N, k < n). (6.32)
Which implies u(f1An) +ϕ(g21Ak) ≤ ϕL(g1) for all k < n. Then letting n tend to ∞
(apply 6.4.4(d): f(x)1An(x)→ f(x) for all x ∈ X) we obtain
u(f) ≤ ϕL(g1)− ϕ(g21Ak) (k ∈ N), (6.33)
from which we conclude u(f) ≤ ϕL(g).
6.8.2 Theorem.
(a) If g ∈ SLV and f ≤ g, then u(f) ≤ ϕLV (g).
(b) If SV is stable, g ∈ SV LV and f ≤ g, then u(f) ≤ ϕV LV (g).
Proof. Follow the lines of the proof of the lemma with SV , SL or SV L instead of S.
6.8.3 (Comments on Theorem 6.8.2).
(1) The theorem supersedes the lemma because SV + SL ⊂ SLV .
(2) As a consequence, u = ϕLV on U ∩ SLV , and u = ϕV LV on U ∩ SV LV if SV is
stable.
(3) Recall that stability of SV is necessary for the existence of SV LV .
6.8.4 Theorem. Let E be a uniformly complete Riesz space and B be the Banach
cover of principal ideals (see Example 6.5.4). U is a linear subspace of SLV and
u = ϕLV on U.
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Proof. Let u ∈ E+ and let f : X → Eu be Bochner integrable. We prove f ∈ SLV .
For simplicity of notation, put D = Eu. Let SD be the space of simple functions
X → D. By [80, Corollary 9.8] we have f ∈ (SD)LV and u(f) = ϕLV (f). Since D is
a Riesz ideal in E, the identity map D → E is order continuous. Then [80, Theorem
8.14] implies f ∈ SLV .
Contrary to Theorem 6.8.4, in [80, Example 9.9(II)] U is not a linear subspace of
SLV . Then next example shows, in the context of Theorem 6.8.4, that the inclusion
may be strict.
6.8.5 Example (U ( SLV ). For X = N,A = P(N) and µ the counting measure
and E = c. As is mentioned in [80, Examples 9.9(I)], the function n 7→ 1{n} is an
element of SLV but not Bochner integrable. With B the Banach cover of principal
ideals, the function n 7→ 1{n} is not B-integrable (see 6.5.8(4)).
§6.9 An example: Convolution
To illustrate the B-integral as an extension of the Bochner integral we consider the
following situation. (This introduction requires some knowledge of harmonic analysis
on locally compact groups, the balance of this section does not.)
Let G be a locally compact group. For f : G→ R and x ∈ G we let Lxf : G→ R
be the function y 7→ f(x−1y).
For a finite measure µ on G and f in L1(G) one defines their convolution product
to be the element µ ∗ f of L1(G) given for almost every y ∈ G by





The map x 7→ Lxf of G into L1(G) is continuous and bounded, hence Bochner
integrable with respect to µ. It is not very difficult to prove that
µ ∗ f =
∫
Lxf dµ(x). (6.35)
Similar statements are true for other spaces of functions instead of L1(G), such as
Lp(G), with 1 < p <∞, and C0(G), the space of continuous functions that vanish at
infinity.
But consider the space C(G) of all continuous functions on G. The integrals∫
f(x−1y) dµ(x) will not exist for all f ∈ C(G), y ∈ G and all finite measures µ, but
they do if µ has compact support. Thus, one can reasonably define µ∗f for f ∈ C(G)
and compactly supported µ. However, there is no natural norm on C(G) (except, of
course, if G is compact), so we cannot speak of
∫
Lxf dµ(x) as a Bochner integral.
We will see that, at least for σ-compact G, it is a B-integral where B is the Banach
cover of C(G) that consists of the principal (Riesz) ideals.
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6.9.1 Theorem. Let G be a σ-compact locally compact group. For every f ∈ C(G)
there exists a w ∈ C(G)+ such that
Every Lxf (x ∈ G) lies in the principal ideal C(G)w;
x 7→ Lxf is continuous relative to ‖ · ‖w. (6.36)
Proof. Choose compact K1 ⊂ K2 ⊂ . . . such that K1 is a neighbourhood of e; Kn =
K−1n ; KnKn ⊂ Kn+1,
⋃
n∈NKn = G.
For x ∈ G, define [x] to be the smallest n with x ∈ Kn. Then [x] = [x−1],
[xy] ≤ 1 + [x] ∨ [y] for all x, y ∈ G by definition.
Let f ∈ C(G). Define u, v : G→ [1,∞) as follows:
u(x) := 1 + sup |f(Kn+1)|, v(x) = [x]u(x) if [x] = n. (6.37)
(1) If x, y ∈ G, [x] ≤ [y] = n, then x, y ∈ Kn, so
|f(xy)| ≤ sup |f(Kn+1)| ≤ u(y). (6.38)
(2) Hence, for all x, y ∈ G: |f(x−1y)| ≤ u(x)∨u(y) ≤ u(x)v(y), i.e., |Lxf | ≤ u(x)v.
Let a ∈ G, ε > 0. In (5), using (3) and (4), we show the existence of a neighbourhood
U of e with
x ∈ aU =⇒ |Lxf − Laf | ≤ εv. (6.39)
Choose a p with a ∈ Kp.
(3) K1 contains an open set V containing e. We make a q ∈ N with
x ∈ aV =⇒ |Lxf − Laf | ≤ εv on G \Kq. (6.40)
Let x ∈ aV . Then x, a ∈ Kp+1, so [x], [a] ≤ p+ 1. By (1):
|(Lxf − Laf)(y)| ≤ |f(x−1y)|+ |f(a−1y)| ≤ 2u(y) if [y] ≥ p+ 1. (6.41)
Moreover, εv(y) = ε[y]u(y) ≥ 2u(y) if [y] ≥ 2ε . Take q ∈ N with q ≥ p+ 1 and q ≥ 2ε .
For y ∈ G \Kq we have [y] > q, so |(Lxf − Laf)(y)| ≤ εv(y).
(4) We show there exists an open set W containing e with
x ∈ aW =⇒ |Lxf − Laf | ≤ εv on Kq. (6.42)
The function (x, y) 7→ |(Lxf − Laf)(y)| on G × G is continuous and Kq is compact.
Hence by [80, Theorem 8.15] the function G 7→ [0,∞)
x 7→ sup
y∈Kq
|(Lxf − Laf)(y)| (6.43)
is continuous. Its value at a is 0, so there exists an open set W containing e with
sup
y∈Kq
|(Lxf − Laf)(y)| ≤ ε (x ∈ aW ). (6.44)
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As v(y) ≥ 1 for all y we obtain (6.42).
(5) With U = V ∩W we have
x ∈ aU =⇒ |Lxf − Laf | ≤ εv on G. (6.45)
Therefore, to prove the theorem it is sufficient to show there exists a continuous
function w ≥ v:
(6) Set αn = n(1 + sup |f(Kn+1)|) for all n; then
[x] = n =⇒ v(x) = αn. (6.46)
Put K0 = ∅. For all n ∈ N we have V Kn−1 ⊂ K1Kn−1 ⊂ Kn, so Kn−1 is a subset of
K◦n, the interior of Kn. By Urysohn [27, Theorem VII.4.1 and Theorem XI.1.2] for
all n there is a continuous gn : G→ [0, 1] with
gn = 0 on Kn−1, gn = 1 on G \K◦n ⊃ G \Kn. (6.47)
Let b ∈ G. There is a l with b ∈ Kl. bV is an open set containing b. As bV ⊂ Kl+1
and gn = 0 on Kn−1 we have: gn = 0 on bV as soon as n ≥ l + 2.
Hence, w :=
∑
n∈N αn+1gn is a continuous function G→ [0,∞). For every x ∈ G
there is an n with [x] = n; then x /∈ Kn−1, gn−1(x) = 1 and w(x) ≥ αn = v(x).
6.9.2 Theorem. Let G be a σ-compact locally compact group. Let µ be a finite
measure on the Borel σ-algebra of G with a compact support. Let B be the Banach
cover of C(G) consisting of the principal ideals as in Example 6.5.4. Then for every
f ∈ C(G) the function x 7→ Lxf is B-integrable and its integral is the “convolution
product” µ ∗ f :
(µ ∗ f)(y) =
∫
f(x−1y) dµ(x) (y ∈ G). (6.48)
Proof. By Theorem 6.9.1 there exists a w ∈ C(G)+ such that (6.36) holds. This
implies that the map x 7→ Lxf is Borel measurable and {Lxf : x ∈ G} is separable
in C(G)w. As x 7→ ‖Lxf‖w is continuous and thus bounded on the support of µ, the
map x 7→ Lxf is B-integrable (see 6.4.4(a)). That the integral is equal to µ∗f follows
by 6.4.4(c).
6.9.3 Remark. Theorem 6.9.2 compares to [80, Example 8.17] in the sense that in
both situations the convolution is equal to an integral of the translation. Though
the situation is slightly different in the sense that in Theorem 6.9.2 we consider σ-
compact locally compact groups, while in [80, Example 8.17] we considered metric
locally compact groups (the fact that in [80, Example 8.17] Lxf(t) = f(tx−1) is
reminiscent for its statement).
Appendix
§6.A Appendix: Absolutely dominating norms
In this section, C > 0 and D is an ordered Banach space with closed
generating cone and with a C-absolutely dominating norm ‖ · ‖.
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As is mentioned in 6.3.5, we show that C ≥ 1 (6.A.1) and that for every ε > 0
there exists an equivalent (1 + ε)-absolutely norm (Theorem 6.A.3). Furthermore, we
discuss (in 6.A.4 – 6.A.10) whenever there exists an equivalent norm ‖ · ‖1 for which
‖x‖1 = inf{‖a‖1 : a ∈ D+,−a ≤ x ≤ a} (x ∈ D). (6.49)
This is done by means of the norm N introduced in 6.A.2. Example 6.A.11 illustrates
that the existence of such equivalent norm may fail.
6.A.1 (C has to be ≥ 1). Suppose that C < 1. Choose C ′ > 0 such that C <
C ′ < 1. For all a ∈ D+ with a 6= 0 there exists a b ∈ D+ with a ≤ b and ‖b‖ ≤ C ′‖a‖.
Let a ∈ D+ with ‖a‖ = 1. Iteratively one obtains a sequence a ≤ a1 ≤ a2 ≤ · · · with
‖a1‖ ≤ C ′ and ‖an+1‖ ≤ C ′‖an‖ for all n. Then
∑
n∈N ‖an‖ < ∞ and thus an
u−→ 0
by Theorem 6.3.9, which contradicts 0 < a ≤ an.
6.A.2. Define N : D → [0,∞) by
N (x) = inf{‖a‖ : a ∈ D+,−a ≤ x ≤ a}. (6.50)
N is a seminorm, and actually a norm because (see Theorem 6.3.9)
N (x) = 0 ⇐⇒ there is an a∗ ∈ D+ with − 1na∗ ≤ x ≤ 1na∗ (n ∈ N). (6.51)
Because ‖ · ‖ is C-absolutely dominating one has N ≤ C‖ · ‖.
6.A.3 Theorem. For all ε > 0 there exists an equivalent norm ρ on D, for which
(1 + ε)2ρ(x) ≥ inf{ρ(a) : a ∈ D+,−a ≤ x ≤ a} (x ∈ D). (6.52)
Proof. Define ρ := εN +‖·‖. ρ is a norm which is equivalent to ‖·‖, since N ≤ C‖·‖.
Let x ∈ D, x 6= 0. Choose a ∈ D+ with −a ≤ x ≤ a such that ‖a‖ ≤ (1 + ε)N (x).




N (a) + ε‖a‖
N (x) + ε‖x‖ ≤
N (a) + ε‖a‖
N (x) ≤
‖a‖+ ε‖a‖
N (x) ≤ (1 + ε)
‖a‖
N (x) ≤ (1 + ε)
2.
(6.53)
6.A.4. Suppose ‖ · ‖1 is a norm equivalent to ‖ · ‖ for which there exists a C > 0
such that
C‖x‖1 = inf{‖a‖1 : a ∈ D+,−a ≤ x ≤ a} (x ∈ D). (6.54)
Then it is straightforward to show that N is equivalent to ‖ · ‖.
6.A.5. N is equivalent to ‖ ·‖ if and only if there exists a c > 0 such that N ≥ c‖ ·‖.
The latter is true if and only if
− 1na∗ ≤ xn ≤ 1na∗ (n ∈ N) =⇒ limn→∞ ‖xn‖ = 0. (6.55)
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N (x) = inf{N (a) : a ∈ D+,−a ≤ x ≤ a}. (6.56)
Proof. (≤) Take a ∈ D+,−a ≤ x ≤ a; we prove N (x) ≤ N (a). For all b ≥ a,−b ≤
x ≤ b, whence N (x) ≤ ‖b‖. Thus N (x) ≤ inf{‖b‖ : a ≤ b} = N (a), the latter by
definition of N (a).
(≥) Take ε > 0. Choose a ∈ D+,−a ≤ x ≤ a, ‖a‖ ≤ N (x) + ε. Then N (a) ≤ ‖a‖ ≤
N (x) + ε.
6.A.7 Theorem. [2, Theorem 2.38] For an ordered normed vector space E the fol-
lowing are equivalent.
(a) The cone E+ is normal.
(b) The normed space E admits an equivalent monotone norm.
(c) There is a c > 0 such that 0 ≤ x ≤ y implies ‖x‖ ≤ c‖y‖.
6.A.8. Suppose D is an ordered Banach space with closed generating cone and
suppose there exists a c > 0 such that
‖x‖ ≤ c inf{‖a‖ : a ∈ D+,−a ≤ x ≤ a} = cN (x). (6.57)
Then for x ∈ D+, a ∈ D+ with x ≤ a one has ‖x‖ ≤ c‖a‖.
6.A.9. Suppose D is an ordered Banach space with closed generating cone and ‖ · ‖
is monotone. Let x ∈ D and a ∈ D+ be such that
−a ≤ x ≤ a. (6.58)
Then 0 ≤ x+ a ≤ 2a and whence ‖x‖ ≤ ‖x+ a‖+ ‖a‖ ≤ 3‖a‖.Thus
‖x‖ ≤ 3 inf{‖a‖ : a ∈ D+,−a ≤ x ≤ a} = 3N (x). (6.59)
We conclude:
6.A.10 Theorem. Let D be an ordered Banach space with closed generating cone.
The following are equivalent
(a) There exist a norm ‖ · ‖1 that is equivalent to ‖ · ‖ for which
‖x‖1 = inf{‖a‖1 : a ∈ D+,−a ≤ x ≤ a} (x ∈ D). (6.60)
(b) There exists a c > 0 such that N ≥ c‖ · ‖.
(c) There exists a monotone norm that is equivalent to ‖ · ‖.
(d) E+ is normal.
In the following we give an example of an ordered Banach space with closed gen-
erating cone D for which none of (a) – (d) of Theorem 6.A.10 holds.
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6.A.11 Example. Let D be `1 with its natural norm. Define T : `1 → RN by
Tx = (x1, x1 + x2, x1 + x2 + x3, . . . ). (6.61)
As T is linear, D is an ordered vector space under the relation 
x  y ⇐⇒ Tx ≤ Ty. (6.62)
The positive cone of `1 is included in D+, whence D is directed. Moreover, D+ is
closed and so ‖ · ‖ is absolutely dominating. With xn = (1,−1, 1,−1, . . . ,±1, 0, 0 . . . )
and a = (1, 0, 0, . . . ) we have −a ≤ xn ≤ a and ‖xn‖ = n, ‖a‖ = 1.
§6.B Appendix: Banach cover of Köthe spaces
In this section (Y,B, ν) is a complete σ-finite measure space and M is the space of
classes of measurable functions Y → R as in Example 6.5.5.
6.B.1 Lemma. {Lρw : w ∈M+, w > 0 a.e.} is a Banach cover of M .
Proof. Lρw is complete since f 7→ fw is an isometric bijection Mw → L1(ν).
Let f ∈ M . We show there exists a w ∈ M+, w > 0 a.e., with f ∈ Lρw . By
the σ-finiteness of ν there is a u ∈ L1(ν), u > 0 a.e. Put w = (|f | + 1)−1u. Then
w ∈M+, w > 0 a.e., and f ∈ Lρw because
∫
|f |w dν ≤
∫
u dν <∞.
If w, v ∈M+, w > 0, v > 0 a.e., then w ∧ v > 0 a.e., Lρw∧v is a subset of Lρw and
Lρv and ρw∧v ≤ ρw on Lρw and ρw∧v ≤ ρv on Lρv .
6.B.2 Theorem. The complete Köthe spaces form a Banach cover of M .
Proof. Let ρ be a function norm and Lρ be complete. If fn ∈ M+ for n ∈ N and∑
n∈N ρ(fn) <∞, then
∑
n∈N |fn| ∈ Lρ, so
∑
n∈N |fn| <∞ a.e. and fn → 0 a.e. We
will use this fact below.
By Lemma 6.B.1 it suffices to prove the following. Let ρ1, ρ2 be function norms,
Lρ1 and Lρ2 complete. We make a function norm ρ such that Lρ is complete and
ρ ≤ ρ1, ρ ≤ ρ2. (Then Lρ1 , Lρ2 ⊂ Lρ and we are done.)
Define ρ : M → [0,∞] by
ρ(f) = inf{ρ1(g) + ρ2(h) : g, h ∈M+, g + h ≥ |f |}. (6.63)
If ρ(f) = 0, choose gn, hn with gn + hn ≥ |f |, ρ1(gn) + ρ2(hn) ≤ 2−n. Then (by the
above), gn → 0 a.e., hn → 0 a.e. Hence, f = 0 a.e.
It follows easily that ρ is a function norm. Obviously, ρ ≤ ρ1, ρ ≤ ρ2. For the
completeness of Lρ: Let u1, u2, · · · ∈ L+ρ ,
∑
n∈N ρ(un) < ∞. Choose gn, hn ∈ M+,
gn+hn ≥ un, ρ1(gn)+ρ2(hn) < ρ(un)+2−n. Then
∑





n∈N gn) <∞. Similarly ρ2(
∑
n∈N hn) <∞. Then
∑
n∈N un ∈ Lρ.
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§6.C Miscellaneous: Additional ideas, remarks etc.
6.C.1. Let D be a directed ordered Banach space. By Theorem 6.3.2:
D+ is closed =⇒ (D′)+ and D∼+ separate the points of D. (6.64)
By Theorem 6.3.3:
D+ is closed =⇒ ‖ · ‖ is absolutely dominating. (6.65)
Moreover, the following implication holds
D∼+ separates the point of D =⇒ D is Archimedean. (6.66)
By Theorem 6.3.11:
D+ is closed =⇒ D∼ ⊂ D′. (6.67)
Example 6.C.2 illustrates that the reverse implications of (6.64) and (6.65) may fail.
Example 6.C.3 illustrates that the reverse implications of (6.66) and (6.67) may fail
as well.
6.C.2 Example. We give an example of an ordered Banach space D with
(a) D+ is generating,
(b) D+ is not closed,
(c) ‖ · ‖ is absolutely dominating,
(d) (D′)+ and D∼+ separate the points of D.
Take D = R2 with the Euclidean norm but with the following unorthodox ordering:
C
Figure 6.C.1: The cone C.
For x = (x1, x2) ∈ R2 put f(x) = 2x1 + x2 and g(x) = x1 + 2x2. Define the cone
C as follows (see Figure 6.C.1): x ∈ C if and only if both f(x) > 0 and g(x) > 0, or
x = 0. Then under the order, ≤C , determined by C (i.e. x ≤C y ⇐⇒ y − x ∈ C),
the norm is absolutely dominating because (R2)+ ⊂ C. But C (= D+), is not closed.
Both f, g are in D∼+. As x > 0 if and only if f(x) > 0 and g(x) > 0, D∼+
separates the points of D.
6.C.3 Example. We give an example of an ordered Banach space D with
(a) D is Archimedean,
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(b) D∼ = {0},
(c) D+ is not closed.
Let M be the space of equivalence classes of Borel functions on [0, 1]. Let X be the
identity map [0, 1]→ R, in M or in C[0, 1]. Moreover, let #X denote the cardinality
of X.
We show that there exists a linear bijection T : C[0, 1] → M with T (Xn) = nXn
for n ∈ N. If T is such linear bijection, then with D being C[0, 1] equipped with the
norm ‖ · ‖∞ but ordered such that T is an order isomorphism, we have D∼ = {0}
becauseM∼ = {0} (see de Jonge and van Rooij [55, 5.A]), and D+ is not ‖·‖∞-closed
as T is not continuous (see Theorem 6.3.11).
We can make T by the following steps. A Hamel basis for a vector space E is a
maximal linearly independent subset of E.
(a) Let X be a Hamel base of E and let c00(X) be the space of all functions X → R
with finite support. Then the formula x 7→ 1{x} determines a linear bijection
E → c00(X).
(b) Hence: Let E,F be vector spaces with Hamel bases X,Y . Then every bijection
X → Y extends to a linear bijection E → F .
(c) If Z is a separable metric space then #Z ≤ #R. Proof. Choose a dense
set {a1, a2, . . . }. For z ∈ Z choose n(1), n(2), . . . with an(i) → z, and put
Sz = {n(1), n(2), . . . }. Then z 7→ Sz is an injection Z → P(N), so #Z ≤
#P(N) = #R.
(d) The functions Xs, s ∈ [0,∞), are linearly independent in C[0, 1], so there is a
Hamel basis X in C[0, 1] with Xs ∈ X for all s ∈ [0,∞). Then by (c)
#R ≤ #X ≤ #C[0, 1] ≤ #R. (6.68)
Similarly, there is a Hamel basis Y in M with Xs ∈ Y for s ∈ [0,∞), whence
(using the arctan for the inclusionM → L∞[0, 1] and (c) for the last inequality)
#R ≤ #Y ≤ #M ≤ #L∞[0, 1] ≤ #L2[0, 1] ≤ #R. (6.69)
(e) Putting X ′ := X \ {1,X,X2, . . . } and Y ′ := Y \ {1,X,X2, . . . } we see that
#X ′ = #R = #Y ′. Then there is a bijection X ′ → Y ′, extending to a bijection
X → Y with
X
n → nXn (n ∈ N), (6.70)
and to the desired linear bijection C[0, 1]→M (see (b)).
6.C.4. (ii) of Theorem 6.3.9 can not be extended to
‖xn‖ → 0 =⇒ xn u−→ 0 (6.71)
or even
‖xn‖ → 0 =⇒ {xn : n ∈ N} is order bounded. (6.72)
See D = L1(R).
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6. Bochner integrals in ordered vector spaces
6.C.5 Lemma. If c ∈ E and if D is a linear subspace of E equipped with a norm
that turns it into an ordered Banach space with closed generating cone, then {x ∈ D :
x ≤ c} is closed in D.
Proof. Let (xn)n∈N and x in D be such that xn → x in D and xn ≤ c for all n. Let
a ∈ E+ be such that −a ≤ c ≤ a and let D∗ = Ra + Rc be equipped with the norm
as in 6.6.4. Then xn → x in D + D∗ and so c − xn → c − x in D + D∗. Whence
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In dit proefschrift komen twee onderwerpen aan bod. In Deel I beschouwen we Gibbs-
niet-Gibbs overgangen, in het bijzonder voor gemiddeld-veld-interacties. In Deel II
beschouwen we vectorintegratie, in het bijzonder integratie van functies met waarden
in een partieel geordende vectorruimte.
Deel I: Gibbs-niet-Gibbs overgangen
Een Gibbsmaat is een wiskundig object dat gebruikt wordt om de evenwichtstoestand
van een systeem met een groot aantal interagerende componenten te beschrijven.
De componenten kunnen uit magnetische spins bestaan, waaraan men een waarde
toekent, bijvoorbeeld +1 of −1. Over het algemeen liggen de componenten op een
rooster, bijvoorbeeld op het kwadratisch rooster Z2. De Gibbsmaat beschrijft de
kans van een configuratie (bijvoorbeeld een element van {−1,+1}Z2) aan de hand van
een energiefunctie, die aan iedere configuratie een energie toekent. Deze beschrijving
is gebaseerd op de zogenoemde Maxwell-Boltzmann-Gibbs formule. Er is nog een
andere manier om Gibbsmaten te karakteriseren; het zijn namelijk de maten die aan
een zekere “regulariteitsconditie” voor conditionele kansen voldoen.
Indien men het systeem dat wordt beschreven door een Gibbsmaat verandert, wat
neerkomt op het feit dat het nieuwe systeem beschreven wordt door een transform-
atie van de Gibbsmaat, dan kan het zo zijn dat de getransformeerde maat zelf geen
Gibbsmaat meer is, ofwel, dat deze maat niet aan de “regulariteitsconditie” voldoet.
Een van de belangrijke vragen is derhalve wanneer de getransformeerde maat een
Gibbsmaat is, en dus wel aan de “regulariteitsconditie” voldoet, en wanneer niet.
Een centraal voorbeeld van zo’n transformatie is de evolutie van het systeem vol-
gens een stochastische dynamica over een zeker tijdsinterval. In dit geval vragen
we ons dus af op welke tijdstippen de tijdsgeëvolueerde maat Gibbs is en op welke
tijdstippen niet. Deze en gerelateerde vragen worden behandeld in Deel I van het
proefschrift. We beschouwen in dit proefschrift alleen de gemiddeld-veld-modellen.
In deze modellen wordt de ruimtelijke structuur achterwege gelaten: iedere compon-
ent is in gelijke mate afhankelijk van iedere andere component.
In Hoofdstuk 2 beschouwen we gemiddeld-veld-modellen van componenten met
waarden in de reële rechte R. We geven een conditie op de potentiaal (continue
differentieerbaarheid) waaronder het initiële systeem Gibbs is. De evolutie die we
beschouwen is die van onafhankelijke Brownse bewegingen. We laten zien dat het
tijdsgeëvolueerde systeem Gibbs is dan en slechts dan als de entropiefunctie van de
onderliggende conditionele kans van de initiële configuratie gegeven de geëvolueerde
configuratie een unieke minimiser heeft. Dit bewijst het algemene vermoeden over
dit verband voor de gemiddeld-veld-modellen. Deze entropiefunctie valt dusdanig
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te ontleden dat men een noodzakelijke en voldoende voorwaarde op de potentiaal
kan geven waaronder het tijdsgeëvolueerde systeem Gibbs is. Dit legt op zijn beurt
expliciet vast welke mogelijke scenario’s er zijn voor de tijdslijn van Gibbs of niet-
Gibbs. Zo is het voor dit model niet mogelijk om weer Gibbs te worden nadat het
niet-Gibbs geworden is. Bij ieder mogelijk scenario geven we een voorbeeld.
In Hoofdstuk 3 beschouwen we een algemener niveau voor gemiddeld-veld-model-
len, ook wel het empirische niveau of niveau 2 genoemd. Om algemenere stochastische
dynamica’s en algemenere potentialen te gebruiken is het noodzakelijk om dit niveau
te beschouwen. Dit brengt wel de noodzaak met zich mee om een andere taal en
andere wiskundige objecten te introduceren, vooral ook om die passend te maken bij
de reeds bekende artikelen over het empirische niveau die compacte toestandruimten
beschouwen. Analoog aan Hoofdstuk 1 geven we een vergelijkbare conditie op de
potentiaal waaronder het initiële systeem Gibbs is. We leiden formules af voor de
conditionele kansen onder transformaties, die op hun beurt gebruikt worden om een
algemenere implicatie van uniciteit van de globale minimiser van de entropiefunctie
van deze conditionele kansen tot het Gibbs zijn van het getransformeerde systeem te
bewijzen. Zo’n entropiefunctie hoort bij het principe van grote afwijkingen. Het is
niet vanzelfsprekend dat de conditionele kansen aan zo’n principe voldoen.
In Hoofdstuk 4 gaan we in op de vraag of conditionele kansen aan het principe
van grote afwijkingen voldoen. We leiden een noodzakelijke en voldoende voorwaarde
daarvoor af. Met behulp van een voorbeeld illustreren we de noodzaak van deze
voorwaarden. Daarnaast bewijzen we dat conditionele kansen van zogenaamd “Sanov”
type aan het principe van grote afwijkingen voldoen indien de toestandsruimte eindig
is.
Deel II: Vectorintegratie
Het begrip integraal is welbekend onder zowel wiskundigen als niet-wiskundigen. Ook
al wordt het door de niet-wiskundigen vaak gezien als een manier om de oppervlakte
onder een grafiek uit te rekenen, heeft het voor de wiskundigen ook andere toepassin-
gen. Indien men functies met waarden in een vectorruimte beschouwt, dan spreekt
men wel over vectorintegratie. Men beschouwt vectorruimten met extra structuur
en gebruikt deze structuur om tot een degelijke integraal te komen. Zo maken de
Bochner- en de Pettis-integraal gebruik van eigenschappen van de Banachruimte, in
het bijzonder van de norm, om tot een integraal te komen voor functies met waarden in
een Banachruimte. In Deel II beschouwen we geordende vectorruimten (niet noodza-
kelijk met een norm) en gebruiken de ordening om tot een integraal te komen voor
functies met waarden in zo’n vectorruimte.
In Hoofdstuk 5 introduceren we twee uitbreidingen van integralen. We noemen
deze de verticale en de horizontale uitbreiding. De manier waarop de verticale uit-
breiding is opgebouwd is vergelijkbaar met de opzet van de Riemann-integraal, die
van de laterale uitbreiding is vergelijkbaar met de opzet van de oneigenlijke Riemann-
integraal. We laten zien onder welke omstandigheden deze verschillende uitbreidin-
gen gecombineerd kunnen worden en hoe deze verschillende combinaties in relatie
met elkaar staan. We besteden extra aandacht aan uitbreidingen van integralen van
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simpele functies op een maatruimte. In het geval dat de ruimte niet alleen geordend
is maar ook een Banachruimte is, vergelijken we de uitbreidingen met de Bochner- en
de Pettis-integraal.
In Hoofdstuk 6 beschouwen we Bochner-integralen voor functies met waarden in
een geordende vectorruimte. Indien een vectorruimte op een mooie manier overdekt
kan worden door Banachruimten, kunnen we een integraal definiëren voor functies
met waarden in deze vectorruimte. We laten zien dat Archimedische geordende vec-
torruimten zulke overdekkingen hebben bestaande uit Banachruimten met gesloten en
genererende kegels. We bestuderen eerst Bochner-integreerbare functies met waarden
in een Banachruimte die een gesloten en genererende kegel heeft. Daarna bestuderen
we de integraal voor functies met waarden in een Archimedische geordende vector-
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