In a recent report Navratil et al. [1] evaluated the angle-integrated cross section and the angular distribution for 14-MeV n+T elastic scattering by inferring these cross sections from accurately measured p+ 3 He angular distributions. This evaluation used a combination of two theoretical treatments, based on the no-core shell model and resonating-group method (NCSM/RGM) [2] and on the R-matrix formalism [3] , to connect the two charge-symmetric reactions n+T and p+ 3 He. In this report we extend this treatment to cover the neutron incident energy range 6-14 MeV. To do this, we evaluate angle-dependent correction factors for the NCSM/RGM calculations so that they agree with the p+ 3 He data near 6 MeV, and using the results found earlier near 14 MeV we interpolate these correction factors to obtain correction factors throughout the 6-14 MeV energy range. The agreement between the corrected NCSM/RGM and R-Matrix values for the integral elastic cross sections is excellent (±1%), and these are in very good agreement with total cross section experiments. This result can be attributed to the nearly constant correction factors at forward angles, and to the evidently satisfactory physics content of the two calculations. The difference in angular shape, obtained by comparing values of the scattering probability distribution P() vs. (the cosine of the c.m. scattering angle), is about ±4% and appears to be related to differences in the two theoretical calculations.
I. Introduction
The physical principles involved in the use of a charge conjugate reaction to determine neutron cross sections from charged-particle data were discussed as early as 1966 by Anderson and Lutz [4] .
Very recently, Navratil et al. [1] used such principles to determine cross sections for n+T at 14-MeV incident energy from measured values for p+ 3 He at a nearby energy (13.6 MeV). In that work, the physics content was provided by using a no-core shell model (NCSM) for the structure of the mass-3
systems, together with a resonating-group method (RGM) calculation to describe the interaction with the projectile. Because of the missing treatment of the three-body breakup of the tritium target, the calculations do not exactly describe the behavior of the angular distributions. Therefore, this approach used an angle-dependent correction factor (CF) generated by fitting the calculated elastic scattering to the experimental values for p+ 3 He at 13.6 MeV. The same correction factor was then used in the determination of the angular distribution for n+T from the NCSM/RGM calculations at 14 MeV.
Comparisons were made with the results of R-matrix calculations [3] , which were also used to infer n+T cross sections from p+ 3 He measurements, with generally satisfactory results.
In this report, the technique is extended to lower energies (6) (7) (8) (9) (10) (11) (12) (13) (14) . Some physics judgment is used, but basically only simple numerical procedures are used in generating CF's. As in the 14-MeV case, the CF's are then applied to the uncorrected NCSM/RGM calculations to determine the appropriate n+T elastic differential cross sections.
The numerical NCSM/RGM results in the neutron-energy range from 6 to 14 MeV were obtained by P. Navratil as described in Ref.
[1] using the LC machines. These results were subsequently tabulated to facilitate further manipulations. The calculated R-matrix cross sections were taken from the ENDL library, which in turn were derived from the entries in ENDF/B-VII. Because of the fact that many of the calculations that follow were performed by spreadsheet programs, it was necessary to choose entries from the tabulated NCSM/RGM and R-matrix cross sections that could be easily handled. The results from both calculations are presented as a function of incident energy and angle (or, equivalently, the cosine of the c.m. scattering angle ). Specifically, we required the cross sections at all energies to be available on a common evenly-spaced grid in . The angular distributions we used, 3 represented by probability functions P(), were characterized by 33 equally spaced entries in ; i. e.,  = 0.0625. This allowed integration by simply summing entries (that is, a trapezoidal integration).
Choosing only the data on this grid is a significant truncation of the available data set. In some cases linear interpolations between tabulated angles were required. Numerical checks show that no errors in any of the estimated quantities resulting from these truncations and interpolations exceed 1%.
Unless otherwise stated, incident neutron energies are in the laboratory system, and the scattering angles,  values, and differential cross sections are center-of-mass quantities.
II. Correction Factors
We begin by generating a CF at 14 MeV in a way similar to what was done in Navratil et al. [1] , but with some minor variations. Previously we used CF's for p+ 3 He at the same bombarding energy as in the n+T calculation. As noted in Ref. [3] , Hale in his R-matrix calculations adjusted the energy scale between incident protons and neutrons by a constant that approximates the Coulomb displacement energy (the estimate of the energy offset caused by the Coulomb force inside the nucleus). What we really want to do is to compare proton and neutron data at energies where the nuclear phase shift caused by the potential is the same in the two cases. Because of the presence of the Coulomb amplitude we can never really achieve this goal, but we know that the best correspondence will be for E p larger than E n . However, we expect the difference to be less than the Coulomb displacement energy.
We attempt to estimate this shift by comparing value of the cross section at the minima in the n+T elastic angular distributions with those from the p+ 3 He angular distributions in the vicinity of 14 MeV bombarding energy, using the NCSM/RGM calculations. The absolute cross sections for the n+T data are scaled to give the same angle-integrated cross section as the 14 MeV values, since we know that the angle-integrated n+T cross section increases by 7.5% in going from 14 to 13 MeV. In Figure 1 we show these data for n+T at several energies in the 13-14 MeV range, and at 14 MeV only for p+ 3 He.
The p+ 3 He cross sections have been shifted to lower angles by 2°, so that the minimum is at the same angle in both reactions. From the figure we see that the behavior near the minimum is similar for p+ 3 He at 14 MeV and n+T at 13.4 MeV. It is clear that this 600-keV laboratory-energy shift is significantly smaller than the Coulomb displacement energy of 850 keV used by Hale [3] , which corresponds to a difference of 1.1 MeV in the laboratory system. Other simple attempts to determine an energy shift, including solving a potential model with and without a Coulomb potential, suggest values for the shift within a few hundred keV of the procedure described above. We choose a laboratory-energy shift of 900 keV. The uncertainty in this value is not very important, since the correction factors are rather insensitive to the value of the shift. For example, to determine the CF's for n+T at 14 MeV, we find that using proton energies of either 14.6 or 15.1 MeV in the p+ 3 He mirror reaction gives correction factors (CF) which differ from those using the 14.9 MeV value by less than 0.5%.
In Figure 2 we plot the ratio of the p+ 3 He experimental data divided by the NCSM/RGM calculation for E p = 13.6 and 16.23 MeV. The data are from Hutson et al. [5] . We construct a CF for 14- For lower energies there is a paucity of high quality (errors <1%) data for p+ 3 He. For example, the data of McDonald et al. [6] at E p = 6.82, 8.82 and 10.77 MeV have errors larger than 2%. Thus a different approach is needed. In Navratil et al. [1] there is a comparison of Hale's R-matrix approach at 6 MeV with the calculations of Viviani et al. [7] at the same energy. MeV data [6] divided by the NCSM/RGM p+ 3 He calculation. Remembering that there are 2% errors on angle, is a straight line. This was found to be true for 6 Li, 7 Li, Be, C, N and O. It also fits Hale's R-matrix 14 MeV calculation. By comparing the result of multiplying the NCSM/RGM calculation by various shapes for the correction factor for angles less than 20° it was obvious that neither of the extreme versions (i. e., the bending over or the rise) produced a straight line on a log plot for the resultant n+T cross section. The largest acceptable deviations from the straight-line form were assumed to be a few percent (<5%) from 30° to 0°. The flat behavior of the CF is consistent with this criterion. In the absence of a definitive solution to this problem, we have chosen to proceed using the assumption that the CF at low angles is almost flat. In our actual CF's, we will allow a slight downward bend toward 0°.
If we pay attention to the low-angle p+ 3 He data (less than 60°, corresponding to >0.5), there seems to be a slight variation with energy in the magnitude of the CF's, which we are assuming are approximately flat in this angular range. The magnitudes of the CF's in the forward-angle region of the two p+ 3 He data sets at 9. [5] . Also, the angular average of the CF at forward angles from the 6-MeV n+T R-matrix vs. NCSM/RGM comparison is almost 4% larger than that in the 14-MeV region. We therefore adjust the magnitude of the forward CF downward by 0.5% per MeV from 14 MeV to 10 MeV, and then upward at 1% per MeV from 10 MeV to 6 MeV. The net adjustment (relative to 14 Mev) of +2% at 6 MeV turns out to be a good compromise between a rough average value of the results for p+ 3 He in the 6-6.9 MeV region and the +4% from the comparison of n+T data using the ratio of R-matrix to NCSM/RGM calculations. The actual CF's that we generated at 6 and 14 MeV, and which we use as the basis for interpolation to other energies, are shown in Figure 4 .
We can now specify the procedure used to determine the CF at an arbitrary energy in the 6-14
MeV range. For angles away from the forward region (i. e., for  < 0.5) we use a linear interpolation in energy based on our constructed 14 MeV CF (derived at a p+ 3 He energy of 14.9 MeV) and our 6 MeV CF (based on the R-matrix to NCSM/RGM ratio). At forward angles ( > 0.5) we use the energydependent but nearly angle-independent values for the CF's described in the last paragraph, and shown by the curves labeled "Sm" in Figure 4 . We use a linear energy interpolation in the forward region, also. The sharp structure caused by this algorithm in the region around  = 0.5 is smoothed by using an averaging over 5 steps in; that is, {CF( n )} av = [¼CF( n-2 )+½CF( n-1 ) + CF( n ) + ½CF( n+1 ) + ¼CF( n+2 )]/2.5. An a posteriori justification for the use of the chosen method for interpolation is that the resultant angle-integrated elastic cross sections are in agreement with the R-matrix results to approximately 1% (see Table 3 in the Appendix). 
III. Calculated n+T Cross Sections
After determining the correction factors, the NCSM/RGM calculations were then multiplied by the appropriate CF's to generate differential cross sections. Examples are shown in Figure 6 , and the entire data set is tabulated in Table 1 in the Appendix and plotted as Figure A2 . These differential cross sections were also averaged with those from the ENDF/B-VII R-matrix evaluation, and the results are shown in Table 2 . The averaging procedure and final uncertainty estimates are discussed at the end of this section.
The results of integrating the corrected NCSM/RGM cross sections over solid angle gave 1983 mb at 6MeV, 1331 mb at 10MeV, and 947 mb at 14MeV. These are in very good agreement with
Hale's R-matrix values of 2008mb, 1325mb and 940mb, respectively. The values for all energies are given in Table 3 in the Appendix. Using the calculated angular distributions we can also derive the probability distributions P().
These are defined so that the integral of P() over , the cosine of the scattering angle, is unity. The P() values determined from the corrected NCSM/RGM calculations are slightly different from those gotten from the R-matrix calculations. We have plotted the ratio of P() values given by the two calculations for several energies in Figure 7 . The ratios for all energies are shown in the Appendix, Figure A3 .
Finally, we have performed an average of the present results for the angular distributions, shown in Table 1 , with those from the R-matrix calculations as presented in the ENDF/B-VII evaluation.
These results are shown in Table 2 in the Appendix. The average was calculated using equal weighting for the two data sets. We estimate the resultant uncertainty in the angle-integrated elastic cross sections as ±1.5%. This is based on the fact that the R-matrix and corrected NCSM/RGM agree within 1% for 6-14 MeV, and also the fact that from 6-10 MeV, where there is no non-elastic contribution, both agree with the measured total cross section to ±1.5%. The angular shapes between the two distinctly different and independent calculations disagree by up to 5%. We believe that the average of the two calculations is a reasonable estimate of the true value, and so assume that the error on our final averaged P()'s does not exceed ±2.5%. Note that if we combine these errors, the uncertainty in the cross section for any point in the differential cross section is then equal to or less than ±3%.
IV. Discussion
If we compare the integrated elastic cross sections from the R-matrix and corrected NCSM/RGM calculations we find a difference of less than 1%. This is rather spectacular agreement, so we ask why this should be so. First, the correction factor (CF) adds only about 10% to the cross section, so on the average the CF's need only be accurate to 10% to yield this result. Also regarding sensitivity to the CF's, it is only the forward-angle part of the CF's that are important because over half of the integrated cross section lies between =0.5 and 1 (i. e., 0 o to 60 o ). Our forward-angle CF's do not vary by more than 2%, so our CF's do not alter the integrated cross section by more than 1%. This means that the 100% increase in cross section as the energy descends from 14 to 6 MeV is correctly predicted at the 1% level by both theories. We say this based on experimental n+T total cross sections, which below 8 MeV must be equal to the angle-integrated elastic since no non-elastic channels are open. Even above 8 MeV we believe the non-elastic cross section is small at least up to 12-14 MeV, although this matter has not been definitively settled experimentally. So if the integrated cross sections agree to 1%, why do the angular distributions, as represented by the probability functions P(), disagree by upwards of 3-4%?
We now look closely at Figure 5 . The CF's are all equal around  = -0.1 so the structure shown in this region for 8-14 MeV in Figure 7 cannot come from our choice of CF's. Also at 14 MeV the 0.95 ratio at 180° in Figure 7 cannot be due to our choice of CF's since we have high quality p+ 3 He data with which to compare and it would take an energy shift of 2 MeV to produce so large an effect, which is unrealistic. The same is true for the peak at zero degrees for 12 and 14 MeV data (see Figure 7 near =1). The only feature in the comparison of P()'s shown in Figure 7 that might come from our CF's is the minimum near  = 0.5 at the higher energies. Part of this could possibly be explained by a Coulomb-induced angular shift between the n+T angular distribution and our 13.6-and 16.23 MeV p+ 3 He comparison data sets, which were used to determine the n+T correction factor as shown in Figure 2 .
It seems realistic to ascribe differences in the angular distributions, as shown by a comparison of the P()'s, to essential differences in the two theoretical calculations. Since Hale's R-matrix 14 calculations are "data driven" (i.e., phenomenological) and the NCSM/RGM calculations of Quaglioni and Navratil [2] are based on an "ab initio" shell model theory, such differences are not surprising.
What is surprising is their agreement on the integral cross section (after adjustment of the NCSM/RGM calculations via the CF's). At 14 MeV, the previously attained good agreement was not surprising since both treatments were effectively normalized to the high quality p+ 3 He experimental data available at 13.6 and 16.2 MeV. However, there are no similar high quality data sets in the lower energy region.
V. Conclusions
From the viewpoint of nuclear data applications, the most significant observation is that if ±5% accuracy in the differential cross sections is adequate for NIF diagnostics, then Hale's R-matrix data beyond a c.m. scattering angle of 20° at 14 MeV already achieves the desired accuracy. Hale's data are already available in the current ENDL library. Note that the new 14-MeV data with the CF's generated in this report are within the errors quoted in the report of Navratil et al. [1] . However, the difference between the R-matrix and corrected NCSM/RGM results at back angles is reduced by approximately 5%
in the present treatment. Combining the results of the present work with the R-matrix calculations has the potential to significantly reduce the uncertainties below the 5% level over the entire energy range.
The averaging of the two calculations gives an error of ±2.5% or less for the whole energy range of 6 -14MeV and the angular range 30 -180°. Because of the strong constraint provided by the wellmeasured total cross section, in principle this should be done by averaging the P() rather than the differential cross sections. However, since the angle-integrated elastic cross sections for the two calculations agree to approximately 1% or better, this distinction is rather unimportant, and the averaged differential cross sections of Table 2 can be taken as a reasonable evaluation of the n+T angular distribution.
The most important physics point is that the differences in angular distribution represent real differences in the calculation of n+T cross sections. In view of this, it is surprising that there is such close agreement between the integrated cross section results over a relatively large (i. e., more than a factor of two) variation in incident energy.
Computer files of the results of this work, including the average of the two calculations, are available on request from one of the authors (T. Luu).
The appendix contains three tables that list various angle-integrated cross sections for neutron scattering on tritium, our newly calculated differential cross sections based on the NCSM/RGM calculations with corrections, and an average of the differential cross sections from the new results and the R-matrix evaluation. Table 1 lists our calculated estimates of the n+T elastic scattering cross sections for 6 -14 MeV. Table 2 lists the average of the corrected NCSM/RGM angular distributions and those from the R-matrix calculations, as described in Section III.
In Table 3 we show a comparison of angle-integrated elastic cross sections and total cross sections. The total cross sections were extracted, using EXFOR, from the ENDF-B/VII file authored by This is the same as Figure 5 of the text except all the data is now included in one plot. The second figure ( Figure A2 ) includes all our newly calculated n+T cross sections plotted versus energy and c.m.
scattering angle, and is the same as Figure 6 except that all the data from 6 to 14 MeV is now included.
The third figure, (Figure A3 ), is the ratio of P( for the R-matrix calculation to that for the corrected NCSM/RGM calculation, where again the full set of data is plotted for the neutron energies between 6 and 14 MeV. This is the same as Figure 7 of the text except that the plot now includes all energies. 
