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Resumen 
 
Las redes Ad-Hoc son redes temporales dinámicas formadas por un conjunto 
de nodos móviles inalámbricos, sin la intervención de puntos de acceso 
centralizados y que además carecen de una infraestructura. Es por ello que es 
de vital importancia la utilización de un protocolo de enrutamiento capaz de 
realizar el descubrimiento y mantenimiento de ruta, sobre todo teniendo en 
cuenta que serán los propios nodos los que realizarán funciones de routers. 
 
Los protocolos de enrutamiento que se han escogido para realizar este 
análisis son AODV y DYMO. El protocolo AODV es uno de los más conocidos 
y utilizados para redes Ad-Hoc. DYMO es el sucesor de AODV, con el que 
tiene ciertas diferencias pero también comparten muchas características. 
 
Los patrones de movimiento tienen un papel muy importante en este tipo de 
redes. Para describir estos patrones se utilizan los modelos de movimiento. El 
modelo de movimiento que se ha utilizado en este TFC ha sido el Random 
WayPoint Mobility Model, que es el más utilizado en simulaciones. 
 
El objetivo principal de este trabajo ha sido realizar un estudio comparativo 
mediante simulaciones, con la finalidad de analizar cómo afecta este tipo de 
movilidad a ambos protocolos de enrutamiento. Para ello se han analizado 
diferentes parámetros como el número de saltos, retardo extremo a extremo, 
throughput o routing overhead. 
 
Las simulaciones han sido realizadas mediante el simulador OMNeT++. 
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Overview 
 
 
The Ad-Hoc networks are dynamic temporary networks formed by a set of 
wireless mobile nodes without the intervention of centralized access points that 
serve as an infrastructure. This is why it is vitally important to use a routing 
protocol capable of performing the route discovery and maintenance. 
 
Two routing protocols which chosen for this analysis are AODV and DYMO. 
The AODV protocol is one of the best known and used for Ad-Hoc networks. 
DYMO is the successor of AODV, with which it has some differences but also 
shares many characteristics. 
 
Movement patterns have an important role in these networks. To describe 
these patterns motion models are used. The model used in this TFC is the 
Random WayPoint Mobility Model, which is the most used in simulations. 
 
The main purpose of this study was a comparative study through simulations, 
in order to analyze how this type of mobility affects both routing protocols. 
Several parameters has been analyzed such the as number of hops, the end to 
end delay, the throughput and the routing overhead. 
 
Simulations have been performed using the simulator OMNeT + +. 
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INTRODUCCIÓN 
 
Motivación y objetivos 
 
Hoy en día la movilidad de los dispositivos y el intercambio de información 
mediante redes wireless es un hecho que cada vez tiene más utilización (y 
continuará creciendo). La utilización de movilidad incita a pensar que según 
como se muevan los nodos en la red, las prestaciones de las mismas se verán 
afectadas y que, por tanto, el papel de los protocolos de enrutamiento será 
fundamental en su rendimiento. 
 
El movimiento de los dispositivos puede ser muy variado, es por ello que 
existen una gran cantidad de modelos de movimiento que imitan los 
movimientos reales que haría un dispositivo concreto. Nosotros hemos elegido 
el modelo de movimiento Random WayPoint ya que es uno de los modelos 
más utilizados en simulaciones. 
 
En este TFC nos centraremos en un tipo concreto de redes wireless, las redes 
MANET (Mobile Ad-Hoc Network). Este tipo de redes se caracterizan por no 
precisar de una infraestructura previa por lo que los dispositivos han de poder 
crear una ruta hacia el destino en cualquier momento. De esta manera pueden 
satisfacer las necesidades de comunicación de datos ya que los mismos nodos 
actuarán como enrutadores. Además en una MANET los nodos poseen libertad 
para desplazarse independientemente en cualquier dirección, y eso permite 
que cambien dinámicamente las condiciones de la red. Uno de los principales 
retos a la hora de construir MANET es lograr que sea posible para mantener 
continuamente la información para enrutar. 
 
Unos de los protocolos de enrutamiento más utilizados en Ad-Hoc es el 
protocolo AODV (Ad hoc On-Demand Distance Vector (AODV) Routing), sobre 
el cual existen una gran cantidad de estudios e investigaciones. Es por ello que 
hemos elegido este protocolo y el que podríamos considerar como su sucesor, 
el protocolo DYMO  (Dynamic MANET On-demand (DYMO) Routing). 
 
El objetivo principal de este trabajo es realizar un análisis comparativo de los 
resultados obtenidos en ambos protocolos y así poder ver cómo afecta el 
movimiento en los diferentes escenarios simulados a las prestaciones de cada 
protocolo. Los escenarios variarán en función del número de nodos, 
velocidades utilizadas y número de emisores y receptores. Para ello se han 
analizado diferentes parámetros como el número de saltos, retardo extremo a 
extremo, throughput o routing overhead. 
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Debido a la importancia que han adquirido las redes de telecomunicaciones, 
actualmente es vital el uso de un simulador de redes en el diseño y desarrollo 
de nuevos modelos o protocolos. La gran ventaja de los simuladores es que 
permiten evaluar entornos reales de forma virtual y obtener resultados fiables 
sin la necesidad de invertir en maquinaria hardware. Estas simulaciones han 
sido realizadas con el simulador OMNeT++. 
 
¿Qué es una red Ad-Hoc? 
 
Como se ha comentado anteriormente, una red Ad-Hoc es una red inalámbrica 
en la que no se necesita una infraestructura previa. La red se establece de 
manera dinámica en función de las necesidades por lo que cada dispositivo de 
la red puede realizar funciones de emisor, receptor o router. 
 
En una red MANET la movilidad de los nodos hace que su topología cambie 
continuamente, por lo tanto es necesario un protocolo específico de redes Ad-
Hoc que descubra y mantenga las rutas, y además, borre las obsoletas. 
 
Estos son los puntos más importantes de este tipo de redes y el motivo de la 
elaboración de este TFC. Al no tener infraestructura son los mismos nodos 
móviles los que tienen que hacer de routers, mientras que en una red con 
infraestructura los Acces Point son los que se encargan de encaminar y crear 
las rutas para llegar al destino.  
 
En la figura 1.1 podemos observar un ejemplo de lo que sería una red Ad-Hoc. 
 
 
Fig. Intro. Red Ad-Hoc  
 
 
 
Una de las principales cualidades de las redes ad-hoc es su flexibilidad. El 
hecho que puedan establecerse en cualquier lugar y en cualquier momento sin 
infraestructura las hace unas redes muy competitivas para diferentes 
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aplicaciones. Estas cualidades pueden ser aplicadas por ejemplo en redes de 
sensores, redes vehiculares o redes de área personal, entre otros. 
 
 
Estructura del TFC 
 
Este trabajo está compuesto por esta introducción, cinco capítulos, bibliografía 
y anexos. A continuación podemos ver una breve descripción de lo que 
contiene cada uno de los cinco capítulos. 
 
Capitulo 1: Random WayPoint Mobility Model: Introducción a los diferentes 
modelos de movilidad existente y profundización en Random WayPoint Mobility 
Model. 
 
Capitulo 2: Protocolos de encaminamiento: Explicación de los conceptos 
más importantes de AODV y DYMO que en el capítulo 5 serán analizados. Se 
hace especial hincapié en las similitudes y diferencias entre ambos protocolos.  
 
Capitulo 3: Simulador OMNeT++ y características de simulación: Este 
capítulo consta de una parte teórica donde se explica las características más 
importantes del simulador OMNeT++. Por otra parte tenemos definidos los 
escenarios utilizados y también los valores de los parámetros configurados en 
el simulador. 
 
Capitulo 4: Resultados: Es el capítulo más importante del TFC. Primero se 
puede ver que parámetros se van a analizar, para después pasar al análisis de 
los diferentes escenarios realizados y la comparación en los resultados 
obtenidos entre AODV y DYMO. 
 
Capitulo 5: Conclusiones y líneas futuras: Se exponen las principales 
conclusiones obtenidas una vez analizados los resultados, las dificultades 
encontradas a lo largo de la elaboración del trabajo y las futuras líneas de 
trabajo relacionadas con el tema estudiado.
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CAPÍTULO 1.  RANDOM WAYPOINT MOBILITY MODEL 
 
1.1. Introducción a los modelos de movilidad 
 
Los modelos de movilidad son un conjunto de características que conforman 
patrones de movimiento de los nodos móviles. Estos patrones de movilidad 
intentan ajustarse lo máximo a la realidad imitando los movimientos de los 
nodos reales. 
 
Estos modelos  deben de prever, entre otros parámetros, que los cambios en la 
velocidad y dirección pueden y deben ocurrir siempre que se produzcan en 
intervalos de tiempo razonables. Al utilizar alguno de los modelos de movilidad 
no nos interesa que los nodos viajen siempre a la misma velocidad a lo largo 
de la simulación, ya que los nodos reales no viajarían de esa manera tan 
restringida. 
 
Existen dos tipos de modelos de movilidad. Los modelos de movimiento 
individuales, donde cada nodo realiza sus movimientos independientemente del 
resto y los modelos de movimiento de grupo, donde los movimientos de los 
nodos son dependientes. 
 
En nuestro caso nos interesan los modelos de movimiento individual, que son 
los que se pueden aplicar a una red Ad-Hoc. Existen varios modelos de 
movimiento de este tipo, por ejemplo. 
 
 Random Walk Mobility Model 
 Random Direction Mobility Model 
 A Boundless Simulation Area Mobility Model: 
 Gauss-Markov Mobility Model 
 City Section Mobility Model 
 
 
Para la elaboración de este TFC hemos elegido el Random WayPoint Mobility 
Model ya que es el modelo de movimiento más utilizado para las simulaciones. 
 
1.2.  Random WayPoint Mobility Model 
 
En este modelo cada nodo tiene asignado una posición inicial y un destino 
escogidos de manera independiente y uniforme en el área donde los nodos se 
moverán. La velocidad también es escogida de manera uniforme (o acorde con 
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otro modelo de distribución) en intervalos [Vmin, Vmax] independientemente de 
la localización o destino iníciales. Además entre la posición inicial y la posición 
final el nodo siempre sigue la misma dirección y mantiene la misma velocidad, 
moviéndose en línea recta. 
 
Después de que el nodo llegue a su destino, se vuelve a escoger un nuevo 
destino y velocidad conforme a la distribución utilizada e independientemente 
del destino y velocidad anterior. 
 
El nodo podrá permanecer parado durante un periodo de pausa aleatorio (se 
puede configurar para que no utilice pausas, así se hará en este TFC) antes de 
iniciar el movimiento hacia su siguiente destino.  
 
Random WayPoint es un modelo de movimiento que no tiene patrón de 
memoria sobre los anteriores movimientos y se ha demostrado [10] que tiende 
a concentrar los movimientos en el centro del área de movimiento de los nodos, 
tal como muestra la figura 1.1. 
 
Los valores referentes a las velocidades utilizadas se pueden observar en el 
apartado 3.2.4. junto con el resto de parámetros utilizados en nuestras 
simulaciones.  
 
 
Fig. 1.1. Movimiento de un nodo Random WayPoint 
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CAPÍTULO 2. PROTOCOLOS DE ENCAMINAMIENTO 
 
En este TFC se van a evaluar diferentes escenarios de redes Ad-Hoc donde los 
nodos utilizarán el protocolo AODV o DYMO. Ambos son protocolos reactivos o 
también llamados bajo demanda, es decir los nodos buscan el camino hasta el 
nodo receptor cuando quieren iniciar una comunicación. Los dos protocolos, a 
pesar de ser bastante similares, tienen ciertas diferencias que serán analizadas 
a continuación. 
 
2.1. AODV 
 
AODV (Ad-hoc On-demand Distance Vector) es un protocolo reactivo basado 
en algoritmos de distancias.  
 
Con el fin de mantener sólo la información de ruteo más reciente, el protocolo 
AODV utiliza el concepto de número de secuencia. Es decir, cada nodo se 
encarga de mantener su propio número de secuencia. Este número es un valor 
entero que cada nodo se encarga de actualizar, si fuera necesario, antes de 
generar un mensaje de control. 
 
De manera complementaria al número de secuencia, cada nodo se distingue 
por un identificador único dentro de la red. De este modo, con la pareja de 
valores formada por el identificador del nodo y el número de secuencia, es 
posible distinguir la información válida de la anticuada.  
 
2.1.1. Números de secuencia 
 
Con el fin de mantener las rutas libres de bucles, AODV utiliza números de 
secuencia. Para que todo funcione correctamente, los nodos tienen que tener 
estos números actualizados. El Destination Sequence Number es el número de 
secuencia asociado a un destino y se actualiza cada vez que un nodo recibe 
información relacionada con éste, mediante los mensajes de control de AODV. 
Comparando los Destination Sequence Number se asegura que un nodo 
utilizará siempre la ruta más actualizada. 
 
Los nodos actualizan su propio número de secuencia en los siguientes casos. 
 
 Cada vez que se genera un RREQ (Route Request) 
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 Antes de que un nodo destino genere un RREP (Route Reply)  en 
respuesta a un RREQ, tiene que actualizar al valor más grande entre su 
propio número de secuencia y el del RREQ. 
Los nodos actualizarán los números de secuencia asociado a un destino si. 
 
 Es el nodo destino y ofrece una nueva ruta. 
 Reciben información nueva referente a los números de secuencia 
mediante los mensajes de control. 
 La ruta hacia el nodo destino ha expirado o se ha roto. 
 
2.1.2. Tablas de encaminamiento 
 
Cuando un nodo recibe un mensaje de control AODV de alguno de sus 
vecinos, crea o actualiza una ruta hacia un destino. Primero consulta su tabla 
de encaminamiento para comprobar si existe alguna entrada asociada al 
destino. Si existe se actualiza y si no existe se crea una nueva entrada. 
 
El tiempo de vida de las rutas es igual a un valor ACTIVE_ROUTE_TIMEOUT 
(3.000 ms). Este tiempo se actualiza a este valor cada vez que un segmento de 
datos es encaminado mientras la ruta está activa. Cuando la ruta deja de estar 
activa, expira este tiempo y es marcada como inválida. Una vez marcada como 
inválida no se puede volver a utilizar, pero se guarda la información conocida. 
Ésta no puede ser borrada hasta que no pase un tiempo DELETE_PERIOD  
(K * max (ACTIVE_ROUTE_TIMEOUT, HELLO_INTERVAL)). 
 
La información más relevante en la tabla de encaminamiento es. 
 
 Dirección IP del nodo destino. 
 Dirección IP del siguiente nodo que se encarga de reenviar los datos al 
destino. 
 Número de secuencia del nodo destino, cuyo valor se obtiene de los 
mensajes de control. Este valor sirve para distinguir información nueva 
de la información obsoleta. 
 Número de saltos necesarios para alcanzar el destino desde este nodo.  
 Lista de precursores. Lista de nodos que forman el camino resultante del 
proceso de descubrimiento de rutas.  
 Tiempo de vida de la ruta (TTL). Tiempo en el que la ruta caduca o debe 
ser borrada, de forma que se evita que viajen segmentos perdidos por la 
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red y se utilicen enlaces de los que no se conoce su estado desde hace 
mucho tiempo.  
2.1.3. Descubrimiento de ruta 
 
Cuando un nodo quiere iniciar una comunicación con un destino, lo primero que 
debe hacer es buscar en su tabla de encaminamiento si existe una ruta hacia 
éste. En caso de que existiera no iniciaría ningún proceso de descubrimiento, 
ya que significaría que esa ruta es válida. En caso contrario, se iniciaría un 
proceso de descubrimiento basado en un ciclo de peticiones y respuestas. 
 
Este proceso comienza con el envío de un RREQ en broadcast por parte del 
nodo que quiere iniciar la comunicación. En dicho mensaje de control se 
incluye las direcciones IP y número de secuencia de los nodos origen y destino. 
Antes de enviar esta solicitud, el nodo origen incrementa en una unidad el 
identificador del RREQ (RREQ ID) a fin de evitar conflictos con peticiones 
anteriores.  
 
El mensaje RREQ se difunde por inundación pero con la utilización de un 
algoritmo de búsqueda en anillo. De acuerdo a este algoritmo, inicialmente el 
mensaje RREQ tiene asociado un valor pequeño de su tiempo de vida TTL, de 
tal manera que el mensaje se descarta cuando este tiempo expira. Si no se 
encuentra el destino antes de un plazo determinado, este valor se incrementa 
progresivamente en el envío de las posteriores solicitudes de rutas. Con el fin 
de que un nodo no permanezca eternamente intentando alcanzar un destino 
inaccesible, se tiene un número máximo de intentos. 
 
Una vez el RREQ llega a los nodos vecinos, éstos lo retransmitirán hasta llegar 
al destino. Los nodos intermedios sabrán mediante el identificador de RREQ 
cuando tendrán que retransmitirlo. Si el RREQ recibido tiene el mismo 
identificador que un RREQ recibido anteriormente no lo reenvía y lo descartará, 
en caso que sea diferente lo retransmitirá. 
 
Cualquier nodo que reciba un RREQ y conozca una ruta hacia el destino puede 
contestar con un  RREP hacia el nodo que inició la comunicación y será 
utilizado para actualizar las rutas de los nodos que lo necesiten. Finalmente el 
RREP es recibido por el nodo origen que almacena la información en su tabla 
de enrutamiento. 
 
2.1.4. Mantenimiento de conectividad y de ruta 
 
Para realizar el mantenimiento de conectividad entre los nodos y de rutas, el 
protocolo ADOV utiliza el envío de mensajes Hello. Estos mensajes son un tipo 
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especial de RREP que son enviados cada HELLO_INTERVAL (1.000 ms). 
Cada vez que un nodo lo recibe, actualiza el tiempo de vida hacia un nodo en 
su tabla de encaminamiento.  
 
De manera que estos mensajes Hello permiten que los nodos anuncien a sus 
vecinos su pertenencia en la red y se pueda monitorizar en una ruta activa el 
estado del enlace hacia el siguiente salto.  
 
Durante una comunicación entre el emisor y el destino puede ocurrir que 
algunos de los nodos intermedios modifiquen su posición. Esto puede dar lugar 
a que se rompa el enlace y que la ruta quede inutilizada. El nodo vecino al 
enlace roto debe ser el encargado de informar al resto. Para ello se utiliza el 
envío del mensaje RERR (Route Error). 
 
El mensaje RERR se puede enviar en las siguientes situaciones. 
 
 Cuando se detecta una ruta rota con el siguiente salto de una ruta activa 
mientras se estaba transmitiendo datos. 
 Cuanto un nodo recibe un segmento de datos destinado hacia un nodo 
el cual no tiene uno ruta activa y no se está reparando. 
 Si se recibe un RERR desde un vecino para una o más rutas activas. 
 
El RERR sólo se envía a los precursores de la ruta hasta el destino.  En caso 
que sólo existiera un nodo precursor se enviará en modo unicast, en caso 
contrario se envía en modo broadcast con valor TTL igual a 1. Los nodos 
precursores analizan el contenido de este mensaje y marcan en su tabla de 
encaminamiento la ruta como destino inaccesible e inválida.  
 
El nodo que detecta la rotura puede intentar reparar la ruta mediante el 
mecanismo Local Repair. En caso que no lo consiga se avisará al emisor y éste 
decidirá si emprende nuevamente la búsqueda de una nueva ruta. 
 
2.1.5. Proceso de Local Repair 
 
El proceso de Local Repair se inicia cuando un enlace de una ruta activa, se 
rompe. Si esto ocurre en lugar de enviar un RERR a la fuente, el nodo que ha 
detectado la rotura puede intentar repararlo localmente enviando un RREQ con 
el número de secuencia del destino incrementado en uno hacia ese destino, de 
manera que la reconstrucción de la ruta no se realiza desde el nodo origen. 
Normalmente la utilización del Local Repair provoca que la nueva ruta 
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contenga un mayor número de saltos que los que contenía la ruta que 
previamente se había roto. 
 
El procedimiento que se utiliza es como el de descubrimiento de ruta desde el 
nodo origen. En caso de no poder repararla entre los nodos intermedios se 
enviará un RERR hacia el nodo origen para que inicie nuevamente el proceso 
de búsqueda de ruta. 
 
2.1.6. Parámetros  
 
Se han utilizado todos los parámetros con los valores que indica por defecto el 
RFC 3561. La única excepción es la utilización de una opción que 
proporcionaba el simulador OMNeT++, llamada Optimized Hello. Con esta 
opción únicamente generarán mensajes Hello de conectividad los nodos que 
pertenezcan o hayan pertenecido a una ruta activa. 
 
Los parámetros más representativos se pueden ver en el apartado 4.2.5. y el 
resto de los valores así como la explicación completamente detallada del 
protocolo la podemos ver en [1]. 
 
2.2. DYMO 
 
El protocolo DYMO (Dynamic MANET On-demand) es un protocolo reactivo 
que está en fase de desarrollo, ya que no tiene RFC nos hemos basado en el 
draft 21. Hereda una gran cantidad de similitudes con su antecesor, AODV. Al 
ser un protocolo reactivo introduce una latencia al descubrir una ruta, pero lo 
contrarresta con el poco tráfico de control utilizado en la red. En este apartado 
se explicará el funcionamiento del protocolo y las diferencias con AODV. 
 
2.2.1. Números de secuencia 
 
El protocolo DYMO, igual que AODV, requiere que cada nodo de la red 
preserve su número de secuencia para asegurarse un mantenimiento libre de 
bucles. Estos números de secuencia permiten que los nodos determinen el 
orden de descubrimientos de rutas, con lo que no permiten el uso de 
información caducada. El funcionamiento es el mismo que para AODV. 
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2.2.2. Tablas de encaminamiento 
 
El procedimiento para actualizar las tablas de encaminamiento y la información 
almacenada es la misma que en AODV pero con una sola diferencia, tal como 
se verá en el apartado 2.2.5.. DYMO aprende más rutas gracias al Path 
Accumulation. 
 
En este caso también tenemos un temporizador de vigencia de ruta 
ROUTE_TIMEOUT (5.000 ms, en AODV eran 3.000 ms). Y también un periodo 
de tiempo ROUTE_DELETE_PERIOD (2 * ROUTE_TIMEOUT), transcurrido el 
cual se procederá a su borrado. 
 
Esta diferencia de tiempos de vigencia de ruta entre AODV y DYMO provoca 
que DYMO tarde más a reaccionar frente a una caída de un enlace, pero por 
contrapartida esta supuesta ventaja de AODV se puede convertir en una 
desventaja ya que puede marcar rutas como inválidas cuando realmente no lo 
estaban. 
 
2.2.3. Descubrimiento de ruta 
 
El proceso de descubrimiento de ruta en DYMO sigue la misma mecánica que 
en AODV, explicado en el apartado 2.1.3. 
 
2.2.4. Mantenimiento de conectividad y de ruta 
 
Existen varios mecanismos disponibles para realizar el mantenimiento de 
conectividad y ruta propuestos por el draft 21 de DYMO. 
 
 Reconocimientos en la capa de enlace (utilizado en este TFC). 
 Timeout de ruta: Este mecanismo no transmite el RERR.  
 Mediante mensajes Hello, tal como hacia AODV. 
 Descubrimiento de vecinos. 
 
El tipo de mantenimiento de conectividad empleado utiliza la información de los 
reconocimientos que se realizan desde la capa de enlace. A medida que los 
nodos envían datos, los nodos que pertenecen a la ruta ya sea el receptor o 
sea un nodo intermedio, tienen que ir recibiendo reconocimientos a sus tramas 
enviadas a nivel 2. El emisor no debe borrar ninguna trama hasta que no llegue 
su reconocimiento del siguiente nodo. 
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En el caso que se detecten pérdidas de reconocimiento se procederá al envío 
de un RERR. El mecanismo de reconocimiento a nivel 2 es el que proporciona 
mejor rendimiento, ya que no introduce ningún mensaje de control en la red 
debido a que utilizan los existentes a nivel de enlace, con lo que se consigue 
una liberación de recursos. 
 
Como se verá en el capítulo 5 de resultados, el hecho de no utilizar mensajes 
Hello en DYMO ha provocado mejorías respecto AODV. 
 
Igual que en AODV el nodo que no puede acceder al destino, genera un RERR 
hacia el origen y pone la IP del nodo no accesible debido a la caída del enlace 
además del número de secuencia asociado a ese destino. 
 
El mensaje RERR es enviado a todos los nodos que tengan dependencia del 
enlace caído. Una vez llega el RERR a los nodos dependientes, éstos verifican 
la vigencia del mensaje mediante el número de secuencia y borran todas las 
rutas que pasen por ese enlace. 
 
Finalmente cuando el mensaje RERR llegue al nodo que originó la 
comunicación sabrá que tendrá que volver a realizar un descubrimiento de ruta 
para encontrar de nuevo al nodo. 
 
Hay que destacar que DYMO no utiliza Local Repair, lo cual supone que 
siempre se ha de avisar al nodo originario de los datos para que reinicie el 
proceso de búsqueda no pudiendo ser reparada entre los nodos intermedios. Al 
reiniciar siempre la búsqueda desde el nodo origen nos aseguramos que la ruta 
escogida sea siempre la más corta posible en ese momento de búsqueda. 
 
2.2.5. Path Accumulation 
 
En DYMO los nodos además de almacenar la información acerca de una ruta 
hacia un destino, también almacenarán información sobre todos los nodos 
intermedios de la ruta hacia el destino.  
 
Ésta es otra de las diferencias entre AODV y DYMO. En AODV sólo se 
almacena información en las tablas de enrutamiento para el destino y el 
siguiente salto, mientras que DYMO tendrá la ruta para cada tramo intermedio.  
 
Tal como se puede ver en la figura 2.1, se aprecia como en DYMO se 
aprenden más rutas hacia diferentes nodos intermedios. Tenemos 
representado para cada nodo diferentes destinos y su siguiente salto para 
llegar al destino en cuestión. En color verde se ha representado las rutas 
aprendidas con los mensajes RREQ y en color rojo las rutas aprendidas por los 
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RREP. Las rutas nuevas que aprende demás DYMO respecto a AODV están 
marcadas con un asterisco (*). 
 
En la figura 2.1 el nodo emisor (E) quiere enviar datos al nodo receptor (R), y 
para ello se produce el envío de los RREQ y de los RREP de confirmación de 
ruta. Una vez acabado el procedimiento y analizadas las tablas, podemos ver 
que si en AODV el nodo emisor quisiera enviar datos al nodo 2 debería iniciar 
un nuevo proceso de descubrimiento de ruta, en cambio en DYMO podría 
enviar sin realizar la búsqueda ya que tiene en su tabla de encaminamiento una 
ruta válida. 
 
Pero esta ventaja no es a coste cero. El hecho de agregar el camino en los en 
los mensajes de control provoca que el tamaño de éstos crezca, aumente el 
routing overead de la red en cuanto a Bytes enviados se refiere y a su vez el 
tiempo de procesado también aumente. A cambio, el nº de mensajes RREQ 
disminuye. 
 
 
 
Fig. 2.1 Path Accumulation 
 
2.2.6. Parámetros  
 
Para DYMO se han utilizado todos los parámetros con los valores por defecto 
que se definen en el draft 21. En el apartado 4.2.5. hemos puesto una pequeña 
tabla con parámetros utilizados. El resto de parámetros y la explicación 
completamente detallada se pueden ver en [2]. 
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CAPÍTULO 3. SIMULADOR OMNeT++ y 
CARACTERÍSTICAS DE SIMULACIÓN 
 
Este capítulo consta de dos partes claramente diferenciadas. La primera parte 
(hasta el apartado 3.1.5.3)  será de carácter más teórico donde se va explicar 
qué es OMNeT++, la estructura que utiliza, como se comunican los diferentes 
módulos utilizados, los lenguajes utilizados y los ficheros que estadísticos para 
obtener los resultados. 
 
En la segunda parte se expondrán los detalles de configuración para nuestras 
simulaciones, entre otros se podrá ver las características generales de la red, la 
disposición de los nodos en los escenarios o los valores utilizados para AODV, 
DYMO y Random WayPoint. 
 
3.1.  Simulador OMNeT++ 
3.1.1. ¿Qué es OMNeT++? 
 
OMNeT++ es un simulador de red basado en eventos discretos, modular y 
orientado a objetos. Éste simulador fue creado por András Vargas en la 
Universidad de Tecnología y Ciencias Económicas de Budapest en 2003.  Está 
disponible para la mayoría de sistemas operativos (Windows, Linux y Unix) y es 
un paquete software gratuito.  Son muchas las aplicaciones a las que se ha 
destinado este simulador, entre las que destacan. 
 
 Modelado  de protocolos y de tráfico en redes de telecomunicaciones. 
 Validación de arquitecturas hardware. 
 Evaluación del rendimiento en sistemas software. 
 
El programa tiene dos interfaces de ejecución. Una con interfaz gráfica y otra 
de programación. La interfaz visual es una herramienta didáctica y de 
depuración. Con el entorno de OMNeT++ se pueden ejecutar simulaciones 
compiladas que requieran la herramienta gráfica, mientras que para desarrollar 
nuevos escenarios es preciso implementar los módulos y compilarlos. Facilita 
una programación ordenada así como la reutilización de código.  
 
3.1.2. Estructura general del simulador 
 
OMNeT++ proporciona las herramientas básicas para realizar simulaciones, 
pero por sí mismo no proporciona ningún componente específico para la 
26                                  Estudio de los protocolos de routing y el impacto de la movilidad en MANETs 
  
simulación de redes. Estas funcionalidades son proporcionadas por varios 
modelos de simulación y arquitectura llamados Framework, tales como 
INETMANET o MiXiM.  
Este simulador utiliza módulos simples y compuesto, además de un lenguaje 
de definición de red de alto nivel denominado NED (ver apartado 3.1.4.1).  
 
3.1.2.1. Módulos simples 
 
El funcionamiento de OMNeT++ se basa en módulos simples, que son los 
componentes básicos para modelar sistemas. Estos módulos simples son 
empleados para la etapa de definición de la red. Ejemplos de módulos simples 
son los generadores de tráfico, los nodos de una red, los routers, etc. 
 
Están compuestos por parámetros y accesos. Los parámetros permiten ampliar 
la funcionalidad de los componentes. Los accesos son las puertas de entrada y 
salida al módulo. 
 
Simple ModuloSimpleEjemplo       
 parameters:         
 // Parametros del módulo simple.      
 gates:          
 // Accesos del módulo simple.      
Endsimple 
  
3.1.2.2. Módulos compuestos  
 
Los sistemas a modular no se comprenden únicamente de módulos simples, 
sino que están formados por módulos compuestos. Estos pueden estar 
formados por otros módulos compuestos o simples. En general todos los 
módulos pueden extenderse y reutilizarse, lo que provoca que sean fácilmente 
ampliables y reconfigurables. Los módulos compuestos utilizan parámetros y 
accesos igual que los módulos simples, además utilizan submódulos y definen 
las conexiones establecidas entre ellos. 
 
module ModuloCompuestEjemplo       
 parameters:         
 // Parametros del módulo simple.      
 gates:          
 // Accesos del módulo simple.       
 submodules:         
 // Todos los módulos utilizados.      
 connections:         
 // Todas las conexiones.      
endmodule 
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Tanto los modules simples como los compuestos se comunican mediante 
mensajes, lo que permite el intercambio de información entre módulos a todos 
los niveles. De esta forma, los eventos, paquetes, tramas y cualquier 
señalización que atraviese la red se modela mediante un mensaje. Los 
módulos y mensajes empleados por OMNeT++ utilizan el lenguaje C++. 
 
A través del lenguaje NED podemos interconectar los diferentes módulos entre 
ellos y definir los mensajes que se emplean en la comunicación. 
 
La figura 3.1 muestra los principales componentes la relación entre los módulos 
y su papel dentro de la estructura de OMNeT++. 
 
 
Fig. 3.1. Definición de OMNeT++ 
 
3.1.3. Componentes 
 
Los principales componentes que OMNeT++ utiliza son los siguientes. 
 
 Simulation kernel library. 
 Compilador para el lenguaje de descripción de topología NED. 
 Editor de redes gráfico para archivos NED (GNED). 
 GUI para la ejecución de simulaciones (Tkenv). 
 Interfaz de usuario en línea de comandos para la ejecución de 
simulaciones (Cmdenv). 
 Herramientas estadísticas de representación de vectores y visualización 
de escalares (Plove y Scalars) 
 
Es muy importante antes de proceder a la simulación, compilar el código C++ 
ya que si no lo hacemos cualquier cambio hecho anteriormente no se verá 
reflejado en el comportamiento de la red. 
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3.1.4. Lenguajes utilizados 
3.1.4.1. Lenguaje de alto nivel NED 
 
En OMNeT++ la topología de los sistemas modelados se especifica mediante 
el lenguaje de alto nivel NED. Este lenguaje fue creado con el propósito de 
facilitar una descripción modular de las redes a simular. Esto significa que toda 
la topología de red queda especificada mediante la descripción de un número 
indeterminado de componentes, tales como canales, módulos simples y 
compuesto, definiciones de red y directivas import que permiten importar 
declaraciones de otros archivos NED. 
 
De esta forma, se consigue separar la implementación de los componentes de 
la disposición que tendrán estos en la red. Es decir, una vez definidos la 
funcionalidad de los canales y módulos (en C++), con los ficheros NED lo único 
que se hace es dibujar la topología de la red. 
 
Los archivos NED tienen una extensión .ned. Pueden ser generados utilizando 
un editor de textos o el editor gráfico incorporado. Éste editor es la interfaz 
gráfica que permite crear, programar, configurar y simular redes de 
comunicaciones, sin necesidad de codificar en lenguaje NED haciendo uso de 
diseños gráficos. Un ejemplo de este tipo de configuración es el de la figura 3.2 
 
 
Fig. 3.2. Ejemplo del diseño grafico de archivos NED 
 
3.1.4.2. Lenguaje C++ 
 
Dado que los módulos simples son considerados en OMNeT++ como los 
componentes activos de la red, son los únicos elementos programados en C++ 
a través de archivos .cc. Desde aquí se pueden implementar los algoritmos y 
propiedades de un módulo. Así los módulos simples pueden generar eventos y 
reaccionar ante ellos. 
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Las variables utilizadas en los ficheros C++ estarán declaradas en otro fichero 
con extensión .h. Para crear un fichero en C++, deberemos utilizar una interficie 
(que proporciona OMNeT++) donde se definen los métodos que todo módulo 
simple deberá implementar (cSimpleModule). 
 
3.1.5. Ficheros utilizados 
3.1.5.1. Fichero de inicialización (INI) 
 
El fichero de inicialización, omnetpp.ini, es el encargado de establecer el 
conjunto de simulaciones que se van a llevar a cabo, así como los parámetros 
generales que definen las mismas. Además, podemos indicar en qué ficheros 
queremos que se guarden las estadísticas recogidas y el valor de los atributos 
de los módulos simples.  
 
Su utilización es bastante intuitiva, por ejemplo al escribir el nombre de un 
modulo y acto seguido insertamos un punto, nos da las opciones de los 
parámatelos admitidos por ese modulo. Existe la opción de crear rutas 
absolutas, en las que tenemos que escribir toda la ruta del módulo y rutas 
relativas en las que utilizamos asteriscos. Al poner un solo asterisco quiere 
decir que la ruta a la cual hace referencia ese módulo se encuentra dentro de 
nuestro archivo NED. En cambio si utilizamos dos asteriscos, el módulo puede 
estar en cualquier lugar del entorno OMNeT++. 
 
3.1.5.2. Ficheros VEC, SCA y ANF 
 
Los ficheros SCA recogen diferente información estadística en valores 
escalares. De este fichero se ha obtenido el número total de segmentos 
recibidos en el receptor, el retardo medio de un segmento y los RERR totales 
enviados en la simulación. 
 
Los ficheros VEC y ANF no se han utilizado en este TFC. 
 
3.1.5.3. Creación de ficheros estadísticos 
 
El fichero SCA ha sido de gran ayuda, pero en general no nos aportaba la 
información deseada para analizar la red, con lo que se ha tenido que proceder 
a crear distintos ficheros estadísticos para después ser analizados. 
Para ello se ha tenido que buscar el módulo correspondiente que nos 
interesaba en cada caso y modificarlo añadiendo unas líneas de código para 
extraer algún dato en concreto. 
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Los datos que se han calculado mediante este procedimiento han sido. 
 
- El número medio de saltos. 
- Impacto del routing overhead sobre la red. 
- Los RERR enviados hacia el emisor. 
- Throughput. 
- Desviación estándar de número medio de saltos y retardo medio 
extremo a extremo. 
 
3.2. Características de la simulación 
3.2.1. Características generales 
 
Para todos los escenarios se ha simulado un tiempo total de 2500 segundos en 
DYMO y 2516 segundos en AODV. Esta pequeña diferencia en los tiempos, ha 
sido realizada debido a que durante los primeros 16 segundos en AODV el 
primer RREQ que envía el emisor es archivado en una lista negra. Por eso,  el 
proceso de búsqueda de ruta se reinicia hasta pasado un 
BLACKLIST_PERIOD (16 segundos). Durante esos 16 primeros segundos el 
emisor envía datos hacia el receptor, que son descartados al no estar formada 
la ruta. Éstos 16 segundos demás en AODV no son tenidos en cuenta para el 
análisis, por lo tanto, el tiempo analizado para ambos protocolos ha sido de 
2500 segundos.  
 
Se han simulado tres escenarios, 9 nodos, 16 nodos y 36 nodos. Los nodos 
están colocados a la misma distancia uno del otro (esta distancia varía en 
función del número de nodos) buscando de esta manera que todas las 
configuraciones inicien la simulación en simetría. Esta simetría se mantendrá 
cuando simulemos en estático y nos será útil cuando simulemos en 
movimiento, ya que en todas las configuraciones se iniciarán en las mismas 
condiciones (ver apartado 3.2.2). 
 
En cada escenario podemos trabajar a diferentes velocidades de movimiento. 
Los llamaremos nodos peatonales (velocidades entre 0,7 m/s y 2 m/s), 
vehiculares (velocidades entre 10 m/s y 30 m/s) y estáticos (velocidad de 0 
m/s) (ver apartado 3.2.4). 
 
Para tener una mayor precisión en los resultados obtenidos, se han realizado 
cinco repeticiones para cada escenario, por tanto los resultados expuestos en 
este TFC son la media de las cinco repeticiones. 
 
La tabla 3.1 muestra las características generales de las simulaciones. 
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 Tabla 3.1. Características generales de la red 
 
Tiempo de simulación 2.500 seg 
Dimensiones del área de simulación 400 m x 400 m 
Número de nodos 9 / 16 / 36 
Modelo de movilidad  Random WayPoint 
Protocolo de enrutamiento AODV / DYMO 
Modelo de propagación  Two Ray Ground Model 
Radio de cobertura 178 m (definido por el modelo de   
propagación) 
Shadowing  0 dB 
Protocolo de transporte UDP 
Tamaño de segmentos enviados 512 Bytes 
Frecuencia de envío UDP 1 segmento cada 250 ms 
Protocolo MAC 802.11g 
Bit Rate 11 Mbps 
Número de canales 1 
Frecuencia  2,4 GHz 
 
 
3.2.2. Disposición de los nodos en el área de simulación  
 
Con el fin de entender mejor algunos de los resultados obtenidos (sobre todo 
cuando simulamos en estático), es importante saber la disposición de los nodos 
intermedios y los nodos emisor y receptor (en las figuras serán Tx y Rx 
respectivamente). 
 
En el escenario con 9 nodos (figura 3.3), los nodos estarán separados por 150 
metros horizontal y verticalmente. El nodo vecino más cercano situado en 
diagonal estará a 212 metros por lo que el nodo emisor nunca podrá llegar 
directamente al Host[3]. Esto se debe a que tal como hemos configurado el 
modelo de propagación no envía más allá de 178 metros de distancia (ver 
3.2.3). Por eso la ruta más corta será siempre 4 saltos. 
 
Para las figuras 3.3, 3.4 y 3.5 se ha representado en color verde las distancias 
inferiores al radio de cobertura y en color rojo las que son superiores. 
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Fig. 3.3. Disposición de los nodos en 9 nodos 
 
En el escenario con 16 nodos (figura 3.4), los nodos están separados 
horizontalmente y verticalmente por 100 metros y el nodo más cercano en 
diagonal está a 141 metros. Con lo que el nodo emisor podrá enviar al Host[4] 
directamente, este podrá enviar al Host[9] y así hasta formar la diagonal que 
llega hasta el receptor. De manera que el número de saltos se reduce a 3, 
teniendo consecuencias que serán analizadas. 
 
 
Fig. 3.4. Disposición de los nodos en 16 nodos 
 
Con el escenario de 36 nodos (figura 3.5), sucede lo mismo que para el 
escenario con 9 nodos. Ahora los nodos están separados horizontal y 
verticalmente por 70 metros y los nodos más cercanos en diagonal están a 99 
metros y 156 metros, a los cuales podría llegar. Pero no puede llegar 
directamente al nodo que está separado por 198 metros, que es el que daría la 
posibilidad de hacer la ruta en 3 saltos. Por lo que la ruta más corta posible 
hacia el receptor es de 4 saltos. 
Simulador OMNeT++ y características de simulación      33 
 
 
Fig. 3.5. Disposición de los nodos en 36 nodos 
 
3.2.3. Modelo de propagación 
 
Se ha elegido el modelo de propagación Two Ray Ground Model, que se podría 
considerar como una variación del modelo Free Space. Se ha descartado 
utilizar shadowing, aunque en realidad seria una situación más realista, debido 
que se quería evitar llegar a conclusiones equivocadas provocadas por el 
shadowing. Como futuro trabajo sería interesante ver su efecto sobre los 
resultados obtenidos. 
 
El modelo Two Ray Ground Model como se ha comentado es similar al Free 
Space, pero añade una condición interesante y es que a partir de cierta 
distancia provoca que no se reciban los datos enviados. Esta distancia 
dependerá de la siguiente expresión. 
 
 
        
                     
      
    
 
 
(3.1) 
 
donde: 
      
 
(3.2) 
       
 
(3.3) 
    
 
(3.4) 
     
 
(3.5) 
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     (3.6) 
La expresión queda reducida a: 
 
        
      
  
 
 
(3.7) 
 
En nuestro caso         y        es: 
 
            
 
(3.8) 
         
     
 
(3.9) 
 
Por tanto la distancia máxima a la que podremos enviar utilizando este modelo 
de propagación será: 
 
        
      
  
          
      
    
  
 
 
(3.10) 
            (3.11) 
 
3.2.4. Modelo de movimiento Random WayPoint 
 
Utilizaremos tres tipos de configuración Random WayPoint (en estático no se 
moverán), pero ninguna de ellas utilizará pausas a la hora de elegir un nuevo 
destino. De manera que los tipos de configuración dependerán únicamente de 
la velocidad de cada nodo. Los tres niveles de movilidad con los que hemos 
trabajado son nodos peatonales, nodos medios y nodos vehiculares. En la tabla 
3.2 podemos observar las velocidades que comprende cada nivel. 
 
 
Tabla 3.2. Características Random WayPoint 
 
Wait Time 0 seg 
Nodos estáticos  0 m/s 
Nodos Peatonales o Lentos 0,7 m/s - 2 m/s 
Nodos Vehiculares o Rápidos 10 m/s - 30 m/s 
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A lo largo del TFC se utilizarán algunas abreviaciones cuando hagamos 
referencia a algún tipo de configuración. Por ejemplo cuando queramos 
mencionar algún dato de la configuración 9 nodos peatonales utilizaremos 9 P. 
En la tabla 3.3 tenemos la correspondencia de las posibles abreviaturas 
utilizadas. 
 
Tabla 3.3. Ejemplo de abreviaciones utilizadas 
 
Número de nodos Nodos peatonales Nodos vehiculares 
9  9 P 9 V 
16  16 P 16 V 
36  36 P 36 V 
 
3.2.5. Parámetros AODV y DYMO 
 
Se han utilizado los parámetros establecidos por defecto tanto para AODV 
como para DYMO. En el caso de AODV según el RFC 3561[1] y DYMO según 
el draft 21 [2]. Alguno de los parámetros más importantes son los recogidos en 
las tablas 3.4 y 3.5. 
 
Tabla 3.4. Parámetros AODV 
 
OPTIMIZED_HELLO Sí 
ACTIVE_ROUTE_TIMEOUT 3.000 milisegundos 
MY_ROUTE_TIMEOUT 2 * ACTIVE_ROUTE_TIMEOUT 
 
ALLOWED_HELLO_LOSS  2 
HELLO_INTERVAL 1.000 milisegundos 
RREQ_RETRIES 2 
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Tabla 3.5. Parámetros DYMO 
 
RATE_LIMIT (RREQ, RREP, RERR)  10 Mbps 
ROUTE_TIMEOUT 5.000 milisegundos 
ROUTE_DELETE_TIMEOUT 5 * ROUTE_TIMEOUT 
RREQ_WAIT_TIME  2.000 milisegundos 
RREQ_RETRIES 3 intentos 
ROUTE_DELETE_PERIOD 2 * ROUTE_TIMEOUT 
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CAPÍTULO 4. RESULTADOS 
 
Comenzaremos explicando los parámetros que se han utilizado para analizar 
los diferentes escenarios (4.1). 
 
Una vez hecho esto, en los apartados 4.2, 4.3 y 4.4 se realizará el análisis y la 
comparativa de los diferentes resultados obtenidos en las simulaciones 
realizadas para los protocolos AODV y DYMO. 
 
4.1. Parámetros evaluados 
 
Para obtener información del comportamiento de cada protocolo, se observarán 
los parámetros siguientes: 
 
 Número de saltos: Indica el número de nodos que atraviesan los datos 
antes de llegar a su destino.  Tendremos el valor medio (     ) y la 
desviación estándar (   ). 
 
 Retardo extremo a extremo: Es el tiempo que tarda un segmento UDP 
en llegar al nodo destinatario desde el instante que se genera. Se 
proporcionarán dos estadísticas, el valor medio (   ) y la desviación 
estándar (   ). 
 
 Throughput: Es el porcentaje de segmentos UDP recibidos en un nodo 
(receptor) sobre un total de 10.000 segmentos enviados hacia él. 
Expresado en tanto por cien.  
 
 Routing Overhead: Permite analizar el impacto de los mensajes de 
control en la red para ambos protocolos de enrutamiento, en las 
diferentes configuraciones utilizadas. Se analizarán los siguientes 
parámetros.  
 
- Número total de mensajes de control enviados por cada protocolo 
(RREP, RREQ, RERR). Este valor nos permitirá comparar el 
impacto de los mensajes de control en la red para ambos 
protocolos en las diferentes configuraciones utilizadas.   
 
- RERR Total: Este parámetro nos indica el número total de RERR 
que se han enviado a lo largo de la simulación. 
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- Porcentaje de RERR Emisor: Valor que determina el porcentaje 
de RERR que van dirigidos hacia el emisor sobre los RERR 
totales. 
 
4.2. Nodos estáticos: 1 emisor - 1 receptor 
 
Con estas simulaciones se pretende comparar el comportamiento de ambos 
protocolos en una situación ideal, ya que ningún nodo aplicará movimiento y 
únicamente habrá un emisor y un receptor, que serán siempre los mismos 
nodos. Como se ha comentando en la características radio no se utilizará 
shadowing, por lo que los resultados serán óptimos (la cobertura sólo depende 
de la distancia del transmisor), aunque menos realistas, para analizar el 
comportamiento de ambos protocolos de enrutamiento y obtener unos valores 
de referencia.  
 
4.2.1. Nodos estáticos AODV 
 
Los resultados obtenidos aplicando AODV y los escenario estáticos están 
recogidos en la tabla 4.1. 
 
Tabla 4.1. Resultados nodos estáticos AODV 
 
AODV     
 
       
(ms) 
   
(ms) 
Throughput 
(%) 
9 4 0 2,97 4,79 100 
16 3,14 0,31 2,23 3,32 100 
36 4,23 0,44 3,14 3,46 100 
 
 
 
- Número de saltos 
El número de saltos varía en función del escenario simulado.  
  
Para 9 nodos el número medio de saltos se mantiene en 4 porque, tal y como 
están dispuestos los nodos en el área de simulación, es la ruta más corta. 
Podría crear rutas con un número de saltos más elevado pero se ha visto que 
nunca los escoge. Es por ello que la desviación estándar es cero. 
 
En 16 nodos la ruta más corta hacia el emisor es de 3 saltos. Observamos 
como el número medio de saltos es de 3,14 lo que nos indica que la mayor 
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parte de la simulación ha utilizado la ruta de 3 saltos, aunque a veces la ruta es 
de 4 saltos. Se ha obtenido una desviación estándar de 0,31 que no es muy 
elevada. 
 
De forma similar que para 9 nodos sucede para 36 nodos. Debido a la 
disposición de éstos en el escenario la ruta mínima hacia el emisor es de 4 
saltos. En este caso el número de saltos ha sido 4,23, lo que indica que a 
veces utiliza una ruta de 5 saltos pero no es lo habitual. En este caso la 
desviación estándar es de 0,41. Es algo más elevado que para 16 nodos pero 
sigue sin llegar al medio nodo de desviación, con lo que los valores obtenidos 
estarán próximos a la media. 
 
- Retardo medio  
El retardo medio extremo a extremo al estar simulando con los nodos estáticos, 
únicamente nos dependerá de la distancia que recorran (número de saltos).  
Para comprobar esto se ha calculado el retardo medio por salto, que es 
aproximadamente 0,73 ms/salto para las tres configuraciones.  
 
Para 16 nodos, escenario que menos saltos recorre, tenemos el menor retardo 
medio de los tres escenarios (2,23 ms) que coincide con el menor número 
medio de saltos. Para 9 nodos se ha obtenido 2,97 ms y para 36 el retardo 
medio ha sido el máximo de los tres escenario nodos 3,14 ms, debido a que es 
el escenario que registra el mayor número medio de saltos. 
 
En estos resultados se aprecia como los resultados medios sufren unas 
desviaciones altas, incluso más grandes que el valor medio. Estas variaciones 
son producidas por el tiempo perdido en el envío y recibimiento de los 
mensajes de control. Se verá más claramente cómo afecta en el apartado 4.3. 
 
- Throughput 
En las tres configuraciones se reciben el 100% de los segmentos enviados, 
algo que esperábamos ya que al no aplicar movimiento el protocolo es capaz 
de hacer llegar todos los segmentos al destino. 
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- Routing Overhead 
En la figura 4.1 se observa que la mayor cantidad de mensajes de control son 
mensajes RREP (aproximadamente el 99% del total). Recordamos aquí que 
estos son mensajes que se envían cada Hello Time y están dedicados a 
mantener la conectividad de la ruta y con el nodo vecino. En la figura 4.1 no se 
puede apreciar la presencia de otros mensajes de control que no sean RREP.  
Los RREQ son de 172, 203, 1.486 para 9, 16 y 36 nodos respectivamente y los 
RERR son 4, 4, 17 para 9, 16 y 36 nodos respectivamente. 
 
El número de mensajes de control debería ir aumentando a medida que 
intervienen más nodos en la simulación. Esto es así, debido a los RREP que se 
envían para mantener la conectividad con el vecino (recordemos que se ha 
utilizado Optimized Hello). Pero en 16 nodos, donde el número medio de saltos 
es inferior al resto de escenarios, el número de RREP en la red disminuye (los 
RREP de monitorización sólo los envían los nodos intermedios que intervienen 
en la ruta, además de emisor y receptor).  
 
También se puede observar como el hecho que en 36 nodos el número medio 
de saltos sea 4,23 y que la densidad de nodos en la red ha aumentado, 
provoca que haya más RREP para mantener la conectividad con el vecino. 
Además se produce un ligero aumento de los RERR (ver “RERR totales” en la 
tabla 4.2) que nos afecta negativamente teniendo un mayor impacto en el 
overhead de la red.  
 
 
 
Fig. 4.1. Número de mensajes de control nodos estáticos AODV 
 
La tabla 4.2 muestra como el número de RERR es muy bajo para todos los 
casos. Para 9 y 16 nodos únicamente tenemos 4 RERR y ninguno de ellos va 
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dirigido al emisor, por lo que si hubiera alguna ruta rota el emisor no es 
consciente de ello y se repararía localmente entre los nodos intermedios.  
 
En cambio para 36 nodos se generan 17 RERR totales, de los cuales un 
11,76% van dirigidos al emisor. Con lo que éste tiene constancia de que alguna 
ruta se ha roto y no se ha podido reparar mediante el Local Repair y empieza 
de nuevo el proceso de descubrimiento de ruta el emisor, justificando así el 
aumento de RREQ antes comentado.  
 
Recordamos que para las tres situaciones el número de RERR no tiene 
relevancia sobre  la recepción de los datos, ya que recibimos el 100% de los 
segmentos enviados. 
 
Tabla 4.2. RERR Total y RERR hacia el emisor AODV 
 
 
 
 
 
 
 
 
 
4.2.2. Nodos estáticos DYMO 
 
Los resultados obtenidos utilizando DYMO y todos los nodos del escenario 
estáticos se pueden apreciar en la tabla 4.3. 
 
Tabla 4.3. Resultados nodos estáticos DYMO 
 
DYMO     
 
       
(ms) 
   
 (ms) 
Throughput 
(%) 
9 4 0 2,85 0,189 100 
16 3 0 2,06 0,151 100 
36 4 0 2,85 0,230 100 
 
 
 
 
AODV RERR 
Total 
% RERR 
Emisor 
9 4 0 
16 4 0 
36 17 11,76 
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- Número de saltos 
El número medio de saltos para 9 y 36 nodos es exactamente de 4 saltos, ya 
que por la disposición de los nodos no pueden hacer menos saltos para llegar 
al destino. En cambio, al utilizar 16 nodos tal como están colocados en el 
escenario, pueden llegar al destino en 3 saltos y así es como sucede en la 
simulación. Para los tres escenarios la desviación estándar es cero, esto indica 
que el valor máximo y mínimo coincide con el valor medio, debido a que DYMO 
no utiliza Local Repair y la ruta siempre será la más corta posible. 
 
- Retardo medio 
El retardo medio es idéntico (2,85 ms) para 9 y 36 nodos ya que la distancia a 
recorrer siempre es la misma, cada salto supone un retardo de 0,7 ms/salto.  
En cambio para 16 nodos, podemos apreciar el impacto de recorrer un nodo 
menos en la transmisión del segmento, así que este tiempo se verá disminuido, 
en nuestro caso 2,06 ms.   
 
En este caso la desviación estándar para los tres escenarios es muy baja, por 
lo que los resultados medios obtenidos son muy estables.  
 
- Throughput 
En las tres configuraciones se reciben el 100% de los segmentos enviados. 
 
- Routing Overhead 
En la figura 4.2 se aprecia como a medida que tenemos más nodos en el 
escenario aumenta el número de mensajes de control, debido a que tenemos 
más nodos que intervienen en el descubrimiento de rutas.  
 
En esta figura ya queda claro como la presencia de los RREP pierde fuerza y 
se hace más notable la presencia de RREQ. Esto sucede por un lado debido a 
que DYMO no implementa RREP para monitorizar los enlaces (los RREP serán 
sólo de confirmación de ruta) y además cuando una ruta se rompe se procede 
a realizar la búsqueda de rutas desde el emisor, lo que implica que se envíen 
muchos más RREQ. 
 
Estas circunstancias serán vistas de manera más acentuada en el apartado 4.3 
con nodos en movimiento. 
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Fig. 4.2. Número de mensajes de control nodos estáticos DYMO 
 
 
En este caso no se ha producido ningún RERR durante la simulación en 
ninguno de los tres escenarios. 
 
4.2.3. Comparación AODV – DYMO 
 
Los resultados obtenidos en referencia al throughput y retardo medio extremo a 
extremo, se pueden considerar prácticamente iguales. Existe alguna pequeña 
diferencia en cuanto al retardo medio, pero es debida a la pequeña variación en 
el número de saltos medio. 
 
Las diferencias más notables las hemos obtenido en los mensajes enviados de  
routing overhead. En DYMO el número total de mensajes de control enviado es 
muy inferior con respecto a AODV. Esto es debido a que en DYMO no se 
envían RREP para monitorizar el estado de los enlaces. 
 
Aparte del número de mensajes de control, también es interesante analizar la 
cantidad de routing overhead en términos de Bytes enviados (recordamos que 
DYMO va incrementando el tamaño de los RREQ y RREP debido al Path 
Accumulation). En las tablas 4.4 y 4.5 se puede apreciar como en AODV 
tenemos una mayor cantidad de Bytes de control (el 99% es debido a los 
RREP de monitorización). 
 
Si analizamos la cantidad de Bytes por mensaje de control enviado se aprecia 
el efecto negativo del Path Accumulation que utiliza DYMO. Por ejemplo para 
36 nodos en AODV cada segmento enviado supone 50 Bytes de overhead en 
la red, mientras que para DYMO supone 164,09 Bytes. Respecto a DYMO, se 
puede observar como a medida que aumenta la densidad de nodos la cantidad 
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de Bytes por mensaje de control enviado aumenta. Esto es porque al haber 
más nodos en la red, los RREQ son retransmitidos por más nodos y por tanto 
el tamaño aumenta. Podemos concluir que, a pesar del Path accumulation, 
DYMO no inunda tanto la red enviando Bytes dedicados a tareas de control. 
 
 
Tabla 4.4. Bytes Overhead AODV        
 
 
 
AODV Total 
(Bytes) 
Bytes/paq 
9 971,77 K 48,78 
16 661,75 K 49,01 
36 2.398,47 K 50,33 
Tabla 4.5. Bytes Overhead DYMO 
 
DYMO Total 
(Bytes) 
Bytes/paq 
9 1,34 K 111,66 
16 2,20 K 129,41 
36 7,22 K 164,09 
4.3. Nodos en movimiento: 1 emisor - 1 receptor 
 
En este apartado se va a analizar dos tipos de escenarios diferentes, en los 
cuales siempre se va a utilizar algún tipo de movimiento en los nodos y 
únicamente habrá un nodo emisor y otro receptor que siempre serán los 
mismos. 
 
- Escenario 1: Emisor y receptor en estático y el resto de nodos 
intermedios se mueven a la misma velocidad. Para ello utilizaremos dos 
tipos de velocidades, peatonal y vehicular, además de utilizar todos los 
escenarios de nodos.  
 
- Escenario 2: Todos los nodos se moverán a la misma velocidad, 
vehicular o peatonal. Se utilizarán todos los escenarios de nodos. 
 
4.3.1. Nodos en movimiento AODV 
 
A continuación mostramos una tabla para cada uno de los dos escenarios 
anteriores, tablas 4.6 y 4.7, para posteriormente compararlas. 
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Tabla 4.6. Resultados nodos movimiento Escenario 1 AODV 
 
AODV     
 
       
(ms) 
   
 (ms) 
Throughput 
(%) 
P
e
a
tó
n
 
9 4,05 0,66 29,91 228,99 69,62 
16 4,25 0,95 7,49 119,21 89,33 
36 4,64 0,71 3,61 3,87 95,00 
V
e
h
ic
u
la
r 9 3,97 0,89 364,40 1.146,76 44,94 
16 4,13 1,02 109,43 580,41 51,64 
36 4,54 1,03 1.117,61 2.333,75 14,58 
 
 
Tabla 4.7. Resultados nodos movimiento Escenario 2 AODV 
 
AODV     
 
       
(ms) 
   
 (ms) 
Throughput 
(%) 
P
e
a
tó
n
 
9 1,77 1,08 3,67 9,55 93,60 
16 1,69 0,87 1,10 3,46 98,66 
36 1,83 1,17 1,21 3,61 97,98 
V
e
h
ic
u
la
r 9 1,54 0,85 33,85 323,90 83,15 
16 1,52 0,85 10,54 168,32 84,07 
36 1,48 0,81 37,01 400,20 82,20 
 
 
- Número de saltos 
En el escenario 1 el número medio de saltos va aumentando a medida que se 
utilizan una mayor cantidad de nodos intermedios en la red, porque aumenta la 
posibilidad de elegir una ruta más larga cuando se utiliza el Local Repair. Al 
resolver la rotura entre los nodos intermedios es posible que la ruta escogida 
no sea la mejor debido a que el emisor podría elegir una con menos saltos. Al 
elegir una ruta más larga también aumenta el retardo medio.  
 
En el escenario 2 se minimiza el número medio de saltos provocando grandes 
beneficios al rendimiento de la red (ver throughput y retardo medio). En media 
son unos valores muy bajos, que en gran parte son debidos a que emisor y 
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receptor aplican movilidad y que Random WayPoint tiende a concentrar los 
nodos por el centro del área de simulación, provocando la mejoría respecto al 
escenario 1.  
 
La desviación para ambos escenarios es cercana a 1 nodo. A pesar de ser 
prácticamente el mismo valor, para el escenario 2 los resultados están más 
desviados ya que la media en todos los escenarios nunca llega a 2 nodos. En 
cambio en el escenario 1 se obtiene la misma desviación pero en este caso la 
media es cercana a 4 nodos, por lo que los resultados están menos desviados 
que para el escenario 2. 
 
- Retardo medio  
El retardo medio en el escenario 1 varía mucho en función del número de 
nodos y de las velocidades utilizadas. Para velocidades peatonales a medida 
que la densidad de nodos aumenta el retardo medio decrece. Para velocidades 
vehiculares debería de suceder algo similar, pero el impacto de las colisiones 
provocadas por los mensajes de control (ver throughput), provocan que cuando 
utilizamos 36 V el retardo medio se dispare (1.117,63 ms).  
 
Analizando la desviación estándar se puede apreciar como en las velocidades 
vehiculares existe una mayor desviación de las muestras que cuando 
utilizamos velocidades peatonales. Esto se debe a que en las vehiculares la 
vigencia de ruta es menor y los segmentos pertenecen más tiempo en la cola 
de los nodos, aumentando de esta manera tanto retardo medio como la 
desviación.  
 
Además en el escenario 1, sucede lo contrario que sucedía con todos los 
nodos estáticos, en cuanto a la relación de menor número medio de saltos – 
menor retardo medio (teníamos 0,7 ms/salto). Ahora, por ejemplo para 9 P 
tenemos un retardo medio de 29,91 y un número medio de saltos de 4,05  y en 
36 P un retardo medio de 3,87 ms en 4,64 saltos.  
 
La explicación reside en el tiempo que tardamos en reparar las rutas para cada 
configuración. Para 36 P en caso que una ruta se rompa es más fácil 
reaccionar y poder restablecerla, gracias a que hay una mayor densidad de 
nodos. En cambio para 9 P cuando se produce la rotura de una ruta, al tener 
menos nodos (menor densidad) tiene menos posibilidades de restablecer la 
ruta más rápidamente, por lo que aumenta el tiempo de recepción.  
 
Los resultados obtenidos en el escenario 2 mejoran mucho los resultados 
obtenidos en el escenario 1, debido a la movilidad de emisor y receptor. La 
ruta para llegar de uno al otro siempre será más corta (ver número de saltos), 
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provocando que el retardo medio disminuya notablemente. La desviación, igual 
que sucede en el escenario 1, es mucho más elevada para velocidades 
vehiculares. 
 
- Throughput 
En el escenario 1 el throughput es mejor para las configuraciones peatonales 
que para las vehiculares, debido a que la vigencia del tiempo de las rutas es 
mayor (se rompen menos rutas debido a que los nodos se mueven más 
despacio) y se pueden enviar más datos sin necesidad de perder tiempo en la 
búsqueda de nuevas rutas. 
 
A medida que la densidad de nodos aumenta el throughput mejora. Esto se 
cumple siempre excepto para 36 V, donde tenemos un throughput de 14,58% 
debido al gran número de colisiones que se producen. Por tanto, una gran 
cantidad de nodos moviéndose a velocidades vehiculares producen muchas 
más rutas rotas y se genera un mayor overhead (ver tabla 4.8) produciendo un 
gran número de colisiones debido a estos  mensajes de control. 
 
Es por ello que se ha estudiado el tiempo entre colisiones tanto en el emisor y 
receptor como en los nodos intermedios. A título de ejemplo mostraremos los 
nodos intermedios 5 y 8. 
 
Si observamos lo ocurrido en el nodo emisor (tabla 4.8), para 36 P una colisión 
se produce cada 931,10 ms y en cambio para 36 V se produce cada 4,68 ms. 
La situación es similar tanto en el resto de nodos de la tabla como el resto de 
nodos de la simulación, obteniendo este throughput tan bajo. 
 
 
Tabla 4.8. Frecuencia de las colisiones para escenario  1 AODV 
 
NODO 36 P 
(ms) 
36 V 
(ms) 
Emisor 931,10 4,68 
Receptor 687,38 6,63 
Host [5] 265,08 1,23 
Host [8] 268,67 1,24 
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En cuanto al escenario 2 los resultados obtenidos se aproximan a la situación 
ideal del apartado 4.2.1 (todos los nodos estáticos en AODV). No tenemos el 
problema de un gran número de colisiones. La movilidad de emisor y receptor 
provoca que muchas veces emisor y receptor estén tan cerca, que puedan 
enviarse los datos sin tener que utilizar ningún nodo intermedio. 
 
Los resultados obtenidos en el escenario 2 mejoran los resultados obtenidos 
en el escenario 1 en todas las configuraciones. 
 
 
- Routing Overhead 
Para analizar el routing overhead, primero pondremos dos figuras (4.3 y 4.4) en 
las que veremos en qué tipo de mensajes se concentra el routing overhead. 
 
 
 
 
Fig. 4.3. Número mensajes de control movimiento Esc. 1 AODV 
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Fig. 4.4. Número mensajes de control movimiento Esc. 2 AODV 
 
 
Analizando ambas figuras, se puede apreciar como cuando la densidad de 
nodos aumenta el impacto de los mensajes de control en la red también lo 
haga. Esto es provocado sobre todo por los RREP para mantener la 
conectividad con el nodo vecino  (se cumple para los dos escenarios). Además 
que haya un mayor número medio de saltos provoca que los RREP también 
aumenten. Que tengamos más rutas rotas nos provoca un aumento de RREQ 
de búsqueda y más RREP de confirmación. Por tanto el aumento en el routing 
nos depende de varios factores 
 
Como se ha comentado, gran parte del overhead es debido a los mensajes 
RREP que además de intervenir en el proceso de descubrimiento, también 
intervienen en el de mantenimiento de conectividad y de ruta, siendo la parte 
principal del overhead. En las figuras se observa como este tipo de mensajes 
aumenta a medida que tenemos más nodos en la red. 
 
El mayor impacto ha ocurrido en el escenario 1 con 36V. El escenario 2  nos 
proporciona un menor overhead, sobre todo comparando en 36 nodos de 
ambos escenarios. 
 
En cuanto a los RERR, en las tablas 4.9 y 4.10 podemos ver como en 
general se envían menos RERR totales en las velocidades peatonales y a 
medida que la densidad de nodos aumenta y se utilizan velocidades 
vehiculares aumenta el envío de RERR totales en la simulación también 
aumenta. Se ha visto como el aumento de la velocidad provoca que en general 
que la red se comporte peor y por lo tanto también se ve reflejado en los RERR 
enviados. 
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La funcionalidad Local Repair que utiliza AODV tiene un efecto positivo en 
cuanto al porcentaje de RERR enviados hacia el emisor. De manera que 
muchas veces evita que se tenga que iniciar el proceso de descubrimiento de 
ruta, resolviendo la rotura de la ruta en los nodos intermedios. Pese a este 
aspecto positivo, el utilizar Local Repair nos produce algunos resultados 
negativos analizados anteriormente. 
 
En el escenario 1 con la configuración 36 V, hay un alto número de RERR 
totales enviados (3.564). Lo que explica porque el throughput obtenido 
(14,58%) es tan bajo en este caso. 
 
 
 
Tabla 4.9. RERR Esc. 1 AODV 
 
 
 AODV RERR 
Total 
%RERR 
Emisor 
P
e
a
tó
n
 
9 117 14,53 
16 183 8,74 
36 286 9,44 
V
e
h
ic
u
la
r 9 1.063 9,59 
16 1.855 9,06 
36 3.564 5,19 
Tabla 4.10. RERR Esc. 2 AODV 
 
AODV RERR 
Total 
%RERR 
Emisor 
P
e
a
tó
n
 
9 50 16 
16 36 25 
36 57 22,81 
V
e
h
ic
u
la
r 9 496 20,16 
16 600 20,50 
36 839 24,67 
 
 
4.3.2. Nodos en movimiento DYMO 
 
Las condiciones para esta serie de simulaciones, parámetros y mecánica para  
analizar los resultados son los mismos que en el punto 4.3.1 pero cambiando el 
protocolo de enrutamiento utilizado de AODV a DYMO.  
 
En las tablas 4.11 y 4.12 podemos los resultados obtenidos con este protocolo. 
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Tabla 4.11. Resultados nodos movimiento Escenario 1 DYMO 
 
DYMO     
 
       
(ms) 
   
 (ms) 
Throughput 
(%) 
P
e
a
tó
n
 
9 3,78 0,49 2,76 1,09 73,81 
16 3,68 0,54 2,58 1,26 96,87 
36 3,97 0,23 3,00 1,58 97,73 
V
e
h
ic
u
la
r 9 3,73 0,56 3,88 3,74 55,11 
16 3,63 0,52 3,91 4,00 79,45 
36 3,94 0,29 5,06 5,56 78,21 
 
 
 
Tabla 4.12. Resultados nodos movimiento Escenario 2 DYMO 
 
DYMO     
 
       
(ms) 
   
 (ms) 
Throughput 
(%) 
P
e
a
tó
n
 
9 1,92 0,83 1,24 0,754 96,00 
16 1,99 0,57 1,29 0,663 99,53 
36 1,80 0,79 1,14 0,888 99,62 
V
e
h
ic
u
la
r 9 1,72 0,74 1,31 1,64 91,00 
16 1,81 0,70 1,45 1,84 94,24 
36 1,72 0,64 1,48 2,37 94,90 
 
 
- Número de saltos 
La tabla 4.11 que hace referencia al escenario 1 vemos como el número medio 
de saltos aumenta cuando tenemos más nodos en la red. De manera que en 
peatonal el número medio de saltos está entre 3,68 y 3,97 y en vehicular entre 
3,63 y 3,94. Se aprecia como no ha habido grandes diferencias entre los 
resultados obtenidos en ambas configuraciones. La desviación estándar está 
alrededor de 0,5 para 9 nodos y 16 nodos, tanto vehicular como peatonal. En 
cambio para 36 nodos la desviación es prácticamente la mitad, lo que nos 
indica que las muestras están más próximas a la media obtenida. 
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El escenario 2, tabla 4.12, debido a su configuración reduce en más de la 
mitad el número medio de saltos respecto al escenario 1. El número medio de 
saltos en este escenario oscila entre 1,72 y 1,99, no ha habido diferencias 
significantes entre las velocidades vehiculares y peatonales. La desviación 
estándar también es muy similar para en todos los casos y ligeramente superior 
a las obtenidas en el escenario 1. 
 
- Retardo medio 
El retardo medio en el escenario 1 es bastante parecido en todas las 
configuraciones. Si entramos un poco más en detalle podemos ver que el 
protocolo a velocidades elevadas obtiene unos retardos medios y desviación 
estándar ligeramente superior que a velocidades peatonales. Pero en general 
los resultados son muy buenos, sobre todo si los comparamos con AODV (ver 
apartado 4.3.3).  
 
En el escenario 2 la mejoría en el retardo es evidente. No ha habido grandes 
diferencias en los resultados medios entre 9 nodos, 16 nodos y 36 nodos, tanto 
en peatonal como en vehicular. La desviación estándar es ligeramente superior 
para velocidades elevadas, pero pese a ello son unos resultados muy 
satisfactorios ya que los resultados medios son prácticamente iguales. 
 
 
- Throughput 
En ambos escenarios obtenemos un throughput mejor cuando utilizamos 
velocidades peatonales y la densidad de nodos va aumentando. Sin embargo 
se ve que al pasar de 16 nodos a 36 nodos, en ambos escenarios y 
configuraciones de velocidad, el throughput es prácticamente igual. Por lo que 
la mayor densidad de nodos no nos ha beneficiado.  
 
En el escenario 1, a velocidades vehiculares se obtiene un throughput peor 
(por ejemplo, 36 P - 99,62% y para 36 V - 78,21%), debido al movimiento tan 
rápido que utilizan los nodos; eso provoca más colisiones y empeora el 
rendimiento global de la red. 
En la tabla 4.13 podemos observar cada cuanto tiempo se produce una 
colisión, en el receptor, emisor y en dos nodos intermedios (por ejemplo el 
nodo 5 y nodo 8). Observamos que la diferencia entre los dos escenarios (36 P 
y 36 V) es bastante grande, provocando la diferencia de resultados obtenida.  
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Tabla 4.13. Frecuencia de colisiones escenario 1 DYMO 
 
NODO 36 P 
(ms) 
36 V 
(ms) 
Emisor 17.857,57 1.173,71 
Receptor 12.820,51 984,63 
Host [5] 11.520,73 874,43 
Host [8] 10.234,85 902,20 
 
Debido a las características del escenario 2, los resultados son prácticamente 
iguales para todos los tipos de configuración, siendo ligeramente mejor en las 
configuraciones peatonales (alrededor del 5% de mejoría). En ningún caso el 
throughput es inferior al 90%.  
 
- Routing Overhead 
A continuación expondremos las figuras 4.5 y 4.6 en las cuales podremos 
apreciar  el número de mensajes de control enviados. 
 
 
 
Fig. 4.5. Número mensajes de control movimiento Esc. 1 DYMO 
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Fig. 4.6. Número mensajes de control movimiento Esc. 2 DYMO 
 
 
Para los dos escenarios, la gran parte del routing overhead es debida a los 
mensajes RREQ. El protocolo DYMO no aplica Local Repair, es por ello que 
este tipo de mensajes tienen una presencia más elevada, ya que se envían en 
mayor cantidad cada vez que una ruta se rompe. Además el Path Accumulation 
hace que los mensajes crezcan de tamaño cuando un nodo lo reenvía, 
incrementado de esta manera el routing overhead de la red. 
 
Cuando la velocidad de los nodos es más elevada y/ó la densidad de estos 
aumenta, el impacto del routing es más grande, enviando más mensajes de 
control (en ambos escenarios) 
Por lo respecta a los RERR, en el escenario 1 se envían más RERR totales en 
la simulación que en el escenario 2, tal como muestran las tablas 4.14 y 4.15. 
Lo que nos indica que en este escenario se han producido más roturas a lo 
largo de las simulaciones.  
En el escenario 1, para velocidades peatonales el número de RERR es 
bastante similar y crece a medida que la densidad de nodos también lo hace. 
Cuando se utilizan velocidades vehiculares el incremento de los RERR totales 
es muy notable, respecto a las peatonales. 
En cambio en el escenario 2, tanto para ambas velocidades el número de 
RERR totales y el número de RERR hacia el emisor no cambia mucho a 
medida que aumenta la densidad de nodos. Pero si se nota un aumento al 
utilizar altas velocidades. 
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El porcentaje de RERR enviados hacia el emisor es más elevado en el 
escenario 2, pero se debe a que se envían menos RERR totales y por ello el 
porcentaje es superior al del escenario 1. 
 
Tabla 4.14. RERR Esc. 1 DYMO 
 
 
 
 
 
DYMO RERR 
Total 
%RERR 
Emisor 
P
e
a
tó
n
 
9 118 36,59 
16 152 37,50 
36 205 35,61 
V
e
h
ic
u
la
r 9 1.210 35,70 
16 1.744 37,32 
36 2.279 35,27 
Tabla 4.15. RERR Esc. 2 DYMO 
        
  
DYMO RERR 
Total 
%RERR 
Emisor 
P
e
a
tó
n
 
9 23 43,48 
16 40 47,50 
36 27 44,44 
V
e
h
ic
u
la
r 
9 327 44,34 
16 369 46,34 
36 311 48,23 
4.3.3. AODV vs DYMO 
 
El número medio de saltos en el escenario 1 (figura 4.7) es ligeramente 
mejor en DYMO que en AODV. Esto es debido a que AODV utiliza Local 
Repair, de manera que cuando una ruta se rompe intenta recalcularla en los 
nodos intermedios y puede provocar que la ruta finalmente escogida no sea la 
mejor. En DYMO siempre reinicia la búsqueda el nodo emisor garantizando la 
mejor ruta. 
 
Pero en cambio en el escenario 2 (figura 4.8) al aplicar movilidad los nodos 
emisor y receptor, el efecto negativo del Local Repair de AODV pasa 
desapercibido. Incluso en la mayoría de configuraciones hay una ligera mejoría 
en AODV respecto a DYMO. 
 
En cualquier caso, las diferencias en ambos escenarios son mínimas, por lo 
que no se pueden considerar definitorias para saber si es mejor utilizar Local 
Repair o no utilizarlo. 
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Fig. 4.7. Número de saltos AODV vs DYMO Escenarios 1 
 
 
 
Fig. 4.8. Número de saltos AODV vs DYMO Escenarios 2 
 
 
En cuanto al retardo medio tanto en el escenario 1 como en el escenario 2 
(figura 4.9 y figura 4.10), queda reflejado que el retardo para ambos protocolos 
a velocidades peatonales es bajo y similar.  
 
Pero cuando los nodos utilizan velocidades vehiculares tenemos grandes 
retardos medios en AODV por el gran envío de mensajes de control que 
congestionan la red y provocan más colisiones. Además, si combinamos estas 
grandes velocidades con una alta densidad de nodos los efectos negativos son 
todavía más evidentes, por lo que para estos casos es mejor utilizar DYMO.  
 
Se observa como en los dos escenarios de AODV con 16 nodos vehiculares, 
se obtienen unos mejores resultados que para 9 nodos y 36 nodos. Esto se 
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debe a que en 16 nodos tenemos una mayor densidad de nodos que en 9 
nodos, por lo que el tiempo para restablecer la ruta es menos elevado y 
también es debido a que no se producen tantas colisiones como en 36 nodos, 
obteniendo unos retardos medios menores. Se podría decir que en 16 nodos se 
encuentra un punto óptimo entre la relación densidad de nodos – colisiones. 
 
 
 
Fig. 4.9. Retardo medio AODV vs DYMO Escenarios 1 
 
 
 
Fig. 4.10. Retardo medio AODV vs DYMO Escenarios 2 
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patentes. Esto es debido a que muchos nodos moviéndose a velocidades 
elevadas crean en AODV un gran envío de mensajes de control, lo cual 
congestiona la red y provoca que perdamos eficiencia.  
 
Esto queda reflejado en la grafica 4.11 que representa el throughput obtenido 
en los escenarios 1 de AODV y DYMO. Si nos fijamos en la configuración 36 
V, vemos como el problema que teníamos con AODV respecto a la gran 
pérdida de datos provocada por las colisiones de mensajes de control, en 
DYMO se soluciona teniendo un valor cercano al 80%, frente al 14,58% de 
AODV. 
 
En la figura 4.12 vemos como las diferencias entre los resultados de ambos 
protocolos en el escenario 2 son muy pequeñas, siendo DYMO el protocolo 
que obtiene unos resultados ligeramente mejores. 
 
 
Fig. 4.11. Throughput AODV vs DYMO Escenarios 1 
 
 
 
Fig. 4.12. Throughput AODV vs DYMO Escenarios 2 
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En esta ocasión el routing overhead, lo analizaremos desde el punto de vista 
de Bytes totales envidados en los mensajes de control y también analizaremos 
cuantos Bytes se envían en media por cada mensaje de control. De esta 
manera podremos ver cómo afecta la utilización Path Accumulation en DYMO. 
 
Para ello pondremos cuatro tablas (4.16, 4.17, 4.18 y 4.19) que mostrarán los 
resultados de los dos escenarios simulados para cada protocolo.  
 
En el caso de los Bytes totales esperábamos que la cantidad de Bytes 
enviados a la red fuera superior en AODV que en DYMO. Así es como ha 
ocurrido, excepto en las simulaciones vehiculares de los escenarios 1. 
 
En tablas del escenario 1, 4.16 y 1.17, podemos apreciar como para 
velocidades vehiculares en 9 nodos y 16 nodos  el routing overhead en Bytes 
totales es prácticamente el mismo en ambos protocolos (recordamos que 
AODV envía muchos más mensajes de control). Lo más sorprendente es que 
en 36 V en DYMO la cantidad de Bytes es superior a AODV, a pesar de los 
malos resultados de AODV en esta configuración. 
 
En las tablas del escenario 2 (4.18 y 4.19) la cantidad de Bytes es siempre 
superior en AODV. 
 
En general AODV envía una cantidad de Bytes más grande que DYMO. Se 
observa que en cuanto a los Bytes que se envían por cada mensaje de control 
AODV siempre envía mensajes de menor tamaño (alrededor de 48 Bytes) que 
DYMO.  
 
El hecho de tener esta gran carga de Bytes en DYMO puede provocar que los 
nodos tarden más tiempo en procesar la información, de manera que puede 
llegar a ser perjudicial para la red. De igual manera ocurre con los RREP 
enviados por AODV para mantener la conectividad que provocan que los nodos 
estén activos la mayor parte del tiempo (teniendo en cuenta que son 
dispositivos móviles) la duración de las baterías se verá perjudicada. 
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Tabla 4.16. Routing Overhead AODV 
Escenario 1 
 
 
AODV Total 
(Bytes) 
Bytes/paq 
P
e
a
tó
n
 
9 1,10 M 48,24 
16 1,89 M 44,13 
36 4,00 M 48,11 
V
e
h
ic
u
la
r 
9 1,36 M 47,85 
16 2,44 M 48,18 
36 6,84 M 49,17 
 Tabla 4.17. Routing overhead DYMO 
Escenario 1 
DYMO Total 
(Bytes) 
Bytes/paq 
P
e
a
tó
n
 
9 456,98 K 95,11 
16 275,15 K 135,74 
36 670,59 K 136,10 
V
e
h
ic
u
la
r 
9 1,20 M 99,08 
16 2,413 M 112,33 
36 7,31 M 131,11 
 
Tabla 4.18. Routing Overhead AODV 
Escenario 2 
 
 
AODV Total 
(Bytes) 
Bytes/paq 
P
e
a
tó
n
 
9 0,99 M 47,76 
16 1,40 M 47,86 
36 1,77 M 47,92 
V
e
h
ic
u
la
r 
9 1,14 M 47,94 
16 1,64 M 48,40 
36 4,22 M 48,29 
 
Tabla 4.19. Routing Overhead DYMO 
Escenario 2 
DYMO Total 
(Bytes) 
Bytes/paq 
P
e
a
tó
n
 
9 37,94 K 90,98 
16 58,67 K 97,45 
36 133,21 K 117,06 
V
e
h
ic
u
la
r 
9 378,76 K 94,36 
16 731,55 K 102,76 
36 1,67 M 113,06 
 
 
Una vez analizados los resultados, en el caso que se quiera implementar una 
red similar a la del escenario 1 (con emisor y receptor estáticos), ha quedado 
claro que es aconsejable utilizar el protocolo de enrutamiento DYMO. 
 
En cambio para implementar una red como la del escenario 2, podríamos 
implementar DYMO o AODV, y el rendimiento global de la red no se verá 
gravemente disminuido. Para acabar de elegir correctamente hay que fijarse en 
las desviaciones obtenidas. Las desviaciones del número de saltos son muy 
parecidas pero no son así las del retardo medio, donde en DYMO son del 
orden de unos pocos milisegundos y en AODV alcanzan los centenares. Este 
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hecho nos hace decidirnos por la utilización de DYMO también en este 
escenario.  
 
También se ha simulado un tercer escenario (escenario 3) donde se utilizan 
las mismas condiciones que el escenario 1, pero los nodos se mueven a 
diferentes velocidades a la vez en una misma simulación. De manera que 
tenemos un tercio a velocidades peatonales (0,7 m/s – 2 m/s), otro tercio a 
velocidades media (4 m/s – 7 m/s)  y el último tercio a velocidades vehiculares 
(10 m/s – 30 m/s). En este escenario siempre hemos observado unos 
resultados intermedios a los del escenario 1 y escenario 2, por lo que además 
de no considerarlos suficientemente interesantes, dificultaba la comparativa. 
Éstos resultados están en el anexo A.  
 
4.4. Nodos estáticos: 2 emisores - 2 receptores  
 
En este conjunto de simulaciones analizaremos el comportamiento de la red en 
dos configuraciones diferentes con todos los nodos en estático.  
 
En la primera configuración tanto el nodo emisor como el nodo receptor 
enviarán datos el uno al otro (figura 4.13), y ambos comenzarán el envío de 
datos en el mismo instante de tiempo. 
 
En la segunda configuración se realizará el envío de datos desde dos 
emisores diferentes, hacia dos receptores también diferentes (figura 4.14). 
Ambos emisores comenzarán el envío de datos en el mismo instante de 
tiempo, sin tener el conocimiento de que el otro emisor también está enviando.  
 
El objetivo principal de estas simulaciones es comparar los resultados del 
apartado 4.2 (nodos estáticos con un emisor), para analizar cómo afecta la 
introducción de un emisor más en la red. 
 
Fig. 4.13. Configuración 1  
 
Fig. 4.14. Configuración 2 
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Ambas configuraciones se han realizado tanto para AODV como para DYMO y 
se ha utilizado el  escenario de 16 nodos, ya que para analizar los 
comportamientos esperados creemos que era la mejor configuración de nodos 
a simular.  
 
A diferencia de los apartados anteriores (4.2 y 4.3) realizaremos el análisis de 
los resultados obtenidos conjuntamente para AODV y DYMO. 
 
4.4.1. Nodos estáticos AODV y DYMO 
 
En las tablas 4.20 y 4.21 se pueden observar los resultados obtenidos para las 
dos configuraciones utilizadas en AODV y DYMO respectivamente. Además en 
la primera fila de cada tabla (1 nodo) se han puesto los resultados obtenidos en 
el apartado 4.2 (nodos estáticos con un emisor) para favorecer la comparación 
entre los tres resultados. Éstos serán marcados con color verde para 
diferenciarlo más claramente. 
 
Tabla 4.20. Resultados 2 Rx/Tx AODV 
 
AODV     
 
       
(ms) 
   
(ms) 
Throughput 
(%) 
1 nodo 3,14 0,31 2,23 3,32 100 
Config. 1 3,40 0,56 7,94 6,84 99,88 
Config. 2 3,63 0,65 9,72 13,34 99,69 
 
 
Tabla 4.21. Resultados 2 Rx/Tx DYMO 
 
DYMO     
 
       
(ms) 
   
(ms) 
Throughput 
(%) 
1 nodo 3 0 2,06 0,151 100 
Config. 1 3,49 0,45 7,78 2,34 99,90 
Config. 2 3,62 0,45 8,75 3,37 99,33 
 
 
 
- Número de saltos 
En las tablas se observa como para ambos protocolos el número medio de 
saltos en ambas configuraciones ha subido un poco respecto a la configuración 
con un único nodo transmisor. Esto es debido a que las condiciones ya no son 
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tan ideales, de manera que aumenta la posibilidad de que se tenga que buscar 
una nueva ruta y que ésta sea más larga que la ideal.  
 
Los resultados no han diferido mucho entre AODV y DYMO en las dos 
configuraciones. Pero si comparamos el número medio de saltos de la primera 
configuración (3,40 AODV y 3,49 DYMO) con los de la segunda (3,63 AODV y 
3,62 DYMO), vemos como aumenta ligeramente este valor cuando utilizamos la 
segunda configuración. 
 
En la segunda configuración el número medio de saltos es más elevado ya que 
se ha visto en las simulaciones que un sentido de la comunicación escogía la 
ruta de 3 saltos y el otro la ruta de 4. Durante algunos instantes de la 
simulación ambas configuraciones utilizan la ruta de 3 saltos pero no es lo 
habitual. En cambio para la primera configuración y ambos sentidos de la 
comunicación utilizan la ruta de 3 (a pesar de ser sentidos diferentes la ruta es 
la misma). 
 
 
- Retardo medio  
En cuanto al retardo medio se aprecia un incremento importante respecto a la 
configuración de nodos estáticos con un único transmisor. Este aumento en 
gran parte es debido al tiempo que los segmentos UDP permanecen en la cola 
de los nodos intermedios cuando se comparten la misma ruta de ida y vuelta 
para la primera configuración, es decir compiten por el canal. En la segunda 
configuración a pesar que la ruta no sea la misma, sucede lo mismo que en la 
primera configuración. El retardo medio para la primera configuración es de 
7,94 ms (AODV) y 7,78 ms (DYMO) y para la segunda 9,72 ms (AODV) y 8,75 
ms (DYMO). Se observa que el retardo es ligeramente superior para ambos 
protocolos en la segunda configuración. Este hecho sí que tiene una relación 
directa con el número medio de saltos, ya que se ha visto que era superior en 
la segunda configuración. 
 
A pesar de que los resultados en ambos protocolos son muy parecidos, 
podemos ver que en DYMO se han obtenido unos resultados ligeramente 
mejores, sobre todo si observamos la desviación estándar. Como ha sucedido 
en los otros análisis, la desviación estándar es inferior en DYMO que en AODV, 
por lo que los resultados medios obtenidos son más estables. 
 
 
- Throughput 
En la primera configuración obtenemos un throughput ligeramente mejor que 
para la segunda configuración (tanto para AODV como para DYMO) pero en 
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ambas configuraciones es peor que en estático con un emisor. El decremento 
es muy pequeño ya que para ambas configuraciones en los dos protocolos 
obtenemos más de 99% de throughput. 
 
En la primera configuración tenemos un 99,88% en AODV y un 99,90% en 
DYMO. En la segunda se ha obtenido un 99,69% en AODV y para DYMO un 
99,33%. Esta pequeña diferencia se explica a partir de las colisiones ocurridas 
en cada configuración.  
 
Igual que en apartados anteriores se pondrán a título de ejemplo de cada 
cuantos segundos se produce una colisión en los nodos emisores y receptores, 
además de los nodos intermedios 5 y 8 en las tablas 4.22 y 4.23. En ellas se 
puede apreciar que la diferencia entre ambas configuraciones no es muy 
grande, pero es suficiente para que nos haya producido este pequeña 
decremento del throughput. 
 
Tabla 4.22. Frecuencia de colisiones 
config.1 
 
 
Config. 1 AODV 
(ms) 
DYMO 
(ms) 
 Emisor 1.1187,71 1.2933,26 
Receptor 813,69 953,47 
Host [5] 115,83 61,12 
Host [8] 64,15 125,14 
Tabla 4.23. Frecuencia de colisiones 
config.1 
 
 
Config. 2 AODV 
(ms) 
DYMO 
(ms) 
Emisor 742,40 794,91 
Receptor 527,13 504,64 
Host [5] 57,70 57,16 
Host [8] 57,34 58,60 
 
- Routing Overhead 
En general, como era de esperar el routing overhead es superior para la 
segunda configuración, ya que entre otros aspectos se producen más roturas 
(ver RERR) que en la primera configuración, provocando que haya más 
mensajes de control enviados a la red.  
 
Si analizamos la figura 4.15 que expone los resultados de AODV, podemos ver 
como el overhead provocado por los mensajes de control es más elevado en la 
segunda configuración. Esto es así porque en la segunda configuración 
intervienen más nodos en  las diferentes rutas, es decir la ruta para las dos 
comunicaciones nunca será la misma provocando que hayan más mensajes de 
control.  
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Por ejemplo cuando en la primera configuración se rompe la ruta únicamente 
se envía un RREP por nodo, mientras que en la segunda configuración al ser 
rutas distintas aumentara el número de RREP enviados. Sucede lo mismo para 
los RREQ. Además en la segunda configuración el número medio de saltos 
también es más elevado provocando que aumente el número de RREP. 
 
En la figura 4.16 de DYMO sucede lo mismo y se aprecia más claramente 
como cuando no se comparte una ruta aumenta mucho el número de RREQ, 
tal como se puede observar en la segunda configuración.  
 
 
 
Fig. 4.15. Número de mensajes de control 2 Rx/Tx AODV 
 
 
 
Fig. 4.16. Número de mensajes de control 2 Rx/Tx DYMO 
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En las tablas 4.24 y 4.25 se aprecia como existe un mayor número de RERR 
total en la segunda configuración, lo que explica junto con las colisiones el 
pequeño decremento del throughput obtenido (para ambos protocolos) en 
comparación con la primera configuración y un solo emisor en estático. 
 
Igual que en los apartados 4.2 y 4.3, el porcentaje de RERR hacia el emisor es 
superior en DYMO que en AODV. 
 
Tabla 4.24. RERR total y emisor AODV 
 
AODV RERR 
Total 
%RERR 
Emisor 
1 nodo 4 0 
Config. 1 14 14,29 
Config. 2 47 8,51 
Tabla 4.25. RERR total y emisor DYMO 
 
DYMO RERR 
Total 
%RERR 
Emisor 
1 nodo 0 0 
Config. 1 6 50 
Config. 2 20 45 
 
 
Conclusiones y líneas futuras      67 
 
CAPÍTULO 5. CONCLUSIONES Y LÍNEAS FUTURAS 
 
Una vez realizadas las simulaciones y analizados los resultados, se han podido 
ver las diferencias entre AODV y DYMO. En general los resultados obtenidos 
han sido más satisfactorios en DYMO que en AODV, porque DYMO pretende 
mejorar a AODV. Ambos protocolos comparten muchas características como la 
de descubrimiento de ruta o la utilización de números de secuencia. 
 
A lo largo de las simulaciones se ha visto que el gran problema que tiene 
AODV y que afecta a los parámetros que se han analizado es la utilización de 
mensajes Hello (RREP) para mantener la ruta y la conectividad con el nodo 
vecino. Este envío masivo de mensajes de control provoca una gran cantidad 
de overhead y, en consecuencia, disminuye el rendimiento de la red. Esto se 
hace más patente cuando la densidad de nodos es elevada y la velocidad de 
éstos es elevada, provocando una gran cantidad de colisiones.  
 
En DYMO este problema queda totalmente subsanado, ya que únicamente 
utiliza los RREP para confirmar rutas y no para mantener la conectividad. 
DYMO utiliza la información proporcionada por la capa de enlace en los 
reconocimientos (ACK) para verificar el estado de los enlaces y así detectar si 
se ha roto una ruta. Por tanto, a pesar de que la densidad de nodos sea 
elevada, no se producen tantas colisiones como en AODV y el rendimiento de 
la red mejora. 
 
Otra característica que AODV tiene y DYMO no implementa es el Local Repair. 
En este caso sería más discutible que la no implementación de esta 
característica sea beneficiosa, ya que dependiendo de las circunstancias en la 
que nos encontremos puede ser una ayuda no tener que volver a realizar un 
proceso de búsqueda completo, con el tiempo extra que esto conlleva. Pero 
con los resultados obtenidos nuestra conclusión es que es mejor no utilizarlo. 
Al utilizar Local Repair normalmente aumenta el número medio de saltos en la 
ruta, lo que implica que también nos aumente el retardo medio y además la 
cantidad de mensajes de control será mayor (aumento del routing overhead) ya 
que habrá más nodos que intervendrán en el intercambio de información. 
 
Por otra parte, se ha comprobado que al utilizar Path Accumulation los 
segmentos de control que se generan son de un tamaño de Bytes más grande 
en DYMO que en AODV. A medida que la ruta crece el tamaño del segmento 
también lo hace. Hay que tener en cuenta que puede verse perjudicado el 
tiempo de procesamiento.  
 
Se ha extraído que en general es más idóneo utilizar DYMO, pero dependiendo 
del escenario y las características del mismo las diferencias con AODV no son 
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muy grandes. Por ejemplo, en el escenario 2 del apartado 4.3 en el que todos 
los nodos aplicaban movilidad, los resultados en cuanto a número medio de 
saltos, retardo extremo a extremo y throughput han sido muy similares para 
ambos protocolos. Es por ello que la utilización de un protocolo u otro no varía 
mucho el rendimiento global de la red. Pero, aún así, se podría considerar que 
DYMO continua siendo más idóneo, ya que los resultados de AODV tienen 
siempre una mayor desviación que los de DYMO. 
 
Para poder realizar las simulaciones se ha utilizado el simulador OMNeT++. Su 
estructura es sencilla e intuitiva sobre todo cuando se está trabajando con los 
ficheros NED e INI, aunque hasta que te familiarizas puede ser algo confuso. Si 
se desea extraer algún tipo de información extra que OMNeT++ no proporciona 
o modificar el código .cc para conseguir un comportamiento especifico, se 
necesitan unos grandes conocimientos de C++.  
 
 
Líneas futuras 
 
Una vez analizado el comportamiento de los protocolos cuando sólo envía un 
emisor a un receptor con nodos en movimiento, es interesante realizar más 
simulaciones con varios emisores y varios receptores utilizando Random 
WayPoint. En este escenario se realzarían las mismas pruebas que en 
apartado 4.3 para así comparar los resultados y analizar el comportamiento de 
los protocolos AODV y DYMO en estas condiciones más realistas. 
 
Con el objetivo de ver cómo se comportan ambos protocolos en situaciones 
más próximas a la realidad, se pueden además hacer nuevas simulaciones 
utilizando shadowing en el modelo de propagación y compararlas con los 
resultados presentados en este proyecto. El uso del shadowing implicaría más 
dificultades en la transmisión de los datos y que el radio de cobertura de una 
celda fuera variando en el tiempo. En general se producirá un empeoramiento 
en la red que no es ideal para analizar el comportamiento de los protocolos 
pero sí lo es para realizar una aproximación más exacta a lo que sucedería en 
un entorno con obstáculos.  
 
Otro estudio interesante es analizar los resultados obtenidos en AODV y DYMO 
utilizando otros modelos de movimiento más realistas. Como se comentó, con 
el Random WayPoint el nodo realiza cambios de dirección y velocidad muy 
bruscos que, en general, no corresponden a un movimiento real. Un modelo 
bastante usado en simulación y que resuelve este problema es el Gauss-
Markov Mobility Model.  
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Anexos  
 
ANEXO A: Resultados con nodos a distintas velocidades 
 
En este anexo A se pueden ver los resultados obtenidos para AODV y DYMO 
en referencia a un escenario 3 simulado, donde todos los nodos intermedios 
(receptor y emisor están en estático)  utilizan tres tipos de velocidades. De 
manera que un tercio de los nodos utilizan velocidades peatonales (0,7 m/s – 2 
m/s), otro tercio utilizan velocidades medias (4 m/s – 7 m/s) y el último tercio 
velocidades vehiculares (10 m/s – 30 m/s).  
 
La idea inicial era estudiar estos resultados junto con los obtenidos en el 
apartado 4.3 ya que únicamente envía un emisor a un único receptor y se 
utilizaba algún tipo de movimiento en los nodos. Pero tras analizar los 
resultados y ver que siempre eran resultados mejores que el escenario 1 
(mismas condiciones que este escenario, pero todos los nodos a una misma 
velocidad) y peores que el escenario 2 (emisor y receptor con movilidad), se 
decidió que no eran unos resultados suficientemente interesantes y además 
dificultaban la comparación. 
 
Para este escenario 3 se han calculado los mismos parámetros que en el resto 
de escenarios, pero además se ha hecho un cálculo del porcentaje de 
utilización de cada tipo de nodos. Es decir hemos podido saber si para realizar 
una comunicación se utilizan más los nodos peatonales, medios o vehiculares. 
 
En las tablas A.1 y A.2 podemos ver los resultados obtenidos para este 
escenario 3. 
 
 
Tabla A.1.  Escenario 3 AODV 
 
 
AODV     
 
       
(ms) 
   
 (ms) 
Throughput 
(%) 
9 4,07 0,85 147,41 646,63 58,92 
16 4,36 0,96 18,83 207,48 78,81 
36 4,72 1,03 144,61 669,45 53,86 
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Tabla A.2. Escenario 3 DYMO 
 
DYMO     
 
       
(ms) 
   
 (ms) 
Throughput 
(%) 
9 3,72 0,56 3,22 2,68 58,55 
16 3,58 0,53 3,01 3,31 90,58 
36 3,93 0,27 3,67 3,60 89,44 
 
 
En las tablas A.3 y A.4 podemos ver el porcentaje de utilización de los 
nodos. Se aprecia como los nodos menos utilizados son los vehiculares, 
circunstancia normal ya que al moverse tan rápido provoca que sea más 
difícil crear una ruta a partir de este tipo de nodo. 
 
 
 
Tabla A.3. % de utilización Esc. 3 AODV  
 
 
AODV Peatón 
(%)  
Medio 
(%) 
Vehicular 
(%) 
9 32,52 43,49 23,97 
16 43,53 38,06 18,40 
36 41,34 34,65 24,00 
Tabla A.4. % de utilización Esc. 3 DYMO 
 
 
 
DYMO Peatón 
(%)  
Medio 
(%) 
Vehicular 
(%) 
9 29,22 46,12 24,66 
16 49,06 35,41 15,52 
36 48,89 32,38 18,72 
 
Las graficas A.1 y A.2 muestran los resultados obtenidos en referencia al 
routing overhead para AODV y DYMO respectivamente. En ellas se ve 
claramente como el overhead sigue siendo superior en AODV que en DYMO, 
pero los resultados son intermedios entre los del escenario 1 y escenario 2. 
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Fig. A.1. Número de mensajes de control AODV Escenario 3 
 
 
 
Fig. A.2. Número de mensajes de control DYMO Escenario 3 
 
Por último en las tablas A.5 y A.6 podemos ver reflejado los datos referentes a 
los RERR totales y RERR hacia el emisor. 
 
 
Tabla A.5. RERR Esc. 3 AODV  
 
AODV RERR 
Total 
RERR 
Emisor 
9  560 107 
16  781 171 
36  1.987 410 
 
Tabla A.6. RERR Esc. 3 DYMO 
 
DYMO RERR 
Total 
RERR 
Emisor 
9  594 221 
16  740 278 
36  1.105 391 
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