Suppose that X represents the stress which is applied to a component and Y is strength of this component. Let X and Y have Exponential Power (EP) distribution with (α1, β1) and (α2, β2) parameters, respectively. In this case, stress-strength reliability (SSR) is shown by P = P (X < Y ). In this study, the SSR for EP distribution are obtained with numerical methods. Also maximum likelihood estimate (MLE) and approximate bayes estimates by using Lindley approximation method under squared-error loss function for SSR under progressive type-II censoring are obtained. Moreover, performances of these estimators are compared in terms of MSEs by using Monte Carlo simulation. Furthermore coverage probabilities of parametric bootstrap estimates are computed. Finally, real data analysis is presented.
Introduction
In this article, it is considered estimation of P = P (X < Y ), when X and Y are independent exponential power random variables with different parameters. Stress-Strength model identifies the life of a component which is exposed to X stress with Y strength. The probability of P = P (X < Y ) is called as stressstrength reliability (SSR). Stress-Strength models can be used in variety of areas such as engineering, medicine, military. The reliability of a carbon fiber, a bridge, an elevator and so forth can be given as examples to SSR. When the failure time of all components in system may not always observe in reliability analysis and life test. In this case, censored data is obtained.
There are different types of censoring schemes such as type-I, type-II and progressive type-II right (PTR-II) censoring schemes in lifetesting experiments. In type-I censoring scheme, the experiment is stopped at a pre-fixed time. In type-II censoring scheme, the experiment is stopped whenever a fixed number of failures has been observed. One of the most widely used censoring schemes is progressive type-II right (PTR-II) censoring scheme. This scheme is described as follows. Assume that n identical units are placed on a test and m failures are going to be observed. At the time of the first failure, R 1 items are chosen at random and removed. Similarly, at the time of the second failure, R 2 of the remaining items are chosen at random and removed, and so on. Finally, at the time of the m th failure, all the surviving items are censored. PTR-II censoring scheme is shown with R = ( R 1 , R 2 , . . . , R m ). In PTR-II censoring, Type-II censoring is obtained for R = (0, 0, . . . , n − m) . In this life time process, X R = X The exponential power (EP) distribution introduced by Smith &Bain (1975) has been studied by many authors such as Leemis (1986) , Rajarshi&Rajarshi (1988) and Chen (1999) . In this study, it is assumed that X and Y are independent Exponential Power (EP) random variables with (α 1 , β 1 ) and (α 2 , β 2 ) parameters, where β 1 , β 2 > 0 are shape parameters and α 1 , α 2 > 0 are scale parameters, respectively. In this case, the probability density functions (pdfs) and cumulative distribution functions (cdfs) of X and Y are as follows;
, y ≥ 0
The main objective of this manuscript is to obtained the approximate Bayes estimators for SSR of EP distribution based on PTR-II censored samples under squared error loss function and compare them with maximum likelihood estimators (MLEs) of SSR. The rest of the manuscript is organized as follows. In Section 2, SSR for EP distribution is given. In section 3, the MLEs and bootstrap confidence intervals for SSR are derived. In section 4, the approximate Bayes estimators under squared error loss function are derived by using Lindley's approximations. Using Monte Carlo simulation, The approximate Bayes estimation are compared with the maximum likelihood estimation in terms of Mean square error (MSE) and results are tabulated in section 5. In section 6, real data analysis is presented. Finally, conclusions are given in Section 7.
Stress-Strength Reliability
Let X and Y independent random variables have EP ditribution with ( α 1 , β 1 ) and (α 2 , β 2 ) parameters, respectively. Suppose that Y represent the strength of a component exposed to X stress, then the SSR of this component is obtained as follows,
dy This probability can be solved by using numerical methods.
Maximum Likelihood Estimation (MLE)
Let X R = X 
Then, the log-likelihood function is given by,
By differentiating partially the log-likelihood function
with respect to α 1 , β 1 , α 2 and β 2 parameters and then equalizing them to zero we get,
It is clear that the normal equations do not have explicit forms. MLEs of α 1 , α 2 , β 1 and β 2 parameters are obtained by using Newton Raphson method. By using Eq.(2.3) and invariant property of MLE, MLE for P is obtained as follows.
Moreover, Bootstrap method is used to obtain confidence intervals of P .
Bootstrap Confidence Intervals.
The bootstrap method that is widely used in practise is the percentile bootstrap (Boot-p) proposed by Efron (1982) . It is illustrated shortly in following steps how to estimate parametric bootstrap confidence intervals of P using Boot-p method.
Step taken from EP distributions with (α 1 , β 1 ) and (α 2 , β 2 ) parameters, respectively.
Step 2. Estimate P , say P M LE .
Step 3. Generate a bootstrap samples x * 1:m1:n1 , x * 2:m1:n1 , ..., x * m1:m1:n1 and y * 1:m2:n2 , y * 2:m2:n2 , ..., y * m2:m2:n2 , using P M LE , R 1 , R 2 , . . . , R m1 , S 1 , S 2 , . . . , S m2 .Obtain the bootstrap estimate of P , say P * M LE .
Step 4. Repeat Step 3 NBOOT times.
Step 5. Let
The approximate 100(1-γ)% confidence interval for P is given by (3.8) are PTR-II censored samples taken from EP (α 1 , β 1 ) and EP (α 2 , β 2 ), respectively. For Bayesian estimation of SSR under PTR-II censored sample, we assume that the α 1 , β 1 , α 2 and β 2 parameters have independent prior Gamma (a 1 , b 1 ), Gamma ( a 2 , b 2 ), Gamma (a 3 , b 3 ) and Gamma ( a 4 , b 4 ) distributions, respectively. These prior density functions are given as follows.
Bayes Estimation
Then, the joint prior density function of α 1 , β 1 , α 2 and β 2 can be written as follows;
From (4.5), the log of joint prior density function is given by
With the help of equation (3.1) and (4.5), the joint posterior density function of α 1 , β 1 , α 2 and β 2 when data are given can be written as follows;
where
Let any function of α 1 , β 1 , α 2 and β 2 is u (α 1 , β 1 , α 2 , β 2 ). The bayes estimation of this function under squared error loss function can be written as follows, Lindley (1980) is an approximate method used to compute the ratio of two integrals as in Eq. (4.8) that can not be solved analytically. The Lindley's approximation formulas for case with four-parameters by using (θ 1 , θ 2 , θ 3 , θ 4 ) notation instead of (α 1 , β 1 , α 2 , β 2 ) can be written as follows.
and σ ij is the (i, j)-th element of the matrix [σ ij ]. From (4.6), we have
and then, we have the following values of ij for i, j= 1,2,3,4 and ijk for i, j, k = 1, 2, 3, 4. Finally, the approximate Bayes estimator under the squared error loss function of SSR for EP distribution based on PTR-II censored samples are obtained as follows,
where P M LE is defined in Eq.(3.7).
Simulation Study
In this section, a Monte Carlo simulation study is given to observe the performances of two estimation methods for different sample sizes and different censoring schemes for SSR based on EP distribution under PTR-II censoring. For different sample sizes and censoring schemes, by using the algorithm presented in Balakrishnan and Sandhu (1995), PTR-II censored samples are generated from EP distribution. This algorithm is as follows;
(1) W 1 , W 2 , . . . , W m1 are m 1 -sized samples generated from U nif orm (0, 1) distribution. Table 1 . Moreover, we have reported length and coverage probabilities based on bootstrap confidence intervals of SSR over 1000 bootstrap sample with 2000 replications. This results are given by Table 2 . Table 1 . The MSEs of MLEs and Approximate Bayes Estimates for α 1 = 1, β 1 = 2, α 2 = 1 and (100 * 0) (100 * 0) 0.0017 0.0017 Table 2 . Average length and coverage probabilities of bootstrap confidence intervals for P for α 1 = 1, β 1 = 2, α 2 = 1 and 
Data Analysis
To compute estimation methods of P , it is considered two datasets, originally reported by Bader and Priest (1982) , on failure stresses (in GPa) of single carbonfibers of lengths 20 mm and 50 mm, respectively (Ghitany et.al. (2014) ). The datasets are given in Table 3 and in Table 4 . First, it is checked whether EP distribution can be used or not to analyze these data sets. The Kolmogorov-Smirnov (KS) distances have been used to check the goodness-of-fit. ML estimates, KS-Z and p-values based on above data are shown in Table 5 . 
Corollary
In this study, we have considered the estimation problem of SSR for the EP distribution under PTR-II censored sample.It is observed that the maximum likelihood estimators of SSR can be obtained by using some numerical methods. We have obtained the approximate Bayes estimators of SSR by using the idea of Lindley's approximation under the squared-error loss function. We have compared the MSEs of the approximate Bayes estimators and the MLEs through Monte Carlo simulations, and it has been observed that the performances of the approximate bayes estimates are more satisfactory than ML estimators. When m 1 /n 1 and m 2 /n 2 rate increased, MSEs of the MLE and approximate Bayes estimates tended to decrease. The best estimates have been obtained when n 1 = m 1 and n 2 = m 2 (complete sample case).
