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Klasterska analiza je grupiranje elemenata u klastere tako da su elementi unutar svakog
klastera najslicˇniji moguc´i, dok su oni izvan sˇto razlicˇitiji. Pravo znacˇenje slicˇnosti je fi-
lozofsko pitanje, pa c´emo uzeti objektivniji pristup i gledati udaljenost izmedu dva objekta.
Udaljenost mozˇemo mjeriti na visˇe nacˇina. Elementi u klasterskoj analizi mogu biti razlicˇiti,
npr. ljudi, biljke, stanice, plac´e, misˇljenja, ali bitno je kojim su karakteristikama reprezen-
tirani. Ideja je nac´i prirodno grupiranje medu objektima koji se proucˇavaju. Objekti mogu
biti opisani sa skupom karakteristika ili svojom vezom s drugim objektima. Grupiranje
u klastere susrec´emo u svakodnevnom zˇivotu, na primjer grupa ljudi koji objeduju za is-
tim stolom u restorani se mogu smatrati jednim klasterom, zatim artikli slicˇne namjene
koji su u trgovini poslozˇeni u istim odjeljcima. Ciljevi grupiranja podataka u klastere su
razlicˇiti. Ponekad grupiranje u klastere pokazuje unutarnju strukturu podataka (npr. kod
klasteriranja gena), ponekad je samo grupiranje cilj (npr. odvajanje proizvoda u trgovini)
ili priprema za druge tehnike analize podataka. Najvazˇniji koraci u klasterskoj analizi su




Klasterska analiza vec´inom se bavi sljedec´im generalnim problemom: za dani skup poda-
takaU odrediti podskupove (koji se zovu klasteri)C koji su homogeni i/ili dobro separirani
u odnosu na mjerene varijable. Skup svih klastera C cˇini klastering C. Ovaj problem mozˇe
se formulirati kao sljedec´i optimizacijski problem:




gdje je C klastering za dani skup podatakaU, Φ skup svih moguc´ih klasteringa i P : Φ→
R funkcija kriterija.
Ako je skup klastering konacˇan, rjesˇenje problema uvijek postoji. Medutim, buduc´i da je
taj skup obicˇno vrlo velik nije jednostavno nac´i optimalno rjesˇenje.
Klastering C = {C1,C2, ...,Ck} je particija skupaU ako⋃
i
Ci = U
i , j⇒ Ci ∩C j = ∅
Klastering H = {C1,C2, ...,Ck} je hijararhija ako za svaki par klastera Ci i C j iz H vrijedi
Ci ∩C j ∈ {Ci,C j, ∅}
i potpuna hijerarhija ako za svaki podatak x vrijedi {x} ∈ H iU ∈ H.
Koraci u rjesˇavanju problema klasteriranja su:
1. Odabrati skup podatakaU.
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2. Izmjeriti varijable za dani problem. Ako su varijable numericˇke, u vec´ini slucˇajeva
bi ih se trebalo standardizirati.
3. Izabrati prikladnu mjeru slicˇnosti medu podacima d za zadani problem i tipove vari-
jabli.
4. Izabrati prikladan tip klasteriranja (hijerarhijsko ili nehijerarhijsko).
5. Izabrati funkciju kriterija za procjenu odabranog tipa klasteriranja.
6. Izabrati algoritam klasteriranja.
7. Odrediti klastering(e) koji optimizira(ju) izabranu funkciju kriterija sa odabranim
algoritmom.
8. Ocijeniti dobivena rjesˇenja da se vidi imaju li neku temeljnu strukturu.
Postoji dvije vrste klasteriranja: hijerarhijsko i nehijerarhijsko. Hijerarhijski algoritmi
stvaraju hijerarhijsku dekompoziciju skupa podataka sluzˇec´i se nekim kriterijem. Oni su ili
aglomerativni ili razdjeljujuc´i. Aglomerativni algoritmi idu od dna prema vrhu (bottom-up)
i pocˇinju sa svakim objektom u zasebnom klasteru te spajaju grupe s obzirom na udaljenost.
Algoritam mozˇe stati kada su svi objekti u jednom klasteru ili u bilo kojem trenutku ko-
risnik zˇeli. Razdjeljujuc´i algoritmi idu od vrha prema dnu (top-down) i sluzˇe se obrnutom
strategijom. Pocˇinju s jednim klasterom u kojem su svi objekti i zatim ih dijeli u manje, sve
dok svaki objekt nije u zasebnom klasteru ili korisnik odlucˇi stati. Nehijerarhijski algoritmi
za dani skup od n podataka konstruiraju k particija, gdje svaki klaster optimizira zadani kri-
terij. Pozˇeljne karakteristike algoritama za klasteriranje su nadogradivost, moguc´nost rada
s razlicˇitim tipovima podataka, minimalni zahtjevi o ulaznim parametrima, dobro nosˇenje
sa sˇumovima i netipicˇnim vrijednostima (engl. outlierima), neosjetljivost na red unosa po-
dataka, upotrebljivost i moguc´nost interpretacije.
1.1 Mjere slicˇnosti
Pretpostavimo da je D skup podataka o n objekata. Ako su x, y ∈ D, svaki od njih ima
oblik x = (x1, x2, ..., xk), y = (y1, y2, ..., yk), gdje je k dimenzija, a svaki xi i yi, 1 ≤ i ≤ n
znacˇajka ili atribut odgovarajuc´eg objekta. Atributi (varijable) mogu biti numericˇke (kvan-
titativne) i kategorijske (kvalitativne). Numericˇke varijable prirodno poprimaju vrijednosti
iz skupa realnih brojeva. Tipicˇan primjer numericˇkih varijabli su tjelesna masa ili visina
osobe. Medu numericˇkim varijablama razlikujemo diskretne i neprekidne varijable. Dis-
kretne numericˇke varijable mogu poprimiti samo konacˇno ili prebrojivo mnogo vrijednosti
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(npr. broj bodova na testu), dok je skup moguc´ih vrijednosti neprekidnih numericˇkih vari-
jabli cijeli skup realnih brojeva ili neki interval (npr. tjelesna temperatura, vodostaj rijeke).
Kategorijske varijable mogu biti ordinalne ili nominalne. Karakteristika ordinalnih varija-
bli je da se medu kategorijama mozˇe uspostaviti prirodan poredak. Tipicˇan je primjer takve
varijable strucˇna sprema osobe ili sˇkolske ocjene. Kod nominalnih varijabli kategorije su
neuredene, npr. mjesto rodenja. Postoje i binarne varijable koje imaju tocˇno dvije katego-
rije, kao sˇto su spol ili da/ne odgovori u anketama.
Jednom kada su karakteristike podataka odredene, suocˇeni smo s problemom pronalaska
prikladnog nacˇina za odredivanje udaljenosti izmedu dva elementa. Odabir prikladne mjere
slicˇnosti izmedu dva objekta je kljucˇan za klastersku analizu. Pri odabiru mjere slicˇnosti
u obzir se moraju uzeti njezina matematicˇka svojstva, vrsta podataka koje treba obraditi,
ponasˇanje te mjere u odnosu na podatke i upotreba matrice slicˇnosti. Slicˇnost se mozˇe opi-
sati funkcijom gdje je realan broj dodijeljen svakom paru elemenata (x, y) tj. d : (x, y)→ R.
Svojstva koja mjera slicˇnosti mora imati su:
• d(x, y) ≥ 0 nenegativnost
• d(x, x) = 0
• d(x, y) = d(y, x) simetricˇnost
Ako mjera slicˇnosti zadovoljava i sljedec´a dva svojstva
• d(x, y) = 0⇔ x = y
• ∀z : d(x, y) ≤ d(x, z) + d(z, y) nejednakost trokuta
onda se zove metrika.
Svaka metrika je mjera slicˇnost, ali nije nuzˇno svaka mjera metrika.
1.1.1 Mjere slicˇnosti za numericˇke varijable
Numericˇke varijable se mogu mjeriti na razlicˇitim skalama pa ih, prije racˇunanja mjere
slicˇnosti tj. udaljenosti, najcˇesˇc´e trebamo standardizirati. Standardizacija nije obavezna
i vec´inom se koristi da mjerene jedinice ne bi utjecale na analizu te svakoj varijabli daje
zajednicˇko numericˇko obiljezˇje. Najcˇesˇc´a standardizacija je
zi j =
xi j − µ j
σ j
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gdje je xi j vrijednost varijable X j, µ j je aritmeticˇka sredina, a σ j standardna devijacija
varijable X j.
Neka su x i y opisane sa n numericˇkih varijabli
x = (x1, x2, ..., xn)
y = (y1, y2, ..., yn)
Slicˇnost izmedu x i y se mozˇe racˇunati pomoc´u sljedec´ih udaljenosti:
• Minkowski udaljenost definirana sa
d(x, y) = (
n∑
i=1
|xi − yi|r) 1r , r > 0
Svojstvo Minkowski udaljenosti: sˇto je vec´i r, to je jacˇi utjecaj velikih razlika |xi−yi|
na dobivenu udaljenost izmedu podataka.






Primijetimo da je euklidska udaljenost jednaka Minkowski udaljenosti za r = 2.





Primijetimo da je Manhattan udaljenost jednaka Minkowski udaljenosti za r = 1.
• Cˇebisˇevljeva udaljenost definirana sa
d(x, y) = max
i=1,...,n
|xi − yi|
Primijetimo da je Cˇebisˇevljeva udaljenost jednaka Minkowski udaljenosti za r → ∞.
Takoder je moguc´e koristiti Pearsonov koeficijent korelacije kao mjeru slicˇnosti:
r(x, y) =
∑n



















Postoje mnoge druge mjere udaljenosti na Rn kao na primjer Mahalanobisova genera-
lizirana udaljenost definirana sa
d(x, y) = (x − y)′Σ−1(x − y)
gdje je Σ kovarijacijska matrica varijabli unutar klastera. Ova udaljenost uzima u obzir
odnos medu varijablama. Ako je Pearsonova korelacija medu varijablama 0 i varijable
su standardizirane, onda je Mahalanobisova udaljenost jednaka kvadratu euklidske udalje-
nosti.




i=1 |xi − yi|∑n
i=1(xi + yi)






Obje udaljenosti su vrlo osjetljive na male vrijednosti oko 0.
1.1.2 Mjere slicˇnosti za kategorijske varijable
Kategorijske varijable su nominalne ili ordinalne. Karakteristika nominalnih varijabli je
da su neuredene i medu njima se ne mozˇe uspostaviti prirodni poredak, tj. ne mozˇe ih se




gdje je m broj atributa s tom vrijednosti, a p ukupan broj atributa.
Slicˇnost izmedu ordinalnih varijabli mozˇe se racˇunati slicˇno kao za numericˇke. Neka je i
ordinalni atribut sa Mi stanja koja mozˇe poprimiti. Provode se sljedec´i koraci:
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1. Stanja Mi su uredena [1, ...,Mi], pa se svaka vrijednost mozˇe zamijeniti s odgova-
rajuc´im rangom ri ∈ {1, ...,Mi}
2. Svaki ordinalni atribut bi mogao imati razlicˇitu velicˇinu domene, pa je potrebno svaki
oblik prebaciti u interval vrijednosti [0.0, 1.0]. To se dobiva sljedec´om transformaci-
jom:
z( j)i =
r( j)i − 1
Mi − 1
3. Slicˇnost se mozˇe izracˇunati s jednom od metrika za numericˇke varijable koristec´i z( j)i
1.1.3 Mjere slicˇnosti za binarne (dihotomne) varijable
Mnoge mjere slicˇnosti su definirane za podatke opisane binarnim (dihotomnim) varija-
blama. Pri prikazivanju binarnih varijabli cˇesto se koristi frekvencijska tablica. Neka su x




Zbroj sve cˇetiri frekvencije jednak je broju varijabli, tj. a+b+c+d = n. Frekvencija a broji
koliko ima pozitivnih odgovora za x i y, d broji koliko ima negativih, dok b i c broje koliko
je varijabli za koje x i y imaju razlicˇite odgovore (x pozitivne i y negativne, te obratno).
Neke mjere slicˇnosti za binarne podatke su:
• Sokal-Michener udaljenost (1958.)
a + d
a + b + c + d
• Prva Sokal-Sneath udaljenost (1963.)
2(a + d)
2(a + d) + b + c
• Rogers-Tanimoto udaljenost (1960.)
a + d
a + d + 2(b + c)
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• Russel-Rao udaljenost (1940.)
a
a + b + c + d
• Jaccard udaljenost (1908.)
a
a + b + c
• Czekanowski udaljenost (1913.)
2a
2a + b + c
• Druga Sokal-Sneath udaljenost (1963.)
a
a + 2(b + c)
• Kulczynski udaljenost (1927.)
a
b + c
Sve udaljenosti osim posljednje su definirane na intervalu izmedu 0 i 1. Prve tri uda-
ljenosti su ekvivalente. Takoder, Jaccard, Czekanowski i druga Sokal-Sneath udaljenost
su ekvivalentne. Pojam ekvivalentnosti mjera slicˇnosti je bitan u klasterskoj analizi. Neke
metode klasteriranja daju iste rezultate kada se koriste razlicˇite, ali ekvivalentne udaljenosti
medu podacima.
1.1.4 Mjere slicˇnosti koje prihvac´aju sve vrste podataka








gdje je za norminalne i binarne (dihotomne) varijable
d jx,y =
1, x j = y j0, x j , y j
te za numericˇke i ordinalne varijable
d jx,y = 1 − |x j − y j|
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• DGower udaljesnost
d2(x, y) = 1 − d(x, y)
gdje je d(x, y) Gower udaljenost.
1.2 Algoritmi klasteriranja
Opc´enito, ne postoji objektivno ispravan algoritam klasteriranja. Odredeni algoritam mozˇe
dati dobre rezultate na jednom skupu podataka, a losˇe ili nikakve na drugom, ovisno o
dimenziji, strukturi i vrsti podataka. Karakteristike koje bi trebao imati dobar algoritam
klasteriranja su sposobnost izvodenja na velikim skupovima podataka i razlicˇitim tipovima
varijabli, te minimalni zahtjevi o ulaznim parametrima. Algoritmi klasteriranja bi se trebali
dobro nositi s devijacijama. Devijacije se definiraju kao objekti koji odstupaju od general-
nog ponasˇanja podataka i odnose se kao outlieri. Isti skup podataka zadan u razlicˇitom
redoslijedu u odredenim algoritmima mozˇe dati drasticˇno razlicˇite rezultate, zato je bitno
da algoritmi budu neosjetljivi na redoslijed unosa podataka. Potrebno je da algoritmi klas-
teriranja daju korisne rezultate koje je lako interpretirati, te usporediti s unaprijed stvorenim
idejama i ocˇekivanjima.
1.2.1 Hijerarhijski algoritmi
Hijerarhijski algoritmi su bazirani na ideji da su objekti visˇe povezani s objektima koji su
im blizˇi nego s onima koji su im udaljeniji. Oni formiraju klastere pomoc´u mjere slicˇnosti
d izmedu svakog novog elementa i svih ostalih vec´ prije odredenih klastera. Stablo kojim
se prikazuje raspored klastera nastalih hijerarhijskim klasteriranjem naziva se dendrogram.
Slicˇnost izmedu dva objekta u dendrogramu je reprezentirana visinom odnosno duljinom
najnizˇeg unutarnjeg cˇvora kojeg dijele. Ako je dendrogram u koordinatnom sustavu, na
osi ordinata vidi se visina na kojoj na pojedini klasteri spajaju, dok su na osi apscisa
rasporedeni objekti. U dendrogramu se netipicˇne vrijednosti (engl. outlieri) tj. podaci
jako razlicˇiti od ostalih uocˇavaju kao izolirana grana.
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Slika 1.1: Dendogram
Aglomerativni hijerarhijski algoritmi gledaju svaki objekt posebno te izmedu svaka
dva trazˇe najbolji par koji c´e spojiti u klaster. To ponavljaju dok svi klasteri nisu spojeni.
Pretpostavimo da su sve relevantne informacije o odnosu izmedu n objekata iz skupaU u
simetricˇnoj matrici D = [di j].
Shematski prikaz aglomeracijskog algoritma:
Svaki podatak je klaster Ci = {x}, xi ∈ U, i = 1, 2, ..., n;
ponavljaj dok god postoje barem dva klastera:




spoji klastere Cp i Cq i stvori novi klaster Cr = Cp ∪Cq
zamijeni Cp i Cq sa klasterom Cr;
odredi slicˇnost izmedu Cr i ostalih klastera.
Prema zadnjem koraku algoritma, trebamo odrediti slicˇnost d izmedu novog klasteraCr
i svih ostalih prije formiranih. To se mozˇe ucˇiniti na mnogo nacˇina, od kojih svaki odreduje
drukcˇiju metodu hijerarhijskog klasteriranja. Pretpostavimo da imamo tri klastera Ci,C j i
Ck u odredenom koraku iteracije gornjeg algoritma. Neka su klasteri Ci i C j najblizˇi. Oni
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Slika 1.2: Tri klastera
su spojeni i formiraju novi klaster Ci ∪ C j. Metode za racˇunanje slicˇnosti izmedu novog
klastera i postojec´eg Ck su sljedec´e:
• Metoda minimuma (engl. Single linkage)
d(Ci ∪C j,Ck) = min(d(Ci,Ck), d(C j,Ck))
Udaljenost izmedu dva klastera najkrac´a je udaljenost izmedu bilo kojeg elementa
u prvom klasteru i bilo kojeg elementa u drugom klasteru. To je zapravo udaljenost
izmedu najslicˇnijih elemenata. Ova metoda najcˇesˇc´e stavlja elemente u dugacˇke i
uske klastere u obliku lanaca.
• Metoda maksimuma (engl. Complete linkage)
d(Ci ∪C j,Ck) = max(d(Ci,Ck), d(C j,Ck))
Udaljenost izmedu dva klastera najvec´a je udaljenost izmedu bilo kojeg elementa u
prvom klasteru i bilo kojeg elementa u drugom klasteru. To je zapravo udaljenost
izmedu najrazlicˇitijih elemenata. Ova metoda najcˇesˇc´e stavlja elemente u klastere u
obliku krugova.
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• Metoda prosjeka (engl. Group average)






pri cˇemu je ni broj elemenata u klasteruCi. Udaljenost izmedu dva klastera prosjek je
svih moguc´ih udaljenosti izmedu bilo kojeg elementa u prvom i u drugom klasteru.
To je najcˇesˇc´e korisˇtena metoda.
• Gower metoda
d(Ci ∪C j,Ck) = d2(ti j, tk)
pri cˇemu ti j oznacˇava centar klastera Ci ∪C j , a tk centar Ck. Udaljenost izmedu dva
klastera jednaka je kvadratu udaljenosti izmedu centara klastera.
• Ward metoda (minimum varijance)
d(Ci ∪C j,Ck) = (ni + n j)nkni + n j + nk d
2(ti j, tk)
Povezuje dva elementa u klaster tako da varijance unutar klastera bude minimalna.
Kod ove metode klasteri su cˇesto u obliku elipsi.
Aglomeracijski hijerarhijski algoritmi su jednostavni i njihova rjesˇenja se intuitivno
mogu isˇcˇitati iz dendrograma, no interpretacija rezultata je subjektivna. Prednost ovog al-
goritma je sˇto nije potrebno unaprijed znati broj klastera. Nedostatak je sˇto algoritam ne
mozˇe ponisˇtiti ono sˇto je prethodno napravio.
1.2.2 Nehijerarhijski algoritmi
Kod nehijararhijskog klasteriranja svaki objekt se smjesˇta u tocˇno jedan od k disjunktnih
klastera. Broj klastera mora biti unaprijed odreden. Najpoznatiji nehijerarhijski algoritam
je algoritam k-srednjih vrijednosti tj. k-means.
• Algoritam k-srednjih vrijednosti (engl. k-means) sastoji se od niza koraka:
1. Izaberi broj klastera k.
2. Inicijaliziraj k centara klastera (slucˇajnim odabirom).
3. Svaki od n objekata pridruzˇi najblizˇem centru klastera.
4. Promijeni centre klastera pretpostavljajuc´i da su objekti stavljeni u tocˇne klas-
tere.
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5. Ponavljaj korake 3. i 4. sve dok niti jedan od n objekata ne promijeni svoj
klaster.









||xki − xk j||2
Cilj je smanjiti pogresˇku SSE koja je suma kvadrata udaljenosti svake tocˇke od pri-
padnog centra klastera.






Jedan od nacˇina da se smanji pogresˇka SSE je povec´anje broja klastera k. No, dobar
klastering s malim k ima manju pogresˇku SSE nego losˇ klastering s velikim bro-
jem klastera. Centri klastera su obicˇno srednja vrijednost objekata unutar klastera.
Prednost ovog algoritma je sˇto je jednostavan za implementaciju, te intuitivan jer
optimizira slicˇnost unutar klastera. Nedostaci su sˇto broj klastera mora biti unaprijed
odreden, losˇe se nosi s netipicˇnim vrijednostima (engl. outlierima), nije ga moguc´e
primijeniti na kategorijske podatke, cˇesto zavrsˇava u lokalnom optimumu te je zbog
toga inicijalizacija vazˇna.
• Algoritam k-modova (engl. k-modes)
Ideja je ista kao kod algoritma k-srednjih vrijednosti, te se struktura algoritma ne
mijenja. Jedina je razlika u mjeri slicˇnosti. Za dvije kategorijske varijable x i y mjera







0, xi = yi1, x j , y j
Intuitivno, gornji izraz broji koliko razlicˇitih vrijednosti dva objekta imaju u pripa-
dajuc´im atributima. Nemaju svi atributi istu tezˇinu. Stoga, ako uzmemo u obzir
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gdje su nxi i nyi broj objekata u skupu podataka s vrijednostima xi i yi za atribut i. Mod
skupa je vrijednost koja se najcˇesˇc´e pojavljuje u skupu. Za skup podataka dimenzije
n, svaki klaster C, 1 ≤ C ≤ k, ima mod definiran s vektorom QC = (xC1 , xC2 , . . . , xCn ).










Podaci na kojima c´u provesti klastersku analizu su baza dijabeticˇara i sastoje se od 50%
slucˇajnog uzorka stvarnih podataka dobivenih iz Sveucˇilisˇne klinike Vuk Vrhovec. Paci-
jenti su podijeljeni u 4 skupine: pacijenti bez dijabetesa tj. kontrolna skupina (grupa 0),
pacijenti s dijebetesom tipa I (grupa 1), pacijenti s dijebetesom tipa II (grupa 2) i pacijenti
sa predijabetesom (grupa 3). Varijable koje se nalaze u bazi su spol (1 ili 2), dob, HbA1c
(glikolizirani hemoglobin) koji pokazuje regulaciju glikemije za 3 mjeseca, fBG (engl. fas-
ting blood glucosae) glukoza natasˇte, ppBG (engl. posprandial blood glucosae) glukoza
2 sata nakon obroka, fC peptid (engl. fasting C-peptide) C-peptid natasˇte, ppC peptid
(engl. postprandial C-peptide) C-peptid 2 sata nakon obroka, CRP (engl. C-reactiv pro-
teine) upalni marker, HCY (engl. homocysteine) upalni marker, HDL (engl. high-dencity
lipoprotein) jedna lipidna frakcija, TG (engl. triglycerides) takoder lipidna frakcija, Lp(a)
(lipoprotein), UA (mokrac´na kiselina) i indeks tjelesne mase BMI.
2.2 Analiza podataka
Za sve varijable napravljena je deskriptivna statistika. Za sve statisticˇke analize korisˇten je
statisticˇki paket SAS, a za graficˇke prikaze Microsoft Excel i statisticˇki paket SAS.
15
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Slika 2.1: Deskriptivna statistika za varijable Dob, HbA1c, fBG (ispis iz SAS-a)
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Slika 2.2: Deskriptivna statistika za varijable ppBG, fC peptid, ppC peptid (ispis iz SAS-a)
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Slika 2.3: Deskriptivna statistika za varijable CRP, HCY, HDL (ispis iz SAS-a)
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Slika 2.4: Deskriptivna statistika za varijable TG, Lp a, UA (ispis iz SAS-a)
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Slika 2.5: Deskriptivna statistika za varijablu BMI (ispis iz SAS-a)
Podaci su najprije standardizirani. Procedura stdize standardizira podatke iz baze
data i sprema ih u bazu out. Naredba nomiss omoguc´ava da se pri standardizaciji poda-
taka preskocˇe vrijednosti koje nedostaju.
SAS kod:
proc stdize data=tea out=standa method=std nomiss;
var HbA1c fBG ppBG fC peptid ppC peptid CRP HCY HDL TG Lp a UA BMI;
run;
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Slika 2.6: Aritmeticˇke sredine stvarnih grupa (0-3)
Na slici 2.6 prikazane su aritmeticˇke sredine mjerenih varijabli po stvarnim grupama.
Mjerene varijable za grupe 0 i 3 ponasˇaju se priblizˇno slicˇno, sˇto ne cˇudi uzevsˇi u obzir da
su to kontrolna grupa i medugrupa tj. pacijenti s predijabetesom. Grupe 1 i 2 imaju vrlo
slicˇne vrijednosti za hemoglobin (HbA1c), glukozu natasˇte (fBG) i 2 sata nakon obroka
(ppBG) te trigliceride, a vec´a razlika medu aritmeticˇkim sredinama mjerenih varijabli vidi
se kod fC i ppC peptida. Razlika izmedu prvog i drugog tipa dijabetesa mogla bi se vidjeti
i kod CRP-a, homocisteina (HCY), lipoproteina, mokrac´ne kiselina (UA) i indeksa tjelesne
mase koji su kod tipa II iznadprosjecˇni, a kod tipa I ispodprosjecˇni.
Nakon standardizacije podataka potrebno je odlucˇiti koju mjeru slicˇnosti upotrijebiti, te
pomoc´u nje napraviti matricu slicˇnosti koja se zatim unosi u algoritam klasteriranja. Prvo
sam koristila hijerarhijske algoritme uz razlicˇite mjere udaljenosti. Kada je izabrana euk-
lidska mjera slicˇnosti i metoda prosjeka, SAS kod je sljedec´i:
proc distance data=standa out=Dist nostd method=euclid;
var interval(Dob HbA1c fBG ppBG fC peptid ppC peptid CRP HCY HDL TG Lp a
UA BMI);
id Groups;
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run;
ods graphics on;




Procedura distance radi matricu slicˇnosti podataka iz baze data (u ovom slucˇaju to su
prije standardizirani podaci), te je sprema u bazu out. Naredba nostd onemoguc´ava stan-
dardizaciju, jer je to napravljeno u koraku ranije, dok se naredbom method odabire mjera
slicˇnosti. Procedura cluster radi klastersku analizu podataka iz skupa data za koje je
naglasˇeno kojeg su tipa, tj. da su u matrici slicˇnosti. Naredbom method odabire se metoda
hijerarhijskog klasteriranja. Rezultat klasterske analize bit c´e u obliku dendograma.
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Slika 2.7: Dendogram klasterske analizu za euklidsku mjeru udaljenosti i metodu prosjeka
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Dendogram klasterske analize za euklidsku mjeru udaljenosti i metodu prosjeka prika-
zan je na slici 2.7. Vidi se da se podaci grupiraju u cˇetiri klastera, medutim ti klasteri ne
odgovaraju stvarnoj podjeli pacijenata po grupama.
Kada je izabrana Gowerova mjera slicˇnosti i Wardova metoda klasteriranja, SAS kod
je sljedec´i:
proc distance data=standa out=Dist nostd method=gower;
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Slika 2.8: Dendogram klasterske analize za Gowerovu mjeru udaljenosti i Wardovu metodu
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Dendogram klasterske analize za Gowerovu mjeru udaljenosti i Wardovu metodu klas-
teriranja prikazan je na slici 2.8. Vidi se da se podaci grupiraju u tri klastera, medutim ti
klasteri ne odgovaraju stvarnoj podjeli pacijenata po grupama.
Kada je izabrana Manhattan mjera slicˇnosti (u SAS-u ima naziv cityblock) i metoda
maksimuma, SAS kod je sljedec´i:
proc distance data=standa out=Dist nostd method=cityblock;
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Slika 2.9: Dendogram klasterske analize za Manhattan mjeru udaljenosti i metodu maksi-
muma
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Dendogram klasterske analize za Manhattan mjeru udaljenosti i metodu maksimuma
prikazan je na slici 2.9. Vidi se da su podaci takoder grupirani u tri klastera, medutim ti
klasteri ne odgovaraju podjeli pacijenata po grupama.
Nakon hijerarhijskih algoritama koristila sam nehijerarhijski algoritam k-srednjih vri-
jednosti, pri cˇemu sam odabrala da je broj klastera 4, jer su u toliko grupa podijeljeni
pacijenti. Pripadni SAS kod je:
proc fastclus data=standa out=Clust maxclusters=4 nomiss maxiter=300;
var Dob HbA1c fBG ppBG fC peptid ppC peptid CRP HCY HDL TG Lp a UA BMI;
run;
Procedura proc fastclus provodi k-means algoritam sa podacima iz baze data koji su
prije standardizirani i sprema ih u bazu out. Naredbom maxclusters unaprijed se odabire
broj klastera, dok se s nomiss preskacˇu podaci koji nedostaju.
Slika 2.10: Aritmeticˇke sredine i standardne devijacije varijabli po klasterima (ispis iz
SAS-a)
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Slika 2.11: Aritmeticˇke sredine 4 dobivena klastera po analiziranim varijablama
Na slici 2.11 vidi se da su u klasteru 1 hemoglobin (HbA1c), glukoza natasˇte (fBG) i
2 sata nakon obroka (ppBG) znatno nizˇi nego u ostala tri dobivena klastera, dok klaster 3
ima nizˇi fC i ppC peptid od ostalih. Varijabla HCY radi veliku razliku izmedu sva cˇetiri
klastera. Trigliceridi (TG) su kod klastera 1, 3 i 4 vrlo slicˇni, dok je mokrac´na kiselina
(UA) razlicˇita kod sva cˇetiri klastera. Indeks tjelesne tezˇine (BMI) je kod klastera 2 i 3 vrlo
slicˇan, dok klaster 1 i 4 odskacˇu.
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Slika 2.12: Podjela grupa po klasterima (ispis iz SAS-a)
Iz tablice na slici 2.12 vidi se da ima malo potpunih podataka iz grupa 0, 1 i 3, te oni
vjerojatno nec´e jako utjecat na dobivene klastere. Pacijenti iz grupe 2 su vec´inom stavljeni
u klaster 2, medutim odredeni postotak njih se nalazi i u ostalim dobivenim klasterima.
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Slika 2.13: Aritmeticˇke sredine stvarnih grupa i 4 dobivena klastera po analiziranim vari-
jablama
Iz prikaza aritmeticˇkih sredina stvarnih grupa te dobivena 4 klastera na slici 2.13 vidi se
da niti jedna klaster ne prati pripadnu grupu u potpunosti sˇto potvrduje i tocˇnosti klasifika-
cije na slici 2.12. Unatocˇ tome, uocˇava se da su aritmeticˇke sredine grupe 2 i klastera 2 naj-
blizˇe, sˇto je vidljivo iz tablice na slici 2.12 jer je najvisˇe pacijenata iz grupe 2 rasporedeno
u klaster 2, (36.84%). Takoder se vidi slicˇnost izmedu aritmeticˇkih sredina varijabli grupe
1 i klastera 3, jer je 44.44% pacijenata iz grupe 1 stavljeno u klaster 3. Klaster 4 ne mozˇe
se povezati niti s jednom grupom, jer je u njega rasporeden otprilike jednak postotak paci-
jenata iz grupa 2 i 3. U grupi 0 su samo 4 pacijenta s potpunim podacima, te oni ne utjecˇu
niti na jedan klaster.
Ako se u klasterskoj analizi koriste visˇe od dvije varijable, tada se za graficˇki prikaz klas-
tera koristi procedura proc candisc.
SAS kod:
proc candisc data=Clust out=Can noprint;
class Cluster;
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var Dob HbA1c fBG ppBG fC peptid ppC peptid CRP HCY HDL TG Lp a UA BMI;
run;
proc sgplot data=Can;
scatter y=Can2 x=Can1 / group=Cluster;
run;
Slika 2.14: Graficˇki prikaz cˇetiri klastera
Na slici 2.14 vidi se da je klaster 1 najvisˇe odvojen od ostalih kod kojih se uocˇavaju
preklapanja, te se ne mogu povuc´i jasne granice medu klasterima 2, 3 i 4.
S obzirom da pacijenata u grupi 3 ima najmanje, te je to zapravo medugrupa izmedu
zdravih pacijenata i onih s dijabetesom, a hijerarhijsko klasteriranje je u dva slucˇaja (Gowe-
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rova mjera udaljenosti i Wardova metoda klasteriranja, te Manhattan mjera udaljenosti i
metoda maksimuma) pacijente rasporedilo u tri klastera, provela sam i nehijerarhijski al-
goritam k-srednjih vrijednosti za k=3.
SAS kod:
proc fastclus data=standa out=Clust maxclusters=3 nomiss maxiter=300;
var Dob HbA1c fBG ppBG fC peptid ppC peptid CRP HCY HDL TG Lp a UA BMI;
run;
Slika 2.15: Aritmeticˇke sredine i standardne devijacije varijabli po klasterima (ispis iz
SAS-a)
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Slika 2.16: Aritmeticˇke sredine 3 dobivena klastera po analiziranim varijablama
Iz graficˇkog prikaza aritmeticˇkih sredina 3 dobivena klastera na slici 2.16 prvo se
uocˇava da se klaster 1 izdvaja, sve varijable mu imaju ispodposjecˇne vrijednosti. Klas-
teri 2 i 3 imaju slicˇne vrijednosti za glukozu natasˇte (fBG), ppC peptid te CRP, a razlika se
javlja kod homocisteina (HCY), HDL-a, triglicerida (TG) i lipoproteina koje klaster 3 ima
iznadprosjecˇne, a klaster 2 ispodprosjecˇne. Slika 2.16 takoder sugerira da najvec´u razliku
medu klasterima rade varijable homocitein, mokrac´na kiselina (UA) i indeks tjelesne mase
(BMI).
Za prikaz tablice frekvencije tocˇnosti klasifikacije odnosno raspodjelu grupa po klaste-
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Slika 2.17: Podjela grupa po klasterima
Iz tablice na slici 2.17 vidi se da ima malo potpunih podataka iz grupa 0, 1 i 3, te oni
vjerojatno nec´e utjecati na dobivene klastere. Pacijenti iz grupe 2 su vec´inom stavljeni u
klaster 2, medutim odredeni postotak njih se nalazi i u ostalim dobivenim klasterima.
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Slika 2.18: Aritmeticˇke sredine stvarnih grupa i 3 dobivena klastera po analiziranim vari-
jablama
Iz prikaza aritmeticˇkih sredina stvarnih grupa te 3 dobivena klastera na slici 2.18 vidi
se da niti jedna klaster ne prati neku grupu u potpunosti. Unatocˇ tome, uocˇava se da su
aritmeticˇke sredine varijabli grupe 2 i klastera 2 najblizˇe sˇto potvrduje i tablica na slici
2.17, jer je najvisˇe pacijenata iz grupe 2 rasporedeno u klaster 2 (46.49%). Izuzevsˇi prve
tri prikazane varijable, klaster 3 otprilike prati grupu 3, sˇto ne iznenaduje s obzirom da
je 46, 64% pacijenata iz grupe 3 stavljeno u klaster 3. Kod klastera 1 su aritmeticˇke sre-
dine svih varijabli ispodprosjecˇne, a u njega su rasporedeni pacijenti iz sve cˇetiri grupe. U
grupi 0 su samo 4 pacijenta s potpunim podacima, te oni ne utjecˇu jako niti na jedan klaster.
Za prikaz dobivenih klastera u koordinatnom sustavu korisi se sljedec´i SAS kod:
proc candisc data=Clust out=Can noprint;
class Cluster;
var Dob HbA1c fBG ppBG fC peptid ppC peptid CRP HCY HDL TG Lp a UA BMI;
run;
proc sgplot data=Can;
scatter y=Can2 x=Can1 / group=Cluster;
run;
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Slika 2.19: Graficˇki prikaz tri klastera
Na slici 2.19 vidi se da se elementi iz klastera 2 i 3 na jednom djelu preklapaju dok
su oni iz klastera 1 visˇe odvojeni. To je sugerirala i slika 2.16 gdje se vidi da aritmeticˇke
sredine svih varijabli iz klastera 1 imaju ispodprosjecˇne vrijednosti, dok vec´ina varijabli iz
klastera 2 i 3 ima prosjecˇne ili iznadprosjecˇne.
Za daljnju razradu i tumacˇenje bila bi neophodna pomoc´ i strucˇnost lijecˇnika.
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Sazˇetak
U ovom radu opisana je klasterska analiza te njena primjena na bazu dijabeticˇara podijelje-
nih prema stupnju bolesti. Klasterska analiza podrazumijeva grupiranje jedinki u klastere
tako da su jedinke unutar klastera ”najslicˇnije”. Kod klasteriranja prvo moramo definirati
udaljenost tj. slicˇnost izmedu dvije jedinke, a nakon toga definiramo algoritam grupiranja.
Postoji hijerarhijsko i nehijerarhijsko klasteriranje.
U opisanom primjeru mjereno je 13 varijabli na osnovu kojih je bilo ocˇekivano da c´e se
pacijenti grupirati u cˇetiri klastera (zdravi, dijabetes tipa I, dijabetes tipa II, predijabetes).
Napravljeni su hijerarhijski klasterinzi i to pomoc´u euklidske mjere udaljenosti i metode
prosjeka, Gower mjere udaljenosti i Wardove metode klasteriranja, te Manhattan mjere
udaljenosti i metode maksimuma, kao i nehijerarhijski klasterinzi algoritmom k-srednjih
vrijednosti za k=4 i 3.
Summary
This paper describes cluster analysis and its application to the base of diabetics divided ac-
cording to degree of the disease. Cluster analysis involves grouping elements into clusters
so the elements within one cluster are the most similar. For clustering we must first de-
fine the distance (similarity) between two elements and then define the grouping algorithm.
There are hierarchical and nonhierarchical clustering.
In described example there were 13 variables measured from which was expected that
patients will be grouped into four clusters (healthy, type I diabetes, type II diabetes, pre-
diabetes). Hierarchical clustering was made with the euclidian distance and the average
method, the Gower distance and the Ward method and the Manhattan distance and the
maximum method. Also, nonhierarchical clustering was made with k-means algorithm for
k=4 and 3.
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