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Abstract
In a pioneering classic, Warren McCulloch and Walter Pitts proposed a model
of the central nervous system. Motivated by EEG recordings of normal brain
activity, Chva´tal and Goldsmith asked whether or not these dynamical systems can
be engineered to produce trajectories which are irregular, disorderly, apparently
unpredictable. We show that they cannot build weak pseudorandom functions.
Electroencephalogram recordings of normal brain (or of an epileptic brain well
before a seizure) are usually irregular, disorderly, with no apparent pattern: see,
for instance, [21, 20, 7, 16, 4, 31, 2]. Chva´tal and Goldsmith [5] asked whether or
not the McCulloch-Pitts model of the brain can be engineered to exhibit similar
behaviour. The same question, although without its physiological interpretation,
was also asked in [10]. Let us begin by briefly describing the McCulloch-Pitts
model.
A linear threshold function is a function f : Rn → {0, 1} such that, for some real
numbers w1, . . . , wn and θ,
f(x1, . . . , xn) = H
(∑n
j=1wjxj − θ
)
where H is the Heaviside step function defined by H(d) = 1 for all nonnegative d
andH(d) = 0 for all negative d. Warren McCulloch and Walter Pitts [22] proposed
a model of the central nervous system built from linear threshold functions. When
this system has n neurons and no peripheral afferents, its McCulloch-Pitts model
is a mapping Φ : {0, 1}n → {0, 1}n defined by
Φ(x) = (f1(x), . . . , fn(x))
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for some linear threshold functions f1, . . . , fn. We will refer to such mappings Φ
as McCulloch-Pitts dynamical systems.
Chva´tal and Goldsmith [5] asked whether or not these dynamical systems can
produce trajectories which are irregular, disorderly, apparently unpredictable in
the sense of generating random numbers. In making the meaning of their question
precise, they took the point of view of the practitioners, who mean by a random
number generator any deterministic algorithm that, given a short sequence of
numbers, called a seed, returns a longer sequence of numbers; such a random
number generator is considered to be good if it passes statistical tests from some
commonly agreed on battery. (This point of view is expounded in [18, Chapter
3].)
In this note, we take the point of view of the theorists: we are going to prove that
McCulloch-Pitts dynamical systems cannot produce trajectories which are irregu-
lar, disorderly, apparently unpredictable in the sense of providing weak pseudoran-
dom functions. These have been introduced in [25] and subsume pseudorandom
functions, introduced in [13] under the original name of ‘poly-random collections’.
Roughly speaking, a weak pseudorandom function is a probability distribution
on a set Fn of functions from {0, 1}
n to {0, 1}n with the following property: if
x1, . . . , xm are chosen independently and uniformly at random from {0, 1}n, then
no polynomial-time randomized algorithm can distinguish with a non-negligible
probability between (i) a sequence (x1, f(x1), . . . , xm, f(xm)) where f is chosen
at random from Fn and (ii) a sequence (x
1, y1, . . . , xm, ym) where y1, . . . , ym are
chosen independently and uniformly at random from {0, 1}n. (Distinguishing be-
tween (i) and (ii) is a trivial matter when f is known and that is why an unknown
f must be drawn from a probability distribution on Fn.) Our result shows that
weak pseudorandom functions cannot be built from McCulloch-Pitts dynamical
systems:
Theorem 1. There is a polynomial-time deterministic algorithm that, given a se-
quence (x1, y1, . . . , xm, ym) of n-bit vectors, returns either the message McCulloch-
Pitts or the message not McCulloch-Pitts in such a way that
(i) if y1 = Φ(x1), . . . , ym = Φ(xm) for some McCulloch-Pitts dynamical system
Φ, then the algorithm returns McCulloch-Pitts,
(ii) if x1, . . . , xm are chosen independently and uniformly at random from {0, 1}n,
if y1, . . . , ym are chosen independently and uniformly at random from {0, 1}n,
and if m ≥ (2+ ε)n for some positive constant ε, then the algorithm returns
not McCulloch-Pitts with probability at least 1−e−δn, where δ is a positive
constant depending only on ε.
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A dichotomy of a set X is its partition into two disjoint sets. Unlike Cover [6], for
whom a dichotomy is an unordered pair of sets, we view every dichotomy as an
ordered pair of sets. A dichotomy (X+,X−) of a subset of Rn is linearly separable
if there are numbers y1, . . . , yn+1 such that∑n
j=1xjyj > yn+1 whenever (x1, . . . , xn) ∈ X
+,∑n
j=1xjyj < yn+1 whenever (x1, . . . , xn) ∈ X
−.
(1)
When f is a function from {0, 1}n to {0, 1} and x1, . . . , xm are points in {0, 1}n,
the dichotomy ({xi : f(xi) = 0}, {x
i : f(xi) = 1}) is linearly separable if and only
if f is a threshold function. Our proof of Theorem 1 evolves from the propositions
that linearly separable dichotomies are easy to recognize and linearly separable
dichotomies are rare:
Lemma 1. Linearly separable dichotomies of m-point subsets of {0, 1}n can be
recognized in time polynomial in m and n.
Lemma 2. For every positive ε there is a positive γ with the following property:
If X is a finite subset of Rn such that |X| ≥ (2 + ε)n, then a dichotomy chosen
uniformly at random from all dichotomies of X is linearly separable with probability
at most e−γn.
Following the seminal report [34], the subject of learning a hyperplane that sep-
arates, or at least nearly separates, the two parts of a dichotomy received much
attention in the machine learning community. None of it is relevant to the follow-
ing standard argument, implicit in the linear programming proof of Minkowski’s
Separating Hyperplane Theorem for convex polytopes [37].
Proof of Lemma 1. Deciding whether a prescribed dichotomy of an m-point
subset of {0, 1}n is linearly separable amounts to solving system (1) of m strict
linear inequalities in variables y1, . . . , yn+1, where each coefficient xj is 0 or 1; the
epoch-making result of Khachiyan [17] guarantees that this can be done in time
polynomial in m and n. 
Proof of Lemma 2. Without loss of generality, we may assume that that 0 < ε ≤
1. Let m denote |X| and let p denote the probability that a dichotomy chosen
uniformly at random from all dichotomies of X is linearly separable.
Of the 2m dichotomies of X, at most 2
∑n
i=0
(
m−1
i
)
are linearly separable (this is
at least implicit in [39] and [6]), and so
p ≤ 2−m+1
∑n
i=0
(
m−1
i
)
≤ 2−m+1
∑n
i=0
(
m
i
)
.
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Since m ≥ (2+ ε)n and 0 < ε ≤ 1, we have n ≤ (0.5− ε/6)m; a special case of the
well-known bound on the tail of the binomial distribution (see, for instance, [15,
Theorem 1]) guarantees that for every positive α smaller than 0.5 there is a positive
β such that ∑
i≤(0.5−α)m
(
m
i
)
≤ 2me−βm;
setting α = ε/6, we conclude that p ≤ 2e−βm, which proves the lemma. 
An alternative proof of Lemma 2, proposed by one of the reviewers, relies on
the Sauer-Shelah Lemma ([35], [36]): If a family of subsets of an m-point set
has Vapnik-Chervonenkis dimension d, then it includes at most
∑d
i=0
(
m
i
)
sets. Its
other ingredient is the following corollary of Radon’s theorem [33]: If H is a family
of half-spaces in Rn and if X is a finite subset of Rn, then family {X∩Y : Y ∈ H}
has Vapnik-Chervonenkis dimension at most n+ 1. Putting the two together, we
conclude that X has at most 2
∑n+1
i=0
(
m
i
)
linearly separable dichotomies. This
upper bound, although weaker than our 2
∑n
i=0
(
m−1
i
)
, also yields the lemma’s
conclusion.
Proof of Theorem 1. The algorithm goes as follows: Let αi denote the first bit of
yi and define
X+ = {xi : 1 ≤ i ≤ m, αi = 1},
X− = {xi : 1 ≤ i ≤ m, αi = 0}.
If this dichotomy is linearly separable, then return McCulloch-Pitts; else return
not McCulloch-Pitts.
Lemma 1 guarantees that the algorithm can be implemented to run in polynomial
time.
To prove (i), assume that y1 = Φ(x1), . . . , ym = Φ(xm) for some McCulloch-Pitts
dynamical system Φ : {0, 1}n → {0, 1}n defined by Φ(x) = (f1(x), . . . , fn(x)). Now
αi = f1(x
i) for all i = 1, . . . ,m, which means that f1 takes value 1 on all points of
X+ and value 0 on all points of X−; since f1 is a threshold function, the dichotomy
(X+,X−) is linearly separable, and so the algorithm returns McCulloch-Pitts.
To prove (ii), assume that x1, . . . , xm are chosen independently and uniformly at
random from {0, 1}n, that y1, . . . , ym are chosen independently and uniformly at
random from {0, 1}n, and that m ≥ (2 + ε)n for some positive constant ε. Since
the probability that the algorithm returns not McCulloch-Pitts increases as m
increases, we may replace the assumption thatm ≥ (2+ε)n by the assumption that
m = ⌈(2 + ε)n⌉. Write X = X+ ∪X−. Since x1, . . . , xm are chosen independently
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and uniformly from {0, 1}n, they are pairwise distinct with probability 2n(2n −
1) · · · (2n −m+ 1)/2nm; since
2n(2n − 1) · · · (2n −m+ 1)
2nm
≥
(
2n −m
2n
)m
=
(
1−
m
2n
)m
≥ 1−
m2
2n
,
this probability is at least 1 − 5n22−n. When |X| = m, the assumption that
y1, . . . , ym are chosen independently and uniformly from {0, 1}n implies that the
dichotomy (X+,X−) of X is chosen uniformly from all dichotomies of X, in which
case Lemma 2 guarantees that (X+,X−) is linearly separable with probability at
most e−γn for some positive constant γ depending only on ε. We conclude that the
algorithm returns not McCulloch-Pitts with probability at least 1 − 5n22−n −
e−γn, which is at least 1− e−δn for some positive constant δ depending only on ε.

There is an obvious refinement of the algorithm used in the proof of Theorem 1:
with yij standing for the j-th bit of y
i, test each of the n dichotomies
(
{xi : 1 ≤ i ≤ m, yij = 1}, {x
i : 1 ≤ i ≤ m, yij = 0}
)
(j = 1, . . . , n)
and return McCulloch-Pitts if and only if all n of them are linearly separable. In
the context of distinguishing McCulloch-Pitts functions from truly random func-
tions, the extra work required in this refinement is pointless. The probability of
returning McCulloch-Pitts when y1, . . . , ym are chosen independently and uni-
formly at random from {0, 1}n is at most e−δn in the original version and that is
good enough; reducing it further to e−δn
2
in the refinement is nice, but unneces-
sary. In addition, the assumption m ≥ (2 + ε)n cannot be significantly relaxed
even in the refinement: it is at least implicit in [39] and [6] that a dichotomy chosen
uniformly at random from all dichotomies of a set of fewer than (2− ε)n points in
Rn is linearly separable with probability at least 1− e−δn.
Theorem 1 implies that certain simple devices (namely, McCulloch-Pitts dynamical
systems) cannot generate pseudorandomness. In the opposite direction, it has been
proved that certain simple devices can generate pseudorandomness: examples can
be found in [24], [19], [27], [26], [3].
The question whether McCulloch-Pitts networks can produce trajectories which
are irregular, disorderly, apparently unpredictable remains open: all depends on
the interpretation of the terms “irregular, disorderly, apparently unpredictable”.
When clinical neurologists visually inspect an electroencephalogram, their vague
criteria for declaring it random-like are a far cry from the distinguishers that
cryptographers use to separate deterministic sequences from random sequences.
As Avi Wigderson [38, page 6] put it,
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“Randomness is in the eye of the beholder, or more precisely, in its
computational capabilities ... a phenomenon (be it natural or arti-
ficial) is deemed “random enough,” or pseudorandom, if the class of
observers/applications we care about cannot distinguish it from ran-
dom!”
Many examples of generators that appear random to observers with restricted
computational powers are known. In particular, pseudorandom generators for
polynomial size constant depth circuits have been constructed in [1]; later, this
work was greatly simplified and improved in [28]. O’Connor [30] proved that an
infinite binary sequence appears random to all finite-state machines if and only
if it is ∞-distributed. Pseudorandom generators for space-bounded computation
have been constructed in [29]. It is conceivable that McCulloch-Pitts dynamical
systems could fool neurologists into finding their trajectories unpredictable just as
they find normal electroencephalograms unpredictable. Proving this in a formal
setting with a suitable definition of ‘neurologists’ is an interesting challenge.
A variation on our theme comes from the idea that in a brain of n neurons, only
m neurons may be visible to the observer and the remaining n − m are hidden
from view. Formally, given positive integers m,n such that m ≤ n and given a
McCulloch-Pitts dynamical system Φ : {0, 1}n → {0, 1}n, we may consider the
mapping Φm : {0, 1}
n → {0, 1}m such that Φm(x) is the m-bit prefix of Φ(x).
Can such mappings provide pseudorandomness? Our Theorem 1 shows that the
answer is negative when m = n; one of the reviewers argued that, under the
usual assumption that one-way functions exist, the answer is close to affirmative
when m = 1. Here is the argument: Every one-way function f (as every boolean
function) can be computed by a threshold circuit [32, Chapter 7]. When this circuit
has n gates and depth d, it can be imbedded in a McCulloch-Pitts dynamical
system Φ : {0, 1}n → {0, 1}n, where the results of its computation show up with
the time delay of d units. Now f is represented in the d-fold iteration of Φ and
there is an appropriate projection pi, the hard-core bit [11], such that the sequence
pi(x), pi(f(x)), pi(f(f(x))), . . . is pseudorandom.
Statistical properties of Φ1 have been studied in [14, Section 4.2]. For instance,
there is a McCulloch-Pitts dynamical system Φ : {0, 1}37 → {0, 1}37 such that the
restriction of the trajectory of Φ on the first bit passes all ten statistical tests of
the battery SmallCrush implemented in the software library TestU01 of [8, 9].
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