A series of short events, called A-phases, can be observed in the human electroencephalogram (EEG) during Non-Rapid Eye Movement (NREM) sleep. These events can be classified in three groups (A1, A2, and A3) according to their spectral contents, and are thought to play a role in the transitions between the different sleep stages. A-phase detection and classification is usually performed manually by a trained expert, but it is a tedious and time-consuming task. In the past two decades, various researchers have designed algorithms to automatically detect and classify the A-phases with varying degrees of success, but the problem remains open. In this paper, a different approach is proposed: instead of attempting to design a general classifier for all subjects, we propose to train ad-hoc classifiers for each subject using as little data as possible, in order to drastically reduce the amount of time required from the expert. The proposed classifiers are based on deep convolutional neural networks using the logspectrogram of the EEG signal as input data. Results are encouraging, achieving average accuracies of 80.31% when discriminating between A-phases and non A-phases, and 71.87% when classifying among A-phase sub-types, with only 25% of the total A-phases used for training. When additional expert-validated data is considered, the sub-type classification accuracy increases to 78.92%. These results show that a semi-automatic annotation system with assistance from an expert could provide a better alternative to fully automatic classifiers.
Introduction
Several studies have dedicated efforts to analyze and understand the electrical information of the brain during sleep, allowing advances in the interpretation of normal and pathologic sleep. For example, the effects of a fragmented sleep have been correlated to metabolic syndrome [1] , irritability, lack of concentration, and traffic accidents [2, 3] .
Sleep evaluation is carried out by polysomnography (PSG), which involves acquisition of electrophysiological signals: electroencephalogram (EEG), electrooculogram, and electromyogram. These are used to segment the sleep time in stages (wake, 1-4 and REM) based on frequency content and temporal evolution. The sleep process has been mainly characterized by these stages. However, evidence exists of an oscillatory brain pattern composed by short events which may play a role in maintaining a sleep stage as well as generating stage transitions [4] . These events, lasting between 2 s and 60 s, disrupt the basal EEG rhythms of the sleep and are called A-phases. A-phases present particular spectral characteristics and duration, which allow a subdivision in three groups: are organized in a pattern named Cyclic Alternating Pattern (CAP) [4] . A clinical index based on the percentage of the sleep time in CAP (CAP index) has showed high correlation with sleep quality [9] . This shows the importance of CAP evaluation in clinics. However, even if CAP index seems to add valuable information about the sleep process, the detection, and classification of the A-phases is a tedious and long visual procedure, requiring many months of training before becoming an expert scorer. In addition, the A-phase annotation procedure suffers from large subjectivity and as a consequence there exists high inter-scorer variability [10] .
To alleviate this problem, some studies have analyzed Aphases and their surroundings using various techniques, including spectral decomposition and complexity measures, from which one can obtain characteristics that support the visual annotations [11, 12] . Other studies have developed computational methods to detect A-phases based on signal processing techniques such as wavelet analysis, and machine learning procedures. Their results achieve accuracy values up to 78%, with or without distinction of A-phase type during the classification process [13] [14] [15] .
Until recently, A-phase detection sequentially follows the steps of feature extraction, selection, and classification, typically applied in data science. However, new developments in the machine learning field, in particular regarding deep learning, have led to models with the capability to carry out these steps together in a more efficient way [16] . Deep learning has achieved an important success in many application areas such as image recognition, sound processing, and natural language processing. Specifically, there has been a wide adoption of deep learning approaches to evaluate, characterize, and classify biomedical signals (EEG, ECG, EMG, EOG, MRI, and CT) [17] [18] [19] . We can find applications of deep learning methods in many challenging problems such as automatic ECG evaluations in heart diseases [20] [21] [22] and pathologic event detection at EEG [23] [24] [25] [26] . There are also a few studies with deep learning models for the sleep stage classification. For instance, Supratak et al. [27] presented a method using the combination of convolutional neural network (CNN) and bidirectional long short-term memory (BLSTM), Tsinalis et al. [28] applied a CNN on single EEG channel, Tripathy and Acharya [29] used RR-time series and EEG signals, Chambon et al. [30] applied two-dimensional (2D) CNN model and Michielli et al. [31] used a cascaded LSTM architecture. However, the application of deep learning techniques for the detection and classification of A-phases has not yet been fully explored.
Based on the results of previous works, automatic classification of A-phases seems to be a very difficult problem. One of the reasons is the large variability between subjects and acquisition protocols. On the other hand, given that the CAP inter-scorer agreement lies around 70% [10] , there is some uncertainty about the expert annotations used to train the automatic classifiers. For these reasons, designing an automatic classifier that correctly classifies data from new subjects is a very complex task. A more practical approach, which is proposed in this work, could be to design an ad-hoc classifier, based on state-of-the-art techniques such as deep learning, for each subject, trained on a small set of annotations for that same subject. In this way, an expert scorer could annotate only a few representative A-phases, and then let the system detect and classify the rest, with some degree of confidence. While such a system would not be fully automatic, it could still save plenty of the expert's time.
The goal of the methodology proposed here is to classify 4 s segments of a single-channel EEG signal as an A-phase or non A-phase (N-phase), and to classify A-phases according to their type (A1, A2, or A3). To do this, the time-frequency decomposition (spectrogram) for each 4 s EEG segment is used as input to a convolutional neural network trained for each subject using a reduced amount of expert annotations, and possibly refined under expert supervision. Unlike previous works, where EEG segments of 1 s are used for A-phase classification, we argue that longer segments are required to adequately discriminate between A-phase types and decided to use 4 s segments instead; this is possible since we are assuming that the potential onset times of A-phases are known in advance, and thus we can ensure that the first 4 s will entirely correspond to either an A-phase or an N-phase. The detection of the onset times is a problem that will be treated in a future publication.
Related work
In the past 20 years, various works have been published with the aim of producing an automatic or semi-automatic scoring of the cycling alternating pattern from EEG signals. This is a very complex task, which is why many of these works focus on different sub-tasks; for example, some works focus on simply detecting phasic events (A-phases), while others focus on characterizing and classifying the different types of events (e.g., A1, A2, and A3-phases). In most cases, the accuracy of the results lies within the expected range of inter-scorer agreement, and in this sense, they can be considered successful. On the other hand, only a few proposals have been able to produce outstanding results, which is probably due to most classifiers having problems to generalize their models to data from new subjects.
One of the early works, by Rosa et al. in 1999 [32] , proposes to first model the EEG signal using a bank of parallel bandpass filters tuned to the classic EEG rhythms, whose gains are estimated by maximum likelihood [33] . In this way, a vector of gains for delta, theta, alpha, and beta activity is obtained for each 1 s segment of the EEG signal. A matched filter is then applied to the linear combination of the estimated gains in order to detect A-phases, using pulse waves with increasing lengths as templates. This results in a binary signal which is then fed to a state machine that outputs a postprocessed sequence ensuring that the duration of A-and Nphases is between 2 and 60 s. No distinction is made between A1, A2, and A3 phases. The authors report an average accuracy of 89.8% from tests with four subjects with no sleep pathologies.
Navona et al. proposed using spectral EEG features obtained by averaging the amplitude of the output of a bank of bandpass filters (also tuned at the classic EEG rhythms) within segments of two different lengths: 2 s (short-window) and 64 s (long-window), computed every 0.5 s. A descriptor for each band is then computed as the relative difference between the short-window and long-window averages. The idea is to characterize how much the local activity differs from the surrounding background activity. A simple heuristic based on thresholds is applied to detect A-phases from the spectral descriptors. Further heuristics are applied to classify each A-phase as A1, A2, or A3. Results from 10 subjects (where specific NREM segments were chosen from different sleep-cycles) showed an accuracy of 77% for A-phase detection and 79% for A-phase classification [13] . An updated version of this method was later proposed by Barcaro et al., reporting accuracies of 83.5% for the A-phase detection stage, and 73.7% when A-phase classification was also taken into account [34] .
Among the first works that used trained classifiers instead of heuristics for A-phase detection and classification, are those by Mariani et al. The authors computed several features from the EEG signals, including spectral descriptors similar to those suggested by Navona et al., and used these data to train different types of classifiers, such as linear and quadratic discriminants (LDA/QDA), feed-forward neural networks, support vector machines (SVM), and adapting boosting (AdaBoost). Each 1 s segment of the EEG signal was thus classified as belonging to an A-phase or not. The best results were obtained with a linear discriminant and a feed-forward neural network, yielding accuracies of 84.9% and 81.5%, respectively [15] .
By 2012, the Physionet CAP Sleep database was released to the public, allowing further studies to be conducted by research groups from many different institutions. Mendez et al. have explored the discriminating power of several EEG features, including spectral, statistical, entropy, and complexity features, using simple classifiers such as k-Nearest Neighbors (kNN). These results show high accuracy values (89 to 94%, in average) when discriminating between the Nphase and A-phase around the onset of an A-phase, and competitive accuracies (80% to 87%) when discriminating between the A-phase and N-phase around the end of the Aphase, suggesting that a scoring approach based on changepoint detection could produce good results [35, 36] . More recent works have explored more combinations of features and classifiers [37, 38] , but accuracy results have not been improved and remain between 70 and 80%.
For most of the works mentioned above, the focus lies in the detection of A-phases; while only a few publications deal with the classification of A-phases according to their sub-type (A1, A2 and A3). Among the latter, it is worth noting the works by Barcaro et al. [13, 34] and by Mendez et al. [35] , which have already been discussed. Barcaro proposes an heuristic process to classify the A-phases, whereas Mendez studies the discriminative power of several features for A-phase classification (obtaining an accuracy of 82.23% for the training data). A similar work by Machado et al. uses a set of 55 features to classify the A-phases between two groups: A1 and A2/A3, using different types of classifiers, including quadratic discriminant, k-Nearest Neighbors, and Support Vector Machines (SVM). The best result is obtained with an SVM, achieving an accuracy of 71% [39, 40] for the classification of A-phases sub-types and 76% for discriminating between Aphases and N-phases. This suggests that distinguishing among the sub-types of A-phases could be a harder problem than distinguishing between A-phases and N-phases. A few recent works have used deep learning techniques to detect and classify A-phases; for instance, Mostafa et al. employed a deep neural network to classify 2 s segments as A-phases or non Aphases, achieving an accuracy of 67% [41] . This approach is particularly interesting since it is not based on computing a large set of features; instead, the EEG signal is fed into the network, and the first layers of the network learn how to encode the signal for the classification stages. Finally, Hartmann et al. [42] used a long short-time memory (LSTM) neural network to take advantage of the temporal information across consecutive 1-s segments; the authors compute a similar set of features as previous works, and achieve an accuracy of 86.4% for A-phase detection and 77.6% for A-phase sub-type classification (without considering N-phases).
Methods
In this section, we describe data and methodology used to classify EEG segments as A-phases and N-phases, as well as A-phases according to their sub-type (A1, A2, and A3).
Database
Polysomnographic recordings of nine healthy subjects were used in this study. The recordings belong to four females and five males, with ages between 23 and 37 years old (mean = 31.66 ± 4.27). The dataset is freely available from the CAP Sleep Database of Physionet [43] and has a number of onenight polysomnographic recordings from both normal and pathologic subjects. These recordings were registered and annotated at the Sleep Disorders Center of the Ospedale Maggiore of Parma, Italy. Data includes information of at least three EEG channels (F3 or F4, C3 or C4, and O1 or O2), three electromyography signals, two electrooculographic channels, respiratory signals, and electrocardiogram. The recordings presented different sampling rates between 256 and 512 Hz. However, all the recordings were resampled at 512 Hz using cubic spline interpolation. Note that, although the CAP database contains registers from 16 healthy subjects, only those with EEG sampling rates of at least 256 Hz were used; this is because the proposed methodology is based on computing the log-spectrogram of the EEG signals for up to 120 Hz (full EEG bandwidth), and signals with sampling rates of 128 Hz or below would show zeros in the upper half of the spectrogram, which could lead to numerical instability and/or learning difficulties.
The scoring for macrostructure and microstructure was performed by expert neurophysiologists and this information is also available with the data. The macrostructure was annotated according to the R&K rules [44] , while CAP was annotated in agreement with Terzano reference atlas [4] .
From each A-phase two segments were extracted: (a) 4 s before the A-phase onset (N-phase) and (b) 4 s after the Aphase onset (A-phase). Fig. 1 shows examples of A-phases at sleep stage 2 (SS2) and 4 (SS4). The vertical black line is the A-phase onset. The segment from the left dashed line until the onset corresponds to the N-phase, whereas the segment from the onset until the right dashed line corresponds to A-phase segments used in this study. A total of 2887 N-phases and 3690 A-phases were obtained from the recordings. There is a smaller number of N-phases since we discarded the Nphases that overlapped with a previous A-phase (recall that the distance between two consecutive A-phases can be as small as 2 s). For each A-phase type we have 2373 segments of type A1, 680 of type A2, and 637 of type A3. A summary of the data per subject can be found in Table 1 .
Methodology
The classification procedure is carried out with a deep learning strategy; specifically, we propose to train an ad-hoc Convolutional Neural Network (CNN) for each subject to classify the log-spectrogram of the EEG signal. First, we define an architecture to distinguish between A-phases and Nphases; second, another network is trained to classify A-phase types.
Preprocessing
In EEG signal analysis, it is often useful to characterize a signal by the time localization of its frequency components. This is particularly important for A-phase Fig. 1 Example of A1-, A2-, and A3-phases during sleep stage 2 (SS2) and 4 (SS4). The vertical black line indicates the onset of the A-phase and the vertical dashed lines are placed 4 s before and after A-phase onset, delimiting the N-phase, and A-phase segments classification, since the A-phase sub-types are defined in terms of their spectral content. A popular time-frequency decomposition technique is the short-time Fourier transform, which has a good characterization in both domains. The magnitude of the short-time Fourier transform is also known as a spectrogram [45] . In the present work, we compute the spectrogram S(x, y) representation of the Aphases and N-phases (4 s segments), so that the x-axis represents time and the y-axis represents the frequency, and at each coordinate S(x, y) represents the energy of a frequency component at a particular time. Under this representation, a signal can be seen as an image in such a way that it is possible to use deep convolutional neural networks designed for image classification. Furthermore, to emphasize differences between classes, a logarithm function is applied to the spectrograms, since the dynamic range of the amplitude is too large and masks the discriminatory information. Figure 2 shows a 4 s A-phase sample and its log-spectrogram; notice that the frequency content of the EEG signal ranges from 0.5 to 100 Hz, thus we are using 120 Hz as the maximum frequency for our analysis.
CNN-architecture
To differentiate A-phases and N-phase represented by their spectrograms, we used a Convolutional Neural Network (CNN). It is well known [46] [47] [48] that this kind of deep neural network has some properties which make them an efficient alternative for supervised classification. Its main attribute is to extract image features by means of learnable convolution operators, whose responses in turn are transmitted to a full neural network to carry out an accurate classification.
The CNN-architectures used in this work are depicted in Fig. 3 . The first network, panel a), is composed by a first convolution layer of two 3 × 3 kernels followed by a rectified linear unit (shortened to ReLu). Thesecond layer is similar to the previous one except it uses four 3 × 3 × 2 kernels. A maxpooling operation is applied to each of the first two convolution + ReLu layers with the aim of reducing the size of the data by half. The next layer has eight 3 × 3 × 4 kernels, a ReLu, and a dropout method to randomly ignore 50% of its outputs during training in order to reduce overfitting. Finally, a two fullconnected neural network, which is a classical artificial a ) EEG Signal b) Log-Spectrogram network, is connected to a two output layer to classify Aphases and N-phases. A detailed description of each layer and their outputs can be found in Table 2 .
The second network, shown in panel (b), is nearly identical to the first one, but differs in the output layer, which in this case is designed to classify the A-phases in three classes: A1, A2, and A3.
For the training of both CNN, the same set-up was used, which consisted in stochastic gradient descent with momentum equal to 0.9, initial learning rate was set to 0.01, the maximum number of epochs for training was 200. Training was performed using mini-batches with 128 observations at each iteration, and a loss function based on cross entropy with L 2 -regularization. It is worth mentioning that the final architecture as well as the parameter values were chosen based on experimentation with several alternatives.
Once the architecture was defined, it is important to prepare the data for training. As described above, two networks are a) b) trained for each subject using the log-spectrograms corresponding to the A-phase and N-phase segments. The first network is designed to distinguish between A-phases and Nphases; therefore, it will be trained using both kinds of segments (A and N). The second network is designed to determine the sub-type of a given A-phase; thus it will be trained using A-phases only. In order to avoid training bias due to the differences in the number of data samples in each class, the training data was balanced such that all classes had the same number of elements. To do this, the training set for classes with less data was augmented by copying randomly (with replacement) from the same set until all classes were equally represented.
Fig. 3 Proposed CNN architectures for A-phase classification

Results
In order to test the proposed methodology, we have trained and evaluated multiple ad hoc CNNs for each of the nine subjects from the Physionet database. One of the main questions that arise from this study is how many training data are required to obtain a competitive classifier, with respect to the accuracy rates achieved by previous studies (i.e., between 70 and 80%). To answer this question, we have trained the networks using different percentages of each subject's data, and evaluated the network with the remaining data. These percentages are 12.5, 25, 37.5, and 50%. Assuming that the sleep time for each subject is approximately 8 h, then the percentages of training data roughly correspond to 1, 2, 3, and 4 h of sleep time. However, training samples were chosen randomly for each subject from all of the data, not specifically from the first hours of sleep.
Classification of a/N-phases and A-sub-types
Two experiments were performed. In the first one, which will denoted as A/N, the goal is to distinguish between A-phases (regardless of their sub-type) and N-phases. In the second experiment, denoted as A1/A2/A3, the goal is to classify Aphases according to their sub-type (A1, A2, or A3); in this case, N-phases are not used either for training or testing. A total of 20 networks with the proposed architecture were trained for each experiment, for each subject and each percentage of training data. For each network, the training set was randomly chosen from the corresponding subject's data, while the remaining data (from the same subject) was used for evaluating the network's performance. Each training set is composed of a different number of samples from each class; however, training batches were chosen from the training data by sampling with replacement, so that the same number of samples from each class was used in each batch, avoiding biasing the network towards the most probable class. Once a network was trained, its classification accuracy was measured as the percentage of test segments that were correctly classified. For each experiment, subject, and training percentage, the average accuracy and its standard deviation were computed from the 20 runs. Results for both experiments are shown in Fig. 4 , whereas the average accuracy across the nine subjects is shown in Table 3 . In these experiments, the average training time per subject lies between 15 and 40 s with a Matlab implementation running under a single CPU thread, and depends on the number of training samples. With the aid of a modern GPU, training times can be even smaller.
For A/N classification, it is clear from Fig. 4a that even the smallest training percentage (12.5%) is enough to obtain competitive results (accuracy > 70%) for most subjects, with the notable exception being Subject 8. As expected, the accuracy increases as the percentage of training data is increased, reaching accuracies over 90% for some subjects. It is worth noting that 12.5% of each subject's data represents a very small number of EEG segments, which averages 50 segments per class, according to the lower section of Table 3 ; in contrast to previous works where a large number of data segments from many subjects are required to train the classifier (not to mention the need to compute a large number of features for each EEG segment).
On the other hand, results from A1/A2/A3 classification (Fig. 4b) do not follow such a regular pattern; in general, they show lower scores and large variations from one subject to another. This is due to a number of reasons: first, multi-class classification is usually a harder problem than binary classification and often requires larger amounts of training data; however, since only A-phases are used to train these classifiers, we are using approximately half the number of training samples that were used for the A/N classifiers. For instance, in the case of the A/ N classifiers, one can obtain a competitive score (80%) using approximately 100 training samples per class (around 25% of the data, see Table 3 ).
Retraining with expert-validated data
Results from the previous section suggest that the proposed deep network architecture is capable of achieving a competitive accuracy (> 70%) with as little as 100 training samples among all classes. This is roughly equivalent to annotating 1 h of EEG data for A/B classification, or 2 h of data for A1/A2/ A3 classification, from a polysomnographic recording of 8 h. On the other hand, accuracy percentages will, in average, increase as the expert annotates more segments, but this of course requires additional work from the expert.
One way to aid the expert in this task, is to train the network using a small set of training samples (e.g., ∼50 segments), and then use that network to classify the rest of the segments. Then, the expert could validate some of the classified segments, for instance, those segments for which the expert has a high certainty that they were correctly classified. This validation process should require less involvement from the expert than the annotated segments used for the initial training, since the user must only select some of the segments in which he or she agrees with the automatic classification. Once this has been done, the network can be re-trained with an extended data set composed of the original training set plus the expertvalidated samples.
In order to test this idea, another set of experiments were performed where, for each subject, a network was trained using only 12.5% of the subject's data, and then used to classify the remaining 87.5% of the segments. Expert-validation was simulated by choosing a certain percentage (between 20 and 50%) of the data that had been correctly classified by the network. Then, the network was re-trained using both the original training data and the expert-validated data, and reevaluated using the remaining data.
Results from these experiments are shown in Fig. 5 and summarized in Table 4 . In these results, the base case corresponds to a single training stage using 12.5% of the available data for each subject (50 training samples, in average), while percentages from 20 to 50% represent the amount of expertvalidated data that was used to augment the training set for a second training stage.
Discussion
A summary of the accuracy values reported for the methods mentioned in Section 1 is shown in Table 5 , as well as the accuracy values obtained with the proposed method. In the following paragraphs we discuss our results within this context. Note that, while different authors might focus on different subject groups and different segments of the whole-night 
Accuracy vs percentage of training data
Results obtained by an ad-hoc network for a given subject to classify A/N-phases suggest that the methodology proposed here is an appropriate strategy. Further, one could think that a similar amount of training samples per class would yield a similar score for the sub-type classifier; however, this means using a total of 300 training samples, which is approximately a 75% of the average number of A-phases which occur during a whole-night's sleep. In other words, for a given percentage of training data, the number of training data per class in the A1/A2/A3 classifier is roughly one third of the corresponding number for the A/N classifier. Moreover, the distribution of A1, A2, and A3 phases is quite unbalanced; for a given subject, there might not be enough A2 and A3 phases to meet the required 100 for each class. From these reasons, it should be clear why the sub-type classification is considerably harder, but in average, still benefits from a larger number of training samples, as the results in Compared with other published methods, it seems necessary to train our networks with at least 25% of the available data for each subject in order to achieve competitive results. Training with 50% of the data yields very good results, but with diminishing benefits in terms of the annotation time required from the expert scorer. In this case, retraining with expert-validated data might provide a better approach. 
Retraining with expert-validated data
For the A/N classifier, Fig. 5a shows that even with as little as 20% of expert-validated data, one obtains a significant increase in accuracy. However, using more than 20% does not seem to yield significant benefits as the average accuracy stalls at around 81%. In this case, it seems to be more beneficial to simply annotate more segments for the first training stage.
For sub-type classification, however, the results from retraining are very interesting. On one hand, the accuracy increases for most subjects as the re-training percentage increases. In all cases, re-training with at least 20% of expertvalidated data is highly beneficial. With only 20% of expertvalidated data, the proposed CNN achieves an average accuracy of nearly 79%, and the accuracy increases up to 88.32% with 50% of user-validated data. This is very encouraging since A-phase sub-type classification has been shown to be a difficult problem, where previous works using trained classifiers have reported accuracy values between 67 and 71% [39] [40] [41] . On the other hand, it is clear that the benefits of retraining with more than 20% of the data depend on each subject, particularly in the cases of subjects for whom the number of A2-and A3-phases is considerably less or considerably more than half the number of A1-phases, as with Subjects 2, 3, and4 in this study.
Conclusions
Two convolutional neural networks (CNNs) for the classification of EEG segments as A-phases or non A-phases, and the classification of A-phases according to their sub-type (A1/A2/ A3), have been introduced in this work. There are two important differences in the proposed method with respect to other methods proposed in the literature: first, instead of computing a number of static features for each EEG segment, we compute the log-spectrogram of the signal and treat it as the input image for the CNNs. Second, we propose to train an ad-hoc classifier for each subject; this approach requires some involvement from an expert but achieves more accurate results in only a fraction of the time required for the fully manual annotation.
The main findings are: (1) Semi-automatic A-phase annotation with assistance from an expert, using ad-hoc classifiers trained for each subject could provide a good alternative to fully automatic classifiers whose accuracy is limited. (2) The proposed approach is capable of producing competitive results when there is little involvement from the expert, and very good results with additional expert validation. (3) Results vary from subject to subject, but as a rule of thumb, results are consistent for those subjects for whom the ratio of the number of A2-and A3-phases with respect to the number of A1phases is close to 0.5.
It is important to recall that, in this work, it is assumed that the A-phase onset times are known beforehand. According to [35, 36] , A-phase onsets could be relatively easy to detect, either manually or automatically; however, given that Aphases are relatively sparse throughout the sleep time, the number of N-phase segments is, in practice, considerably larger than the number of A-phase segments, thus a considerable quantity of false positives can be expected. The A/N classifier could be then applied to filter out false positives, and then the A1/A2/A3 classifier can be used to detect the A-phase subtype, based on the first 4 s of the A-phase. With these ideas, we are currently working towards a more efficient semi-automatic A-phase annotation system.
