One crucial aspect that yet remains fairly unknown while can inform us about the behavior of deep neural networks is their decision boundaries. Trust can be improved once we understand how and why deep models carve out a particular form of decision boundary and thus make particular decisions. Robustness against adversarial examples is directly related to the decision boundary as adversarial examples are basically 'missed out' by the decision boundary between two classes. Investigating the decision boundary of deep neural networks, nevertheless, faces tremendous challenges. First, how we can generate instances near the decision boundary that are similar to real samples? Second, how we can leverage near decision boundary instances to characterize the behaviour of deep neural networks? Motivated to solve these challenges, we focus on investigating the decision boundary of deep neural network classifiers. In particular, we propose a novel approach to generate instances near decision boundary of pre-trained DNNs and then leverage these instances to characterize the behaviour of deep models.
INTRODUCTION
Despite the great success of deep neural networks (DNNs) in various areas [1] [2] [3] [4] [5] [6] , we still have limited knowledge and understanding of their decision making. This is mainly because DNNs are blackbox models and make decisions in an opaque fashion. One way to decipher the behaviour of DNN classifiers is by investigating their decision boundaries and their geometrical properties. This is Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). WSDM '20, February 3-7, 2020, Houston, TX, USA © 2020 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6822-3/20/02. https://doi.org/10.1145/3336191.3372186 particularly crucial for many safety and security applications such as self-driving cars whose DNNs are vulnerable to erroneous instances near their decision boundaries [8] . Systematic investigation of decision boundaries of DNNs, nevertheless, is understudied and fairly unknown. The main challenge hindering such investigation is generation of borderline (near decision boundary) samples that are from the same distribution with real samples (i.e., resemble original training instances). This itself stems from the fact that the input space of DNNs has usually high dimension, which makes searching for borderline samples a non-trivial task. Hence, our main research question in this work is how we can effectively generate borderline instances for a given pre-trained DNN? To answer this question, we propose a novel framework called Deep Decision boundary Instance Generation (DeepDIG) a high-level illustration of which is shown in Figure 1 . Given two classes of samples as well as a pretrained DNN model, DeepDIG is optimized to generate borderline instances near the decision boundary between the two classes i.e., generating instances whose classification probabilities for the two classes are as close as possible. We conduct extensive experiments and evaluate the working of DeepDIG.
PROPOSED METHOD
To generate borderline samples, we propose the framework Deep Decision boundary Instance Generation (DeepDIG), which is illustrated in Figure 1 . As shown in this figure, DeepDIG includes three major components. In the first component, we utilize an autoencoder-based method to generate targeted adversarial instances from a source class to a target class-See Figure 1 (I). In the second component, we employ another autoencoder-based adversarial instance generation on the first component's adversarial examples and consequently generate new adversarial instances predicted as the source class-See Figure 1 (II). Samples generated in the first and second components of DeepDIG are at the two sides of the decision boundary between two classes and are close to the decision boundary as well. Therefore, in the third component of DeepDIG, we feed these samples to a module named Borderline Instance Refinement, which based on a binary search algorithm refines and generates borderline instances near the decision boundary-See Figure 1 (III).
We leverage the borderline samples generated by DeepDIG and investigate the geometrical complexity of a DNN. To this end, we propose a novel metric call Borderline Trajectory Oscillation (BTO) described as follows. Between two generated borderline instanceŝ x i andx j we draw the trajectory t ×x i + (1 −t) ×x j where 0 ≤ t ≤ 1. Then we sample instances on this trajectory and record the variation from a class region to another as illustrated in Figure 2 . By doing so, we measure how complex a decision boundary is. For a given borderline samplex i we ranomly select 50 random samplesx j and Doctoral Consortium WSDM '20, February 3-7, 2020, Houston, TX, USA calculate average BTO. Finally we report the average BTOs across all borderline samples. We investigate the proposed framework DeepDIG against two datasets, namely MNIST [7] and FashionMNIST [9] . For each dataset, we train two deep neural network models including (a) a two-layer CNN (convolutional neural network) with output channel size 10, kernel size 3, and max pooling size 2, and (b) a two-layer fully connected network with hidden size 50. We investigate the decision boundary between classes '1' and '2' and 'Trouser' and 'Pullover', for MNIST and FashionMNIST, respectively. Experimental results are shown in Table 1 . The second column of Table 1 shows the absolute difference between the prediction probability of the two classes averaged for all borderline samples i.e., 1 n n i=1 |p s (x i ) − p t (x i )| wherex i is a borderline sample and n is the number of such samples. The small value for this measure, presented in Table 1 , shows that borderline samples are indeed very close to the decision boundary. In the third column of Table 1, we show the success rate of generating borderline samples (see component (III) of DeepDIG in Figure 1 ). As you can see, DeepDIG can successfully generate borderline instances. Calculated BTOs show that FCNs carve out less complex decision boundaries compared to CNNs. Ultimately, in Figure 3 , we demonstrate some of the borderline instances (chosen randomly) for MN IST C N N and FashionMN IST C N N . As shown in this figure, borderline instances are very similar to original instances.
CONCLUSION AND FUTURE DIRECTIONS
In this work, we presented a novel framework called DeepDIG to generate borderline instances for a given pre-trained model. Figure 3 : An illustration of generated borderline instances
Experimental results showed that DeepDIG can generate borderline samples quite effectively. Furthermore, we proposed a metric to shed light on geometrical complexity of decision boundary of DNNs. There are several important future directions that we plan to pursue. First, we intend to develop more advanced metrics to characterize the decision boundary of DNNs. Second, how we can leverage borderline instances to globally interpret a DNN's behaviour is an interesting research inquiry. Finally, we plan to extend DeepDIG beyond image (continuous) input space and generate borderline instances for discrete data as well e.g., text, graph and so on.
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