One of the initial steps in the preprocessing of remote sensing data is the atmospheric correction of the at-sensor radiance images, i.e., radiances recorded at the sensor aperture. Apart from the accuracy in the estimation of the concentrations of the main atmospheric species, the retrieved surface reflectance is also influenced by the spectral calibration of the sensor, especially in those wavelengths mostly affected by gaseous absorptions. In particular, errors in the surface reflectance appear when a systematic shift in the nominal channel positions occurs. A method to assess the spectral calibration of hyperspectral imaging spectrometers from the acquired imagery is presented in this paper. The fundamental basis of the method is the calculation of the value of the spectral shift that minimizes the error in the estimates of surface reflectance. This is performed by an optimization procedure that minimizes the deviation between a surface reflectance spectrum and a smoothed one resulting from the application of a low-pass filter. A sensitivity analysis was performed using synthetic data generated with the MODTRAN4 radiative transfer code for several values of the spectral shift and the water vapor column content. The error detected in the retrieval is less than Ϯ0.2 nm for spectral shifts smaller than 2 nm, and less than Ϯ1.0 nm for extreme spectral shifts of 5 nm. A low sensitivity to uncertainties in the estimation of water vapor content was found, which reinforces the robustness of the algorithm. The method was successfully applied to data acquired by different hyperspectral sensors.
Introduction
Imaging spectrometers are being increasingly used in the remote sensing of the Earth system processes. The large amount of narrow observation channels makes hyperspectral sensors a useful tool for exploitation of the information contained in discrete absorption features of both atmosphere and surface constituents. The depth, shape, and spectral location of these features are key variables in the characterization of the corresponding natural species in either solid, liquid, or gaseous states. Therefore an accurate spectral and radiometric calibration is needed to guarantee the reliability of the extracted information.
The spectral and radiometric calibration is usually performed in a laboratory (preflight calibration). However, the instrument performance might change after launch into space or after installation in an aircraft, because of processes such as outgassing, aging of optical or electronic components, and misalignment due to mechanical vibrations. In particular, spectral shifts and channel broadenings are very likely to appear in detector arrays mounted in the focal plane of imaging sensors.
Thus postlaunch calibration campaigns are often conducted to check the accuracy or stability of the laboratory calibration. [1] [2] [3] [4] [5] For broadband sensors with channels in the atmospheric window regions, such as Landsat-TM or Systeme Probatoire pour l'Observation de la Terre (SPOT), small changes in the spectral properties would be difficult to detect. Investigations are restricted to an update of the absolute radiometric calibration.
A different situation exists for hyperspectral instruments 6 -9 with typical narrow bandwidths of 5-15 nm. These instruments cover large contiguous parts of the solar spectrum, and the recorded radiance signature contains the absorption features of atmospheric gases (e.g., 760 nm oxygen absorption, 940 nm water vapor absorption). Small shifts of the center wavelength of those channels located in atmospheric absorption regions will lead to errors in the retrieved surface reflectance, usually perceptible images, i.e., radiances recorded at the sensor aperture, by the appearance of spikes and dips in the spectra.
An accurate analysis of the influence of spectral shifts in the registered at-sensor radiance is made in Ref. 10 . Simulated data with a systematic spectral shift of 1 nm for channels of 10 nm full width at half-maximum (FWHM) showed associated errors in the measured radiance of up to Ϯ25% in strong water vapor absorption bands. Similar results are presented in Ref. 11 . Recent work by Gao et al. 12 presented a method to detect spectral shifts in spectrometers, using a spectrum-matching technique applied to at-sensor radiances, with atmospheric absorption features as a reference.
This contribution presents a method to evaluate spectral shifts in hyperspectral sensors. Our approach is closely coupled to the atmospheric correction procedure. The resulting surface reflectance spectra are not only free from the atmospheric distortion, but also free from the errors caused by systematic spectral shifts. In this way, spectral shifts are calculated on the basis of surface reflectance instead of on a radiance basis. This simplifies the modeling problem and speeds up the process considerably, without a perceptible loss of accuracy.
The main assumption is that the spectral shift may change in the across-track direction of the acquired image line, but that the nominal bandwidths remain constant. Nonlinear effects in the spectral calibration usually occur in pushbroom sensors, built with CCD area arrays, owing to the "smile" effect. 13 A CCD matrix measures a spatial image line in one of its dimensions and in the other dimension it measures the spectrally dispersed radiance for each pixel along the image line. This causes nonlinear features in the spectral response of the detector arrays placed in the focal plane. Detectors in the extreme of the array may have different behaviors from those located in the center leading to a change in the value of the spectral shift along the across-track direction. On the other hand, spectral shifts are expected to be constant for whiskbroom sensors, built with linear detector arrays, in which the image scan line is acquired by the rotation and oscillation of a scan mirror. However, nonlinear behavior might also appear due to manufacturing or alignment errors.
The basis of the method is a 1D optimization procedure that minimizes the errors in the estimates of surface reflectance as a function of the spectral shift. These errors manifest themselves as spikes and dips in the spectra appearing around gaseous absorptions after atmospheric correction of the at-sensor radiances. Each step of the iterative optimization procedure varies the value of the shift with respect to the nominal channel wavelength centers. When the highresolution atmospheric parameters used in the atmospheric correction are convolved with the updated band configuration, the errors in the surface reflectance disappear to a large extent.
Therefore the output of the procedure is not only the characterization of the spectral performance of the instrument, but also the surface reflectance free from the distortion caused by a potentially inaccurate spectral calibration. A detailed description of the method, a sensitivity analysis, and the results obtained from the application to a set of different hyperspectral sensors are presented in this paper.
Methodology
In the case of perfectly calibrated hyperspectral sensors, the only cause of error spikes in atmospherically corrected spectra would be a possible misevaluation of the gaseous concentrations in the atmospheric correction, commonly H 2 O, but also O 2 and CO 2 . However, if an accurate water vapor retrieval is performed on a pixel-by-pixel basis, the spikes are most likely caused by a systematic shift in the position of the channel center wavelengths.
The usual procedure in atmospheric correction is to use radiative transfer codes to calculate the atmospheric radiance and transmittance functions needed for the evaluation of the atmospheric contribution to the at-sensor radiances. Those codes produce high spectral resolution outputs that have to be convolved with the spectral response function of each channel. Then the resulting resampled functions are used in the retrieval of the surface reflectance from the atsensor data. The proposed idea is to calculate the spectral shift that would produce the smoothest surface reflectance spectra when applied to the convolution with the channel response functions in the generation of the atmospheric parameters. The determination of the shift is made by a 1D optimization procedure that minimizes the difference between a spiky shifted spectrum and the corresponding smoothed reference spectrum, the spectral shift being the variable of the inversion.
The first step is to calculate an average spectrum from all the pixels in the same along-track line, to have a representative sampling of the sensor performance in the across-track direction. Images with a large spectral contrast in either the along-track or the across-track directions (e.g., scenes with mixed land and water targets) must not be used, as the average spectra would not be statistically representative. In this way, a vector of spectra representing the average spectral signature in the across-track direction is obtained. The procedure described hereinafter is applied to all of those averaged spectra.
It starts with the atmospheric correction of the measured at-sensor radiances. The usual Lambertian assumption 14 is made to formulate the spectral at-sensor radiance L,
where is the surface reflectance, L 0 is the path radiance for a black ground, E g is the global flux (i.e., direct plus diffuse) on the ground, and dir and dif are the direct and diffuse transmittances (ground to sensor), respectively. The required reflectance can be easily obtained by the inversion of Eq. (1). The water vapor column content in the scene can be estimated by using one of the available water vapor retrieval algorithms 15, 16 adapted to the particular band configuration of the sensor. In our implementation, the water vapor column is calculated from the image using the atmospheric precorrected differential absorption (APDA) algorithm 15 on a pixel-bypixel basis. As will be shown later, a precise value of the spectral shift can also be calculated with a rough water vapor column estimate ͑Ϯ0.5 g cm
Ϫ2
͒. This means that a high accuracy in the water vapor column content is not a strict requirement in the determination of the shift, as the computation is based on the reference spectrum smoothness in relative terms. Therefore major error spikes caused by a spectral miscalibration will be eliminated, but some residual spikes or dips might be retained in case of an inaccurate water vapor column estimate. This is an important issue, since the water vapor retrievals might be affected by the underlying spectral shift for extreme values. Thus the estimation of the water vapor from external sources, such as ground measurements when available, would be recommended when a strong miscalibration was expected.
Aerosols are not as significant as water vapor in the appearance of punctual errors because their contribution does not cause signal modifications at specific wavelengths, but they affect a spectrum in a continuous way over a wide spectral region. Thus climatology values of aerosol total loading and aerosol type can be assumed in those cases where the interest is only in the spectral shift calculation and not in the surface reflectance retrieval itself.
Once atmospheric parameters are specified, we use the MODTRAN4 radiative transfer code, 17 setting the spectral resolution to 1 cm
Ϫ1
, to calculate L 0 , E g , dir , and dif in Eq. (1) for all the average along-track pixels in the across-track direction. This code has been chosen here because of its high spectral resolution and its rigorous formulation of the coupling between atmospheric absorption and scattering.
The hyperspectral output from MODTRAN4 is convolved to the nominal band configuration. The resulting surface reflectance spectrum is likely to present artifacts in the vicinity of atmospheric absorption bands, partially or totally because of a systematic spectral shift in the focal plane array. To have a reference for the calculation of the spectral shift ␦, this first spectrum is smoothed using a low-pass filter,
where i smooth is the surface reflectance in the channel number i after the application of the filter, and N is an odd integer number giving the number of neighbors to be averaged. We chose N ϭ 5 because it is enough for a proper smoothness of the spectrum without losing the original shape. The spectrum i smooth is highly independent of ␦ because of the application of the filter. Figure 1 shows the results of the atmospheric correction of a MODTRAN4 synthetic at-sensor radiance spectrum, compared with an atmospheric transmittance spectrum. The band configuration corresponds to standard hyperspectral specifications, with bandwidths of approximately 10 nm. A systematic spectral shift of 2.0 nm was added in the generation of the at-sensor radiance. The resulting surface reflectance spectrum obtained using the shifted channels (offset curve) presents errors in the surroundings of gaseous absorption bands. The strong water vapor absorption channels centered at 1400 and 1900 nm were removed from the plot because the signal at those wavelengths is often very low and noisy. The theoretical (shift-free) spectrum is also plotted, jointly to the smooth spectrum after applying Eq. (2) showing a very good agreement.
The smoothed spectrum is taken as a reference in the calculation of the spectral shift that is retrieved by means of an optimization procedure: the merit function 2 to be minimized is
where i surf ͑␦͒ is the surface reflectance in channel i calculated assuming a spectral shift of ␦, and N c is the number of channels in the spectrometer, skipping those affected by the strongest absorptions, i.e., those located in the spectral ranges 1300-1500 nm and 1800-2000 nm.
The inversion is performed in an iterative way, in which each iteration varies the value of ␦. The shifted channel filter function is used in the resampling of the MODTRAN4 output. The initial at-sensor radiance spectrum extracted from the image is used to calculate a Fig. 1 . Surface reflectance spectrum derived from a synthetic at-sensor radiance spectrum (where a ϩ2.0 nm spectral shift was added to a typical hyperspectral sensor band setting) before and after applying the smoothing given in Eq. (2). The reflectance spectrum obtained using the shifted wavelengths is offset by ϩ20% for clarity. The thin curve corresponds to the atmospheric transmittance spectrum for the same configuration. different i surf ͑␦͒ during each iteration, following the procedure previously described: The hyperspectral output from MODTRAN4 is convolved with the channel response functions to derive the atmospheric variables appearing in Eq. (1) that are used to transform from at-sensor radiance to surface reflectance. Response functions S i ͑; ␦͒ are simulated using Gaussian functions as it is usually done in the case of imaging spectrometers, (4) where c ͑i͒ is the nominal center wavelength of channel i, C is a constant that has to be initially adjusted according to normalization criteria, and i is the nominal FWHM of channel i. Note the ␦ dependence in the S i ͑; ␦͒ calculation. The final output of the inversion is the value of ␦ that provides the smoothest surface reflectance spectrum. A flow chart describing the whole process is displayed in Fig. 2. 
Sensitivity Analysis

A. Synthetic Data Set
A detailed sensitivity analysis 18 of the algorithm performance was performed to assess the method's robustness against extreme values of the spectral shift and uncertainties in the water vapor column content.
A total of 100 radiance spectra were generated according to Eq. (1) with the HyMap (Ref. 6) 2003 band configuration. We selected the HyMap sensor for the sensitivity analysis because it covers a wide wavelength range (ϳ400 -2500 nm) separated in four different spectrometers, and their spectral specifications are representative of most spectrometers currently used in remote sensing. In the 2003 configuration, the four HyMap spectrometers cover the regions 438 -874 nm, 878 -1340 nm, 1404 -1807 nm, and 1951-2483 nm, with an average bandwidth of approximately 15 nm. Most of the results obtained for this configuration can be extrapolated to other sensors with a similar or smaller wavelength sampling. Constant spectral shifts in the band centers ranging from Ϫ5 to ϩ5 nm in 0.1 nm steps were added in the four spectrometers. The atmospheric quantities (path ra- Fig. 3 . Estimation of the relative error in the surface reflectance caused by different values of the spectral shift (expressed in nanometers) for the particular inputs used in the generation of the synthetic data set given in Section 3. diance, transmittance, global flux) were calculated with the MODTRAN4 code. The input parameters were a flight altitude of 4 km, ground elevation at 0.7 km above sea level (ASL), a solar zenith angle of 25°, a mid-latitude summer atmosphere with a 23 km visibility for aerosols, and 1.6 g cm Ϫ2 of water vapor column content. A mixed spectrum, built with a linear combination of one bare soil and one pure vegetation spectra, was selected as the input surface reflectance spectrum.
The relative error in surface reflectance caused by the simulated shifts of HyMap channels in such a configuration is displayed in Fig. 3 . Large errors of up to 55% are reached in the strongest water vapor absorption bands centered at approximately 1400 and 1900 nm. This fact justifies that they are not taken into account in the computation of the merit function in Eq. (3). Important errors up to 20% are also found in weaker absorption bands across the 400-2500 nm wavelength range, mostly due to water vapor, but also to oxygen ͑around 760 nm͒ and carbon dioxide ͑around 2000 nm͒.
B. Validation of the Smoothing Approach
To quantify the validity of using the smooth spectrum as a reference for the calculation of the shift, an error function ͑␦͒ evaluating the deviation between the smoothed spectrum and the real spectrum has been defined as 
where i theor is the theoretical spectrum used as the input in the simulations. The values of ͑␦͒ calculated for the simulated data set are plotted in Fig. 4 . It can be stated that the smoothing approach works better for small values of the shift, while the deviation grows with the absolute value of the shift almost linearly. This is because the largest error spikes and dips cannot be removed by a simple low-pass filter but need more complex strategies. An example of those small residuals is displayed in Fig. 1 , near the regions of 920, 1000, and 1100 nm.
Most of the spectral range covered by the spectrometers is used in the computation of the merit function to be minimized. Bands affected by the residuals of the spikes are only a small fraction of all bands. The method works in relative terms, searching for the shift that achieves a maximum removal of errors in the reflectance spectrum. Therefore round shapes in the smoothed spectrum do not introduce a large error in the retrievals, because these are a valid reference for the comparison with a sharp peak.
C. Sensitivity to Spectral Shift
The method was then applied to the synthetic data set, assuming a perfect water vapor retrieval (water vapor content was set to the input value of 1.6 g cm Ϫ2 ), to focus only on the method's capabilities for spectral shift discrimination. Results are plotted in Fig. 5 . A comparison between the input theoretical spectral shift and the retrieved values is shown for each one of the four HyMap spectrometers.
The worst performance of the method occurs for the largest values of ␦. For ␦ near the extreme value of 5.0 nm, the deviation between the theoretical and the retrieved shifts may be approximately Ϯ1.0 nm, and some saturation trends appear in the retrievals. This is an a priori expected behavior, as such large spectral shifts lead to the loss of an important part of band information content. ␦ values higher than 3 nm are unusual in the real case, according to the current technical specifications 5 in sensor design. For ␦ values up to 2 nm, the spectral shift is generally retrieved to within an uncertainty range of Ϯ0.2 nm.
The retrievals for the third spectrometer are less accurate than for the others. The reason is that there are no small or medium absorption features in the wavelength range covered by this spectrometer. Only the two strong absorption features centered at 1400 and 1900 nm are present, which are not taken into account in the shift evaluation due to the difficulties in measurements and radiative transfer calculations in those bands. This means that there are no reference absorption bands to be used for the discrimination of spectral shift. However, since the absence of those reference absorptions also results in a smaller dependence on the spectral shift in the measurements made by this spectrometer, a poorer evaluation of the spectral shift can be tolerated. It will only have a minor effect on the retrieved surface reflectance in this spectral region.
D. Sensitivity to Water Vapor
To check the dependence of the shift retrievals on water vapor uncertainties, a similar analysis was performed for several water vapor contents, with a simulated error of up to 0.6 g cm Ϫ2 (1.0, 1.4, 1.6, 1.8, and 2.0 g cm Ϫ2 water vapor column contents were used). The root mean square deviation (RMSD) was used for a quick comparison of the results for different water vapor amounts and HyMap spectrometers, accounting for the deviation between theoretical and retrieved values.
The values of the RMSD for five different water vapor contents are displayed in Table 1 . It confirms that the spectral shift retrievals are not dependent on the estimated water vapor content in the general case, because the method works to minimize the errors in the surface reflectance caused by a spectral shift, disregarding the water vapor miscalculation. Very small values of the RMSD are obtained for spectrometers 1, 2, and 4, independently of the input water vapor. Again, the situation is different for spectrometer 3, as the results are highly dependent on the water vapor due to the lack of reference absorption channels. This translates into large values of the RMSD for this spectrometer when the water vapor column content deviates significantly (1.0 and 2.0 g cm Ϫ2 cases) from the 1.6 g cm Ϫ2 value used in the simulation, a factor of 2-4 larger than the values obtained when water vapor values are closer to the input value (cases 1.4 and 1.8 g cm
Ϫ2
). Figure 6 shows a comparison between simulated and retrieved ␦ values for a water vapor in retrievals of 1.0 g cm
. It can be stated that the performance of the method is quite similar to the ideal case of 1.6 g cm
, except for the third spectrometer, as we already discussed, where the deviation is very important.
Because of such an underestimation of water vapor content, the resulting surface reflectance spectrum will present large miscorrected absorption features, especially in the wavelengths more affected by water vapor. However, even inside these bands, the smoothness in the shift-corrected spectrum is important compared with the spectrum affected by the systematic shift. Apart from the third spectrometer case, the method works consistently in the retrieval of the spectral shift, even under conditions with a large water vapor uncertainty, which proves the reliability and robustness of the approach.
Results
A. Available Data Set
The methodology described has been applied to remotely sensed data acquired by a number of hyperspectral instruments with different specifications. The same technique was applied to different scenes of the airborne visible infrared imaging spectrometer (AVIRIS), 7 operated by the NASA Jet Propulsion Laboratory (JPL). It delivers calibrated images of the upwelling spectral radiance in 224 contiguous spectral channels, allowing it to cover the entire range between 380 and 2500 nm, separated in four different whisk-broom spectrometers (0.37-0.68, 0.66 -0.92, 0.93-1.26, and 1.25-2.51 m, respectively). It is claimed to be calibrated to within 1 nm.
The method was also applied to data acquired by the reflective optics system imaging spectrometer 8 (ROSIS) in its 2003 configuration. The sensor works following a push-broom principle, making use of a CCD array for imaging simultaneously 115 spectral Finally, to assess the validity of the method in the preprocessing of not only airborne sensors, but also spaceborne sensors, it was applied to data from the compact high-resolution imaging spectrometer (CHRIS), onboard the European Space Agency (ESA) Project for Onboard Autonomy (PROBA) 9 CHRIS operates in a push-broom mode over the visible and near-infrared bands from 400 to 1050 nm, and can measure in 62 spectral bands with a minimum spectral sampling interval between 1.25 nm (at 400 nm) and 11 nm ͑at 1000 nm͒.
B. HyMap Imagery
Within the framework of a European airborne campaign in 2004, the HyMap spectrometer collected imagery of approximately 100 flight lines in different countries. The campaign was conducted by Deutsche Forschungsanstalt fur Luft und Raumfahrt (DLR), which also processed the level 2 (orthorectified, atmospherically corrected) data. For a check of the spectral calibration, a certain number of scenes, separated by a few days, was chosen. Then, from each of these scenes, four to eight homogeneous targets were manually selected. Boxes of typically 5 ϫ 5 pixels ͑up to 9 ϫ 9 pixels͒ were placed in these fields (asphalt, concrete, soil, and dry vegetation) and the corresponding box-averaged surface reflectance and digital number (DN) (scaled at-sensor radiance) spectra were saved as files. The surface reflectance spectrum of each target was calculated with the ATCOR code 19, 20 based on lookup tables derived from the MODTRAN4 code according to the estimated or measured visibility. The water vapor column was calculated from the image data itself employing the APDA algorithm 15 on a per-pixel basis. The method starts with the original laboratory-based calibration file and iterates with the algorithm explained in Section 2 to obtain the final channel center wavelengths.
The spectral calibration of the four HyMap spectrometers is depicted in Fig. 7 . It was calculated from a scene near Wessling, Germany ͑latitude ϭ 48.02°north, longitude ϭ 11.28°east), acquired 7 June 2004. The solar zenith angle was 32.1°, the solar azimuth was 226.8°heading north, the flight altitude was 2.59 km ASL, and the ground elevation was 0.6 km ASL. The main point to be noted is that the spectral shift is nearly constant in the across-track direction, as it is expected for whiskbroom instruments. The different performance of the method for the four spectrometers is also noticeable, and the conclusions extracted from the sensitivity analysis are confirmed to a large extent: the largest fluctuations in the shift value across the samples are found in the third spectrometer. This is explained by the lack of absorption bands to be used as a reference in the computation of the shift. The retrieved curves are smoother for the other spectrometers, especially in the first and the second spectrometers. Figure 8 shows a comparison between surface reflectance derived before and after updating the spectral calibration, from the same Wessling scene. For demonstration and visual clarity, results are only shown in a smaller spectral region covered by HyMap's spectrometer 2. The thin curve corresponds to HyMap-derived spectra based on the laboratory wavelength file as supplied by Integrated Spectronics, and the thick curve presents the results obtained after spectral recalibration. The spectral shifts of the center wavelengths are Ϫ1.3 nm with respect to the original laboratory calibration. The reflectance errors near 0.94 and 1.13 m (atmospheric water vapor absorption regions) are successfully removed after reca- Fig. 8 . Surface reflectance spectra in HyMap spectrometer 2 for a concrete field and a bare soil target from the Wessling scene for a concrete field (top curves) and a bare soil target (bottom curves). The dashed line and the shaded area represent the average over the ASD ground radiometer measurements and its standard deviation. An interesting issue is the temporal stability of a sensor's spectral calibration. As an example, Fig. 9 shows the spectral shift of HyMap's spectrometer 2 as a function of the day of the European campaign 2004, which started on 18 May 2004. The spectral shift is nearly constant, i.e., Ϫ1.2 nm ͑Ϯ0.2 nm standard deviation) over a time period of approximately 3 months. In that period the instrument was installed and deinstalled in two different DLR aircraft with a short break of 2 days, so the spectral calibration behaved remarkably stable in different aircraft environments. The curve with symbols presents the spectral shift calculated from specific scenes of the campaign. For each date, the wavelength shift is the average value of five to eight target fields per scene. The dashed line indicates the mean shift value calculated for all scenes. The shaded area marks the estimated error due to water vapor uncertainties, and the dotted lines indicate the error margin due to the standard deviation of the wavelength shifts computed for the scenes.
C. AVIRIS Imagery
Selected results are presented here for an AVIRIS image acquired on 16 September 2000 near Los Angeles, California. The flight altitude was 20 km ASL, heading west, the ground elevation was 0.1-km ASL, and the solar zenith and azimuth angles were 41.2°and 135.8°, respectively. Figure 10 shows a comparison of the results of the spectral recalibration for a soil and a vegetation target. Only part of the spectrum is shown for better visual comparison. The spectral shift value calculated for the four spectrometers is 0.1, Ϫ1.11, Ϫ0.88, and Ϫ0.21 nm. Although no simultaneous ground measurements were available, the recalibrated spectra show the expected corrected trends, i.e., an improved smoother performance in regions of atmospheric absorption, compared to the errors at 0.76, 0.94, and 1.13 m due to oxygen and water vapor absorption. These errors removed in the recalibrated spectra.
D. ROSIS Imagery
The ROSIS acquisitions we used correspond to the spectra Barrax (SPARC) field campaign, 21 held in the Barrax study site (southeast of Spain, latitude 39.05°n orth, longitude 2.1°west) and funded by the European Space Agency. Four ROSIS flight lines were acquired on 12 July 2003 over a flat agricultural area ( 0.7 km ASL) consisting of different vegetation crops and bright bare soil surfaces.
Concerning the spectral shift evaluation, the RO-SIS sensor is affected by the "smile" effect because of the use of a CCD 2D array. Figure 11 displays the spectral shift in the cross-track direction for ROSIS. A considerable variation of the spectral shift across the samples can be stated for ROSIS in its 2003 spectral configuration. In particular terms, a difference of approximately 0.5 nm is found between the two edges, with a maximal deviation of 0.7 nm.
Results of the correction for that spectral shift are shown in Fig. 12 , for typical vegetation and soil reflectance spectra. Nominally, the spectral range covered by ROSIS is 0.38-0.83 m, but severe calibration problems in the blue bands indicate that wavelengths smaller than 0.5 m should not be used. In the resulting spectral range ͑0.50-0.83 m͒ the only important atmospheric absorption is due to the oxygen band centered at 0.76 m. Thus this is the Fig. 10 . AVIRIS spectra before and after recalibration for vegetation and bare soil targets. absorption feature driving the spectral shift calculation. It can be stated that the strong spike due to oxygen disappears after the recalibration which shows the robustness of the method even with only one reference absorption feature as may occur in narrow wavelength ranges.
E. PROBA͞CHRIS Imagery
As in the case of ROSIS, scenes were also acquired during the SPARC campaign. Data were taken in CHRIS operation mode 1, i.e., 62 spectral bands and 34 m per pixel. Even though CHRIS is built with 2D CCD arrays, the design of the instrument was intended to avoid the smile effect. The successful performance of that design across the 385 pixels in the cross-track direction can be checked in Fig. 11 . The change in the spectral shift is approximately 0.2 nm between the edges of the spectrometer, which is considerably smaller than the large cross-track dependence found for ROSIS. It must be noted that the small change in the performance around pixel 230 is probably caused by a small defect in the slit.
The results of both the atmospheric correction and the spectral shift correction for vegetation and a bare soil surface are displayed in Fig. 13 . Again, the most noticeable achievement is the removal of the large spike due to oxygen absorption. Some smoothing is also found around the water vapor absorption band centered at 940 nm. It must be noted that the CHRIS radiometric absolute calibration has also been updated using a set of gain factors calculated in a separate process, related to atmospheric correction as well. Several small artifacts in spectral regions not affected by noticeable gaseous absorptions were removed in that way. These errors were not modified by the spectral shift correction, a fact that was a priori expected, as the method considers the spectral shift as constant over the array, without producing a particular hypothesis for individual bands, and without accounting for noise effects.
Summary
A method for the evaluation of systematic spectral shifts from hyperspectral data has been presented. The fundamental basis for the spectral shift calculation is the removal of errors in the surface reflectance estimates that appear in the neighborhood of gaseous absorption spectral features when shifts in the channel center wavelengths are present. An iterative procedure is presented to find the value of the spectral shift that leads to the smoothest surface reflectance spectrum when it is applied to the convolution of the hyperspectral output from radiative transfer codes in the atmospheric correction procedure. This strategy couples the assessment of the spectral calibration with the atmospheric correction of the data, so that the final product is the surface reflectance that is free from both atmospheric influence and possible distortions due to calibration.
A sensitivity analysis was first performed with the aim of validating the method and determining its limitations. MODTRAN4 synthetic data were used to produce a set of at-sensor typical hyperspectral radiance spectra with variable spectral shifts and water vapor column contents. The application of the technique to this data set showed that the method is rather independent of water vapor estimations for the atmospheric correction, apart from wavelength ranges where there are no gaseous absorption bands available as a reference. The error in the retrieval is less than Ϯ0.2 nm for spectral shifts smaller than 2 nm, and less than Ϯ1.0 nm for extreme spectral shifts of 5 nm.
The method was applied to both airborne instruments (HyMap, AVIRIS, and ROSIS) and spaceborne (PROBA͞CHRIS) real data. In all the cases errors around atmospheric absorption bands were successfully reduced or removed, demonstrating the robust- Fig. 12 . ROSIS spectra before and after recalibration for vegetation and bare soil targets. Fig. 13 . PROBA͞CHRIS spectra before and after recalibration for vegetation and bare soil targets. ness of the method to different sensors, band configurations, spectral calibrations and acquisition geometries. The stability of the spectral calibration in the cross-track direction was also evaluated for the different spectrometers. A good agreement with theory predictions for either whisk-broom or push-broom sensors was found.
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