We prove that a cubic graph with m edges has an induced matching with at least m/9 edges. Our result generalizes a result for planar graphs due to Kang, Mnich, and Müller (Induced matchings in subcubic planar graphs, SIAM J. Discrete Math. 26 (2012) 1383-1411) and solves a conjecture of Henning and Rautenbach (Induced matchings in subcubic graphs without short cycles, to appear in Discrete Math.).
Introduction
We consider finite, simple, and undirected graphs and use standard terminology and notation. An induced matching of a graph G is a set M of edges of G such that every two vertices of G that are incident with distinct edges in M have distance at least 2 in G. The maximum number of edges in an induced matching of G is the strong matching number ν s (G) of G. The minimum number of induced matchings of G into which the edge set of G can be partitoned is the strong chromatic index χ ′ s (G) of G. The strong matching number and the strong chromatic index are analogs of the classical notions of the matching number ν(G) and the chromatic index χ ′ (G) of a graph G, respectively. While matchings in graphs are very well understood [11, 14] and the matching number can be determined efficiently [5] , Stockmeyer and Vazirani [13] proved the computational hardness of the strong matching number. Their result was strengthened in many ways and restricted graph classes where the strong matching number can be determined efficiently were studied [2, 3, 4, 7, 12] . Similarly, the chromatic index of a graph is much better understood than its strong variant. While χ ′ (G) of a graph G of maximum degree ∆(G) is either ∆(G) or ∆(G) + 1 [15] , Erdős and Nešetřil [6] posed the
and Horák, Qing, and Trotter [9] showed χ ′ s (G) ≤ 10 for graphs G of maximum degree at most 3. Note that for a cubic graph G of size m(G), this last result implies
In the present paper we strengthen this inequality further by proving the following.
Theorem 1 generalizes a recent result of Kang, Mnich, and Müller, Corollary 3 in [10] , who proved the same bound for cubic planar graphs. Furthermore, it solves a conjecture posed by Henning and Rautenbach [8] .
Let the graph K + 3,3 arise from K 3,3 by subdividing one edge once. The connected graph G that arises from the disjoint union of four copies of K Our Theorem 1 is a consequence of the following more detailed result.
Theorem 2 If G is a subcubic graph of order n(G), then 
Our proof of Theorem 2 is constructive and leads to a linear time algorithm to determine an induced matching of the guaranteed size as we will explain below. While the proof in [10] is extremely involved, our proof of Theorem 2 is quite simple. One reason for this simplicity is probably the fact that we express the lower bound on the strong matching number in terms of the order. Since the strong matching number is the cardinality of an edge set, it might seem more natural to express this lower bound in terms of the size as in [10] . Nevertheless, edges that are incident with low degree vertices should contribute more to the strong matching number and our lower bound that is essentially linear in the order implicitly captures this intuitive idea.
In Section 2 we prove Theorem 2 and in Section 3 we conclude with some related results and problems.
Proof of Theorem 2
For a contradiction, we assume that G is a counterexample of minimum order, that is,
The minimality of G implies that G is a connected graph of order at least 7, that is, i(G) = n 
Proof of Claim 1: For a contradiction, we assume that G has a subgraph H that is isomorphic to K 
, which is a contradiction. ✷ A vertex of degree 1 is an end-vertex.
Claim 2 The neighbor of an end-vertex has degree 3.
Proof of Claim 2: For a contradiction, we assume that u is an end-vertex of G whose unique neighbor v has degree 2 in G.
Since every induced matching of G ′ together with the edge uv is an induced matching of G, we
Claim 3 No two end-vertices have a common neighbor.
Proof of Claim 3: For a contradiction, we assume that the two end-vertices u 1 and u 2 have the common neighbor v.
Since every induced matching of G ′ together with the edge u 1 v is an induced matching of G, we conclude
Claim 4 No two end-vertices have distance 4 in G.

Proof of Claim 4:
For a contradiction, we assume that u 1 v 1 wv 2 u 2 is a shortest path in G between the two end-vertices u 1 and
Since every induced matching of G ′ together with the edges u 1 v 1 and u 2 v 2 is an induced matching of G, we conclude
Proof of Claim 5: For a contradiction, we assume that u is an end-vertex in G. Let v be its neighbor. By Claim 2, v has degree 3. We denote the two neighbors of v distinct from u by w 1 and w 2 . Let G ′ = G − N G [v] . By Claims 3 and 4, we obtain i(G ′ ) ≤ 2. Since every induced matching of G ′ together with the edge uv is an induced matching of G, we Proof of Claim 6: For a contradiction, we assume that u 1 and u 2 are two adjacent vertices of degree 2. 
Proof of Claim 7:
For a contradiction, we assume that u is a vertex of degree 2 that has two adjacent neighbors v 1 and v 2 . By Claim 6, the degrees of v 1 and v 2 are 3. Let
. By Claim 5, we obtain i(G ′ ) ≤ 1. Since every induced matching of G ′ together with the edge uv 1 is an induced matching of G, we conclude
, which is a contradiction. ✷
Claim 8 No vertex of degree 2 is contained in a cycle of length 4.
Proof of Claim 8:
For a contradiction, we assume that uv 1 wv 2 u is a cycle of length 4 in G such that u is a vertex of degree 2. By Claims 6 and 7, the vertices v 1 and v 2 are not adjacent and both of degree 3. Let z be the neighbor of v 1 distinct from u and
. Every induced matching of G ′ together with the edge uv 1 is an induced matching of G. Therefore, if i(G ′ ) ≤ 1, then we obtain a similar contradiction as above. This implies i(G ′ ) ≥ 2. By Claim 5 and since there are at most
, we obtain that i(G ′ ) = 2 and that the two isolated vertices of G ′ , say s 1 and s 2 , have degree 2 in G. This implies that G is a uniquely determined graph of order 7. Furthermore, we may assume that N G (s 1 ) = {z, v 2 } and N G (s 2 ) = {z, w}. Since {uv 2 , s 2 z} is an induced matching of G, we
6 , which is a contradiction. ✷ Claim 9 G is cubic.
Proof of Claim 9:
For a contradiction, we assume that the vertex u has degree 2 in G. Let v 1 and v 2 be the neighbors of u. By Claims 6 and 7, the vertices v 1 and v 2 are not adjacent and both of degree 3. Let w 1 and w 2 be the neighbors of v 1 distinct from u. Let s 1 and s 2 be the neighbors of v 2 distinct from u. By Claims 7 and 8 all seven vertices u, v 1 , v 2 , 
. By symmetry, we obtain i(G ′′ ) = 2 and that w 1 and w 2 are the two isolated vertices of G ′′ . This implies that G has order 7. By Claim 1, we may assume that w 1 and s 2 are not adjacent. Now {v 1 w 1 , v 2 s 2 } is an induced matching of G, we obtain ν s (G) ≥ 2 > n(G) 6 , which is a contradiction. ✷ Let g(G) denote the length of a shortest cycle of G.
Claim 10 g(G) > 3.
Proof of Claim 10: For a contradiction, we assume that
. By Claim 9 and since there are at most five edges between
, we obtain i(G ′ ) ≤ 1. Since every induced matching of G ′ together with the edge v 1 v 2 is an induced matching of G, we obtain a similar contradiction as above. ✷ Claim 11 g(G) > 4.
Proof of Claim 11:
For a contradiction, we assume that v 1 v 2 v 3 v 4 v 1 is a cycle of length 4 in G. By Claims 9 and 10, the vertex v i has a neighbor w i outside of {v 1 , v 2 , v 3 , v 4 }. By Claim 10, the vertices w 1 and w 2 are distinct.
. Every induced matching of G ′ together with the edge v 1 v 2 is an induced matching of G. If w 1 and w 2 are adjacent, then Claims 9 and 10 imply i(G ′ ) = 0 and we obtain a similar contradiction as above. Hence, by symmetry, we may assume that w 1 and w 2 , w 1 and w 4 , as well as w 2 and w 3 are not adjacent. Now Claim 9 implies i(G ′ ) = 0 and we obtain a similar contradiction as above. ✷ In view of the above claims, G is cubic and g(G) ≥ 5. Let u and v be to adjacent vertices.
Since G is cubic and g(G) ≥ 5, we have i(G ′ ) = 0. Since every induced matching of G ′ together with the edge uv is an induced matching of G, we obtain a similar contradiction as above, which completes the proof of Theorem 2. ✷ Before we proceed to the conclusion we comment on algorithmic aspects of proof of Theorem 2. Its eleven claims actually correspond to very simple local reductions. Repeatedly applying these reductions to a given input graph in the order of their corresponding claims, produces an induced matching in a recursive way. Since G is subcubic and each of these reductions only involves a bounded number of vertices, the update of the remaining reduced graphs can be done in constant time. Altogether, each edge of the induced matching found by this algorithm generates a constant effort, which leads to an overall linear time algorithm.
Conclusion
As we have already pointed out Theorems 1 and 2 are best possible. It seems an interesting problem to generalize them to larger maximum degrees, especially for regular graphs.
If ∆ ≥ 4 is even and G arises by replacing every vertex of a cycle of length 5 with an independent set of order 
∆(G) 2 +∆(G)+1
, which completes the proof. ✷ A best possible version of Proposition 1 would be interesting.
