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Operators of Kahler-Dirac type are defined in an abstract inlinite dimensional 
BosonFermion Fock space and a path integral representation of their index is 
established. As preliminaries to this end, some trace formulas associated with 
“Gibbs states” are derived in both an abstract Boson and Fermion Fock space. This 
is done by introducing Euclidean Bose and Fermi tields at “linite temperature” in 
each case. In connection with supersymmetric quantum held theories, the result 
gives a path integral formula of the so-called “Witten index” in a model with 
Cutoffs. 0 1989 Acadermc Press, Inc. 
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III. Euclidean Fermi fields at finite temperature. IV. Infinite dimensional Klhler- 
Dirac operators and path integral representation of their index. Appendix A. A trace 
lemma. Appendix B. Index of a self-adjoint operator in a graded Hilbert space. 
I. INTRODUCTION 
In this paper, as a first step towards construction of index theorems on 
infinite dimensional manifolds, we consider Kahler-Dirac type operators in 
an abstract infinite dimensional Boson-Fermion Fock space and derive a 
path integral formula of their index. 
As for finite dimensional compact manifolds, index theorems have been 
well established under the name of Atiyah-Singer index theorems. Recently, 
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some alternative, analytical proofs of these index theorems have been given 
in connection with supersymmetry (e.g., [1, 6, 193, cf. also [35, 36]), where 
path integral methods are used as a powerful tool. The idea of our analysis 
is to extend these path integral methods to the case of infinite dimensional 
manifolds. 
In order to define an infinite dimensional Kahler-Dirac type operator, 
we first have to construct a framework of differential forms on infinite 
dimensional manifolds. In the case where the manifold M is a real 
topological vector space, it may be straightforwardly done on the analogy 
of the theory of differential forms on R", once a measure on M is given. In 
[2], the case M=Y:, the space of real tempered distributions, is 
considered in connection with a supersymmetric quantum field theory. 
Recently, Shigekawa [27] has given a formulation of differential forms on 
an abstract Wiener space. Our formulation of differential forms is a slight 
generalization of that in [27]. 
As applications of our theory, we have in mind some models in 
supersmmetric quantum field theories [35, 36, 23, but, in the present 
article, we do not discuss them; we shall consider them in a separate paper 
together with the problem of dimensional reduction [4]. We remark only 
that our result gives a path integral formula of the so-called “Witten index” 
in a supersymmetric quantum field model with cutoffs. 
This paper is organized as follows: Sections II and III are preliminary 
ones to Section IV which is the main part of this article, although they may 
have independent mathematical interests. In Section II, we derive some 
trace formulas in an abstract Boson Fock space, which are essentially 
abstract generalizations of some results in [17, 163. The point is to 
represent in terms of path integrals traces associated with “Gibbs states” in 
the Boson Fock space. This is done by introducing a “sharp time Euclidean 
Bose field (or Gaussian random process) at finite temperature.” In 
Section III, we introduce Euclidean Fermi fields at finite temperature and, 
in terms of them, we represent traces associated with “Gibbs states” in an 
abstract Fermion Fock space. As in the case of usual Euclidean Fermi 
fields (e.g., [20, 34, 211) we have a difficulty that there does not exist a 
sharp time Euclidean Fermi field as a well-defined operator on the 
Euclidean Fermion Fock space. We avoid this difficulty by detining the 
sharp time field as a sesquilinear form on a dense domain in the Euclidean 
Fermion Fock space. This is sufficient for our purpose. In Section IV, we 
first define “free” Kahler-Dirac operators in an abstract Boson-Fermion 
Fock space, which is regarded as an infinite dimensional exterior algebra, 
and establish some elementary properties of them. It is proved that the index 
of the free KahlerrDirac operators is equal to 1. Then, we consider a 
perturbation of the free KChler-Dirac operators and derive a path integral 
representation of its index. This is carried out by combining the results in 
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Sections II and III. In Appendix A, we prove an elementary fact on the 
trace. In Appendix B, we give the definition of an index of a self-adjoint 
operator acting in a graded Hilbert space and a general principle to 
compute the index. 
II. TRACE FORMULAS IN AN ABSTRACT BOSON FOCK SPACE 
We begin with fundamental definitions and elementary facts (e.g., [lo, 
25, 22, 23, 30, 133). Let 2 be a separable real Hilbert space with inner 
product ( , )% and a strictly positive self-adjoint operator h, acting in X 
be given. Let K1 be the real Hilbert space obtained by the completion of 
2 with respect to the inner product 
(f, 8). , = (h,“% A, ‘;2g)Jv 9 .L gcJf. (2.1) 
Then we consider the Gaussian mean zero random process 
{d(f) 1 f~ 2-i) indexed by XP, ; we denote by Q (resp. &,) the underly- 
ing measure space (resp. the Gaussian probability measure) and by ( ) 
the expectation with respect to &,, so that we have 
(4(fMg)) = (J g)-1, f,gE*-l. (2.2) 
The Boson Fock space over &?, is given by 
6(X-,) = L’(Q, ho). (2.3) 
It is well known (e.g., [30, 133) that FB(Xe ,) is written as the completed 
infinite direct sum of the closed subspace T,(&K,)(T,(X- i) = C) generated 
by vectors of the form :$(f,) .&f,,):, f,, . . . . f, E K,, that is, 
where $(f, ) #(f,): is the Wick product of random variables 
(b(fi), ... . d(f,,), defined by the following recursion formula: 
:$W = WI 
:~(fi)“.$(f,):=~(fi) Nf2)...4(fn):- f (w-,)4(h)) 
I=2 
x:~cr2)~..~cf,~,)~(f,+,)...~(fn):r n = 2, 3, 4, . . . . 
(2.5) 
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Let f!?(Z- 1) be the subspace algebraically spanned by vectors of the 
form :#(fi) . . . d(.f,,):, fin .E , , and 
be the incompleted direct sum (IJ”)(X- 1 ) = C). The subspace r,,( XI ) is 
dense in PB(X_, ). 
In general we denote by D(A) the domain of the operator A. It is 
obvious that h, has a unique self-adjoint extension h, to ~9, such that 
(8, h^Bf) .- 1= k, f)Je g7 f E ah,). 
For each fin D(fiY’), we define the annihilation operator b(f) on f,(X- ,) 
by 
w”) :w-i)~ . . I(L): 
= i (&%f,)-, :~(fi)...~(f,-l)~(f,+,)..-~(f,): (2.7) 
,=l 
and extending it by linearity to TO(X,). The creation operator b*(f) is 
defined as the adjoint of b(f) I r,(K,). Then, D(b*(f)) 1 TO(X1) and 
we have 
b*(f) :&f,) .--mJ: = :io&md(f, )-.‘4(L):, f-1, .. ..f.E~~,. (2.8) 
Therefore b(f) is closable and we denote the closure by the same symbol. 
Both b(f) and h*(f) leave r,(X-,) invariant and satisfy the canonical 
commutation relations on r,( K , ): 
Cw-)> b*(s)1 = (A g).w3 
Cb(f), Ng)l = 0 = Cb*m, b*(g)l, .L g E my2), 
(2.9) 
where [ , ] denotes the commutator. Further, we have the following 
standard estimates: For all f in D(hy*) and !P in D(Ni*) 
IMf) WI G llwf-II -I I/~~Z~lI, 
Ilb*Lf)‘vll d II&2fll -I /IW,+ 1)“*m 
(2.10) 
where N, is the Boson number operator defined by 
(N, Y)(“) = tzY(“), n=o, 1, 2, . . . . YEEB(X-,). (2.11) 
We denote by b# either b or b*. In terms of b#(f), 4(f) is written as 
qS(f) = b(&“2f) + b*(h,“*f), fEX., (2.12) 
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on r,,(X ,). For J‘in D(h^,) we define the canonical conjugate momentum 
operator ~(.f‘) by 
(2.13) 
Then, (2.9) implies that for all f and g in II(hB) 
Cm-), 4s)l = Kf, g1.x 3 w), 4k)i = 0 = w), 4g)i (2.14) 
on r,(&? 1). Using estimates (2.10) and Nelson’ s analytic vector theorem 
(e.g., [23]), one can show hat d(f) and rc(S) are essentially self-adjoint on 
rocz- 1). 
For any contraction linear operator C on A?, , we can define a unique 
bounded linear operator T(C) on FB(XP r ) such that, for all Jj in K,, 
j= 1, . . . . n, n= 1, 2, . ..) 
T(C) :Wl)~~‘4(fn):= :4(cfli).“o(cfn):> T(C)1 = 1. 
For every non-negative self-adjoint operator A acting in 2-r) 
vw’A)L>O is a strongly continuous contraction semigroup on FB(K, ). 
Hence there exists a unique non-negative self-adjoint operator dT(A) such 
that for all t>O 
It is easy to see that &(A) acts as 
dT(A 1 :4(h) . . . Q(fn): 
=;l;, :~(fl)..~~(f,~l)~(~J;)~(f,+l)~..~(f,): (2.15) 
with fr, . . ..f. E D(A) 
Let 
Then we have from 
HOB = dr( h,). (2.16) 
(2.10) 
Ilb#(f)~ll 6c II&!*fll-, lI(H,,+ 1)“2u> YED(fg), (2.17) 
with some constant c> 0 (this estimate is not best possible, but, for our 
purpose, it is sufficient). Using (2.15), (2.16), and (2.17), one can prove that 
cffos, w31= -4&J)? CH,,, b*(f)1 =b*hIf), fW&), (2.18) 
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on D(H$j), which imply that 
on D(@/,z). By (2.17) and (2.19), we can prove the following estimate: 
ll$@f)” YII G C,(f) II (H,, + 1)” fJYI> YE D(H$), n = 1, 2, 3, . ..) 
(2.20) 
where C,(f) is a polynomial in llhifll _ ,, k= 0, 1, . . . . n (this estimate is 
rude). 
In what follows we assume the following: 
(A)B For some constant y > 0, hi?/* is Hilbert-Schmidt on X. 
(See Lemma 2.1 below.) This assumption implies that, for all t > 0, 
exp( -thB) is trace class on 2-r and hence so is exp( - tH,,) on YB(XP,). 
One can easily show that 
T,. ,-~~oB= 
1 
det( 1 - eerhe) 
(2.21) 
where Tr denotes the trace and det the determinant (e.g., [31, 32, 241). 
Our aim is to derive a FeynmanKac type formula for quantities such as 
Tr(G,e- h”OBG, e ~ f2fb~G~ .. . G, _ 1 e ~ bffOB), t/ > 0, 
with Gj’s being suitable measurable functions on Q. 
For this purpose, we introduce another Gaussian random process. 
LEMMA 2.1. Let fl > 0 be fixed. Assume (A)B. Let X-Y denote the com- 
pletion of SF with respect to the norm 
llfll py= I14iy'?fII~. 
Then, there exists a Gaussian mean zero process @I on [0, p] with state 
space XPy and with continuous sample paths such that, for all f and g in S, 
I dp,,@,(f)@S(g)=(f, (1 --e -Bb-1 (e-Ir~sll;B+e-(8-Ir~sl)hs)g)~ 13 E 
(2.22) 
where E (resp. dp,,) denotes the path space (resp. the path space measure) 
and Q,(f) = (@,,f I-,. 
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Proof: Quite similar to the proof of Proposition 5.1 in Gross [ 141. 1 
Remark. In quantum field theoretical language, @jr may be called the 
“sharp time Euclidean field at the finite temperature l/B.” The “smeared 
process (or field)” with respect to time t can be constructed as follows: Let 
L;(O, /I) be the real Hilbert space of real valued measurable functions in 
L2(0, /I) and put 
iqp = Lf(0 p) 0 A?“. 
Let A, be the periodic Laplacian acting in L2(0, /I). Define the norm 
II .II ~ l,p by 
llfll2,,,=2 II(-A.0~+~Oh~)~1’2fII~~, f=q. 
We denote by SK i,B the completion of J$ with respect to the norm 
II II ~ 1.p. Let f be an X-valued measurable function on [0, 81 such that 
i ,” llf(W;, Li< 03. 
Then we can define the random variable (the “smeared process”) 
Q(f)= j: w,, f(W,. 
It is not so difficult to see that 
I 4b,,@(fP(d=(f, 8)LLcr. 
Thus we can identify {@(f )} with the Gaussian mean zero random process 
indexed by SC 1,8. As is seen from (2.22), the zero temperature limit /I + co 
gives the covariance of the usual sharp time Euclidean field (cf. [14]). 
THEOREM 2.2. Assume (A)B. Let GO, . . . . G, be bounded measurable 
functions on R” and put 
G," = Gj(#(fiL ...y 4(fm)L 
G,(f) =Gj(@t(fi), .*a> @t(fm)h fl,...,f,EK1. 
Let 0 < t, < t, < . . . < t, < 8. Then, 
= d~,,G,(O)G,(r,)...G,(t,). s (2.23) 
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Proof. We give only the outline (cf. [17]). We first note that h, has a 
purely discrete spectrum (An},“= i with 0 < 1, <I,< ..., A,,? cc (n + co) 
(counted with algebraic multiplicity), since exp( - thB) is trace class on Z 
and hence compact. Let {en}:= i be the complete orthonormal system of 
the corresponding eigenvectors in 2: 
hBen = Anen 
Let 
4, = 4(e, 1, n, = rc(e,). 
Then, we have from (2.14) 
c4,, GJ = id nm, [A, 4,1= 0 = L-%I, %71. 
It is eady to check that H,, is represented as 
on f,(.K r) n D( H,,), where 
and the convergence on the right hand side is taken in the strong sense. Let 
P(gN) be the closure of the set 
{f%4? ...> dN) 1 P a polynomial} 
in 9*(X-,) and put 9hN’ = P&9 n r,(K, ). Then 4, and rr, (n = I, . . . . N) 
are essentially self-adjoint on @A”) and we have a representation of the 
Weyl relations: 
if& isn, _ ~ its&, isn, irq5. e e -e e e , s, tER. 
Further, the constant function 1 in S&Y satisfies T,, 1 = 0 and is cyclic for 
the operators d,, n = 1, . . . . N. Therefore, by von Neumann’s theorem, there 
exists a unitary map U,: .9y) + L2(RN) such that 
and 
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Let 
HA:)= Has 1 FLN)n D(H,,). 
Then it follows that 
Thus H&z) is unitarily equivalent to the Hamiltonian of an N-dimensional 
harmonic oscillator. Then we can proceed quite analogously to the analysis 
in [ 171. Namely, using the well-known FeynmanKac formula in finite 
dimensional spaces (e.g., [33, 13]), we first establish the trace formula 
(2.23) on the subspace SLY. Then, using a limiting argument to take the 
limit N+ co, we get (2.23) (for convergence theorems on the trace, see, e.g., 
~15,321). I 
As a generalization of Theorem 2.2, we have 
COROLLARY 2.3. Let f,jECa(hB), i=O, 1, 2, . . . . j= 1, 2, . . . . ki, and 
ki= 1, 2, 3, . . Let t,, . . . . t, be as in Theorem 2.2. Then, under the assumption 
in Theorem 2.2, we have 
=j,,o.fi fi @O(fOj) fi @t,(f*,). (2.24) 
j= I j= I 
Remark. By etimate (2.20), we see that, for all t > 0, 
[-I>= 1 #(fV)]exp( - tH,,) is bounded and trace class. 
Proof Take, for example, G,B= exp(i$(f )) in (2.23). Then, by the 
above remark, (exp(is& f )) - 1) exp( - 1t HoB)/s converges strongly to 
ifj(f)eCr’“oB as s + 0. Therefore, by Griimm’s convergence theorem 
[ 15,321 and the Lebesgue dominated convergence theorem, we get (2.23) 
with Gt replaced by cj(f ). Proceeding similarly, we get (2.24). 1 
Remark. Using Wick’s theorem, one can also directly prove (2.24). 
We next extend trace formulas (2.23) and (2.24) to the case where H,, is 
replaced by a perturbed operator of the form H,, + V with I/ being a 
multiplication operator on FB(SC 1 ). 
Let v be a polynomially bounded continuous real function on R and 
bounded below. Let (X, do(x)) be a finite meamsure space with X being 
compact Hausdorff (the Z-field is suppressed) and p be an X-valued 
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strongly continuous function on X. Then it is easy to see that, for all x E X 
and te CO, 81, o(qWx))) and d@,W))) are in L’(Q, 4.4 and 
L2(E, dpO,,), respectively, and that the Bochner integrals (e.g., [37]) 
V(4) = i, d4X)U(#(P(X)f) E L’(c.2 4%) (2.25) 
and 
(2.26) 
are defined. For almost everywhere DEE, V,(Q) is continuous in t. Since 
o(X) is finite, V and V, are bounded below independently of t. Therefore, 
by a general theorem [28; 29; 23, p. 265, Theorem X.591, the operator 
H,=Ho‘q+ v (2.27) 
is essentially self-adjoint on Cm(Hos) n D( V) and bounded below. 
THEOREM 2.4. Assume (A)*. Let CT, G,(t), and tj be as in Theorem 2.2. 
Then, 
= s dpo,p GdO)G~(tl)~~~G,(tn) exp [-6 ds Vs]. (2.28) 
Remark. Since V is bounded below, eerv is bounded for all t >O. 
Hence, by the (generalized) Golden-Thompson inequality (e.g., [32, 24]), 
e -‘“LI is trace class for all t > 0. 
Proof By the Trotter product formula, we have 
e ~fHB=S_ lim (e~fHOB/Ne~tV/N)N. 
N-cc 
Then, using Griimm’s convergence theorem [ 151 and Theorem2.2, we can 
easily get (2.28) (cf. also [17]). 1 
By Segal’s lemma [26; 23, X.9, Theorem X.571, we have 
IleCIHBJI < eCrd Ile-rHosll, t > 0, 
with d= inf V. Therefore, by estimate (2.20), we see that, for allf,, . . ..f. in 
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CS(hs), e -‘““m) . ..4(fn) is uniquely extended to a trace class operator 
on FB(K ,). Then, in the same way as in the proof of Corollary 2.3, we get 
COROLLARY 2.5. Let f, and t, he us in Corollary 2.3. Then, under the 
assumption in Theorem 2.4, we have 
III. EUCLIDEAN FERMI FIELDS AT FINITE TEMPERATURE 
The purpose of this section is to establish in an abstract Fermion Fock 
space some trace formulas for quantities corresponding to those considered 
in the last section. To this end, we have to construct Euclidean Fermi fields 
at finite temperature. 
3.1. Preliminaries 
We first summarize some fundamental definitions and elementary facts in 
an abstract Fermion Fock space. 
Let X be a complex separable Hilbert space with inner product ( , )X. 
Then the Fermion Fock space 9$(X) over X is defined as the completed 
infinite direct sum of the n-fold antisymmetric tensor product /j”(X) of X 
with A’(X) = C: 
9$(x-)= & A”(X). (3.1) 
?I=0 
Let A;(X) be the linear subspace spanned by finite linear combinations of 
vectors of the form 
f, A ..’ G- C mf,,,,o -of,(,,, j+x, j=i,...,n (3.2) 
ne9” 
where Pn denotes the group of all permutations on n letters and E(Z) is the 
signature of rr E 9”. Let 
&A-f-)= 6 &(a (the incompleted direct sum). (3.3) 
?I=0 
It is obvious that Po)F(X) is dense in 5$(S). The distinguished vector 
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Q,E,&(%) with sZp’= 1, sZg)= 0, n = 1, 2, 3, ..,, is called the “Fock 
vacuum.” 
The number operator N, is defined as the non-negative self-adjoint 
operator given by 
(NFY)(“) = nY(“’ 2 n = 0, 1, 2, . . . 
For every f in X, the creation operator $+(f) is defined by 
(3.4) 
(t)+(f) !P)@) = n”2As(f@ !P- “), n = 1, 2, . ..) 
w+(f) WCO) = 0, 
(3.5) 
where As is the antisymmetrization projection. The operator i+++(f) is a 
priori defined on SoF(X) leaving it invariant and complex linear inf: 
Let J: X -+ X be a conjugation, that is, J is anti-linear, anti-unitary, 
and J2 =I (identity). We define a symmetric bilinear form ( , )X on 
XxX by 
CL g>x = (Jf, g)x, .A gex. (3.6) 
The annihilation operator e(f) is then defined by the adjoint of 
Il/+(Jf) I G4W: 
VW)= C$+W) I %(~)I*, fox, (3.7) 
which is well-defined on FoF(X) with the action 
for vectors Y of the form 
y(n)=j-, * . . . r\f "7 f,EX, j= 1, . . . . n. 
Clearly Ii/(f) is complex linear inJ 
It is easy to see that the following anti-commutation relations hold on 
%AW: 
{W), IC/+kH = <.L g>x, (3.9) 
wcs)~ Il/k)l =o= w+u-h Il/+(&a f, lTE=fX, (3.10) 
where ( , > denotes the anti-commutator 
{A, B} =AB+BA. (3.11) 
It follows from (3.9) that $(f) and Ii/+(f) are bounded with the operator 
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norm ll+“(fll = llfllx, where $” denotes either (I/ or t+k’. Therefore, 1,6”(f) 
extends uniquely to a bounded linear operator on FF(.X); we denote the 
extension by the same symbol. Let A be a self-adjoint operator acting in 
X. Then, the second quantized operator dT(A) is defined as the unique 
self-adjoint extension of the operator given by 
df(A) (/j”(X)=A@Z@ ..-@Z +I@A@Z@ ... @I 
n 
+ “. +z@z@ ... @Z@A (3.12) 
(see, e.g., [22, 231). If A is non-negative, then so is dT(A) and we have for 
all Re z > 0. 
ij(z, f) E e-zdr(A)t/f(f)eZdr(A)= $(JezAJf), JfE D( eiA ), 
+t(z, f) = e-‘dr(A)+t(f)e=dr(‘) = $t(epz!f), .fc z 
(3.13) 
on D(ezdrcA)). 
Let A be a strictly positive self-adjoint operator and B a self-adjoint 
operator acting in X and commuting with A. Let 
H= dT(A) + i dT(B). (3.14) 
Suppose that exp(-A) is trace class on X. Then, exp(-df(A)) is trace 
class on FF(X)) and hence so is e -? We assume also that Tr e-” #O. 
Then we can define expectation value ( )H by 
(3.15) 
where G is a bounded linear operator on &(X). 
LEMMA 3.1. For every f and g in X, we have 
(IClt(f)$k)>H= ((1 +eA+‘B)p%g)x (3.16) 
(~(8)IC/+(f)),=((l+e~'A+'B))~1f,g)x (3.17) 
($(f)$k))H=o, (3.18) 
(ti+(f)ll/tk))H=O, (3.19) 
<ICI#(f>H=o. (3.20) 
Proqf: Let f be in D(eA) first. Using the anti-commutation relation 
(3.9), we have 
Tr(e-H$t(f)ti(g))= <.L g)JYTre~H-Tr(e-H~(g)~t(f)). 
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By the cyclicity of the trace and (3.13) we have 
Tr(e~HIC/(g)lClt(f))=Tr(~t(f)e~H~(g))=Tr(e-H~t(eA+iEf)~(g)). 
Hence we get 
($+((l +eA+ie )f)$k))/f= (f, g>,u. 
Since A is strictly positive and commutes with B, - 1 is in the resolvent set 
of e A+iB. Then, replacing f by (1 + eA+iB)-‘f (f~ X)), we obtain (3.16). 
Formulas (3.17)-(3.20) can be proved similarly. 1 
LEMMA 3.2. Let J;, j = 1, . . . . be in X. Then, 
... wuinw(finDH~ (3.21) 
(~“(fi)...ICI”(fi,~,))H=o, n = 1, 2, 3, . . . . (3.22) 
where Lomb means the sum over all (2n)!/2”n! ways of writing 1,2, . . . . 2n as 
n distinct pairs (iI, j,), . . . . (i,, j,) (i, < jl, . . . . i, <jn) and eili, .. . . .h the 
signature of the permutation (1, . . . . 2n) -+ (i,, j,, . . . . i,, j,). 
Proof: Let f I be in D(e” ). In the same way as in the proof of 
Lemma 3.1, we have 
Tr(e~H~‘(fi)...~#(f2n))= ? (-l)‘{IC/“(f,),~“(fi)}Tr(e-HIC/#(fZ) 
j=2 
. ..~“(f.~,,~“(f,.,)...II/“(f,,)) 
-Tr(ll/#(f,)e~HI(IX(f2)...~#(f2n)), 
where we have used the fact that {t,b”(f ), t+Q#(g)} is a constant multiple of 
the identity (see (3.9) and (3.10)). On the other hand, we have 
where 
K=eA+lB;~#(fi)=~+(fi), 
=JeCcAdiB).J; $“(f,) = tj(f,). 
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Hence, replacingf, by (1 + K) ‘,f; , we get 
Tr(e~HICI#(fi)...~#(.f;n)) 
2,, 
= c (-1)’ {VW +w’f;), v‘(f,)> 
/=2 
xTr(e~ “~“(f,)...~“(f,~,)~“(f,+,)...II/”(f2,)). 
Repeating this procedure and using (3.16)-(3.19), we obtain (3.21). 
Formula (3.22) follows from the above procedure and (3.20). 1 
We now take a special choice of H. Let h, be a strictly positive 
self-adjoint operator acting in X such that (i) for all t > 0, ePrhF is trace 
class on X and (ii) hF commutes with J. Let 
H,, = dT(h,). (3.23 
Then, ePfHoF is trace class for all t > 0 with 
Tr e ‘HaI = det ( 1 + e ~ IhF). (3.24) 
Let b > 0 and 8 = 0 or 1. Then, we introduce the expectation value 
<G>,J,,= 
Tr(e ~~SNF~ ,%fG) 
Tr(e I~ONF~ -BHw ) 
(3.25) 
and define the “time ordered correlation functions” by 
if 0 d t,, < ... < tin d /I. (3.26) 
Remark. The expectation value (. )B,O (the case I3 = 0) is the usual state 
associated with the “free” Hamiltonian H,,. In particular, it has a 
positivity in the sense that, for all bounded linear operators G on 5$(X), 
(G*G),B:030. However, in the expectation value ( .)s,, (the case 0= l), 
the postttvity breaks down. It may be called an “alternating trace,” since we 
have exp(inN,) 1 A”(X) = ( - 1)“. 
LEMMA 3.3. Let f and g be in D(ePhF). Then, for all t, s E [0, b] 
(It-s1 #O, /I), we have 
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where 
o&l, e) = 2”“; 
P 
e=1 
p+ 1177. 
B ’ 
6 = 0. 
(3.28) 
Proof: Let 0 < 1 t - ~1 -C B. By definition of the time ordered correlation 
functions, (3.13), and Lemma 3.1, we have 
XV+% g)lC/+(t,f)))a,e=e(t-s)F,(t-s)-e(s-t)G,(s-t), (3.29) 
where 0(t) is the Heaviside function and 
F,(t)= ((1 -a(0)eCBhF)--le-‘h~ g)x, 
G,(T)= ((1 -a(0)eahF)- ’ eThX g > x., O<Td/?, 
with 
a(0) = 1; 8=1 
=- 1; 6 = 0. 
Let 
Then, KkEz forms a complete orthonormal system in L2(0, fl). Using the 
spectral decomposition for hF, we see that the Fourier coeffkients of F. 
and G0 are given by 
i,(n)-i-p:dlFo(t)f~(f)= ((hF+io,&,O))-‘fr g).xp-“2 
0 
&(n)= -((hF-iw&z,O))-‘f, g&p-I’*. 
On the other hand, it is easy to see that Fe(z) and Go(r) are continuously 
differentiable in (0, fi). Therefore, by a standard theorem in Fourier 
analysis, we have for all r E (0, b) 
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Substituting these equations into (3.29) and using the fact that 0(t - s) + 
f3(s - t) = 1, we get (3.27). 1 
3.2. Euclidean Fermi Fields and Trace Formulas 
We next introduce the Euclidean Fermi fields in terms of which the time 
ordered correlation functions are represented. The idea is similar to that in 
[20] (cf. also [34, 14, 211). 
Let 
z,, = kqd4 0) I n E Zl (3.30) 
and -X,,, be the Hilbert space obtained by completing the space of 
X-valued sequences f on Z,, with respect to the norm ]lfllTB,o given by 
llfII$b,,,-,, 1 lI(h,+iw)1’2 (h~+~0*)~‘/*f(0)I($ < co. (3.31) 
(0 tZ/l.B 
Put 
-x,,o=q6Joq,“. (3.32) 
Let Y+(F) and Y(F), F‘E&&, be the creation and the annihilation 
operator on the Fermion Fock space &(XD,,) over X&, respectively (as 
the conjugation to define Y(F) from F(F), we take the obvious extension 
of J to Xfi,,). For E > 0, t E [0, /?I, and f E X, we define a vector f T, E G$, 
by 
ftJ&) = p we -ztw ~ “‘“]f, UEZB,“. (3.33) 
Let 
q&3 f) = Yu(f”,,,@ 0) + to @fy,,), (3.34) 
Y~,,(t,f)=iY(OOf”,,)+ !@(fY,,@O), (3.35) 
where 0 denotes the zero vector. Then it follows from the anti-commutation 
relations of Y# that, for all E, E’ > 0, t, s E [0, /I], and f, gE X, 
(Y:,,,kf), Y';,,@, s,} =O, j, k = 1, 2. (3.36) 
We shall denote by D the Fock vacuum in F,XD,,). We have 
Y(F)Q = 0, FE -x,,o. (3.37) 
LEMMA 3.4. Let D,, be the subspace algebraically spanned by vectors of 
the form Y+(F,)... p(F,,)SJ, F,EI*(Z~,~;X@~) (the Hilbert space of 
X @ X-valued, square summable sequences on ZB.*), n = 0, 1, 2, . . . Then, 
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for all t,, . . . . t,E[O,fl] (Iti-fjl#o,fl, i#j), i,j=L%...,n, fi,-.,fnE 
D(eBhF) and j, = 1 3 2, . . . . n, the limit 
E,,,lfF+o ‘YP1.&~fl) ~~+‘~,&,,,f,,)- ‘J’$,,fi)-. Y,B,k,fn) (3.38) 
exists in the sense of sesquilinear form on D,, x D,,. Further, the limiting 
sesquilinear form !Pitl, fi). . . Yi(t,, f,,) on D,, x D,,, is continuous in t,‘s 
on the set 
and the discontinuity at ti = tj or I ti - tjl = /3 is the first kind. 
ProojI It is sufficient o consider the sesquilinear form applied to 
vectors of the form 
!J% 1. . . !f’+V’n)Q, F,E~~(Z~,~;X@O)), n=O, 1,2 ,.... 
By Wick’s theorem, it turns out that the problem is reduced to that of the 
limit E 10 (a’ JO) of the following two kinds of quantities: 
B,(t)= (Q, Y&(&f) !@(FW), 
Ce,,,(t, s)= (Q, y;,,(f~ f) ~;,,.(s, )Q), f, g E D(eBh’). 
As for B,(t), we have 
B,(f)= 1 B- “2eiro-“‘“‘((h.-iw)~‘f, F,(w)),, 
w E zp.0 
where F = F, @ F, and, for simplicity, we consider the case j = 1 (the case 
j= 2 can be treated similarly). The norm of the summand on the right hand 
side is dominated by 
8-“2 IIS /Ix (J?+w~)-“~ IIF,(~)llx 
with & > 0 being the infimum of the sectrum of h,, which, by the Schwarz 
inequality, is summable with respect to w E Z,,. Therefore, by the 
dominated convergence theorem, the limit 
$wQ= c B- “2eifw((h,-io)p1f, Fl(o))X 
OJ E zp.0 
exists and is continuous in t E [0, 81. 
Concerning C,,.( t, s), we have 
C,,,(t, s) = c B- lei(r~“)“~(“+&‘)l”l((h,-iw)~‘f, g)x. CJJ 6 zu.0 
580/82/2-S 
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For 1 z - $1 # 0, /?, the sum 
converges (not absolutely) and hence, by the Abelian theorem, we get 
Jiyo C,,,,(f, 3) = G,,(t, s;f, g). (3.40) 
To prove the continuity of G&t, s;f, g) in t, SE [0, /?I, It-.s #O, /?, we 
note that G,,(t, s;f, g) is written as 
G,dc s;f, g) = (T(ICl(t, f )$+(A g)>s,e, (3.41) 
which follows from Lemma 3.3. By (3.16), (3.17), and (3.13), the right hand 
side of (3.41) is continuous in t, SE [0, B], It - $1 # 0, 8, and the discon- 
tinuity at It--~1 = 0, /I is the first kind. Thus we get the desired result. 1 
LEMMA 3.5. Let 0 < t, < t, < ... < t, < 1-3 and f,, . . . . f, be in D(eBhF). 
Then, 
Tr(e ineNFe-r~HoF~#(fi)e~(f2~'~)HoFlCl#(f2) 
. ..e ~(r,~1.-I)HoFlCI#(fn)e-'8-'"'HOF) 1 
Tr(e in9NFe - ~HOF ) 
=(Q, ~u",(t,,f,)~yeff(tZ,f2)...Y~(tn,fn)SZ), (3.42) 
where the correspondence between Ic/ # (f ) and !P’“# (t, f) is given by 
Il/+(f)w W4f)2 ti(f)o Wcf). 
Proof. The left hand side of (3.42) is written as 
(T(~#(K~f,)...~#(K~f,))),,, 
where 
c = eprhF, K, = efhF. 
From (3.39)-(3.41), we have 
<T($#(s, dPV~f))),w=(Q y",(s, d'G(t,f)Q). 
Therefore, by Lemma 3.2 and Wick’s theorem, we get (3.42). fi 
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As a generalization of Lemma 3.5, we have 
THEOREM 3.6. Let t, , . . . . t, be as in Lemma 3.5 and fg, i= 1, . . . . n, 
j= 1, . . . . ki, ki= 1, 2, 3, . . . . be in D(ePhF). Then, 
Tr(e in~NFe-woFpl $#(fy)e-(12-wOF 
. ..e +‘.-IwOFp, ,#(f”j)e-‘P-hwOF) 1 
Tr(e idNFe ~ ~Ho.F ) 
where the symbol nr=, Y’e# (t, fj) on the right hand side is taken as 
lim 
En-110 
~~(f,fi)Ys#(t+&l,f*)...~~(t+&,-,,f,) 
O<E,< ... <E.-I 
in the sense of sesquilinear form. 
ProojI By virtue of Grtimm’s convergence theorem [ 15,321, we can 
write the left hand side of (3.43) as a limit of a function of the form given 
on the left hand side of (3.42), where each of some clusters of t,‘s tends 
decreasingly to each point tj. Then, Lemma 3.5 implies (3.43). 1 
Finally we consider a perturbation of HOF. Let (X, da) be as in Section II 
and x be a X-valued strongly continuous function on X with property 
Jx(x) = x(x). Let P be a real polynomial in one variable. Then, the Bochner 
integral 
p= xd~(x)P(~+(X(x))~(X(x))) s (3.44) 
defines a bounded self-adjoint operator on FAX). Therefore the operator 
H,= H,,+p (3.45) 
is self-adjoint on D(H,,) and bounded below. Further, for all t > 0, ePrHf is 
trace class on PF(3tr). 
COROLLARY 3.7. Suppose that, for some a E (0, I), PH,-,” I {Q,}’ is 
trace class, then, for all B > 0, 
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Tr(e ~nfln;,~, -fiHI 1 
Tr(e rnfjNre ~ oHa,= 1 
= -f 
n = 0 
( - 1)” i” dr, j-“’ dt, ~ , . s” dr , 
0 0 0 
x s d4x,)...d4x,)(Q W%V,> x xJ)W,, x(x,))) 
-w%L X(%J)~~(f”~ x(xJ))Q). (3.46) 
Proof: This follows from the lemma in Appendix A and 
Theorem 3.6. 1 
In the same manner as above, we can get more general trace formulas 
associated with ePBHf; but, here, we do not go into the details. 
IV. INFINITE DIMENSIONAL KXHLER-DIRAC OPERATORS AND 
PATH INTEGRAL REPRESENTATION OF THEIR INDEX 
We now proceed to the main part of this article. We first recall some 
definitions and facts on exterior differential calculus on infinite dimensional 
linear manifolds (cf. [2, 271). Let &? be as in Section II and SC be the 
complexilication of 2. We consider the following Boson-Fermion Fock 
space: 
9==9JXp,)@.F,,(2P). (4.1) 
By a general theorem on tensor products of Hilbert spaces (e.g., [22, 
Sect. 11.4]), 9 is identified as 
9 = L’(Q, dpo; %4=@‘)), (4.2) 
the Hilbert space of &(X’)-valued square integrable functions on 
(Q, dp,). Then, 9 is decomposed as 
with 
$L(gFP 
p=o 
(4.3) 
Fp = L*(Q, dpo; A”(%“‘)). (4.4) 
As the conjugation on Y?” to define the annihilation operator on 
FF(X“), we take the operator J: 2”” + Xc defined by 
J(f, g) = (f, -gX (f, g) E xc> 
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where the complex structure is given by i(f, g) = (-g, f) and 2 is 
identified as {(f, 0) E Xc}. 
Let FTopcFp be the subspace algebraically spanned by vectors of the 
form 
~=pn($w,)~ “‘> Kfn))g, A .‘. *gp, 
n = 0, 1, 2, 3, J,, . . ..f., g19 ..., gp E C”V,), 
(4.5) 
where P,‘s are polynomials in n-variables. It is obvious that, for all p B 0, 
.F{ is dense in BP. Let YE F-gP be given by (4.5). Then we define the 
exterior differential operator d, : $F-gP + 9; + ’ by 
dp’f”(d= i ap,b,W-,), . . . . d(fnH(ll/+(~fi)g, A ... qQPfl) 
/=I ax, 
(4.6) 
and extending it by linearity to 5{, where aP,/ax, denotes the partial 
derivative of P,(x,, . . . . x,) with respect to xj. It follows immediately from 
the definition that, for all p 2 0, 
dp+,dp=O (4.7) 
on F”op. Since d, is densely defined in Fp, its adjoint d,* exists as a linear 
operator from BP + ’ to Fp. By integration by parts with respect to dp,,, 
we see that 
k=l 
(4.8) 
where Y is given by (4.5) and & indicates the omission of g,. Therefore, 
dp*- I is densely defined with D(d,*_ i) 1 F*Iop and hence d, is closable; we 
denote the closure by the same symbol. It follows from (4.7) that, for all 
Pd 1, 
dp*eldp*=O, (4.9) 
on D(d,*). 
The Laplace-Beltrami operator A, associated with the pair (d,, d,*) is 
defined by 
(4.10) 
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on D(d,*d,) n D(d, _ ,d,*_ ,) 19; (for p = 0, the second term on the right 
hand side is set to be identically zero). 
LEMMA 4.1. Let A and B be closed linear operators acting in a Hilbert 
space JJY with D(A) n D(B) # 0. Suppose that, for all f and g in 
D(A 1 n D(B), 
Then, A + B is closed on D(A) n D(B). 
Proof An easy exercise. 1 
LEMMA 4.2. For all p 2 0, the operator A, given by (4.10) is closed 
symmetric on D(d,*d,) n D(d,- , dp*- ,). In particular, A, is self-adjoint on 
D(d,* 44. 
Proof By (4.9), we have for all Y and @ in D(d,*d,) n D(d,- ,d,*- 1) 
(d;d,‘V,d,-,d,*-,@)=O. 
On the other hand, it follows from a general theorem (von Neumann’s 
theorem)(e.g., [23, Sect. X.3, Theorem X.251) that d,*d, and d,-, dp*-, are 
self-adjoint on D(d,* d,) and D(d,- i dp*- ,), respectively, and hence closed. 
Therefore, by Lemma 4.1, A, is closed on D(d,* d,) n D(d,- 1 dp*- 1). The 
symmetricity of A, is obvious. 1 
Remark. The operator A, is clearly non-negative. Therefore, it has a 
self-adjoint extension as the Friedrichs extension (e.g., [23]). In the 
following, we shall prove that the self-adjoint extension is unique, 
identifying it with a definite operator. 
A simple computation gives 
j=l 
+ f $(fi)...&fn):gl A ... Agkel A h,g, Agg,+, A ... Ag, 
k=l 
with the vector 
Let 
y=$(fl)...~(fn):g, A ... A&Ep(. 
HO=dT(hB)@Z+I@dI(hs). 
(4.10)’ 
(4.11) 
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Then, H, is non-negative self-adjoint on its natural domain and reduced by 
BP; we denote by HO,p the reduced part of H,, to Fp. 
PROPOSITION 4.3. The operator A, is essentially self-adjoint on 96 and 
we have 
as operator equality. 
A, = Ho,, (4.12) 
Proof. By (4.10)‘, we have (4.12) on FgP. On the other hand, it is well 
known that HO,p is essentially self-adjoint on 9; (e.g., [22]). Combining 
this fact with Lemma 4.2, we get (4.12) as operator equality. 1 
Remarks. (1) Our Laplacian A, is a slight generalization of that in 
[27] where h, is taken as the identity (h, = I) and hence 3t? 1 = X. For 
applications to supersymmetric quantum field theories, our Laplacian is 
required. 
(2) By (4.12) and the known spectral properties of df(h,), we have 
dim Ker A, = 0, p = 1) 2, 3, . ..) 
dim Ker A, = 1. 
(3) A decomposition theorem of De Rham-Hodge-Kodaira’s type as 
in [27] (cf. also [2]) holds also in our case. 
The operators d, and d,* can be lifted to operators acting in the total 
space 9: For !P= { Y(p’} E P-, we define d!P E F by 
(d!P)‘O’ = 0, 
(d’Y)(J’) = d 
P 
~, Iy(P- ‘) pa 1. 
(4.13) 
The operator d is closed on its natural domain and its adjoint is given by 
Let 
(d*‘Y)‘P’= d* yI(P+ 1) 
P , PBO. (4.14) 
Fo= 6 9; (the incompleted direct sum). (4.15) 
p=o 
Then, d and d* leave F. invariant satisfying 
d2=(d*)2=0 (4.16) 
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on 5$. Further, by (4.9), we have 
(d*Y, d@) =o, YEED( @ED(d). (4.17) 
As in the case of finite dimensional manifolds, we define Kahler-Dirac 
operators associated with d and d* by 
Q, =d+d*, (4.18) 
Q2=i(d-d*) (4.19) 
on o(Q,) = D(Q2) = D(d) n D(d*). 
LEMMA 4.4. (a) Each Qi leaves & invariant and the following equalities 
hold on &: 
Qf = Q; = dd* + d*d, 
{Q,, Q,) =a 
(b) Each Qi is closed symmetric. 
Proof: Part (a) easily follows from the definition of Qj and properties of 
d and d*. As for part (b), the symmetricity of Q1 is obvious. The closedness 
follows from (4.17) and Lemma 4.1. 1 
PROPOSITION 4.5. Each Qi is self-adjoint and essentially self-adjoint on 
any core of H,. Further, we have 
H,=Q:=Q; (4.20) 
as operator equality. 
Proof: By Proposition 4.3 and Lemma 4.4(a), we have (4.20) on FO. 
Hence there exists a constant c > 0 such that, for all YE &, 
II Qi ‘YII G c II (Ho + 4 ‘JYl. 
We have also [Qi, H,] = 0 on &. On the other hand, H, is essentially self- 
adjoint on &. Therefore, by the Glimm-Jaffe-Nelson commutator theorem 
[23, Sect. X.5; 13, Sect. 19.43, Qi is essentially self-adjoint on & and hence, 
by Lemma 4.4(b), Qi is self-adjoint. The commutator theorem implies also 
that any core of H, is a core of Qi. Thus, the first half of the proposition is 
proved. Since Qi is self-adjoint, Q: also is selfadjoint. Thus, we get (4.20) as 
operator equality. 1 
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We now proceed to the main subject in this section, that is, the index 
problem. We first note that the total space 9 is decomposed as 
g=.y+@F- (4.21) 
with 
9 + = 6 pp, 9- = 6 92P-1. 
p=Q p=l 
Let P’ be the orthogonal projection onto 8’ and put 
(4.22) 
PF=P+-P-. (4.23) 
LEMMA 4.6. The operator P, leaves D(Qi) invariant and the anti- 
commutation reIation 
CPF9 Qi> =O (4.24) 
holds on D(Qi). 
Proof: From the definition of Q,, we see that Qi maps 8 + n PO 
B + n &. Therefore we have 
(QiC P,@)+(P,C Q;@i,=O (4.25) 
for all V, @E &. Since PO is a core of Qj (Proposition 4.5), (4.25) extends 
to all Y, @ E D(Q,). Hence, for all Y in D(Qi), P,Y is in D(Qi) and we 
have (4.24). 1 
Lemma 4.4, Proposition 4.5, (4.21), and Lemma 4.6 imply that the 
quadruple (9, (Q,, Q,), HQ, PFJ . IS a supersymmetric quantum theory 
in the sense of [3] (cf. Appendix B in this paper). Therefore, as in 
Appendix B, we can define the index d(Qi) associated with the decom- 
position (4.21). 
PROPOSITION 4.7. Let Qi+ : D(Qi) n 9 + + 9 - be the restriction of Qi 
to D(Qi) n 4 + (see Appendix B). Then, for each i = 1, 2, Qi+ is Fredholm 
and its Fredholm index is equal to A(Q,). Further, we have 
4QJ = 1, i= 1,2. (4.26) 
Proof In general, it is shown that a densely defined closed linear 
operator A from a Hilbert space to another Hilbert space is Fredholm if 
and only if A* (or A*A) is Fredholm [ 181. Therefore, one has the criterion 
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[7] that A is Fredholm if and only if gess(A*A) > 0, where cress( .)denotes 
the essential spectrum. In the case of Qj+ , we have 
Q:+Q,+=H,IF+=HH,f. 
On the other hand, the strict positivity of h, implies that o,,,(HO+ ) > 0. 
Therefore, we conclude that Qi+ is Fredholm. In this case, by definition, 
d(Q;) coincides with the Fredholm index of Qi+. Equality (4.26) follows 
from the fact that 
d ( Qi) = dim Ker H,f - dim Ker H; 
(see Appendix B) and 
Ker H,f = { const. 10 52,}, Ker H,- = (O}, 
where 52, is the Fock vacuum in &JGP) and H,- = Ho 1 ~3~. fi 
We next consider perturbations of Qi in such a way that the perturbed 
operators also satisfy (4.24). Since Qi+ is Fredholm as we have seen above, 
we have some stability theorems on the index (e.g., [18]). From our view 
point, such a case is not so interesting. Thus, we try to give perturbations 
under which the index may change. 
Let X be a bounded closed rectangle in R” (v = 1,2, . ..) and p be a 
D(eShs) n S-valued strongly continuous function such that so is eshsp(x). 
Let P be a real polynomial in one variable. Then, P(&(x)))@ Il/“(p(x)) is 
strongly continuous in x EX on L4(Q, d,~~; 9$(P)). Therefore, the 
operator 
U# = I, dx P(~(P(X)))O Ic/“(P(X)) (4.27) 
is defined as the strong Riemann integral on L”(Q, &,; 9$(X”)) and 
closable. We denote the closure by the same symbol. Henceforth, for 
notational simplicity, we write as 
&P(X)) = 40 $“(P(X)) = II/,” > W,P(X)) = h&m (4.28) 
and, if there exists no possibility of confusion, we drop the symbol @ in 
operator tensor products. For a functional F(b) on Q, we define the direc- 
tional derivative D/F(d) in the direction fe & by 
DfF(+) = lim -F(i + Ef) -F(d) 
E’O & 
(4.29) 
provided that the right hand side exists. 
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LEMMA 4.8. For all YE&, U#Y is in D(d) n D(d*) and the following 
equalities hold on &: 
dU+ = - U+d, 
d*U= - Ud*, 
d*U+ = - U+d* + j dx CP(d,Vd- WPJD,,,, - P’(d,)ll/x+:l, x 
dU= - ud+ j- dx [IP’(h)$r;+.x+ WxP,,,,l, 
X 
u2= lJ+2=() 
VJ, u+>= ~~j-/~RkMx)~~:. 
(4.30) 
(4.31) 
(4.32) 
(4.33) 
(4.34) 
(4.35) 
Proof: By direct computations using (4.6) and (4.8), one can prove the 
following equalities on &: 
d*P(hk = -P($,)kd*, 
dP(#x)II/L = -P($,)tiY, 
The right hand sides of these equations applied to vectors in F0 are 
strongly Riemann integrable with respect to dx (notice that 
supxrx IIp(x)llx < co because of the strong continuity of p(x)). Therefore, 
the closedness of d and d* implies that U#: YO+ D(d)n D(d*) and 
(4.30~(4.33) hold on 9$; (4.34) and (4.35) can be proved similarly. 1 
Let 
d(P)=d+ U+ (4.36) 
on FO. Then its adjoint is given by 
d(P)* = d* + U (4.37) 
on &. Hence, d(P) is closable and we denote the closure of d(P) 1 & by 
the same symbol. 
Remark. Formally we can write as 
d(P)=epvdev, d(P)*=eVd*epv, 
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This kind of perturbations in the case of finite dimensional manifolds has 
been discussed in [35, 193. 
LEMMA 4.9. For each p 3 0, d(P) (resp. d(P)*) maps Y; (resp. Sg+ ‘) to 
Fp” (resp. 9”) and 
d(P)‘=O, d(P)*2=0 (4.38) 
on &. Further, we have 
(d(P)Y,d(P)*@)=O, YE D(d(P)), @E @d(P)*). (4.39) 
Proof: The first half follows from the definition of d(P)# and properties 
of d # and $” ((4.16)). Equality (4.39) follows from (4.38) and a limiting 
argument. 1 
The perturbed KShler-Dirac operators corresponding to Q, and Q, are 
defined by 
Ql(P)=d(f’)+d(P)* 
Q,(P) = i(d(P) - d(P)*) 
(4.40) 
on D(d(P))nD(d(P)*). By (4.39) and Lemma 4.1, QJP) is closed 
symmetric with o(Qi) = D(d(P)) n D(d(P)*). 
LEMMA 4.10. For each i= 1,2, P, leaves D(Qj(P)) invariant and the 
anti-commutaton relation 
{P,, Qi(f’)) =O (4.41) 
holds on B(Qi(P)). 
Proof: It is easy to see that, for all Y in D(d(P)*) and @ in &, 
(PF!P, d(P)@) + (d(P)* !?‘, P,@) = 0. (4.42) 
By a limiting argument, we can extend (4.42) to all CJ in D(d(P)). Then, 
(4.42) implies that P, leaves D(d( P)# ) invariant and 
{Pl,, d(P)#} =0 (4.43) 
on D(d(P)#). Thus the desired result follows. 1 
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We define the perturbed Laplace-Beltrami operator H by 
H= QO')' (4.44) 
in the sense of sesquilinear form on D( Q , (P)) x D( Q 1 (P)), so that H is non- 
negative self-adjoint with D(H”‘) = D(Q,(P)). This is possible, because 
Ql(P) is closed as we have already noticed. By (4.39) we have also 
H= Qz(P)* (4.45) 
in rhe sense of sesquilinear form on D(Q,(P)) x D(Q2(P)). Using 
Lemmas 4.8 and 4.9, we can write down the explicit action of H on &. 
Namely, for all Y in &, we have 
with 
HY’=Qi(P)*Y=(H,+ W+H,)Y, (4.46) 
W(4) = J dx P(b,r)Pb) 
X 
dxCf’(4,)h,d,- f”(ix) II~(-4ll~1, (4.47) 
HI= 2 I dx P’(4x,$:$,, (4.48) X 
where we have used the fact that {$,, Ii/z} = Ilp(x)ll$. 
LEMMA 4.11. Let r be the degree of P. Then, we have 
D( H$) c D( H,) n D( W) n D( H,). 
Further, for all YE D(H$), Q,(P) Y is in D(Qi(P)) and 
HY = Q,(P)* Y = (HO + W+ H,) Y. 
Proof: By the Schwarz inequality, we have 
I WI 6 (1 dx W,)‘)( s dx lM13113) x X 
+ s dxCIf’(cb,)h,4,l + IP’(4x)I I~(x)ll~l. X 
Therefore, using estimate (2.20), we get 
II WY/I ,< const. II (HO + Z)2r YIl, YE&. 
(4.49) 
(4.50) 
(4.51) 
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Noting that I[$t,$rll d lip(x)ll$, we have also 
llH,Yl/ d const. Il(H, + Z)2rYlI, YE&. (4.52) 
On the other hand, we know from a standard argument (e.g., [22, 231) 
that F0 is a core of (H, + Z)2r. Therefore, (4.51) and (4.52) extend to all Y 
in D(H$). Thus (4.49) is proved. To prove the second half, we note that 
Ild#~ll < IIfw2W, YED(Hh’2) 
and 
II U# YII < const. II(ZZO + Z)‘YIl, 
Hence, in particular, we have 
YE D(H&). 
II C?itp) VII G const. II (HO + 1)2r Yll, YE D(HE). (4.52)’ 
Since F0 is a core of (H, + Z)2r, for every Y in D(Hc), we can take a 
sequence {Y,}, Y,,E&,, such that Y,, +’ Y and (H,+ Z)2’Yn -P’ 
(H, + Z)*? Y. By (4.46), we have 
Qi(P)2Y’,=(H,+ W+H,)Y’,. 
By (4.51) and (4.52), the right hand side converges strongly to 
(H,+ IV+ H,) Y. On the other hand, we have from (4.52)’ that 
Qi(Z’) Y, -+’ Qi(P) Y. Thus, by the closedness of Qi(Z’), QiY is in D(Qi(Z’)) 
and (4.50) holds. i 
LEMMA 4.12. Suppose that W is bounded below. Then, L - HO + W is 
essentially self-adjoint on C”(H,) n D( W) and bounded below. 
Proof: It is obvious that W is in L’(Q, dp,). Since h, is strictly positive, 
exp( - tH,,) forms a hypercontractive semi-group (e.g., [28,23]). There- 
fore, by a general theorem (e.g., [23, Sect. X.9, Theorem X.59]), HO, + W 
is essentially self-adjoint on Cm(HOe) n D( W) as an operator acting in 
L2(Q, dpO). Since L = H,, @ Z + W 0 Z + Z @ dT(h,), L is essentially 
self-adjoint on C”(H,,) n D(W) 0 Cm(dT(hs)) c C”(H,) n D( W@ I). 
Thus, the desired result follows. 1 
We denote the closure of (H, + W) I (C”(HO) n D( W)) by the same 
symbol. 
We now state our main result: 
THEOREM 4.13. Assume (A)B in Section II. Suppose that: 
(i) W is bounded below. 
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(ii) For some c1 E (0, 1) and a sufficiently large constant c >O, 
HI( H, + W + c) -’ is trace class on 9. 
Then, &(P) is self-adjoint and the index A( Qi(P)) (see Appendix B) is given 
by 
A(Qi(P))= f (-Z)“f~dl,Jb”dl,-,-..jl(‘d~,f dx,.‘.dx, 
?I=0 x 
x I &o,BW) exp E [- j-)+ W(Q.)] 
XP'(~P,,(P(Xl)))...P'(~,"(P(X,))) 
x (Q, yu:ctlY P(xl))'Y:(f,? AXI)) 
... YY:(L P(X")) wtnt PWQ),~,;,,,~ (4.53) 
independently of B > 0, where @, is the Gaussian mean zero process on [0, /?I 
introduced in Section II, Y’,(t, .) is the Euclidean Fermi field on &(Afi,,) 
(the case 8 = 1) (see Section III), and 52 is the Fock vacuum in FAff’p, ,). 
Proof: Let 
L= Ho+ W. 
By assumption (i) and Lemma 4.12, L is self-adjoint and bounded below. 
Then, by assumption (ii) and by the proof of the lemma in Appendix A, we 
conclude that L + H, is self-adjoint on D(L) and essentially self-adjoint on 
any core of L. By Lemma 4.12, L is essentially self-adjoint also on D(H$). 
Therefore, by Lemma 4.11 and the self-adjointness of H, we have 
H=L+H, 
as operator equality. Then, in the same way as in the proof of 
Proposition 4.5, we can show that Qi(P) is essentially self-adjoint on 
D(HF) and hence self-adjoint on D(Qi(P)). Thus, the first half is proved. 
By condition (i) and the generalized Golden-Thompson inequality (e.g., 
[32]), e-IL. is trace class for all t > 0. Then, it follows from assumption (ii) 
and the lemma in Appendix A that, for all t > 0, eptH is trace class. 
Therefore, by the lemma in Appendix B, we have 
A(Qi(P)) = Tr(P,e-BH) 
independently of fl> 0. Noting that P, is written as 
p, = einNF, 
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we have 
A(Q,(P)) = Tr(e’nNFePP”). 
By the lemma in Appendix A and a limiting argument, we get 
A(Qi(P))= f (-2)“jiidt,j”dr,-,.--j’*dt,j dx,...dX, 
n = 0 0 0 0 X 
x Tr[e ~~~fe~~I~OF~~,~X,e~-“2~“‘HOf~~~~t,~~,~e~~’B~’”’HOF] 
x Tr[eP”LBP’(QIX,)e- (‘2prI)LBp’(~12) .P’(#,n)ep(8-‘n)LB], 
where Ho, = dT(h,) acting in 9$(X’) and 
L,=Ho/j+ w 
acting in 9B(X-1) (L, is self-adjoint and eP ILB is trace class for all t > 0). 
Then, Corollary 2.4 and Theorem 3.6 together with the fact that 
Tr(e inNFe~PHOF)Tr(e--BHOB)= 1
(see (2.21) and (3.24)) imply (4.53). 1 
Finally we give an alternative representation of the right hand side of 
(4.53). To this end, we introduce the kernel 
KG44 xi & Y) E -2P’(@,W)))(Q, ~:c~, P(X)) @Jy(S, P(Yw%,,;,,, 
= 2P’(@,(p(x))) 1 flple-i(‘p”‘” 
wtzg.1 
x <(A,- i~)r’P(x)Y P(Y)>.X~> (4.54) 
which is well-defined for t, s G (0, /I), 1 t - $1 # 0, x, y E X, and almost every- 
where @ E E. We define also 
K,( t, x; 2, y) = FE K,( t, x; t + E, y) (4.55) 
for t E (0, /I). By the theory in Section III, we can express K&t, x; S, y) and 
K,(t, x; t, y) explicitly in terms of quantities in the Fermion Fock space 
5$(X”). Using these expressions, we see that the integral operator K, 
defined by 
W,f)(& xl = j-” ds j dy f&(6 x; s, y)f(s, Y), ./-E L2( D-4 Bl x a 
0 x 
(4.56) 
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is Hilbert-Schmidt on L2( [0, /?I x X). Further, the trace-like quantity 
dx K,(t, x; t, x) 
= -2jodtjx dx f”(@,Mx)))((l -eB’T’dxh P(x)),~ (4.57) 
exists (note that K&t, x; t, y) is continuous in (1, x, y) for almost 
everywhere CD and hence K&t, x; t, X) is unambiguously defined). 
COROLLARY 4.14. Suppose that, for some constant E > 0, 
exp - 
[- J 
BdsW(~,)+(1+c)~~rK,~+~(1+~)21~KK,ll~, 
0 1 
E L’(K dpo,D), 
(4.58) 
where II .II HS denotes the Hilbert-Schmidt norm. Then, under the same 
assumption as in Theorem 4.13, we have 
4Q,W) = j dpo,p det2(Z+ &J exp 
[i 
Ir 
- ds W(@,) + Tr K, 
0 1 , (4.59) 
where det,(Z+ K@) is the regularized determinant of Z+ K, (e.g., [31, 321). 
Remark. Formally, we have 
det,(Z+ K,) exp[fr K,] = det(Z+ K,), 
the unregularized determinant. 
Proof Let 
K$‘(t,, x,; t, x2. ..: t x ) 3 2 ,n, n 
=(-2)“p’(~,,(P(x,)))...p’(~,“(P(x,))) 
x (Q> wtl~ P(xl))qt,v #4x,)) 
. ‘. wtm P&7)) y: (tn Phz))Q),,,;,,,. 
Then, K$)(t,, x,; . . . . t,, x,) is symmetric with respect to every permutation 
of (t, , x,), . . . . (t,, x,). Therefore, one can write as 
B 
I I dtn 0 *’ dt, _ , . . . jr2 dt, 0 0 j dx, -..dx,,K$)(t,, x,; . . . . t,, x,) X 
=I j dt, 
n! 0 
. . . dt, j dx, . . . dx, K$?( t , , x, ; . . . . t,, x,). 
X 
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It is easy to see that 
%?(t,, xl; . . . . t,,, -~,,)=det(K,(t,, x,; t,, x,)), <,,,<,,, 
from which it follows that 
with a constant C, > 0. Therefore we see that the integral with respect to 
dt, ... dt, dx, ... dx, and the integral with respect to dp,, in (4.53) are 
interchangeable. Further, one can show that, for all 2 E C, 
n~o$j-)% -dr,,j dx, . ..dx. Klpn’(r,,x,;...; tn,x,) 
x 
= det,(Z+ AK,) exp[l Tr K@]. 
(see, e.g., [31, 321). It is well known [31] that 
ldeb(l+ &,)I dexpC$~* IIfb/I~,1 
By Cauchy’s estimate, we have for all N > 1 and any E > 0, 
N1 B c -ii dt, . ..dt. 
n=O n! 0 J dx,...dx,K~)(t,,x,;...; t,,,x,) X 
G [(l +&)/cl exp (1 +&I D-&d +;(I +c)* lI&42H, . 
Then, by condition (4.58) and the Lebesgue dominated convergence 
theorem, we may change the sum C,“=, and the integral dpo,fl in (4.53) and 
hence we get (4.59). 1 
Remark. The editor has brought to my attention the following paper: 
A. Jaffe, A. Lesniewski, and J. Weitsman, Index of a family of Dirac 
operators on loop space, preprint, Harvard University, HUTM 87/B202, in 
which the authors compute the index of a family of infinite dimensional 
Dirac operators associated with Wess-Zumino models in the two dimen- 
sional space-time. The path integral representation of the index given there 
is similar to ours (4.59). 
APPENDIX A: A TRACE LEMMA 
LEMMA. Let A and B be linear operators acting in a separable Hilbert 
space c%? and suppose that: 
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class. (i ) A 
is strictly positive self-aa’joint and, for all t > 0, eprA is trace 
(ii) B is symmetric such that, for some c1 E (0, l), BA-” is trace class. 
Then, A + B is self-adjoint with domain D(A) and bounded below. Further- 
more, for all t > 0, e -‘(a + B’ is trace class and we have 
e -r(A+B)= ‘f (-l)“j’dfl j”&... j’n~‘dt,e~r~Ag,~(f,l-,n’AB... 
?7=0 0 0 0 
Xe-“~-‘z’ABe~(f~f~)A 
(A.11 
in the trace norm. 
Proof: By condition (ii), B is relatively compact with respect to A 
and hence is relatively bounded with respect to A with the relative bound 
infnitesimally small. Therefore, by the Kato-Rellich theorm (e.g., [18, 23]), 
A + B is self-adjoint on D(A) and bounded below (cf. also [24, 
Sect. X111.41). To prove the second half, we note that the following formula 
holds (Duhammel’s formula): 
e-O+B’=e-‘A- (I--s)(A+B)ge-sA. 
This is easily seen by showing that both sides applied to a vector in D(A) 
solve the same first order differential equation. By change of variable 
t-s -+ s and by iteration, we have 
e--"A+B'= f (-1)" j'& j"&... j’“-‘dt,e-f”ABe~(‘“-,-fn)AB... 
?7=0 0 0 0 
Xe~“‘~‘2’A~e~(r--f~)A +R,, (A.21 
where 
Writing as BeeSA = s-‘BA-“[(sA)“e-“A ] and using condition (ii), we see 
that, for all s > 0, Be psA is trace class with bound 
IIBe~SAII1~s~a IIBA-“I(, C,, 
where 11 11 i denotes the trace norm and 
C, = IIArepAII (operator norm). 
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Therefore it follows that every term on the right hand side of (A.2) is trace 
class and hence that so is eprCa + “. Further. we have 
llRNlll <ee”qc, IIBA-“Il,)“t” z”N+‘)f(l -a)“+‘r((l --cr)(NS l)+ l))‘, 
where d is the inlimum of the spectrum of A + B and T(z) is the gamma 
function. Since ~(~)~fie~~z~~(‘~~) as IzI -+ ac;, we have 
Thus, we get (A.l) in the trace norm. 1 
APPENDIX B: INDEX OF A SELF-ADJOINT OPERATOR 
IN A GRADED HILBERT SPACE 
Let 2 be a Hilbert space with inner product ( , ) and Q be a self- 
adjoint operator acting in 2”. Suppose that 2 is decomposed into two 
mutually orthogonal closed subspaces 2 * : 
iY?=X+@3f-. (B.1) 
Let P’ be the orthogonal projection onto 2’ and put 
K=P+-P-. 
Assume that, for all A g in o(Q), 
CQL Kg) + (Kf, Qg) = 0. 
Then, it is easy to see [3] that K leaves o(Q) invariant and, for all f in 
D(Q), 
(KQ+QK)f=O. V3.2) 
In particular, Q maps D(Q) n X * to Z’ and hence there exists a unique 
densely defined closed linear operator Q + from 2 + to 2 - with 
D(Q+,=D(Q,nx+ such that Q is written as 
Q(:I)=(l+ Qo’)(:‘), f*EX*fD(Q). (B.3) 
We define the index d(Q) associated with the decomposition (B.l) by 
d(Q)=dimKerQ+-dimKerQ*,, (B.4) 
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provided that both Ker Q, and Ker Q: are finite dimensional. We remark 
that, if Ran Q + is closed in addition, then Q + is Fredholm and d(Q) is the 
Fredholm index of Q, [18]. 
Let 
H=Q2. 
Then, using (B.2) one can easily show that H is reduced by X’ [3]. We 
denote by H’ the reduced part of H to X”, so that we have 
H+=Q:Q+, H-=Q+Q:. 
It is obvious that Ker H+ = Ker Q, and Ker H- = Ker Q*, and hence we 
get 
d(Q)=dimKerH+-dimKerH-. P.5) 
LEMMA. Let Q be as above and suppose that exp( -tQ2) is trace class 
with t > 0. Then, 
A(Q) = Tr(Ke-‘Q’) 03.6) 
independently oft. 
Proof: One can write as 
Tr(&-‘Q2) = Tr eerHt - Tr eprH-. 
On the other hand, it follows from a general theorem [ 111 (cf. also [ 121) 
that o,(H+)\ (0) = a,(H-)\ (0) with the dimension of their corresponding 
eigenspaces coinciding, where CJ~ denotes the point spectrum. From this 
fact and (B.5) we get (B.6). 1 
Remarks. (1) For the case where exp( - tQ2) is not necessarily trace 
class, d(Q) may be computed as 
,4(Q) = lim Tr(e-‘“+ -ePfHm), 
t-m 
provided that % + = SP and e-[“+ -ePtHm is trace class for all suf- 
ficiently large t > 0 with some suitable regularities [7, 51. Also a resolvent 
relgularization can be used to compute the index [8,7, 5 3. 
(2) The quadruple I.%, Q, H, K} given as above is supersymmetric 
quantum theory in the sense of [3]. In this context, physicists call d(Q) the 
Witten index associated with the supersymmetric system (e.g., [35, 36, 9)). 
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